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Resum
A l’actualitat esta` sorgint un creixent intere`s per l’aplicacio´ de te`cniques d’optimitzacio´
a xarxes d’ordinadors amb la finalitat d’habilitar noves funcionalitats com el balanceig de
ca`rrega o l’estalvi energe`tic. Aquesta tasca d’optimitzacio´ pot realitzar-se fa`cilment gra`cies
a la programacio´ lineal, una potent eina matema`tica que permet resoldre certs tipus de
problemes. Una manera d’aplicar la programacio´ lineal a l’optimitzacio´ de xarxes d’or-
dinadors e´s mitjanc¸ant les xarxes definides per software (Software-Defined Networks o
SDNs).
Aquest treball de fi de carrera ha prete`s ser una primera presa de contacte amb les SDNs
i les te`cniques d’optimitzacio´ de consum energe`tic. Aquest document presenta el model
SDN i explica amb detall les difere`ncies entre les xarxes convencionals i les SDN. Es
presenta el protocol OpenFlow com una de les tecnologies que segueixen el model SDN i
es tracta com es pot aplicar la programacio´ lineal a la optimitzacio´ de SDNs. A continuacio´
es plantegen diversos exemples on s’aplica la programacio´ lineal per a implementar certes
funcionalitats com ara encaminament per la ruta de menor cost i encaminament amb
balanceig de ca`rrega.
Per u´ltim s’analitza amb detall el cas concret d’una SDN que realitza encaminament amb
optimitzacio´ de consum energe`tic i es descriuen tots els passos del proce´s de disseny
d’una aplicacio´ C/C++ per al controlador OpenFlow NOX que realitza aquesta funcio´.
Aquesta aplicacio´ ha estat provada en dues xarxes de proves, una amb equips senzills
(routers i punts d’acce´s dome`stics que corren Linux) i un altre amb equips me´s avanc¸ats
(commutadors ethernet del projecte OFELIA).
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Overview
A growing interest is emerging around optimization techniques in computer networks with
the purpose of enabling new features such as load balancing or power saving. This opti-
mization task can be achieved through linear programming, a powerful mathematical tool
which allows to solve certain problems. One way to apply linear programming to the opti-
mization of computer networks is through Software-Defined Networks (SDNs).
This degree thesis is intended to be a first contact with Software-Defined Networks and
power consumption optimization techniques. This document introduces the SDN model
and explains in detail the differences between legacy and SDN networks. The Openflow
protocol is introduced as one of the technologies which follow the SDN model. Also, the
application of linear programming to the optimization of SDNs is deeply analysed. This the-
sis describes some examples of how to apply SDN and linear programming to implement
certain features such as lowest-cost path routing and load-balancing routing.
Finally, the case of an SDN which performs power-aware routing is analysed in detail and
all the steps of the design process of a C/C++ application for the Openflow NOX controller
that performs this function are described. This aplication has been tested in two testbeds,
one with low-end devices (domestic linux-powered routers and access points) and another
with high-end devices (Ethernet switches from OFELIA project).
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1INTRODUCCIO´
El proce´s de ge`nesi i maduracio´ de nous protocols de xarxes d’ordinadors no e´s una tas-
ca fa`cil. Els investigadors que volen implementar nous algoritmes es troben amb grans
dificultats pel camı´, que dissuadeixen o entorpeixen la seva feina. Problema`tiques com
ara aconseguir hardware que els permeti desplegar el seu disseny o be´ poder fer proves
en una xarxa de grans dimensions suposen a vegades barreres infranquejables. Habi-
tualment aquests obstacles es solucionen mitjanc¸ant simuladors de xarxa, pero` ni els
millors simuladors disponibles avui dia so´n capac¸os de reproduir fidelment totes les carac-
terı´stiques d’una xarxa real.
Per a poder realitzar proves de nous protocols en una xarxa real cal disposar d’acce´s al
codi font del software dels equips i comptar amb el permı´s dels administradors de la xarxa.
Tos dos aspectes so´n complicats. Per una banda, els fabricants d’equips comercials mai
alliberaran el codi font del seu software per por a la resposta de la compete`ncia. Per altra
banda, els administradors de les xarxes que es troben en produccio´ mai permetran que es
portin a terme experiments en elles per temor a que les proves puguin degradar el servei
que ofereixen. Aixo` do´na com a resultat que moltes propostes prometedores es quedin en
tan sols mers experiments de laboratori en entorns molt reduı¨ts i que mai acabin veient la
llum.
Les xarxes definides per software (Software-Defined Networks, SDN) es presenten com
la solucio´ a aquests problemes, trencant amb el model de xarxa convencional ja que
permeten separar els plans de senyalitzacio´/control i transport de dades. Gra`cies a les
SDN podem modificar el comportament dels commutadors tot habilitant-los per a executar
tasques complexes, com ara la virtualitzacio´ dels recursos de la xarxa o el balanceig de
ca`rrega.
De forma paral·lela a aquest fet, a l’actualitat estan sorgint noves lı´nies de recerca en
l’a`mbit de l’enginyeria telema`tica centrades al voltant de la optimitzacio´ del consum energe`tic
de les xarxes d’ordinadors. Existeix la necessitat de dissenyar commutadors i xarxes in-
tel·ligents que estalvı¨in energia. Projectes de recerca de gran magnitud com All4Green
[1] o Green-Star Networks [2] pretenen fixar les bases de les xarxes de telecomunicacio´
power-aware del futur.
Aquestes dues tende`ncies, xarxes definides per software i xarxes que tenen en compte
l’energia, convergeixen de manera natural. Podem aplicar la idea de xarxa definida per
software en el cas concret de la optimitzacio´ del consum energe`tic, configurant-la de ma-
nera que el tra`nsit es concentri en la menor quantitat d’equips i enllac¸os possibles per a
poder-ne apagar els inactius. Aquesta estreta relacio´ entre xarxes definides per software
i xarxes de baix consum esdeve´ l’eix central d’aquest treball. L’objectiu d’aquest TFC ha
estat dissenyar una SDN capac¸ d’optimitzar el seu consum energe`tic.
Aquest document es troba organitzat tal com es descriu a continuacio´:
Al capı´tol 1 s’introdueix el concepte de Software-Defined Networking i s’expliquen amb
detall les difere`ncies entre una xarxa convencional i una Software-Defined Network. A
continuacio´ es presenta el protocol OpenFlow com una de les tecnologies que segueixen
2 Encaminament amb optimitzacio´ de consum energe`tic en una Software-Defined Network
el model Software-Defined Networking. L’ape`ndix A amplia aquesta informacio´ amb una
breu descripcio´ sobre el funcionament del protocol segons la seva especificacio´.
Al capı´tol 2 s’introdueix la programacio´ lineal com a eina matema`tica que permet trobar
solucions o`ptimes per certs tipus de problemes matema`tics i es demostra formalment
l’existe`ncia de solucions factibles i solucions o`ptimes. Tot seguit es presenta un exemple
senzill de problema de programacio´ lineal.
Seguidament, al capı´tol 3 es presenten alguns exemples senzills de xarxes, on la progra-
macio´ lineal pot ser u´til per a optimitzar-ne el seu funcionament. Aquests exemples es
plantegen i es resolen de forma teo`rica degut a la seva reduı¨da complexitat.
A continuacio´, al capı´tol 4 es tracta amb detall el cas concret d’una Software-Defined
Network on s’utilitza la programacio´ lineal per a decidir quina e´s la ruta que ha de seguir
un paquet entre dos nodes de la xarxa per tal de minimitzar el consum energe`tic de tots
els nodes que intervenen en l’encaminament. Aquest cas concret es planteja de forma
teo`rica i tambe´ s’ha implementat en forma d’aplicacio´ per al software OpenFlow NOX
escrita en llenguatge de programacio´ C/C++, que actua sobre commutadors OpenFlow
reals. L’aplicacio´ que s’ha dissenyat integra la presa de decisions o`ptimes mitjanc¸ant la
programacio´ lineal i la comunicacio´ entre els nodes de la xarxa mitjanc¸ant el protocol
OpenFlow per a dur-les a terme.
El document finalitza amb les conclusions i les lı´nies futures de desenvolupament.
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CAPI´TOL 1. OPENFLOW
1.1. Software-Defined Networking i Network as a Service
El Software-Defined Networking (SDN) e´s un concepte introduı¨t per Nick McKeown, pro-
fessor de la Universitat de Stanford [3]. La seva proposta consisteix en trencar amb el
model convencional de xarxa on cadascun dels commutadors de la xarxa pren decisions
per ell mateix i passar a un model on tots els commutadors traslladen la capacitat de
prendre decisions a un element central anomenat controlador.
El concepte SDN es troba ı´ntimament relacionat amb la idea de Network as a Service
(NaaS) [4]. E´s a dir, el servei que es proporciona consisteix en l’assignacio´ d’una certa
quantitat de recursos de la xarxa per a que puguin ser gestionats i utilitzats per l’usuari,
on cadascuna d’aquestes assignacions lo`giques o virtuals de recursos d’una xarxa s’ano-
mena slice (paraula que traduı¨da al catala` vindria a significar porcio´ o part). Cada slice
treballa de forma completament independent respecte a la resta (separacio´ de tra`nsit),
pero` totes les slices comparteixen la mateixa infraestructura fı´sica de la xarxa. Un bon
exemple de NaaS e´s el projecte europeu Manticore [5].
1.1.1. Arquitectura del model de xarxa convencional
Un commutador de xarxa [6] e´s un dispositiu d’interconnexio´ capac¸ d’analitzar les capc¸aleres
dels paquets rebuts i de prendre decisions sobre com han de ser encaminats per tal que
arribin al seu destı´. Podem distinguir entre els segu¨ents tipus de commutadors segons la
capa del model OSI de ISO [7] en que treballen:
• Commutador de capa 1 (hub): Treballen en la capa fı´sica. S’utilitzen com a repeti-
dors i regeneradors de senyal.
• Commutador de capa 2 (switch): Treballen en les capes fı´sica i d’enllac¸. S’utilitzen
per a interconnectar dispositius que pertanyen a la mateixa xarxa.
• Commutador de capa 3 (router): Treballen en les capes fı´sica, d’enllac¸ i de xarxa.
S’utilitzen per a interconnectar dispositius que pertanyen a xarxes diferents.
Tal com es pot apreciar a part esquerra de la Fig. 1.1, l’arquitectura dels commutadors de
xarxa esta` formada per dos nivells:
• Data Path: E´s la part del commutador me´s lligada al hardware. E´s l’encarregada
d’efectuar la commutacio´ de paquets i esta` dissenyada per ser capac¸ de fer-ho a
taxes molt elevades. El Data Path conte´ el Packet Forwarding Engine (motor de
commutacio´ de paquets).
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Figura 1.1: Arquitectura convencional [8] (esquerra) i commutador Cisco SF300 (dreta).
Figura 1.2: Arquitectura SDN [8] (esquerra) i commutador OpenFlow HP E3500 (dreta).
• Control Path: E´s la part del commutador me´s lligada al software. E´s l’encarregada
de prendre les decisions sobre com s’han d’encaminar els paquets. El Control Path
conte´ el sistema operatiu.
Un commutador convencional, quan rep un paquet, primer decideix cap a on l’ha d’enca-
minar mitjanc¸ant el seu Control Path i despre´s aquesta decisio´ li e´s comunicada al Data
Path, que s’encarrega d’executar-la. En aquest model el proce´s sencer te´ lloc en tot mo-
ment dins del mateix commutador. El commutador de la part dreta de la Fig. 1.1 treballa
segons el model representat a la seva esquerra.
Per exemple, en un router tı´pic d’Internet el data path es correspon amb el hardware que
realitza la commutacio´ de paquets entre els seus ports i el control path es correspon amb
el sistema operatiu (IOS en els routers Cisco, Junos en els routers Juniper, etc.), que
mante´ les taules d’encaminament.
1.1.2. Arquitectura del model Software-Defined Networking
El model Software-Defined Networking suposa una ruptura amb l’arquitectura convencio-
nal dels commutadors. La gran novetat que proposa el model SDN consisteix en extreure
la intel·lige`ncia del Control Path fora del commutador i desplac¸ar-la a un altre equip: un
controlador extern. E´s a dir, l’encarregat de prendre les decisions ja no e´s el propi com-
mutador sino el seu controlador. El commutador tan sols es limita a executar les decisions
que el controlador pren i li comunica, tal com es representa a la Fig. 1.2.
El Controller Path dels commutadors es substitueix per un software client que s’encarrega
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Figura 1.3: Model Software-Defined Networking [8].
de connectar-se a un controlador mitjanc¸ant un canal xifrat i rebre ordres. A la Fig. 1.3
podem observar aquesta idea. El gran avantatge d’aquest model resideix en que el con-
trolador dels commutadors te´ una visio´ global de la xarxa i, per tant, te´ me´s informacio´ per
dur a terme la tasca d’optimitzacio´. El commutador de la part dreta de la Fig. 1.2 treballa
segons del model representat a la seva esquerra.
1.2. Introduccio´ a OpenFlow
OpenFlow [3] e´s un projecte (tambe´ liderat per la universitat de Stanford) que va sor-
gir l’any 2008 amb la finalitat d’implementar una solucio´ funcional que segueixi el model
Software-Defined Networking. L’objectiu d’OpenFlow e´s permetre als investigadors provar
nous protocols sobre hardware desplegat i en u´s sense haver de preocupar-se per altres
factors.
OpenFlow e´s un software impulsat per la Open Networking Foundation [9], una associacio´
a la qual pertanyen algunes de les empreses me´s importants del sector com Google,
Microsoft, Yahoo i Facebook. A me´s a me´s compta amb el suport de reconeguts fabricants
com Intel, IBM, Cisco, Juniper, Netgear, Samsung Broadcom i Huawei (entre d’altres).
1.3. Factors que van propiciar l’aparicio´ d’OpenFlow
Com s’ha dit anteriorment, OpenFlow va sorgir com una resposta a les dificultats per
a desenvolupar nous protocols en un intent de simplificar aquesta tasca. A continuacio´
s’explicara` breument quines so´n aquestes problema`tiques i quines so´n les solucions que
OpenFlow proporciona.
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1.3.1. Necessitat de hardware versa`til
Pocs commutadors compten amb la suficient versatilitat que un investigador necessita per
a posar en marxa un nou protocol. Tot i que amb un PC amb sistema operatiu GNU/Linux
i diverses interfı´cies de xarxa es pot emular un router o un commutador, aquest muntatge
compta amb grans limitacions:
• Baixa capacitat de commutacio´: En el millor dels casos podrem assolir una taxa
d’aproximadament 5 Gb/s [10]. Aquesta e´s una taxa molt baixa si la comparem
amb les que ofereixen altres commutadors i routers actuals. Per exemple, el router
Juniper MX480 suporta una taxa de 1,92 Tbps [11].
• Baixa concentracio´ de ports: Les interfı´cies de xarxa per a PC’s compten amb un
nombre molt reduı¨t de ports en comparacio´ amb altres equips comercials actuals.
Nome´s es poden fer proves en escenaris d’un abast molt reduı¨t. No es poden provar
certs aspectes que nome´s so´n apreciables en xarxes de grans dimensions.
Si be´ una altra possibilitat e´s fer servir hardware personalitzat, aquesta opcio´ tambe´ pre-
senta importants limitacions:
• Dificultat per a programar per a cada arquitectura. Cada commutador e´s diferent.
• Forta depende`ncia de la industria (fabricants).
• Cost prohibitiu per a les institucions de recerca.
Per tant, queda clar que la solucio´ passa necessa`riament per implicar als fabricants en
el disseny d’una nova lı´nia de commutadors que permetin l’acce´s al seu software per a
poder afegir noves funcionalitats segons el model Software-Defined Networking. A me´s a
me´s, aquests commutadors tambe´ hauran de ser capac¸os de treballar segons el model
convencional per raons de compatibilitat.
Els fabricants so´n molt restrictius a l’hora d’exposar els sistemes operatius dels seus
equips ja que la compete`ncia podria treure’n profit. Per tant s’ha d’arribar a un acord
amb els fabricants per a que permetin l’acce´s al software dels equips tot mantenint els
seus interessos de negoci.
La solucio´ que OpenFlow proposa consisteix en que el fabricant implementi una interfı´cie
estandarditzada en els seus commutadors, el protocol OpenFlow. Aquesta interfı´cie per-
metra` configurar l’equip i modificar el seu comportament sense necessitat de que el fabri-
cant publiqui el codi font del seu software ni el del seu sistema operatiu.
1.3.2. Necessitat d’una xarxa de proves de grans dimensions
A l’hora de realitzar experiments cal disposar d’una xarxa de proves (testbed). Un testbed
e´s una xarxa aı¨llada dels sistemes que es troben en produccio´, on es pot dur a terme un
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Figura 1.4: Separacio´ de tra`nsit a OpenFlow [8].
experiment de forma segura. D’aquesta forma un mal resultat no podra` afectar als altres
sistemes.
Per a fer proves de petita escala n’hi ha prou amb una xarxa de reduı¨t tamany que es
dissenyi expressament per a dur a terme l’experiment. El problema ve donat quan es
volen dur a terme proves amb certs tipus de protocols que es dissenyen expressament
per a treballar en xarxes grans (com ara Internet).
Les grans xarxes que ja hi ha desplegades es troben en produccio´ i els seus administra-
dors no solen veure amb bons ulls que es facin experiments amb elles (degut a que un
error podria fer que tota la xarxa caigue´s). Aquesta por e´s la que porta a que moltes vega-
des no es puguin realitzar totes les proves que un investigador voldria fer. D’altra banda,
plantejar-se el desplegament d’una nova xarxa de grans dimensions expressament per a
dur a terme proves e´s una opcio´ econo`micament inviable.
La solucio´ que ofereix OpenFlow e´s un concepte nou i trencador. Citant i traduint les
paraules de Guido Appenzeller [10] podem dir que:
L’u´nica xarxa de proves suficientment gran com per a avaluar les futures tec-
nologies d’Internet a escala, e´s la pro`pia Internet.
OpenFlow proposa fer servir les mateixes xarxes que ja es troben desplegades i en pro-
duccio´ per a executar proves sobre elles tot aı¨llant completament l’a`mbit de l’experiment
de l’a`mbit que es troba en produccio´. A la Fig. 1.4 es troba representat aquest concepte.
Aixı´ no hi haura` cap possible risc que un experiment fallit pugui comprometre la resta de
la xarxa. A me´s a me´s aixı´ es pot experimentar amb tra`nsit i usuaris reals.
OpenFlow tambe´ dona la possibilitat d’executar me´s d’un experiment simulta`niament so-
bre la mateixa xarxa a me´s de mantenir la configuracio´ de l’entorn de produccio´. E´s a dir,
diferents controladors poden estar actuant simulta`niament sobre un commutador Open-
Flow. Aquesta virtualitzacio´ e´s possible gra`cies al software FlowVisor [12]. A la Fig. 1.5
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Figura 1.5: Virtualitzacio´ a OpenFlow amb FlowVisor [8].
Figura 1.6: Slicing a OpenFlow [8].
podem observar aquesta idea. A la Fig. 1.6 es troben representades va`ries slices virtua-
litzades amb FlowVisor.
1.3.3. Necessitat d’estandarditzacio´
El protocol OpenFlow e´s independent dels fabricants i del propi hardware dels commuta-
dors. Aixo` permet construir una xarxa amb commutadors OpenFlow de diversos fabricants
o diversos models del mateix fabricant sense problemes de compatibilitat.
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Els fabricants tan sols s’han d’encarregar de preparar el seu software per a traduir les
instruccions que el seu commutador rebra` per mitja` del protocol OpenFlow a entrades de
la taula d’encaminament que aquell commutador en concret haura` d’emmagatzemar.
A me´s a me´s, l’especificacio´ oficial del protocol OpenFlow [13] es troba publicada per tal
que qualsevol fabricant que ho vulgui pugui incorporar el protocol en un commutador. La
versio´ me´s actual de l’especificacio´ del protocol OpenFlow en el moment de la publicacio´
d’aquest treball de fi de carrera e´s la 1.1.0 i va ser publicada el 28 de Febrer de 2011.
A l’ape`ndix A s’amplia la descripcio´ de l’especificacio´ te`cnica del protocol OpenFlow i es
descriu amb me´s detalls el seu funcionament.
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CAPI´TOL 2. PROGRAMACIO´ LINEAL
La informacio´ exposada en aquest capı´tol ha estat extreta de les fonts [14], [15] i [16].
2.1. Introduccio´ a la programacio´ lineal
La programacio´ lineal e´s una eina matema`tica que permet trobar el valor o`ptim d’una
funcio´ lineal, on les variables prenen valors en una regio´ determinada per un sistema
lineal d’inequacions. E´s a dir, l’objectiu de la programacio´ lineal consisteix en trobar el
valor ma`xim o mı´nim que pot prendre una funcio´ lineal del tipus:
z= c1x1+ c2x2+ · · ·+ cnxn+ c0,
subjecte a una se`rie de restriccions lineals
b1 = a11x1+a12x2+ · · ·+a1nxn
b2 = a21x1+a22x2+ · · ·+a2nxn
...
bm = am1x1+am2x2+ · · ·+amnxn
i a uns lı´mits en els valors que poden prendre les variables
l1 ≤ b1 ≤ u1
l2 ≤ b2 ≤ u2
...
lm ≤ bm ≤ um
on: b1, b2, . . . , bm so´n variables auxiliars; x1, x2, . . . , xn so´n variables de decisio´; z e´s
la funcio´ objectiu; c1, c2, . . . , cn so´n coeficients de la funcio´ objectiu; c0 e´s un possible
terme constant de la funcio´ objectiu; a11, a12, . . . , amn so´n coeficients de les condicions;
l1, l2, . . . , lm so´n els lı´mits inferiors de les variables i u1, u2, . . . , un so´n els lı´mits superiors
de les variables.
Els lı´mits de les variables poden ser finits o infinits. Els lı´mits superior i inferior d’una
variable poden ser iguals. Els diversos tipus de variable possibles es mostren a la segu¨ent
taula.
Lı´mits de la variable Tipus de variable
−∞< bk <+∞ Variable sense lı´mits.
lk ≤ bk ≤+∞ Variable amb lı´mit inferior.
−∞< bk < uk Variable amb lı´mit superior.
lk ≤ bk ≤ uk Variable amb lı´mits superior i inferior.
lk = bk = uk Variable fixa.
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Figura 2.1: Regio´ factible acotada.
Funcions y≥ 6−x, y≤ 4+x i x≤ 6.
Figura 2.2: Regio´ factible no acota-
da. Funcions y≥ 2 i y≤−1+2x.
A continuacio´ reescriurem les expressions utilitzant la forma matricial. Siguin
A matriu de coeficients de les restriccions,
b vector de variables auxiliars,
c vector de coeficients de la funcio´ objectiu,
X vector de variables de decisio´,
tal que
A=

a11 a12 · · · a1n
a21 a22 · · · a2n
. . . . . . . . . . . .
am1 am2 · · · amn
 , b=

b1
b2
...
bm
 , c=

c1
c2
...
cn
 , X =

x1
x2
...
xn
 .
La funcio´ a maximitzar/minimitzar e´s:
z= cTX ,
subjecte a:
AX = b.
2.2. Solucions factibles i solucions o`ptimes
Les solucions factibles d’un problema de programacio´ lineal, en el cas que existeixin, seran
el conjunt de punts de la regio´ delimitada per totes les desigualtats. Aquesta regio´ de punts
que satisfan simulta`niament totes les restriccions lineals es denomina regio´ factible. La
regio´ factible inclou o no els costats i els ve`rtexs segons si les desigualtats so´n a`mplies
(≤ o≥) o estrictes (< o >). La regio´ factible es pot trobar acotada (Fig. 2.1) o no acotada
(Fig. 2.2).
Sigui K el conjunt de solucions factibles d’un problema de programacio´ lineal:
K = {k ∈ Rn / Ak = b}.
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Figura 2.3: Envoltant convexa d’un conjunt de punts.
Podem distinguir els segu¨ents casos:
1. K = /0. Les restriccions lineals so´n contradicto`ries (la regio´ factible e´s buida). No
existeix cap solucio´ o`ptima per a la funcio´ objectiu. Per exemple: x ≥ 2 i x ≤ 1 so´n
dues restriccions lineals impossibles de satisfer simulta`niament.
2. K 6= /0 i la regio´ factible es troba acotada. Existeix una solucio´ o`ptima de valor finit
per a la funcio´ objectiu. Per exemple: x≥ 1 i x≤ 2 so´n dues restriccions lineals que
poden ser satisfetes simulta`niament.
3. K 6= /0 i la regio´ factible no es troba acotada. Les variables de decisio´ que intervenen
en la funcio´ objectiu poden no estar limitades. Existeix solucio´ o`ptima per a la funcio´
objectiu pero` pot ser de valor infinit. Per exemple: Maximitzar z= x+y amb els lı´mits
x≥ 0 i y≥ 0.
Si la regio´ factible es troba acotada, la seva representacio´ gra`fica e´s un poliedre convex.
Diem que un conjunt C e´s convex si donats dos punts p,q ∈C, el segment que uneix es
troba compre`s en C.
[p,q] = (1− t)p+ tq, t ∈ [0,1].
Sigui P= {p1, p2, . . . , pn} un conjunt de punts. La envoltant convexa de P e´s el menor
conjunt convex que els conte´. Podem observar aquest concepte a la Fig. 2.3
L’envoltant convexa de P, que denotem com Env(P), es defineix com
Env(P) = {α1p1+α2p2+ · · ·+αnpn |
n
∑
i=1
αi = 1, αi ≥ 0}.
Si K e´s un poliedre convex, llavors K e´s l’envoltant convexa dels punts extrems de K.
Per tant, tota solucio´ factible podra` representar-se com una combinacio´ lineal convexa
de les solucions factibles dels ve`rtexs de K. Com veurem posteriorment, aquest fet ens
permetra` demostrar que el valor ma`xim o el valor mı´nim de la funcio´ objectiu d’un problema
de programacio´ lineal (en el cas que en tingui) s’assolira` en almenys un dels ve`rtexs de la
regio´ factible.
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Proposicio´ 2.2..1. El conjunt de solucions factibles d’un problema de programacio´ lineal
e´s un conjunt convex.
Demostracio´. Considerem X1, X2 ∈ K tal que X1, X2 ≥ 0. Llavors: AX1 = b, AX2 = b.
Podem obtenir un vector X ∈ K que sigui combinacio´ lineal de X1 i X2:
X = αX1+(1−α)X2.
Si multipliquem el vector X per la matriu A obtenim:
AX = αAX1+(1−α)AX2 = αb+(1−α)b= b.
Per tant, X tambe´ e´s una solucio´ factible del problema.
Proposicio´ 2.2..2. Si K e´s un poliedre convex, llavors la funcio´ objectiu assolira` el seu
valor o`ptim en un ve`rtex de K. Si el valor o`ptim s’assoleix en me´s d’un punt, tambe´
s’assolira` en qualsevol combinacio´ lineal convexa dels mateixos.
Demostrarem aquesta proposicio´ per al cas mı´nim. La demostracio´ per al cas ma`xim es
realitza de forma ana`loga.
Demostracio´. Siguin X1, X2, . . . , Xp ∈ K ve`rtexs de K. Sigui X0 ∈ K una solucio´ factible
mı´nima. Podem afirmar que:
∀X ∈ K, cTX0 ≤ cTX .
Podem distinguir els segu¨ents casos:
1. X0 e´s un ve`rtex de K. Llavors la proposicio´ quedaria demostrada.
2. X0 no e´s un ve`rtex de K. Llavors X0 pot expressar-se com una combinacio´ lineal
convexa dels ve`rtexs de K.
Per tant:
X0 =
p
∑
i=1
αiXi | αi ≥ 0,
p
∑
i=1
αi = 1.
Substituint X0 a la funcio´ objectiu obtenim:
Min z= cTX0 = cT (α1X1+α2X2+ · · ·+αpXp) = m.
Suposem que cTX1 =Min cTXi, ∀i. Llavors:
m= cTX0= cT (α1X1+α2X2+ · · ·+αpXp)≥ cT (α1X1+α2X1+ · · ·+αpX1) = cTX1≥m.
Per tant, podem afirmar que cTX1 = m. E´s a dir, existeix un ve`rtex de K en el qual la
funcio´ objectiu assoleix el seu valor mı´nim. Ha quedat demostrada la primera part de la
proposicio´.
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Per a demostrar la segona part de la proposicio´ considerem X1, X2, . . . , Xq ∈ K ve`rtexs
de K, amb q≤ p i X ∈ K una combinacio´ lineal convexa d’ells:
X =
q
∑
i=1
αiXi | αi ≥ 0,
q
∑
i=0
αi = 1.
Suposem que la funcio´ objectiu assoleix el seu valor mı´nimm en els ve`rtexs X1, X2, . . . , Xq:
cTX = cT (α1X1+α2X2+ · · ·+αqXq) = α1cTX1+α2cTX2+ · · ·+αqcTXq
= (mα1+mα2+ · · ·+mαq) = m(α1+α2+ · · ·+αq) = m.
Per tant, la funcio´ objectiu tambe´ assolira` el seu valor mı´nim a X . Ha quedat demostrada
la segona part de la proposicio´.
2.3. Resolucio´ d’un problema de programacio´ lineal
Suposem el segu¨ent problema:
Una empresa fabricant de joguines de fusta comercialitza soldats i trens.
La venda de cada soldat proporciona a l’empresa uns ingressos de 27 eu-
ros i unes despeses de 10 euros en mate`ries primeres i de 14 euros en ma`
d’obra. La venda de cada tren proporciona uns ingressos de 21 euros i unes
despeses de 9 euros en mate`ries primeres i de 10 euros en ma` d’obra.
A la fa`brica de la empresa hi ha dos tipus de treballadors: fusters i polidors.
La produccio´ de cada soldat requereix una hora de treball d’un fuster i dues
hores d’un polidor. La produccio´ de cada tren requereix una hora de treball
d’un fuster i una altra d’un polidor.
Degut a les condicions dels seus contractes, els fusters de la fa`brica nome´s
treballen un ma`xim de 80 hores setmanals. Els polidors en canvi poden tre-
ballar un ma`xim de 100 hores setmanals.
Segons un estudi de vendes, mai es venen me´s de 40 soldats per setmana.
En canvi, la demanda pels trens sembla no tenir cap lı´mit.
L’empresa vol obtenir el ma`xim benefici possible tot tenint en compte aquestes
limitacions. Quants trens i soldats hauria de fabricar cada setmana?
El primer que s’haura` de fer e´s obtenir una equacio´ que expressi el benefici en funcio´ de
la quantitat de trens i de soldats venuts per setmana:
z= (27−10−14)x+(21−9−10)y
= 3x+2y (2.1)
on: x e´s la quantitat de soldats que es produeixen per setmana i y e´s la quantitat de trens
que es produeixen per setmana. Per tant, obtenim que:
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c=
(
3
2
)
, X =
(
x
y
)
.
Tot seguit es plantejen les equacions de les restriccions:
c= 1x+1y, (2.2)
p= 2x+1y. (2.3)
L’equacio´ 2.2 expressa la quantitat d’hores de treball dels fusters en funcio´ dels trens i
soldats fabricats. L’equacio´ 2.3 expressa la quantitat d’hores de treball dels polidors en
funcio´ dels trens i soldats fabricats. Per tant, obtenim que:
A=
(
1 1
2 1
)
.
Els lı´mits de les variables seran:
c≤ 80, (2.4)
p≤ 100, (2.5)
0≤ x≤ 40, (2.6)
y≥ 0. (2.7)
La inequacio´ 2.4 limita les hores de treball dels fusters a un ma`xim de 80. La inequacio´
2.5 limita les hores de treball dels polidors a un ma`xim de 100. La inequacio´ 2.6 limita la
produccio´ de soldats a un valor entre 0 i 40: no es pot fabricar una quantitat negativa de
soldats ni tampoc sobrepassar les 40 unitats. La inequacio´ 2.7 impedeix que la produccio´
de trens sigui inferior a 0: no es pot produir una quantitat negativa de trens.
Un cop modelat formalment el nostre problema es pot procedir a resoldre’l. Si es repre-
senten sobre eixos cartesians les inequacions 2.4 i 2.5 per a valors de la variable x entre 0
i 40 es poden diferenciar tres regions de punts, tal com mostra la Fig. 2.4. La regio´ verda
correspon als punts que nome´s compleixen la inequacio´ 2.4. La regio´ vermella correspon
als punts que nome´s compleixen la inequacio´ 2.5. La regio´ marro´ correspon als punts que
compleixen ambdues inequacions alhora (regio´ factible). Podem observar que la regio´
factible e´s un poliedre amb els seus ve`rtexs als punts:
x y
0 0
0 80
20 60
40 20
40 0
Com s’ha demostrat en la seccio´ anterior, la funcio´ objectiu 2.1 assolira` el seu valor ma`xim
(que alhora compleix amb totes les restriccions lineals) en almenys un dels cinc ve`rtexs
de la regio´ factible.
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Figura 2.4: Regio´ factible de les inequacions 2.4 i 2.5.
Es procedeix a trobar els valors de x i y que maximitzen el valor de la funcio´ objectiu:
z(0,0) = 30+20= 0,
z(0,80) = 30+280= 160,
z(20,60) = 320+260= 180, (2.8)
z(40,20) = 340+220= 140,
z(40,0) = 340+20= 120.
Com podem observar a l’expressio´ 2.8 el valor ma`xim de la funcio´ objectiu s’obte´ per a
x= 20 i y= 60, proporcionant a l’empresa un benefici setmanal de 180 euros. Per tal de
maximitzar els beneficis s’haurien de fabricar 20 soldats i 60 trens per setmana.
2.4. L’algorisme simplex i el software optimizador
Degut a la complexitat que presenten certs problemes de programacio´ lineal no e´s viable
intentar resoldre’ls de forma manual. Per a resoldre aquest tipus de problemes s’empra
un software optimizador que s’encarrega d’aquesta tasca. El software optimitzador que
s’ha fet servir en aquest treball s’anomena GNU Linear Programming Kit (GLPK) [17] i es
distribueix sota llice`ncia GNU/GPL.
El software GLPK s’encarrega de resoldre el problema de programacio´ lineal per mitja` de
l’algorisme simplex. El me`tode simplex e´s el me´s utilitzat per a resoldre problemes de
programacio´ lineal. Ba`sicament, l’algorisme recorre els ve`rtexs del poliedre definit per la
regio´ factible fins a trobar el ve`rtex que proporciona la solucio´ o`ptima.
Per a poder trobar la solucio´ del problema caldra` escriure’l en un llenguatge que el softwa-
re optimizador pugui entendre. En aquest treball es fara` servir el llenguatge CPLEX LP
[18] per la seva senzillesa. El llenguatge CPLEX LP va ser dissenyat per IBM per a ser uti-
litzat amb el software optimitzador IBM ILOG CPLEX [18] que es distribueix sota llice`ncia
propieta`ria.
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Programacio´ lineal aplicada a xarxes d’ordinadors 19
CAPI´TOL 3. PROGRAMACIO´ LINEAL APLICADA
A XARXES D’ORDINADORS
La programacio´ lineal constitueix una eina molt potent per a optimitzar una xarxa d’ordina-
dors. A continuacio´ plantejarem tot un seguit d’escenaris on l’aplicacio´ de la programacio´
lineal pot servir per a resoldre diferents problemes senzills. La finalitat d’aquests exem-
ples e´s introduir la notacio´ que s’utilitzara` en problemes me´s complexes que es plantejara`n
posteriorment.
3.1. Exemple 1: Encaminament per la ruta de menor cost
L’encaminament per la ruta me´s curta e´s una funcionalitat que es pot implementar fa`cilment
en una xarxa convencional gra`cies a protocols d’encaminament dina`mic com RIP, OSPF
o BGP. Tot i aixo`, aquest e´s un bon exemple per a estudiar com podrı´em dissenyar una
SDN que realitze´s aquesta funcio´ per mitja` d’un motor basat en programacio´ lineal. En el
nostre model considerarem que nome´s circulara` per la xarxa un sol flux, pel qual nosaltres
calcularem la seva ruta o`ptima.
L’encaminament per la ruta me´s curta consisteix en escollir, d’entre varies rutes, la que
presenta la menor suma de costos dels enllac¸os que travessa. Suposem una xarxa amb
una topologia com la representada a la Fig. 3.1 on cada enllac¸ te´ associat un cost. Si el
node 1 vol encaminar paquets cap al node 5 fara` servir la ruta que travessa els nodes 1,
3, 6 i 5 perque` presenta un cost total de 20 (9+2+9). En canvi, les altres rutes presenten
un cost me´s elevat. Per tant, aquest problema podria solucionar-se fa`cilment llistant les
rutes segons el seu cost i escollint-ne la que presenti el valor me´s petit. Tot i aixo`, per
a poder modelar-lo com un problema de programacio´ lineal e´s necessari tenir en compte
altres factors.
En el cas concret en que tots els enllac¸os de la topologia presenten el mateix cost, la
ruta que presenta el menor cost coincideix amb la ruta que travessa la menor quantitat
d’enllac¸os (ruta me´s curta).
Figura 3.1: Topologia de xarxa amb enllac¸os de diferent cost.
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3.1.1. Model gene`ric
Utilitzarem la notacio´ descrita a continuacio´:
L Conjunt de tots els enllac¸os.
I Conjunt de totes les rutes.
Il Conjunt de totes les rutes que circulen per un enllac¸ l.
ri Variable bina`ria de decisio´ que indica si el flux circula per la ruta i.
xi Variable de decisio´ que indica l’ample de banda del flux que circula per la ruta i.
cl Capacitat de l’enllac¸ l en Mbps.
ki Cost de la ruta i (suma dels costos dels enllac¸os que travessa la ruta i).
d Ample de banda del flux en Mbps.
Abordem primer les restriccions lineals.
a) L’ample de banda del flux d es conserva. La suma dels amples de banda de totes les
possibles rutes es correspon amb l’ample de banda del flux.
∑
i∈I
xi = d.
b) No saturacio´ dels enllac¸os. La suma dels amples de banda de les rutes que circulen
per un enllac¸ no pot superar la capacitat de l’enllac¸. Aquesta restriccio´ no e´s tinguda
en compte pels protocols d’encaminament que s’utilitzen a Internet, pero` en aquest
exemple s’imposa per evitar la saturacio´ dels enllac¸os.
∀l ∈ L, cl ≥∑
i∈Il
xi.
c) Encaminament per una u´nica ruta. Una ruta nome´s pot transportar la totalitat de l’am-
ple de banda del flux o be´ cap part d’ell. Aquesta restriccio´ s’imposa perque es vol
emular el comportament dels protocols d’encaminament que s’utilizen a Internet.
∀i ∈ I, xi = dri.
La funcio´ objectiu a minimitzar e´s la segu¨ent:
z=∑
i∈I
kixi.
3.1.2. Aplicacio´ del model
Suposem una topologia de xarxa com la representada a la Fig. 3.2, on els commutadors
A, B, . . . , F compten amb suport OpenFlow i tenen establerta una connexio´ amb el contro-
lador. Els enllac¸os L1, L2, . . . , L8 compten tots amb una capacitat de 100 Mbps. Suposem
que el PC1 vol enviar un flux de paquets IP al PC2 amb un ample de banda de 10 Mbps.
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Figura 3.2: Topologia de xarxa amb 6 commutadors OpenFlow i 8 enllac¸os.
Ruta no Salt 1 Salt 2 Salt 3 Salt 4 Salt 5 Salt 6
1 A B C D - -
2 A E F D - -
3 A B E F D -
4 A B C F D -
5 A E F C D -
6 A E B C D -
7 A B E F C D
8 A E B C F D
Taula 3.1: Camins possibles entre els commutadors A i D. Les entrades es corresponen
amb les nodes de la ruta.
Podem observar que el primer commutador en rebre el paquet originat pel PC1 sera` el
commutador A. El commutador A, en rebre un paquet IP que no sap com ha d’encaminar
el reenviara` seu controlador OpenFlow. El controlador, que coneixera` que el PC2 e´s
accessible per mitja` del commutador D, haura` de resoldre un problema de programacio´
lineal per a trobar la ruta amb el menor cost entre els commutadors A i D.
El primer pas per a plantejar un problema de programacio´ lineal que modeli aquesta situ-
acio´ e´s trobar totes les rutes possibles entre els commutadors A i D. En una xarxa amb
aquesta topologia les rutes possibles so´n les mostrades a la taula 3.1. Podem reescriu-
re la mateixa taula pero` tenint en compte els enllac¸os de la topologia enlloc dels nodes.
Mostrem els enllac¸os que fara` servir cada possible ruta a la taula 3.2.
Un cop hem determinat totes les rutes possibles e´s el moment de plantejar el problema
de programacio´ lineal. Utilitzarem les segu¨ents constants:
• cL1, cL2, . . . , cL8 indiquen les capacitats dels enllac¸os en Mbps.
Les variables amb les que treballarem so´n les segu¨ents:
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Ruta no Enllac¸ 1 Enllac¸ 2 Enllac¸ 3 Enllac¸ 4 Enllac¸ 5
1 L1 L2 L3 - -
2 L4 L5 L6 - -
3 L1 L7 L5 L6 -
4 L1 L2 L8 L6 -
5 L4 L5 L8 L3 -
6 L4 L7 L2 L3 -
7 L1 L7 L5 L8 L3
8 L4 L7 L2 L8 L6
Taula 3.2: Rutes possibles entre els commutadors A i D. Les entrades es corresponen
amb els enllac¸os de la ruta.
• x1, x2, . . . , x8 so´n variables continues que indiquen l’ample de banda en Mbps que
es transporta per cadascuna de les possibles rutes que pot fer servir el flux.
• r1, r2, . . . , r8 so´n variables bina`ries que indiquen si una ruta es fa servir o no per a
transportar el flux (ri = 1→ ruta activa, ri = 0→ ruta inactiva).
A continuacio´ llistem els lı´mits de les variables:
a) L’ample de banda requerit pel flux e´s constant.
d = 10.
b) La capacitat dels enllac¸os e´s constant.
cL1 = cL2 = · · ·= cL8 = 100.
c) No existeixen amples de banda negatius.
x1 ≥ 0, x2 ≥ 0, · · · , x8 ≥ 0.
A continuacio´ plantejem les restriccions lineals.
a) L’ample de banda es conserva. La suma dels amples de banda de totes les possibles
rutes es correspon amb l’ample de banda del flux.
d = x1+ x2+ · · ·+ x8.
b) La suma dels amples de banda dels fluxos que circulen per un enllac¸ no pot superar la
seva capacitat.
cL1 ≥ x1+ x3+ x4+ x7, cL5 ≥ x2+ x3+ x5+ x7,
cL2 ≥ x1+ x4+ x6+ x8, cL6 ≥ x2+ x3+ x4+ x8,
cL3 ≥ x1+ x5+ x6+ x7, cL7 ≥ x3+ x6+ x7+ x8,
cL4 ≥ x2+ x5+ x6+ x8, cL8 ≥ x4+ x5+ x7+ x8.
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Figura 3.3: Rutes seleccionades en els casos 1 i 2.
c) Encaminament per una u´nica ruta. Una ruta nome´s pot transportar la totalitat de l’am-
ple de banda del flux o be´ cap part d’ell.
x1 = dk1,
x2 = dk2,
...
x8 = dk8.
Un cop formulades les nostres restriccions e´s el moment de plantejar la funcio´ objectiu a
maximitzar o minimitzar. En aquest cas, el nostre propo`sit es minimitzar la funcio´ objectiu:
z= 3x1+3x2+4x3+4x4+4x5+4x6+5x7+5x8.
on els coeficients ki que multipliquen a x1,x2, . . . ,x8 indiquen el cost que te´ cada ruta. En
aquest cas, aquests costos coincideixen amb el nombre de nodes que travessa cada ruta.
Aquesta informacio´ s’obte´ a partir del coneixement sobre la topologia de la xarxa.
Podem intuir que la funcio´ objectiu assolira` el seu valor mı´nim (que alhora verificara` les
restriccions lineals) quan un dels termes tingui un valor diferent de zero i la resta de termes
tinguin valor igual a zero. Tambe´ podem observar que la nostra funcio´ objectiu afavoreix
l’eleccio´ de les rutes amb menor cost en front de les de major cost.
El problema reescrit en llenguatge CPLEX LP es pot trobar a l’ape`ndix I, cas 1. Executant
l’optimizador GNU GLPK obtenim com a resultat que es fara` servir la ruta numero 2. E´s a
dir, el flux circulara` per els commutadors A, E, F i D i per els enllac¸os L4, L5 i L6. Podem
observar el resultat que l’optimitzador proporciona a l’ape`ndix I, cas 1. A la Fig. 3.3 trobem
representada la ruta escollida.
Cal mencionar que en aquest cas tant ruta escollida com la que travessa els commutadors
A, B, C i D presenten el mateix cost. El software optimitzador, al trobar-se amb dues
solucions que assoleixen el valor o`ptim, ha optat per escollir-ne nome´s una (segons els
criteris de l’algorisme simplex).
Pero` que` succeeix quan un dels enllac¸os de la ruta seleccionada no compta amb capa-
citat suficient per a satisfer les necessitats d’ample de banda del flux? Suposem que la
capacitat de l’enllac¸ L5 passa a ser inferior a l’ample de banda requerit pel flux:
CL5 < d.
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Podem observar com queda replantejat el problema a l’ape`ndix I, cas 2. El resultat obtin-
gut mostra com davant la impossibilitat de continuar fer servir la mateixa ruta, se n’escull
una altra (en aquest cas, del mateix cost). Ara el flux circulara` per els commutadors A,
B, C i D i per els enllac¸os L1, L2 i L3. A la Fig. 3.3 trobem representada la nova ruta
escollida.
Suposem ara que els enllac¸os L2 i L5 no compten amb capacitat suficient per a proporci-
onar l’ample de banda requerit pel flux:
CL2 < d,
CL5 < d.
El problema queda replantejat tal i com es mostra a l’ape`ndix I, cas 3. El resultat que
s’obte´ e´s que no hi ha cap solucio´ factible. E´s a dir, no hi ha cap ruta que compleixi
simulta`niament amb totes les condicions imposades.
Aquest resultat es pot comprovar intuı¨tivament, ja que totes les rutes possibles entre el
commutador A i el commutador D travessen almenys un dels dos enllac¸os que han quedat
inutilitzats.
3.2. Exemple 2: Encaminament amb balanceig de ca`rrega
L’encaminament amb balanceig de ca`rrega permet a un router distribuir l’ample de banda
d’un flux entre varies rutes simulta`niament. Aixo` permet repartir el tra`nsit entre els enllac¸os
per tal d’evitar la seva saturacio´. Alguns protocols d’encaminament dina`mic incorporen la
funcionalitat ECMP (Equal-Cost Multi-Path) [19], que permet encaminar paquets dirigits a
un mateix destı´ distribuint la ca`rrega dels enllac¸os entre va`ries rutes d’igual cost.
Com que aquesta situacio´ no es dona amb frequ¨e`ncia en xarxes on els costs dels enllac¸os
no s’assignen administrativament, habitualment no es pot gaudir dels avantatges que pro-
porciona ECMP. Tot i aixo`, en aquest exemple es mostrara` com implementar la funciona-
litat de balanceig de ca`rrega amb rutes de diferent cost mitjanc¸ant programacio´ lineal en
una Software-Designed Network. En el nostre model considerarem que nome´s circularan
per la xarxa els fluxos pels quals nosaltres calcularem la seva ruta o`ptima.
3.2.1. Model gene`ric
Utilitzarem la notacio´ descrita a continuacio´:
Programacio´ lineal aplicada a xarxes d’ordinadors 25
L Conjunt de tots els enllac¸os.
I Conjunt de totes les rutes.
Il Conjunt de totes les rutes que circulen per un enllac¸ l.
J Conjunt de tots els fluxos.
x ji Variable de decisio´ que indica l’ample de banda del flux j que circula per la ruta i.
cl Capacitat de l’enllac¸ l en Mbps.
k ji Cost de la ruta i per al flux j (suma dels costos dels enllac¸os que travessa
la ruta i per al flux j).
d j Ample de banda del flux j en Mbps.
Abordem primer les restriccions lineals.
a) L’ample de banda es conserva. La suma dels amples de banda de totes les possibles
rutes es correspon amb l’ample de banda del flux.
∀ j ∈ J, ∑
i∈I
x ji = d j.
b) La suma dels amples de banda de les rutes que circulen per un enllac¸ no pot superar
la seva capacitat.
∀l ∈ L, ∀ j ∈ J, cl ≥∑
i∈Il
x ji.
La funcio´ objectiu a minimitzar e´s la segu¨ent:
z= ∑
i∈I, j∈J
k jix ji.
3.2.2. Aplicacio´ del model
Tornem a considerar una xarxa amb una topologia com la representada a la Fig. 3.2.
Suposem que els commutadors A, B, . . . , F compten amb suport OpenFlow i que els
enllac¸os L1, L2, . . . , L8 compten tots amb una capacitat de 50 Mbps. El PC1 vol enviar
dos fluxos de paquets IP a PC2. Cadascun dels fluxos requereix un ample de banda de
30 Mbps.
Utilitzarem les segu¨ents constants:
• d1 i d2 indiquen la demanda d’ample de banda dels fluxos en Mbps.
• cL1, cL2, . . . , cL8 indiquen les capacitats dels enllac¸os en Mbps.
Les variables amb les que treballarem so´n les segu¨ents:
• x11, x12, . . . , x18 so´n variables continues que indiquen l’ample de banda en Mbps
que es transporta per cadascuna de les possibles rutes que pot fer servir el flux
nu´mero 1.
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• x21, x22, . . . , x28 so´n variables continues que indiquen l’ample de banda en Mbps
que es transporta per cadascuna de les possibles rutes que pot fer servir el flux
nu´mero 2.
A continuacio´ llistem els lı´mits de les variables:
a) L’ample de banda requerit per els fluxos e´s constant:
d1 = 30,
d2 = 30.
b) La capacitat dels enllac¸os e´s constant:
cL1 = cL2 = · · ·= cL8 = 50.
c) No existeixen amples de banda negatius:
x11 ≥ 0, x12 ≥ 0, · · · , x18 ≥ 0.
x21 ≥ 0, x22 ≥ 0, · · · , x28 ≥ 0.
A continuacio´ plantegem les restriccions lineals:
a) L’ample de banda es conserva. La suma dels amples de banda de totes les possibles
rutes d’un flux es correspon amb l’ample de banda del flux.
d1 = x11+ x12+ · · ·+ x18,
d2 = x21+ x22+ · · ·+ x28.
b) La suma dels amples de banda dels fluxos que circulen per un enllac¸ no pot superar la
seva capacitat.
cL1 ≥ x11+ x13+ x14+ x17+ x21+ x23+ x24+ x27,
cL2 ≥ x11+ x14+ x16+ x18+ x21+ x24+ x26+ x28,
cL3 ≥ x11+ x15+ x16+ x17+ x21+ x25+ x26+ x27,
cL4 ≥ x12+ x15+ x16+ x18+ x22+ x25+ x26+ x28,
cL5 ≥ x12+ x13+ x15+ x17+ x22+ x23+ x25+ x27,
cL6 ≥ x12+ x13+ x14+ x18+ x22+ x23+ x24+ x28,
cL7 ≥ x13+ x16+ x17+ x18+ x23+ x26+ x27+ x28,
cL8 ≥ x14+ x15+ x17+ x18+ x24+ x25+ x27+ x28.
Tot seguit plantejarem la funcio´ objectiu a minimitzar:
z= 3x11+3x12+4x13+4x14+4x15+4x16+5x17+5x18
+3x21+3x22+4x23+4x24+4x25+4x26+5x27+5x28.
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Figura 3.4: Rutes seleccionades en
el cas 1.
Figura 3.5: Rutes seleccionades en
el cas 2.
on els coeficients ki que multipliquen a x11, x12, . . . , x18 i x21, x22, . . . , x28 indiquen el
nombre de salts que te´ cada ruta.
A l’ape`ndix J, cas 1 podem trobar el problema reescrit en llenguatge CPLEX LP. Si el
solucionem mitjanc¸ant l’optimitzador GNU/GLPK obtenim que el flux nu´mero 1 viatja si-
multa`niament per les rutes 1 (commutadors A, E, F i D) i 2 (commutadors A, B, C i D)
amb uns amples de banda de 10 i 20 Mbps respectivament, mentre que el flux nu´mero
2 s’encamina nome´s per la ruta nu´mero 2 (commutadors A, B, C i D) amb un ample de
banda de 30 Mbps.
A la Fig. 3.4 podem observar que tot i que sı´ que e´s possible transmetre la totalitat del
flux nu´mero 2 per una u´nica ruta, el flux nu´mero 1 s’ha de transmetre per me´s d’una ruta
simulta`niament degut a que la capacitat dels enllac¸os e´s insuficient per a permetre-ho.
Ara analitzarem que succeeix quan canvien les condicions de l’escenari. Suposem que la
demanda d’ample de banda dels fluxos e´s de 20 Mbps per cadascun d’ells:
d1 = 20,
d2 = 20.
Podem trobar el problema replantejat a l’ape`ndix J, cas 2. Si el solucionem obtenim que
tots dos fluxos circulen per la ruta nu´mero 2, cadascun d’ells amb un ample de banda de
20 Mbps. E´s a dir, els paquets circulen per els commutadors A, B, C i D. A la Fig. 3.5
podem observar que, com la capacitat dels enllac¸os de la ruta e´s suficient per a poder
transportar els dos fluxos simulta`niament, i no cal realitzar balanceig de ca`rrega.
Ara suposem que la demanda d’ample de banda dels fluxos e´s de 60 Mbps per cadascun
d’ells:
d1 = 60,
d2 = 60.
Podem trobar el problema replantejat a l’ape`ndix J, cas 3. En intentar solucionar el pro-
blema trobem que no hi ha cap solucio´ factible. E´s a dir, no ha cap combinacio´ de rutes
que permeti transmetre els dos fluxos simulta`niament. Aixo` es pot deduir fa`cilment ja que
el commutador A compta amb dos enllac¸os de 50 Mbps de capacitat (100 Mbps en total)
mentre que l’ample de banda necessari pels fluxos suma un total de 120 Mbps.
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Aquests exemples sencills que s’acaben de plantejar han servit com a base per a modelar
problemes me´s complexes com els que es presentaran al segu¨ent capı´tol.
3.2.3. Llindar d’optimizacio´ global
En aquest exemple s’ha considerat un escenari en el que nome´s circulen per la xarxa els
fluxos que es volen optimitzar. En el cas en que per la xarxa ja es trobessin circulant
fluxos en el moment de realitzar una nova optimitzacio´ cal tenir en compte que el resultat
obtingut no e´s necessa`riament ide`ntic al cas en que s’optimitzen tots els fluxos (els que ja
circulen i els que s’afegeixen) simulta`niament.
Per a prevenir aquestes pe`rdues de rendiment degut a l’efecte d’anar acumulant optimit-
zacions individuals caldria establir un criteri per a decidir quan seria necessari realitzar
una optimitzacio´ global i modificar les rutes dels fluxos que ja es troben circulant per la
xarxa. Aquest criteri, que podrı´em denominar llindar d’optimitzacio´ global, ha d’estar ne-
cessa`riament relacionat amb la difere`ncia entre l’eficie`ncia de la xarxa en l’estat actual i
la que tindria al realitzar les modificacions en les rutes dels fluxos. Si la difere`ncia entre
aquests dos valors e´s superior a un cert percentatge estaria justificat realitzar una optimit-
zacio´ global.
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CAPI´TOL 4. ENCAMINAMENT AMB
OPTIMITZACIO´ DE CONSUM ENERGE`TIC
Aquest capı´tol estudia un cas on s’aplica la programacio´ lineal a una Software-Defined
Network per a encaminar paquets per la ruta que comporti el menor consum energe`tic
dels commutadors i enllac¸os que formen la xarxa.
4.1. El concepte
Gra`cies a l’ana`lisi estadı´stic del tra`nsit de les xarxes sabem que els usuaris no demanden
de manera uniforme els recursos de la xarxa al llarg del dia. El me´s habitual quan estudiem
el tra`nsit d’una xarxa e´s trobar certes hores del dia on la demanda de recursos e´s molt
baixa i d’altres on e´s bastant elevada (Fig. 4.1). A banda d’aixo`, el proce´s de seleccio´
de la ruta per a un flux depe`n de polı´tiques d’encaminament que poden seguir diversos
criteris te`cnics com ara retard i congestio´ o be´ econo`mics.
Els commutadors de xarxa que s’encarreguen d’encaminar els paquets no estan ne-
cessa`riament optimitzats per a ajustar el seu consum energe`tic en base a la seva ca`rrega
de tra`nsit. E´s habitual trobar commutadors de xarxa que consumeixen una gran quanti-
tat d’energia pel sol fet de trobar-se engegats i inactius o amb molt poc tra`nsit [20]. En
aquests dispositius, el fet de tenir una major ca`rrega de tra`nsit gairebe´ no fa augmentar el
seu consum.
Algunes lı´nies de recerca actuals [20] [21] es centren en l’aproximacio´ de la corba de
consum energe`tic d’un commutador com una funcio´ lineal del tipus:
y=∑
n
an(mnxn+bn)+b (4.1)
on b representa el consum del xassı´s del commutador, bn representa el consum en inac-
tivitat del port n, mn representa el consum per unitat de percentatge de ca`rrega del port
n, xn es el percentatge de ca`rrega del port n i an representa l’estat del port n (an = 0→
port inactiu, an = 1→ port actiu). A me´s a me´s, cal tenir en compte que aquest segon
terme no depe`n tan sols de l’ample de banda dels fluxos que encamina el commutador,
Figura 4.1: Demanda d’ample de banda de l’enllac¸ Sevilla-Madrid de la xarxa RedIris al
llarg d’una setmana.
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Figura 4.2: Xarxa treballant a ple
rendiment [23].
Figura 4.3: Xarxa treballant en mo-
de estalvi d’energia [23].
sino tambe´ del tamany dels seus paquets (el que provoca que augmenti la ca`rrega de la
CPU e´s la quantitat de paquets per segon me´s que el volum en bits). Degut a la pro`pia
naturalesa dels commutadors [20] es do´na la segu¨ent condicio´:
b,bn >> mn.
La conclusio´ que podem extreure d’aquest comportament e´s que si volem estalviar ener-
gia de forma significativa durant les hores de menor demanda de recursos, l’u´nica opcio´
viable e´s concentrar el tra`nsit de paquets en la menor quantitat d’equips i apagar els com-
mutadors que siguin innecesaris.
Per tant, una xarxa hauria de comptar amb la intel·lige`ncia suficient per a ajustar els seus
recursos disponibles per a ser capac¸ de satisfer la demanda de recursos tot minimitzant
el consum d’energia. Aixo` implica apagar commutadors durant els intervals de temps en
els que no es necessiten les seves capacitats (Fig. 4.3) i encendre’ls quan s’els necessita
per a satisfer la demanda (Fig. 4.2). Aquesta gestio´ dina`mica de l’estat dels commutadors
permetria estalviar gran quantitat d’energia, especialment en xarxes de tipus datacenter
[22] degut a la seva topologia mallada amb gran quantitat d’enllac¸os redundants (el tra`nsit
es pot concentrar fa`cilment).
Ara be´, per a poder apagar un commutador de la xarxa sense repercussions en el servei
cal que hi hagi disponible almenys una ruta alternativa per a cadascun dels fluxos que esta`
encaminant. Per tant, la xarxa hauria de ser capac¸ d’encaminar paquets dina`micament,
tot evitant fer servir els commutadors amb un consum alt sempre que hi hagi una ruta al-
ternativa. Quan un commutador no es trobe´s encaminant cap flux i entre´s en inactivitat, es
podria apagar sense ocasionar problemes. L’encaminament dels fluxos pot ser controlat
per mitja` del protocol OpenFlow.
4.2. Treballs relacionats
Podem trobar altres projectes arreu del mo´n relacionats amb aquesta tema`tica. Iniciatives
com All4Green [1] pretenen coordinar les xarxes de telecomunicacions i els data centers
amb el sistema de control de la xarxa de distribucio´ ele`ctrica. D’aquesta forma es poden
planificar les tasques dels centres de dades segons el consum que suposen i la ca`rrega
actual de la xarxa ele`ctrica. Aixı´, les tasques de ca`lcul que no requereixen ser executa-
des en temps real poden fer-ho durant les hores en les que l’energia e´s me´s barata. Al
mateix temps l’operador de la xarxa ele`ctrica pot estalviar recursos tot evitant els pics de
demanda.
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El projecte Green-Star Networks [2] es centra en traslladar serveis virtualitzats entre di-
ferents datacenters situats en diverses parts del mo´n en funcio´ del cost que te´ l’energia
per a cadascun d’ells. D’aquesta forma es pot treure el ma`xim profit de les fonts d’energia
renovables com la solar o l’eo`lica.
Altres propostes com l’exposada a l’article [24] de la bibliografia pretenen reduir el con-
sum energe`tic d’interfı´cies formades per mu´ltiples enllac¸os desactivant-los quan no siguin
necessaris per a satisfer la demanda.
Projectes com els presentats en [25] i [26] s’aproximen me´s a al concepte que es vol
desenvolupar en aquest capı´tol (concentrar el tra`nsit en els commutadors i enllac¸os de
baix consum i apagar els equips inactius).
Per a escriure aquest problema de programacio´ lineal ens basarem en l’article [27]. En
aquesta publicacio´ s’aborda el plantejament d’un problema de programacio´ lineal que per-
met modelar escenaris molt similars al del nostre cas. Degut a aspectes de posterior
integracio´ amb el controlador OpenFlow, en aquest capı´tol es plantejara` una versio´ lleu-
gerament simplificada d’aquest concepte. El problema que es planteja a l’article [27] te´
en compte la bidireccionalitat dels enllac¸os i el suport multi-flux. Per als nostres propo`sits,
considerarem que els enllac¸os so´n unidireccionals i que nome´s s’optimizara` un flux de
forma simulta`nia. A me´s a me´s, per raons de simplicitat, no es tindran en compte en el
ca`lcul altres fluxos que haguin estat optimitzats pre`viament.
Darrerament s’ha desplegat el projecte OFELIA [28], que consisteix en una xarxa formada
per diverses illes de commutadors OpenFlow situats en diverses ciutats d’Europa: Berlin,
Gent, Zu¨rich, Barcelona i Essex. Les illes s’interconnecten entre elles per mitja` d’enllac¸os
VPN (Virtual Private Network) que treballen a nivell 2. El projecte OFELIA prete´n im-
plementar un testbed de grans dimensions per a OpenFlow on els investigadors puguin
executar proves. L’aplicacio´ C/C++ que s’ha dissenyat en aquest treball ha estat provada
sobre l’illa OFELIA de Barcelona, situada fı´sicament en l’edifici MediaCAT del Campus del
Baix Llobregat. A l’ape`ndix C es proporciona me´s informacio´ sobre aquest testbed.
4.3. Plantejament del problema
El repte que se’ns planteja e´s implementar una Software-Defined Network que sigui capac¸
d’encaminar fluxos escollint sempre, d’entre totes les possibles, la ruta amb la menor suma
dels consums energe`tics individuals de tots els commutadors i enllac¸os que hi intervenen.
El protocol OpenFlow ens permetra` obtenir informacio´ sobre la topologia que formen els
commutadors de la nostra xarxa i actuar sobre ells. La programacio´ lineal ens permetra`
definir com la xarxa prendra` la decisio´ d’escollir la ruta o`ptima.
Tot i que el propo`sit del nostre disseny e´s poder estalviar energia a base d’apagar commu-
tadors inactius, el protocol OpenFlow no permet actuar sobre els commutadors en aquest
sentit. Per tant, ens limitarem a encaminar el tra`nsit per els commutadors i enllac¸os amb
menor consum tot deixant inactius els commutadors que me´s consumeixen. Per a su-
perar aquesta limitacio´, l’aplicacio´ hauria de comunicar-se posteriorment amb un sistema
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de gestio´ capac¸ d’ordenar als commutadors que s’encenguin o s’apaguin.
Per a fer aixo` primer cal modelar aquest escenari com un problema de programacio´ lineal.
En aquest punt s’ens plantegen els segu¨ents interrogants:
• Quines so´n les nostres variables?
• Quines so´n les nostres restriccions lineals?
• Quina e´s la nostra funcio´ objectiu?
Un cop escrit el problema de programacio´ lineal, l’implementarem en llenguatge C/C++ per
a que sigui executat per un controlador OpenFlow. Els principals interrogants a solucionar
so´n els segu¨ents:
• Com podem saber a quin commutador OpenFlow es troben troben connectats el PC
transmissor i el PC receptor del flux?
• Com podem saber quina e´s la topologia que formen els commutadors OpenFlow?
• Com podem realitzar transmissions broadcast en una xarxa amb enllac¸os redun-
dants?
• Com podem saber quines so´n totes les rutes possibles entre dos commutadors
OpenFlow?
• Com podem saber quin e´s el consum energe`tic de cadascun dels commutadors
OpenFlow?
• Com actuarem sobre els commutadors OpenFlow per a que encaminin els paquets
segons la decisio´ presa?
Les funcionalitats amb que comptara` l’aplicacio´ so´n les segu¨ents:
• Construccio´ de la taula Source Address Table (SAT). Relaciona l’adrec¸a MAC d’ori-
gen d’una trama amb el port del commutador que la rep.
• Deteccio´ en temps real de la topologia de la xarxa.
• Obtencio´ de totes les rutes possibles per a un flux en base a la topologia de la xarxa.
• Deteccio´ en temps real de la ca`rrega de tra`nsit dels enllac¸os.
• Estimacio´ del consum energe`tic dels commutadors i enllac¸os en base a la seva
ca`rrega de tra`nsit i estudis previs de caracteritzacio´ de consum (power model).
Al llarg d’aquest capı´tol es donara` resposta a totes les qu¨estions que s’acaben de plantejar
al mateix temps que es recorren els passos del proce´s de disseny i implementacio´.
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4.3.1. Model gene`ric
Tal com s’ha fet en els exemples anteriors, primer cal escriure el problema que s’ha plan-
tejat de forma conceptual com un problema de programacio´ lineal. Utilitzarem la notacio´
descrita a continuacio´:
S Conjunt de tots els commutadors.
L Conjunt de tots els enllac¸os.
Lu Conjunt de tots els enllac¸os connectats a un commutador u.
I Conjunt de totes les rutes.
Il Conjunt de totes les rutes que circulen per un enllac¸ l.
a(u) Consum energe`tic del commutador u.
b(l) Consum energe`tic de l’enllac¸ l en inactivitat.
c(l) Consum en energe`tic de l’enllac¸ l degut al tra`nsit cursat.
Xu Variable bina`ria de decisio´ que indica si el commutador u es troba actiu.
Yl Variable bina`ria de decisio´ que indica si l’enllac¸ l es troba actiu.
ri Variable bina`ria de decisio´ que indica si el flux circula per la ruta i.
xi Variable de decisio´ que indica l’ample de banda del flux que circula per la ruta i.
cl Capacitat de l’enllac¸ l en Mbps.
d Ample de banda del flux en Mbps.
Tot seguit haurem de decidir quines seran les nostres variables, les nostres restriccions
lineals i la nostra funcio´ objectiu. Abordem primer les restriccions lineals.
a) L’ample de banda es conserva. La suma dels amples de banda de totes les possibles
rutes es correspon amb l’ample de banda del flux.
∑
i∈I
xi = d.
b) La suma dels amples de banda de les rutes que circulen per un enllac¸ no pot superar
la seva capacitat. La capacitat d’un enllac¸ desactivat e´s nul·la.
∀l ∈ L, clYl ≥∑
i∈Il
xi.
c) Quan un commutador es desactiva, tot els seus enllac¸os es desactiven.
∀u ∈ S, ∀l ∈ Lu, Xu ≥ Yl.
d) Quan tots els enllac¸os d’un commutador es desactiven, el commutador es pot desacti-
var.
∀u ∈ S, Xu ≤ ∑
l∈Lu
Yl.
e) Encaminament per una u´nica ruta. Una ruta nome´s pot transportar la totalitat de l’am-
ple de banda del flux o be´ cap part d’ell.
∀i ∈ I, xi = dri.
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La funcio´ objectiu a minimitzar e´s la suma dels consums de tots els commutadors actius i
de tots els enllac¸os actius:
z= ∑
u∈S
Xua(u)+∑
l∈L
Yl(b(l)+ c(l))
on el primer terme es correspon amb la suma dels consums dels xassı´s dels commutadors
(consums en inactivitat) i el segon terme es correspon amb la suma dels consums de les
interfı´cies (consum per enllac¸ en inactivitat) i el tra`nsit dels enllac¸os (consum per enllac¸ en
base al tra`nsit cursat).
4.3.2. Aplicacio´ del model
Tornem a suposar que ens trobem amb una xarxa amb una topologia com la representada
a la Fig. 3.2. Els commutadors A, B, . . . , F compten amb suport OpenFlow i els enllac¸os
L1, L2, . . . , L8 compten tots amb una capacitat de 100 Mbps. Suposem que el PC 1 vol
enviar un flux de paquets IP a el PC 2 amb un ample de banda de 10 Mbps.
Utilitzarem les segu¨ents constants:
• cL1, cL2, . . . , cL8 indiquen les capacitats en Mbps dels enllac¸os.
Utilitzarem les segu¨ents funcions:
• a(A), a(B), . . . , a(F) retornen el consum ele`ctric (en Watts) del xassı´s d’un com-
mutador.
• b(L1), b(L2), . . . , b(L8) retornen el consum ele`ctric (en Watts) d’un enllac¸ en
inactivitat.
• c(L1), c(L2), . . . , c(L8) retornen el consum ele`ctric (en Watts) d’un enllac¸ degut al
tra`nsit cursat.
Les nostres variables seran:
• XA, XB, . . . , XF so´n variables bina`ries que determinen si un commutador es troba
engegat o apagat.
• YL1, YL2, . . . , YL8 so´n variables bina`ries que determinen si un enllac¸ es troba enge-
gat o apagat.
• r1, r2, . . . , r8 so´n variables bina`ries que determinen si el flux fa servir un camı´ o no.
• x1, x2, . . . , x8 so´n variables continues que determinen l’ample de banda del flux
que circula per cada ruta.
A continuacio´ llistem els lı´mits de les variables.
Encaminament amb optimitzacio´ de consum energe`tic 35
a) L’ample de banda requerit pel flux e´s constant.
d = 10.
b) La capacitat dels enllac¸os e´s constant.
cL1 = cL2 = · · ·= cL8 = 100.
c) No existeixen amples de banda negatius.
x1 ≥ 0, x2 ≥ 0, · · · , x8 ≥ 0.
A continuacio´ plantegem les restriccions lineals.
a) L’ample de banda es conserva. La suma dels amples de banda de totes les possibles
rutes es correspon amb l’ample de banda del flux.
d = x1+ x2+ · · ·+ x8.
b) La suma dels amples de banda de les rutes que circulen per un enllac¸ no pot superar
la seva capacitat. La capacitat d’un enllac¸ desactivat e´s nul·la.
cL1YL1 ≥ x1+ x3+ x4+ x7, cL5YL5 ≥ x2+ x3+ x5+ x7,
cL2YL2 ≥ x1+ x4+ x6+ x8, cL6YL6 ≥ x2+ x3+ x4+ x8,
cL3YL3 ≥ x1+ x5+ x6+ x7, cL7YL7 ≥ x3+ x6+ x7+ x8,
cL4YL4 ≥ x2+ x5+ x6+ x8, cL8YL8 ≥ x4+ x5+ x7+ x8.
c) Quan un commutador es desactiva, tot els seus enllac¸os es desactiven.
XA ≥ YL1, XB ≥ YL7, XD ≥ YL3, XE ≥ YL7,
XA ≥ YL4, XC ≥ YL2, XD ≥ YL6, XF ≥ YL5,
XB ≥ YL1, XC ≥ YL3, XE ≥ YL4, XF ≥ YL6,
XB ≥ YL2, XC ≥ YL8, XE ≥ YL5, XF ≥ YL8.
d) Quan tots els enllac¸os d’un commutador es desactiven, el commutador es pot desacti-
var.
XA ≤ YL1+YL4, XD ≤ YL3+YL6,
XB ≤ YL1+YL2+YL7, XE ≤ YL4+YL5+YL7,
XC ≤ YL2+YL3+YL8, XF ≤ YL5+YL6+YL8.
e) Encaminament per una u´nica ruta.
x1 = dr1,
x2 = dr2,
...
x8 = dr8.
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Figura 4.4: Rutes seleccionades en els casos 1 i 2.
La funcio´ objectiu a minimitzar e´s la segu¨ent:
z= XAa(A)+XBa(B)+XCa(C)+XDa(D)+XEa(E)+XFa(F)
+YL1(b(L1)+ c(L1))+YL2(b(L2)+ c(L2))+YL3(b(L3)+ c(L3))+YL4(b(L4)+ c(L4))
+YL5(b(L5)+ c(L5))+YL6(b(L6)+ c(L6))+YL7(b(L7)+ c(L7))+YL8(b(L8)+ c(L8)).
Podem observar que la funcio´ objectiu retornara` el valor corresponent a la suma del con-
sum energe`tic de tots els commutadors i enllac¸os que es trobin engegats. Per tant, el valor
o`ptim de la funcio´ s’assolira` quan nome´s es trobin engegats els commutadors i enllac¸os
que permetin encaminar el flux i que alhora proporcionin el menor consum.
Suposem els segu¨ents valors en Watts/commutador per a les funcions a(A), a(B), . . . , a(F):
a(A) = 20, a(D) = 20,
a(B) = 20, a(E) = 40,
a(C) = 20, a(F) = 40.
Suposem els segu¨ents valors en Watts/enllac¸ per a les funcions b(L1), b(L2), . . . , b(L8):
b(L1) = 0.1, b(L5) = 0.1,
b(L2) = 0.1, b(L6) = 0.1,
b(L3) = 0.1, b(L7) = 0.1,
b(L4) = 0.1, b(L8) = 0.1.
Suposem els segu¨ents valors en Watts/enllac¸ per a les funcions c(L1), c(L2), . . . , c(L8):
c(L1) = 1, c(L5) = 1,
c(L2) = 1, c(L6) = 1,
c(L3) = 1, c(L7) = 1,
c(L4) = 1, c(L8) = 1.
Podem trobar el problema reescrit en llenguatge CPLEX LP a l’ape`ndix K, cas 1. Si
observem el resultat podem apreciar que el flux circulara` per els commutadors A, B, C i
D i pels enllac¸os L1, L2 i L3. Aixo` te´ sentit ja que els commutadors E i F tenen un major
consum energe`tic que la resta i s’ha escollit la u´nica ruta possible que no travessa cap
d’ells. A la Fig. 4.3.2. podem observar la ruta escollida.
Ara suposem que la capacitat de l’enllac¸ L2 e´s inferior a la demanda d’ample de banda
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del flux:
cL2 < d.
Podem trobar el problema replantejat en llenguatge CPLEX LP a l’ape`ndix K, cas 2. En
aquesta ocasio´ s’escull la ruta que passa per els commutadors A, E, F i D i per els enllac¸os
L4, L5 i L6. Degut a que l’enllac¸ L2 ha quedat inutilitzable, el flux s’encamina per una ruta
alternativa. Aquesta nova ruta comporta un major consum energe`tic que l’anterior pel fet
de travessar els commutadors E i F. A la Fig. 4.3.2. podem observar la nova ruta escollida.
Ara analitzem el que succeeix quan la capacitat de l’enllac¸ L5 tambe´ e´s inferior a la de-
manda d’ample de banda del flux:
cL2 < d,
cL5 < d.
Podem trobar el problema replantejat en llenguatge CPLEX LP a l’ape`ndix K, cas 3. En
aquest cas no hi ha cap solucio´ factible, ja que no hi ha cap ruta que connecti el commuta-
dor A amb el commutador D que compleixi amb les restriccions lineals, independentment
del seu consum energe`tic.
4.4. Implementacio´ de l’aplicacio´
En l’apartat anterior s’ha presentat el problema de programacio´ lineal corresponent a un
escenari amb una topologia concreta. Tot i que aquest exemple e´s interessant des d’un
punt de vista dida`ctic, el propo`sit d’implementar l’aplicacio´ C/C++ e´s que aquesta pugui
treballar amb qualsevol topologia, capacitat dels enllac¸os i models de consum dels equips.
Tot i aixo`, l’aplicacio´ que s’ha desenvolupat e´s tan sols una prova de concepte i compta
amb algunes limitacions com ara no poder optimitzar me´s d’un flux de forma simulta`nia o
no poder realitzar transmissions broadcast.
En els segu¨ents apartats es tractaran aspectes relatius al proce´s de disseny de l’aplicacio´,
aixı´ com la resolucio´ dels problemes i reptes que van sorgir durant el mateix.
4.4.1. Construccio´ de la Source Address Table
Per a poder determinar quines so´n totes les rutes possibles entre els PCs transmissor i
receptor del flux cal determinar pre`viament a quins commutadors es troben connectats tots
dos. Els commutadors, a difere`ncia dels hubs, so´n capac¸os de relacionar l’adrec¸a MAC
d’origen d’una trama amb el port pel qual ha estat rebuda. Aquest proce´s d’aprenentatge
do´na lloc a la construccio´ d’una taula anomenada Source Address Table (SAT). Podem
trobar un exemple de SAT a la taula 4.1.
Quan un commutador no te´ cap entrada a la seva taula SAT que permeti determinar per
quin dels seus ports ha de retransmetre una trama amb una certa adrec¸a MAC de destı´,
l’equip es comporta com un hub. En aquest cas reenviara` la trama per tots els seus ports
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Taula 4.1: Exemple de taula SAT d’un commutador.
Adrec¸a MAC Port associat Temps de vida de la entrada (ms)
E0:CB:4E:1F:7B:5B 2 6000
54:D4:6F:DD:D4:77 1 3000
00:06:DC:80:5A:4B 3 2000
excepte pel port pel qual l’ha rebuda (flooding). En el cas que hi hagi una entrada a la taula
SAT que relacioni l’adrec¸a MAC de destı´ de la trama amb un port, la trama es retransmetra`
nome´s per aquell port. Tan sols les adreces MAC del tipus unicast poden ser apreses i
incorporades a la taula SAT. L’adrec¸a MAC de broadcast FF:FF:FF:FF:FF:FF mai podra`
figurar a l’interior d’una taula SAT.
Un commutador realitzara` diferents accions en funcio´ del tipus d’adreces MAC d’origen i
de destı´ que contingui una trama rebuda, tal com s’il·lustra a la taula 4.2.
Taula 4.2: Comportament d’un switch segons el tipus d’adrec¸es MAC de la trama rebuda.
Tipus de MAC origen Tipus de MAC destı´ Accions
Unicast Unicast Aprendre i buscar coincide`ncia a la SAT
Unicast Broadcast Aprendre i flooding
Broadcast Unicast Buscar coincide`ncia a la SAT
Broadcast Broadcast Flooding
Si be´ en una xarxa convencional cada commutador mante´ la seva taula SAT de forma
independent, la nostra aplicacio´ haura` de mantenir una taula SAT per a cadascun dels
commutadors de la xarxa (o be´ una u´nica taula SAT compartida per tots els commutadors).
Per tant, de forma conceptual, la nostra aplicacio´ haura` de mantenir en memo`ria una
estructura similar a la mostrada a la taula 4.3.
Taula 4.3: Exemple de taula SAT de l’aplicacio´ C/C++.
Ident. de commutador Adrec¸a MAC Port associat Temps de vida (ms)
1 E0:CB:4E:1F:7B:5B 2 6000
1 54:D4:6F:DD:D4:77 1 3000
2 00:06:DC:80:5A:4B 3 2000
Quan un dels commutadors OpenFlow de la xarxa rebi una trama ho notificara` al seu
controlador. El controlador consultara` a la taula SAT si l’adrec¸a MAC d’origen ja es troba
associada amb algun port, i de no ser aixı´ creara` l’entrada corresponent. A me´s a me´s,
tambe´ intentara` localitzar si existeix alguna entrada per a l’adrec¸a MAC de destı´. En cas
afirmatiu, sera` possible identificar els commutadors que es troben connectats als PCs
transmissor i receptor del flux. En cas negatiu la trama sera` descartada.
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Figura 4.5: Consulta de la taula ARP a un sistema GNU/Linux.
4.4.2. Transmissions broadcast
L’aplicacio´ C/C++ ha estat dissenyada per a poder treballar amb qualsevol topologia. Aixo`
implica la capacitat de treballar en escenaris on hi ha me´s d’una ruta possible entre dos
commutadors. De fet, una topologia on no hi hague´s me´s d’una ruta possible entre dos
commutadors no suposaria cap dificultat per al nostre algorisme.
Tal com hem exposat abans, sabem que els commutadors retransmeten les trames amb
adrec¸a MAC de destı´ broadcast per tots els seus ports excepte el d’origen. El mateix
succeeix amb les trames amb adrec¸a MAC de destı´ unicast quan no hi ha cap entrada
corresponent a la taula SAT. Aquest comportament en una xarxa amb una topologia amb
me´s d’una ruta possible entre dos commutadors donaria lloc a un bucle infinit de retrans-
missions de trames.
Si be´ e´s cert que existeixen protocols com Spanning Tree [29] que eviten aquestes situa-
cions bloquejant totes les rutes entre dos commutadors excepte una, aquesta solucio´ e´s
incompatible amb la finalitat que presenta la nostra aplicacio´ (escollir una d’entre va`ries ru-
tes possibles). Donada la impossibilitat d’activar una insta`ncia del protocol Spanning Tree
que actuı¨ nome´s sobre les transmisions broadcast, ens veiem forc¸ats a desactivar-ne el
suport. A consequ¨e`ncia d’aquest fet, protocols a`mpliament utilitzats com DHCP (assig-
nacio´ automa`tica d’adrec¸es IP) o ARP (descobrir l’adrec¸a MAC d’un dispositiu a partir de
la seva adrec¸a MAC) no podran funcionar a la nostra xarxa. Per tant, haurem d’assignar
manualment les adreces IP dels nostres equips i introduir entrades esta`tiques a les seves
taules ARP. Cal tornar a insistir en el cara`cter altament experimental de l’aplicacio´, que no
es planteja en cap cas com una solucio´ destinada a usuaris finals.
Podem consultar la taula ARP en qualsevol moment amb la comanda arp (Fig. 4.5).
Podem trobar un exemple de taula ARP a la taula 4.4. El resultat e´s una llista d’adrec¸es
MAC i adrec¸es IP que mantenen una relacio´ 1 a 1.
Taula 4.4: Exemple de taula ARP
Adrec¸a MAC Adrec¸a IP
54:D4:6F:DD:D4:77 192.168.1.1
E0:CB:4E:1F:7B:5B 192.168.1.2
Per a afegir manualment una entrada a la taula ARP en un sistema operatiu GNU/Linux
(Fig. 4.6) tal sols caldra` executar la comanda arp -s adrec¸a_ip adrec¸a_mac. A di-
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Figura 4.6: Adicio´ manual d’una entrada ARP a un sistema GNU/Linux.
fere`ncia de la comanda anterior, per a afegir una entrada manualment a la taula ARP
haurem de comptar amb permisos d’administrador. Aquest proce´s s’haura` de realitzar en
els PCs tramissor i receptor del flux per tal que tots dos coneguin l’adrec¸a MAC de l’altre
ma`quina.
4.4.3. Deteccio´ de topologia
Per a obtenir totes les rutes possibles entre els commutadors d’origen destı´ d’un flux
tambe´ caldra` cone`ixer pre`viament com e´s la topologia de la xarxa. L’aplicacio´ C/C++
que s’ha programat s’executa sota el controlador OpenFlow NOX, que compta amb una
gran quantitat de llibreries que permeten a les aplicacions realitzar tasques complexes.
La llibreria de topologia del controlador NOX fa servir un intercanvi de trames LLDP (Link
Layer Discovery Protocol) [30] entre tots els commutadors OpenFlow de la xarxa. Cada
commutador rep per els seus ports els LLDPs originats per els seus veı¨ns i reporta al seu
controlador informacio´ sobre quins altres commutadors de la xarxa es troben directament
connectats contra ell.
El controlador e´s capac¸ de reconstruir la topologia de la xarxa a base de contrastar la in-
formacio´ que li ha proporcionat cadascun dels commutadors. La crida a aquesta funcio´ de
la llibreria de topologia de NOX permet obtenir, a partir de l’identificador d’un commutador,
una llista de tots els enllac¸os que el connecten amb altres commutadors amb les seves
velocitats de transmissio´.
4.4.4. Totes les rutes possibles
L’aplicacio´ C/C++ obte´ la informacio´ sobre la topologia representada com una llista d’enllac¸os
que connecten un commutador amb altres commutadors. A la Fig. 4.7 podem trobar un
exemple d’una estructura d’aquest tipus i a la Fig. 4.8 es mostra la seva representacio´.
Cadascun d’aquests commutadors veı¨ns pot tenir enllac¸os cap a altres commutadors i aixı´
successivament. Si comencem pel commutador d’origen i continuem iterant per la resta
de commutadors observem que obtenim una estructura en forma d’arbre.
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• Commutador 1
– Enllac¸ 1→ Commutador 2
∗ Port d’origen: 1
∗ Port de destı´: 1
– Enllac¸ 2→ Commutador 3
∗ Port d’origen: 2
∗ Port de destı´: 1
Figura 4.7: Exemple d’entrada de topologia.
Figura 4.8: Representacio´ d’una en-
trada de topologia.
Podem trobar fa`cilment tots els camins possibles entre dos commutadors de la xarxa apli-
cant una variacio´ de l’algorisme Depth-First Search (DFS) [31]. L’algorisme DFS permet
explorar de forma sistema`tica totes les branques d’un arbre i categoritzar les seves ares-
tes segons la relacio´ entre els ve`rtexs que connecten. Tal com es pot apreciar a la Fig.
4.9, en un arbre podrem trobar els segu¨ents tipus d’arestes:
• Forward edge: Connecta un ve`rtex amb un altre ve`rtex que e´s descendent d’ell.
• Back edge: Connecta un ve`rtex amb un altre ve`rtex que e´s antecessor d’ell.
• Cross edge: Connecta un ve`rtex amb un altre ve`rtex que no e´s descendent ni ante-
cessor d’ell.
• Tree edge: Connecta un ve`rtex amb un altre ve`rtex que e´s descendent directe d’ell.
Figura 4.9: Tipus d’arestes en un arbre [31].
Donats un graf G i el seu ve`rtex arrel v, el comportament de l’algorisme Depth-First Search
ve determinat pel pseudo-codi il·lustrat a Algorithm 1.
L’algorisme comenc¸a des del ve`rtex arrel de l’arbre i explora la primera de les seves ares-
tes. A continuacio´ s’explora el ve`rtex que es troba connectat amb el ve`rtex immediatament
anterior per mitja` de l’aresta explorada. Tot seguit, l’algorisme continua explorant la pri-
mera de les arestes del nou ve`rtex. Aquest proce´s es repeteix indefinidament fins que
l’algorisme troba un ve`rtex sense arestes (o sense arestes inexplorades), llavors retroce-
deix cap al ve`rtex immediatament anterior i continua amb la primera de les seves arestes
inexplorades. Quan no quedi cap aresta inexplorada haurem acabat d’explorar l’arbre
sencer.
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Algorithm 1 DFS(G,v) [31]
etiquetar v com a ve`rtex explorat
for all arestes e a G.arestesIncidents(v) do
if aresta e no es troba explorada then
w← G.vertexOposat(v,e)
if ve`rtex w no es troba explorat then
etiquetar e com a forward edge
cridar recursivament a DFS(G,w)
end if
else
etiquetar e com a back edge
end if
end for
Per a ser capac¸os d’obtenir totes les rutes possibles caldra` modificar lleugerament l’algo-
risme DFS tot adaptant-lo a les nostres necessitats. No sera` necessari realitzar distincions
entre arestes en aquest cas, ja que nome´s considerarem els tree edges. Donat un graf G
i dos dels seus ve`rtexs v1 (ve`rtex d’origen) i v2 (ve`rtex de destı´), el comportament del nou
algorisme quedara` determinat pel pseudo-codi Algorithm 2.
Algorithm 2 findAllRoutes(G,v1,v2)
declarar r com un vector d’arestes buit
declarar l com una matriu d’arestes buida
if v1 6= v2 then
cridar a findAllRoutes(G,v1,v2,r,l)
end if
retornar l
Aquesta funcio´ s’encarrega de comprovar si cal executar l’algorisme (si v1 = v2 els ve`rtexs
d’origen i de destı´ so´n el mateix) i de declarar les variables que necessitara` per a treballar.
El nou algorisme comenc¸a explorant la primera de les arestes del ve`rtex v1. Cada nova
aresta que sigui explorada sera` afegida a un vector d’arestes que anira` conformant una
ruta des del ve`rtex v1 cap al ve`rtex v2. Si una aresta ja es troba al vector no podra` tornar
a ser afegida.
Cada vegada que l’algorisme e´s cridat recursivament per a explorar un nou ve`rtex (Algo-
rithm 3), la nova insta`ncia fara` servir una co`pia del vector d’arestes amb el que estava
treballant la insta`ncia anterior. Si una insta`ncia de l’algorisme aconsegueix arribar fins al
ve`rtex v2 haurem completat una nova ruta. Comprovarem si el vector d’arestes ja es troba
a la matriu d’arestes i de no ser aixı´ l’afegirem.
El resultat que s’obte´ e´s una matriu d’arestes on cadascuna de les fileres es correspon
amb una ruta i cadascuna de les columnes amb un enllac¸ que forma part de la ruta. Si
executem aquest algorisme sobre una xarxa amb una topologia com la representada a la
Fig. 3.2 obtindrı´em com a resultat una matriu com la representada a la taula 3.2
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Algorithm 3 findAllRoutes(G,v1,v2,r,l)
if v1 = v2 then
if vector r no forma part de la matriu d’arestes l then
afegir el vector r a la matriu d’arestes l
end if
finalitzar
else
declarar tmp r com un vector d’arestes
for all arestes e a G.arestesIncidents(v1) do
if aresta e no forma part del vector r then
copiar el contingut de r en tmp r
afegir aresta e al vector tmp r
w← G.vertexOposat(v1,e)
cridar recursivament a findAllRoutes(G,w,v2,tmp r,l)
end if
end for
end if
4.4.5. Estimacio´ del consum energe`tic
Per a que l’aplicacio´ C/C++ sigui capac¸ de prendre decisions d’encaminament encertades
haura` de comptar amb informacio´ actualitzada tant sobre la topologia de la xarxa com
del consum energe`tic de tots els commutadors que la formen. El primer aspecte ha estat
tractat amb profunditat en els apartats anteriors. Aquest apartat es centrara` al voltant de
la segona qu¨estio´.
A l’actualitat trobem que alguns commutadors de xarxa, especialment els de gamma alta,
so´n capac¸os de proporcionar informacio´ sobre el seu consum energe`tic per mitja` d’in-
terfı´cies de configuracio´ o de protocols de gestio´ com SNMP. En xarxes de caire empre-
sarial aquests equips so´n monitoritzats constantment i qualsevol anomalia e´s detectada
en pocs minuts. Un exemple d’aixo` podrien ser les MIBs [32] SNMP per als routers amb
sistema operatiu Juniper Junos. Per contra, la gran majoria d’equips de gamma mitja o
baixa no compten amb la capacitat d’estimar el seu consum energe`tic, si be´ e´s cert que
aquests commutadors no consumeixen gaire.
Per altra banda, el protocol OpenFlow encara no te´ definit cap mecanisme que permeti a
un controlador obtenir una estimacio´ del consum energe`tic d’un commutador de la xarxa.
Tot i aixo`, com s’exposa a l’ape`ndix A, el protocol OpenFlow implementa en cada commu-
tador una gran varietat de comptadors que permeten extreure estadı´stiques avanc¸ades
sobre l’estat de la xarxa i que poden ser consultades pels controladors. Una de les funci-
onalitats que permet aixo` e´s l’estimacio´ de l’ample de banda del tra`nsit que els enllac¸os
i commutadors de la xarxa estan cursant. Per a aquesta finalitat, la nostra aplicacio´ fara`
servir una de les llibreries del controlador OpenFlow NOX que simplifica en gran mesura
aquesta tasca. La crida a aquesta funcio´ retorna, a partir de l’identificador d’un enllac¸, el
seu percentatge d’utilitzacio´ promig durant un interval de temps (60 segons per defecte)
que pot ser definit per l’usuari en el moment de l’execucio´ de l’aplicacio´.
Per tant, l’u´nica solucio´ factible que queda passa per realitzar mesures de consum energe`tic
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en cadascun dels commutadors de la xarxa quan se’ls sotmet a diferents ca`rregues de
tra`nsit: inactivitat, baixa ca`rrega, mitja ca`rrega, alta ca`rrega, etc. Aquestes mesures ens
permetran obtenir una aproximacio´ de la corba de consum energe`tic del commutador en
funcio´ del tra`nsit que cursa. Al capı´tol H es mostren les mesures realitzades sobre un
commutador Linksys WRT54GL del testbed ba`sic.
Mitjanc¸ant regressio´ lineal podrem obtenir una funcio´ com la de l’expressio´ 4.1 que ens
permeti estimar el consum energe`tic d’un commutador en base a dos factors: el consum
en inactivitat i el consum per unitat de percentatge de ca`rrega. L’equacio´ 4.2 e´s la recta
de regressio´ de y sobre x.
y= y¯+
σxy
σ2x
(x− x¯) (4.2)
Suposem que un commutador ha mostrat el comportament descrit per la segu¨ent taula
durant una se`rie de mesures:
Ca`rrega (%) Consum (Watts)
0 40
25 42
50 45
75 47
100 50
Volem obtenir els coeficients m i b de la funcio´ lineal y = mx+ b que utilitzarem per a
estimar el consum energe`tic del commutador a partir de la seva ca`rrega. En aquest cas la
variable x representara` el percentatge de ca`rrega i la variable y el consum en Watts. Com
volem estimar el consum a partir de la ca`rrega farem servir la equacio´ 4.2
El primer que caldra` fer e´s obtenir els valors de x¯, y¯, σ2x i σxy.
x¯=
0+25+50+75+100
5
= 50
y¯=
40+42+45+47+50
5
= 44.8
σ2x =
(0−50)2+(25−50)2+(50−50)2+(75−50)2+(100−50)2
5
= 1250
σxy =
1
5
((0−50)(40−44,8)+(25−50)(42−44.8)
+(50−50)(45−44,8)+(75−50)(47−44.8)
+(100−50)(50−44,8)) = 125
Un cop tenim els valors necessaris ja estem en condicions de calcular la recta de regressio´
de y sobre x. Obtenim com a resultat la segu¨ent equacio´:
y= 44,8+
125
1250
(x−50)
= 39.8+0.1x
on el terme independent 39,8 es correspon amb el consum del xassı´s i el coeficient 0,1
es correspon amb el consum per unitat de percentatge de ca`rrega. Aquestes dues xifres
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determinen el perfil de consum energe`tic del commutador. A la Fig. 4.10 podem observar
la regressio´ lineal corresponent.
Figura 4.10: Exemple de regressio´ lineal.
4.4.6. Configuracio´ de les Flow Tables
Als apartats anteriors s’ha descrit quin e´s el proce´s que porta a l’aplicacio´ C/C++ a escollir
la ruta o`ptima per a encaminar un flux. Un cop l’aplicacio´ ha seleccionat una ruta, haura`
d’actuar sobre els commutadors que intervindran en l’encaminament per a instruir-los so-
bre com han d’actuar quan rebin un paquet que encaixi amb la descripcio´ del flux.
Aquest proce´s d’instruccio´ es realitza per mitja` de l’adicio´ d’entrades de Flow Table en
els commutadors OpenFlow. Les entrades de Flow Table actuen directament sobre la
taula d’encaminament del commutador modificant el seu comportament. A l’ape`ndix A
s’especifiquen en detall les Flow Tables.
S’ha implementat un algorisme a la nostra aplicacio´ que s’encarrega d’afegir les entra-
des de Flow Table corresponents a cadascun dels commutadors. Donats un flux f i un
vector d’enllac¸os r (la ruta) podem descriure el seu comportament segons el pseudo-codi
Algorithm 4.
Algorithm 4 addEntry( f , r)
for i= 0 mentre i< r.longitud. Incrementar i en 1 do
if i= 0 then
cridar a addEntry( f , r[i].getSourceDPID, f .getInPort, r[i].getOutPort)
else
cridar a addEntry( f , r[i].getSourceDPID, r[i−1].getOutPort, r[i].getSourcePort)
end if
end for
Podem observar que el codi actua de forma diferent segons si afegeix la entrada de Flow
Table del primer commutador o d’un altre commutador. En el cas del primer commuta-
dor de la ruta, el port d’origen s’obte´ de la descripcio´ del flux. En el cas de la resta de
commutadors, el port d’origen s’obte´ de l’enllac¸ anterior.
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La funcio´ del pseudo-codi Algorithm 5 e´s l’encarregada d’afegir pro`piament una entrada
de Flow Table en un commutador.
Algorithm 5 addEntry( f , c, s, d)
afegir entrada de Flow Table al commutador c per el flux f amb port d’origen s i port de
destı´ d
finalitzar
4.4.7. Diagrama de funcionament
A continuacio´ es descriura` el funcionament general de l’aplicacio´ C/C++ que s’ha dis-
senyat. El lector podra` observar com totes les funcionalitats que s’han introduit en els
apartats anteriors treballen en conjuncio´ per a donar forma a una aplicacio´ que e´s capac¸
de resoldre les problema`tiques per a les quals ha estat dissenyada. A la Fig. 4.11 podem
trobar el diagrama de funcionament de l’aplicacio´.
Quan qualsevol dels commutadors OpenFlow rebi una trama per a la qual no te´ definida
una entrada de Flow Table, la reenviara` cap al seu controlador. El primer que fara` el
controlador e´s comprovar si la trama rebuda e´s del tipus LLDP, en cas que aixı´ sigui la
descartara`.
A continuacio´ verificara` si l’adrec¸a MAC d’origen de la trama e´s del tipus unicast. En cas
afirmatiu, comprovara` si l’adrec¸a es troba afegida a la taula SAT i de no ser aixı´ creara`
una nova entrada. En el cas que l’adrec¸a MAC d’origen no sigui unicast, no es realitzara`
cap comprovacio´ de la taula SAT.
Tot seguit verificara` si l’adrec¸a MAC de destı´ de la trama e´s del tipus unicast. En cas
afirmatiu, comprovara` si l’adrec¸a es troba afegida a la taula SAT per tal de localitzar el
commutador i el port al que es troba connectat l’equip destinatari. Tant si l’adrec¸a MAC
de destı´ no e´s unicast com si e´s unicast pero` no figura a la taula SAT, la trama sera`
descartada.
El segu¨ent que realitzara` el controlador e´s trobar totes les rutes possibles entre els dos
commutadors que es troben directament connectats contra els equips transmissor i des-
tinatari de la trama. Si no hi ha cap ruta possible la trama sera` descartada. Si nome´s hi
ha una ruta possible, sera` escollida automa`ticament. Si hi ha me´s d’una ruta possible,
s’executara` l’optimizador lineal per a decidir quina e´s la millor. Just despre´s el controlador
afegira` noves entrades de Flow Table en tots els commutadors de la ruta escollida.
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Figura 4.11: Diagrama de funcionament de l’aplicacio´.
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CAPI´TOL 5. CONCLUSIONS I LI´NIES FUTURES
5.1. Conclusions generals
Al llarg d’aquest document s’ha desenvolupat el concepte de Software-Defined Networking
i s’han presentat els seus avantatges. A continuacio´ s’ha introduı¨t la programacio´ lineal
com a eina matema`tica que permet modelar el comportament de les SDNs. Tot seguit
s’han presentat una se`rie d’escenaris relacionats amb xarxes d’ordinadors, on certes pro-
blema`tiques es poden plantejar com problemes de programacio´ lineal. Per a finalitzar s’ha
tractat amb detall el cas concret d’una SDN que e´s capac¸ de minimizar el seu consum
energe`tic.
El Software-Defined Networking obre tot un nou mo´n de possibilitats als investigadors en el
camp dels protocols, facilitant la seva feina. Les dificultats que abans endarrerien el proce´s
de ge´nesi de noves idees en l’a`mbit de l’enginyeria telema`tica ja so´n cosa del passat. On
abans hi havien commutadors de xarxa amb un comportament completament predefinit
pel fabricant ara trobem commutadors capac¸os de ser totalment redefinits segons les
necessitats de l’usuari.
Les aplicacions de les SDNs so´n pra`cticament il·limitades. Noves possibilitats com xarxes
que incorporen la funcionalitat de balanceig de ca`rrega com una primitiva de xarxa (sense
necessitat de complexes i cars balancejadors) o xarxes que optimitzen el seu consum
energe`tic tot apagant els equips inactius so´n ara molt me´s a prop de convertir-se en realitat
del que mai podrı´em haver imaginat abans.
Tot i aixo`, el Software-Defined Networking presenta certs inconvenients:
• La gestio´ de tots els commutadors de la xarxa es troba centralitzada als controla-
dors. E´s a dir, la xarxa no e´s capac¸ de prendre decisions sense els controladors.
Una fallada en algun dels controladors implicaria que tots els commutadors que so´n
gestionats per ell deixarien de funcionar. Aquest e´s un risc inassumible en una
xarxa que es trobi en produccio´ i per tant e´s indispendable disposar de controla-
dors de backup. Tot i aixo`, s’ha d’emfatitzar que els commutadors OpenFlow tambe´
son capac¸os de funcionar com commutadors convencionals (auto`noms), i per tant
el problema queda minimitzat, tot i que s’ha de preveure que la transicio´ entre una
situacio´ i l’altra pot ser problema`tica. Aquest pot ser un tema a explorar en futurs
treballs.
• La presa de decisions en una Software-Defined Network requereix major temps
de processament que en una xarxa convencional. Aquest retard augmenta com
me´s gran siguin les dimensions de la xarxa. Aquesta elevada late`ncia no permet
treballar adequadament a aplicacions que requereixen un baix retard: telefonia IP,
streamming de vı´deo, jocs en xarxa, etc.
• El software encara es troba en fase de desenvolupament i e´s bastant inestable. No
e´s recomanable fer-lo servir per a suportar aplicacions crı´tiques.
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Encara queda un llarg camı´ per reco´rrer per a que el Software-Defined Networking es
presenti com una opcio´ so`lida i completament funcional. En els propers anys veurem
com, de forma progressiva, es van desplegant algunes Software-Defined Networks que
incorporaran noves i sofisticades funcionalitats que les dotaran d’una millor intel·lige`ncia.
Sense cap dubte, les xarxes del futur patiran una profunda transformacio´ portant-les me´s
enlla` dels lı´mits que contemplem a l’actualitat.
5.2. Conclusions sobre l’aplicacio´ C/C++
L’aplicacio´ C/C++ ha estat provada en el testbed ba`sic (ape`ndix B) i el tested avanc¸at
(ape`ndix C). El tra`nsit que s’ha ofert als testbeds han estat dos fluxos de paquets ICMP
(echo-request i echo-reply) de 32 bytes de dades (a me´s de les capc¸aleres pertinents)
durant un interval d’un minut amb una taxa d’un paquet per segon (un total de 60 mostres
per flux). Les conclusions que s’han pogut extreure de les proves so´n les segu¨ents:
• El temps transcorregut des que el PC emissor comenc¸a la transmissio´ d’un flux fins
a que obte´ una resposta per part del PC receptor (temps d’establiment de les rutes
d’anada i tornada) e´s aproximadament d’uns 10 segons en el testbed ba`sic i d’uns
3 segons en el testbed avanc¸at (el temps s’ha cronometrat). E´s a dir, el controlador
e´s capac¸ de calcular dues rutes (una d’anada i una altra de tornada) i instruir al tots
els commutadors que les formen en aquest interval de temps.
Si be´ aquest retard nome´s s’aplica al primer paquet de cada flux, aquestes so´n
unes xifres molt elevades si les comparem amb els valors que ofereixen les xarxes
convencionals (retards de l’ordre de mil·lisegons/microsegons). La variacio´ entre
aquestes dues mesures es troba justificada per la gran difere`ncia de les prestacions
te`cniques dels dos testbeds. Aquest retard inicial pot afectar seriament al proce´s
d’establiment i/o manteniment d’una connexio´ TCP (three-way handshake), ja que
hi intervenen una se`rie de temporitzadors de retransmissio´ que serveixen per a
determinar si l’altre extrem de la connexio´ es troba inactiu.
• El retard d’anada i tornada dels paquets (round trip time) un cop s’ha establert la
ruta e´s d’aproximadament 3 ms en el testbed ba`sic i de 0.46 ms en el testbed
avanc¸at, amb un jitter menyspreable en tots dos casos. Les mesures han estat
preses mitjanc¸ant l’eina de diagno`stic ping. Aquestes xifres s’aproximen molt als
valors tı´pics que es poden mesurar en una LAN convencional (per tant no presenten
cap problema per a les connexions TCP que ja es trobin establertes).
• Les entrades de les Flow Tables dels commutadors tenen un temps de vida de 60
segons (aquest interval de temps es pot modificar en el codi de l’aplicacio´ C/C++).
E´s a dir, si un commutador no rep un paquet que encaixi amb la descripcio´ del flux
durant aquest temps eliminara` l’entrada. Si el commutador torne´s a rebre un paquet
d’aquell flux posteriorment hauria de tornar a ser instruı¨t per el seu controlador.
Aquest comportament pot afectar als fluxos que no treballen amb establiment de
connexio´ (principalment UDP) provocant retards en els primers paquets enviats.
D’altra banda no e´s convenient mantenir entrades de Flow Table amb un temps
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de vida indefinit en els commutadors. E´s necessari trobar un valor adequat per al
temps de vida de les entrades que equilibri la minimitzacio´ dels retards i l’espai lliure
en les Flow Tables.
5.3. Impacte ambiental
El Software-Defined Networking permet modificar el comportament d’una xarxa en base
a qualsevol criteri. Si be´ els criteris tı´picament considerats en el disseny de Software-
Defined Networks tenen a veure amb el rendiment de la xarxa (ample de banda, retard,
jitter, etc) cap rao´ impedeix dissenyar una Software-Defined Network on el criteri principal
sigui minimitzar el seu impacte ambiental. De fet, com s’ha exposat al llarg del treball, a
l’actualitat estan sorgint una gran quantitat de lı´nies de recerca centrades en el disseny de
xarxes de telecomunicacio´ que optimitzen el seu consum.
Al capı´tol 4 d’aquest document es presenta amb detall el cas concret d’una Software-
Defined Network que e´s capac¸ de minimitzar el seu consum energe`tic per mitja` d’enca-
minar el tra`nsit per els commutadors de la xarxa que presenten un menor consum. Quan
els commutadors que me´s consumeixen entren en inactivitat, poden ser apagats per a
estalviar energia. Quan la demanda de recursos sigui prou elevada com per a no poder
ser satisfeta pels commutadors que es troben actius, es posaran en marxa me´s commu-
tadors de forma progressiva. D’aquesta forma la xarxa sempre sera` capac¸ de satisfer la
demanda alhora que estalvia el ma`xim d’energia possible.
La implementacio´ de d’aquest concepte en xarxes del tipus datacenter suposaria un es-
talvi energe`tic molt significatiu, ja que en aquest tipus de xarxes tots els commutadors es
troben sempre encesos independentment de la demanda de recursos.
5.4. Lı´nies futures
Aquest treball ha prete`s ser una primera presa de contacte amb el Software-Defined
Networking i les xarxes power-aware. L’objectiu d’aquest document ha estat introduir
aquests conceptes i relacionar-los presentant un prototip d’aplicacio´ C/C++ que els in-
tegra. Tot i aixo`, l’aplicacio´ que s’ha desenvolupat compta amb grans limitacions i tan sols
prete´n ser una prova de concepte. A continuacio´ llistem els aspectes a millorar en un futur
i possibles solucions:
a) L’aplicacio´ tan sols e´s capac¸ optimitzar un flux simulta`niament i no considera cap altre
flux me´s enlla` de l’ample de banda lliure amb el que compten els enllac¸os de la xarxa.
Aixo` provoca que les decisions d’optimitzacio´ preses no siguin sempre les me´s o`ptimes
quan la xarxa treballa amb me´s d’un flux.
Una possible millora seria que l’aplicacio´ considere´s els fluxos que ja circulen per la
xarxa a l’hora d’optimitzar-ne un de nou. Tot i aixo`, el fet d’optimizar els fluxos d’un
en un, segons l’ordre en que van apareixent, suposa que no es poden redefinir les
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rutes dels fluxos que ja han estat circulant per la xarxa. Per altra banda, realitzar
optimitzacions globals constantment suposaria un gran cost computacional (temps de
CPU dels commutadors), retards o pe`rdues d’alguns paquets i la interrupcio´ o baixada
temporal de rendiment d’algunes sessions TCP. Cal sospesar aquests costos per tal
d’arribar a un equilibri entre l’eficie`ncia energe`tica i el rendiment de la xarxa.
Per a solucionar aquest problema, l’aplicacio´ podria realitzar de tant en tant una op-
timitzacio´ global durant la qual es tornaria a recalcular la ruta per a cadascun dels
fluxos que ja es troba circulant per la xarxa. El criteri que l’aplicacio´ podria fer servir
seria comparar els valors resultants de resoldre els problemes de programacio´ lineal
en la situacio´ actual (no o`ptima) i en la situacio´ futura (o`ptima). Si la difere`ncia de con-
sum global entre aquests valors supera un cert llindar (un 10% o un 15%, per exemple)
llavors seria necessari efectuar un reca`lcul de la ruta o`ptima de tots els fluxos, amb el
subsegu¨ent cost de reconfiguracio´ comentat abans.
b) L’aplicacio´ no suporta les transmissions broadcast. A causa de la redunda`ncia d’enllac¸os
es poden generar bucles infinits de transmissions de nivell 2. Una possible solucio´ se-
ria executar amb el software FlowVisor (de forma paral·lela a la nostra aplicacio´) el
codi de l’aplicacio´ d’Spanning Tree Protocol [29] del controlador NOX. Cadascuna de
les aplicacions tindria assignat un flowspace de FlowVisor diferent segons el tipus de
tra`nsit que haura` de cursar. D’aquesta forma el tra`nsit unicast seria dirigit cap a la
nostra aplicacio´ i el tra`nsit broadcast es dirigiria cap a la insta`ncia del protocol Span-
ning Tree. Nosaltres no hem pogut executar el Spanning Tree Protocol en els nostres
proves perque` no hem pogut comptar amb un servidor FlowVisor per al testbed ba`sic i
tan sols se’ns va assignar un flowspace del testbed avanc¸at.
c) L’aplicacio´ no reconfigura de forma automa`tica les rutes quan algun dels commutadors
de la xarxa falla. Una possible solucio´ seria afegir a l’aplicacio´ una funcio´ que fos cri-
dada cada vegada que el controlador NOX detecte´s que un commutador s’ha descon-
nectat de la xarxa (el controlador NOX proporciona l’event handle_datapath_leave
per a realitzar aquesta tasca de forma senzilla). La funcio´ comprovaria si algun flux
s’estava encaminant per aquell commutador i recalcularia una nova ruta.
d) L’aplicacio´ no e´s capac¸ de suportar modificacions a la taula SAT. En una xarxa conven-
cional cada commutador mante´ el seu propi registre de ports i adrec¸es MAC d’origen
(una adrec¸a MAC pot trobar-se simulta`niament a la taula SAT de me´s d’un commu-
tador). La nostra aplicacio´ C/C++ mante´ una taula SAT compartida per tots els com-
mutadors, de forma que nome´s es pot mantenir emmagatzemada la relacio´ entre una
adrec¸a MAC i un commutador. Si un commutador actualitze´s una entrada ja existent
seria impossible localitzar posteriorment el commutador que es troba directament con-
nectat al dispositiu transmissor o receptor d’un flux.
e) Realitzar me´s proves en diferents xarxes i dispositius. Una possibilitat seria integrar
l’aplicacio´ en el router Juniper MX480 [11] d’i2CAT, ja que el fabricant ha alliberat una
nova versio´ del seu sistema operatiu que compta amb suport OpenFlow. Per a introduir
a l’aplicacio´ informacio´ sobre el model de consum energe`tic d’aquest router podem
basar-nos en les mesures realitzades sobre el MX480, dutes a terme conjuntament per
l’autor d’aquest TFC, I. Mateos [21] i Ll. M. Rodrı´guez [33], i descrites en un ape`ndix
de [21].
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APE`NDIX A. ESPECIFICACIO´ DEL PROTOCOL
OPENFLOW
Tota la informacio´ exposada en aquest ape`ndix ha estat extreta de l’especificacio´ oficial
del protocol OpenFlow [13].
A.1. Flow Tables
Una entrada d’una Flow Table e´s una regla que indica a un commutador OpenFlow com
ha de tractar un cert tipus de paquet. Tal com es pot apreciar a la Fig. A.1, una entrada
d’una Flow Table consta de:
• Rule
• Action
• Stats
El controlador actua sobre el commutador per mitja` del protocol OpenFlow i pot afegir,
modificar o esborrar les entrades de les seves Flow Tables.
Cada vegada que un commutador OpenFlow rep un nou paquet, consulta les seves Flow
Tables de forma sequ¨encial per tal de trobar la entrada amb major prioritat que serveixi per
a tractar-lo. Si les instruccions de la entrada aixı´ ho indiquen, el commutador continuara`
buscant coincide`ncies en la segu¨ent Flow Table.
Si cap de les Flow Tables del commutador conte´ una entrada que pugui servir per a tractar
el paquet llavors aquest procedeix a reenviar-lo cap al seu controlador. El controlador
respondra` enviant-li una entrada de Flow Table amb informacio´ sobre com ha de tractar
els paquets d’aquell tipus.
En el cas que el controlador afegeixi al commutador una entrada de Flow Table com a
resposta a una peticio´ pre`via, llavors diem que ho ha fet de forma reactiva. Un controlador
tambe´ pot afegir una entrada de Flow Table a un commutador de forma proactiva.
Les entrades de les Flow Tables poden tenen assignat un temps d’expiracio´ per defecte
o be´ un de definit per el controlador. A me´s a me´s, una entrada pot ser afegida de forma
permanent (sense temps d’expiracio´) si el controlador ho requereix.
A.1.1. Match Fields
Els Match Fields proporcionen una descripcio´ del flux sobre el que es vol actuar. Per
exemple: l’adrec¸a IP de destı´ es correspon amb 74.125.230.81 i el port TCP de destı´ e´s
el 80.
Figura A.1: Entrada d’una Flow Table
Els Match Fields poden ser qualsevol combinacio´ dels segu¨ents:
• Ingress Port: Port fı´sic d’origen en el commutador.
• Metadata: Metadades.
• Ethernet source address: Adrec¸a MAC d’origen.
• Ethernet destination address: Adrec¸a MAC de destı´.
• Ethernet type: Ethertype.
• VLAN id: Identificador VLAN.
• VLAN priority: Prioritat VLAN.
• MPLS label: Etiqueta MPLS.
• MPLS traffic class: Classe de tra`nsit MPLS.
• IPv4 source address: Adrec¸a IPv4 d’origen.
• IPv4 destination address: Adrec¸a IPv4 de destı´.
• IPv4 protocol / ARP opcode: Tipus de protocol de nivell 3.
• IPv4 ToS bits: Tipus de servei IPv4.
• Transport source port: Port d’origen TCP/UDP o Tipus ICMP.
• Transport destination port: Port de destı´ TCP/UDP o Codi ICMP.
A.1.2. Action Set
Una Action Set e´s una llista d’accions que un commutador OpenFlow associa a un paquet.
Cal remarcar doncs, que la llista d’accions no forma part d’una entrada de Flow Table.
Aquesta llista d’accions es va modificant al llarg del recorregut per les Flow Tables. Quan
el paquet s’hagi acabat de processar, totes les accions de la action set s’aplicaran sobre
ell. Nome´s hi pot haver una accio´ del mateix tipus dintre de la mateixa Action Set.
Les accions que poden formar part d’una action set so´n les segu¨ents:
• Copy TTL inwards: Aplica la co`pia del camp TTL cap al paquet.
• Pop: Aplica les accions pop d’etiquetes MPLS sobre el paquet.
• Push: Aplica les accions push d’etiquetes MPLS sobre el paquet.
• Copy TTL outwards: Aplica la co`pia del camp TTL des del paquet.
• Decrement TTL: Aplica el decrement del camp TTL sobre el paquet.
• Set: Aplica les accions d’edicio´ de capc¸alera sobre el paquet.
• QoS: Aplica les accions de QoS sobre el paquet. Per exemple, assignar el paquet
a una cua.
• Group: Aplica les accions del grup corresponent sobre el paquet.
• Output: Si no s’ha especificat un grup, encamina el paquet pel port especificat.
A.1.3. Action List
Una Action List e´s una llista d’accions que un commutador OpenFlow executa sobre un
paquet de forma instanta`nia mitjanc¸ant la instruccio´ Apply-Actions. De la mateixa manera
que l’Action Set, l’Action List tampoc forma part d’una entrada de Flow Table.
Les accions de la Action List s’executen per ordre i no tenen cap efecte sobre el Action Set
d’un paquet. A difere`ncia de l’Action Set, a dintre d’una mateixa Action List hi pot haver
me´s d’una accio´ del mateix tipus.
Les accions que poden formar part d’una action list so´n les segu¨ents:
• Output: Encamina el paquet pel port especificat. Les opcions possibles so´n:
– ALL: El commutador envia el paquet per tots els ports excepte pel port pel qual
l’ha rebut (Flooding).
– CONTROLLER: El commutador encapsula el paquet i l’envia cap al seu con-
trolador.
– TABLE: El commutador processa el paquet amb les seves Flow Tables.
– IN PORT: El commutador envia el paquet pel mateix port pel qual l’ha rebut.
• Drop: Descarta el paquet.
• Group: Processa el paquet pel grup especificat.
• Push-Tag/Pop-Tag: Afegeix o elimina etiquetes MPLS del paquet.
• Set-Field: Edita els camps de la capc¸alera del paquet.
A.1.4. Instructions
Les Instructions indiquen al commutador el que haura` de fer quan trobi un paquet que
coincideixi amb els Match Fields. Per exemple: encaminar el paquet pel port nu´mero 4.
Les Instructions possibles poden ser qualsevol combinacio´ de les segu¨ents:
• Apply-Actions: Aplica les accions de forma immediata sense aplicar cap canvi al
action set. S’utilitza per a modificar un paquet a la sortida d’una Flow Table i abans
que entri a la segu¨ent.
• Clear-Actions: Esborra totes les accions de l’action set.
• Write-Actions: Afegeix o sobreescriu una accio´ a l’action set.
• Write-Metadata: Copia el resultat d’aplicar una ma`scara als bits de metadades al
camp de metadades.
• Goto-Table: Indica la segu¨ent Flow Table que sera` examinada.
A.1.5. Group
Un Group e´s un conjunt d’accions lligada a una llista de criteris per a aplicar-les sobre
un paquet. Els Groups proporcionen conjunts d’accions per a implementar funcionalitats
avanc¸ades com flooding, multipath, fast reroute (cambiar la ruta que es fa servir per enca-
minar un flux) o link aggregation (utilitzar varis enllac¸os com un de sol sumant les seves
capacitats). Els Groups tambe´ permeten encaminar mu´ltiples fluxos cap a un mateix destı´.
Cada entrada de la taula de groups conte´:
• Group identifier: Un nombre natural que identifica inequı´vocament al group.
• Action buckets: Una llista de cubetes on cadascuna d’elles te´ definit un conjunt
d’accions que executar.
• Group type: Indica el tipus de group. Els seus valors possibles so´n:
– All: El paquet es copia en cadascuna de les cubetes i e´s processat per to-
tes elles. Aquest tipus de grup es fa servir per tra`nsit del tipus multicast o
broadcast.
– Select: El paquet es processa nome´s en una de les cubetes del grup. La
cubeta s’escull aleato`riament.
– Indirect: El paquet es processa nome´s en una de les cubetes del grup. La
cubeta que es fa servir e´s sempre la mateixa.
– Fast failover: El paquet es processa nome´s per la primera de les cubetes que
es trobi disponible. Si cap cubeta es troba disponible el paquet es descarta.
• Counters: Comptadors que mantenen informacio´ actualitzada sobre els paquets
processats pel group.
A.1.6. Counters
Els Counters mantenen informacio´ actualitzada sobre els paquets que han coincidit amb
els Match Fields. Per exemple: Bytes rebuts i transmesos, paquets perduts, col·lisions,
etc.
Cada commutador OpenFlow mante´ els segu¨ents comptadors:
Per cada taula:
• Reference Count (active entries): Entrades actives.
• Packet Lookups: Consultes a la taula.
• Packet Matches: Paquets que han coincidit amb els criteris de la taula.
Per cada flux:
• Received Packets: Paquets rebuts que pertanyen al flux.
• Received Bytes: Bytes rebuts de paquets que pertanyen al flux.
• Duration (seconds): Durada en segons del flux.
• Duration (nanoseconds): Durada en nanosegons del flux.
Per cada port:
• Received Packets: Paquets rebuts pel port.
• Transmited Packets: Paquets transmesos pel port.
• Received Bytes: Bytes rebuts pel port.
• Transmited Bytes: Bytes transmesos pel port.
• Receive Drops: Paquets rebuts pel port que han estat descartats.
• Transmit Drops: Paquets transmesos pel port que han estat descartats.
• Receive Errors: Errors de recepcio´ en el port.
• Transmit Errors: Errors de transmissio´ en el port.
• Receive Frame Aligment Errors: Errors d’alineacio´ en trames rebudes pel port.
• Receive Overrun Errors: Errors de mostreig en trames rebudes pel port.
• Receive CRC Errors: Errors de CRC en trames rebudes pel port.
• Collisions: Trames col·lisionades transmeses pel port.
Per cada cua:
• Transmit Packets: Paquets de la cua transmesos.
• Transmit Bytes: Bytes de paquets de la cua transmesos.
• Transmit Overrun Errors: Errors de serialitzacio´ en paquets de la cua.
Per cada group:
• Reference Count (flow entries): Entrades actives.
• Packet Count: Paquets que han estat processats pel grup.
• Byte Count: Bytes de paquets que han estat processats pel grup.
Per cada cubeta:
• Packet Count: Paquets que han estat processats per la cubeta.
• Byte Count: Bytes de paquets que han estat processats per la cubeta.
A.2. OpenFlow Channel
L’ OpenFlow Channel e´s la interfı´cie que connecta un commutador OpenFlow amb el seu
controlador. Per mitja` d’aquesta interfı´cie el controlador OpenFlow pot configurar el com-
mutador. L’OpenFlow Channel normalment es xifra amb TLS sobre TCP pero` tambe´ pot
treballar directament sobre una connexio´ TCP sense xifrar.
El protocol OpenFlow suporta tres tipus de missatges:
• Controller-to-switch: So´n iniciats pel controlador. Es fan servir per a gestionar o
examinar l’estat del commutador.
• Asynchronous: So´n iniciats pel commutador. Es fan servir per a informar al contro-
lador d’events en la xarxa i canvis en l’estat del commutador.
• Symmetric: So´n iniciats tant pel controlador com pel commutador i s’envien sense
cap sol·licitud previa.
OpenFlow Protocol
Header
Version: 0x01
Type: Features Request (CSM) (5)
Length: 8
Transaction ID: 33619968
Figura A.2: Exemple de missatge features request.
A.2.1. Tipus de missatges Controller-to-Switch
Els tipus de missatges Controller-to-Switch que defineix OpenFlow so´n els segu¨ents:
• Features:
– Request: El controlador sol·licita al commutador les seves capacitats (Fig.
A.2).
– Reply: El commutador respon a un missatge del tipus Features Request enu-
merant les seves capacitats (Figs. A.3 i A.4).
• Configuration: El controlador fixa o modifica un para`metre de la configuracio´ d’un
commutador (Fig. A.5).
• Modify-State: El controlador afegeix, modifica o esborra una entrada de Flow Table
d’un commutador (Fig. A.6).
• Read-State: El controlador recull estadı´stiques d’un commutador.
• Packet-out: El controlador instrueix a un commutador per a que enviı¨ un paquet
per un port especificat (Fig. A.7). Aquest tipus de missatges es fan servir per a
encaminar paquets que han estat enviats al controlador per mitja` d’un missatge
Packet-in.
Els missatges Packet-out contenen una co`pia del paquet a tractar o be´ un identifi-
cador del buffer del commutador on es troba allotjat el paquet i una llista d’accions
a realitzar sobre ell.
• Barrier: S’utilitzen per a notificar operacions que s’han completat.
A.2.2. Tipus de missatges Asynchronous
Els tipus de missatges Asynchronous que defineix OpenFlow so´n els segu¨ents:
• Packet-in: El commutador envia cap al controlador un paquet pel qual no te´ cap Flow
Table que l’indiqui com tractar-lo (Fig. A.8). Si el commutador compta amb memo`ria
suficient per a allotjar el paquet enviara` nome´s una part de la seva capc¸alera i
un identificador del buffer del commutador. Si el commutador no suporta buffering
llavors enviara` el paquet sencer.
OpenFlow Protocol
Header
Version: 0x01
Type: Features Reply (CSM) (6)
Length: 224
Transaction ID: 33619968
Switch Features
Datapath ID: 0x000000232029b5df
Max packets buffered: 256
Number of Tables: 2
Capabilities: 0x000000c7
Flow statistics: Yes (1)
Table statistics: Yes (1)
Port statistics: Yes (1)
802.11d spanning tree: No (0)
Reserved: No (0)
Can reassemble IP fragments: No (0)
Queue statistics: Yes (1)
Match IP addresses in ARP pkts: Yes (1)
Actions: 0x00000eff
Output to switch port: Yes (1)
Set the 802.1q VLAN id: Yes (1)
Set the 802.1q priority: Yes (1)
Strip the 802.1q header: Yes (1)
Ethernet source address: Yes (1)
Ethernet destination address: Yes (1)
IP source address: Yes (1)
IP destination address: Yes (1)
Set IP TOS bits: No (0)
TCP/UDP source: Yes (1)
TCP/UDP destination: Yes (1)
Enqueue port queue: Yes (1)
Figura A.3: Exemple de missatge features reply en un commutador Linksys WRT54GL.
OpenFlow Protocol
Header
Version: 0x01
Type: Features Reply (CSM) (6)
Length: 224
Transaction ID: 33619968
Switch Features
Datapath ID: 0x0010000000000005
Max packets buffered: 544
Number of Tables: 3
Capabilities: 0x00000087
Flow statistics: Yes (1)
Table statistics: Yes (1)
Port statistics: Yes (1)
802.11d spanning tree: No (0)
Reserved: No (0)
Can reassemble IP fragments: No (0)
Queue statistics: No (0)
Match IP addresses in ARP pkts: Yes (1)
Actions: 0x00000fff
Output to switch port: Yes (1)
Set the 802.1q VLAN id: Yes (1)
Set the 802.1q priority: Yes (1)
Strip the 802.1q header: Yes (1)
Ethernet source address: Yes (1)
Ethernet destination address: Yes (1)
IP source address: Yes (1)
IP destination address: Yes (1)
Set IP TOS bits: Yes (1)
TCP/UDP source: Yes (1)
TCP/UDP destination: Yes (1)
Enqueue port queue: Yes (1)
Figura A.4: Exemple de missatge features reply en un commutador NEC IP8800/S3640-
24T2XW.
OpenFlow Protocol
Header
Version: 0x01
Type: Set Config (CSM) (9)
Length: 12
Transaction ID: 67174400
Switch Configuration
Flags
Handling of IP fragments: No special fragment handling (0)
Max Bytes of New Flow to Send to Controller: 128
Figura A.5: Exemple de missatge configuration.
OpenFlow Protocol
Header
Version: 0x01
Type: Flow Mod (CSM) (14)
Length: 80
Transaction ID: 1115619328
Flow Modification
Match
Match Types
Input port: Exact (0)
VLAN ID: Exact (0)
Ethernet Src Addr: Exact (0)
Ethernet Dst Addr: Exact (0)
Ethernet Type: Exact (0)
IP Protocol: Exact (0)
TCP/UDP Src Port: Exact (0)
TCP/UDP Dst Port: Exact (0)
IP Src Addr Mask: /32 (0)
IP Dst Addr Mask: /32 (0)
VLAN priority: Exact (0)
IPv4 DSCP: Exact (0)
Input Port: 12
Ethernet Src Addr: (02:03:00:00:00:55)
Ethernet Dst Addr: (02:03:00:00:00:32)
Input VLAN ID: 13
Input VLAN priority: 0
Ethernet Type: IP (0x0800)
IPv4 DSCP: 0
Protocol: ICMP (0x01)
IP Src Addr: 192.168.1.2 (192.168.1.2)
IP Dst Addr: 192.168.1.1 (192.168.1.1)
ICMP Type: 8 (Echo (ping) request)
ICMP Code: 0 ()
Cookie: 0x0000000000000000
Command: New flow (0)
Idle Time (sec) Before Discarding: 60
Max Time (sec) Before Discarding: 0
Priority: 32768
Buffer ID: None
Out Port (delete* only): 51966
Flags
Send flow removed: Yes (1)
Check for overlap before adding flow: No (0)
Install flow into emergecy flow table: No (0)
Output Action(s)
Action
Type: Output to switch port (0)
Len: 8
Output port: 4
Max Bytes to Send: 0
# of Actions: 1
Figura A.6: Exemple de missatge modify-state.
OpenFlow Protocol
Header
Version: 0x01
Type: Packet Out (CSM) (13)
Length: 71
Transaction ID: 0
Packet Out
Buffer ID: None
Frame Recv Port: Controller (send to controller)
Size of action array in bytes: 8
Output Action(s)
Action
Type: Output to switch port (0)
Len: 8
Output port: 2
Max Bytes to Send: 0
# of Actions: 1
Frame Data: 01232000000100000000000188CC021407647069643A3130...
Ethernet II, Src: (00:00:00:00:00:01), Dst: (01:23:20:00:00:01)
Link Layer Discovery Protocol
Figura A.7: Exemple de missatge packet-out.
• Flow-Removed: El commutador informa al controlador que una de les entrades de
la seva Flow Table ha expirat.
• Port-status: El commutador notifica al controlador d’un canvi en l’estat d’un dels
seus ports.
• Error: El commutador informa al seu controlador que s’ha produı¨t un error (Fig. A.9).
A.2.3. Tipus de missatges Symmetric
Els tipus de missatges Symmetric que defineix OpenFlow so´n els segu¨ents:
• Hello: El controlador i el commutador s’intercanvien missatges del tipus Hello quan
s’estableix el canal de control (Fig. A.10).
• Echo:
– Request: El commutador o el controlador vol comprovar si l’altre extrem de la
comunicacio´ es troba actiu (Fig. A.11).
– Reply: S’origina com a resposta a un missatge del tipus Echo Request per a
confirmar que l’extrem es troba actiu (Fig. A.12).
• Experimenter: Aquest tipus de missatges s’utilitzaran per a implementar noves fun-
cionalitats en futures especificacions d’OpenFlow.
OpenFlow Protocol
Header
Version: 0x01
Type: Packet In (AM) (10)
Length: 120
Transaction ID: 7796788
Packet In
Buffer ID: 3584050191
Frame Total Length: 102
Frame Recv Port: 12
Reason Sent: No matching flow (0)
Frame Data: 0203000000320203000000558100000D0800450000540000...
Ethernet II, Src: (02:03:00:00:00:55), Dst: (02:03:00:00:00:32)
802.1Q Virtual LAN, PRI: 0, CFI: 0, ID: 13
Internet Protocol, Src: (192.168.1.2), Dst: (192.168.1.1)
Internet Control Message Protocol
Figura A.8: Exemple de missatge packet-in.
OpenFlow Protocol
Header
Version: 0x01
Type: Error (SM) (1)
Length: 76
Transaction ID: 268500992
Error Message
Type: Request was not understood (1)
Code: Vendor not supported (3)
Data: 010400180000030B00002320000000080000000000000000...
OpenFlow Protocol
Header
Version: 0x01
Type: Vendor (SM) (4)
Length: 24
Transaction ID: 779
Vendor Message Body: 00002320000000080000000000000000
Figura A.9: Exemple de missatge error.
OpenFlow Protocol
Header
Version: 0x01
Type: Hello (SM) (0)
Length: 8
Transaction ID: 16842752
Figura A.10: Exemple de missatge hello.
OpenFlow Protocol
Header
Version: 0x01
Type: Echo Request (SM) (2)
Length: 8
Transaction ID: 83951616
Figura A.11: Exemple de missatge echo request.
OpenFlow Protocol
Header
Version: 0x01
Type: Echo Reply (SM) (3)
Length: 8
Transaction ID: 83951616
Figura A.12: Exemple de missatge echo reply.
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APE`NDIX B. INFORMACIO´ SOBRE EL TESTBED
BA`SIC
Per tal de depurar i provar adequadament les funcionalitats de l’aplicacio´ en la seva fase
inicial ha estat necessari el muntatge d’un escenari de proves. L’objectiu ha estat poder
comptar amb un escenari format per commutadors fı´sics on poder executar el software.
D’aquesta forma ha estat possible comprovar el comportament de l’aplicacio´ en una gran
varietat de situacions.
Cal mencionar que en l’actualitat hi ha molt pocs commutadors que comptin amb suport
OpenFlow. El suport per a aquest protocol e´s una funcionalitat que els fabricants estan
introduint poc a poc en els seus productes d’alta gama. Per tant, resulta complicat trobar
commutadors de baix cost i amb moderades prestacions que l’incorporin.
L’alt cost econo`mic d’aquests commutadors d’alta gama suposa la impossibilitat de la seva
adquisicio´. D’altra banda, els requisits de l’aplicacio´ per a dur a terme una prova de
concepte no so´n tan elevats com per a necessitar dispositus d’altes prestacions.
S’ha optat per dissenyar un testbed format per 6 routers Linksys WRT54GL [34]. El seu
reduı¨t cost econo`mic d’aproximadament 50 euros per unitat i la seva compatibilitat amb
OpenFlow (gra`cies al software OpenWRT [35]) han estat els factors decisius per adquirir
aquests commutadors.
El Linksys WRT54GL treballa amb un sistema operatiu GNU/Linux adaptat a les necessi-
tats d’un router IP. El fet de fer servir un sistema operatiu sota llice`ncia GNU GPL suposa
que qualsevol persona pot tenir acce´s al seu codi font i realitzar modificacions.
A la Fig. B.1 es pot observar l’aparie`ncia del Linksys WRT54GL. La taula B.1 conte´ infor-
macio´ sobre el Linksys WRT54GL.
Figura B.1: Linksys WRT54GL
Ports 4 LAN Ethernet commutats 10/100 i 1 WAN Ethernet 10/100
Chipset Broadcom BCM5352
CPU 200 MHz
RAM 16 MB
Flash 4 MB
Taula B.1: Especificacions te`cniques del Linksys WRT54GL.
Cal mencionar que en el nostre testbed, el port WAN dels WRT54GL es fa servir de forma
exclusiva per a la comunicacio´ amb el controlador OpenFlow. Les proves s’han realitzat
sobre les segu¨ents topologies:
a) Topologia de xarxa amb 6 commutadors i 8 enllac¸os (Fig. B.2). Aquest escenari ens
permetra` verificar el funcionament de l’aplicacio´ en una xarxa on tots els enllac¸os que
es fan servir per a encaminar el tra`nsit es troben operatius.
b) Topologia de xarxa amb 6 commutadors i 7 enllac¸os (Fig. B.3). Aquest escenari ens
permetra` verificar el funcionament de l’aplicacio´ en una xarxa on s’ha produit una fa-
llada en un dels enllac¸os que uneixen les dues illes.
c) Topologia de xarxa amb 6 commutadors i 6 enllac¸os (Fig. B.4). Aquest escenari ens
permetra` verificar el funcionament de l’aplicacio´ en una xarxa on s’ha produit una fa-
llada en tots els enllac¸os que uneixen les dues illes (no hi ha cap ruta possible).
Figura B.2: Topologia de xarxa amb 6 commutadors OpenFlow i 8 enllac¸os.
Les proves que s’han realitzat sobre el testbed es documenten a continuacio´:
1. Execucio´ de l’aplicacio´ C/C++ sobre el testbed de la Fig. B.2. Els resultats obtinguts
es corresponen amb el problema de programacio´ lineal plantejat al cas 1 de l’apartat
aplicacio´ del model, al capı´tol 4 i es presenten a l’ape`ndix K, cas 1.
Figura B.3: Topologia de xarxa amb 6 commutadors OpenFlow i 7 enllac¸os.
Figura B.4: Topologia de xarxa amb 6 commutadors OpenFlow i 6 enllac¸os.
2. Execucio´ de l’aplicacio´ C/C++ sobre el testbed de la Fig. B.3. Els resultats obtinguts
es corresponen amb el problema de programacio´ lineal plantejat al cas 2 de l’apartat
aplicacio´ del model, al capı´tol 4 i es presenten a l’ape`ndix K, cas 2.
3. Execucio´ de l’aplicacio´ C/C++ sobre el testbed de la Fig. B.4. Els resultats obtinguts
es corresponen amb el problema de programacio´ lineal plantejat al cas 3 de l’apartat
aplicacio´ del model, al capı´tol 4 i es presenten a l’ape`ndix K, cas 3.
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APE`NDIX C. INFORMACIO´ SOBRE EL TESTBED
AVANC¸AT
Un cop depurat el funcionament de l’aplicacio´ C/C++ en el testbed ba`sic s’ha pres la ini-
ciativa de realitzar proves amb equips de gamma alta. S’ha escollit la infraestructura del
projecte OFELIA [28] perque compta amb equips OpenFlow d’altes prestacions i propor-
ciona acce´s lliure a qualsevol experimentador que ho sol·liciti. Les proves s’han realitzat
a l’illa d’OFELIA situada a Barcelona (edifici Mediacat, Campus del Baix llobregat) admi-
nistrada per la fundacio´ i2CAT.
Les caracterı´stiques te`cniques dels equips que se’ns han assignat so´n les segu¨ents:
• 5 Commutadors NEC IP8800/S3640-24T2XW.
– Troughput ma`xim: 88 Gbps i 65,5 Mpps.
– Ports 1000Base-T: 24.
– Ports 1000Base-X (SFP): 4.
– Ports 10GBase-R (XFP): 2.
– Tamany de la taula MAC: 32768 entrades.
– Quantitat de VLANs: 4094.
• 2 Servidors SuperMicro SYS-6010T-T.
– Processador intel nehalem E5506 2,13 Ghz.
– 12 Gb RAM.
– 2 Tb HDD.
Els equips es troben connectats segons la topologia que mostra la Fig. C.1 i podem
observar el seu aspecte a la Fig. C.2.
Cal mencionar que, degut a la pro`pia naturalesa del projecte OFELIA, no hem disposat
dels equips en exclusiva. Els commutadors OpenFlow d’OFELIA poden ser utilitzats per
Figura C.1: Topologia del testbed d’OFELIA.
Figura C.2: Commutadors NEC IP8800/S3640-24T2XW del testbed enrackats.
me´s d’un experimentador simulta`niament gra`cies a la virtualitzacio´ que proporciona el
software FlowVisor. Els administradors de la xarxa ens han assignat un flowspace (una
slice) dels commutadors i una ma`quina virtual en cadascu´n dels servidors. E´s a dir, se’ns
ha perme´s l’acce´s a tota la infraestructura fı´sica de la xarxa pero` el nostre tra`nsit ha
estat aillat del de la resta de experimentadors de forma virtual. En el cas de l’illa de
Barcelona, la separacio´ de tra`nsit entre flowspaces es realitza per mitja` de l’assignacio´
d’identificadors de VLAN diferents a cada experimentador. En el nostre cas se’ns ha
assignat l’identificador de VLAN 13.
A me´s a me´s, els commutadors de la xarxa treballen simulta`niament en mode OpenFlow
(VLANs per a experimentadors) i en mode legacy (VLANs de control i administracio´).
Aixo` possibilita el desplegament d’una xarxa outband que permet als experimentadors
gestionar els equips de forma remota per mitja` d’una connexio´ VPN.
Els experimentadors poden seleccionar quins commutadors i enllac¸os volen fer servir en
els seus experiments, podent treballar amb topologies complexes o sencilles en funcio´ de
la finalitat de les proves. Tot i que se’ns ha perme´s utilitzar tots els commutadors i enllac¸os
de la topologia, per a comprovar el correcte funcionament de l’aplicacio´ hem deixat fora del
nostre flowspace (de forma intencionada) 3 enllac¸os. La topologia del nostre flowspace
queda representada a la Fig. C.3.
La nostra aplicacio´ C/C++ va presentar certs problemes a l’hora d’executar-la al testbed
d’OFELIA. Els llistem a continuacio´ juntament amb les sol·lucions que es van adoptar:
• El component de topologia del controlador NOX no recollia adequadament la infor-
macio´ de les LLDPs quan interactuava amb FlowVisor. A causa d’aixo` la base de
Figura C.3: Flowspace assignat.
dades de topologia es trobava buida i no es podia encaminar cap flux. Aquesta e´s
una incide`ncia reconeguda en la versio´ de NOX que feı´em servir (Zaku v0.9.0) i el
problema e´s va solucionar actualitzant-lo a la branca de desenvolupament (Destiny
v0.9.1).
• Els missatges del tipus modify-state eren rebutjats per els commutadors a causa
d’un identificador de buffer de paquet inva`lid. El problema es va solucionar modi-
ficant el codi de l’aplicacio´ per a que envie´s els missatges modify-state sense cap
identificador de buffer. La causa de que aquest error no es produı´s en el testbed
ba`sic segurament te´ a veure amb que la implementacio´ d’OpenFlow que executen
els Linksys WRT54GL ignora els buffers dels paquets.
L’identificador de buffer d’un paquet e´s l’adrec¸a de memo`ria on el commutador que
l’ha rebut el te´ emmagatzemat. Aquest identificador permet a un controlador realit-
zar modificacions sobre el paquet abans de que sigui encaminat. En el nostre cas
aquest identificador no e´s necessari ja que no volem actuar sobre un paquet en
concret, sino afegir una entrada de Flow Table que serveixi per a encaminar tots els
paquets del mateix tipus que arribin posteriorment.
Les proves que s’han realitzat sobre el testbed es documenten a continuacio´:
• Execucio´ de l’aplicacio´ C/C++ sobre el testbed de la Fig. C.3. Els resultats obtinguts
es detallen al capı´tol 5, a l’apartat conclusions de l’aplicacio´ C/C++.
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APE`NDIX D. INSTAL·LACIO´ D’OPENFLOW A UN
ROUTER WRT54GL
El firmware que porta instal·lat de se`rie el WRT54GL pel fabricant nome´s li permet realitzar
funcions de commutador Ethernet, router IP i punt d’acce´s Wi-Fi. E´s a dir, aquest firmware
original no compta amb suport per a OpenFlow. Per tant ens trobem amb la necessitat de
modificar el firmware dels nostres WRT54GL per tal d’habilitar-hi el suport per al protocol
OpenFlow.
La necessitat d’habilitar noves funcionalitats en routers amb sistema operatiu GNU/Linux
va propiciar la ge`nesi d’un nou projecte. OpenWRT [35] e´s una iniciativa que prete´n crear
nous firmwares per a aquests routers que els permetin realitzar funcions avanc¸ades. En
el nostre cas, el projecte OpenWRT ens ha perme`s habilitar el suport per a OpenFlow en
els Linksys WRT54GL.
Per tal d’instal·lar OpenWRT en un Linksys WRT54GL tan sols cal realitzar una actualit-
zacio´ de firmware. Aquest proce´s es pot realitzar de forma senzilla mitjanc¸ant un client
HTTP convencional tot connectant-nos a l’adrec¸a IP del router.
Un cop hem accedit a la interfı´cie web de configuracio´ ens dirigim a l’apartat Adminis-
tration i despre´s a la pestanya Firmware Upgrade. En aquesta pa`gina tan sols caldra`
escollir el fitxer del nou firmware i pre´mer el boto´ Upgrade. Nosaltres farem servir la versio´
OpenWRT Pantou [36] 1.0 (basada en la branca Backfire d’OpenWRT, la darrera versio´
del software) per al Linksys WRT54GL que porta OpenFlow 1.0 activat per defecte. A la
Fig. D.1 podem observar la plana en qu¨estio´.
Un cop ja tenim instal·lat el nou firmware procedim a canviar l’adrec¸a IP de la interfı´cie
de gestio´ del router. Aquest procediment e´s necessari ja que l’adrec¸a IP que el firmware
assigna per defecte sempre e´s la 192.168.1.1. Aixo` vol dir que cas de tenir me´s d’un
router connectat a la mateixa subxarxa patirı´em un conflicte d’adrec¸es IP.
Per realitzar aquest proce´s haurem d’establir una sessio´ telnet contra l’adrec¸a IP del rou-
ter. A la Fig. D.2 e´s pot observar la consola del sistema que s’obte´ quan s’estableix la
sessio´ telnet.
Modificarem el fitxer /etc/config/network editant el valor del camp option ipaddr
de la interfı´cie eth0.4 amb qualsevol editor de text que es pugui executar a la consola del
sistema. L’editor vi pot servir per a aquest propo`sit. A la Fig. D.3 es pot observar l’edicio´
del fitxer en qu¨estio´.
Tot seguit procedim a modificar el fitxer al fitxer /etc/config/openflow assignant-li a el
valor del camp ofctl l’adrec¸a IP i el port TCP del nostre controlador OpenFlow. A la Fig.
D.4 es pot observar l’edicio´ del fitxer en qu¨estio´.
Els canvis realitzats entraran en vige`ncia quan el router s’apagui i es torni a encendre de
nou.
Figura D.1: Actualitzacio´ de firmware en un Linksys WRT54GL.
Figura D.2: Consola del sistema de OpenWRT.
Figura D.3: Editant el fitxer /etc/config/network.
Figura D.4: Editant el fitxer /etc/config/openflow.
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APE`NDIX E. INSTAL·LACIO´ DEL
CONTROLADOR D’OPENFLOW NOX
Per tal de poder executar una aplicacio´ OpenFlow sobre la xarxa de proves cal disposar
d’un PC que executi un software controlador OpenFlow. Al llarg d’aquest ape`ndix comen-
tarem pas per pas el proce´s d’instal·lacio´ i configuracio´ d’un controlador OpenFlow.
En el nostre cas hem escollit un software controlador escrit en C++ i Python anomenat
NOX [37]. En aquests moments NOX e´s el controlador OpenFlow d’u´s me´s este`s i te´
una comunitat d’usuaris molt activa al darrere que proporciona suport als programadors
d’aquesta plataforma.
Ara per ara NOX nome´s e´s suportat per sistemes GNU/Linux. Per tant, el nostre equip
haura` de tenir instal·lada pre`viament alguna distribucio´ d’aquest sistema operatiu. Nosal-
tres treballarem amb la distribucio´ Ubuntu 11.04 per raons de comoditat.
E´s possible que el proce´s d’instal·lacio´ en altres distribucions de GNU/Linux sigui diferent.
Suposem que l’usuari compta amb experie`ncia pre`via en sistemes GNU/Linux aixı´ com
coneixements ba`sics sobre programacio´ en C i C++.
Abans d’instal·lar NOX hem d’assegurar-nos de que el nostre sistema te´ instal·lades les
segu¨ents depende`ncies:
• Git
• Glpk
• Autotools
• Libtool
• Libboost
• Swig
• Openssl
• Python
• Python Twisted
En cas contrari el proce´s de compilacio´ que es dura` a terme finalitzara` erro`niament.
El primer pas per a instal·lar NOX en el nostre sistema e´s descarregar l’u´ltima versio´
disponible des del seu repositori git oficial (git://noxrepo.org/nox).
Obrirem una terminal del sistema i crearem un nou directori anomenat nox amb la coman-
da mkdir nox. Tot seguit executarem git clone git://noxrepo.org/nox ./nox. Un
cop introduı¨da la comanda esperem a que es completi la desca`rrega dels fitxers. A la Fig.
E.1 es pot observar aquest procediment.
Figura E.1: Desca`rrega de NOX des del repositori git.
Ara ens dirigim al directori ./nox/src i editarem el fitxer Makefile.am. Afegirem el flag
-lglpk a la linia del fitxer nox_core_LDFLAGS.
Aquesta modificacio´ e´s imprescindible per a poder executar aplicacions NOX que facin
servir la llibreria GNU Linear Programing Kit. En el cas de que cap aplicacio´ necessiti
aquesta llibreria, aquest pas es pot ometre. A la Fig. E.2 es pot observar l’aspecte del
fitxer modificat.
Ara executarem el binari ./nox/boot.sh des de la terminal del sistema. A la Fig. E.3 es
pot observar el resultat de la crida.
Tot seguit crearem un nou directori anomenat build a dins del directori nox amb la co-
manda mkdir build. Accedirem a dins del nou directori amb la terminal amb la comanda
cd build. Un cop a l’interior del directori executarem la comanda ../configure.
Ara nome´s cal executar la comanda make i el controlador NOX es compilara`. Aquest
proce´s pot durar uns quants minuts degut al tamany de l’aplicacio´. Un cop compilat, el
controlador NOX ja es troba preparat per a ser utilitzat.
Per a arrencar NOX executarem /nox_core -v -i ptcp:6633 nom_aplicacio´ des de
l’interior del directori ./nox/build/src.
Per a verificar que NOX funciona adequadament l’executarem cridant a l’aplicacio´ switch.
En aquest cas la comanda a introduir sera` ./nox_core -v -i ptcp:6633 switch. A
la Fig. E.4 podem observar el controlador NOX a l’espera de rebre l’intent de connexio´
d’algun commutador OpenFlow.
Si volgue´ssim crear una nova aplicacio´ NOX ho podem fer fa`cilment mitjanc¸ant un script
Python que ve inclo`s amb el codi font de NOX. Tan sols hem de situar la consola al directori
./nox/src/nox/coreapps , ./nox/src/nox/netapps o be´ ./nox/src/nox/webapps.
A l’interior del directori executarem la comanda ../../scripts/nox-new-c-app.py
nom_aplicacio´.
Nosaltres crearem una nova aplicacio´ anomenada energyrouting a l’interior del directo-
ri ./nox/src/nox/netapps. Per a fer aixo` accedirem amb la consola a l’interior del
Figura E.2: Edicio´ del fitxer Makefile.am.
Figura E.3: Execucio´ de boot.sh.
Figura E.4: Execucio´ de NOX.
directori ./nox/src/nox/netapps i exectutarem ../../scripts/nox-new-c-app.py
energyrouting. A la Fig. E.5 es pot observar el resultat de la crida al script.
Figura E.5: Execucio´ del script Python.
Al finalitzar l’execucio´ del script, la nova aplicacio´ haura` estat creada a l’interior del directori
des d’on va ser cridat. Ara podem editar el seu codi font accedint a l’interior del directori
corresponent i editant els fitxers amb extensio´ .cc i .hh.
Si volem que NOX pugui carregar la nova aplicacio´ haurem de tornar a executar les co-
mandes boot.sh , ../configure i make tal i com s’ha descrit en els passos anteriors
d’aquest ape`ndix. Si posteriorment realitzem canvis al codi font de l’aplicacio´ caldra` tor-
nar a compilar-la. Nome´s haurem de tornar a executar la comanda make a l’interior del
directori ./nox/build.
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APE`NDIX F. INSTAL·LACIO´ DEL DISSECTOR
D’OPENFLOW PER A WIRESHARK
Wireshark [38] es un software sniffer capac¸ de capturar i mostrar informacio´ sobre els
paquets que ha enviat o rebut un dispositiu. Wireshark permet desencapsular els paquets
i analitzar les capc¸aleres de tots els seus nivells segons el model OSI. Un dissector de
Wireshark conte´ informacio´ sobre com s’han de mostrar les dades de la capc¸alera d’un
protocol concret.
Al llarg d’aquest ape`ndix tractarem el proce´s d’instal·lacio´ d’un dissector de Wireshark
per al protocol OpenFlow. L’instal·lacio´ d’aquest dissector ens permetra` analitzar tots els
camps de la capc¸alera dels paquets que utilitzin el protocol OpenFlow. Gra`cies a aixo`,
podrem estudiar amb tot luxe de detalls els missatges de control que s’intercanvien entre
ells els commutadors i els controladors OpenFlow.
El dissector d’OpenFlow nome´s e´s compatible amb sistemes GNU/Linux. Per tant, el nos-
tre equip haura` de tenir instal·lada pre`viament alguna distribucio´ d’aquest sistema opera-
tiu. Nosaltres treballarem amb la distribucio´ Ubuntu 11.04 per raons de comoditat.
E´s possible que el proce´s d’instal·lacio´ en altres distribucions de GNU/Linux sigui diferent.
Suposem que l’usuari compta amb experie`ncia pre`via en sistemes GNU/Linux aixı´ com
coneixements ba`sics sobre programacio´ en C i C++.
El primer pas a realitzar sera` descarregar i instal·lar Wireshark. E´s conegut que el dis-
sector d’OpenFlow presenta problemes de compatibilitat amb les darreres versions de
Wireshark. Per aquest motiu s’instal·lara` la versio´ 1.2.11 del software.
Abans d’instal·lar Wireshark hem d’assegurar-nos de que el nostre sistema te´ instal·lades
les segu¨ents depende`ncies:
• Bison
• Flex
• Libgtk
• Libpcap
• Libwiretap
• Libglib
En cas contrari el proce´s de compilacio´ que es dura` a terme finalitzara` erro`niament.
Podem trobar el codi font de totes les versions de Wireshark a la seva pa`gina oficial [39].
Descarregarem el fitxer anomenat wireshark-1.2.11.tar.gz corresponent a la versio´
1.2.11 del software.
Tot seguit extreurem el directori wireshark-1.2.11 contingut a l’interior del fitxer i obri-
rem una terminal del sistema. A continuacio´ executarem la comanda ./configure. Un
Figura F.1: Edicio´ del fitxer Makefile.
cop finalitzada l’execucio´, introduirem la comanda make per tal de compilar el software.
Aquest proce´s pot durar uns quants minuts degut al tamany de l’aplicacio´.
Per a instal·lar Wireshark al nostre sistema executarem la comanda sudo make install.
Per a poder realitzar l’instal·lacio´ caldra` comptar amb permisos de superusuari. Quan
l’execucio´ hagi finalitzat, Wireshark es trobara` instal·lat al nostre sistema.
El segu¨ent pas a realitzar sera` descarregar el codi font del dissector. Podem trobar un
enllac¸ de desca`rrega a la pa`gina web oficial d’OpenFlow [40]. Nosaltres descarregarem
el fitxer openflow-1.0.0.tar.gz corresponent a la versio´ publicada el 19 de Desembre
de 2009.
Tot seguit extreurem el directori anomenat openflow-1.0.0 contingut a l’interior del fitxer.
Editarem el fitxer ./utilities/wireshark_dissectors/openflow/Makefile afegint
-I/usr/lib/i386-linux-gnu/glib-2.0/include en la seccio´ INC_DIRS. A la Fig.
F.1 es pot observar l’aspecte del fitxer modificat.
Situarem la terminal al directori ./utilities/wireshark_dissectors/openflow i in-
troduirem la comanda make per tal de compilar el software.
Per a instal·lar el dissector al nostre sistema executarem la comanda sudo make install.
Per a poder realitzar l’instal·lacio´ caldra` comptar amb permisos de superusuari. Quan l’e-
xecucio´ hagui finalitzat, el dissector es trobara` instal·lat al nostre sistema i s’integrara` de
forma automa`tica a Wireshark.
Figura F.2: Llista de dissectors de Wireshark.
Podem comprovar que Wireshark detecta el nou dissector tan sols caldra` accedir a Help -
About Wireshark - Plugins i cercar si packet-openflow.so es troba a la llista. A la Fig.
F.2 podem observar la llista de dissectors de Wireshark.
A partir d’ara, tan sols caldra` realitzar una captura de paquets amb Wireshark per a poder
examinar els camps de la capc¸alera OpenFlow.
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APE`NDIX G. CAPTURA DE TRA`NSIT
OPENFLOW AMB WIRESHARK
Quan un commutador OpenFlow i un controlador estableixen una connexio´ TCP s’in-
tercanvien una se`rie de missatges mitjanc¸ant el protocol OpenFlow. Aquest proce´s de
dia`leg els permet obtenir informacio´ sobre l’altre dispositiu i determinar les seves capaci-
tats. En aquest ape`ndix es detallara` el proce´s de captura d’aquests missatges de control
mitjanc¸ant el software Wireshark i el seu dissector d’OpenFlow.
El primer pas sera` executar una aplicacio´ OpenFlow amb software controlador NOX en un
equip. Nosaltres triarem l’aplicacio´ learning switch. Per a fer aixo` executarem a la terminal
del sistema la comanda ./nox_core -v -i ptctp:6633 switch
Despre´s d’esperar uns breus instants podrem observar com l’aplicacio´ e´s troba carrega-
da i a l’espera de rebre connexions OpenFlow. Tot seguit executarem Wireshark amb
permisos de superusuari. Executarem la comanda sudo wireshark & a la terminal del
sistema. Un cop Wireshark s’hagi carregat el posarem a capturar per la interfı´cie de xarxa
per la qual el software controlador es comunicara` amb el commutador.
Un cop Wireshark es trobi capturant paquets, podem aplicar un filtre per a que tan sols
es mostrin per pantalla els paquets del protocol OpenFlow. Per a fer aixo` tan sols caldra`
escriure la paraula of a l’interior del camp de text que es troba ubicat a la dreta del boto´
Filter. A continuacio´ premerem el boto´ Apply.
Ara e´s el moment de connectar el commutador OpenFlow amb el nostre commutador. En
el nostre cas utilitzarem un Linksys WRT54GL amb OpenWRT. Despre´s de transco`rrer
alguns segons podrem observar en la finestra del Wireshark com els dos dispositius
comenc¸en a intercanviar-se paquets. A me´s a me´s, el proce´s de dia`leg tambe´ quedara`
registrat al log del controlador NOX.
A la Fig. G.1 trobem el log del controlador NOX despre´s de finalitzar el proce´s de dia`leg
inicial entre un commutador i un controlador. A la Fig. G.2 podem observar la captura de
paquets corresponent.
A continuacio´ analitzarem la captura de paquets per a descobrir que succeeix durant el
proce´s de negociacio´ inicial. A l’ape`ndix A es tracten amb detall tots els tipus de missatges
del protocol OpenFlow.
Els primer missatges que s’intercanvien el commutador i el controlador so´n del tipus Hello
(Fig. A.10). Aquest tipus de missatges no te´ cap altre propo`sit que notificar que s’acaba
d’establir el canal de control.
A continuacio´ el controlador sol·licita al commutador informacio´ sobre les seves capacitats
mitjanc¸ant un missatge del tipus Features Request. Tot seguit el controlador envia al
commutador un missatge del tipus Configuration (Fig. A.5) indicant-li que com a ma`xim
li reenvı¨i els primers 128 bytes d’un flux.
Figura G.1: Log d’execucio´ de NOX.
Figura G.2: Captura de paquets OpenFlow amb Wireshark.
El commutador contesta amb un missatge del tipus Features Reply (Fig. A.3). Si ana-
litzem amb detall la capc¸alera OpenFlow del paquet podem obtenir la segu¨ent informacio´:
Les capacitats del commutador so´n:
• Tamany del buffer en paquets: 256.
• Nombre de taules: 2.
Les funcionalitats que admet el commutador so´n les segu¨ents:
• Estadı´stiques de flux.
• Estadı´stiques de taula.
• Estadı´stiques de port.
• Estadı´stiques de cua.
• Llegir adreces IP de paquets ARP.
Les accions que suporta el commutador so´n les segu¨ents:
• Encaminar paquet per un port del switch.
• Edicio´ del camp VLAN id de 802.1q.
• Edicio´ del camp priority de 802.1q.
• Eliminar capc¸alera de 802.1q.
• Edicio´ de l’adrec¸a MAC d’origen.
• Edicio´ de l’adrec¸a MAC de destı´.
• Edicio´ de l’adrec¸a IP d’origen.
• Edicio´ de l’adrec¸a IP de destı´.
• Edicio´ del port origen de TCP/UDP.
• Edicio´ del port destı´ de TCP/UDP.
• Afegir paquet a la cua d’un port.
A continuacio´ el controlador envia un missatge del tipus Modify-State (Fig. A.6) al
commutador per a afegir una nova entrada a la seva Flow Table. Si analitzem el paquet
descobrim que aquesta nova entrada de Flow Table instrueix al commutador a descartar
per defecte tots els fluxos que es corresponguin amb la segu¨ent descripcio´:
• Port d’entrada del commutador: qualsevol.
• VLAN id: qualsevol.
• Adrec¸a MAC d’origen: qualsevol.
• Adrec¸a MAC de destı´: qualsevol.
• Protocol de nivell 3: qualsevol.
• Port d’origen TCP/UDP: qualsevol.
• Port de destı´ TCP/UDP: qualsevol.
• DSCP de IPv4: qualsevol.
E´s a dir, el commutador descartara` per defecte tots els fluxos que rebi. A continuacio´ ob-
servem com el commutador i el controlador s’intercanvien de forma perio`dica missatges
del tipus Echo Request (Fig. A.11) i Echo Reply (Fig. A.12). La funcionalitat d’aquests
missatges e´s verificar si l’altre extrem de la connexio´ continua actiu per a detectar possi-
bles interrupcions en la comunicacio´.
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APE`NDIX H. MESURES DE CONSUM
ENERGE`TIC DEL WRT54GL
Per tal d’obtenir una estimacio´ de la corba de consum energe`tic del Linksys WRT54GL
s’han realitzat una se`rie de mesures sota diferents condicions. S’ha fet servir un analit-
zador (Agilent N6705 [41] [42]) que integra un oscil·loscopi i una font d’alimentacio´ per a
alimentar un Linksys WRT54GL. A la Fig. H.1 s’il·lustra l’escenari que s’ha muntat per a
obtenir les mesures.
Per a poder interpretar les mesures adequadament cal tenir en compte que:
a) El commutador s’ha alimentat amb 12 V de corrent continua i la intensitat s’ha limitat a
1 A.
b) Totes les mesures s’han realitzat amb la interfı´cie Wi-Fi desactivada (per a evitar el
consum extra per la pote`ncia radiada).
c) El tra`nsit ofert al commutador en totes les proves s’ha generat amb el software MGEN
[43] i e´s del tipus UDP multicast a una taxa de 100 Mbps (el 100% de la capacitat de
l’enllac¸) seguint una distribucio´ perio`dica.
d) Totes les mesures que es mostren es corresponen amb el valor promig durant un in-
terval de 60 segons prenent mostres cada 0,1 segons.
A la taula H.1 es mostren les mesures obtingudes amb un commutador Linksys WRT54GL
que executa el firmware original del fabricant.
Podem observar que a mesura que s’afegeixen ports actius el consum del commutador
augmenta. Quan no tenim cap port actiu el commutador consumeix aproximadament
2,056 W i quan te´ un port actiu sense ca`rrega de tra`nsit consumeix aproximadament
2.267 W. La difere`ncia entre aquests dos consums e´s de 211 mW.
De la mateixa manera, la difere`ncia entre el consum quan tenim un port actiu sense tra`nsit
(2.267 W) i el consum quan tenim dos ports actius sense tra`nsit (2.480 W) e´s de 213 mW
(es correspon amb els 211 mW anteriors). Per tant, podem deduir que per cada port actiu
el commutador augmentara` el seu consum 212 mW respecte al seu consum base.
Figura H.1: Agilent N6705 alimentant un Linksys WRT54GL.
Taula H.1: Mesures de consum ele`ctric obtingudes amb el fimware original 4.30.14
Ports actius Ports transmetent/rebent Consum promig (Watts)
0 0 2.056
1 0 2.267
1 1 2.188
2 0 2.480
2 2 2.405
3 0 2.689
3 3 2.607
Taula H.2: Model de consum energe`tic del Linksys WRT54GL amb el firmware original
4.30.14
Element Consum
Xassı´s 2.056 W
Port actiu sense tra`nsit 212 mW
Port actiu amb tra`nsit -75 mW
Tambe´ podem observar que la difere`ncia entre el consum quan tenim un port actiu sense
tra`nsit (2.267 W) i el consum quan tenim un port actiu amb tra`nsit (2.188 W) e´s de -79
mW. E´s a dir, quan un port del commutador comenc¸a a cursar tra`nsit el consum ele`ctric
baixa.
Una xifra d’aquesta magnitud (-75 mW) torna a apare`ixer en la difere`ncia entre el consum
quan tenim dos ports actius sense tra`nsit (2.480 W) i quan tenim dos ports actius amb
tra`nsit (2.405 W). Podem associar aquest fet a que quan els ports del commutador es
troben cursant tra`nsit els LED que indiquen activitat pampalluguen i per tant consumeixen
menys. Aquest efecte tambe´ s’ha trobat a [33] en altres equips. Resumint-ho, podem
modelar el consum del commutador segons les dades de la taula H.2.
A la taula H.3 es mostren les mesures obtingudes amb un commutador Linksys WRT54GL
que executa el firmware OpenWRT Pantou.
Taula H.3: Mesures de consum ele`ctric obtingudes amb el fimware OpenWRT Pantou 1.0
Ports actius Ports transmetent/rebent Consum promig (Watts)
0 0 1.436
1 0 1.654
1 1 2.124
2 0 1.865
2 1 2.343
Podem observar que en aquest cas, el consum quan no tenim cap port actiu (1.436 W) e´s
inferior al que tenı´em amb l’altre firmware (2.056 W) amb una difere`ncia de 620 mW.
Tot i aixo`, la difere`ncia entre el consum quan no tenim cap port actiu (1.436 W) i quan
tenim un port actiu sense tra`nsit (1.654 W) e´s de 218 mW (mantenint el mateix factor que
Taula H.4: Model de consum energe`tic del Linksys WRT54GL amb el firmware OpenWRT
Pantou 1.0
Element Consum
Xassı´s 1.436 W
Port actiu sense tra`nsit 218 mW
Port actiu amb tra`nsit 470 mW
abans). La difere`ncia entre el consum quan tenim un port actiu sense tra`nsit (1.654 W) i
quan tenim un port actiu amb tra`nsit (2.124 W) e´s de 470 mW, augmentant en aquest cas.
Aquesta difere`ncia pot ser causada degut a que el firmware OpenWRT e´s me´s lleuger i
necessita menys recursos per a treballar. Resumint-ho, podem modelar el consum del
commutador segons les dades de la taula H.4.
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APE`NDIX I. PROBLEMA DE LA RUTA ME´S
CURTA
I.1. Cas 1
Problema de la ruta me´s curta. Cas 1:
Minimize
3x1+3x2+4x3+4x4+4x5+4x6+5x7+5x8
Subject To
x1+x2+x3+x4+x5+x6+x7+x8=10
x1+x3+x4+x7<=100
x1+x4+x6+x8<=100
x1+x5+x6+x7<=100
x2+x5+x6+x8<=100
x2+x3+x5+x7<=100
x2+x3+x4+x8<=100
x3+x6+x7+x8<=100
x4+x5+x7+x8<=100
x1-10r1=0
x2-10r2=0
x3-10r3=0
x4-10r4=0
x5-10r5=0
x6-10r6=0
x7-10r7=0
x8-10r8=0
Bounds
x1>=0
x2>=0
x3>=0
x4>=0
x5>=0
x6>=0
x7>=0
x8>=0
Binary
r1 r2 r3 r4 r5 r6 r7 r8
End
Resultat del problema. Cas 1:
Problem:
Rows: 17
Columns: 16 (8 integer, 8 binary)
Non-zeros: 56
Status: INTEGER OPTIMAL
Objective: obj = 30 (MINimum)
No. Row name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 r.5 10 10 =
2 r.7 0 100
3 r.8 0 100
4 r.9 0 100
5 r.10 10 100
6 r.11 10 100
7 r.12 10 100
8 r.13 0 100
9 r.14 0 100
10 r.16 0 0 =
11 r.17 0 0 =
12 r.18 0 0 =
13 r.19 0 0 =
14 r.20 0 0 =
15 r.21 0 0 =
16 r.22 0 0 =
17 r.23 0 0 =
No. Column name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 x1 0 0
2 x2 10 0
3 x3 0 0
4 x4 0 0
5 x5 0 0
6 x6 0 0
7 x7 0 0
8 x8 0 0
9 r1 * 0 0 1
10 r2 * 1 0 1
11 r3 * 0 0 1
12 r4 * 0 0 1
13 r5 * 0 0 1
14 r6 * 0 0 1
15 r7 * 0 0 1
16 r8 * 0 0 1
Integer feasibility conditions:
KKT.PE: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
KKT.PB: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
End of output
I.2. Cas 2
Problema de la ruta me´s curta. Cas 2:
Minimize
3x1+3x2+4x3+4x4+4x5+4x6+5x7+5x8
Subject To
x1+x2+x3+x4+x5+x6+x7+x8=10
x1+x3+x4+x7<=100
x1+x4+x6+x8<=100
x1+x5+x6+x7<=100
x2+x5+x6+x8<=100
x2+x3+x5+x7<=0
x2+x3+x4+x8<=100
x3+x6+x7+x8<=100
x4+x5+x7+x8<=100
x1-10r1=0
x2-10r2=0
x3-10r3=0
x4-10r4=0
x5-10r5=0
x6-10r6=0
x7-10r7=0
x8-10r8=0
Bounds
x1>=0
x2>=0
x3>=0
x4>=0
x5>=0
x6>=0
x7>=0
x8>=0
Binary
r1 r2 r3 r4 r5 r6 r7 r8
End
Resultat del problema. Cas 2:
Problem:
Rows: 17
Columns: 16 (8 integer, 8 binary)
Non-zeros: 56
Status: INTEGER OPTIMAL
Objective: obj = 30 (MINimum)
No. Row name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 r.5 10 10 =
2 r.7 10 100
3 r.8 10 100
4 r.9 10 100
5 r.10 0 100
6 r.11 0 0
7 r.12 0 100
8 r.13 0 100
9 r.14 0 100
10 r.16 0 0 =
11 r.17 0 0 =
12 r.18 0 0 =
13 r.19 0 0 =
14 r.20 0 0 =
15 r.21 0 0 =
16 r.22 0 0 =
17 r.23 0 0 =
No. Column name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 x1 10 0
2 x2 0 0
3 x3 0 0
4 x4 0 0
5 x5 0 0
6 x6 0 0
7 x7 0 0
8 x8 0 0
9 r1 * 1 0 1
10 r2 * 0 0 1
11 r3 * 0 0 1
12 r4 * 0 0 1
13 r5 * 0 0 1
14 r6 * 0 0 1
15 r7 * 0 0 1
16 r8 * 0 0 1
Integer feasibility conditions:
KKT.PE: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
KKT.PB: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
End of output
I.3. Cas 3
Problema de la ruta me´s curta. Cas 3:
Minimize
3x1+3x2+4x3+4x4+4x5+4x6+5x7+5x8
Subject To
x1+x2+x3+x4+x5+x6+x7+x8=10
x1+x3+x4+x7<=100
x1+x4+x6+x8<=0
x1+x5+x6+x7<=100
x2+x5+x6+x8<=100
x2+x3+x5+x7<=0
x2+x3+x4+x8<=100
x3+x6+x7+x8<=100
x4+x5+x7+x8<=100
x1-10r1=0
x2-10r2=0
x3-10r3=0
x4-10r4=0
x5-10r5=0
x6-10r6=0
x7-10r7=0
x8-10r8=0
Bounds
x1>=0
x2>=0
x3>=0
x4>=0
x5>=0
x6>=0
x7>=0
x8>=0
Binary
r1 r2 r3 r4 r5 r6 r7 r8
End
Resultat del problema. Cas 3:
Problem:
Rows: 17
Columns: 16 (8 integer, 8 binary)
Non-zeros: 56
Status: INTEGER UNDEFINED
Objective: obj = 0 (MINimum)
No. Row name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 r.5 0 10 =
2 r.7 0 100
3 r.8 0 0
4 r.9 0 100
5 r.10 0 100
6 r.11 0 0
7 r.12 0 100
8 r.13 0 100
9 r.14 0 100
10 r.16 0 0 =
11 r.17 0 0 =
12 r.18 0 0 =
13 r.19 0 0 =
14 r.20 0 0 =
15 r.21 0 0 =
16 r.22 0 0 =
17 r.23 0 0 =
No. Column name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 x1 0 0
2 x2 0 0
3 x3 0 0
4 x4 0 0
5 x5 0 0
6 x6 0 0
7 x7 0 0
8 x8 0 0
9 r1 * 0 0 1
10 r2 * 0 0 1
11 r3 * 0 0 1
12 r4 * 0 0 1
13 r5 * 0 0 1
14 r6 * 0 0 1
15 r7 * 0 0 1
16 r8 * 0 0 1
Integer feasibility conditions:
KKT.PE: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
KKT.PB: max.abs.err = 1.00e+001 on row 1
max.rel.err = 9.09e-001 on row 1
SOLUTION IS INFEASIBLE
End of output
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APE`NDIX J. PROBLEMA DEL BALANCEJADOR
DE CA`RREGA
J.1. Cas 1
Problema del balancejador de ca`rrega. Cas 1:
Minimize
3x11+3x12+4x13+4x14+4x15+4x16+5x17+5x18+3x21+3x22+4x23+4x24+4x25+4x26+5x27+5x28
Subject To
x11+x12+x13+x14+x15+x16+x17+x18=30
x21+x22+x23+x24+x25+x26+x27+x28=30
x11+x13+x14+x17+x21+x23+x24+x27<=50
x11+x14+x16+x18+x21+x24+x26+x28<=50
x11+x15+x16+x17+x21+x25+x26+x27<=50
x12+x15+x16+x18+x22+x25+x26+x28<=50
x12+x13+x15+x17+x22+x23+x25+x27<=50
x12+x13+x14+x18+x22+x23+x24+x28<=50
x13+x16+x17+x18+x23+x26+x27+x28<=50
x14+x15+x17+x18+x24+x25+x27+x28<=50
Bounds
x11>=0
x12>=0
x13>=0
x14>=0
x15>=0
x16>=0
x17>=0
x18>=0
x21>=0
x22>=0
x23>=0
x24>=0
x25>=0
x26>=0
x27>=0
x28>=0
End
Resultat del problema. Cas 1:
Problem:
Rows: 10
Columns: 16
Non-zeros: 80
Status: OPTIMAL
Objective: obj = 180 (MINimum)
No. Row name St Activity Lower bound Upper bound Marginal
------ ------------ -- ------------- ------------- ------------- -------------
1 r.5 NS 30 30 = 3
2 r.6 NS 30 30 = 3
3 r.8 B 10 50
4 r.9 B 10 50
5 r.10 B 10 50
6 r.11 NU 50 50 < eps
7 r.12 B 50 50
8 r.13 B 50 50
9 r.14 B 0 50
10 r.15 B 0 50
No. Column name St Activity Lower bound Upper bound Marginal
------ ------------ -- ------------- ------------- ------------- -------------
1 x11 B 10 0
2 x12 B 20 0
3 x13 NL 0 0 1
4 x14 NL 0 0 1
5 x15 NL 0 0 1
6 x16 NL 0 0 1
7 x17 NL 0 0 2
8 x18 NL 0 0 2
9 x21 NL 0 0 < eps
10 x22 B 30 0
11 x23 NL 0 0 1
12 x24 NL 0 0 1
13 x25 NL 0 0 1
14 x26 NL 0 0 1
15 x27 NL 0 0 2
16 x28 NL 0 0 2
Karush-Kuhn-Tucker optimality conditions:
KKT.PE: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
KKT.PB: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
KKT.DE: max.abs.err = 0.00e+000 on column 0
max.rel.err = 0.00e+000 on column 0
High quality
KKT.DB: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
End of output
J.2. Cas 2
Problema del balancejador de ca`rrega. Cas 2:
Minimize
3x11+3x12+4x13+4x14+4x15+4x16+5x17+5x18+3x21+3x22+4x23+4x24+4x25+4x26+5x27+5x28
Subject To
x11+x12+x13+x14+x15+x16+x17+x18=20
x21+x22+x23+x24+x25+x26+x27+x28=20
x11+x13+x14+x17+x21+x23+x24+x27<=50
x11+x14+x16+x18+x21+x24+x26+x28<=50
x11+x15+x16+x17+x21+x25+x26+x27<=50
x12+x15+x16+x18+x22+x25+x26+x28<=50
x12+x13+x15+x17+x22+x23+x25+x27<=50
x12+x13+x14+x18+x22+x23+x24+x28<=50
x13+x16+x17+x18+x23+x26+x27+x28<=50
x14+x15+x17+x18+x24+x25+x27+x28<=50
Bounds
x11>=0
x12>=0
x13>=0
x14>=0
x15>=0
x16>=0
x17>=0
x18>=0
x21>=0
x22>=0
x23>=0
x24>=0
x25>=0
x26>=0
x27>=0
x28>=0
End
Resultat del problema. Cas 2:
Problem:
Rows: 10
Columns: 16
Non-zeros: 80
Status: OPTIMAL
Objective: obj = 120 (MINimum)
No. Row name St Activity Lower bound Upper bound Marginal
------ ------------ -- ------------- ------------- ------------- -------------
1 r.5 NS 20 20 = 3
2 r.6 NS 20 20 = 3
3 r.8 B 0 50
4 r.9 B 0 50
5 r.10 B 0 50
6 r.11 B 40 50
7 r.12 B 40 50
8 r.13 B 40 50
9 r.14 B 0 50
10 r.15 B 0 50
No. Column name St Activity Lower bound Upper bound Marginal
------ ------------ -- ------------- ------------- ------------- -------------
1 x11 NL 0 0 < eps
2 x12 B 20 0
3 x13 NL 0 0 1
4 x14 NL 0 0 1
5 x15 NL 0 0 1
6 x16 NL 0 0 1
7 x17 NL 0 0 2
8 x18 NL 0 0 2
9 x21 NL 0 0 < eps
10 x22 B 20 0
11 x23 NL 0 0 1
12 x24 NL 0 0 1
13 x25 NL 0 0 1
14 x26 NL 0 0 1
15 x27 NL 0 0 2
16 x28 NL 0 0 2
Karush-Kuhn-Tucker optimality conditions:
KKT.PE: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
KKT.PB: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
KKT.DE: max.abs.err = 0.00e+000 on column 0
max.rel.err = 0.00e+000 on column 0
High quality
KKT.DB: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
End of output
J.3. Cas 3
Problema del balancejador de ca`rrega. Cas 3:
Minimize
3x11+3x12+4x13+4x14+4x15+4x16+5x17+5x18+3x21+3x22+4x23+4x24+4x25+4x26+5x27+5x28
Subject To
x11+x12+x13+x14+x15+x16+x17+x18=60
x21+x22+x23+x24+x25+x26+x27+x28=60
x11+x13+x14+x17+x21+x23+x24+x27<=50
x11+x14+x16+x18+x21+x24+x26+x28<=50
x11+x15+x16+x17+x21+x25+x26+x27<=50
x12+x15+x16+x18+x22+x25+x26+x28<=50
x12+x13+x15+x17+x22+x23+x25+x27<=50
x12+x13+x14+x18+x22+x23+x24+x28<=50
x13+x16+x17+x18+x23+x26+x27+x28<=50
x14+x15+x17+x18+x24+x25+x27+x28<=50
Bounds
x11>=0
x12>=0
x13>=0
x14>=0
x15>=0
x16>=0
x17>=0
x18>=0
x21>=0
x22>=0
x23>=0
x24>=0
x25>=0
x26>=0
x27>=0
x28>=0
End
Resultat del problema. Cas 3:
Problem:
Rows: 10
Columns: 16
Non-zeros: 80
Status: UNDEFINED
Objective: obj = 0 (MINimum)
No. Row name St Activity Lower bound Upper bound Marginal
------ ------------ -- ------------- ------------- ------------- -------------
1 r.5 B 0 60 =
2 r.6 B 0 60 =
3 r.8 B 0 50
4 r.9 B 0 50
5 r.10 B 0 50
6 r.11 B 0 50
7 r.12 B 0 50
8 r.13 B 0 50
9 r.14 B 0 50
10 r.15 B 0 50
No. Column name St Activity Lower bound Upper bound Marginal
------ ------------ -- ------------- ------------- ------------- -------------
1 x11 NL 0 0 < eps
2 x12 NL 0 0 < eps
3 x13 NL 0 0 < eps
4 x14 NL 0 0 < eps
5 x15 NL 0 0 < eps
6 x16 NL 0 0 < eps
7 x17 NL 0 0 < eps
8 x18 NL 0 0 < eps
9 x21 NL 0 0 < eps
10 x22 NL 0 0 < eps
11 x23 NL 0 0 < eps
12 x24 NL 0 0 < eps
13 x25 NL 0 0 < eps
14 x26 NL 0 0 < eps
15 x27 NL 0 0 < eps
16 x28 NL 0 0 < eps
Karush-Kuhn-Tucker optimality conditions:
KKT.PE: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
KKT.PB: max.abs.err = 6.00e+001 on row 1
max.rel.err = 9.84e-001 on row 1
PRIMAL SOLUTION IS INFEASIBLE
KKT.DE: max.abs.err = 5.00e+000 on column 7
max.rel.err = 8.33e-001 on column 7
DUAL SOLUTION IS WRONG
KKT.DB: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
End of output
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APE`NDIX K. PROBLEMA DE LA RUTA AMB EL
MENOR CONSUM ENERGE`TIC
K.1. Cas 1
Problema de la ruta amb el menor consum energe`tic. Cas 1:
Minimize
20XA+20XB+20XC+20XD+40XE+40XF+1.1YL1+1.1YL2+1.1YL3+1.1YL4+1.1YL5+1.1YL6+1.1YL7+1.1YL8
Subject To
x1+x2+x3+x4+x5+x6+x7+x8=10
x1+x3+x4+x7-100YL1<=0
x1+x4+x6+x8-100YL2<=0
x1+x5+x6+x7-100YL3<=0
x2+x5+x6+x8-100YL4<=0
x2+x3+x5+x7-100YL5<=0
x2+x3+x4+x8-100YL6<=0
x3+x6+x7+x8-100YL7<=0
x4+x5+x7+x8-100YL8<=0
XA-YL1>=0
XA-YL4>=0
XB-YL1>=0
XB-YL2>=0
XB-YL7>=0
XC-YL2>=0
XC-YL3>=0
XC-YL8>=0
XD-YL3>=0
XD-YL6>=0
XE-YL4>=0
XE-YL5>=0
XE-YL7>=0
XF-YL5>=0
XF-YL6>=0
XF-YL8>=0
x1-10r1=0
x2-10r2=0
x3-10r3=0
x4-10r4=0
x5-10r5=0
x6-10r6=0
x7-10r7=0
x8-10r8=0
Bounds
x1>=0
x2>=0
x3>=0
x4>=0
x5>=0
x6>=0
x7>=0
x8>=0
Binary
r1 r2 r3 r4 r5 r6 r7 r8 XA XB XC XD XE XF YL1 YL2 YL3 YL4 YL5 YL6 YL7 YL8
End
Resultat del problema. Cas 1:
Problem:
Rows: 33
Columns: 30 (22 integer, 22 binary)
Non-zeros: 96
Status: INTEGER OPTIMAL
Objective: obj = 83.3 (MINimum)
No. Row name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 r.5 10 10 =
2 r.7 -90 0
3 r.8 -90 0
4 r.9 -90 0
5 r.10 0 0
6 r.11 0 0
7 r.12 0 0
8 r.13 0 0
9 r.14 0 0
10 r.16 0 0
11 r.17 1 0
12 r.18 0 0
13 r.19 0 0
14 r.20 1 0
15 r.21 0 0
16 r.22 0 0
17 r.23 1 0
18 r.24 0 0
19 r.25 1 0
20 r.26 0 0
21 r.27 0 0
22 r.28 0 0
23 r.29 0 0
24 r.30 0 0
25 r.31 0 0
26 r.33 0 0 =
27 r.34 0 0 =
28 r.35 0 0 =
29 r.36 0 0 =
30 r.37 0 0 =
31 r.38 0 0 =
32 r.39 0 0 =
33 r.40 0 0 =
No. Column name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 XA * 1 0 1
2 XB * 1 0 1
3 XC * 1 0 1
4 XD * 1 0 1
5 XE * 0 0 1
6 XF * 0 0 1
7 YL1 * 1 0 1
8 YL2 * 1 0 1
9 YL3 * 1 0 1
10 YL4 * 0 0 1
11 YL5 * 0 0 1
12 YL6 * 0 0 1
13 YL7 * 0 0 1
14 YL8 * 0 0 1
15 x1 10 0
16 x2 0 0
17 x3 0 0
18 x4 0 0
19 x5 0 0
20 x6 0 0
21 x7 0 0
22 x8 0 0
23 r1 * 1 0 1
24 r2 * 0 0 1
25 r3 * 0 0 1
26 r4 * 0 0 1
27 r5 * 0 0 1
28 r6 * 0 0 1
29 r7 * 0 0 1
30 r8 * 0 0 1
Integer feasibility conditions:
KKT.PE: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
KKT.PB: max.abs.err = 2.90e-015 on row 7
max.rel.err = 2.90e-015 on row 7
High quality
End of output
K.2. Cas 2
Problema de la ruta amb el menor consum energe`tic. Cas 2:
Minimize
20XA+20XB+20XC+20XD+40XE+40XF+1.1YL1+1.1YL2+1.1YL3+1.1YL4+1.1YL5+1.1YL6+1.1YL7+1.1YL8
Subject To
x1+x2+x3+x4+x5+x6+x7+x8=10
x1+x3+x4+x7-100YL1<=0
x1+x4+x6+x8-0YL2<=0
x1+x5+x6+x7-100YL3<=0
x2+x5+x6+x8-100YL4<=0
x2+x3+x5+x7-100YL5<=0
x2+x3+x4+x8-100YL6<=0
x3+x6+x7+x8-100YL7<=0
x4+x5+x7+x8-100YL8<=0
XA-YL1>=0
XA-YL4>=0
XB-YL1>=0
XB-YL2>=0
XB-YL7>=0
XC-YL2>=0
XC-YL3>=0
XC-YL8>=0
XD-YL3>=0
XD-YL6>=0
XE-YL4>=0
XE-YL5>=0
XE-YL7>=0
XF-YL5>=0
XF-YL6>=0
XF-YL8>=0
x1-10r1=0
x2-10r2=0
x3-10r3=0
x4-10r4=0
x5-10r5=0
x6-10r6=0
x7-10r7=0
x8-10r8=0
Bounds
x1>=0
x2>=0
x3>=0
x4>=0
x5>=0
x6>=0
x7>=0
x8>=0
Binary
r1 r2 r3 r4 r5 r6 r7 r8 XA XB XC XD XE XF YL1 YL2 YL3 YL4 YL5 YL6 YL7 YL8
End
Resultat del problema. Cas 2:
Problem:
Rows: 33
Columns: 30 (22 integer, 22 binary)
Non-zeros: 95
Status: INTEGER OPTIMAL
Objective: obj = 123.3 (MINimum)
No. Row name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 r.5 10 10 =
2 r.7 0 0
3 r.8 0 0
4 r.9 0 0
5 r.10 -90 0
6 r.11 -90 0
7 r.12 -90 0
8 r.13 0 0
9 r.14 0 0
10 r.16 1 0
11 r.17 0 0
12 r.18 0 0
13 r.19 0 0
14 r.20 0 0
15 r.21 0 0
16 r.22 0 0
17 r.23 0 0
18 r.24 1 0
19 r.25 0 0
20 r.26 0 0
21 r.27 0 0
22 r.28 1 0
23 r.29 0 0
24 r.30 0 0
25 r.31 1 0
26 r.33 0 0 =
27 r.34 0 0 =
28 r.35 0 0 =
29 r.36 0 0 =
30 r.37 0 0 =
31 r.38 0 0 =
32 r.39 0 0 =
33 r.40 0 0 =
No. Column name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 XA * 1 0 1
2 XB * 0 0 1
3 XC * 0 0 1
4 XD * 1 0 1
5 XE * 1 0 1
6 XF * 1 0 1
7 YL1 * 0 0 1
8 YL2 * 0 0 1
9 YL3 * 0 0 1
10 YL4 * 1 0 1
11 YL5 * 1 0 1
12 YL6 * 1 0 1
13 YL7 * 0 0 1
14 YL8 * 0 0 1
15 x1 0 0
16 x2 10 0
17 x3 0 0
18 x4 0 0
19 x5 0 0
20 x6 0 0
21 x7 0 0
22 x8 0 0
23 r1 * 0 0 1
24 r2 * 1 0 1
25 r3 * 0 0 1
26 r4 * 0 0 1
27 r5 * 0 0 1
28 r6 * 0 0 1
29 r7 * 0 0 1
30 r8 * 0 0 1
Integer feasibility conditions:
KKT.PE: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
KKT.PB: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
End of output
K.3. Cas 3
Problema de la ruta amb el menor consum energe`tic. Cas 3:
Minimize
20XA+20XB+20XC+20XD+40XE+40XF+1.1YL1+1.1YL2+1.1YL3+1.1YL4+1.1YL5+1.1YL6+1.1YL7+1.1YL8
Subject To
x1+x2+x3+x4+x5+x6+x7+x8=10
x1+x3+x4+x7-100YL1<=0
x1+x4+x6+x8-0YL2<=0
x1+x5+x6+x7-100YL3<=0
x2+x5+x6+x8-100YL4<=0
x2+x3+x5+x7-0YL5<=0
x2+x3+x4+x8-100YL6<=0
x3+x6+x7+x8-100YL7<=0
x4+x5+x7+x8-100YL8<=0
XA-YL1>=0
XA-YL4>=0
XB-YL1>=0
XB-YL2>=0
XB-YL7>=0
XC-YL2>=0
XC-YL3>=0
XC-YL8>=0
XD-YL3>=0
XD-YL6>=0
XE-YL4>=0
XE-YL5>=0
XE-YL7>=0
XF-YL5>=0
XF-YL6>=0
XF-YL8>=0
x1-10r1=0
x2-10r2=0
x3-10r3=0
x4-10r4=0
x5-10r5=0
x6-10r6=0
x7-10r7=0
x8-10r8=0
Bounds
x1>=0
x2>=0
x3>=0
x4>=0
x5>=0
x6>=0
x7>=0
x8>=0
Binary
r1 r2 r3 r4 r5 r6 r7 r8 XA XB XC XD XE XF YL1 YL2 YL3 YL4 YL5 YL6 YL7 YL8
End
Resultat del problema. Cas 3:
Problem:
Rows: 33
Columns: 30 (22 integer, 22 binary)
Non-zeros: 94
Status: INTEGER UNDEFINED
Objective: obj = 0 (MINimum)
No. Row name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 r.5 0 10 =
2 r.7 0 0
3 r.8 0 0
4 r.9 0 0
5 r.10 0 0
6 r.11 0 0
7 r.12 0 0
8 r.13 0 0
9 r.14 0 0
10 r.16 0 0
11 r.17 0 0
12 r.18 0 0
13 r.19 0 0
14 r.20 0 0
15 r.21 0 0
16 r.22 0 0
17 r.23 0 0
18 r.24 0 0
19 r.25 0 0
20 r.26 0 0
21 r.27 0 0
22 r.28 0 0
23 r.29 0 0
24 r.30 0 0
25 r.31 0 0
26 r.33 0 0 =
27 r.34 0 0 =
28 r.35 0 0 =
29 r.36 0 0 =
30 r.37 0 0 =
31 r.38 0 0 =
32 r.39 0 0 =
33 r.40 0 0 =
No. Column name Activity Lower bound Upper bound
------ ------------ ------------- ------------- -------------
1 XA * 0 0 1
2 XB * 0 0 1
3 XC * 0 0 1
4 XD * 0 0 1
5 XE * 0 0 1
6 XF * 0 0 1
7 YL1 * 0 0 1
8 YL2 * 0 0 1
9 YL3 * 0 0 1
10 YL4 * 0 0 1
11 YL5 * 0 0 1
12 YL6 * 0 0 1
13 YL7 * 0 0 1
14 YL8 * 0 0 1
15 x1 0 0
16 x2 0 0
17 x3 0 0
18 x4 0 0
19 x5 0 0
20 x6 0 0
21 x7 0 0
22 x8 0 0
23 r1 * 0 0 1
24 r2 * 0 0 1
25 r3 * 0 0 1
26 r4 * 0 0 1
27 r5 * 0 0 1
28 r6 * 0 0 1
29 r7 * 0 0 1
30 r8 * 0 0 1
Integer feasibility conditions:
KKT.PE: max.abs.err = 0.00e+000 on row 0
max.rel.err = 0.00e+000 on row 0
High quality
KKT.PB: max.abs.err = 1.00e+001 on row 1
max.rel.err = 9.09e-001 on row 1
SOLUTION IS INFEASIBLE
End of output
