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Abstract
We present a new task that predicts future locations of
people observed in first-person videos. Consider a first-
person video stream continuously recorded by a wearable
camera. Given a short clip of a person that is extracted
from the complete stream, we aim to predict that person’s
location in future frames. To facilitate this future person
localization ability, we make the following three key ob-
servations: a) First-person videos typically involve signif-
icant ego-motion which greatly affects the location of the
target person in future frames; b) Scales of the target per-
son act as a salient cue to estimate a perspective effect
in first-person videos; c) First-person videos often capture
people up-close, making it easier to leverage target poses
(e.g., where they look) for predicting their future locations.
We incorporate these three observations into a prediction
framework with a multi-stream convolution-deconvolution
architecture. Experimental results reveal our method to be
effective on our new dataset as well as on a public social
interaction dataset.
1. Introduction
Assistive technologies are attracting increasing attention
as a promising application of first-person vision — com-
puter vision using wearable cameras such as Google Glass
and GoPro HERO. Much like how we use our eyes, first-
person vision techniques can act as an artificial visual sys-
tem that perceives the world around camera wearers and as-
sist them to decide on what to do next. Recent work has
focused on a variety of assistive technologies such as blind
navigation [20, 39], object echo-location [38], and person-
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Figure 1. Future Person Localization. Given a first-person video
of a certain target person, our network predicts where the target
person will be located in the future frames based on the poses
and scales of the person as well as the ego-motions of the cam-
era wearer.
alized object recognition [15].
In this work, we are particularly interested in helping
a user to navigate in crowded places with many people
present in the user’s vicinity. Consider a first-person video
stream that a user records with a wearable camera. By ob-
serving people in certain frames and predicting how they
move subsequently, we would be able to guide the user to
avoid collisions. As the first step to realizing such safe nav-
igation technologies in a crowded place, this work proposes
a new task that predicts locations of people in future frames,
i.e., future person localization, in first-person videos as il-
lustrated in Figure 11.
In order to enable future person localization, this work
makes three key observations. First, ego-motion of a cam-
era wearer is clearly observed in the form of global motion
of first-person videos. This ego-motion should be incorpo-
rated in the prediction framework as it greatly affects fu-
1Parts of faces in the paper were blurred for preserving privacy.
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ture locations of people. For example, if a camera wearer is
moving forward, apparent vertical locations of people in the
first-person video will be moving down accordingly. More-
over, if the camera wearer is walking towards people would
change walking direction slightly to avoid a collision. This
type of interacting behaviors would also affect the future
locations of people.
Another key observation is that the scale of people acts
as a salient cue to capture a perspective effect in first-
person videos. Since the optical axis of a wearable camera
tends to be parallel to the ground plane, visual distances in
first-person video frames correspond to different physical
distances depending on where people are observed in the
frames. Such differences have to be taken into account for
better future localization, especially when localizing people
who are moving towards or away from the camera wearer.
The last key observation that improves the prediction ca-
pability is that, the pose of a person indicates how that per-
son is moving and will be located in the near future. First-
person videos can be used effectively to get access to such
pose information as they often capture people up-close.
Based on these key observations, we propose a method to
predict the future locations of a person seen in a first-person
video based on ego-motions of the video, poses, scales, and
locations of the person in the present and past video frames
(also refer to Figure 1). Specifically, we develop a deep
neural network that learns the history of the above cues in
several previous frames and predicts locations of the tar-
get person in the subsequent future frames. A convolution-
deconvolution architecture is introduced to encode and de-
code temporal evolution in these histories.
To validate our approach, we develop a new dataset of
first-person videos called First-Person Locomotion (FPL)
Dataset. The FPL Dataset contains about 5,000 people seen
at diverse places. We demonstrate that our method suc-
cessfully predicts future locations of people in first-person
videos where state-of-the-art methods for human trajectory
prediction using a static camera such as [1] fail. We also
confirmed a promising performance of our method on a
public first-person video dataset [8].
2. Related Work
A typical problem setting involving first-person vision is
to recognize activities of camera wearers. Recently, some
work has focused on activity recognition [7, 22, 23, 28], ac-
tivity forecasting [6, 9, 26, 31], person identification [11],
gaze anticipation [45] and grasp recognition [3, 4, 21, 35].
Similar to our setting, other work has also tried to recognize
behaviors of other people observed in first-person videos,
e.g., group discovery [2], eye contact detection [42] and ac-
tivity recognition [33, 34, 44].
To the best of our knowledge, this work is the first to
address the task of predicting future locations of people
in first-person videos. Our task is different from egocen-
tric future localization [26] that predicts where ‘the camera
wearers’ will be located in future frames. One notable ex-
ception is the recent work by Su et al. [37]. Although
they proposed a method to predict future behaviors of bas-
ketball players in first-person videos, their method requires
multiple first-person videos to be recorded collectively and
synchronously to reconstruct accurate 3D configurations of
camera wearers. This requirement of multiple cameras is in
contrast to our work (i.e., using a single camera) and not fit
for assistive scenarios where no one but the user on assis-
tance is expected to wear a camera.
Finally, the task of predicting future locations of peo-
ple itself has been studied actively in computer vision.
Given both locations of start and destination, work based
on inverse reinforcement learning can forecast in-between
paths [17, 24]. Several methods have made use of Bayesian
approaches [18, 36], recurrent neural networks [1, 19],
fully-convolutional networks [12, 43], and other social or
contextual features [32, 41] for predicting human trajecto-
ries from images or videos. These methods are, however,
not designed to deal with first-person videos where signifi-
cant ego-motion affects the future location of a certain per-
son. Also, while the fixed camera setting assumed in these
methods can suffer from oblique views and limited image
resolutions, egocentric setting provides strong appearance
cues of people. Our method utilizes ego-motion, scale and
pose information to improve the localization performance
in such an egocentric setting.
3. Proposed Method
3.1. Overview
In this section, we first formulate the problem of pre-
dicting future locations of people in first-person videos.
Consider a certain target person seen in a current frame
of a first-person video recorded on the street. Our goal is
to predict where the target person will be seen in subse-
quent frames of the video based on the observation up to
the current frame. Formally, let lt ∈ R2+ be the 2D lo-
cation of the person in the frame t. As illustrated in Fig-
ure 2, we aim to predict the person’s relative locations in
the subsequent Tfuture frames from the current one at t0 (red
frames in the figure), that is, Lout = (lt0+1 − lt0 , lt0+2 −
lt0 , ..., lt0+Tfuture − lt0), based on observations in the previ-
ous Tprev frames (blue ones).
The key technical interest here is what kind of obser-
vations can be used as a salient cue to better predict Lout.
Based on the discussions we made in Section 1 (also re-
fer to Figure 2), we focus on c-1) locations and c-2) scales
of target people, d) ego-motion of the camera wearer, and
e) poses of target people as the cues to approach the prob-
lem. In order to predict future locations from those cues, we
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Figure 2. Future Person Localization in First-Person Videos. Given a) Tprev-frames observations as input, we b) predict future locations
of a target person in the subsequent Tfuture frames. Our approach makes use of c-1) locations and c-2) scales of target persons, d) ego-
motion of camera wearers and e) poses of the target persons as a salient cue for the prediction.
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Figure 3. Proposed Network Architecture. Blue blocks corre-
spond to convolution/deconvolution layers while gray blocks de-
scribe intermediate deep features.
develop a deep neural network that utilizes a multi-stream
convolution-deconvolution architecture shown in Figure 3.
Input streams take the form of fully-convolutional networks
with 1-D convolution filters to learn sequences of the cues
shown above. Given a concatenation of features provided
from all input streams, the output stream deconvolutes it
to generate Lout. The overall network can be trained end-
to-end via back-propagation. In the following sections, we
describe how each cue is extracted to improve prediction
performance. Concrete implementation details and training
strategies are discussed in Section 4.2.
3.2. Location-Scale Cue
The most straightforward cue to predict future locations
of people Lout is their previous locations up to the current
frame t0. For example, if a target person is walking in a cer-
tain direction at a constant speed, our best guess based on
only previous locations would be to expect them to keep go-
ing in that direction in subsequent future frames too. How-
ever, visual distances in first-person videos can correspond
to different physical distances depending on where people
are observed in the frame.
In order to take into account this perspective effect, we
propose to learn both locations and scales of target peo-
ple jointly. Given a simple assumption that heights of
people do not differ too much, scales of observed peo-
ple can make a rough estimate of how large movements
they made in the actual physical world. Formally, let
Lin = (lt0−Tprev+1, . . . , lt0) be a history of previous tar-
get locations. Then, we extend each location lt ∈ R2+ of
a target person by adding the scale information of that per-
son st ∈ R+, i.e., xt = (l>t , st)>. Then, the ‘location-
scale’ input stream in Figure 3 learns time evolution in
Xin = (xt0−Tprev+1, . . . ,xt0), and the output stream gen-
erates Xout = (xt0+1 − xt0 , . . . ,xt0+Tfuture − xt0).
3.3. Ego-Motion Cue
While Xin explicitly describes how a target person is
likely to move over time, the direct prediction of Xout
from Xin is still challenging due to significant ego-motion
present in first-person videos. More specifically, the coordi-
nate system to describe each point lt changes dynamically
as the camera wearer moves. This makes Xin and Xout
quite diverse depending on both walking trajectories of the
target person and ego-motion of camera wearers.
Moreover, ego-motion of camera wearers could affect
how the target people move as a result of interactive dy-
namics among people. For instance, consider a case where
a target person is walking towards the camera wearer. When
the target person and the camera wearer notice that they are
going to collide soon, they will explicitly or implicitly con-
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dition themselves to change their walking speed and direc-
tion to avoid the potential collision. Although some recent
work has tried to incorporate such interactive behaviors into
human trajectory prediction [1, 19, 24, 32], their approaches
need all interacting people to be observed in a static camera
view and cannot be applied directly to our case.
In order to improve future localization performance for
first-person videos, we propose to learn how the camera
wearer has been moving, i.e., the ego-motion cue. Specifi-
cally, we first estimate the rotation and translation between
successive frames. Rotation is described by a rotation ma-
trix Rt ∈ R3×3 and translation is described by a 3D vector
vt ∈ R3 (i.e., x-, y-, z-axes), both from frame t−1 to frame
t in the camera coordinate system at frame t − 1. These
vectors represent the local movement between the succes-
sive frames, however, does not capture the global movement
along multiple frames. Therefore, for each frame t within
the input interval [t0 − Tprev + 1, t0], we accumulate those
vectors to describe time-varying ego-motion patterns in the
camera coordinate system at frame t0 − Tprev:
R′t =
{
Rt0−Tprev+1 (t = t0 − Tprev + 1)
Rt−1 R′t (t > t0 − Tprev + 1),
(1)
v′t =
{
vt (t = t0 − Tprev + 1)
R′−1t vt + v
′
t−1 (t > t0 − Tprev + 1).
(2)
We form the feature vector for each frame by concate-
nating the rotation vector r′t (i.e., yaw, roll, pitch) converted
from R′t and v
′
t, resulting in a 6-dimensional vector et. Fi-
nally, we stack them to form an input sequence Ein for the
‘ego-motion’ stream shown in Figure 3.
et = ((r
′
t)
>, (v′t)
>)> ∈ R6, (3)
Ein = (et0−Tprev+1, . . . , et0). (4)
3.4. Pose Cue
Another notable advantage of using first-person videos is
the ability to observe people up-close. This makes it easier
to capture what poses they take (e.g., which directions they
orient), which could act as another strong indicator of the
direction they are going to walk along.
The ‘pose’ stream in Figure 3 is aimed at encoding
such pose information of target people. More specifically,
we track temporal changes of several body parts of tar-
get people including eyes, shoulders, and hips as a fea-
ture of target poses. This results in an input sequence
Pin = (pt0−Tprev+1, . . . ,pt0) where p ∈ R2V+ is a 2V -
dimensional vector stacking locations of V body parts.
4. Experiments
To investigate the effectiveness of our approach in detail,
we first construct a new first-person video dataset recorded
Figure 4. First-Person Locomotion Dataset recorded by wear-
able chest-mounted cameras under diverse environments, which
comprises more than 5,000 people in total.
by a person walking on the street. We also evaluate our
method on First-Person Social Interaction Dataset [8] to see
if our approach can be applied to a more general case where
camera wearers take a variety of actions while walking.
4.1. First-Person Locomotion Dataset
To the best of our knowledge, most of the first-person
video datasets comprise scenes where only a limited num-
ber of people are observed, e.g., CMU Social Interaction
Dataset [27], JPL Interaction Dataset [34], HUJI EgoSeg
Dataset [29]. In this work, we introduce a new dataset
which we call First-Person Locomotion (FPL) Dataset. The
FPL Dataset consists of about 4.5 hours of first-person
videos recorded by people wearing a chest-mounted camera
and walking around in diverse environments. Some exam-
ple frames are shown in Figure 4. The number of observed
people is more than 5,000 in total.
Training and testing samples are given in the form of
a tuple (Xin, Ein, Pin, Xout), where Xin is location-scale,
Ein is camera ego-motion, Pin is pose, and Xout is relative
future location-scale with respect to xt0 . Xin, Ein, Pin are
available both in training and testing times and defined in
interval [t0−Tprev+1, t0]. On the other hand, Xout serves
as ground-truth defined in [t0 + 1, . . . , t0 + Tfuture], which
we can access only during the training time. In this exper-
iment, we set Tprev = Tfuture = 10 at 10 fps, i.e., a time
window of one second for both observation and prediction.
We generated the samples as follows. For each frame,
we detected people with OpenPose [5]. We tracked the up-
per body of detected people over time using the kernelized
correlation filter [10] after two consecutive frames were
aligned with homography. We terminated the tracking if
subsequent detection results were not found within a cer-
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tain pre-defined spatiotemporal range. As a result of this
tracking, we obtained many short tracklets2. These track-
lets were then merged to generate longer ones with the con-
ditions 1) if the detected person at the tail of one tracklet
is visually similar to that at the head of the other tracklet
and 2) if these tracklets were also spatiotemporally close
enough. A cosine distance of deep features extracted by
Faster R-CNN [30] was used to measure visual similarity.
For each tracklet, we extracted locations lt, scales st,
poses pt, and ego-motion et as follows. First, we extracted
18 body parts using OpenPose [5]. lt was then defined by
the middle of two hips. Also, st was given by the distance
between the location of the neck and lt. Furthermore, we
obtained pt as a 36-dimensional feature (i.e., V = 18),
which was normalized by subtracting lt and divided by st.
et was estimated by the unsupervised ego-motion estima-
tor [46]. Finally, we applied sliding window to generate
multiple fixed length (i.e., 2 seconds) samples. As a result
of this procedure, we obtained approximately 50,000 sam-
ples in total.
4.2. Implementation Details
Architecture choice The full specification of the pro-
posed network architecture is shown in Table 1. Each input
stream feeds D× 10-dimensional inputs (where D changes
depending on which cues we focus on) to four cascading
1D temporal convolution layers of different numbers of
channels, each of which is followed by batch normalization
(BN) [14] and rectified linear unit (ReLU) activation [25].
Then, 128× 2-dimensional features from the input streams
are concatenated and fed to the output stream consisting of
two 1D convolution layers with BN and ReLU, four cascad-
ing 1D deconvolution layers also with BN and ReLU, and
one another 1D convolution layer with linear activation.
Optimization To train the network, we first normalized
Xin and Xout to have zero-mean and unit variance. We also
adopted a data augmentation by randomly flipping samples
horizontally. The loss functions to predictXout was defined
by the mean squared error (MSE). We optimized the net-
work via Adam [16] for 17,000 iterations with mini-batches
of 64 samples, where a learning rate was initially set to
0.001 and halved at 5,000, 10,000, 15,000 iterations. All
implementations were done with Chainer [40].
4.3. Evaluation Protocols
Data splits We adopted five-fold cross-validation by ran-
domly splitting samples into five subsets. We ensured that
samples in training and testing subsets were drawn from dif-
ferent videos. Training each split required about 1.5 hours
2Out of 830,000 human poses detected first, approximately 200,000
(24.1%) poses were successfully associated to form the valid samples.
Layer type Channel Kernel size Output size
Input streams (Location-scale, ego-motion, and pose)
Input - - D × 10
1D-Conv+BN+ReLU 32 3 32× 8
1D-Conv+BN+ReLU 64 3 64× 6
1D-Conv+BN+ReLU 128 3 128× 4
1D-Conv+BN+ReLU 128 3 128× 2
Output stream
Concat - - 384× 2
1D-Conv+BN+ReLU 256 1 256× 2
1D-Conv+BN+ReLU 256 1 256× 2
1D-Deconv+BN+ReLU 256 3 256× 4
1D-Deconv+BN+ReLU 128 3 128× 6
1D-Deconv+BN+ReLU 64 3 64× 8
1D-Deconv+BN+ReLU 32 3 32× 10
1D-Conv+Linear 3 1 3× 10
Table 1. Our Network Architecture where BN: batch normaliza-
tion [14] and ReLU: rectifier linear unit [25]. The network con-
sists of three input streams and one output stream, where inputs
have different dimensions D depending on the streams: D = 3
for the location-scale stream, D = 6 for the ego-motion stream,
and D = 36 for the pose stream.
on a single NVIDIA TITAN X. Also when evaluating meth-
ods with testing subsets, we further divided samples into
three conditions based on how people walked (i.e., walk-
ing directions): target people walked a) Toward, b) Away
from, or c) Across the view of a camera. Further details on
how to segregate the samples into these three categories are
present in our supplementary materials.
Evaluation metric Although our network predicts both
locations and scales of people in the future frames, we
measured its performance based on how accurate the pre-
dicted locations were. Similar to [1], we employed the
final displacement error (FDE) as our evaluation metric.
Specifically, FDE was defined by the L2 distance between
predicted final locations lt0+Tfuture and the corresponding
ground-truth locations.
Baselines Since there were no prior methods that aimed
to predict future person locations in first-person videos, we
have implemented the following baselines.
• ConstVel: Inspired by the baseline used in [26], this
method assumes that target people moved straight at
a constant speed. Specifically, we computed the aver-
age speed and direction from Xin to predict where the
target would be located at the t0 + Tfuture-th frame.
• NNeighbor: We selected k-nearest neighbor input
sequences in terms of the L2 distance on the se-
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quences of locations Lin and derived the average of
k-corresponding locations at frame t0+Tfuture. In our
experiments, we set k = 16 as it performed well.
• Social LSTM [1]: We also evaluated Social LSTM,
one of the state-of-the-art approaches on human tra-
jectory prediction, with several minor modifications to
better work on first-person videos. Specifically, we
added the scale information to inputs and outputs. The
estimation of Gaussian distributions was replaced by
direct prediction of Xout as it often failed on the FPL
Dataset. The neighborhood size No used in the paper
was set to No = 256.
4.4. Results
Quantitative evaluation Table 2 reports FDE scores on
our FPL Dataset. Overall, all methods were able to predict
future locations of people with the FDE less than about 15%
of the frame width (approximately 19◦ in horizontal angle).
We confirmed that our method (Ours) has significantly out-
performed the other baselines. Since walking speeds and di-
rections of people were quite diverse and changing dynami-
cally over time, naive baselines like ConstVel and NNeigh-
bor did not perform well. Moreover, we found that So-
cial LSTM [1] performed poorly. Without explicitly taking
into account how significant ego-motion affects people lo-
cations in frames, temporal models like LSTM would not
be able to learn meaningful temporal dynamics, ultimately
rendering their predictions quite unstable. Note that with-
out our modification shown in Section 4.3, the performance
of vanilla Social LSTM was further degraded (i.e., 152.87
FDE on average). Comparing results among walking direc-
tions, Toward was typically more challenging than other
conditions. This is because when target people walked to-
ward the view of a camera, they would appear in the lower
part of frames, making variability of future locations much
higher than other walking directions.
Error analysis We investigated the distribution of the er-
rors. With our method, 73% samples received error less
than 100 pixels (10◦ in horizontal angle). There were only
1.4% samples suffered from significant error larger than 300
pixels (30◦ in horizontal angle). Additionally, we calculated
the errors normalized by each sample’s scale. By assuming
that the length between the center hip and the neck of a per-
son to be 60 cm, the average error obtained by our method
approximately corresponded to 60 cm in the physical world.
Qualitative evaluation Figure 9 presents several visual
examples of how each method worked. Examples (a),
(b), and (c) are results drawn respectively from Toward,
Across, and Away subsets. Especially, significant ego-
motion of the camera wearer to turn right was observed in
Method Walking direction
Toward Away Across Average
ConstVel 178.96 98.54 121.60 107.15
NNeighbor 165.78 89.81 123.83 98.38
Social LSTM[1] 173.02 111.24 148.83 118.10
Ours 109.03 75.56 93.10 77.26
Table 2. Comparisons to Baselines. Each score describes the final
displacement error (FDE) in pixels with respect to the frame size
of 1280× 960-pixels.
Method Walking direction
Toward Away Across Average
Lin 147.23 80.90 104.85 88.16
Xin 126.64 79.09 102.98 81.86
Xin + Ein 122.16 76.67 99.39 79.09
Xin + Pin 113.33 78.55 100.33 80.57
Ours (Xin + Ein + Pin) 109.03 75.56 93.10 77.26
Table 3. Ablation Study. Lin: locations,Xin location-scales,Ein:
ego-motion, and Pin: poses. Each score describes the final dis-
placement error (FDE) in pixels with respect to the frame size of
1280× 960-pixels.
Example (b), making predictions of baseline methods com-
pletely failure. Another case where ego-motion played an
important role was when target people did not move, such
as the person standing still in Example (d). Example (e)
involves not only significant ego-motion but also changes
in walking direction of the target. Our method successfully
performed in this case as it could capture postural changes
of target persons for prediction.
Ablation study We made an ablation study to see how
each of scales, ego-motion, and poses contributed overall
prediction performances. Specifically, we started from the
only location information Lin, then added scale information
to use Xin. For these two conditions, we learned a single-
stream convolution-deconvolution architecture. Then, we
evaluated the combination of Xin + Ein (locations, scales,
and ego-motion) and that ofXin+Pin (locations, scales, and
poses) by learning two-stream convolution-deconvolution
architectures. Results are shown in Table 3. We confirmed
that all of the cues helped individually to improve pre-
diction performances. Especially, significant performance
gains were observed on the Toward subset from Lin to
Xin, i.e., by introducing scale information, and from Xin
to Xin + Pin, i.e., by further combining pose information.
Failure cases and possible extensions Figure 6 shows
several typical failure cases. On both examples, our method
6
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Figure 5. Visual Examples of Future Person Localization. Using locations (shown with solid blue lines), scales and poses of target
people (highlighted in pink, left column) as well as ego-motion of camera wearers in the past observations highlighted in blue, we predict
locations of that target (the ground-truth shown with red crosses with dotted red lines) in the future frames highlighted in red. We compared
several methods: Ours (green), NNeighbor (cyan), and Social LSTM [1] (yellow).
and other baselines did not perform accurately as camera
wearers made sudden unexpected ego-motion. One possible
solution to cope with these challenging cases is to predict
future movements of the camera wearers as done in [26].
4.5. Evaluation on Social Interaction Dataset
Finally, we evaluate how our approach works on First-
Person Social Interaction Dataset [8]. This dataset consists
of several first-person videos taken in an amusement park
and involves a variety of social moments like communicat-
ing with friends, interacting with a clerk, and waiting in
line, standing for a more general and challenging dataset.
In our experiment, we manually extracted a subset of videos
where camera wearers kept walking while sometimes inter-
acting with others. From this subset, we collected approxi-
mately 10,000 samples in total. Similar to the previous ex-
periment, we adopted five-fold cross-validation to evaluate
how our method and other baselines performed.
Training setup In this dataset, camera wearers frequently
turned their head to pay their attention to various differ-
ent locations. This made ego-motion estimator [46] com-
pletely inaccurate as it was originally trained to estimate
ego-motion of vehicle-mounted cameras, where such fre-
quent turning was hardly observed in their training datasets.
To cope with this, instead of the velocity and rotation used
in Section 3.3, we made use of optical flows to describe ego-
motion cues. More specifically, we computed dense optical
7
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Figure 6. Failure Cases. Given previous locations (blue), predic-
tions by our method (green) and Social LSTM [1] (yellow) both
deviated from ground-truth future locations (red).
Method Walking direction
Toward Away Across Average
ConstVel 173.75 176.76 133.32 170.71
NNeighbor 167.11 159.26 148.91 162.02
Social LSTM [1] 240.03 196.48 223.37 213.59
Ours 131.94 125.48 112.88 125.42
Table 4. Results on Social Interactions Dataset [8]. Each score
describes the final displacement error (FDE) in pixels with respect
to the frame sizes of either 1280×960-pixels or 1280×720-pixels.
flows using [13] and divided them into 4 × 3 grids. We
then computed average flows per grid and concatenate them
to obtain 24-dimensional vector for describing ego-motion
per frame. For the training, we first pre-trained our network
on FPL Dataset with the same training strategies shown in
Section 4.2 but with the above flow-based ego-motion fea-
ture 3. We then fine-tuned this trained network on the So-
cial Interaction Dataset for 200 iterations using Adam with
a learning rate of 0.002.
Results FDE scores are shown in Table 7. Similar to the
previous experiment, we divided testing datasets into three
subsets, Toward, Away, and Across, based on walking di-
rections of target people. Although performances of all
methods were rather limited compared to the previous re-
sults in Table 2, we still confirmed that our method was
able to outperform other baseline methods including Social
LSTM [1]. Some visual examples are also shown in Fig-
ure 7.
3Our network with flow-based features resulted in 79.15 FDE on FPL
dataset, i.e., 1.89 performance drop from the original result shown in Ta-
ble 2. One possible reason for the better performance using ego-motion
features based on [46] is that they can capture yaw rotations (i.e., turning
left and right) of camera wearers more accurately.
𝑡 = 𝑡0 − 9 𝑡 = t0 𝑡 = 𝑡0 + 10
Figure 7. Visual Examples from Social Interaction Dataset [8]:
previous locations (blue lines) of target people (pink bounding
boxes); predictions by our method (green lines); and ground-truth
future locations (red lines).
5. Conclusion
We have presented a new task called future person local-
ization in first-person videos. Experimental results have re-
vealed that ego-motion of camera wearers as well as scales
and poses of target people were all necessary ingredients
to accurately predict where target people would appear in
future frames.
As we discussed with the failure cases, one possible di-
rection for extending this work is to incorporate future lo-
calization of camera wearers [26]. By knowing how the
camera wearers move in the near future, we should be able
to predict future locations of observed people more accu-
rately in first-person videos.
Appendix
A. Data Statistics
Figure 8 presents frequency distributions of lengths
of the tracklets extracted from First-Person Locomotion
Dataset and Social Interaction Dataset [8]. These statistics
revealed that most people appeared only for a short time
period. In our experiments, we tried to pick out tracklets
which were 1) longer enough to learn meaningful tempo-
ral dynamics and 2) observed frequently in the datasets to
stably learn our network. These requirements resulted in
our 50,000 samples consisting of the tracklets longer than
or equal to 20 frames (i.e., 2 seconds at 10 fps) and our
problem setting of ‘predicting one-second futures from one-
second histories’.
Details of sample division: We first calculated the mean
of scale normalized lengths between the left hip and the
right hip for the target person. If this mean is less than
0.25 we categorized the clip as Across. In the remaining
clips, we labeled each frame of the clip as either Toward if
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Tprev Tfuture Walking direction
Toward Away Across Average
6 10 111.39 78.54 98.41 79.77
10 10 109.03 75.56 93.10 77.26
6 6 53.12 46.49 52.75 46.16
10 6 52.69 46.10 53.15 45.92
Table 5. Different Input/Output Lengths. Final Displacement
Error (FDE) for various combinations of input (Tprev) and output
(Tfuture) lengths.
Tprev Walking direction
Toward Away Across Average
Social LSTM [1] 299.81 222.30 236.48 223.16
Ours 184.62 125.41 169.01 124.85
Table 6. Predicting Two-Second Futures. Final Displacement
Error (FDE) where Tfuture was set to Tfuture = 20.
Method Walking direction
Toward Away Across Average
Xin 136.43 124.10 117.56 127.40
Xin + Ein 136.52 124.22 115.00 127.28
Xin + Pin 133.10 124.57 114.80 125.78
Ours (Xin + Ein + Pin) 131.94 125.48 112.88 125.42
Table 7. Ablation Study on Social Interactions Dataset [8]. Fi-
nal displacement error (FDE) for various combination of input fea-
tures. Notations were the same as those of Table 6.
X-coordinate of the left hip is larger than that of the right
hip and Away otherwise. If the number of frames labeled
Toward is more than 75% of the total number of frames in
the clip, the clip is categorized as Toward and as Away if it
is less than 25%.
B. Additional Results
B.1. Other Choices of Input/Output Lengths
In our experiments, we fixed the input and output lengths
Tprev, Tfuture to be Tprev = Tfuture = 10. Table 5 shows
how performances changed for other choices of Tprev and
Tfuture. Overall, longer input lengths led to better perfor-
mance (Tprev = 6 vs. 10). Also, predicting more distant
futures becomes more difficult (Tfuture = 10 vs. 6). To
receive shorter inputs, we applied 1-padding to the first and
second convolution layer in each stream.
We also compared our method against Social LSTM [1]
on the task of predicting two-second futures (i.e., Tfuture =
20) in Table 6. We confirmed that our method still worked
well on this challenging condition. To generate 20 frame
prediction, we changed the kernel size of the deconvolution
layers of 3, 3, 3, 3 to 3, 5, 7, 7.
B.2. Other Visual Examples
Figure 9 shows additional visual examples of how our
method, as well as several baselines, predicted future loca-
tions of people.
B.3. Ablation Study on Social Interaction Dataset
We performed an ablation study on Social Interaction
Dataset [8] in Table 7. While we computed ego-motion
based on optical flows, the combination of ego-motion and
pose cues contributed to performance improvements.
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Figure 8. Distributions of Tracklet Lengths. Frequency distributions of various lengths of tracklets extracted from First-Person Locomo-
tion Dataset and Social Interaction Dataset [8] for three walking directions and the entire database, respectively.
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Figure 9. Qualitative Examples of Future Person Localization on First Person Locomotion Dataset. (Row 1) Even though input
sequence is almost static, our model is able to capture the left turn caused by the wearer’s ego-motion. (Row 2, 3) In the input sequence,
the target is changing the pose to move right. While compared model fails to predict because of being agnostic to the pose information,
our model produces a better prediction. (Row 4) The behavior with respect to complicated ego-motion. In the input sequence, the wearer
is turning left to avoid other pedestrians. However, in the future frames, the wearer moves to the opposite side to avoid contact with the
target. In this case, our prediction is perturbed due to ego-motion and predicts worse than Social LSTM. (Row 5) Our model works well
both in outdoor scenes as well as indoor scenes.
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