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Abstract 
 
 
 
 
 
There is a considerable amount of research literature available for the optimisation of 
supply chain management of the chemical process industry. The context of supply 
chain considered in this thesis is the supply chain inside the chemical complex which 
is the conversion of raw materials into intermediate chemicals and finished chemical 
products through different chemical processes. Much of the research in the area of 
planning and scheduling for the process sector has been focused on optimising an 
individual chemical process within a larger network of a chemicals complex.  
 
The objective of this thesis is to develop a multi-objective, multi-period stochastic 
capacity planning model as a quantitative tool in determining an optimum investment 
strategy while considering sustainability for an integrated multi-process chemicals 
complex under future demand uncertainty using the development of inorganic 
chemicals complex at Bamnet Narong, Thailand as the main case study.  
 
Within this thesis, a number of discrete models were developed in phases towards the 
completion of the final multi-objective optimisation model. The models were 
formulated as mixed-integer linear programming (MILP) models.   
 
The first phase was the development of a multi-period capacity planning optimisation 
model with a deterministic demand. The model was able to provide an optimal 
capacity planning strategy for the chemicals complex at Bamnet Narong, Thailand. 
The numerical results show that based on the model assumptions, all the proposed 
chemical process plants to be developed in the chemicals complex are financially 
viable when the planning horizon is more than 8 years. 
2 
 
The second phase was to build a multi-period stochastic capacity planning 
optimisation model under demand uncertainty. A three-stage stochastic programming 
approach was incorporated into the deterministic model developed in the first phase to 
capture the uncertainty in demand of different chemical products throughout the 
planning horizon. The expected net present value (eNPV) was used as the 
performance measure. The results show that the model is highly demand driven. 
 
The third phase was to provide an alternative demand forecasting method for capacity 
planning problem under demand uncertainty. In the real-world, the annual increases in 
demand will not be constant. A statistical analysis method named “Bootstrapping” 
was used as a demand generator for the optimisation model. The method uses 
historical data to create values for the future demands. Numerical results show that the 
bootstrap demand forecasting method provides a more optimistic solution. 
 
The fourth phase was to incorporate financial risk analysis as constraints to the 
previously developed multi-period three-stage stochastic capacity planning 
optimisation model. The risks associated with the different demand forecasting 
methods were analysed. The financial risk measures considered in this phase were the 
expected downside risk (EDR) and the mean absolute deviation (MAD). Furthermore, 
as the eNPV has been used as the usual financial performance measure, a decision-
making method, named “Minimax Regret” was applied as part of the objective 
function to provide an alternative performance measure to the developed models. 
Minimax Regret is one kind of decision-making theory, which involves minimisation 
of the difference between the perfect information case and the robust case. The results 
show that the capacity planning strategies for both cases are identical 
 
Finally, the last phase was the development of a multi-objective, multi-period three 
stage stochastic capacity planning model aiming towards sustainability. Multi-
objective optimisation allows the investment criteria to be traded off against an 
environmental impact measure. The model values the environmental factor as one of 
the objectives for the optimisation instead of this only being a regulatory constraint. 
The expected carbon dioxide emissions was used as the environmental impact 
indicator. Both direct and indirect emissions of each chemical process in the 
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chemicals complex were considered. From the results, the decision-makers will be 
able to decide the most appropriate strategy for the capacity planning of the chemicals 
complex.
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Chapter 1 
 
 
Introduction 
 
 
 
 
 
1.1 Background 
 
Large reserves of potash (potassium chloride) exist in North East Thailand and these 
are now ready for commercial exploitation.  The region around Bamnet Narong in 
Chaiaypum Province in the KORAT Basin located about 205 km from Bangkok is 
rich in carnallite ore which is found below ground level at a depth of around 110 to 
160 metres.  The mine is located some 80 km from Korat which is a major city with a 
population of around 2.4 million. 
 
Indeed proven reserves at the planned production level for this mine site have been 
estimated to be around 30 years with potential future reserves extending far more than 
100 years.  The whole area of the deposit extends to some 50,000 square kilometres.  
In the SAKONNAK HON Basin further north in the region of Udon Thani, further 
deposits of potash have also been discovered but in their case the depth of the ore 
body is around 350 metres below ground.  The estimated reserves are somewhat less 
than those of the KORAT Basin, but the main difference between the two discoveries 
is that the ore at Udon Thani is sylvinite which is a mixture of sodium and high grade 
potassium chloride whereas the ore at Bamnet Narong is carnallite which is a mixture 
of sodium, magnesium, calcium and potassium chlorides. 
 
A pre-feasibility Study, commissioned by the Department of Mineral Resources in 
Thailand, has been carried out to investigate the viability of establishing a grass roots 
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inorganic chemicals complex at Bamnet Narong in North East Thailand close to the 
site of the new potash mine and processing facility.   
 
At the present time the area surrounding Bamnet Narong is predominantly agricultural 
and has little industry.  Thus development of an industrial estate at Bamnet Narong 
gives the opportunity to diversify this part of North East Thailand with more emphasis 
to industry rather than the agricultural sector.  Adding value to the basic raw materials 
extracted at Bamnet Narong will also add wealth to the area and benefit the local 
population.  This philosophy is exactly in line with the Thai Government's national 
planning policy which is to promote industry in rural areas and especially in the North 
East of the country.  It is also a policy of the National Planning Committee to 
encourage adding value to the precious supplies of indigenous raw materials, 
particularly potash and natural gas.  It is also preferable for the industrial 
developments to be close to the source of the raw materials. Figure 1 shows 
diagrammatically the extent of the potash reserves, which have been discovered in 
North East Thailand. 
 
 
Figure 1.1: Extent of Potash Reserves in Thailand 
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A key element in the development of an industrial estate at Bamnet Narong is the 
installation of a new natural gas pipeline to this area.  Studies with encouraging results 
have already been carried out with respect to this natural gas pipeline.   
 
Mining operations located about 3 km from Bamnet Narong are now well underway 
with the first decline having been completed successfully and the underground 
extraction of the carnallite soon to reach commercial production rates.  Bench scale 
and pilot plant testing of the ore has been complete for some time now with the result 
that the optimum configuration of the potash processing plant has been well 
established.  Basic engineering for the potash processing plant is now complete and 
commercial operation should commence in 2-3 years.  More than 2000 acres of 
industrial land have already been allocated close to the mine site at Bamnet Narong 
for development. 
 
Development of the mining operations and commercial extraction and processing of 
the carnallite ore is being undertaken by ASEAN Potash Mining Company Ltd which 
is a company set up by participants of the ASEAN countries, which include Thailand, 
Indonesia, Philippines, Malaysia, Brunei and Singapore. Off-take agreements are in 
place with each of the ASEAN partners for the whole production of muriate of potash 
from this initial operation.   
 
Further commercial developments of the Inorganic Chemical Complex at Bamnet 
Narong would see the bulk of the products being exported to the ASEAN countries as 
well as being available for domestic consumption in Thailand. 
 
Development of the complex at Bamnet Narong, where much of the basic 
infrastructure is already in place, will bring essential industry to the North East part of 
Thailand, which at present is essentially dominated by agriculture.  If executed in a 
sustainable way, this can only be of benefit to Thailand as a nation in the longer term. 
 
Following initial development of the potash mining operations and potash processing 
plant it is the intention of the Department of Mineral Resources, Thailand to develop 
the industrial estate at Bamnet Narong in three separate phases over the period of 
ten years or so.   
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Phase 1 will consist of the following production plants. 
 
i) Industrial Potash Production 
ii) Ammonia 
iii) Urea 
iv) Industrial Salt 
v) Refined / Table Salt 
vi) Soda Ash / Ammonium Chloride 
vii) Sulphuric Acid 
viii) Phosphoric Acid 
ix) Diammonium Phosphate (DAP) / Triple Superphosphate (TSP) 
x) NPK blended products 
xi) Utilities and Offsites 
 
Phase 2 will follow later and will involve the extraction of potassium chemicals and 
magnesium chemicals from the by-products of the potash processing plant.  This 
phase will constitute the following products. 
 
i) Potassium Sulphate 
ii) Potassium Hydroxide 
iii) Potassium Carbonate 
iv) Magnesium Hydroxide/Magnesia 
v) Magnesium 
vi) Utilities and Offsites 
 
Phase 3 will involve the development of a chlorine based petrochemicals industry at 
Bamnet Narong.  This phase will involve the following plants. 
 
i) Caustic Soda/Chlorine 
ii) Utilities and Offsites 
 
It is important to recognise the importance of environmental protection relative to the 
development of this industrial estate at Bamnet Narong.  At each stage environmental 
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issues will be seriously analysed so that the industrial estate at Bamnet Narong will 
fully comply with all aspects of the national environmental regulations. 
 
A tremendous potential exists for the exploitation of Thailand’s natural resources 
(potash, salt and natural gas) in an industrial complex at Bamnet Narong. This project 
seems to be attractive economically. It has the added advantages of value 
enhancement for indigenous raw materials, import substitution, employment creation 
and industrialisation of North East Thailand. The logical next step would be for likely 
investors to commission a definitive assessment of the individual process facilities in 
order to create specific business plans and bankable documents, so that the potential 
can be transformed into reality.  This next step leads to the motivation and objectives 
of the work in this thesis which are described in the next section. 
 
1.2 Motivation and Aim of this Project 
 
The motivation of this thesis came originally from the high potential in successfully 
developing a chemicals complex at Bamnet Narong using specific Thailand’s natural 
resources including potash and natural gas to produce downstream chemical products 
with elevated market demands. In order to convert the concept of developing 
chemicals complex project at Bamnet Narong consisting of 16 chemical process 
plants into operating facilities, extensive amount of capital and operating and 
maintenance costs are required.  
 
To obtain maximum profit from such a high investment, careful consideration in 
supply chain management including capacity planning of each chemical plant inside 
the chemicals complex is necessary.  
 
Supply chain is defined by Ganeshan and Harrison (1995) as a network of facilities 
and distribution mechanisms that performs the functions of procurement of material, 
transformation of these materials into intermediate and finished products, and 
distribution of these products to customers. The context of supply chain considered in 
this thesis is the supply chain inside the chemical complex which is the conversion of 
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raw materials into intermediate chemicals and finished chemical products through 
different chemical processes.  
 
Capacity planning for the chemicals complex essentially seeks to identify the best 
possible investment options to meet the future demands of the chemical products. It 
involves making strategic decisions involving technology type, project timeline, 
location and amount of required raw materials. The major complicating factors in 
such an analysis include: simultaneous consideration of demand of different products, 
uncertainties, risk management, and qualitative considerations such as the 
environmental impacts.  
 
The decision-making process is complex and there is a consequent need to adopt 
advanced optimisation-based approaches for the best investment strategy to maximise 
profit. It is thus an excellent field for the application and demonstration of advanced 
mathematical methods.  
 
The aim of this research is to develop a multi-objective, multi-period stochastic 
optimisation model that can assist investors or decision-makers in determining 
capacity planning strategy for integrated chemicals complex at Bamnet Narong, 
Thailand. The model should be able to consider both economical and environmental 
aspects of the problem under uncertainty in future demand. The work also aims to 
identify the data required in development of such model.  
 
As part of the work to achieve the aim, a number of approaches should be investigated 
in stages starting from (1) multi-period deterministic capacity planning modelling to 
form the framework of the model (2) stochastic programming approach to capture 
demand uncertainty (3) statistical analysis method to provide an alternative demand 
forecasting method (4) financial risk analysis to manage risk in capacity planning to 
meet the desired risk profile (5) multi-objective programming to develop sustainable 
capacity planning supply chain network under demand uncertainty over long horizon. 
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1.3 Novel Contributions 
 
The work in this thesis describes a series of models which were developed in stages 
toward the multi-objective multi-period optimisation model which considers both 
economical and environmental aspects under uncertainty in “bootstrap demand” for 
capacity expansion problem of a chemicals complex in Thailand.  
 
Even though much research has been done in the area of multi-objective optimisation 
under uncertainty, however none of the research has used “Bootstrap” as a statistical 
analysis method for prediction of the future uncertainty. Moreover, as one of the 
developed models considered the financial risk of the capacity expansion problem, the 
advantage of using bootstrap as a statistical analysis method has been clearly 
identified. Furthermore, none of the previous research has applied the multi-objective 
optimisation approach which takes into account both financial side and environmental 
side directly to real case study, in particular, the Bamnet Narong chemicals complex 
in Thailand.     
 
1.4 Thesis Outline 
 
The thesis is structured as follows: 
 
 Chapter 2 provides an overview of the literature related to the concept of the 
supply chain management. This chapter also contains the reviews of literature 
more specific to capacity planning for the chemical process industry in the 
direction of deterministic modelling, stochastic modelling, bootstrapping, 
financial analysis and multi-objective modelling towards sustainable supply 
chains.    
  
 Chapter 3 introduces a multi-period deterministic capacity planning of a 
chemicals complex supply chain as a mixed integer linear programming 
(MILP) model. 
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 Chapter 4 investigates the effect of demand uncertainty on the profit and 
structure of the capacity planning of the chemicals complex supply chain with 
a multi-period stochastic capacity planning model. 
 
 Chapter 5 extends the work in Chapter 4 to explore the statistical analysis 
method named ‘Bootstrap’ as the demand forecasting method. 
 
 Chapter 6 revisits the work in Chapter 5 to incorporate the “Expected 
Downside Risk (EDR)” and “Mean Absolute Deviation (MAD)” as financial 
risk measures for the capacity planning of the chemicals complex supply 
chain. The decision-making theory named “Minimax Regret” is also explored 
as alternate objective of the stochastic model. 
 
 Chapter 7 describes a multi-objective, multi-period, stochastic optimisation 
model for the capacity planning of the chemicals complex supply chain which 
considers both economical and environmental aspects of the problem.  
 
 Chapter 8 concludes the work in this thesis and outlines possibilities for future 
research directions. 
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Chapter 2 
 
Literature Review 
 
 
 
 
 
2.1 Definition of a Supply Chain 
 
A supply chain is defined by Ganeshan and Harrison (1995) as a network of facilities 
and distribution mechanisms that performs the functions of procurement of material, 
transformation of these materials into intermediate and finished products, and 
distribution of these products to customers. Bhaskaran and Leung (1997) offer a 
similar definition: an integrative approach used to manage the inter-related flows of 
products and information among suppliers, manufacturing, distributors, retailers and 
customers. 
 
 
Figure 2.1: Activities and firms in a supply chain. Source: New and Payne (1995) 
 
Figure 2.1 shows the activities and firms involved in such a value chain as portrayed 
by New and Payne (1995). It begins with the extraction of raw materials or minerals 
from the earth, through the manufacturers, wholesalers, retailers, and the final users. 
Where appropriate, supply chain management also encompasses recycling or re-use of 
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the products or materials. Supply chain management appears to treat all organisations 
within the value chain as a unified “virtual business” entity. It includes activities such 
as planning, product design and development, sourcing, manufacturing, fabrication, 
assembly, transportation, warehousing, distribution, and post delivery customer 
support. In a truly integrated supply chain, the final consumers pull the inventory 
through the value chain instead of the manufacturer pushing the items to the end 
users. 
 
The customers are at the end of supply chain. Normally all the required material is 
supplied to the customer from a single distribution centre. In a typical case, the 
customer places the order with the distribution centre which passes the information to 
the upper levels until the order is fulfilled. 
 
Beamon (1998) defines such a virtual corporation as an integrated process wherein a 
number of business entities (suppliers, manufacturers, distributors and retailers) work 
together in an effort to acquire raw materials, convert them into specified final 
products and deliver these final products to retailers. 
 
A key characteristic of the supply chain is thus a flow of information from customers 
to the supplier and a counter-flow of material from the supplier towards the customers 
(Beamon, 1998). The points at which inventory is located in the supply chain are 
called ‘echelons’ A supply chain’s complexity is directly related to the number of 
echelons within it. 
 
2.2 Supply Chain Management 
 
Sear (1993) was probably the first who proposed the supply chain management in the 
context of an oil company. The model presented a linear programming network for 
planning the supply chain of a downstream oil company. 
 
A definition of supply chain management emerges from the transportation and 
logistics literature of the wholesaling and retailing industry, emphasising the 
importance of physical distribution and integrated logistics. There is no doubt that 
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logistics is an important function of business and is evolving into strategic supply 
chain management (New and Payne, 1995). 
 
A supply chain’s operation is complex as a result of large-scale physical production 
and distribution network flows, uncertainties arising from the external customer and 
supplier interfaces, and non-linear dynamics related to internal information flows. It is 
therefore hardly surprising that the significance of many theories relating to supply 
chain corporate management is still questioned (Krautter, 1999).  
 
Supply Chain Management (SCM) is recognised to be an area that enables 
appreciable gain in efficiency, which is highlighted by the axiom: “a 1-cent reduction 
in supply-chain costs can have as much as a 5-cent improvement on operating profits” 
(Lancioni et al., 2000) 
 
In any highly-competitive setting, a supply chain must be managed as efficiently as 
possible, with the following goals: (1) minimisation of cost, delivery delays, 
inventories and investment (2) maximisation of profit, ROI (return on investment), 
customer service levels and production These tasks involve both strategic and 
operational decisions, with time-frames ranging from several years to a few hours 
respectively (Ganeshan and Harrion, 1995). 
 
 Lee and Billington (1992) considered the pitfalls and opportunities for managing 
supply chain inventory, as it is their view that inventory levels are what the supply 
chain tries to control. Problems associated with a supply chain are usually the result of 
complex interactions between its constituents as the management of a supply chain is 
very different from the management of a single site. Lee and Billington look at three 
areas of potential problems: 
 
1) issues connected with information definition and supply chain 
management 
2) issues related to operation 
3) issues related to strategy and design 
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These issues include the non-existence of supply chain metrics; inadequacies in the 
definition of customer service, inefficient information systems, operating questions 
(such as inventory and co-ordination), and organisational matters related to business 
structure, design and development and the supply chain’s characteristics. 
 
Tan (2001) states that there is a definition of supply chain management (SCM), which 
emerges from the transportation and logistics literature of the wholesaling and 
retailing industry that emphasises the importance of physical distribution and 
integrated logistics. According to Lamming (1996), this is probably where the term 
supply chain management was originally used. 
 
2.3 Supply Chain Metrics 
 
The optimal supply chain is one that achieves a number of targets (determined by the 
business process) at minimum cost and maximum profit for the enterprise. The targets 
may be such things as delivery at the right place, size and amount, and product 
quality. One prime requirement for optimal supply chain design and operation is the 
ability to measure performance. Beamon (1998) has described a number of such 
measures, categorising them as qualitative or quantitative. 
 
 Qualitative 
 
 customer satisfaction 
 flexibility 
 information and material flow integration 
 effective risk management 
 supplier performance 
 
 Quantitative 
 
 Measures based on direct financial indicators such as cost minimisation, 
sales maximisation, profit maximisation, inventory investment 
minimisation and return on investment maximisation. 
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 Measures based on customer service level such as fill rate maximisation, 
product lateness minimisation, customer response time minimisation, 
lead time minimisation and function duplication minimisation. 
 
More recently, Beamon (1999) published a framework for the evaluation of supply 
chain performance. Beamon pointed out that the complex dynamics of the supply 
chain generally make the process of choosing appropriate measures difficult. 
 
Another aspect of supply chain management that has received recent attention is the 
attempt to improve supply chain performance through design of the products 
themselves. 
 
Lee and Sasser’s theory of design for supply chain management (DFSCM) (1995) 
aims at designing products and processes such that supply chain-related costs and 
performance can be more effectively managed. The product design largely determines 
the total cost of its production and delivery, including logistical and manufacturing 
components. 
 
The fact that a product has already been designed and introduced into the marketplace 
limits the scope for restructuring a supply chain at later stages. Consequently, the 
supply chain must be designed in tandem with product development. This concept 
was applied by Hewlett-Packard for new products (Lee, 1996). 
 
2.4 Supply Chain Optimisation 
 
Supply chain management (SCM) is the attempt to analyse, improve and coordinate 
the supply chain. The expression is used to explain both the planning and control of 
material and information flow and the logistics activities, both internally within a 
given company and externally between companies. Chen and Paulraj (2004) have 
provided a recent review of the theory of the supply chain management. 
 
Supply chain optimisation (SCO) may be considered as the application of 
optimisation-based methods and techniques in solving strategic and operational 
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decision problems encountered by supply chain management. Many successful recent 
applications of supply chain optimisation in the process industry are available. 
 
2.5 Heuristic-Based Approaches 
 
Seven heuristic algorithms for scheduling supply chain network production and 
distribution operations have been presented by Williams (1981). The aim is to arrive 
at a minimum cost production and product distribution schedule that satisfies product 
demands within a specific distribution network. The seven models are compared with 
each other and with a dynamic programming model, using four different network 
structures, that is series, assembly, arborescence and conjoined-assembly 
arborescence. The study makes two simplifying assumptions: 
 
 Demand rate remains constant 
 Processing is immediate and there are no delivery delays between 
facilities 
 
Geoffrion and Roy (1979) identified and discussed risks arising from the use of 
heuristics in distribution planning. They pointed out that heuristics (whether or not 
computerised) can result in poor decisions. They presented three examples in the area 
of distribution planning, and considered questions such as the number, size, and 
location of plants and distribution facilities, materials stock, and policies on 
transportation and inventory. An introduction to heuristic methods and identification 
of important issues related to the use of heuristic methods is provided in (Silver, et al., 
1980). 
 
The three examples show that methods relying on common sense can fail to come up 
with the optimum solution. This results from the failure to consider all possible 
combinations, the failure to take into account interactions in the system, and the use of 
local improvement procedures rather than global ones. While heuristic methods are 
particularly error-prone, it needs to be recognised that heuristics may still be the only 
practical option: 1) when there are no realistic rigorous methods, 2) in applications 
where sophisticated heuristics are available with tight error bounds, and 3) in 
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applications where repeated decisions have to be made frequently and the problem is 
difficult to solve. A recent and comprehensive introduction to heuristics can be found 
in (Faulin, 2003)  
 
2.6 Mathematical Programming-Based Approaches 
 
Considerable research has been done into various planning and investment strategy 
problems within the process industry. Both theoretical simplifications drawn from 
industry and real-world industrial problems are described in the literature. 
Comprehensive review of advances and challenges for process industry supply chains 
optimisation are reported in Shapiro (2004), Shah (2005) and Papageorgiou (2009). 
Much of the literature describing real-world problems makes major assumptions in 
order to simplify the formulation, which in turn often greatly restricts the practical 
value of the models. In other reports, more practical approaches have been described 
that industry has been able to verify and even use on a regular basis.  
 
An alternative to heuristics are mathematical models of supply chains. These models 
may be classified into four categories (Beamon, 1998): 
 
1. Deterministic models where all variables are assumed to be known. 
2. Stochastic models in which at least one of the variables is unknown. 
3. Economic models where economic theory framework is used in the 
modelling. 
4. Simulation models in which the simulation techniques are used to 
evaluate the problem. 
 
In recent years, the chemical industry has become increasingly competitive while 
customer demand imposes a significant complexity in production requirements. As a 
result, considerable attention has been devoted to development of optimisation 
techniques for deriving capacity expansion plans that reduce costs and increase profits 
and that are flexible enough to accommodate today’s fast changes in market demands. 
A detailed review of optimisation approaches in the chemical process industry is 
reported by Kallrath (2000). The author included the experience, potential and future 
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perspectives of the approaches. The relevant literature from the past until recently, in 
the area of supply chain management of chemical process industry particularly 
capacity expansion is described below. 
 
2.7 Deterministic Optimisation Models  
 
With the improvements in computational capabilities of the mid-70s, realistic, 
workable models and algorithms began to emerge. The application of optimisation 
tools in this area began at least as early as in the early sixties when Manne (1967) 
investigated several heavy industrial processes in India and Mexico. 
 
The literature on deterministic optimisation model in the area of supply chain 
management for chemical process industry can be grouped into different 
mathematical modelling approaches including Linear Programming (LP), Mixed 
Integer Linear Programming (MILP), multi-period MILP, Mixed Integer Non-Linear 
Programming (MINLP) and dynamic programming. However, as MILP approach was 
mainly used, the literature is categorised into MILP mathematical programming 
approaches and other mathematical programming approaches as described below. 
 
2.7.1  MILP Mathematical Programming Approach 
 
Geoffrion and Graves (1974), suggested a model to solve the problem of distribution 
system design with optimal location of the distribution facilities between plants and 
customers. One of their focuses was to determine which distribution (DC) sites to use, 
what size DC to have at each selected site, what customer zones to serve, and 
transportation flow for each product. The objective was to minimise the total 
distribution cost (transportation plus investment costs), subject to constraints such as 
those on supply, demand and specification regarding the nature of the problem. The 
problem, formulated as a mixed-integer linear program (MILP), was solved using 
Benders decomposition. The model was applied to a case study for a supply chain 
comprising 17 commodity classes, 14 plants, 45 possible distribution centres and 121 
customer demand zones. 
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Mixed-integer Linear Programming has proved to be a useful tool for the selection of 
chemical processes (Grossman and Santibanez, 1979) illustrated the use of MILP in 
the synthesis of a chemical complex. 
 
Himmelblau and Bikel (1980) studied capacity expansion of a hydrodesulphurisation 
process. Grossmann and Santibanez (1980) proposed that the process synthesis 
problem can be formulated as a MILP.  
 
Jimenez, Rudd and Meyer (1982) presented a model for the development of a 
Mexican petrochemical industry. The system is formulated as a MILP model. A 
heuristic approach using a parametric study on capacity utilization via linear 
programming was presented. This also demonstrates the important role that 
economics of scale play in the economies of a chemical process.  
 
Brown et al. (1987) proposed an optimisation-based decision algorithm for a support 
system used to manage complex problems involving equipment location and 
utilisation, facility selection, and manufacture and distribution of products. They 
consider operational issues such as where each product should be produced, how 
much should be produced in each plant, and from which plant product should be 
shipped to each customer. Certain strategic issues are also considered such as the 
number, kind and location of plants. The resulting MILP model is solved using a 
decomposition strategy. This model was applied to a real case study for NABISCO. 
 
A mixed integer linear programming (MILP) formulation was presented by Cohen 
and Lee (1989), seeking to maximise the total after-tax profit for manufacturing 
facilities and distribution centres. Managerial constraints (resources and production) 
and logical consistency constraints (feasibility, availability, demands limits) were 
applied. Cohen and Moon (1990) extended this work in developing a constrained 
optimisation model, named PILOT, to investigate the effects of various parameters on 
supply chain cost and to determine which manufacturing facilities and distribution 
centres should be established. They used a supply chain consisting of raw material 
supplier, manufacturing facilities, distribution centres and retailers as an example. 
Subject to supply, capacity, assignment, demand and raw material requirement 
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constraints, PILOT aims to minimise fixed and variable production and transportation 
costs. 
 
Sahinidis et al. (1989) proposed an MILP long-range planning model for strategic 
planning of chemical complexes and developed several solution methods including 
branch-and-bound, Benders’ decomposition and heuristics. This model was later 
reformulated by (Sahinidis and Grossmann,1991a,1992)  based on the observation 
that the lot sizing problem is embedded in a long-range planning model. Also, the 
model was expanded to include continuous as well as batch processes, flexible as well 
as dedicated technologies (Sahinidis and Grossmann,1991b). To enable the solution of 
large-scale problems (Liu and Schinidis,1995,1996) developed valid inequalities 
based on a projection approach and analysed the effect of approximations in the 
computational requirements of MILP models. All of these papers deal with the 
deterministic case. 
 
Pooley (1994) publishes the results of an MILP formulation that Ault Foods used to 
restructure their supply chain. The model attempted to minimise the total operating 
cost of a production and distribution network. Data were obtained from historical 
record; and data collection was described as one of the most time-consuming parts of 
the project. Binary variables characterised the existence of plants and warehouses, and 
the links between customers and warehouses. The model was used to answer 
questions such as: ‘Where should the division locate plants and depots (DC)?’; ‘How 
should production be allocated to different plants?’; or ‘How should customers be 
served?’ Thirty different plant production strategies were studied. 
 
Arntzen et al. (1995) developed a MILP global supply chain model (GSCM) that 
aimed to determine: 1) the number of echelons, 2) the number and location of 
distribution centres, 3) the assignment of customers to distribution centres, and 4) the 
assignment of products to plants. The model’s objective was to minimise a weighted 
combination of total cost and activity days. The total cost consisted of production 
costs, inventory costs, transportation costs and fixed cost of any kind. Constraints 
taken into account included: customer satisfaction, accounted production and 
inventory volumes, product recipes, limited production capacities, limited storage and 
shipping volumes. The model also includes duty drawbacks and duty reliefs. Potential 
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applications of this model falls into three categories: 1) analysing the supply chain for 
new products, 2) analysing the supply chain bases for commodities, and 3) studying 
company-wide or division-wide supply chains. Some results of the use of the model 
by the Digital Equipment Corporation are reported and significant saving were made. 
 
Pirkul and Jayarama (1996) studied a tri-echelon multi-commodity system consisting 
of production, transportation and distribution planning functions. A “single sourcing” 
constraint specifies that each customer must be supplied from a single warehouse. The 
warehouse can receive products from multiple manufacturing plants. The objective is 
to minimise the combined cost of establishing and operating plants and warehouses, in 
addition to any transportation and distribution costs from plants to warehouses and 
from warehouses to customers. Two prime decisions are, firstly, the choice of a 
desired number of warehouses from a set of possible locations while assigning 
customers to them, and, secondly, the selection of plants from a set of potential plants 
while also assigning plants to warehouses. Lagrangian relexation is used to solve the 
problem, which is formulated as an MILP. The resulting solution is not optimal but 
just feasible. A number of case studies are presented and a solution procedure is 
presented to address the problems involved in relaxation. 
 
Voudouris (1996) developed a large scale MILP model intended to improve supply 
chain efficiency and responsiveness, leading to enhanced overall flexibility. He 
identified two kinds of manufacturing resource which he describes as: 1) activity 
resources (manpower, warehouse doors, forklift trucks, packaging lines etc.), and 2) 
inventory resources (volume of intermediate storage, warehouse area). The activity 
resources are related to time while the inventory resources are related to space. The 
objective function aims to represent the flexibility of the plant to absorb unexpected 
demand. The model may be used: a) for plant simulation and resource analysis, b) for 
the statistical analysis of manufacturing resource availability, and c) as a tool for 
scheduling support. 
 
Camm et al. (1997) created an integer programming model for Procter and Gamble 
aimed at determining distribution centre locations and assignment of those selected to 
customer zones. For a variety of reasons (including a need to reduce transportation 
costs, new products coming online, new quality policies, a reduction in the life cycle 
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of products, and a relatively high number of plants) the company was forced to 
restructure their supply chain. The models developed were a simple transportation 
model (formulated as an LP) and uncapacitated facility-location problem (formulated 
as an MILP model). 
 
Canel and Khumawala (1997) proposed an MILP facility location model and use it to 
optimise the global supply chain for a single product. The model excluded transfer 
prices and transportation costs, and was solved using a branch and bound algorithm. 
Various algorithmic issues concerning the solution approach were also discussed. 
 
Pirkul and Jayarama (1998) presented the PLANWAR model that attempted to locate 
a number of production plants and distribution centres in a way that minimises total 
operating costs for the distribution network. The model was formulated as a MILP 
model. The network consisted of a potential set of production plants and distribution 
centres, and a set of given customers. This model was not without similarities to one 
presented by the same authors in 1996. PLANWAR aimed to determine the locations 
of a given number of plants and warehouses subject to capacity restrictions. It is 
assumed that customer locations and demands are known in advance, as are the 
potential locations and capacities of warehouses and plants. The problem is solved 
through a heuristic solution procedure in conjunction with a Lagrangian relaxation 
scheme used to obtain lower bounds. The solutions achieved are feasible but not 
necessarily optimal. It is the authors’ contention that, for solving realistic problems 
Benders decomposition and branch-and-bound methods are too time-consuming. 
 
Hindi and Pienkosz (1999) published a solution procedure for large-scale, single 
source, capacitated plant location problems (SSCPLP). In it they present an MILP 
formulation of the problem, with two types of decision variable relating respectively 
to the existence of plant and to the allocation of a customer to plant. One major 
objective was the development of a solution procedure capable of coping with large-
scale problems. Several other studies in the same area were presented, each using a 
variation of the Lagrangian relaxation in conjunction with other methods. 
 
Dogan and Goetshalckx (1999) proposed a multi-period model for production and 
distribution systems as well as a decomposition algorithm applied to obtain solutions 
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in acceptable computational times. Emphasis is placed on the design of strategic 
supply chain networks determining tactical decisions. Demand was assumed to be 
subject to seasonal variations. A multi-period MILP formulation was proposed with 
the objective of minimising supply and manufacturing costs, warehousing and 
inventory costs, together with any transportation costs. The use of the model and the 
advantages of their decomposition method against other methods reported in the 
literature were illustrated by a case study. 
 
Bok, et al. (2000) proposed an application to the optimisation of continuous flexible 
process networks. They presented a bi-level decomposition strategy for the solution of 
a multi-period MILP model for intermittent deliveries, production shortfalls, delivery 
delays, inventory profiles and job changeovers.  
 
Ross (2000) proposed a MILP model for planning a supply network for the petroleum 
distribution downstream segment. Resource allocation such as distribution (new and 
existing) and vehicles is managed in order to maximise profit. 
 
Timpe and Kallrath (2000) proposed a detailed model for optimal planning of large 
multi-site production networks. They dwell primarily on operational and utilisation 
aspects of the supply chain as opposed to its actual design. They consider different 
parts of the supply chain such as production and changeovers, material flow and 
transportation, and inventories. The problem is modelled as an MILP and is solved 
employing commercial solvers that use the branch-and-bound method. Kallrath 
(2002) developed a similar multi-site, multi-period mathematical model for a 
chemical industry supply chain, the difference is that it permits changes in sites 
allocation and raw material supply. 
 
Nozick and Turnquist (2001) studied at the interactions between inventory levels and 
the number of distribution centres established to satisfy demand. They proposed an 
MILP formulation to integrate the problem of distribution centre location with 
determination of the levels of inventory that should be held at each centre.  
 
Papageorgiou et al. (2001) developed a strategic supply chain optimisation – based 
approach for the pharmaceutical industry. The problem was formulated as a MILP 
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problem with maximisation of the project net present value (NPV) as the objective 
function. The model is capable of choosing a strategy for both product development 
and capacity planning. The formulation of the model was based on the specific 
process flow of manufacturing pharmaceutical and the global trading structure, 
transfer pricing in particular. 
 
Shah (2004) stated that supply chain planning and scheduling is a tool to optimise 
production, distribution and storage resources of fixed network to respond properly to 
external conditions, such as orders and demands forecasts, over a short to medium 
term horizon. 
 
Huang and Karimi (2006) stressed the importance of optimising trans-shipment 
scheduling in maritime chemical transportation. The overall problem was formulated 
as a nine continuous-time MILP model which could identify the optimal scheduling 
operations for various cargos. 
 
Almansoori and Shah (2006) formulated a deterministic steady state MILP model to 
optimize the design and operation of hydrogen supply chain for the transport sector 
using Great Britain as a case study. The authors extended the steady state model to a 
multi-period MILP model which is presented in Almansoori and Shah (2009). 
 
Amaro and Barbosa-Povoa (2008) presented an approach for optimising scheduling of 
industrial supply chain. A MILP formulation is attained. The authors developed a 
master representation model, the ChainSTN which represents the structure of the 
supply chain including resources, operations, supply, demand, price options, 
manufacturing and transport considerations. The overall problem is formulated as a 
mixed-integer linear programming problem. 
 
Tsiakis and Papageorgiou (2008) addressed optimal production allocation and 
distribution of supply chain networks. The model was formulated as a multi-product, 
multi-echelon MILP model with the objective to provide optimal global production 
and distribution as well as considering operational and financial aspects. The overall 
objective function is to minimise the total cost of the supply chain subject to 
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operational and financial constraints. The approach has been applied to a chemicals 
manufacturer supply chain.    
 
2.7.2  Other Mathematical Programming Approaches 
 
In 1975, Wesolowsky and Truscott presented a mathematical formulation for the 
multiperiod location-allocation problem with relocation of facilities. They modelled a 
small distribution network consisting of a number of facilities aiming to service 
demand at given points. In the model, there were two types of discrete decision, one 
concerning the assignment of customers to facilities and the other the location of 
nodes. Both time-varying and steady-state demands were considered. In the former 
case, a reallocation of facilities is required during the time-horizon of interest in order 
to operate at minimum cost yet maintain customer service. The solution procedure 
presented allowed the static model to be applied to medium-sized cases. The dynamic 
formulation introduces two new discrete decisions to describe the relocation of 
facilities. To find a feasible solution to the problem, it relies mainly on solving the 
static problem. 
 
Williams (1983) introduced a dynamic programming algorithm for simultaneously 
determining production and distribution batch sizes at each supply chain network 
node, to minimise the average cost over an infinite horizon. 
 
An alternative deterministic model, which was presented by Ishii et al. (1988), aims to 
calculate the base stock levels and lead times associated with the lowest cost solution 
for an integrated supply chain in a finite-time horizon. 
 
Breitman and Lucas (1987) presented a modelling system that they called PLANETS 
(Production Location Analysis NETwork System), used to decide what products to 
produce, and when, where, and how to make them. In addition, it provides 
information on shipping allocations, capital spending schedules and resources usage. 
Regrettably, no clear description of the mathematical basis for PLANETS is provided. 
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Newhart et al. (1993) took a two-phase approach to designing an optimal supply 
chain. In the first phase, a combination of mathematical programming and heuristic 
models was used to minimise the number of product types held in inventory 
throughout the supply chain. In the second, a spreadsheet-based inventory model 
determined the minimum safety stock required to absorb demand and lead time 
variations. 
 
Goetschalckx et al. (1994) reported on a computer aided design tool for decision 
support concerning supply chains and industrial logistics systems. The tool was 
founded on an integrated logistics model that attempts to capture several components 
of the supply chain such as production, transportation, warehousing and customer 
service. The objective was to minimise total costs in the system, including warehouse 
inventory and handling costs, transportation costs, and production and material 
handling costs at plants. Constraints on warehouse material handling capacity, 
production capacity and network flow are allowed for. 
Escudero et al. (1999) proposed an LP model for distribution of products of an oil 
company that accounts for uncertainties in supply costs, demands, product prices. 
 
Neiro and Pinto (2004) consider the approach for optimal planning and scheduling of 
petroleum supply chains.  The overall supply chains consist of many subsystems 
including oilfield infrastructure, raw material supply, refinery processes and 
transportation of products (pipeline network). The problem is described by a multi-
period large-scale mixed integer non linear programming (MINLP) model. The model 
is an advanced version of previous work by Pinto et al. (2000) where only a single 
refinery was considered.   
 
An optimisation approach in which all the processes are highly integrated has proved 
to be a useful tool to detect operational and economical improvements. The inclusion 
of more detailed process models, the exploration of solution methods that can cope 
with the resulting large-scale MINLP and the inclusion of uncertainty in several 
processes parameters were performed by Schulz et al (2005). 
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In summary, the MILP optimisation method was the most popular mathematical 
modelling approach in the area of chemical process and supply chain of chemical 
industry. Moreover, the above models only consider the perfect information case for 
all variables. However, in reality there are many uncertainties including uncertainty of 
price and demand. The next section reviews optimisation models that consider such 
uncertainties. 
 
2.8 Models under Uncertainty 
 
Increasing attention has been given over the past few years to the need to explicitly 
handle uncertainty in process synthesis, design and planning optimisation problems. 
The problems can be differentiated into many research areas including capacity 
expansion, scheduling, supply chain management, production planning, routing, 
location, resource allocation, water management, agriculture, waste management, 
telecommunications, finance, design and optimisation of chemical processing 
systems, energy investment and electricity production, and environmental 
management and control problems (Sahinidis, 2004).  
 
Grossmann (1983) was the first author to propose how to deal explicitly with 
uncertainty in chemical processes; he proposed the concept of flexibility, an index of 
process ability to deal with uncertainty.  
 
Several approaches have been proposed to capture uncertainty in optimisation 
problems. The approaches that have been receiving attention in the past decades are 
stochastic programming, fuzzy programming, chance-constrained and interval 
programming.  
 
The stochastic programming approach is generally agreed by many researchers to 
have advantages over other methods in modelling planning problems under 
uncertainty (Liu and Sahinidis, 1996). However, the main concern with the approach 
is that it is computationally demanding, as the incorporation of uncertain parameters 
significantly increases the size and complexity of the resulting program. On the other 
hand, the complexity of the program will decrease through time as the growth rate of 
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computer technology increases dramatically through time as well. Sahinidis (2004), 
Cheng et al., (2005) and Li and lerapetritou (2008) present thorough reviews of 
different techniques for tackling optimisation under uncertainty.   
 
As a result of the importance of considering uncertainty in process systems 
optimisation problems, a large number of papers have been published related to the 
problems by several researchers. The literature review presented below focuses on the 
previous work that has been done on capacity planning and some on production 
planning and supply chain optimisation under uncertainty.  
 
2.8.1  Stochastic Programming Approach 
 
Stochastic programming represents uncertainties as probabilistic distributions. The 
fundamental idea behind the technique is the concept of recourse. The concept can be 
explained as the ability to take corrective measures after an initial decision that based 
on uncertain future events (Kanudia and Loulou, 1999). Because of the recourse 
nature, the stochastic programming method is often called two-stage stochastic 
programming approach. The first-stage involves making some decisions before the 
actual realisation of the uncertain parameters then after the uncertain parameters 
reveal themselves; the recourse action of the second-stage can then take place. 
Excellent literature on two-stage stochastic programming has been presented in many 
books and journals including Infanger (1994), Kall and Wallace (1994), Higle and 
Sen (1996), Birge and Louveaux (1997), Marti and Kall (1998), Uryasev and Pardalos 
(2001), Pistikopoulos and Ierapetritou (1995), Iyer and Grossmann (1998), and 
Verweij et al. (2003). 
 
Ierapetritou and Pistikopoulos (1994) formulated a stochastic model to solve the 
problem of process planning under uncertainty. A two-stage programming strategy to 
formulate the problem of process design in the face of uncertainty was applied. 
Founded on the postulation of general probability distribution functions describing 
process uncertainty and variations, the objective is to arrive at the design that 
maximises expected revenue while at the same time measuring design feasibility. 
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Another two-stage stochastic programming approach for process planning under 
uncertainty was developed by Liu and Sahinidis (1996), who used a Monte Carlo 
integration method for approximation of expectancy. In their work they compare 
fuzzy and stochastic programming. Although the computational performances of both 
methods are similar, they concluded that the stochastic approach provides better 
results than the fuzzy linear programming as the former guarantees the optimality of 
the solution.  
  
Clay and Grossmann (1997) proposed a methodology that considers stochastic linear 
programming models for production planning. In it cost coefficients and uncertainties 
are represented by finite discrete probability distribution functions. This is a two-stage 
fixed recourse problem, with the uncertain parameters being treated as random 
variables with known probability distributions. Acevedo and Pistikopoulos (1998) 
proposed a two-stage stochastic MINLP formulation for process synthesis problems in 
the face of uncertainty whose objective is maximisation of profit. Iyer and Grossmann 
(1998) have suggested a bi-level solution algorithm for a scenario-based capacity-
expansion planning problem for chemical manufacture. 
 
 
Escudero et al (1999) have also treated the problems of planning under uncertainty. 
They study the optimisation of supply chain planning under demand and delivery time 
uncertainty. Here they use a parallel computation approach to solve a multistage 
stochastic network problem. As is often done in these cases, the stochastic model is 
first expressed as a scenario-based stochastic model with recourse (two stages) and 
then reformulated to its deterministic equivalent. This work however is focused only 
on the automotive industry and capacity investment costs are not considered to be 
important for the final solution. 
  
Ahmed and Sahinidis (1998) presented a linear programming recourse formulation for 
production planning in the presence of scenarios. As in their previous work, a scenario 
tree methodology is used to characterise the random parameters. A scenario tree is 
generated and the solution for the deterministic equivalent is then obtained for each 
group of scenarios at each stage along the planning horizon. Ahmed and Sahinidis 
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(2003) also proposed an approximation scheme for solving an integer programming 
problems arising from capacity planning. 
 
Honkomp (1999) has explored the problems of both project selection and project 
scheduling with task-success uncertainty with the objective of estimating the through 
put of the R&D pipe line capacity. 
 
The first paper to describe the capacity planning problem in the pharmaceutical 
industry appeared in 1999 by Rotstein et al (1999). It describes an optimisation-based 
approach for capacity planning decisions, investment strategy and product selection. It 
looks at a product portfolio of three different products, attempting to maximise the 
portfolio’s NPV while avoiding unnecessary investments. The model considers a two-
stage stochastic approach using the scenario tree strategy to represent the uncertainties 
associated with the possible results of each product’s clinical trials. To simplify the 
computing models with a large number of variables the authors propose a hierarchical 
procedure. 
 
Dempster et al. (2000) presented a stochastic programming approach to planning 
problems for a consortium of oil companies. The deterministic multi period linear 
programming model was developed for supply, production and distribution. The 
deterministic model was then used as a basis for implementing a stochastic 
programming formulation with uncertainty in product demands and spot supply cost. 
 
Gupta and Maranas (2000) have described a two-stage planning problem for a 
production supply chain. In it they use the wait-and-see and here-and-now approach to 
obtain the respective allocation/production and distribution decisions. The production 
decisions are determined in the first here-and-now stage, where as the distribution 
decisions are optimised in the later wait-and-see stage. The here-and-now stage is 
referred as the stage before realisation of uncertain parameters. Subsequently, the 
wait-and-see stage is the later stage when the uncertain parameters are reveled. The 
work is extended by Gupta et al. (2000) by incorporating chance constraint 
programming technique to analyse the trade-offs between meeting the demand and 
production costs.  
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MirHassani et al. (2000) took a multi-period MILP capacity planning model for a 
supply chain as the basis of their work. Two approaches were used to solve this 
model, a two-stage integer stochastic model and a stochastic programming scenario-
based model with recourse. Decomposition techniques are applied in this case as the 
integer stochastic model has discrete variables for a single stage only. 
 
Sabri and Beamon (2000) proposed a mathematical model for supply chain design 
that facilitates coincident strategic and operational decisions. The model includes 
production, delivery and demand uncertainty issues, and is divided into strategic and 
operational sub-models. The strategic sub-model is deterministic and aims to optimise 
the supply chain configuration and the material flow. On the other hand, the 
operational sub-model includes stochastic aspects designed to accommodate 
uncertainty, and also cost analysis. The authors consider a solution algorithm 
developed to integrate these two sub-models, and apply it to a case study. 
 
Subramanian et al. (2000) studied the management of R&D pipelines for research-
based industries (pharmaceutical, agrochemical and biotechnology). Their work 
focuses on portfolio selection and task scheduling in the face of uncertainty and 
limited resources. The uncertainty arises out of the success or failure of the testing 
tasks. They define a two-stage stochastic optimisation problem (MILP) that considers 
both issues, with maximisation of eNPV as an objective function.  
 
 
Maravelias et al. (2001) proposed a multi-period two-stage stochastic MILP for the 
pharmaceutical and agrochemical industries. The model identifies the optimum 
product portfolio based on the eNPV of the project, which is scheduled to undergo a 
series of certification tests during development. It can take decisions and plan 
scheduling for this test for each product, and each test task has only one related 
probability of success.  
 
Papageorgiou et al. (2001) developed a complete model describing capacity planning 
and investment strategy in the pharmaceutical industry. It formulates the problem as a 
mixed integer linear programming (MILP) model. Levis and Papageorgiou (2004) 
  Chapter 2 Literature Review  - 45 - 
extended the previous MILP model to a two-stage, multi-scenario, multi-site capacity 
planning optimisation model under uncertain clinical trials outcomes for the 
pharmaceutical industy. The model is able to assist decision makers in determining 
capacity expansion and product portfolio, at the same time considering the trading 
structure of the company. 
 
Tsiakis et al. (2001) considered a two-stage stochastic programming approach to 
formulate a large-scale MILP model for multi-echelon supply chain networks problem 
under demand uncertainty. The model has been applied to a European supply chain 
network with multi-products, multi-echelon and multi-customer locations. 
 
Similar to previous published works by Gupta, Gupta and Maranas (2003) proposed a 
bilevel-framework stochastic programming model for multisite supply chains under 
demand uncertainty where manufacturing decisions are considered as here-and-now 
decisions and logistics decisions are modeled as wait-and-see decisions. Furthermore, 
Gupta and Maranas (2004) further developed a real-options-based multi-period supply 
chain planning model. 
  
Lababidi et al. (2004) addressed the optimisation of the supply chain of a 
petrochemical company under uncertainty in demands, market prices, raw material 
costs and production yields. The overall problem was formulated as a two-stage 
stochastic programming problem. The authors concluded that the solution of the 
model is driven by the uncertainty in demands rather than by other parameters. 
 
Santoso et al. (2005) also introduced a stochastic programming approach for supply 
chain network design under uncertainty. The authors used a sample average 
approximation (SAA) scheme with an accelerated Benders decomposition algorithm 
to solve the optimisation problems with large number of scenarios generated from the 
stochastic programming approach to give quick and accurate solutions.  
 
Guillen et al. (2006) developed multi-stage stochastic mixed-integer linear 
programming model to address the design of chemical supply chains under demand 
uncertainty. The objective of the model is to maximise the expected profit. A 
decomposition technique involving genetic algorithms has also been introduced to 
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overcome the difficulties associated with large-scale computational problem of 
stochastic programming.  
 
Al-Othman et al. (2008) addressed the optimal planning of petroleum organisation 
supply chain under uncertainty in market demands and prices. The overall problem is 
formulated as a multi-period two-stage stochastic linear program with fixed recourse. 
The objective of the model is to maximise revenues of the organisation while 
minimising all associated costs as well as producing the right amount of product to 
meet customer demands. 
 
2.8.2  Fuzzy Programming Approach 
 
Fuzzy programming expresses the problem uncertain parameters by fuzzy numbers, 
while constraints are represented by fuzzy sets. A comprehensive review on fuzzy 
optimisation under uncertainty is presented in Peidro et al. (2009). The theory has 
been applied to various optimisation problems including inventory management, 
vendor selection, transport planning and production-distribution planning (Peidro et 
al., 2009).   
 
Sakawa et al. (2001) is one of the few papers that explore fuzzy programming applied 
to production planning systems. A more recent work on fuzzy goal programming is 
presented by Liang (2006) where the fuzzy theory is applied to production and 
transportation planning problem in a supply chain. Aliev et al. (2007) also proposed a 
fuzzy-genetic approach to production-distribution planning in supply chain 
management. The common objective for the developed models was to maximise 
profits in accordance with demands. 
 
2.8.3  Chance-Constrained Programming Approach 
 
A Chance-constrained approach expresses the uncertain constraints by probabilistic 
statements. Interval programming expresses the uncertain parameters by interval 
numbers.  
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Petkov and Maranans (1997) have proposed a model for the planning and scheduling 
of multi-product batch plants faced with demand uncertainty. Their method takes 
uncertain demands as normal distributions and integrates an objective function to 
obtain the expected value while utilising cumulative probability distributions to create 
chance constraints. Using this approach, it is possible to eliminate discretisation of 
uncertain variables, thus significantly reducing the size of the problem. 
 
In summary, optimisation under uncertainty has been receiving attention in many 
industries including the chemical and pharmaceutical industries. Many methods have 
been developed to solve the problem. The most widely used approach is the stochastic 
programming. However, none of the models use statistical analysis method to predict 
the future values of the uncertainties.  
 
Furthermore, the above models do not consider the financial aspects of the problem 
such as net present value (NPV) and risk management. Therefore the next section 
reviews optimisation models which incorporate financial aspects in their models. 
 
2.9 Optimisation Models with Integration of Financial 
Aspects including Risk Management      
 
Uncertainty may be regarded as ‘a situation in which the probability of occurrence of 
a certain event is unknown’. If the event is an investment project, for example, it is 
not possible to know for sure that it will yield results in a given period. The existence 
of uncertainty makes it hard to know in advance the outcome of an action, or whether 
something different from what was expected will happen. This uncertainty gives rise 
to risk, as it is almost impossible to predict every potential outcome of our decisions. 
 
Risk is defined as the danger or probability of exposure to loss, the variability of 
returns from an investment, the group of circumstances that can decrease a benefit or 
reward. 
 
Uncertainties in the process may result in risk to those investments in capacity and 
operating costs. Decisions have to be made in the face of uncertainties, which arise in 
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future realisations of demand, price and technology data. Planning and investment 
strategy is a major strategic decision in the investment so that the company can earn 
maximum profit. 
 
The difficulty in managing risk is that it is not known how a product will really 
perform until it is well through the development process, and indeed not until it is on 
the market. Before a firm decision to proceed with any project is made, it is essential 
that a proper appraisal of the project be undertaken. Assessment of the advantages of 
the project, and the various constraints and risks involved, is essential. Some risk 
assessment methods had been devised to help the decision-maker decide whether to 
invest or not. 
 
The process systems engineering community has been using different metrics to 
assess the investment return of potential projects or assets. The most commonly are 
net present value (NPV), internal rate of return (IRR), pay-back time to evaluate 
investments for the large product portfolio. Whatever metric used, it is possible to 
project future cash flows reduced to the present value. The overall investment must 
earn more than cost of capital to be worthwhile and hence be accepted (Gramham and 
Harvey, 2001) 
 
Markowitz (1952) laid the foundations for the balance of rewards against risk with his 
work on mean-variance analysis. This mean-variance framework is usually considered 
as the starting point for optimal investment models. The model uses variance as the 
only measure of risk. The idea behind this approach is to build a portfolio that 
maximises the expected return on investment and minimises the risk of investment, 
measured by the variance of the returns. It is a non-linear model, or, more specifically, 
it is linearly constrained with a quadratic objective. The objective is convex. 
 
Another measure of risk for a portfolio of assets is Value-at-Risk (VaR). This differs 
from Markovitz’s risk measure model in that it only considers so-called downside 
risk. Downside risk is defined for portfolios as the amount of losses during a given 
time period that will not be exceeded with a given probability. VaR is difficult to 
optimise when calculated using discrete scenarios. The VaR has multiple local 
minima and its function is non-convex and non-smooth. 
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Mean absolute deviation (MAD) models trade off the mean absolute deviation 
measure of risk against a portfolio reward. It is a measure of how far the current 
portfolio value is from the project’s mean value. 
 
The expected net present value (eNPV) model is another performance measure that 
has proved extremely useful in measuring risk involved in projects, and in affording 
some assurance that the best decisions are taken. Using this method, the costs of 
future decisions (investments, capital costs, operational costs, royalties etc.) are 
translated to their present value. When employing this method in a given scenario it 
becomes feasible to compare the benefits in terms of money for each decision tree. 
The results are expressed as net present values (NPV) for each scenario (Mansini and 
Speranza, 1999). 
 
The NPV distribution indicates, for the decision-maker, the risk involved in the 
project. If the overall eNPV is positive and large enough, then the investment is 
attractive, thus capturing new investors; if it is negative or below a minimum target 
value, then it is unattractive for investors.  
 
Moreover, the NPV distribution shape gives an indication of project risk. The 
discount rate (which accounts for interest and inflation during the relevant time 
period) is intended to reflect risk: the higher the discount rate, the riskier the 
investment, and hence the larger the future revenues needed to generate a positive 
NPV. The current and expected rate of return must be attractive to attract investors, 
keep R&D investments at a high rate and increase them with time.  
 
The literature on financial risk management for chemical process industry can be 
mainly catagorised into downside risk and risk premium approaches. However, there 
are a few papers which consider others financial aspects such as corporate tax, duty 
relief and import duty. The literature related to the three categories is described below. 
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2.9.1  Downside Risk 
 
Eppen et al. (1989) employed a MILP model with resources for the automotive 
industry that considers scenario capacity planning and risk analysis. The problem 
considered is multi-product, multi-site and multi-period. In this case, the source of 
uncertainty is demand with pessimistic, standard and optimistic scenarios, with 
capacity configuration being the production decision to be taken. After the planning 
stage, scheduling is undertaken, but no inventory is carried from one stage to another. 
The model maximises the NPV of the project, while the expected downside risk 
approach is applied to obtain a reasonable level of risk. It appears that this was the 
first work to incorporate downside risk in a process operation project. Their model 
was solved through a Monte Carlo solution strategy. The model is changed from a 
mixed integer linear program to a mixed integer non-linear program by the addition of 
a variance constraint. 
 
Mansini and Speranza (1999) posed an MILP to solve a portfolio selection problem 
with minimum transaction lots, i.e. by solving a series of mixed integer sub-problems. 
This model is applied to a financial portfolio and uses the mean semi-absolute 
deviation-upside potential or downside risk (which in normal distribution cases is 
equivalent to the mean absolute variance) as a risk measure. The use of heuristics to 
approximate the optimal integer solution of smaller integer sub-problems is the key to 
this work. The key disadvantage is that the model is made too specific for our 
problem by heuristics. 
 
Blau et al. (2000) focused on managing risk involved in the portfolio selection and 
development of new products for highly regulated industries such as the 
pharmaceutical and chemical ones.  
 
Barbaro and Bagajewicz (2004) presented a methodology to incorporate financial risk 
measuring methods such as downside risk, value at risk and downside expected profit 
to the framework of two-stage stochastic programming for planning under 
uncertainty. The authors expressed financial risk in term of probabilistic definition. A 
two-stage stochastic programming with financial risk constraints and a two-stage 
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stochastic programming using downside risk have been formulated to manage 
financial risk. The models are then applied to a process planning problem. 
 
Guillen et al. (2005) presented a multi-objective two-stage stochastic mixed-integer 
linear optimisation model for a supply chain network consisting of production, storage 
and market echelons. The model considers the net present value, the demand 
satisfaction and the financial risk as the objectives. The model also helps the decision 
makers in determining the quantity of products to be produced at each plant and the 
location and capacity of production plants.  
 
Tsang et al. (2007) also investigated the use of probabilistic definitions of financial 
risk in developing a scenario-based model for capacity investment planning under 
uncertainty that consider financial risks and assists capacity planning decisions. The 
model is applied to a capacity planning problem of multiple vaccines of a vaccine 
company. The probabilistic definitions include expected downside risk (EDR), value-
at-risk (VaR), conditional value-at-risk (CVaR) and opportunity value (OV). The 
authors concluded that only considering maximization of the expected net present 
value (eNPV) as the objective function of a capacity investment planning optimization 
model can lead to a resulting risky decision. Incorporating a constraint controlling the 
risk of the problem would significantly increase the chance of success of the resultant 
decision. 
 
2.9.2  Risk Premium 
 
Mulvey et al. (1997) highlighted the importance of risk management. In this paper, a 
multistage stochastic program with scenario generation is used to optimise the 
asset/liability decisions for financial institutions. The reward/cost (risk) balance found 
in the process operation literature is equivalent to the asset/liability. The model 
presented is a two-stage multi-period stochastic network problem. In the ALM 
problem, the exposure to various risks is minimised by properly combining the assets 
(resources) and liability (debts) that maximise the investor’s profit over time. The 
investment decision is made during the first stage of the project, in a ‘here-and-now’ 
fashion, while planning is made in the second stage. A determine equivalent of the 
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stochastic asset allocation problem is used instead of the stochastic model. In this 
work, the concept of non-anticipativity is used: scenarios that share common 
information up to a specific point must yield the same decision up to that point. 
 
Economic risks associated with the introduction of products, the building of facilities 
for their production, and planning for uncertain demand have already been analysed 
by Applequist et al. (1999). They also consider, in another paper, risk associated with 
supply chains in the chemical industry, especially during the manufacturing process, 
and present an approach to evaluate the risk and uncertainties involved in supply 
chain (2000). They suggest a risk premium as a measure of the return and risk of an 
investment relative to alternative financial investments. In a problem, such as capacity 
planning, where large amounts of capital are involved and a degree of uncertainty 
exists, risk as well as expected profit is a key concern for management.  
 
The work of Applequist et al. (1999, 2000) included not only the planning, but the 
design of such supply chains. The uncertainty in these systems arises from market 
parameters such as demands, feed stock availability, prices, etc while the technical 
uncertain parameters may include the yields, product quality, processing times and 
rate among others. They look at a random product demand, and thus a stochastic 
dynamic large scale optimisation problem is generated. Risk premium - an increase in 
expected return in exchange for a given amount of variance - was suggested to 
measure the risk. Using this variance, the model that results is an NLP solved using a 
decomposition technique. 
 
2.9.3  Other Financial Aspects 
 
Oh and Karimi (2004) stressed the importance of regulatory factors such as corporate 
tax, duty relief and import duty in modeling a capacity-expansion planning in global 
chemical supply chains. A MILP model is formulated and applied to illustrative 
examples. The authors further developed their work to include duty drawbacks for a 
global multi-product production-distribution planning of chemical supply chains 
which is presented in Oh and Karimi (2006). 
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Guillen et al. (2007) introduced an integrated model using a holistic framework for 
short-term supply chain management considering both operations and finances by 
incorporating process operations along with budgetary constraints. Lainez et al. 
(2007) also developed a similar holistic integrated model incorporating both design of 
chemical supply chain and financial aspects. However, the objective function of this 
model is to maximize the corporate value of the firm. 
 
One of the most recent research articles in financial aspects of supply chain and 
product development pipeline management of enterprise-wide decision problem was 
described out by Lainez et al. (2009). The authors stressed the importance of 
incorporating realistic financial components, inventory management and identifying 
wide range of decisions that are necessary for the pipeline management. The 
economic indicators recommended for enterprise-wide problem include cash flow, 
corporate value preservation and growth. 
 
In summary, the NPV was used as the objective function of most models where 
downside risk was also introduced as constraint. Other risk measure parameters 
include risk premium, VaR and MAD. Moreover, the models which consider both 
uncertainty and risk measure used eNPV as the objective function and EDR as the 
parameter for measuring risk. However, as the concern in the environmental aspects 
of chemical industry increases significantly due to the large amount of green house 
gases (GHGs) being produced from chemicals complexes, considering only the 
economical side of the supply chain would not be ideal. Therefore, the next section 
reviews optimisation models which also integrate sustainability into their models. 
 
2.10 Optimisation Models with Integration of Sustainability 
and Environmentally Conscious Supply Chains 
 
After the establishment of the Kyoto Protocol, the effect of green house gases toward 
global warming has been one of the main concerns for many industries in particular 
the chemicals and energy industries. Much research has been carried out to obtain 
sustainability in those industries. In the area of supply chain, there has been an 
increased interest in incorporating sustainability in the supply chains of many 
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networks. Some of the works consider environmental aspects as constraints in their 
optimisation models. More comprehensive works include environmental aspects in 
their objective functions where tradeoffs between economical and environmental 
measures are analysed. However, in the process system engineering community, only 
little attention has been paid to developing sustainable supply chain management for 
chemical industry. Nevertheless, a few advances have been made and are mentioned 
below.      
 
Zhou et al. (2000) stress the importance of sustainability in supply chain optimisation 
of a petrochemical complex using goal programming (GP) approach. The problem is 
formulated a multi-objectives optimisation problem where sustainability of economic, 
social, resources and environmental were considered. The petrochemical complex 
case study consists of a refinery plant, ammonia plant and polypropylene plant. 
 
Al-Sharrah et al. (2001) proposed an environmental objective in the production 
planning in the petrochemical industry.  
 
Turkay et al. (2004) proposed a MILP model for multi-company supply chain 
management. The developed model is capable of maximising profits while 
maintaining the amount of green house gases generated from industrial processes to 
observe environmental regulations from the Kyoto Protocol. The industrial processes 
considered in the model include series of boilers, turbines and mixers to produce 
steams and electricity. A similar model is developed by Soylu et al. (2006). The 
authors developed a multi-period MILP model for collaborative supply chain 
management in energy systems. Both of the models are illustrated through simplified 
versions of industrial problems. 
  
Hugo and Pistikopoulos (2005) presented a multi-objective optimisation model 
considering both traditional economical criteria and environmental concerns of supply 
chain networks. The problem is formulated as a multi-objective mixed-integer 
programming (moMILP) model that is capable of addressing both strategic and 
operational decisions, including capacity expansion, transportation and material flows 
within the supply chain. The developed model used expected net present value as the 
economic objective function. For the environmental objective function, a life cycle 
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assessment (LCA) has been adopted to measure the environmental impact of the 
entire supply chain over the planning horizon.  
 
Hugo et al. (2005) also developed a multi-objective mixed integer linear programming 
model for hydrogen infrastructure strategic planning. Similar to the work by Hugo and 
Pistikopoulos (2005), the multi-objective model considers both economic and 
environmental measures as main objective functions. 
 
Bojarski et al. (2009) formulated a multi-objective MILP model for a maleic 
anhydride supply chain production and distribution network. The model considers net 
present value (NPV), damage categories impacts and overall impact factor as the 
objective functions. The work is a comprehensive version of the approaches presented 
by Hugo and Pistikopoulos (2005). The multi-objective approach allows tradeoffs 
between the net present value and the damage categories.  
 
Guillen and Grossmann (2009) proposed a damage assessment model to determine the 
optimal strategy for design and planning of the environmentally conscious chemical 
supply chain under uncertainty. The environmental damage is measured through life-
cycle assessment (LCA). The problem is formulated as a bi-criterion stochastic 
mixed-integer nonlinear program. A novel spatial branch and bound method has been 
used to guarantee the global optimality of the solutions. 
 
In summary, most models use the multi-objective mixed-integer linear programming 
(moMILP) optimisation approach. This approach allows models to consider both 
economical and environmental aspects of the problem. However, the environmental 
damage has been measured by many indicators including LCA and amount of GHGs.  
 
2.10 Summary  
 
The above sections contain the overview of the literature on supply chain definition, 
supply chain management, supply chain metrics, supply chain optimisation, heuristic-
based approaches and mathematical programming-based approaches. A 
comprehensive review of the previous works in the area of optimisation under 
  Chapter 2 Literature Review  - 56 - 
uncertainty, optimisation with integration of financial aspects and optimisation 
towards sustainability is also described. In this section of the literature review, a 
summary of the existing optimisation methods for planning and scheduling of 
chemical process industry is provided and the challenges are described in more detail. 
 
Extensive research has been done for the optimisation of chemical industry involving 
petrochemical industry. Little research has been carried out in the area of integrated 
chemical complex planning. Moreover, even fewer researcher consider the real world 
integrated chemical complex problem. The work described in this thesis focuses on 
capacity expansion optimisation of an integrated inorganic chemicals complex at 
Bamnet Narong in the north east of Thailand.  The chemicals complex is planned to 
manufacture and operate many chemical products in the same geographical location 
based on potash as the main raw material. The structure of the chemicals complex can 
be thought of as a localised multi-echelon supply chain. Even though the chemical 
complex consists of many process plants, the integration between each plant combines 
each process together to form a large network of chemical process which produces a 
variety of chemical products.  
 
Representative literature related to planning, scheduling and capacity expansion of 
chemical complex industry, mainly focuses on the area of petrochemical industry. 
Many mathematical programming models have appeared over the years for the 
optimisation of the petrochemical industry. The two main types of mathematical 
programming model for chemical complex industry are linear programming (LP) and 
mixed integer linear programming (MILP). The LP mathematical programming 
approach was adopted to develop a deterministic capacity expansion optimisation 
model for the inorganic chemicals complex at Bamnet Narong, Thailand. The 
deterministic model is described in Chapter 3 of this Thesis.    
 
However, the deterministic model does not represent the full nature of the real world 
problem. It is undoubtedly true that uncertainties exist through out the supply chain 
of any chemicals complex. It is not prudent to rely completely on the deterministic 
and constant value of any parameter. Thus, sensitivity analysis is required to find out 
how the model would react to changes in parameters. According to the previous 
review on optimisation under uncertainty, many approaches have been used to capture 
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the idea of uncertainties in chemical industry. Some researchers use a fuzzy 
programming approach to deal with uncertainty, however, the stochastic programming 
approach has been used extensively in optimisation under uncertainty. Therefore, the 
developed deterministic model was modified and presented as a stochastic capacity 
expansion optimisation model for inorganic chemicals complex at Bamnet Narong, 
Thailand under demand uncertainty.    
 
With every industry, forecasting demand is an essential aspect when considering 
capacity expansion. Over-estimating the capacity means wasting a large sum of 
money as investment cost. On the other hand, under-estimating the capacity results in 
giving market share to competitors and therefore a loss in potential profit. In the 
previous literature, many methods have been used in forecasting the future demand; 
such methods include linear and exponential smoothing.  With the advance in 
computational power, a statistical analysis method namely, bootstrapping has been 
receiving attention during the past years. The stochastic model described in Chapter 4 
is extended further to include bootstrapping as the method for forecasting demand and 
presented in Chapter 5 of this thesis.  
 
It is not surprising that the development of any chemicals complex requires extensive 
amounts of capital. Each chemical process plant inside a chemicals complex often 
consists of expensive, advanced equipment items which generate and control high 
temperatures, high pressures and even corrosive chemicals. Moreover, a large amount 
of money is also required to ensure product quality and also safety of the operations 
for both workers and local people around the site. When considering a highly capital –
intensive industry, managing financial risk becomes an important issue. Therefore, 
apart from creating an optimisation model under uncertainty using real data for the 
chemicals complex, the use of financial risk measures such as expected net present 
value (eNPV), expected downside risk (EDR), mean absolute deviation (MAD) and 
regret optimisation have been integrated to the model and presented in Chapter 6 of 
this thesis.  
 
The quest for pollution prevention and increased pressure and demand for 
environmental considerations makes sustainability an important issue in modelling. 
Many researchers have considered environmental damage as a constraint on 
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operations. However, by adopting a strategy that considers the environment as a 
design objective and not merely as a constraint on operations, the result can lead to 
the discovery of novel processing alternatives that achieve both improved economic 
and environmental performance. Following the increased in awareness of 
environmental impact, especially for chemical industries, a multi-criterion 
optimisation under demand uncertainty for integrated inorganic chemical complex at 
Bamnet Narong, Thailand is developed and described in Chapter 7 of this thesis. The 
criterion includes both economical and environmental aspect of the project. 
 
The next chapter describes the problem statement of the integrated inorganic 
chemicals complex at Bamnet Narong, Thailand. The deterministic version of the 
capacity expansion model for the chemicals complex is formulated and also presented 
in the next chapter. 
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Chapter 3 
 
 
Multi-period deterministic optimisation model 
 
 
 
 
 
3.1 Introduction 
 
This chapter presents the first model developed in this thesis to help investors and 
decision makers in deciding the capacity planning strategy for an integrated inorganic 
chemicals complex at Bamnet Narong, Thailand. The intention of this study is to 
adopt a mathematical modelling approach to represent an abstraction of the inorganic 
chemical complex which seeks to identify an optimum investment strategy for a 
particular desired risk profile.  
 
In this chapter, a model-based method was introduced to determine the design and 
operation of a deterministic capacity planning supply chain network that addresses the 
evolution of the network over a long-term planning horizon. The examined network 
consists of different types of inorganic chemical process plants which were designed 
to be built and operated in the chemicals complex at Bamnet Narong, Thailand. A 
detailed description of the operating environment is described in the following 
section. The network of the integrated chemicals complex was formulated as a mixed 
integer linear programming optimisation model (MILP). 
 
The determination of the capacity planning supply chain network will be driven by the 
demands of each chemical product designed to be produced in the chemical complex. 
The demands are assumed to be deterministic in nature or in another words, the 
demands are assumed to be known.   
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The proposed mathematical model is used to determine a number of strategic design 
and operation decisions. The decisions include: (1) capacity and type of production 
plants to invest in during each time period (2) The amount of raw material required 
from outside the chemical complex during each time period (3) The flows of chemical 
products between process plants during each time period (4) The amount of main 
products and by-products produced in each time period (5) The gap between the 
demands and the amount of products produced in each time period. 
 
The objective of the proposed model is to maximise the profit of the integrated 
chemicals complex network to take into account the revenue from selling chemical 
products and the costs from infrastructure and operation throughout the planning 
horizon.  
 
3.2 Description of Operating Environment 
 
The initial development of the potash mining operations and potash processing plant 
is the basic infrastructure for the expansion of commercial developments of the 
Inorganic Chemical Complex at Bamnet Narong.  
 
The development of the industrial estate has been separated into three phases over the 
period of 10 years. The first phase consists of 10 production plants, followed by six 
production plants in the second phase and one production plant in the final phase 
which amount to 18 products in total.  This is shown in more detail in the overall 
block diagram as Figure 3.1.  
 
The description of the operating environment is obtained from the internal report of a 
feasibility study for the inorganic chemicals complex at Bamnet Narong, Thailand 
(KPT, 1999). The descriptions of the operating environments of each production plant 
in the three phases are as follows: 
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Figure 3.1: Over process flow sheet of the inorganic chemicals complex (KPT, 1999)
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3.2.1  Phase 1 
 
Ammonia 
 
Ammonia is the basic building block of the world nitrogen industry and is the 
intermediate product from which a wide variety of nitrogen fertiliser and other 
industrial products are produced.  Fertiliser use accounts for about 85-90% of the end 
use market for ammonia.  The major downstream fertiliser products include urea, 
ammonium nitrate, ammonium sulphate and ammonium phosphates. To date there has 
been no indigenous ammonia production in Thailand in spite of it having its own 
natural gas resource.  As Thailand recovers from the effects of the Asian crisis of 
1997, the report said that the demand for ammonia would continue to grow at a rate of 
8.8% pa from 1999, reaching around 260,000 tons in 2007. In the case of the Bamnet 
Narong Inorganic Chemical Complex, the 500,000 MTPA ammonia production 
capacity (1500 MTPD) is intended mainly for captive use in the production of urea, 
soda ash / ammonium chloride and DAP/NPK.  Any surplus ammonia can be sold to 
existing ammonia consumers in Thailand. 
 
Urea 
 
Fertiliser use accounts for about 90% of the world urea market. In the case of Bamnet 
Narong all the product will be made as premium grade granular urea of high quality 
which can be used for direct application or can be blended with other granular 
fertiliser products to produce a variety of NPK grades. Urea has been the fastest 
growing form of nitrogen fertiliser in Thailand through the 90's. The report said that 
the demand would be increased to around 1,100,000 tons in 2007 representing an 
annual average growth of some 3.9% p.a. Given that the Inorganic Chemical Complex 
at Bamnet Narong will include nitrogen fertiliser production facilities in the future for 
captive and domestic sales and that other nitrogen fertilisers will be made in Thailand 
by Thai Caprolactam and others, it is reported by KPT (1999) that in 2007, Thailand 
would have a shortfall in supply of around 350,000 tons.   
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Soda ash / Ammonium Chloride 
 
Soda ash, the trade name for sodium carbonate, is a basic chemical used in many 
industries.  Worldwide it is the tenth most extensively used commodity chemical.  The 
largest use of soda ash throughout the world is in the manufacture of glass, 
particularly container and flat glass. The demand of soda ash in Thailand was 
projected by KPT (1999) to grow by an average of 5-6% per year until 2007.  With 
the proposed plant size for Bamnet Narong, Thailand should be in a position to satisfy 
its own domestic demand through the forecast period. At the present time all soda ash 
used in Thailand is imported.  The prospects for a relatively large soda ash facility at 
Bamnet Narong are encouraging with salt available as a by-product from the potash 
processing facility. The co-production process of soda ash and ammonium chloride 
involves a single carbonation and double ammonia absorption.  Ammonia, salt and 
CO2 are fed continuously into the recycle system producing soda ash and ammonium 
chloride products.  Ammonium chloride is produced by solid phase hydration.   
 
Salt Processing 
 
Chlor alkali production in Thailand represents the largest single market for salt 
accounting for 38% of total demand.  However, there are excellent opportunities to 
export salt to Indonesia to satisfy the requirements of their new chlor alkali and soda 
ash facilities soon to come onstream.  In addition, the prospects for a new soda ash 
plant and later a new caustic/chlorine plant at Bamnet Narong are also good.  Thus, 
the salt production from Bamnet Narong is likely to be fully absorbed. Salt is 
produced along with the potash, at Bamnet Narong both as a co-product 
(100,000 MTPA rock salt) and also as a by-product from the potash processing 
facility.  The rock salt will find its way into the local market with minimal processing 
at the site.  Conversely the salt tailings produced during the extraction of the potash 
will be further processed to produce feedstock for soda ash (refined salt) and later 
caustic chlorine production facilities (industrial grade salt). To produce a high quality 
salt suitable as feed to the soda ash plant will require the extraction of the impurities 
bound into the halite crystal structure.  This can only be achieved by dissolution and 
vacuum recrystallisation.  This refined quality product can also be used as table salt.  
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For the caustic/chlorine applications, the salt tailings need only be washed to remove 
impurities, resulting in an industrial grade salt quality. 
 
Phosphatic Fertilisers (Sulphuric Acid, Phosphoric Acid, DAP/TSP and NPK) 
 
The driving force behind the development of a phosphatic industry at Bamnet Narong 
is the availability of potash at controllable prices and a location near to the end users, 
plus the ability to produce a wide range of product formulations to suit the agronomic 
needs of the crops.  Phosphatic fertiliser consumption in Thailand was almost 
500,000 MTPA P2O5 in 1998.  Phosphatic fertiliser demand has been growing at an 
average annual rate of 2-3% over the past ten years. The report said that the demand 
would increase to 740,000 MTPA P2O5 in the year 2007. Manufacture of NPK 
blended fertilisers is based on natural gas and potash together with imported 
phosphate rock from China or Vietnam and either indigenous or imported supplies of 
sulphur.  The process route is based on production of sulphuric acid, phosphoric acid, 
granular DAP/TSP and blending of granular raw materials. 
 
3.2.2  Phase 2 
 
Potassium Sulphate 
 
The potassium fertiliser market will be the back-bone of the Bamnet Narong complex 
since potassium fertiliser demand in Thailand in 1997 was around 200,000 MTPA as 
K2O.  Demand growth over the past ten years has averaged almost 11% p.a. Based on 
the demonstrated long term historical demand growth pattern and the relatively low 
use of K2O, demand was projected by KPT (1997) to increase to more than 
500,000 MTPA in 2007, an average annual growth of 10% over the period. 
 
Potassium Chemicals (Potassium Hydroxide, Potassium Carbonate and Chlorine) 
 
Potassium carbonate demand in Thailand is reported to increase to 20,000 MTPA in 
2007.  Similarly, in 1999 the report said that KOH demand would increase to 
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36,000 MTPA in 2007.  The ASEAN market provides substantial export potential for 
Thailand. 
 
Potassium hydroxide and chlorine are produced from the electrolysis of an aqueous 
solution of industrial grade potassium chloride in membrane cells.  Potassium 
hydroxide is produced as a 32% w/w solution and is used directly as such in the 
production of potassium carbonate.  Surplus potassium hydroxide is concentrated to 
50% KOH by three-stage film evaporation in a process developed by Bertrams of 
Switzerland. Potassium carbonate is manufactured by the reaction between CO2 and 
potassium hydroxide in a fluid bed reactor according to the advanced process 
developed by Bertrams of Switzerland. 
 
Magnesium Metal  
 
The automobile industry in Thailand shows considerable promise with vehicle 
production growing faster than 10% annually.  The market for magnesium metal, 
particularly for use in automobile components, is one of high potential.  There is 
undoubtedly a trend towards increased use of magnesium in automobile components 
and the vehicle market itself in the ASEAN region is expected to grow substantially 
from 2003 onwards.  
 
There are two basic processes available for production of magnesium; the first from 
carnallite ore and the second from magnesium chloride brine, both of which would be 
appropriate for Bamnet Narong. In the case of the process starting with carnallite ore 
it can be confidently stated that all unit operations involved in the overall process 
route have been successfully demonstrated at a commercial scale whereas the process 
starting with magnesium brine has only been demonstrated on a pilot plant scale.The 
process proposed is that of VAMI which involves the dehydration of carnallite 
allowing the generation of a product which is suitable for electrolysis in a single stage.  
The overall process is well proven and allows the spent electrolyte to be recycled to 
the potash processing plant for further recovery of the potash values. 
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Magnesium Chemicals (Magnesia, Magnesium Hydroxide) 
 
The basic process to produce synthetic magnesia from magnesium chloride containing 
brine involves first the precipitation of magnesium chloride using milk of lime and 
then calcination of the alkali to produce magnesium oxide.  The process developed by 
Maerz in Austria has a strong reputation and can manufacture a flexible range of 
products with varying degree of added value. 
 
3.2.3  Phase 3 
 
Chlor-alkali 
 
Both chlorine and caustic soda have a vast array of uses.  More than 500 companies 
produce caustic chlorine at over 650 sites world-wide.  Total name plate capacity is 
around 50 million tonnes of chlorine per year. In 1997, there are currently only two 
producers with total capacity of around 600,000 MTPA in Thailand. Chlor-alkali 
(Sodium hydroxide and chlorine) are produced from the electrolysis of an aqueous 
solution of industrial grade salt in membrane cells.  Sodium hydroxide is produced as 
a 32% w/w solution or alternatively can be further concentrated to 50% NaOH by 
three-stage film evaporation in a process developed by Bertrams of Switzerland. 
 
3.3 Capacity Planning Solution approach 
 
3.3.1  The Difficulty of the Problem 
 
Synthesis and improvements of multi-plant chemicals complexes can be very 
challenging and require a balance of safety, reliability, economics, quality, and an 
acceptable impact on the environment and society. Modelling plays a key role in 
defining many parts of that balance including selection of products, plant types, and 
plant unit operations. As mentioned earlier in Chapter 2 over the past few years, 
several models have been developed for process design, planning, and scheduling 
problems. Those problems are known to be very difficult to model and solve in an 
efficient manner.  
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One of the main objectives of the model formulation proposed in this research is to 
provide a realistic and accurate representation of the inorganic chemical complex at 
Bamnet Narong as mathematical models which are solvable within acceptable 
computational time. The proposed real-world problem is very complex and also very 
comprehensive regarding scope and quantity of data.  The description of data is given 
in section 3.6 of this chapter. In the following section the mathematical approach used 
to solve the real world problem is described in more detail. 
 
3.3.2  Mathematical Approach 
 
Linear programming (LP) is a practical technique for finding the arrangement of 
activities which maximises or minimises a defined criterion, subject to the operative 
constraints. The technique can deal only with situations where activities can be 
expressed in the form of linear equalities or inequalities, and where the criterion is 
also linear. Disadvantages of LP are that all coefficients must be constant and that LP 
results in choosing the cheapest resource up to its limits before any other alternative is 
used at the same time for the same item. Also, LP models can be very sensitive to 
input parameter variations. (Hiller and Lieberman, 2001) 
 
In modelling real world problems using LP models, it is desired to impose extra 
logical conditions on the LP model. These logical conditions cannot be modelled by 
conventional LP. It might be desirable to include an extra condition such as if plant A 
is established and product B is generated then product C can be made as well. By 
introducing some extra integer variables into the model together with extra 
constraints, conditions such as this can easily be imposed.  
 
In modelling the chemical complex at Bamnet Narong, it is useful to have integer 
variables along with other continuous variables to help address questions such as 
whether or not a plant has already been established in the system. These integer 
variables are defined in section 3.5 of this chapter. The resultant model is a mixed 
integer linear problem (MILP).  
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MILPs are commonly used in industry and are especially useful for planning and 
scheduling problems, and assignment problems. A number of very efficient 
algorithms exist including commercial software such as CPLEX which can solve 
problems with millions of binary variables. MILP algorithms are guaranteed to 
identify the best solution of the problem provided enough time and memory are 
available. Therefore, the mathematical approach that is adopted for this research is the 
Mixed Integer Linear Programming (MILP). 
 
3.3.3  Solving the Mathematical Model with GAMS 
 
As a result of significant advances in solution algorithms embedded in the solvers and 
also advances in hardware during the last years, the formulation of the mixed integer 
linear programming model is written in the General Algebraic Modelling System 
(GAMS) modelling language which is then solved by a commercial solver (CPLEX). 
GAMS was developed at the World Bank for very large economic models (Ulanicki et 
al., 1999). The system is specifically designed for modelling linear, nonlinear and 
mixed integer optimisation problems. It is especially useful with large, complex 
problems including determining the optimal configuration of chemical complexes.  
 
3.4 Capacity Planning Model Structure 
 
The assumptions for all the models presented in this thesis include 1) Raw materials 
are always available. 2) Only the main products have demands. 3) Product is always 
on spec. 4) Customers buy products directly from the site. 5) The maintenance period 
is already included. 6) Storage for raw materials, intermediate and finished products 
are always available. 7) No additional cost required to dispose any by-products.  
 
The structure of the proposed integrated chemicals complex model is shown in Figure 
3.1 on page 57. The model is represented by two main components. The first 
component is the production facilities which include the chemical process plants 
described in the previous section. The component is represented by the index i. Each 
plant type has a production capacity which is equal to the annual production of the 
main product. The amount of capacity expansion throughout the planning horizon is 
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bounded by maximum limit of each time period. Each process plant also has 
associated capital, fixed and variable costs. The capacity expansion network of the 
chemicals complex will be determined by the demands of each product and the flow 
of chemicals products between chemical process plants. The amounts of input raw 
material(s) and output product(s) are controlled by the specific material balances of 
each chemical plant. Table 3.1 summarises the list of chemical process plants of 
interest in this model. 
 
Table 3.1: Types of chemical process plants in the chemicals complex 
Plant Type 
Industrial Grade Potash Plant 
Ammonia Plant 
Urea Plant 
Salt Washing Plant 
Salt Refining Plant 
Soda Ash Plant 
Sulphuric Acid Plant 
Phosphoric Acid Plant 
Diammonium Phosphate Plant 
NPK Blending Plant 
Potassium Sulphate Plant 
Potassium Hydroxide Plant 
Potassium Carbonate Plant 
Magnesium Hydroxide Plant 
Magnesium Metal Plant 
Chlor-Alkali Plant 
 
The second component is the state of material designated by the index s. This second 
component can be divided into imported raw material, main product, by-product, 
utility input and utility output involved in the chemicals complex. The lists of raw 
material, product and utility are shown in Table 3.2 to 3.4  
 
From the raw materials and utilities shown in Table 3.2, a total of 18 main products 
and 10 by-products will be produced. Some of the products are part of the raw 
materials of processes within the chemicals complex. For example, in the production 
of soda ash and ammonium chloride, the raw materials required are salt from the salt 
refining process and carbon dioxide and ammonia from the ammonia plant. The 
network diagram showing the schematic of each process is given in Figure 3.1. The 
main and by-products which are fed back as raw materials for other processes are 
presented in Table 3.4 
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Table 3.2: Types of imported raw material and utility required by the processes in the 
chemicals complex 
Raw Material  Utility Input 
Fertilizer Electricity 
Natural Gas Fuel 
Sulphur Cooling Water 
Phosphate Rock Demineralised Water 
Raw Salt Process Water 
Lime LP Steam 
Magnesium Chloride MP Steam 
Carnallite   
Urea Formaldehyde   
Defoamer   
Lime Milk   
Sodium Sulphate   
Sodium Chloride   
Calcium Fluoride   
Oleum   
Flux   
Sodium Sulphite   
Sodium Carbonate   
Flocculant   
Nitrogen  
 
 
Table 3.3: Types of main product, by-product and utility produced by the process in 
the chemical complex 
Main Product By-Product Utility Output 
Fertilizer Grade Potash Hydrogen LP Steam 
Industrial Grade Potash Potassium Chloride MP Steam 
Potassium Hydroxide Sulphuric Acid   
Chlorine Diluted Sulphuric Acid    
Potassium Carbonate Hydrochloric Acid   
Industrial Grade Salt Condensate   
Urea Carbondioxide   
Ammonia Phosphoric Acid   
Soda Ash Trisodium Phosphate   
Ammonium Chloride Electrolyte   
Refined Salt     
Potassium Sulphate     
Diammonium Phosphate      
NPK     
Magnesium     
Magnesium Hydroxide     
Magnesia     
Sodium Hydroxide     
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All the raw material and utilities listed in Table 3.2 are attached with costs as these 
elements have to be purchased from outside the chemicals complex. On the other 
hand, each of the production output elements in Table 3.3 comes with its own sale 
value. However, only the demand of main products is considered in this model 
Therefore, the main source of revenue comes from only the sale of main chemical 
products.   
 
Table 3.4: Types of product which act as raw material to other processes in the 
chemical complex 
Product as Raw Material 
Industrial Grade Salt 
Refined Salt 
Ammonia 
Carbondioxide 
Phosphoric Acid 
Sulphuric Acid 
Urea 
Fertilizer Grade Potash 
Potassium Sulphate 
Potassium Hydroxide 
Potassium Carbonate 
Hydrogen 
Diammonium Phosphate 
Trisodium Phosphate 
Sodium Hydroxide 
Hydrochloric Acid 
LP Steam 
MP Steam 
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3.5 Mathematical Formulation 
 
This section describes the deterministic mathematical programming model to support 
decision making for developing an Inorganic Chemical Complex at Bamnet Narong. 
The mathematical model proposed for this problem is a Mixed Integer Linear 
Program (MILP) as described below. 
 
3.5.1  Notation 
 
The notation to be used is summarised below for ease of future reference. 
 
Indices 
 
i  = Chemical Process 
s  = Input raw material and Output product  
t  = Time (years) 
1  = Phase I 
2  = Phase II 
3  = Phase III 
 
Sets 
 
iS  = Set of materials that interact with process i 
1H   =  Set of processes i that are in phase I 
2H   =  Set of processes i that are in phase II 
3H   =  Set of processes i that are in phase III 
aH   =  Set of processes i that are in all phases 
T  = Set of time periods 
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Constants 
 
bigM   = Large number 
smallm  = Small number 
 
Parameters 
 
stD   =  Demand of product s in year t 
itCostIV   =  The investment cost for newly-built capacity i in time period t 
stCostOM  =  The operation and maintenance costs of product s in time  
period t  
stCostR  =  The cost of resource s in time period t 
out
si   =  Proportion of output product s in task i  iSs   
in
si   =  Proportion of input product s in task i  iSs  
max
itC   =  Maximum capacity of process (task) i in period t 
max
itE   =  Maximum capacity expansion of process (task) i in period t 
smain    = Main product s (equal to 1 for main product, 0 otherwise) 
sV   = Value of product s 
 
Binary Variables 
 
itactE   = 1 if chemical process i is established in time period t and  
0 otherwise 
  
Continuous Variables 
 
NPV   = Net present value of the project  
itC   =  Capacity of task i in period t 
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stP   = Total production of product s at the end of period t 
stU   = Total usage of raw material s at the end of period t 
stnetP   = Net production of product s at the end of period t 
main
stnetP   = Net production of main product s at the end of period t  
by
stnetP   = Net production of by-product s at the end of year t 
stinR   = Amount of raw material s that is required at the end of year t  
feedback
stR  = Amount of main product s that act as input to another process i  
at the end of year t 
input
stR   = Amount of external raw material s required by the model at the 
end of period t 
itE   =  Expansion of task i in period t 
main
stI   = Inventory of main product s at end of period t 
by
stI   = Inventory of main product s at end of period t 
stS   = Sales of main product s at end of period t 
stgap   = Difference between the demand and net production of main  
product s at the end of period t 
 
3.5.2  Objective Function 
 
 
The objective function can be considered as consisting of two parts: product values 
and costs of production. The costs of production can be defined as the sum of 
investment, operating and maintenance costs (O&M) and raw material costs for the 
chemical complex over the entire time horizon. Investment costs include all capital 
investments required to make the incremental capacity operational for all plants in the 
chemicals complex. O&M costs are incurred on a yearly basis and are associated with 
the yearly production of each product. Raw material costs include yearly costs of raw 
materials used in the chemical complex.  
 
The objective function can then be expressed as the sum of values of each product, 
less the sum of investment costs, the sum of O&M costs and the sum of raw material 
  Chapter 3 Deterministic Model  - 75 - 
costs of each process in the chemicals complex over the entire time horizon. The 
objective function is given in the form: 
 
 

 












Tt
s
stst
i
itit
i
itit
s
main
sts
inRCostRCCostOM
ECostIVnetPV
NPV  
ai HiSs  ,                           (3.1) 
 
where 
 NPV   is the net present value of the project 
itCostIV   is the investment cost for newly-built capacity i in period t 
 stCostOM  is the operation and maintenance costs of process i in period t 
 stCostR  is the cost of domestic resource r in period t 
 
which is to be maximised subject to a set of constraints.  
 
The sum of values of each product over the entire time horizon can be described by 
parameter sV  and variable 
main
stnetP . The parameter defines the value of product s.  
The variable defines the net production of main product s at end of year t. The sum of 
product values is given by: 
 
Product values  =  
s
main
sts netPV   iSsTt  ,                   (3.2) 
 
The annualised investment costs, O&M costs and raw materials costs for all processes 
are giving by: 
 
Investment costs  = 
i
itit ECostIV  aHiTt  ,                (3.3) 
O&M costs   = 
i
itit CCostOM  iSsTt  ,                (3.4) 
Raw materials costs  = 
s
stst inRCostR  iSsTt  ,                (3.5) 
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3.5.3  Balance Equations 
 
Capacity and expansion  
 
Each process in the chemical complex network is described by the capacity and 
expansion variables for each period, with expansion being equal to newly-built 
capacity in the period. These two variables are represented by itC and itE  
respectively, the first defining the capacity of process i installed available annually in 
period t, and the second defining the newly-installed capacity of technology i at 
beginning of period t.  
 
The balance equation for the capacity of process in year t ( itC ) can be expressed as 
the previous year’s capacity of process i plus an expansion of process i in period t 
( itE ) which is given by: 
 
ittiit ECC  1,    aHiTt  ,             (3.6) 
 
Inventory  
 
The amount of production of each product in the chemical complex network is 
described by the inventory and net production variables for each period. The first 
variable corresponds to the inventory of product at state s at the end of year t, which is 
represented by mainstI . The last variable corresponds to the net production of state s at 
the end of period t, which is represented by mainstnetP .  
 
The balance equation of the inventory of product s at end of year t ( mainstI ) can be 
expressed as the previous year‘s inventory of product s plus net production over time t 
( mainstnetP ) and less by the sales of main product s in year t, which is given by: 
 
st
main
st
main
ts
main
st SnetPII  1,     iSsTt  ,            (3.7) 
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As the above equation represents the inventory of main products, the equation below 
represent the inventory of by-products. 
 
by
st
by
ts
by
st netPII  1,    iSsTt  ,             (3.8) 
 
Production variable 
 
The amount of production of product s from process i at time t is proportional to the 
parameter outsi  which represents the proportion of state s for process i. The proportion 
out
si determines the state of output products of process i.  
 
The production of product s at the end of year t ( stP ) can be expressed as the sum of 
parameter outsi  multiplied by itC . The variable is given by: 
 
 
i
it
out
sist CP     SsHiTt a  ,,            (3.9) 
 
The usage of raw material s at the end of period t ( stU ) can be expressed as the sum of 
parameter insi  multiplied by itC , where 
in
si  is the state of input products of process i. 
The variable is given by: 
  
 
i
it
in
sist CU     SsHiTt a  ,,          (3.10) 
 
In this model, one of the assumptions states that an output product from process i can 
also be used as an input for another process i. The following equations represent the 
relationship mentioned above: 
 
 feedbackststst RnetPP     iSsTt  ,           (3.11) 
 
 feedbackst
input
stst RRU     iSsTt  ,           (3.12) 
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An output product from process i that acts as an input to another process i at time 
period t is defined as feedbackstR . The variable stnetP  defines the net production of 
product s (excluding feedbackstR ) at time period t. The last unknown variable in the 
equation above is inputstR , which is the amount of external raw material(s).  
 
The two equations can be combined as:  
 
input
stststst RUPnetP    iSsTt  ,                      (3.13) 
 
The set Si is defined to include both main products, which are the ones with high 
demands, along with by products, which are products that are assumed to have zero 
demand in this model. For the purpose of clarity in modelling, the amount of 
production of main product s in time period t is defined as mainstnetP  . The amount of 
production of by-product s in time period t is defined as bystnetP  . The two variables 
are expressed as follows: 
 
  sst
main
st mainnetPnetP     iSsTt  ,          (3.14) 
 
 mainstst
by
st netPnetPnetP     iSsTt  ,          (3.15) 
 
where smain  is a parameter with value 1 for main product s  and 0 otherwise. 
 
 
3.5.4  Constraints 
  
Demand Constraints 
 
In order to make sure that the model produces an optimal solution, the demand 
constraints are generated for each energy demand category and for each period. These 
relations ensure that the production of each product over the entire time horizon must 
be less than or equal to the demand of that product that is exogenously determined.  
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The constraint can be described by the sales of main product s at the end of time 
period t which is represented by stS and the demand of product s at the end of time 
period t which is represented by stD  . The demand constraint is given by:  
 
stst DS      iSsTt  ,                      (3.16) 
 
The difference between the demand and the net production is given by 
 
ststst SDgap     iSsTt  ,                      (3.17) 
 
where 
stgap  is the difference between the demand and the net production of product 
s at time period t 
 
Capacity Constraints 
 
The capacity constraints determine the necessary capacities installed and the newly-
built capacities in each period. In this model, the only capacity constraint is the 
capacity growth constraints, which limit the growth in capacity of a process between 
periods. This is done by imposing explicit bounds on process capacity. The 
constraints can be described by variable itE  and parameter 
max
itE , which represents 
the maximum expansion in capacity of process i at time period t. The constraint is 
given in the form: 
 
max
itit EE       aHiTt  ,              (3.18) 
 
The establishment of a capacity expansion of process i at time period t ( itactE ) can be 
expressed as: 
 
 0 itit actEbigME    aHiTt  ,                      (3.19) 
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 0 itit actEsmallmE   aHiTt  ,                 (3.20) 
 
The binary variable itactE  is the active process i at year t which becomes 1 when a 
capacity expansion of process i is greater than 0, and 0 otherwise. 
 
3.6 Data Description 
 
The model proposed in this research represents the actual process design, capacity 
planning and scheduling problem from the inorganic chemicals complex industry at 
Bamnet Narong in Thailand. The input data required for the configuration of the 
chemicals complex can be divided into three data groups which are (1) The 
technology data (2) The resource data and (3) The product data. The following sub 
sections described the three data groups in more detail. All the data used in this thesis 
are obtained or derived from KPT (1999) internal report. 
 
3.6.1  Resources 
 
The cost data related to resources required by the model is the cost for purchasing 
each type of raw materials and utilities. Because large reserves of potash exist in 
North East of Thailand; four of the raw materials can be obtained at very low costs. 
Those raw materials are carnallite, magnesium chloride brine, potash and salt. The 
cost of those utilities and raw materials are given in Table 3.5 and 3.6. 
 
Table 3.5: Cost of each utility 
Utility Input Cost ($/unit) Unit 
Electricity  0.055 kWh 
Fuel  2.6 MM Btu 
Cooling Water  0.008 Cubic metre (m3) 
Demineralised Water  0.3 Cubic metre (m3) 
Process Water  0.026 Cubic metre (m3) 
LP Steam  8 Ton 
MP Steam  10 Ton 
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Table 3.6: Cost of each raw material 
Raw Material  Cost ($/unit) Unit 
Fertilizer  36.5 Ton 
Natural Gas  2.6 MM Btu 
Sulphur  40 Ton 
Phosphate Rock  40 Ton 
Raw Salt  5 Ton 
Lime  15 Ton 
Magnesium Chloride  5 Ton 
Carnallite  15 Ton 
Urea Formaldehyde  600 Ton 
Defoamer  1000 Ton 
Lime Milk  100 Ton 
Sodium Sulphate  130 Ton 
Sodium Chloride  28 Ton 
Calcium Fluoride  200 Ton 
Oleum  50 Ton 
Flux  500 Ton 
Sodium Sulphite  600 Ton 
Sodium Carbonate  150 Ton 
Flocculant  1000 Ton 
Nitrogen  0.1 Normal cubic metre (Nm3) 
 
3.6.2  Products 
 
Table 3.7: Sale price of each main product 
Main Product Value ($/unit) Unit 
Fertilizer Grade Potash  116 Ton 
Industrial Grade Potash  150 Ton 
Potassium Hydroxide  600 Ton 
Chlorine  100 Ton 
Potassium Carbonate  650 Ton 
Industrial Grade Salt  15 Ton 
Urea  135 Ton 
Ammonia  140 Ton 
Soda Ash  150 Ton 
Ammonium Chloride  65 Ton 
Refined Salt  30 Ton 
Potassium Sulphate  230 Ton 
Diammonium Phosphate   230 Ton 
NPK  200 Ton 
Magnesium  3000 Ton 
Magnesium Hydroxide  750 Ton 
Magnesia  400 Ton 
Sodium Hydroxide  200 Ton 
 
The cost related data for each product includes the sale price for each main product. 
The estimated sale prices for each main product are given in Table 3.7. 
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The historical demands of each main product for Thailand between 1989 and 1999 
were stated in the KTP (1999) internal report. The forecasts of demands of each 
product until the year 2007 were carried out based on the previous historical demands 
and the gross domestic product (GDP) rate. The demands of each main product for the 
year 2007 are shown in Table 3.8. 
 
Table 3.8: Demand of each product 
Main Product Demand (Ton/year) 
Fertilizer Grade Potash 698233 
Industrial Grade Potash 72700 
Potassium Hydroxide 36085 
Chlorine 152250 
Potassium Carbonate 19992 
Industrial Grade Salt 670256 
Urea 1072064 
Ammonia 259569 
Soda Ash 479295 
Ammonium Chloride 27460 
Refined Salt 573834 
Potassium Sulphate 18367 
Diammonium Phosphate  316604 
NPK 2959252 
Magnesium 597 
Magnesium Hydroxide 11000 
Magnesia 41641 
Sodium Hydroxide 158000 
 
3.6.3  Processes (Technologies) 
 
The last data group contains parameters with regard to each process in the chemicals 
complex network. There is a total of 16 chemicals plants in the proposed chemicals 
complex. In order for the proposed model to determine the optimal investment 
strategies, parameters with regard to costs and production capacities of each process 
are required. Table 3.9 shows the investment costs, and operating and maintenance 
costs for each chemical plant.  
 
Another important set of data in this group is the material balances of each process. 
Each process requires different amounts of raw material(s) to produce a certain 
amount of chemical product(s). Due to the proposed mathematical formulation 
described in section 3.5, the material balances have been scaled so that each input 
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resource and out put by-product are proportional to the associated main products 
which represent the capacity of each chemical process in the chemicals complex. The 
proportions of input of each process are given in Table 3.10. The proportions of 
output of each process are given in Table 3.11.  
 
Table 3.9: Costs of each chemical process plant 
Plant Type 
Capital Cost 
($/Ton) 
O&M Cost 
($/Ton) 
Industrial Grade Potash Plant 539.5 0 
Ammonia Plant 308.91 5.33 
Urea Plant 147.72 3.18 
Salt Washing Plant 26.25 0.217 
Salt Refining Plant 47.95 0.064 
Soda Ash Plant 262.2 5.72 
Sulphuric Acid Plant 57.11 1.054 
Phosphoric Acid Plant 405.14 1.23 
Diammonium Phosphate Plant 186.08 0.5 
NPK Blending Plant 34.125 0.075 
Potassium Sulphate Plant 525 25 
Potassium Hydroxide Plant 1365 19.5 
Potassium Carbonate Plant 618.18 5.48 
Magnesium Hydroxide Plant 1119.35 27.12 
Magnesium Metal Plant 9473.33 99 
Chlor-Alkali Plant 701.37 13.39 
 
Table 3.10.1: Proportion of input of each chemical process 
Plant Type/Raw Material Fertilizer Natural Gas Sulphur 
Phosphate 
Rock 
Raw 
Salt Lime 
Potassium 
Sulphate 
Industrial Grade Potash Plant 1             
Ammonia Plant   2.6           
Urea Plant               
Salt Washing Plant         1.13     
Salt Refining Plant               
Soda Ash Plant               
Sulphuric Acid Plant     0.346         
Phosphoric Acid Plant       3.07       
Diammonium Phosphate Plant       0.2255       
NPK Blending Plant               
Potassium Sulphate Plant           0.029   
Potassium Hydroxide Plant               
Potassium Carbonate Plant               
Magnesium Hydroxide Plant           3.3   
Magnesium Metal Plant           0.3   
Chlor-Alkali Plant               
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Table 3.10.2: Proportion of input of each chemical process 
Plant Type/Raw Material Magnesium Chloride Carnallite 
Urea 
Formal-
dehyde 
De-
foamer 
Lime 
Milk 
Sodium 
Sulphate 
Sodium 
Chloride 
Industrial Grade Potash Plant               
Ammonia Plant               
Urea Plant     0.0075         
Salt Washing Plant               
Salt Refining Plant               
Soda Ash Plant               
Sulphuric Acid Plant               
Phosphoric Acid Plant       0.0002       
Diammonium Phosphate Plant       0.001       
NPK Blending Plant               
Potassium Sulphate Plant         0.002     
Potassium Hydroxide Plant               
Potassium Carbonate Plant           0.0005   
Magnesium Hydroxide Plant 9.6             
Magnesium Metal Plant   26.67       0.37 0.33 
Chlor-Alkali Plant               
 
Table 3.10.3: Proportion of input of each chemical process 
Plant Type/Raw Material Calcium Fluoride Oleum Flux 
Sodium 
Sulphite 
Sodium 
Carbonate Flocculant Nitrogen 
Industrial Grade Potash Plant               
Ammonia Plant               
Urea Plant               
Salt Washing Plant               
Salt Refining Plant               
Soda Ash Plant             8 
Sulphuric Acid Plant               
Phosphoric Acid Plant               
Diammonium Phosphate Plant               
NPK Blending Plant               
Potassium Sulphate Plant               
Potassium Hydroxide Plant               
Potassium Carbonate Plant               
Magnesium Hydroxide Plant           0.0002   
Magnesium Metal Plant 0.017 0.005 0.027         
Chlor-Alkali Plant       0.0008 0.009     
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Table 3.10.4: Proportion of input of each chemical process 
Plant Type/Utility Input Electricity Fuel Cooling Water 
De-
mineralised 
Water 
Process 
Water 
LP 
Steam 
MP 
Steam 
Industrial Grade Potash Plant               
Ammonia Plant 0.1   0.008 0.3       
Urea Plant 61.6   95.4       1.13 
Salt Washing Plant 14       0.15     
Salt Refining Plant 144       0.16     
Soda Ash Plant 190   240   2   2.6 
Sulphuric Acid Plant 13.7   48.7 1.17 0.152     
Phosphoric Acid Plant 113   110   6 1.4 0.2 
Diammonium Phosphate Plant 77.33 0.99     0.655 2.01   
NPK Blending Plant 3             
Potassium Sulphate Plant 90 3.25 90   10 0.02   
Potassium Hydroxide Plant 1875   130 2.35   0.25   
Potassium Carbonate Plant 120   6.5   1.5     
Magnesium Hydroxide Plant 491 19.64 13.5   491 2.2   
Magnesium Metal Plant 18152 36   24   3.6   
Chlor-Alkali Plant 2453   130 3.36   0.53   
 
Table 3.10.5: Proportion of input of each chemical process 
Plant Type/Feedback 
Industrial 
Grade 
Salt 
Ammonia Carbon-dioxide 
Phosphoric 
Acid 
Sulphuric 
Acid Urea 
Fertilizer 
Grade 
Potash 
Industrial Grade Potash Plant               
Ammonia Plant               
Urea Plant   0.563 0.725         
Salt Washing Plant               
Salt Refining Plant 1.08             
Soda Ash Plant   0.37 330         
Sulphuric Acid Plant               
Phosphoric Acid Plant         2.9     
Diammonium Phosphate Plant   0.2258   0.6651 0.05     
NPK Blending Plant           0.26 0.334 
Potassium Sulphate Plant         0.59   0.85 
Potassium Hydroxide Plant         0.052     
Potassium Carbonate Plant     0.375         
Magnesium Hydroxide Plant         0.008     
Magnesium Metal Plant               
Chlor-Alkali Plant 1.6       0.053     
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Table 3.10.6: Proportion of input of each chemical process 
Plant Type/Feedback Diammonium Phosphate 
Trisodium 
Phosphate 
Sodium 
Hydroxide 
Hydrochloric 
Acid 
Refined 
Salt 
Industrial Grade Potash Plant           
Ammonia Plant           
Urea Plant           
Salt Washing Plant           
Salt Refining Plant           
Soda Ash Plant         1.17 
Sulphuric Acid Plant           
Phosphoric Acid Plant           
Diammonium Phosphate Plant           
NPK Blending Plant 0.2498 0.1448       
Potassium Sulphate Plant           
Potassium Hydroxide Plant       0.015   
Potassium Carbonate Plant           
Magnesium Hydroxide Plant     0.002 0.001   
Magnesium Metal Plant           
Chlor-Alkali Plant     0.03 0.015   
 
Table 3.10.7: Proportion of input of each chemical process 
Plant Type/Feedback 
Industrial 
Grade 
Potash 
Potassium 
Sulphate 
Potassium 
Hydroxide 
Potassium 
Carbonate Hydrogen 
Industrial Grade Potash Plant           
Ammonia Plant           
Urea Plant           
Salt Washing Plant           
Salt Refining Plant           
Soda Ash Plant           
Sulphuric Acid Plant           
Phosphoric Acid Plant           
Diammonium Phosphate Plant           
NPK Blending Plant   0.0056       
Potassium Sulphate Plant           
Potassium Hydroxide Plant 1.35   0.012 0.0032   
Potassium Carbonate Plant     0.77   0.06 
Magnesium Hydroxide Plant           
Magnesium Metal Plant           
Chlor-Alkali Plant           
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Table 3.11.1: Proportion of output of each chemical process 
Plant Type/Main Product 
Fertilizer 
Grade 
Potash 
Industrial 
Grade 
Potash 
Potassium 
Hydroxide Chlorine 
Potassium 
Carbonate 
Industrial 
Grade 
Salt 
Industrial Grade Potash Plant 1 0.1         
Ammonia Plant             
Urea Plant             
Salt Washing Plant           1 
Salt Refining Plant             
Soda Ash Plant             
Sulphuric Acid Plant             
Phosphoric Acid Plant             
Diammonium Phosphate Plant             
NPK Blending Plant             
Potassium Sulphate Plant             
Potassium Hydroxide Plant     1 0.6125     
Potassium Carbonate Plant         1   
Magnesium Hydroxide Plant             
Magnesium Metal Plant             
Chlor-Alkali Plant       0.89     
 
Table 3.11.2: Proportion of output of each chemical process 
Plant Type/Main Product Urea Ammonia Soda Ash 
Ammonium 
Chloride 
Refined 
Salt 
Potassium 
Sulphate 
Industrial Grade Potash Plant             
Ammonia Plant   1         
Urea Plant 1           
Salt Washing Plant             
Salt Refining Plant         1   
Soda Ash Plant     1 1     
Sulphuric Acid Plant             
Phosphoric Acid Plant             
Diammonium Phosphate Plant             
NPK Blending Plant             
Potassium Sulphate Plant           1 
Potassium Hydroxide Plant             
Potassium Carbonate Plant             
Magnesium Hydroxide Plant             
Magnesium Metal Plant             
Chlor-Alkali Plant             
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Table 3.11.3: Proportion of output of each chemical process 
Plant Type/Main Product Diammonium Phosphate NPK Magnesium 
Magnesium 
Hydroxide Magnesia 
Sodium 
Hydroxide 
Industrial Grade Potash Plant             
Ammonia Plant             
Urea Plant             
Salt Washing Plant             
Salt Refining Plant             
Soda Ash Plant             
Sulphuric Acid Plant             
Phosphoric Acid Plant             
Diammonium Phosphate Plant 1           
NPK Blending Plant   1         
Potassium Sulphate Plant             
Potassium Hydroxide Plant             
Potassium Carbonate Plant             
Magnesium Hydroxide Plant     1 0.2     
Magnesium Metal Plant             
Chlor-Alkali Plant           1 
 
Table 3.11.4: Proportion of output of each chemical process 
Plant Type/By-Product Hydrogen Potassium Chloride 
Sulphuric 
Acid 
Diluted 
Sulphuric 
Acid  
Hydrochloric 
Acid Condensate 
Industrial Grade Potash Plant             
Ammonia Plant             
Urea Plant           1..24 
Salt Washing Plant             
Salt Refining Plant             
Soda Ash Plant             
Sulphuric Acid Plant     1       
Phosphoric Acid Plant             
Diammonium Phosphate Plant             
NPK Blending Plant             
Potassium Sulphate Plant       0.0665 0.37   
Potassium Hydroxide Plant 0.0198           
Potassium Carbonate Plant             
Magnesium Hydroxide Plant             
Magnesium Metal Plant             
Chlor-Alkali Plant 0.89           
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Table 3.11.5: Proportion of output of each chemical process 
Plant Type/By-Product Carbon dioxide 
Phosphoric 
Acid 
Trisodium 
Phosphate Electrolyte 
Industrial Grade Potash Plant         
Ammonia Plant 768       
Urea Plant         
Salt Washing Plant         
Salt Refining Plant         
Soda Ash Plant         
Sulphuric Acid Plant         
Phosphoric Acid Plant   1     
Diammonium Phosphate Plant     0.57   
NPK Blending Plant         
Potassium Sulphate Plant         
Potassium Hydroxide Plant         
Potassium Carbonate Plant         
Magnesium Hydroxide Plant         
Magnesium Metal Plant         
Chlor-Alkali Plant         
 
Table 3.11.6: Proportion of output of each chemical process 
Plant Type/Utility Output LP Steam MP Steam 
Industrial Grade Potash Plant     
Ammonia Plant   1.16 
Urea Plant     
Salt Washing Plant     
Salt Refining Plant     
Soda Ash Plant     
Sulphuric Acid Plant 0.167 0.975 
Phosphoric Acid Plant     
Diammonium Phosphate Plant     
NPK Blending Plant     
Potassium Sulphate Plant     
Potassium Hydroxide Plant     
Potassium Carbonate Plant     
Magnesium Hydroxide Plant     
Magnesium Metal Plant     
Chlor-Alkali Plant     
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3.7 Description of Scenarios 
 
This section describes the scenarios used in examining the proposed optimisation 
model. Four scenarios have been created and described below: 
 
Scenario 1 (Proposed time line by the government as suggested by KPT (1999)): 
 
The first scenario is based on the network configuration of capacity planning of 
inorganic chemicals complex at Bamnet Narong, Thailand suggested by KPT (1999). 
The processes have been divided into three different phases as described in chapter 1 
of this thesis. The project is assumed to be in operation between years 2007 and 2016 
(10 years) for the first scenario. The demands are assumed to be constant throughout 
the 10 years period. The timeline for different phases are shown in Table 3.12 below: 
 
Table 3.12: Proposed year of construction by the government 
Plant Type Year of  Construction Phase 
Industrial Grade Potash Plant 1 1 
Ammonia Plant 1 1 
Urea Plant 1 1 
Salt Washing Plant 1 1 
Salt Refining Plant 1 1 
Soda Ash Plant 1 1 
Sulphuric Acid Plant 1 1 
Phosphoric Acid Plant 1 1 
Diammonium Phosphate Plant 1 1 
NPK Blending Plant 1 1 
Potassium Sulphate Plant 2 2 
Potassium Hydroxide Plant 2 2 
Potassium Carbonate Plant 2 2 
Magnesium Hydroxide Plant 2 2 
Magnesium Metal Plant 2 2 
Chlor-Alkali Plant 3 3 
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Two cases have been created within this scenario:  
 
1. The first case assumes that once a chemical process plant has been 
invested in a time period, then the capacity of the plant will be the same 
throughout the rest of the planning horizon. 
2.  The second case assumes that a capacity expansion is permitted in all time 
periods to accept any future capacity expansion of each chemical process 
plant 
 
Scenario 2:   
 
The second scenario relaxed the timeline of the three phases. All chemical plants were 
also allowed to be built at the beginning of the first time period (2007). Capacity 
expansion is also permitted in all time periods. The demands are still assumed to be 
constant throughout the planning horizon. 
 
Scenario 3: 
 
The third scenario is created to examine the effect of reducing the duration of the 
planning horizon. Five cases with the time period between 5 and 9 years are compared 
in this scenario. The rest of the conditions are the same as in scenario 2. 
 
Scenario 4:  
 
This fourth scenario is provided to see the effect of demand variation between each 
time period to the results of the proposed optimisation model. In this scenario, the 
time period has been increased from 10 to 25 years. The demands are assumed to be 
varied throughout the planning horizon. The demands of the first five years are 
assumed to be the same as the previous scenarios. The percentages increases in 
demands of the sixth year to the tenth are assumed to be 50%. Finally, 100 % 
increases in demands are assumed for the years eleventh to the twenty fifth.  The 
predicted demands for each time period are given in Table 3.13. 
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Table 3.13: Predicted demands for each main product throughout the planning horizon 
Main Product Year 1 to Year 5 Year 6 to Year 10 Year 11 to Year 25 Unit 
Fertilizer Grade Potash 698,200 1,047,400 1,396,500 Ton 
Industrail Grade Potash 72,700 109,100 145,400 Ton 
Potassium Hydroxide 36,100 54,100 72,200 Ton 
Chlorine 152,300 228,400 304,500 Ton 
Potassium Carbonate 20,000 30,000 40,000 Ton 
Industrial Grade Salt 670,300 1,005,400 1,340,500 Ton 
Urea 1,072,100 1,608,100 2,144,100 Ton 
Ammonia 259,600 389,400 519,1300 Ton 
Soda Ash 479,300 718,900 958,600 Ton 
Ammonium Chloride 27,500 41,200 54,900 Ton 
Refined Salt 573,800 860,800 1,147,700 Ton 
Potassium Sulphate 18,400 27,600 36,700 Ton 
DAP 316,600 474,900 633,200 Ton 
NPK 2,959,300 4,438,900 5,918,500 Ton 
Magnesium 600 900 1,200 Ton 
Magnesium Hydroxide 11,000 16,500 22,000 Ton 
Magnesia 41,600 62,500 83,300 Ton 
Sodium Hydroxide 158,000 237,000 316,000 Ton 
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3.8 Results and Discussion 
 
The proposed model was aimed to determine capacity expansion strategies of 
chemicals complex network structure that satisfy the demands of different chemical 
products for each time period by deciding capacities and all possible interactions 
between each chemical process plant inside the chemicals complex. 
 
Based on the proposed model, the scenarios described in section 3.7 were solved 
through the GAMS modeling language and CPLEX solver. The results for each 
scenario are shown in the following sections. 
 
3.8.1  Scenario 1 
 
Scenario 1 was created to reflect the real world case suggested by the government 
where all types of chemical process plant were scheduled to be developed in three 
phases. The analysis of the results is focused on four different areas which are 
recommended capacity of each plant, the difference between the demands and the 
actual production, the required raw materials and the financial side of each case. The 
capacity expansion suggested by the proposed model for case 1 and case 2 are shown 
in Table 3.14 and Table 3.15 respectively. 
 
Table 3.14: Capacity expansion (Scenario 1, Case 1) 
Plant Type Year 1 Year 2 Year 3 Unit 
Industrial Grade Potash Plant   1,432,200   Ton 
Ammonia Plant 1,476,200     Ton 
Urea Plant 1,841,500     Ton 
Salt Washing Plant 1,324,700     Ton 
Salt Refining Plant 606,000     Ton 
Soda Ash Plant 27,500     Ton 
Sulphuric Acid Plant 553,700     Ton 
Phosphoric Acid Plant 500,000     Ton 
Diammonium Phosphate Plant 751,800     Ton 
NPK Blending Plant 2,959,300     Ton 
Potassium Sulphate Plant   34,900   Ton 
Potassium Hydroxide Plant   52,200   Ton 
Potassium Carbonate Plant   20,200   Ton 
Magnesium Hydroxide Plant   41,600   Ton 
Magnesium Metal Plant   600   Ton 
Chlor-Alkali Plant     135,100 Ton 
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Table 3.15: Capacity expansion (Scenario 1, Case 2) 
Plant Type Year 1 Year 2 Year 3 Unit 
Industrial Grade Potash Plant 727,000 705,200   Ton 
Ammonia Plant 1,476,200     Ton 
Urea Plant 1,841,500     Ton 
Salt Washing Plant 1,324,700    216,200 Ton 
Salt Refining Plant 606,000    Ton 
Soda Ash Plant 27,500     Ton 
Sulphuric Acid Plant 553,700     Ton 
Phosphoric Acid Plant 500,000     Ton 
Diammonium Phosphate Plant 751,800     Ton 
NPK Blending Plant 2,959,300     Ton 
Potassium Sulphate Plant   34,900   Ton 
Potassium Hydroxide Plant   52,200   Ton 
Potassium Carbonate Plant   20,200   Ton 
Magnesium Hydroxide Plant   41,600   Ton 
Magnesium Metal Plant   600   Ton 
Chlor-Alkali Plant     135,100 Ton 
 
From analysing the recommended capacity expansion strategies, the first feature to 
notice is that for both cases, the capacity expansions of each plant were suggested to 
be carried out during the first three years which represent the three phases of the 
project.  Considering case 1, most of the plants were suggested to follow the timeline 
drawn up by the government. However, the industrial grade potash plant which is 
supposed to be developed in phase 1 was recommended by the proposed model to be 
built in phase 2. The suggestion was made in such a way because of the capacity 
expansion constraint imposed in this case. It is more profitable to construct the plant 
in phase 2 where demands of the industrial grade potash from both outside and inside 
the chemicals complex are at a maximum. From analysing case 2, all plants were 
recommended to be developed in the same stage as the government plan. However, 
for the industrial grade potash plant, the capacity expansion was divided into two 
phases. The first year expansion was to satisfy the demand outside the chemicals 
complex whereas the second year expansion was to provide industrial grade potash 
for other process inside the chemicals complex. A similar capacity expansion strategy 
was also advocated for the salt washing plant where industrial grade salt is required 
by the chlor-alkali plant in the third phase of the project. 
 
Another interesting area of the results is the gap between the demands and the 
suggested amounts of production. It is also worth mentioning that the suggested 
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production is always less than the demand. The differences in demands and 
productions for both cases are shown in Table 3.16 and Table 3.17. 
 
Table 3.16: The differences between demands and productions of each product    
(Case 1) 
Chemical Product Year 1 Year 2 Year 3 to  Year 25 Unit 
Fertillizer grade potash 698,200   Ton 
Industrial grade potash 72,700   Ton 
Soda Ash 451,800 451,800 451,800 Ton 
Magnesium Hydroxide 11,000 2,700 2,700 Ton 
Potassium Hydroxide 36,100   Ton 
Potassium Sulphate 18,400   Ton 
Potassium Carbonate 20,000   Ton 
Chlorine 152,300 120,300  Ton 
Magnesium  600   Ton 
Magnesia 41,600   Ton 
Sodium Hydroxide 158,000 158,000 22,900 Ton 
 
Table 3.17: The differences between demands and productions of each product    
(Case 2) 
Chemical Product Year 1 Year 2 Year 3 to  Year 25 Unit 
Fertillizer grade potash       Ton 
Industrial grade potash       Ton 
Soda Ash 451,800 451,800 451,800 Ton 
Magnesium Hydroxide 11,000 2,700  2,700 Ton 
Potassium Hydroxide 36,100     Ton 
Potassium Sulphate 18,400     Ton 
Potassium Carbonate 20,000     Ton 
Chlorine 152,300 120,300   Ton 
Magnesium  600     Ton 
Magnesia 41,600     Ton 
Sodium Hydroxide 158,000 158,000 22,900 Ton 
 
The reason that the demands were not met came from two sources. The first reason 
was because of the project timeline. The second reason was because of the schematics 
for some of the plants, as they might produce more than one product. For example, the 
soda ash plant produces both soda ash and ammonium chloride. The magnesium 
hydroxide plant produces both magnesia and magnesium hydroxide. Finally, the 
chlor-alkali plant produces both chlorine and sodium hydroxide. The production ratios 
between the two products of each of the three plants are fixed. Therefore, demand of 
only one of the products can be fully satisfied per plant and hence the results.  
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The final area of interest is the financial side of the project. The results show that for 
both cases, all chemical process plants were proven by the model to be financially 
attractive based on the assumptions that the chemicals complex will be run for 10 
years and the raw materials required are available throughout the planning horizon. 
The financial details for the two cases are given in Table 3.18. 
 
Table 3.18: The financial details for suggested network of case 1 and case 2 in 
scenario 1 
Financial Detail ($) Scenario 1 Case 1 
Scenario 1 
Case 2 
Revenue 10,529,500,000 10,621,400,000 
Investment Cost 2,295,921,000 2,301,596,000 
Fixed Cost 203,230,700 203,606,000 
Variable Cost 4,734,623,000 4,742,989,000 
Total Profit 3,295,694,000 3,373,177,000 
 
3.8.2  Scenario 2 
 
The second scenario considered the case where no timeline has been set by the 
government. The suggested capacity expansion strategy is shown in Table 3.19. 
 
Table 3.19: Capacity expansion (Scenario 2) 
Plant Type Year 1 Unit 
Industrial Grade Potash Plant  1,432,200 Ton 
Ammonia Plant 1,476,200 Ton 
Urea Plant 1,841,500 Ton 
Salt Washing Plant 1,540,900 Ton 
Salt Refining Plant 606,000 Ton 
Soda Ash Plant 27,500 Ton 
Sulphuric Acid Plant 553,700 Ton 
Phosphoric Acid Plant 500,000 Ton 
Diammonium Phosphate Plant 751,800 Ton 
NPK Blending Plant 2,959,300 Ton 
Potassium Sulphate Plant 34,900 Ton 
Potassium Hydroxide Plant 52,200 Ton 
Potassium Carbonate Plant 20,200 Ton 
Magnesium Hydroxide Plant 41,600 Ton 
Magnesium Metal Plant 600 Ton 
Chlor-Alkali Plant   135,100 Ton 
The proposed optimal capacity expansion strategy is similar to the previous scenario. 
As most assumptions for scenario 2 and 1 are the same, together with the result that 
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all plants were proven to be financially viable in the previous scenario, it is not 
surprising that all plants were suggested to be developed since year 1 in this scenario. 
Also, as a result of earlier development plans for some chemical process plants when 
compared to scenario 1, the total profit for the suggested network for scenario 2 was 
higher than the previous scenario. The project financial details are given in Table 
3.20. 
 
Table 3.20: The financial details of suggested network for scenario 2 
Financial Detail ($) Scenario 2 
Revenue 10,313,700,000 
Investment Cost 2,301,596,000 
Fixed Cost 210,509,000 
Variable Cost 4,293,335,000 
Total Profit 3,508,210,000 
 
Moreover, to illustrate the supply chain between chemical plants inside the chemicals 
complex, the amount of chemical products being fed back into other processes and the 
imported raw materials required for scenario 2 are presented in Table 3.21 and Table 
3.22 respectively. 
 
Table 3.21: The amount of feedback chemicals  
Chemical Product Year 1 Year 2 to Year 6 
Year 7 to 
Year 10 Unit 
Ammonia 1,216,700 1,216,700 1,216,700 Ton 
Sulphuric Acid 553,700 553,700 553,700 Ton 
Phosphoric Acid 500,000 500,000 500,000 Ton 
Urea 769,400 769,400 769,400 Ton 
Potassium Hydroxide 16,100 16,100 16,100 Ton 
Potassium Sulphate 16,600 16,600 16,600 Ton 
Potassium Carbonate 200 200 200 Ton 
Fertilizer Grade Potash 1,018,100 733,900 733,900 Ton 
Industrial Grade Potash 70,500 70,500 70,500 Ton 
Hydrogen 1,200 1,200 1,200 Ton 
Hydrochloric Acid 2,900 2,900 2,900 Ton 
Industrial Grade Salt 870,600 870,600 870,600 Ton 
Refined Salt 32,100 32,100 32,100 Ton 
Carbondioxide 9,061,800 9,061,800 9,061,800 Ton 
Diammonium Phosphate 739,200 739,200 435,100 Ton 
Trisodium Phosphate 428,500 428,500 428,500 Ton 
Low Pressure Steam 92,500 92,500 92,500 Ton 
Medium Pressure Steam 2,252,300 2,252,300 2,252,300 Ton 
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Table 3.22: The amount of imported raw material required  
Raw Material Year 1 Year 2 to Year 6 
Year 7 to 
Year 10 Unit 
Sulphuric Acid 957,500 957,500 957,500 Ton 
Fertilizer Grade Potash 0 284,200  284,200 Ton 
Diammonium Phosphate 0 0 304,000 Ton 
Sodium Hydroxide 4,100 4,100 4,100 Ton 
Carbondioxide 1,342,600 1,342,600 1,342,600 Ton 
Fertilizer 284,200 284,200 284,200 Ton 
Natural Gas 44,877,200 44,877,200 44,877,200 MM Btu 
Sulphur 191,600 191,600 191,600 Ton 
Phosphate Rock 1,704,500 1,704,500 1,704,500 Ton 
Raw Salt 1,741,200 1,741,200 1,741,200 Ton 
Lime 138,400 138,400 138,400 Ton 
Magnesium Chloride 399,800 399,800 399,800 Ton 
Carnallite 15,900 15,900 15,900 Ton 
Urea Formaldehyde 13,800 13,800 13,800 Ton 
Defoamer 900 900 900 Ton 
Lime Milk 200 200 200 Ton 
Sodium Sulphate 200 200 200 Ton 
Sodium Chloride 200 200 200 Ton 
Calcium Fluoride 10 10 10 Ton 
Oleum 3 3 3 Ton 
Flux 16 16 16 Ton 
Sodium Sulphite 134 134 134 Ton 
Sodium Carbonate 1,200 1,200 1,200 Ton 
Flocculant 8 8 8 Ton 
Electricity 885,337,200 885,337,200 885,337,200 kWh 
Fuel 1,697,100 1,697,100 1,697,100 MM Btu 
Cooling Water 587,668,000 587,668,000 587,668,000 Cubic metre (m3) 
Demineralised Water 2,833,200 2,833,200 2,833,200 Cubic metre (m3) 
Process Water 24,784,900 24,784,900 24,784,900 Cubic metre (m3) 
Nitrogen 219,700 219,700 219,700 Normal cubic metre 
LP Steam 2,297,700 2,297,700 2,297,700 Ton 
MP Steam 0 0 0 Ton 
 
Even though, the suggested capacities of each chemical plant were constant 
throughout the planning horizon, the amount of imported raw materials required and 
the amount products being fed back into other processes between each period can be 
different as shown in the case of diammonium phosphate in Table 3.21. This was 
because the revenue from selling was comparable to the cost of producing the 
chemical. The different configurations in each time period still lead to same amount 
of profit.   
  
Other interesting results are the suggested amount of imported sulphuric acid and the 
recommended capacity of sulphuric acid plant to be developed. The model chose to 
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import some of the chemical rather than investing in sulphuric acid plant to supply the 
full amount required by phosphoric acid plant and other plants in the chemical 
complex.  
 
3.8.3  Scenario 3 
 
The third scenario was formed to investigate the effect of reducing the duration of the 
planning horizon. It is interesting to see whether all the chemical plants are still 
financially attractive if the plants were to be operated for a shorter period of time as 
shown in Figure 3.2. The suggested capacity planning for this scenario is shown in 
Table 3.23. 
 
Table 3.23: Capacity expansion (Scenario 3) 
Plant Type (Ton) Case 1 (5 years) 
Case 2 
(6 years) 
Case 3 
(7 years) 
Case 4 
(8 years) 
Case 5 
(9 years) 
Industrial Grade Potash Plant 0  1,432,200  1,432,200  1,432,200  1,432,200 
Ammonia Plant 688,700 1,476,200 1,476,200 1,476,200 1,476,200 
Urea Plant 1,841,500 1,841,500 1,841,500 1,841,500 1,841,500 
Salt Washing Plant 670,300 1,324,700 1,540,900 1,540,900 1,540,900 
Salt Refining Plant 0 606,000 606,000 606,000 606,000 
Soda Ash Plant 27,500 27,500 27,500 27,500 27,500 
Sulphuric Acid Plant 1,490,600 553,700 553,700 553,700 553,700 
Phosphoric Acid Plant 500,000 500,000 500,000 500,000 500,000 
Diammonium Phosphate Plant 751,800 751,800 751,800 751,800 751,800 
NPK Blending Plant 2,959,300 2,959,300 2,959,300 2,959,300 2,959,300 
Potassium Sulphate Plant 0 0 35,000 34,900 34,900 
Potassium Hydroxide Plant 52,200 52,200 52,200 52,200 52,200 
Potassium Carbonate Plant 20,200 20,200 20,200 20,200 20,200 
Magnesium Hydroxide Plant 41,600 41,600 41,600 41,600 41,600 
Magnesium Metal Plant 52 52 0 600 600 
Chlor-Alkali Plant 0 0   135,100   135,100   135,100 
 
The results show that, when the time period was more than 8 years then the capacity 
planning strategy is exactly the same as the previous scenario. However, 4 out of 16 
plants were not advised to be invested in when the time period was reduced to 5 years.  
Those four plants were industrial grade potash plant, salt refining plant, potassium 
sulphate plant and chlor-alkali plant. Instead of investing in the chemical plants, the 
chemical products from those plants were decided to be imported to satisfy the 
demands from other processes in the chemicals complex.  
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The financial details for suggested capacity planning with different length of planning 
horizon are presented in Figure 3.2. The figure shows that all five cases are financially 
attractive when the suggested capacity expansions are as shown in Table 3.23. 
Moreover, the longer the duration of the planning horizon, the higher of the total 
project.  
 
 
Figure 3.2: The financial details of suggested networks with different cases of 
planning horizon 
 
3.8.4  Scenario 4 
 
As in the real-world, the demands vary according to many factors. The final scenario 
examines the effect of variation in demands of each product throughout the planning 
horizon to the recommendation of capacity planning strategy from the proposed 
model. The capacity expansion strategy for this scenario is shown in Table 3.24. 
 
The suggested capacity expansions for each chemical plant reflect the increased in 
demands in the sixth and the eleventh years. Most of the recommended capacities for 
each plant in the first year were the same as in scenario 2. However, the differences 
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appeared in the capacities of sulphuric acid, phosphoric acid and diammonium 
phosphate plants. The suggested capacities for the three plants were significantly 
higher than scenario 2. Instead of importing some of the diammonium phosphate to 
produce NPK, the higher capacities of three plants were suggested. This was due to 
the fact that the planning horizon was extended to 25 years which reduces the average 
costs of producing the three chemicals and therefore the three plants became more 
financially attractive. The financial details for the suggested capacity planning for this 
scenario are presented in Table 3.25. 
 
Table 3.24: Capacity expansion (Scenario 4) 
Plant Types (Ton) Year 1 Year 6 Year 11 
Industrial Grade Potash Plant 1,432,200 716,100 716,100 
Ammonia Plant 1,544,900 772,400 772,400 
Urea Plant 1,841,500 920,700 920,700 
Salt Washing Plant 1,540,900 770,400 770,400 
Salt Refining Plant 606,000 303,000 303,000 
Soda Ash Plant 27,500 13,700 13,700 
Sulphuric Acid Plant 2,113,000 1,056,500 1,056,500 
Phosphoric Acid Plant 702,200 351,100 351,100 
Diammonium Phosphate Plant 1,055,800 527,900 527,900 
NPK Blending Plant 2,959,300 1,479,600 1,479,600 
Potassium Sulphate Plant 34,900 17,500 17,500 
Potassium Hydroxide Plant 52,200 26,100 26,100 
Potassium Carbonate Plant 20,200 10,100 10,100 
Magnesium Hydroxide Plant 41,600 20,800 20,800 
Magnesium Metal Plant 600 300 300 
Chlor-Alkali Plant 135,100 67,600 67,600 
 
Table 3.25: The financial details of suggested network for scenario 4 
Financial Data ($) Scenario 4 
Revenue 45,722,700,000 
Investment Cost 5,100,741,000 
Fixed Cost 997,097,000 
Variable Cost 19,162,400,000 
Total Profit 20,462,462,000 
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3.9 Concluding Remarks 
 
The aims of the work in this chapter were to develop a mathematical optimisation 
model that can assist capacity expansion decisions for a chemicals complex, recognise 
and collect the data necessitate advancing such model, and using the developed model 
to investigate different strategies for capacity expansion of the chemicals complex at 
Bamnet Narong, Thailand. 
 
Based on model assumptions, the model developed was able to establish the optimal 
configurations of the future capacity of chemical process plants inside the chemicals 
complex before the actual development of the project to obtain the highest profit that 
meets the demands throughout the planning horizon. 
 
The model takes into account 16 different types of chemical process plants which are 
capable of producing 18 main chemical products and 10 by-products. The utilities 
such as electricity, water, steam required in the chemicals production processes were 
also modelled. The model also utilise the flow of imported raw materials and products 
produced inside the chemical complex. The chemical products can either act as input 
to other processes or can be sold to meet the demands. The objective of the proposed 
model was to maximise the total profit from investing in the chemicals complex 
throughout the planning horizon. 
 
Four scenarios have been created to examine the proposed model. The first scenario 
investigated the concept of dividing the timeline into three phases. The second 
scenario removed the time constraint imposed in the first scenario. The third scenario 
tested the effect of varying the duration of the planning horizon of the chemicals 
complex. The fourth scenario observed the effect of demand variations throughout the 
planning horizon. It can be summarised that all the proposed chemical process plants 
to be develop in the chemicals complex planning at Bamnet Narong, Thailand are 
financially viable when the planning horizon is more than 8 years and the raw 
materials required are available to obtain with assumed costs. All plants were 
suggested to be built and operated in the first phase to obtain maximum profit. The 
  Chapter 3 Deterministic Model  - 103 - 
proposed model is demand-driven and sensitive to costs, amount of available raw 
materials and also duration of planning horizon. 
 
In this chapter, the multi-period deterministic model was developed with the main 
assumption that the demands for each chemical product were known before hand or in 
another word the modeller has the perfect foresight of the future demands. However, 
there are many factors that could affect the value of the demands. Therefore, the next 
chapter will capture the nature of demand uncertainty in the model by investigating a 
stochastic programming approach. 
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Chapter 4 
 
 
Stochastic Optimisation Model under Demand 
Uncertainty 
 
 
 
 
 
4.1 Introduction 
 
The previous optimisation based approach for the inorganic chemical complex at 
Bamnet Narong has been modelled using a deterministic scenario analysis. However, 
the created model assumed that all parameters are predefined and hence the 
deterministic nature of the model. This assumption is usually not realistic due to the 
presence of numerous sources of technical and commercial uncertainty in the supply 
chain operation. Critical parameters such as customer demand, prices and resource 
capacities are quite uncertain. In this chapter, the deterministic optimisation model 
developed and described in the previous chapter has been reformulated to deal with 
the uncertainty in demand using a scenario-based multistage stochastic programming 
with recourse approach. The resultant stochastic optimisation model is applied to the 
integrated inorganic chemicals complex at Bamnet Narong, Thailand. The stochastic 
programming approach and a stochastic demand forecasting method are described in 
the next section. 
 
4.1.1 Solution Approaches to deal with Optimisation under 
Uncertainty 
 
Concerning the solution approaches available in the literature to deal with 
optimisation under uncertainty, which addresses problems such as supply chain 
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modelling where a sequence of decisions must be computed under an uncertain 
environment, one can find two major approaches, namely scenario-based approach 
and probabilistic approach (distribution-based approach) 
 
In the former approach, uncertainty is described by a number of discrete scenarios of 
the stochastic quantities capturing how the uncertainty might play out in the future. 
Scenarios are generated from each distinct realisation of all uncertain parameters. 
Each scenario is associated with a probability level representing the decision maker’s 
expectation of the occurrence of a particular scenario. Moreover, each scenario can be 
viewed as a quantitative description of plausible future events. The objective of this 
approach is to find robust solutions, which perform well under all scenarios. The 
scenario-based approach avoids the problem of multivariate integration when the 
random variables follow multidimensional continuous distributions. This is achieved 
by generating a finite set of scenarios to represent the probability space. With the 
scenarios or scenario tree specified, the stochastic program becomes a deterministic 
equivalent program (Sahinidis, 2004). A popular example of the scenario-based 
approach is multistage stochastic programming with recourse, which will be the 
optimisation-based approach for this research. The approach is described in more 
detail in the next section. 
 
The probabilistic approach captures the stochastic aspect of the problem by treating 
one or more parameters as random variables with a known probability distribution. In 
this approach, the demand is modelled though a normal distribution with a specified 
mean standard deviation. This approach is normally used with cases where a natural 
set of discrete scenarios cannot be identified and only a continuous range of potential 
futures can be predicted. However, the main problem of this approach is the difficulty 
to determine a probability distribution to describe the stochastic parameters, which 
requires a huge amount of data that is almost never available. In this case “experts” 
will have to create the probability distribution using their experience and professional 
judgement (Sahinidis 2004). 
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4.1.2  Multistage Stochastic Programming with Recourse 
 
Multistage stochastic programming deals with problems that involve a sequence of 
decisions reacting to outcomes that evolve over time. At each stage, one makes 
decisions based on currently available information, that is, past observations and 
decisions, prior to the realisations of future events.  
 
The key observation is that prior to the resolution time, the decision maker (and hence 
the model) does not know the eventual values of the random parameters, but still has 
to take decisions. On the contrary, after resolution, the decision maker knows with 
certainty the outcome of some event(s) and his decisions will be different depending of 
which outcome has occurred (Birge and Louveaux, 1997). The multistage stochastic 
programming approach has been extensively applied to solve tactical/strategic supply 
chain management (SCM) problems. 
 
Figure 4.1: The stochastic scenario tree representing product demand during each time 
period 
 
Period 1 Period 3Period 2
Product
Demand
Time
Stage 1 Stage 3Stage 2
P(1)
P(2)
P(3)
S(9)
S(8)
S(6)
S(1)
S(2)
S(4)
S(7)
S(5) S(3)
P(a) Probability
S(n) Scenario
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As mentioned above, the stochastic model described in this chapter uses a scenario-
based multistage stochastic programming with recourse approach; the structure of the 
model can then be expressed as a scenario tree which is shown in Figure 4.1 
 
As illustrated in the scenario tree, the planning horizon for the stochastic model is 
partitioned into three time periods. The starting points of each time period can be 
thought of as nodes of the scenario tree. A path linking between nodes of different 
time periods can be thought of as a leaf of the scenario tree. Then a path from the 
node of the first time period to the leaf node of the last time period is considered a 
scenario. A scenario tree with three time periods will generate a total of nine 
distinctive scenarios.  
 
To complete the structure of the scenario tree, each distinct scenario was assigned a 
predicted demand and associated probability of occurring. Rooted on the two 
measures the integrated chemical complex capacity expansion networks of the nine 
scenarios were determined using the mathematical formulation explained in section 
4.2. The stochastic demand forecasting method is described in detail in the next 
section. 
 
4.1.3  Stochastic Demand Forecasting Method 
 
In the previous deterministic model, the demands for each product were assumed to 
be known. In each time period of the deterministic model, there is only one demand 
scenario for each product. However, in this chapter, as the proposed model will 
become a three-stage stochastic optimisation model, the stochastic behaviour of the 
demand is structured as a scenario tree based on the scenario tree with three time 
periods presented in Figure 4.2  
 
The stochastic product demands of the first time period are the same for all scenarios 
as the deterministic behaviour is assumed (i.e. demands are assured to be known in 
the near term). Due to the stochastic nature of the problem, in the second period, the 
nine scenarios were grouped into three sets, each with three scenarios. The scenarios 
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within each set have the same product demand. Moreover, each set represents three 
demand paths known as: low growth, steady growth and high growth. 
 
Finally, for the third time period, the nine scenarios were given demand values related 
to the previous demand paths in the second time period where the low, steady and 
high growth rates were further applied. For the stochastic model described in this 
chapter, the value of demands for each scenario is predicted using the formulas shown 
in Figure 4.2 where, D0 is the latest known demand at the beginning of the first 
period. 
 
 
Figure 4.2: The scenario tree for the future demand for each time period of each 
scenario deriving from bootstrap method. 
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4.1.4  Solution 
 
General multistage stochastic programming problems of the type described above can 
be solved by standard deterministic algorithms by solving the deterministic equivalent 
of the stochastic model. This is the most straightforward approach, which may be 
applied to all problem instances. However, the resulting deterministic problem may 
become very large and thus difficult to solve, especially if integer variables are 
introduced, but also in the case of linear models with a large number of stochastic 
scenarios. 
 
A general multi-period, multi-stage stochastic program with recourse is given below 
(Kanudia, Loulou, 1998): 
 
 Minimise 
 
 
 

Tt tKk
tktktk PXCZ
)(
 
 subject to 
 
),(, tKkTtbXA tktktk 
 
 
 KkeXD ktkk   
where 
 
  t   = time period 
  T   =  set of time periods 
  k   = scenario index 
  )(tK   = set of scenario indices for time period t 
  tkX   = vector of decision variables in period t, under  
scenario k 
  tkC   = cost vector 
  tkP   = event probabilities 
  tkA   = coefficient matrix in time period t, under 
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scenario k (single period constraints) 
  tkb   = right-hand side vector in time period t, under 
scenario k (single period constraints) 
  kD   = coefficient matrix under scenario k (multi period  
     constraints) 
  ke   = right-hand side vector under scenario k (multi 
period constraints) 
  K   = set of scenario indices in the last period 
 
4.2 Mathematical Formulation 
 
The formulation presented in Section 4.1 is modified to account for the multiple 
scenarios that are used to capture uncertainty. The modification will affect all decision 
variables, including continuous, integer and binary variables. Therefore, all of these 
variables will be augmented by the demand scenario index k as shown in Figure 4.2. 
This addition will also take place for any mathematical constraints and objective 
function terms containing these variables.  
 
4.2.1  Notation 
 
The notation to be used is summarised below for ease of future reference. 
 
Indices 
 
i  = Chemical Process 
s  = State of material 
k  = scenario index 
t  = Time (years) 
1  = Phase I 
2  = Phase II 
3  = Phase III 
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Sets 
 
iS  = Set of material that interact with process i 
1H   =  Set of processes i that are in phase I 
2H   =  Set of processes i that are in phase II 
3H   =  Set of processes i that are in phase III 
aH   =  Set of processes i that are in all phases 
K   = Set of scenario indices  
T  = Set of time periods 
 
Parameters 
 
stkD   =  Demand of product s in year t in scenario k 
itkCostIV   =  The investment cost for newly-built capacity i in time period t  
and scenario k 
itkCostOM  =  The operation and maintenance costs of process i in time period  
t and scenario k 
stkCostR  =  The cost of resource s in time period t and scenario k  
out
si   =  Proportion of output product s in task i  iSs  
  
in
si   =  Proportion of input product s in task i  iSs  
skV   =  Value of s in scenario k 
max
itkC   =  Maximum capacity of process (task) i in scenario k and period t 
max
itkE   =  Maximum capacity expansion of process (task) i in scenario k  
and period t 
kProb   = Event probabilities for scenario k 
smain    = Main product s (equal to 1 for main product, 0 otherwise) 
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Binary Variables 
 
ikactE   = 1 if chemical process i is established in scenario k,  
0 otherwise 
year
itkactE  = 1 if chemical process i is established in year t and scenario k,  
0 otherwise 
  
Continuous Variables 
 
eNPV   = expected net present value of the project 
kNPV   = net present value of the project in scenario k 
itkC   =  Capacity of task i in year t and scenario k 
stkP   = Total production of product s at the end of year t in scenario k 
stkU   = Total usage of raw material s at the end of year t in scenario k 
stknetP   = Net production of product s at the end of year t in scenario k 
main
stknetP   = Net production of main product s at the end of  
year t in scenario k 
by
stknetP   = Net production per consumption of main product s at the end of  
year t in scenario k 
stkinR   = Amount of raw material s that is required at the end of your t in  
scenario k 
feedback
stkR  = Amount of main product s that act as input to another process i  
at the end of year t in scenario k 
input
stkR   = Amount of external raw material s required by the model at the 
end of year t in scenario k 
itkE   =  Expansion of task i in year t in scenario k 
main
stkI   = Inventory of main product s at end of year t in scenario k 
by
stkI   = Inventory of main product s at end of year t in scenario k 
stkS   = Sales of main product s at end of year t in scenario k 
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stkgap   = Different between the demand and net production of main  
product s at the end of year t in scenario k 
 
4.2.2  Objective Function 
 
Instead of having the NPV as the objective function in the same way as the previous 
deterministic model, the expected net present value (eNPV) is the objective function 
for this model. 
 
The eNPV can be expressed as the sum of values of each product, less the sum of 
investment costs, the sum of O&M costs and the sum of raw material costs of each 
process in the chemicals complex over the entire time horizon for each scenario k, 
multiplied by the probabilities event tree ( kProb ).  The objective function is given in 
the form: 
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where 
 eNPV   is the expected net present value of the project 
itkCostIV   is the investment cost for newly-built capacity i in period t 
 itkCostOM  is the operation and maintenance costs of process i in  
scenario k and period t 
 stkCostR  is the cost of domestic resource s in scenario k and period t 
 kProb   is the probabilities of the event tree 
 
which is to be maximised subject to a set of constraints.  
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The sum of values of each product over the entire time horizon for each scenario k can 
be described by parameter skV  and variable 
main
stknetP . The parameter defines the value 
of product s in scenario k.  The variable defines the net production per consumption of 
state s at end of year t in scenario k. The sum of product values is given by: 
 
Product values  =  
s
main
stksk netPV   iSsKkTt  ,,            (4.2) 
 
The annualised investment costs, O&M costs and raw materials costs for all processes 
are giving by: 
 
Investment costs  = 
i
itkitk ECostIV  aHiKkTt  ,,              (4.3) 
O&M costs   = 
i
itkitk CCostOM  aHiKkTt  ,,            (4.4) 
Raw materials costs  = 
s
stkstk inRCostR  iSsKkTt  ,,            (4.5) 
 
For simplicity, the above objective function can be represented as the sum of the 
product of the net present value ( tkNPV ) and the probabilities event tree ( kProb ) of 
all time periods for all scenarios, which is equal to the eNPV  of the project: 
 
Maximise  
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4.2.3  Balance Equations 
 
Capacity and expansion  
 
The balance equation for the capacity of process in year t at scenario k ( itkC ) can be 
expressed as the previous year’s capacity of process i plus an expansion of process i in 
time t in scenario k ( itkE ) which is given by: 
 
itkktiitk ECC   ,1,   aHiKkTt  ,,             (4.7) 
 
Inventory  
 
The balance equation of the inventory of product s at end of year t in scenario k 
( mainstkI ) can be expressed as the previous years closing inventory of product s plus the 
net production over time t in scenario k ( mainstknetP ) less by the sales of product s of 
year t in scenario k ( stkS ) , which is given by: 
 
stk
main
stk
main
kts
main
stk SnetPII   ,1,   iSsKkTt  ,,            (4.8) 
 
As the above equation represents the inventory of main products, the equation below 
represents the inventory of by-products. 
 
by
stk
by
kts
by
stk netPII   ,1,    iSsKkTt  ,,            (4.9) 
 
Production variable 
 
The amount of production of product s from process i at time t is proportional to the 
parameter outsi  which represents the proportion of state s for process i. The proportion 
out
si determines the state of output products of process i.  
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The production of product s at the end of year t of scenario k ( stkP ) can be expressed 
as the sum of parameter outsi  multiplied by itkC . The variable is given by: 
 
 
i
itk
out
sistk CP    SsHiKkTt a  ,,,          (4.10) 
 
The usage of raw material s at the end of year t of scenario k ( stkU ) can be expressed 
as the sum of parameter insi  multiplied by itkC , where 
in
si  is the state of input products 
of process i. The variable is given by: 
  
 
i
itk
in
sistk CU    SsHiKkTt a  ,,,          (4.11) 
 
In this model, one of the assumptions states that an output product from process i can 
also be used as an input for another process i. The following equations represent the 
relationship mentioned above: 
 
 feedbackstkstkstk RnetPP    iSsKkTt  ,,              (4.12) 
 
 feedbackstk
input
stkstk RRU    iSsKkTt  ,,           (4.13) 
 
 
An output product from process i that acts as an input to another process i at time 
period t of scenario k is defined as feedbackstkR . The variable stknetP  defines the net 
production of product s (excluding feedbackstkR ) at time period t of scenario k. The last 
unknown variable in the equation above is inputstkR , which is the amount of external raw 
material(s).  
 
The two equations can be combined as:  
 
input
stkstkstkstk RUPnetP    iSsKkTt  ,,          (4.14) 
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The set Si is defined to include both main products, which are the ones with high 
demands, along with by-products, which are products that are assumed to have zero 
demand in this model. For the purpose of clarity in modelling, the main product s at 
time period t of scenario k is defined as mainstknetP  The by-product s at time period t of 
scenario k is defined as bystknetP  . The two variables are expressed as follow: 
 
  sstk
main
stk mainnetPnetP    iSsKkTt  ,,          (4.15) 
 
 mainstkstk
by
stk netPnetPnetP    iSsKkTt  ,,          (4.16) 
 
where smain  is a parameter with value 1 for main product s  and 0 otherwise. 
 
 
4.2.4  Constraints 
  
Demand Constraints 
 
In order to make sure that the model produces an optimal solution, the demand 
constraints are generated for each energy demand category and for each period. These 
relations ensure that the production of each product over the entire time horizon must 
be less than or equal to the demand of that product that is exogenously determined.  
 
The constraint can be described by the sales of product s at the end of year t of 
scenario k which is represented by stkS and the forecasted demand of product at state s 
at the end of year t of scenario k which is represented by stkD  . The demand constraint 
is given by:  
 
stkstk DS      iSsKkTt  ,,          (4.17) 
 
The difference between the demand and the net production is given by 
 
stkstkstk SDgap     iSsKkTt  ,,              (4.18) 
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where 
stkgap  is the difference between the demand and the net production of product 
s at time period t of scenario k 
 
Capacity Constraints 
 
The capacity constraints can be described by variable itkE  and parameter 
max
itkE , 
which represents the maximum expansion in capacity of process i at time period t for 
scenario k. The constraint is given in the form: 
 
max
itkitk EE       aHiKkTt  ,,          (4.19) 
 
The following equations justify the establishment of a capacity expansion of process i 
in scenario k. The binary variable ikactE which stands for an active process i in 
scenario k, becomes 1 when a capacity expansion of process i is greater than 0, and 0 
otherwise. 
 
 0 ik
t
itk actEbigME   aHiKkTt  ,,          (4.20) 
 0 ik
t
itk actEsmallmE   aHiKkTt  ,,          (4.21) 
 
The establishment of a capacity expansion of process i at time period t during scenario 
k ( ikactE ) can also be expressed as: 
 
 0 yearitkitk actEbigME   aHiKkTt  ,,                (4.22) 
 0 yearitkitk actEsmallmE   aHiKkTt  ,,          (4.23) 
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Non-anticipativity Constraints 
  
The non-anticipativity principle, which was introduced initially by Wets (1975), states 
that if a set of scenarios has the same available information up to time period t then 
the values of the variables corresponding to these scenarios are identical up to that 
time period. Since the demand trajectory for the first time period is assumed to be 
deterministic, the non-anticipativity principle will lead to one discrete scenario. The 
decision variables associated with this discrete scenario will be similar up to the end 
of first time period.  
 
The following constraint guarantees this condition: 
 
9:,)1(11   kkoAA ktokot              (4.22) 
 
where A is any decision variable presented in the model. The index o denotes other 
indices incorporated in a particular variable such as s and i. Obviously, the indices 
which appear will depend on the variable. The index t1 represents the first time period.  
 
The demand uncertainty encountered in the second time period is represented by nine 
scenarios which are “lumped” together forming three different sets of scenarios. The 
decision variables involved in each of the three lumped scenarios are identical up to 
that time period. 
 
The similarity in these scenarios is ensured via the following nonanticipative 
constraints: 
 
 3:,)1(22   kkoAA ktokot              (4.23) 
 63:,)1(22   kkoAA ktokot              (4.24) 
 96:,)1(22   kkoAA ktokot              (4.25) 
 
In the last time period, there will be a unique set of variables for each of the nine 
scenarios. These sets of variables will yield nine different network configurations. 
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4.3 Case Study Revisited 
 
In this chapter, the stochastic programming approach is applied to the mathematical 
formulation of the previous deterministic model to develop a stochastic optimisation 
model under demand uncertainty for the integrated inorganic chemical complex at 
Bamnet Narong, Thailand.  The input data required is similar to the previous 
deterministic model.  However, additional data related to the stochastic demand are 
introduced and presented in the next section. 
 
4.3.1  Input Data 
 
The model data related to raw materials and production plants has already been 
presented in the previous chapters. In this section, only the new data required for 
formulating the stochastic demand for the stochastic model will be presented. 
 
Stochastic Demand 
 
In this chapter, the planning horizon used in the deterministic model is divided into 
three time periods. The three time periods correspond to the scenario tree for future 
demand described in section 4.1. For this stochastic model, the first time period only 
consists of 3 years, where the second time period contains 7 years and the last third 
time period composed of 15 years. The total planning horizon for the chemicals 
complex at Bamnet  Narong, Thailand comes to 25 years, starting from the year 2008 
and ending with the year 2032. The planning horizon is shown in Table 4.1. 
 
Table 4.1: Planning horizon 
Time period t Year 
t1 2008 – 2010 
t2 2011 – 2017 
t3 2018 – 2032 
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As explained earlier in section 4.1 by dividing the planning horizon into three time 
periods, nine scenarios will be generated as an outcome. The formula for predicting 
the future demand for each path of the scenario tree is described in detail below.  
 
The future demand of product s during year t at scenario k ( stkD ) can be simply 
described as the rate of increase of demand of scenario k during time period t (Rhotk) 
multiplied by the latest known demand at the beginning of the first time period (D0).  
Rhotk is the percentage increase in demand of scenario k during time period t (tk) plus 
1. The formulas for calculating future demand for each scenario during each time 
period are shown in Table 4.2. 
  
Table 4.2: The future demand and the percentage increase (tk) for each scenario at 
time period t 
Time Period t 
(Year) 
Scenario k tk Rhotk stkD  
t1 (2008 – 2010) 1 to 9 5% 1.05 D0 ּ 1.05 
t2 (2011 – 2017) 1 to 3 15% 1.15 D0 ּ 1.15 
t2 (2011 – 2017) 4 to 6 20% 1.20 D0 ּ 1.20 
t2 (2011 – 2017) 7 to 9 25% 1.25 D0 ּ 1.25 
t3 (2018 – 2032) 1 30% 1.30 D0 ּ 1.30 
t3 (2018 – 2032) 2 40% 1.40 D0 ּ 1.40 
t3 (2018 – 2032) 3 50% 1.50 D0 ּ 1.50 
t3 (2018 – 2032) 4 40% 1.40 D0 ּ 1.40 
t3 (2018 – 2032) 5 50% 1.50 D0 ּ 1.50 
t3 (2018 – 2032) 6 60% 1.60 D0 ּ 1.60 
t3 (2018 – 2032) 7 50% 1.50 D0 ּ 1.50 
t3 (2018 – 2032) 8 60% 1.60 D0 ּ 1.60 
t3 (2018 – 2032) 9 70% 1.70 D0 ּ 1.70 
 
Table 4.3: The probabilities of occurrence of each scenario 
Scenario k  
k1 k2 k3 k4 k5 k6 k7 k8 k9 
Probability (%) 6.25 12.50 6.25 12.50 25.00 12.50 6.25 12.50  6.25 
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Moreover, the changes in the percentage increase in demand of each product were 
derived from an assumption that for a steady growth case, the changes in percentage 
increase in demand for the three time periods were 5%, 20% and 50% respectively. 
The changes in percentage increase in demand for the nine scenarios during each time 
period are shown in Table 4.2. As mentioned earlier in this chapter, the two measures 
required to build the scenario tree were the demand for each branch of the scenario 
tree and also the probability of occurrence of each distinctive scenario. The 
probabilities are assumed to be known and are presented in Table 4.3. The demand 
data of each scenario during each time period for each chemical product from the 
chemicals complex at Bamnet Narong, Thailand are shown in Table 4.4 and Table 
4.5. 
 
Table 4.4: The demand of each product for all scenarios during the first and second 
time period (Ton/Year) 
Time period t 
t1 t2 
Scenario k 
Product s 
k1-k9 k1-k3 k4-k6 k7-k9 
Ammonia 272,500 298,500 311,500 324,500 
Ammonium Chloride 28,800 31,600 33,000 34,300 
Chlorine 159,900 175,100 182,700 190,300 
DAP 332,400 364,100 380,000 395,800 
Fertilizer Grade Potash 733,100 803,000 837,900 872,800 
Industrial Grade Potash 76,300 83,600 87,200 90,900 
Magnesia 43,700 47,900 50,000 52,100 
Magnesium 600 700 700 700 
Magnesium Hydroxide 11,600 12,700 13,200 13,800 
NPK 3,107,200 3,403,100 3,551,100 3,699,100 
Potassium Carbonate 21,000 23,000 24,000 25,000 
Potassium Hydroxide 37,900 41,500 43,300 45,100 
Potassium Sulphate 19,300 21,100 22,000 23,000 
Rock Salt 602,500 659,900 688,600 717,300 
Sea Salt 703,800 770,800 804,300 837,800 
Soda Ash 503,300 551,200 575,200 599,100 
Sodium Hydroxide 165,900 181,700 190,000 197500 
Urea 1,125,700 1,232,900 1,286,500 1,340,100 
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Table 4.5: The demand of each product for all scenarios during the third time period 
Scenario k  
Product s (Ton) k1 k2 k3 k4 k5 k6 k7 k8 k9 
Ammonia 337,400 363,400 389,400 363,400 389,400 415,300 389,400 415,300 441,300 
Ammonium Chloride 35,700 38,400 41,200 38,400 41,200 43,900 41,200 43,900 46,700 
Chlorine 197,900 213,200 228,400 213,200 228,400 243,600 228,400 243,600 258,800 
DAP 411,600 443,200 474,900 443,200 474,900 506,600 474,900 506,600 538,200 
Fertilizer Grade Potash 907,700 977,500 1,047,400 977,500 1,047,400 1,117,200 1,047,400 1,117,200 1,187,000 
Industrial Grade Potash 94,500 101,800 109,000 101,800 109,000 116,300 109,100 116,300 123,600 
Magnesia 54,100 58,300 62,500 58,300 62,500 66,600 62,500 66,600 70,800 
Magnesium 800 800 900 900 900 1,000 900 1,000 1,000 
Magnesium Hydroxide 14,300 15,400 16,500 15,400 16,500 17,600 16,500 17,600 18,700 
NPK 3,847,000 4,143,000 4,438,900 4,143,000 4,438,900 4,734,800 4,438,900 4,734,800 5,030,700 
Potassium Carbonate 26,000 28,000 30,000 28,000 30,000 32,000 30,000 32,000 34,000 
Potassium Hydroxide 47,000 50,500 54,000 50,500 54,100 57,700 54,100 57,700 61,000 
Potassium Sulphate 23,900 25,700 27,600 25,700 27,600 29,400 27,600 29,400 31,000 
Rock Salt 746,000 803,400 860,800 803,400 860,800 918,100 860,800 918,100 975,500 
Sea Salt 871,300 938,400 1,005,400 938,400 1,005,400 1,072,400 1,005,400 1,072,400 1,139,400 
Soda Ash 623,100 671,000 718,900 671,000 718,900 766,900 718,900 766,900 814,800 
Sodium Hydroxide 205,400 221,200 237,000 221,200 237,000 252,800 237,000 252,800 268,600 
Urea 1,393,700 1,500,900 1,608,100 1,500,900 1,608,100 1,715,300 1,608,100 1,715,300 1,822,500 
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4.3.2  Results and Discussion 
 
In this chapter, the capacity expansion problem under demand uncertainty for the 
chemicals complex at Bamnet Narong, Thailand was represented by the three-stage 
stochastic programming problem. Instead of generating one set of optimal solutions, 
by using a scenario-based stochastic programming approach, the optimal solutions of 
nine scenarios were generated from optimising the three-stage stochastic optimisation 
problem described earlier in this chapter.   
 
From solving the three-stage stochastic programming problem, the model returned a 
capacity expansion strategy with nine scenarios for each chemical plant in the 
chemicals complex at Bamnet Narong, Thailand. The model suggested that all the 
process plants are worth investing in as they all generate generous amount of profits 
over the period of 25 years. According to the optimal solutions, all plants in the 
chemicals complex were suggested to be built and operated straight away. The 
expected net present value (eNPV) of the suggested strategy is approximately 17,500 
million US dollars. The difference between the NPV of the lowest and the highest 
scenarios is approximately 3,000 million US dollars.  
 
 
Figure 4.3: The NPV for each scenario 
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Figure 4.4: The total capacity expansion for each scenario 
 
The NPV for each scenario is also presented in Figure 4.3. The total capacity 
expansions of all processes for the nine scenarios are summarised in Figure 4.4.  
 
It is worth noticing that changes in values of from one scenario to the next are similar 
in pattern for both the total capacity expansion as shown in Figure 4.4 and the NPV as 
shown in Figure 4.3 From the nine scenarios created throughout the three time 
periods, for both the capacity expansion and the NPV, the values were lowest in the 
first scenario, and then the values increase until the third scenario. The values of the 
fourth scenario were slightly lower than the third but still higher than the second 
scenario. From the fourth scenario, the values increase again until the sixth scenario. 
The slight decreases which occur at the fourth scenario also happen at the seventh 
scenario. Similarly, the increases between the first and third scenarios also applied to 
the values of the seventh, eighth and ninth scenarios. Finally, the values of the ninth 
scenario were the highest. This pattern as shown in Figure 4.4 is as expected as it is 
related to the demand scenario tree of each product. The stochastic demands for each 
path of the scenario trees for all products are shown in Tables 4.4, 4.5 and also in 
Figure 4.5. 
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Figure 4.5: The stochastic demands for each chemical product 
 
Furthermore, the generated strategy satisfies nearly all demands for all chemical 
products through out the three time periods. From the total of 20 chemical products, 
Soda Ash, Magnesium Hydroxide, Fertilizer Grade Potash and Sodium Hydroxide 
were the only four products that did not meet the demands. The reason that the 
demands were not met was because of the schematics of the four plants, as each of the 
four plants produces more than one product. For example, the soda ash plant produces 
both soda ash and ammonium chloride. The magnesium hydroxide plant produces 
both magnesia and magnesium hydroxide. The potash plant produces both Fertilizer 
Graded Potash and Industrial Grade Potash. Finally, the chlor-alkali plant produces 
both chlorine and sodium hydroxide. The production ratios between the two products 
of each of the four plants are fixed. Therefore, demand of only one of the products can 
be fully satisfied per plant and hence the results.  
 
The capacity expansion strategies for each process plant are shown in Figure 4.6 and 
Figure 4.7. The figures show that the capacity for all plants increases as the number of 
time period increases. The results are as expected as the demand of each plant 
increases through time. Because the rate of increase in demand of scenario two and 
four are the same in the third time period as shown in Table 4.2, the suggested 
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capacity of scenario two and four of each plant in the third time period are the same as 
shown in Figures 4.6 and 4.7. Similarly, the suggested capacities of scenario three, 
five and seven for each process are identical for the same reason.   
 
 
Figure 4.7: The capacity expansion strategies for each process plant (part 1) 
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Figure 4.7: The capacity expansion strategies for each process plant (part 2) 
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To further illustrate the capacity expansion strategy for each scenario throughout the 
planning horizon, four 3D graphs were plotted from capacity expansion of four plants 
in the chemicals complex, which is shown in Figure 4.8 below. 
 
 
 
 
Figure 4.8: The capacity expansion strategies for ammonia, urea, magnesium 
hydroxide and chlor-alkali plants 
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The figure shows the same suggested capacity results as in Figures 4.6 and 4.7. 
However, in this figure, the year of planning horizon is shown instead of the time 
period. From analysing the figure, the similarity between the suggested capacities of 
scenarios in the third time period can be seen more clearly. 
 
4.3.3  Concluding Remarks 
 
The aim of the proposed model was to capture uncertainty in demand by using a 
scenario-based stochastic programming approach. The capacity expansion problem 
under demand uncertainty for the chemicals complex at Bamnet Narong, Thailand 
was modelled as a three-stage stochastic optimisation problem. The problem was 
formulated as a MILP model. 
 
The uncertainty in demand was incorporated into the model by constructing demand 
scenario trees throughout the three time periods for all products. The demands during 
the first time period were assumed to be known as the deterministic behaviour was 
applied. In the second time period, three demand paths were created to represent low, 
steady and high increase in demands. Following on from the second time period, nine 
demand paths were generated in the third time period to produce the total of nine 
scenarios representing different demand paths throughout the three time periods.      
 
The capacity expansions of each plant in the chemicals complex at Bamnet Narong, 
Thailand were determined for each demand scenario. In addition, the net present 
values of the integrated chemicals complex network for all demand scenarios were 
optimised. 
 
The results obtained show that the demand scenario tree of each product drove the 
optimal solutions for each case. The term optimal solution includes the optimal net 
present value (NPV) of each scenario and also the optimal capacity expansion 
throughout the planning horizon.  
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The maximum expected net present value (eNPV) for the chemicals complex over the 
planning horizon generated from the stochastic optimisation model was approximately 
17,500 million US dollars. The largest difference of the NPV between scenarios is 
approximately 3,000 million US dollars. The numbers confirm that the chemicals 
complex at Bamnet Narong, Thailand is a very large project, which can potentially 
generate a considerable amount of profit.  However, the demand uncertainty does 
have significant effect on the capacity expansion strategy and therefore the profit of 
the whole integrated chemicals complex. These raise another question on the accuracy 
of the method for forecasting demand as in this chapter the percentage increase in 
demands throughout the three time periods were assumed to be the same for every 
product which is not necessary true. The next chapter focuses on incorporating 
statistical analysis methods for demand forecasting to the three-stage stochastic 
optimisation model developed in this chapter.  
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Chapter 5 
 
 
Stochastic Optimisation Model under Bootstrap 
Demand 
 
 
 
 
5.1 Introduction 
 
The first model developed and presented in Chapter 3 of this thesis is the 
deterministic optimisation model for the integrated inorganic chemical complex at 
Bamnet Narong, Thailand. The model assumed perfect foresight for the future 
demands of each product. As explained in Chapter 4, the future demands have 
uncertainties. As a result, a stochastic optimisation model for the inorganic chemical 
complex under demand uncertainty is formulated and described in Chapter 4. The 
stochastic programming approach captures the uncertainties by generating a scenario 
tree, which consists of 9 scenarios with associated probabilities of occurring.  
 
However, the values of the demands for each product of each scenario were simply 
derived from the parameter tk, which represents the percentage increase in demand of 
scenario k during time period t. The parameter was assumed to be a set of percentages 
shown in Table 4.2. Many forecasting methods have been developed in the attempt to 
increase the accuracy of the future outcomes from historical data; some traditional 
forecasting methods include linear regression, exponential smoothing and moving 
average.  
 
As the historical demands of each chemical product produced by the chemicals 
complex at Bamnet Narong, Thailand are obtainable, instead of using the traditional 
forecasting methods, this chapter explores the concept of incorporating the use of 
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statistical analysis as the method for forecasting the demand into the previous model. 
Due to the continuing advancement in computing power, a statistical analysis method, 
named “bootstrap” method has been proposed as the forecasting method for the 
stochastic model described in this chapter. 
 
5.1.1  Bootstrapping 
 
The Bootstrap method is first introduced by Efron and Tibshirani, (1993) as a 
computer-based method for estimating standard errors, and finding confidence 
intervals. The word bootstrap literally means to undertake something with minimal 
outside help. Bootstrapping in terms of a sampling method can then be thought of as 
sampling from a sample itself. The basic theory of bootstrap is to create new samples 
from the original population by drawing observations with replacement. The term 
replacement means that after drawing a sample, the sample will be put back into the 
original population. As the theory is based on drawing with replacement, the 
probability of each draw is the same. With the nature of this re-sampling, some 
samples may not be drawn at all and some may be drawn a number of times. The 
algorithms for using the bootstrap method for estimating standard errors and finding 
confidence intervals are properly documented in many books and publications (Efron 
and Tibshirani, 1993) (Beran and Ducharme, 1991) (Chernick, 2008) (Davison and 
Hinkley, 1997) (Shao, 1996).   
 
The general bootstrap algorithm for estimating standard errors and confidence 
intervals can be summarised as  
 
 Select Z number of independent bootstrap samples (Z = large number). Each 
of the bootstrap samples consists of n samples drawn with replacement from 
the original samples.  
 Evaluate each of the Z bootstrap samples (mean, median and standard 
deviation).  
 Estimate the standard error and confidence interval from the standard 
deviation of the Z bootstrap samples. 
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The method for forecasting the demands of chemical products produced by the 
inorganic chemical complex at Bamnet Narong, Thailand is similar to the first two 
steps of the above algorithm. However, there are some differences, which will be 
discussed further below. 
 
5.1.2 Stochastic Demand Forecasting Method using Bootstrap 
Algorithm  
 
The previous method for forecasting stochastic demand assumed that within three 
time periods, the increase in demand for all products are fully based on the parameter 
tk. Instead of having fixed tk for each product, the method for forecasting the 
demand proposed in this chapter applied the concept of bootstrapping to find an 
alternate approach for forecasting the demand. 
 
There are two main differences between the previous stochastic demand forecasting 
method and the new method using a bootstrap algorithm.  
 
The first difference is the method of finding the percentage increase in demand for 
each product produced by the chemical plants in the chemical complex. Instead of 
assigning fixed values for the percentage increase in demand for all products, the 
bootstrap method is applied. The new percentage increase in demand derived from the 
bootstrap method is represented by parameter BID(s).  
 
Due to the financial crisis in Thailand between the year 1990 and 1999, the changes in 
historical demands of each product between those years fluctuated significantly. The 
annual historical demands of each product are only available between the years 1989 
and 2007. In order to compensate for the fluctuation in demand of each product, the 
values of the percentage increase and decrease in demand of each product between the 
years 2000 and 2007 were weighted. This is done by adding another two sets of the 
changes in historical demands between the year 2000 and 2007 to the original 
samples. This implies that the original historical demand samples consist of one set of 
the percentage increase or decrease in demand between the year 1989 and 1999, and 
three sets of the percentage increase or decrease in demand between the year 2000 and 
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2007. Note that the percentage increase or decrease in demand was used instead of the 
actual demand. 
 
The bootstrap algorithm to find the parameter BID(s) is as follow:  
 
 Select B number of independent bootstrap samples (B = 200) from the 
weighted historical percentage increase or decrease in demand. Each of the 
bootstrap samples consists of n samples drawn with replacement from the 
original samples (n = 10).  
 Evaluate mean, median and standard deviation of each of the 200 bootstrap 
samples. 
 The average percentage increase in demand using bootstrap method (BID(s)) 
is the average of the mean of all 200 bootstrap samples 
 
The second difference is the method to find the percentage changes in demand for 
“each time period of each scenario”. As mentioned above, in the previous method the 
changes are based solely on the parameter tk. For the new method, the concept of 
using the bootstrap standard deviation was introduced. As the standard deviation is the 
measure of how spread out the data are demand volatility, it is sensible to adjust the 
changes in percentage increase in demand for each time period of each scenario 
according to the bootstrap standard deviation. 
 
The bootstrap algorithm for finding bootstrap standard deviation is the same as the 
bootstrap algorithm described above but instead of averaging the mean, the standard 
deviation of the mean of each 200 bootstrap samples was calculated to give the 
bootstrap standard deviation of the percentage increase in demand of each product s  
(Bstd(s)).  
 
The formulas for calculating the bootstrap demand for each time period of each 
scenario are given in Table 5.1 and Figure 5.1.  
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Table 5.1: Formulas for calculating future demand of each scenario in each time 
period  
 
Time Period t 
(Year) 
Scenario 
 (k) 
Bootstrap Stochastic 
stkD  
t1 (2008 – 2010) 1 to 9 D0  ּ  BID(s)  D1 
t2 (2011 – 2017) 1 to 3 D1  ּ  (BID(s) - ( ּ  Bstd(s))) D2L 
t2 (2011 – 2017) 4 to 6 D1  ּ  BID(s) D2 
t2 (2011 – 2017) 7 to 9 D1  ּ  (BID(s) + (  ּ  Bstd(s))) D2H 
t3 (2018 – 2032) 1 D2L  ּ  (BID(s) - (  ּ  Bstd(s)))  
t3 (2018 – 2032) 2 D2  ּ  BID(s)  
t3 (2018 – 2032) 3 D2H  ּ  (BID(s) + (  ּ  Bstd(s)))  
t3 (2018 – 2032) 4 D2L  ּ  (BID(s) - (  ּ Bstd(s)))  
t3 (2018 – 2032) 5 D2  ּ  BID(s)  
t3 (2018 – 2032) 6 D2H  ּ  (BID(s) + (  ּ  Bstd(s)))  
t3 (2018 – 2032) 7 D2L  ּ  (BID(s) - (  ּ Bstd(s)))  
t3 (2018 – 2032) 8 D2  ּ  BID(s)  
t3 (2018 – 2032) 9 D2H  ּ  (BID(s) + (  ּ  Bstd(s)))  
 
 
It can be seen that during the first time period of all scenarios the bootstrap demand is 
the latest known demand (D0) multiplied by the new percentage increase in demand 
derived by the bootstrap method (BID(s)). The new demand value becomes the 
starting demand (D1) for the next time period.  
 
In the second time period, the nine scenarios were divided in to 3 sets of 3 scenarios. 
The demand for the first set which represents a lower growth in demand, is calculated 
using the following formula: 
 
stkD  =  D1  ּ (BID(s) - ( ּ Bstd(s))) for t = 2, k = 1,2,3                 (5.1) 
 
where D1  is the demand of  the previous period 
 BID(s)  is the bootstrap percentage increase in demand for  
product s 
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  Bstd(s)  is the bootstrap standard deviation of the percentage  
increase in demand for product s 
   is a number usually between zero and two 
 
The formula implies that the percentage increase in demand for this group of 
scenarios will be less than the one calculated in the previous time period. The 
difference is determined by the function of the bootstrap standard deviation of each 
product.  
 
The demand for the second set which represents a steady growth in demand, is 
derived using the following formula: 
 
 stkD  =  D1 ּ BID(s)   for t = 2, k = 4,5,6                 (5.2) 
 
This formula implies that the rate of increase in demand for this group of scenarios is 
the same as the previous time period.  
 
The final set represents a higher growth in demand. The formula for the demand is: 
 
stkD  =  D1 ּ (BID(s) + ( ּ Bstd(s)))         for t = 2, k = 7,8,9          (5.3) 
 
The increase in growth of the demand is also determined by the function of the 
bootstrap standard deviation of each product. A similar approach is then applied to the 
demand of each product in the third time period. Furthermore, the value of  between 
zero and two will be investigated.   
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Figure 5.1: The scenario tree for the future demand of each scenario in each time 
period deriving from bootstrap method. 
 
As mentioned earlier in this thesis, the models developed in the previous chapters 
were formulated and solved using GAMS and the CPLEX solver. However, an Excel 
spreadsheet was used as a tool for forecasting demand of all chemical products based 
on the bootstrap algorithm described above. The mathematical formulation the 
stochastic chemical complex optimisation model under bootstrap demand is described 
in the next section. 
 
5.2 Mathematical Formulation 
 
The mathematical formulation of the model in this chapter is similar to the previous 
model in Chapter 4. The only modification to the formulation is the use of “bootstrap” 
demand instead of the simple scenario-based demand used in previous model 
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5.2.1  Notation 
 
Only the newly formulated notation is summarised below. However, a summary of 
the formulation for this model is also provided in this section for ease of future 
reference. 
 
Parameters 
 
bs
stkD   =  Bootstrap Demand of product s in year t at scenario k 
 
5.2.2  Constraints 
  
Demand Constraints 
 
In order to make sure that the model produces an optimal solution, the demand 
constraints are generated for each demand category and for each period. These 
relations ensure that the production of each product over the entire time horizon must 
be less than or equal to the demand of that product that is exogenously determined.  
 
The constraint can be described by the sales of product s at the end of year t in 
scenario k which is represented by stkS and the bootstrap demand of product s at the 
end of year t in scenario k which is represented by bsstkD  .  
 
In order to solve the model using the mixed integer linear programming method, the 
demand tables for each product have to be calculated separately in Microsoft Excel 
then imported as tables into GAMS. The parameter bsstkD  represented the imported 
values. Therefore the demand constraint is given by:  
 
bs
stkstk DS     iSsKkTt  ,,               (5.4) 
 
The difference between the demand and the net production is given by 
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stk
bs
stkstk SDgap    iSsKkTt  ,,             (5.5) 
 
where 
stkgap  is the difference between the demand and the net production of product 
s at time period t of scenario k. 
 
Capacity Constraints 
 
The capacity constraint is given in the form: 
 
max
itkitk EE      aHiKkTt  ,,             (5.6) 
 
5.2.3  Objective Function 
 
The objective function can be represented as the sum of the products of the net present 
value ( tkNPV ) and the probabilities event tree ( kProb ) of all time periods for all 
scenarios, which is equal to the eNPV  of the project: 
 
Maximise  
 
  
 







)(tKk Tt
tkk NPVProbeNPV               (5.7) 
 
where  
 



i s
stkstkitkitk
i
itkitk
s
main
stksktk
inRCostRCCostOM
ECostIVnetPVNPV
 
 
ai HiSs  ,                            (5.8) 
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5.2.4  Balance Equations 
 
Capacity and expansion  
 
The balance equation for the capacity of process in year t at scenario k ( itkC ) is given 
by: 
 
itkktiitk ECC   ,1,    aHiKkTt  ,,                (5.9) 
 
Inventory  
 
The balance equation of the inventory of product at state s at end of year t ( mainstkI ) is 
given by: 
 
stk
main
stk
main
kts
main
stk SnetPII   ,1,   iSstKkTt  ),(,          (5.10) 
 
As the above equation represents the inventory of main products, the equation below 
represent the inventory of by-products of the model. 
 
by
stk
by
kts
by
stk netPII   ,1,    iSstKkTt  ),(,          (5.11) 
 
Production variable 
 
The production per consumption of state s at the end of year t of scenario k ( stkP ) can 
be expressed as: 
 
 
i
itk
out
sistk CP    SsHiKkTt a  ,,,               (5.12) 
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The usage per consumption of state s at the end of year t of scenario k ( stkU ) is given 
by: 
  
 
i
itk
in
sistk CU    SsHiKkTt a  ,,,          (5.13) 
 
In this model one of the assumptions states that an output product from process i can 
also be used as an input for another process i. The following equations represent the 
relationship mentioned above: 
 
 feedbackstkstkstk RnetPP     iSsKkTt  ,,          (5.14) 
 
 feedbackstk
input
stkstk RRU     iSsKkTt  ,,          (5.15) 
 
 
5.3 Case Study: Integrated Inorganic Chemicals Complex 
at Bamnet Narong, Thailand 
 
The algorithm for forecasting future demand and the mathematical formulation 
presented in this chapter is applied to the capacity expansion problem for the 
integrated inorganic chemicals complex at Bamnet Narong, Thailand.  
 
As mentioned earlier in the chapter, due to the stochastic nature of the problem the 
future demand of each chemical product can be described as a scenario tree. The 
demand paths for each chemical product were determined using the formulas 
presented in Table 5.1.  
 
Moreover, according to the formulas, by varying the value of  in the formulas, 
different demand paths would be generated. To investigate the effect of different 
values of  on the overall stochastic optimisation problem, four demand scenario trees 
were built from four values of  ranging from zero to two.  
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The higher value of  means the wider spread of each branch of the demand scenario 
tree and therefore the higher uncertainty volatility in demand. 
 
Case 1:   = 0.5 
Case 2:   = 1.0 
Case 3:   = 1.5 
Case 4:   = 2.0 
 
For all cases, the input data is similar to the previous stochastic model. However, this 
chapter uses the new bootstrap demand derived from the method described earlier in 
this chapter. The new bootstrap demands for each chemical product are presented in 
the next section. 
 
5.3.1  Input Data 
 
The model data related to raw materials and production plants has already been 
presented in the previous chapters. In this section, only the new bootstrap demand for 
the stochastic model will be presented. 
 
Bootstrap Mean and Bootstrap Standard deviation  
 
The bootstrap algorithm is applied in finding the percentage increase in demand of 
each product from historical data is described earlier in this chapter. The two 
important results form the bootstrap algorithm which were used in constructing the 
scenario tree for this problem were the average of the mean of the 200 bootstrap 
samples and the standard deviation of 200 generated means. The two parameters are 
shown in Table 5.2. 
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Table 5.2: Average mean and standard deviation of percentage increase in demand of 
each product using the bootstrap method 
Product s BID(s) (%) Bstd(s) 
Ammonia 13.64 9.06 
Ammonium Chloride 9.46 13.45 
Chlorine 11.85 10.00 
DAP 13.15 11.43 
Fertilizer Grade Potash 17.12 10.15 
Industrial Grade Potash 17.37 10.23 
Magnesia 8.55 5.51 
Magnesium 12.5 6.32 
Magnesium Hydroxide 11.76 9.89 
NPK 1.31 1.32 
Potassium Carbonate 26.59 21.28 
Potassium Hydroxide 26.67 27.67 
Potassium Sulphate 19.12 30.26 
Rock Salt 11.92 6.63 
Sea Salt 0.82 0.77 
Soda Ash 5.42 3.00 
Sodium Hydroxide 11.99 10.21 
Urea 4.56 4.01 
 
Bootstrap Demand 
 
Based on the formula shown in Table 5.1 and Figure 5.1, the bootstrap demand of 
each scenario during the three time periods for each chemical product produced from 
the chemicals complex at Bamnet Narong, Thailand for all four cases were forecasted 
and shown in Table 5.3 to Table 5.10.   
 
The demand scenario tree for NPK for the previous model and the demand scenario 
trees derived from bootstrap method for the four cases developed in this model are 
also shown in Figure 5.2 and Figure 5.3. 
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Table 5.3: The bootstrap demand of each product for all scenarios during the first and 
second time period (Ton/Year) when  = 0.5 
Time period t 
Case 1:  = 0.5 
t1 t2 
Scenario k 
Product s 
k1-k9 k1-k3 k4-k6 k7-k9 
Ammonia 295,000 321,800 335,200 348,600 
Ammonium Chloride 30,100 30,900 32,900 34,900 
Chlorine 170,300 182,000 190,500 199,000 
DAP 358,200 384,900 405,300 425,800 
Fertilizer Grade Potash 817,800 916,300 957,800 999,300 
Industrial Grade Potash 85,300 95,800 100,200 104,500 
Magnesia 45,200 47,800 49,100 50,300 
Magnesium 700 735 756 777 
Magnesium Hydroxide 12,300 13,100 13,700 14,300 
NPK 2,998,000 3,017,500 3,037,300 3,057,100 
Potassium Carbonate 25,300 29,300 32,000 34,700 
Potassium Hydroxide 45,700 51,600 57,900 64,200 
Potassium Sulphate 21,900 22,800 26,100 29,400 
Rock Salt 642,200 697,500 718,800 740,000 
Sea Salt 675,800 678,700 681,300 683,900 
Soda Ash 505,300 525,100 532,700 540,200 
Sodium Hydroxide 177,000 189,100 198,200 207,200 
Urea 1,121,000 1,149,600 1,172,100 1,194,500 
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Table 5.4: The bootstrap demand of each product for all scenarios during the third time period (Ton/Year) when  = 0.5 
Case 1:  = 0.5 Scenario k  
Product s k1 k2 k3 k4 k5 k6 k7 k8 k9 
Ammonia 351,200 365,700 380,300 365,700 380,900 396,100 380,300 396,100 411,900 
Ammonium Chloride 31,700 33,800 35,900 33,800 36,000 38,200 35,900 38,200 40,600 
Chlorine 194,400 203,500 212,600 203,500 213,100 222,600 212,600 222,600 232,500 
DAP 413,500 435,500 457,500 435,500 458,600 481,800 457,500 481,800 506,200 
Fertilizer Grade Potash 1,026,600 1,073,200 1,119,700 1,073,200 1,121,800 1,170,400 1,119,700 1,170,400 1,221,100 
Industrial Grade Potash 107,500 112,400 117,300 112,400 117,500 122,700 117,300 122,700 128,000 
Magnesia 50,600 51,900 53,200 51,900 53,300 54,600 53,200 54,600 56,000 
Magnesium 803 827 850 827 850 874 850 874 899 
Magnesium Hydroxide 14,000 14,700 15,300 14,700 15,400 16,000 15,300 16,000 16,700 
NPK 3,037,100 3,057,000 3,077,000 3,057,000 3,077,100 3,097,100 3,077,000 3,097,100 3,117,300 
Potassium Carbonate 34,000 37,100 40,300 37,100 40,600 44,000 40,300 44,000 47,700 
Potassium Hydroxide 58,200 65,300 72,500 65,300 73,300 81,400 72,500 81,400 90,200 
Potassium Sulphate 23,700 27,100 30,500 27,100 31,000 35,000 30,500 35,000 39,400 
Rock Salt 757,500 780,600 803,800 780,600 804,500 828,300 803,800 828,300 852,800 
Sea Salt 681,600 684,300 686,900 684,300 686,900 689,500 686,900 689,500 692,100 
Soda Ash 545,700 553,500 561,400 553,500 561,500 569,500 561,400 569,500 577,600 
Sodium Hydroxide 202,100 211,800 221,500 211,800 221,900 232,000 221,500 232,000 242,600 
Urea 1,179,000 1,202,000 1,225,100 1,202,000 1,225,500 1,249,000 1,225,000 1,249,000 1,273,000 
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Table 5.5: The bootstrap demand of each product for all scenarios during the first and 
second time period (Ton/Year) when  = 1.0 
Time period t 
Case 2:  = 1.0 
t1 t2 
Scenario k 
Product s 
k1-k9 k1-k3 k4-k6 k7-k9 
Ammonia 295,000 308,500 335,200 361,900 
Ammonium Chloride 30,100 28,900 32,900 36,900 
Chlorine 170,300 173,500 190,500 207,500 
DAP 358,200 364,400 405,300 446,300 
Fertilizer Grade Potash 817,800 874,800 957,800 1,040,800 
Industrial Grade Potash 85,300 91,400 100,200 108,900 
Magnesia 45,200 46,600 49,100 51,600 
Magnesium 672 713 756 798 
Magnesium Hydroxide 12,300 12,500 13,700 15,000 
NPK 2,998,000 2,997,700 3,037,300 3,076,900 
Potassium Carbonate 25,300 26,700 32,000 37,400 
Potassium Hydroxide 45,700 45,300 57,900 70,500 
Potassium Sulphate 21,900 19,400 26,100 32,700 
Rock Salt 642,200 676,200 718,800 761,400 
Sea Salt 675,800 676,100 681,300 686,500 
Soda Ash 505,300 517,500 532,700 547,800 
Sodium Hydroxide 177,000 180,100 198,200 216,200 
Urea 1,121,000 1,127,100 1,172,100 1,217,000 
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Table 5.6: The bootstrap demand of each product for all scenarios during the third time period (Ton/Year) when  = 1.0 
Case 1:  = 1.0 Scenario k  
Product s k1 k2 k3 k4 k5 k6 k7 k8 k9 
Ammonia 322,600 350,600 378,500 350,600 380,900 411,300 378,500 411,300 444,100 
Ammonium Chloride 27,700 31,600 35,500 31,600 36,000 40,400 35,500 40,400 45,400 
Chlorine 176,700 194,000 211,400 194,000 213,100 232,100 211,400 232,100 252,900 
DAP 370,700 412,300 454,000 412,300 458,600 505,000 454,000 505,000 556,000 
Fertilizer Grade Potash 935,700 1,024,500 1,113,400 1,024,500 1,121,800 1,219,000 1,113,400 1,219,000 1,324,800 
Industrial Grade Potash 97,900 107,300 116,700 107,300 117,500 127,800 116,700 127,800 139,000 
Magnesia 48,000 50,600 53,100 50,600 53,300 56,000 53,100 56,000 58,800 
Magnesium 758 803 848 803 850 898 848 898 900 
Magnesium Hydroxide 12,800 14,000 15,200 14,000 15,400 16,700 15,200 16,700 18,200 
NPK 2,997,400 3,037,000 3,076,600 3,037,000 3,077,100 3,117,200 3,076,600 3,117,200 3,157,800 
Potassium Carbonate 28,100 33,700 39,400 33,700 40,600 47,400 39,400 47,400 55,300 
Potassium Hydroxide 44,800 57,300 69,800 57,300 73,300 89,400 69,800 89,400 108,900 
Potassium Sulphate 17,300 23,200 29,000 23,200 31,000 38,900 29,000 38,900 48,800 
Rock Salt 712,000 756,800 801,600 756,800 804,500 852,100 801,600 852,100 902,600 
Sea Salt 676,400 681,600 686,800 681,600 686,900 692,100 686,800 692,100 697,400 
Soda Ash 530,000 545,600 561,100 545,600 561,500 577,500 561,100 577,500 593,900 
Sodium Hydroxide 183,300 201,700 220,100 201,700 221,900 242,200 220,100 242,200 264,200 
Urea 1,133,300 1,178,500 1,223,700 1,178,500 1,225,500 1,272,500 1,223,700 1,272,500 1,321,300 
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Table 5.7: The bootstrap demand of each product for all scenarios during the first and 
second time period (Ton/Year) when  = 1.5 
Time period t 
Case 3:  = 1.5 
t1 t2 
Scenario k 
Product s 
k1-k9 k1-k3 k4-k6 k7-k9 
Ammonia 295,000 295,100 335,200 375,300 
Ammonium Chloride 30,100 26,800 32,900 39,000 
Chlorine 170,300 164,900 190,500 216,000 
DAP 358,200 343,900 405,300 466,800 
Fertilizer Grade Potash 817,800 833,300 957,800 1,082,300 
Industrial Grade Potash 85,300 87,100 100,200 113,200 
Magnesia 45,200 45,300 49,100 52,800 
Magnesium 672 692 756 820 
Magnesium Hydroxide 12,300 11,900 13,700 15,600 
NPK 2,998,000 2,977,900 3,037,300 3,096,700 
Potassium Carbonate 25,300 234,000 32,000 40,100 
Potassium Hydroxide 45,700 38,900 57,900 76,900 
Potassium Sulphate 21,900 16,100 26,100 36,000 
Rock Salt 642,200 654,900 718,800 782,700 
Sea Salt 675,800 673,500 681,300 689,100 
Soda Ash 505,300 509,900 532,700 555,400 
Sodium Hydroxide 176,900 171,100 198,200 225,300 
Urea 1,121,000 1,104,600 1,172,100 1,239,500 
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Table 5.8: The bootstrap demand of each product for all scenarios during the third time period (Ton/Year) when  = 1.5 
Case 3:  = 1.5 Scenario k  
Product s k1 k2 k3 k4 k5 k6 k7 k8 k9 
Ammonia 295,300 335,400 375,500 335,400 380,900 426,500 375,500 426,500 477,500 
Ammonium Chloride 24,000 29,400 34,800 29,400 36,000 42,700 34,800 42,700 50,500 
Chlorine 159,700 184,500 209,200 184,500 213,100 241,600 209,200 241,600 274,000 
DAP 330,200 389,200 448,100 389,200 458,600 528,100 448,100 528,100 608,200 
Fertilizer Grade Potash 849,000 976,000 1,102,800 976,000 1,121,800 1,267,700 1,102,800 1,267,700 1,432,500 
Industrial Grade Potash 88,800 102,200 115,500 102,200 117,500 132,900 115,500 132,900 150,300 
Magnesia 45,500 49,200 53,000 49,200 53,300 57,300 53,000 57,300 61,700 
Magnesium 713 779 844 779 850 922 844 922 1,000 
Magnesium Hydroxide 11,500 13,300 15,100 13,300 15,400 17,400 15,100 17,400 19,700 
NPK 2,958,000 3,016,900 3,075,900 3,016,900 3,077,100 3,137,200 3,075,900 3,137,200 3,198,500 
Potassium Carbonate 22,700 30,300 38,000 30,300 40,600 50,800 38,000 50,800 63,600 
Potassium Hydroxide 33,200 49,300 65,500 49,300 73,300 97,400 65,500 97,400 129,300 
Potassium Sulphate 11,900 19,200 26,500 19,200 31,000 42,900 26,500 42,900 59,200 
Rock Salt 667,900 733,000 798,100 733,000 804,500 876,000 798,100 876,000 953,800 
Sea Salt 671,200 679,000 686,800 679,000 686,900 694,700 686,800 694,700 702,700 
Soda Ash 514,600 537,600 560,500 537,600 561,500 585,500 560,500 585,500 610,500 
Sodium Hydroxide 165,400 191,600 217,800 191,600 221,900 252,300 217,800 252,300 286,800 
Urea 1,088,600 1,155,000 1,221,500 1,155,000 1,225,500 1,296,000 1,221,500 1,296,000 1,370,600 
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Table 5.9: The bootstrap demand of each product for all scenarios during the first and 
second time period (Ton/Year) when  = 2.0 
Time period t 
Case 4:  = 2.0 
t1 t2 
Scenario k 
Product s 
k1-k9 k1-k3 k4-k6 k7-k9 
Ammonia 295,000 281,800 335,200 388,700 
Ammonium Chloride 30,100 24,800 32,900 41,000 
Chlorine 170,300 156,400 190,500 224,500 
DAP 358,200 323,500 405,300 487,200 
Fertilizer Grade Potash 817,800 791,700 957,800 1,123,900 
Industrial Grade Potash 85,300 82,700 100,200 117,600 
Magnesia 45,200 44,100 49,100 54,000 
Magnesium 672 671 756 841 
Magnesium Hydroxide 12,300 11,300 13,700 16,200 
NPK 2,998,000 2,958,100 3,037,300 3,116,400 
Potassium Carbonate 25,300 21,300 32,000 42,800 
Potassium Hydroxide 45,700 32,600 57,900 83,200 
Potassium Sulphate 21,900 12,800 26,100 39,300 
Rock Salt 642,200 633,600 718,800 804,000 
Sea Salt 675,800 670,900 681,300 691,700 
Soda Ash 505,300 502,300 532,700 563,000 
Sodium Hydroxide 177,000 162,000 198,200 234,300 
Urea 1,121,000 1,082,200 1,172,100 1,262,000 
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Table 5.10: The bootstrap demand of each product for all scenarios during the third time period (Ton/Year) when  = 2.0 
Case 4:  = 2.0 Scenario k  
Product s k1 k2 k3 k4 k5 k6 k7 k8 k9 
Ammonia 269,100 320,200 371,200 320,200 380,900 441,700 371,200 441,700 512,100 
Ammonium Chloride 20,500 27,200 33,800 27,200 36,000 44,900 33,800 44,900 55,900 
Chlorine 143,700 175,000 206,300 175,000 213,100 251,200 206,300 251,200 296,100 
DAP 292,000 366,000 439,900 366,000 458,600 551,300 439,900 551,300 662,700 
Fertilizer Grade Potash 766,500 927,300 1,088,100 927,300 1,121,800 1,316,300 1,088,100 1,316,300 1,544,500 
Industrial Grade Potash 80,100 97,100 114,000 97,100 117,500 138,000 114,000 138,000 162,100 
Magnesia 43,000 47,900 52,700 47,900 53,300 58,700 52,700 58,700 64,600 
Magnesium 670 755 840 755 850 946 840 946 1,052 
Magnesium Hydroxide 10,400 12,600 14,900 12,600 15,400 18,100 14,900 18,100 21,300 
NPK 2,918,800 2,996,900 3,075,000 2,996,900 3,077,100 3,157,300 3,075,000 3,157,300 3,239,500 
Potassium Carbonate 17,900 26,900 36,000 26,900 40,600 54,200 36,000 54,200 72,400 
Potassium Hydroxide 23,300 41,300 59,300 41,300 73,300 105,400 59,300 105,400 151,400 
Potassium Sulphate 7,500 15,300 23,000 15,300 31,000 46,800 23,000 46,800 70,600 
Rock Salt 625,100 709,200 793,200 709,200 804,500 899,800 793,200 899,800 1,006,400 
Sea Salt 666,100 676,400 686,700 676,400 686,900 697,400 686,700 697,400 708,000 
Soda Ash 499,400 529,600 559,700 529,600 561,500 593,500 559,700 593,500 627,300 
Sodium Hydroxide 148,400 181,400 214,500 181,400 221,900 262,400 214,500 262,400 310,300 
Urea 1,044,700 1,131,500 1,218,300 1,131,500 1,225,500 1,319,500 1,218,300 1,319,500 1,420,700 
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Figure 5.2: Simple scenario-based demand scenario tree for NPK 
 
 
Figure 5.3: Bootstrap demand scenario trees with  = 0.5, 1, 1.5 and 2 for NPK
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5.3.2  Results and Discussion 
 
The aim of the proposed model was to apply the bootstrap method as a new statistical 
approach for creating a demand scenario tree for each chemical product from the 
chemicals complex at Bamnet Narong, Thailand. The generated bootstrap demands 
were incorporated into the three-stage stochastic programming model. The optimal 
solutions from solving the MILP problems led to four capacity expansion strategies 
for the four cases with different bootstrap demands. In this section the results from the 
stochastic model developed in the previous chapter will also be compared with the 
results obtained from optimising the stochastic model with different bootstrap 
demands developed in this chapter. For simplicity the results from previous chapter 
will be called “Case 0” (no bootstrap).  
  
The expected net present values (eNPV) for all 5 cases are shown in Figure 5.4. The 
net present values (NPV) of each case are shown in Figure 5.5. 
 
eNPV 
 
Figure 5.4: Expected net present values of all 5 cases 
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As shown in Figure 5.4, the most interesting to emerge from the data is that the eNPV 
was highest when the bootstrap method was not used. The difference between the 
eNPV of case 0 and case 1 is more than 2,000 million USD. Moreover, the higher the 
value of  (ie. demand volatility), the lower the value of eNPV. When considering 
only the results from the stochastic models using bootstrap demands, the rate of 
decrease of eNPV was also higher as the value of  increases. The reasons behind the 
above statements are explained later on in this section. 
 
NPV  
 
Figure 5.5: Net Present Values of all 5 cases 
 
The resultant values of NPV were similar in pattern for all four cases using bootstrap 
demands. The reason for the NPV for all four cases to behave in the same pattern was 
because of the similarity in the value of each demand scenario tree used in each case.  
 
However, the rates of increase or decrease of the NPV between each scenario were 
different.  Case 4 ( = 2.0) had the highest rates of increase and decrease in NPV 
whereas Case 1 ( = 0.5) had the lowest. These results were also as expected as the 
branches of the demand scenario tree were widest for Case 4 and lowest for Case 1. 
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This also implies that Case 4 expected the highest uncertainty in demand of each 
chemical product whereas Case 1 assumed the problem would have the lowest 
uncertainty between the four cases. The difference between the highest and lowest 
NPV from the nine scenarios for Case 1 was $ 873 million, but for Case 4 the value 
was as high as $ 4,118 million. 
 
Upon analysis of the NPV between the previous model (Case 0) and the one 
developed in this chapter, the first feature to notice is that the pattern of the NPV for 
all nine scenarios in the previous model behaved in the same way as the one 
developed in this chapter. This analysis confirmed that the optimal solutions for both 
models are driven by the demands.   
 
It is worth noticing that the actual values of the NPV of all scenarios and the eNPV in 
the previous model were significantly higher than all cases presented in this chapter. 
The reason for the higher value of the NPV was due to the higher values of the 
demand scenario trees. The bootstrap demands for all four cases are presented in 
Table 5.3 to Table 5.10. To illustrate further, the demand scenario trees of NPK 
(fertiliser) of the previous model is shown in Figure 5.2 and the bootstrap demand 
scenario trees of NPK are shown in Figure 5.3. The figures clearly show that the 
demand scenario tree of Case 0 is much higher than the other cases. 
 
It is not surprising as mentioned above that both models were driven by the demands. 
However, this does mean that the forecasting method used in previous chapter was 
much more optimistic than the bootstrap forecasting method. By using a weighted 
bootstrap algorithm to find the percentage increase in demand of each product, the 
optimal solutions were more pessimistic. 
 
Furthermore, from analysing the production capacity of each product for all five 
cases, the results show that the difference between the suggested production and the 
actual demand of each product increases as the value of  increases. The production 
of products that did not meet the demands for all five cases are shown in Table 5.11. 
The grey area represents the products that did not meet the demands.  
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The reason behind the above statement is due to the differences between the demand 
scenario trees of each case. Considering the demand scenario trees of NPK as shown 
in Figure 5.2 and 5.3, for Case 0 and Case 1 (no bootstrap,   = 0.5), the demand 
increases as the time period increases for all scenarios. However, for Case 2 to Case 4 
( = 1, 1.5, 2), the demand both increases and decreases throughout the three time 
periods. According to the equation 5.1, the higher value of  also means the higher 
chance that a demand will be lower in the next time period.  As the developed three-
stage stochastic model only allows expansion of capacity, it is not possible for the 
model to expand the capacity to meet the demand of a period and then reduce it down 
to meet the demand of the next period, hence the production scenario trees with lower 
production rate than the demand scenario tree as shown in Figure 5.6. For this reason 
the rate of decrease of eNPV is higher as the value of  increases.  
 
Table 5.11: Products that did not meet the demands for each case 
Product s No 
Bootstrap 
Bootstrap  
 = 0.5 
Bootstrap  
 = 1 
Bootstrap  
 = 1.5 
Bootstrap  
 = 2.0 
Ammonia      
Ammonium Chloride      
Chlorine      
DAP      
Fertilizer Grade Potash      
Industrial Grade Potash      
Magnesia      
Magnesium      
Magnesium Hydroxide      
NPK      
Potassium Carbonate      
Potassium Hydroxide      
Potassium Sulphate      
Rock Salt      
Sea Salt      
Soda Ash      
Sodium Hydroxide      
Urea      
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Figure 5.6: Bootstrap demand and production scenario trees when  = 1, 1.5 and 2 
 
 
 
  Chapter 5 Stochastic model under bootstrap demand  - 159 - 
5.4  Concluding Remarks 
 
The work in this chapter was aimed at introducing an alternative method for 
forecasting demand with stochastic nature which uses historical data. A statistical 
approach namely ‘bootstrapping’ was used to build demand scenario tree. In 
additional to the bootstrapping method, the historical demands between the year 2000 
and 2007 were given higher chance of being drawn by bootstrap sampling to 
compensate for the extensive amount of fluctuations in demands because of the 
financial crisis in Thailand between 1990 and 1999.  
 
Similar to the previous model, the capacity expansion optimisation problem for the 
chemicals complex at Bamnet Narong, Thailand was structured as a three-stage 
stochastic optimisation problem. The model also used the scenario-based approach 
explained in the previous chapter to capture the uncertainty in demand of each 
chemical product. The problem was then formulated as an MILP model. 
 
The bootstrap algorithm was used to create a demand scenario tree for the problem. 
The wider difference in values between branches of the tree means the higher 
uncertainty in demand. Moreover, the amount of uncertainty of the demand scenario 
tree is controlled by the bootstrap standard deviation and the constant  explained 
earlier in this chapter. By varying value of , four cases of stochastic optimisation 
problem with different demand scenario trees were generated and optimised. 
 
It was also as expected that the results obtained show that the net present value (NPV) 
of each scenario and the capacity expansion network through out the planning horizon 
were driven by the associated demands.  
 
Upon comparison of the results obtained using bootstrap as the demand forecasting 
method and the results obtained in the previous chapter, the bootstrap algorithm 
presented in this chapter provided a lower NPV for each scenario. This was due to the 
use of bootstrap mean and standard deviation in deciding the values of each branch of 
the demand scenario tree.  Therefore, the bootstrap demand forecasting method 
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presented more pessimistic results than the method used in the previous chapter. 
Over-estimating the demand could potentially lead to unnecessary capacity expansion 
and therefore significant loss in profit.  
 
However, from the comparison, it can also be concluded that the uncertainty in 
demand significantly affects the results of the optimisation problem, no matter which 
forecasting method has been used. 
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Chapter 6 
 
 
Stochastic Optimisation Model under Bootstrap 
Demand with Financial Analysis 
 
 
 
 
 
6.1 Introduction 
 
In the previous chapter, a three-stage stochastic optimisation model under bootstrap 
demand was provided. The model was able to determine the optimal capacity 
planning of the integrated inorganic chemicals complex at Bamnet Narong, Thailand 
under uncertainty in demand based on the maximisation of the expected net present 
value (eNPV). The bootstrap algorithm was applied and used in forecasting the future 
demands. 
 
However, even though the stochastic programming approach is able to capture 
uncertainty in demand of the problem, it does not support any financial risk 
management. In developing any chemicals complex, an extensive consideration of 
financial risk management is required. Capacity expansion of such a project entails a 
substantial amount of capital investment. Capacity investment decisions are one of the 
key processes in developing any chemicals complex.  
 
The traditional risk measures include Expected Downside Risk (EDR), Mean 
Absolute Deviation (MAD), Value-at-Risk (VaR) and Conditional Value-at-Risk 
(CVar). (Tsang et al., 2007)  
 
  Chapter 6 Stochastic model with financial analysis  - 162 - 
The work in this chapter concentrated on the financial risk analysis. In order to feature 
financial analysis management and also capture the demand uncertainty by using the 
bootstrap method in the modelling of capacity expansion for the chemicals complex at 
Bamnet Narong, Thailand, two of the classical risk measures mentioned above namely 
Expected Downside Risk (EDR) and Mean Absolute Deviation (MAD) were applied 
to the three-stage stochastic optimisation model under bootstrap demand developed in 
the previous chapter.  
 
The EDR and MAD financial measures were encompassed in the model as additional 
financial constraints, which allow a certain degree of financial management for the 
planning of capacity expansion. The introduction of EDR and MAD offer the decision 
maker a more convincing set of optimal solutions using financial terms. After 
adapting the EDR and MAD into to the model, an investigation on how to reduce the 
financial risk was carried out by limiting the maximum value of both EDR and MAD. 
The two measures can be managed by reducing the risk factor (RF), which will be 
discussed in more detail in the next section. 
 
Apart from implementing the two financial measures into the model as financial 
constraints, a different approach namely ‘Minimax Regret Optimisation’ was also 
applied to develop a new model that considers the difference between the perfect 
information case and the robust case as the objective function.  
 
The structure of this chapter is organised as follows. The relevant financial theory 
including definitions and concepts of different traditional financial measures is 
described in section 6.2. Section 6.3 describes the mathematical formulations of the 
three new models developed using EDR, MAD and Minimax Regret Optimisation as 
financial analysis methods for the capacity expansion problem. The results and 
discussion of each developed model that were applied to the case study of chemicals 
complex at Bamnet Narong, Thailand are presented in section 6.4. Finally, the 
concluding remarks are given in section 6.5. 
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6.2 Financial Risk and Decision-Making Theory 
 
6.2.1  Financial Risk Theory 
 
The two main financial risk measures focused on in this thesis are the expected 
downside risk and the mean absolute deviation which are described in more detail 
below. 
 
Expected Downside Risk (EDR) 
 
The expected downside risk can be defined as an integral measure that establishes a 
relation between the reduction in risk and the loss of profit potential at expectations 
below the target value. Eppen et al. (1989) were the first to introduce the expected 
downside risk to the framework of capacity planning for the automobile industry. In 
term of capacity planning problems, EDR can be used to limit the risk or the 
possibility of obtaining a NPV lower than a desired value in the face of uncertainty. 
 
Considering a stochastic model with k scenarios, the formulation of the EDR can be 
described by two main terms.  
 
The first term is kPD  which stands for the positive deviation from a minimum desired 
profit z for each scenario k which can be expressed as:  
 
kk NPVzPD                    (6.1) 
 
if  kNPV  is less than z and 0 otherwise.  
 
The second term is kProb  which stands for the probability of occurrence of each 
scenario k. The expected downside risk is the sum of kPD  multiplied by the scenario 
probability, kProb . The EDR is given in the form: 
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  


Kk
kk PDProbEDR                 (6.2) 
 
Mean Absolute Deviation (MAD) 
 
The mean absolute deviation is a measure of variation or statistical dispersion. In the 
context of risk management of a stochastic programming model, the MAD can be 
used to measure the variation in net present values from the mean which is the 
expected net present value for the stochastic programming problem. The lower the 
value of MAD, the more risk-averse the project is. 
 
The formulation of the MAD is very similar to the EDR formulation. The term kPD  
is replaced by kAD  which stands for the absolute deviation from the mean value for 
each scenario k. The absolute deviation is expressed as:  
 
eNPVNPVAD kk                   (6.3) 
 
which is the absolute value of the difference between the net present value and the 
expected net present value for each scenario k. The mean absolute deviation is the 
sum of kAD  multiplied by the scenario probability, kProb . The MAD is given in the 
form: 
 
  


Kk
kk ADProbMAD                                  (6.4) 
 
Both EDR and MAD can be tightened to generate more robust solutions by 
constraining the maximum values of the two terms. The tightening procedure can be 
formulated as constraints as follow: 
 
maxEDRRFEDR                   (6.5) 
 
maxMADRFMAD                   (6.6) 
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where the parameter RF  is the risk factor with value between 0 and 1. The terms 
maxEDR  and maxMAD  are the EDR and MAD values when the risk is at its maximum 
which can be determined by optimising the stochastic model without any financial 
risk constraints.   
 
The mathematical formulation for the expected downside risk constraints and the 
mean absolute deviation for the capacity planning of the integrated chemical complex 
at Bamnet Narong, Thailand are presented in section 6.3. 
 
6.2.2  Decision-Making Theory 
 
Optimisation models provide decision-makers with the best possible options 
according to their objectives and constraints. However, the models do not make any 
real decision, a decision is made by a manager or a decision-maker. With regard to 
future uncertainties, models can provide different options along with their probability 
of occurring for a decision-maker to decide. Making decisions is often considered as a 
difficult task due to the uncertainty of various factors such as future demands. Much 
research has been carried out in the area of decision analysis where many decision-
making criteria have been developed to assist decision makers in making decisions 
(Yang and Qiu, 2005) (Tsang et al., 2007).  The decision-making criteria include 
Expected Value, Maximax, Maximin and Minimax regret. 
 
Expected Value 
 
The expected value is the objective function for the previous stochastic models 
developed in this thesis. The value is calculated by multiplying each of the scenario 
outcomes by their probability of occurring. The NPV is referred to as the outcome for 
the previous developed stochastic model. Expected value is a common performance 
measure for making decisions under uncertainty. 
 
Maximax 
 
The Maximax criterion is a decision-making approach that selects the decision that 
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maximises the maximum possible outcome for every future event no matter how high 
the risk for the events are. This criterion is often called the Optimistic criterion, which 
is considered as a risk-taking approach.  
  
Maximin 
 
The Maximin criterion is the reverse approach to the maximax criterion. The approach 
decides on the decision that maximises the minimum possible outcome for every 
future event. Opposite to the maximax criterion, this criterion is often called the 
Pessimistic criterion, which is a conservative and risk-averse approach.  
 
Minimax regret 
 
In a literal sense, regret is the measure of how much one regrets making the wrong 
decision. In terms of decision-making analysis, regret, which is often also called 
‘opportunity loss’ is defined as the difference between the best possible outcome and 
the actual outcome of each event. The opportunity loss frequently is expressed in 
terms of loss in profit or increased in cost.  
 
In the previous stochastic models, the expected net present value (eNPV) has been 
formulated as the objective function.  In this chapter, the concept of Minimax regret 
has been applied to develop a Multi-objective minimax regret optimisation model 
under demand uncertainty. Instead of applying financial measures as constraints, the 
decision-making theory, namely, minimax regret has been adopted as the objective 
function. The mathematical formulation of the model is explained in the next section. 
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6.3 Mathematical Formulation 
 
6.3.1 Model I: With Expected Downside Risk (EDR) Constraints 
 
The mathematical formulation of this model is the same as the previous model. 
However, the expected downside risk (EDR) constraints have been added to perform 
financial analysis along with maximising the eNPV of the model. 
 
6.3.1.1 Notation 
 
Only the newly formulated notation is summarised below. However, a summary of 
the formulation for this model is also provided in this section for ease of future 
reference. 
 
Constants 
 
RF    = Risk factor with value between 0 and 1 
INT    = Interest rate 
IFA    = Inflation rate 
 
Parameters 
 
MP    = The minimum desired profit for the project  
maxEDR  = Maximum expected downside risk allowed by the model 
tDF   = Discount factor during time period t  
 
Variables 
 
d
kRev   = Discounted revenue generate in scenario k  
d
kInvCost  = Discounted investment cost in scenario k  
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d
kFOMCost  = Discounted fixed O&M cost in scenario k  
d
kVOMCost  = Discounted variable O&M cost in scenario k  
EDR   = Expected downside risk of the project 
kUS    = Upside potential in scenario k 
kDS   = Downside risk in scenario k  
 
6.3.1.2 Objective Function 
 
The optimisation criterion in this model is again similar to the previous model which 
is to maximise the eNPV over the planning horizon.  
 
The objective function can be represented as the sum of the products of the net present 
value for each scenario k ( kNPV ) and the probabilities event tree ( kProb ) of all 
scenarios, which is equal to the eNPV  of the project: 
 
Maximised  


Kk
kk NPVProbeNPV               (6.7) 
 
In order to calculate the NPV for the model over the planning horizon, it is important 
to incorporate the discount factor ( tDF ) in the model.  
 
The parameter is assumed to be equal to 1 for the previous model.  The discount 
factor at year t ( tDF ) can be described as a function of the interest rate ( INT ) and the 
inflation rate ( IFA ) and time t. The parameter is given in the form: 
 
 
1
1
1 









t
t INT
IFADF                  (6.8) 
 
The net present value for each scenario k ( kNPV ) can then be expressed as the 
discounted revenue of scenario k ( dkRev ) less the discounted investment costs of 
scenario k ( dkInvCost ), the discounted fixed O&M costs of scenario k (
d
kFOMCost ) 
  Chapter 6 Stochastic model with financial analysis  - 169 - 
and the discounted variable O&M costs of scenario k ( dkVOMCost ) over the entire 
time horizon.  
 
The net present value is given in the form: 
 


















d
k
d
k
d
k
d
k
k
VOMCost
FOMCost
InvCost
Rev
NPV                               (6.9) 
 
The discounted revenue for scenario k can be described by the discount factor tDF , 
parameter skV  and variable 
main
stknetP . The parameter defines the revenue from selling 
product s at scenario k.  The variable defines the net production of main product s at 
end of year t at scenario k. The discounted revenue is given by: 
  
   






t s
main
stkskt
d
k netPVDFRev              (6.10) 
 
The discounted investment costs ( dkInvCost ), is the product of the investment cost of 
newly-built plant ( itkCostIV ) and the number of newly-built plants ( itkE ) of all 
processes i at each time t, and in each scenario k multiplied by the discount factor 
tDF . 
 
   






t i
itkitkt
d
k ECostIVDFInvCost                      (6.11) 
 
The discounted fixed O&M costs can be expressed by the discount factor tDF , the 
O&M cost of process i ( itkCostOM ) and the capacity of process i ( itkC ) at each time t, 
in each scenario k. The cost is given by: 
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   






t i
itkitkt
d
k CCostOMDFFOMCost             (6.12) 
 
Similarly, the discounted variable O&M costs can be expressed by the discount factor 
tDF , the raw material cost ( stkCostR ) and the amount of raw material used ( stkinR ) at 
each time t, in each scenario k. The cost is given by: 
 
   






t s
stkstkt
d
k inRCostRDFVOMCost                      (6.13) 
 
6.3.1.3 Balance Equations 
 
Capacity and expansion  
 
The balance equation for the capacity of process in year t and scenario k ( itkC ) can be 
expressed as the previous year’s capacity of process i plus an expansion of process i in 
time t at scenario k ( itkE ) which is given by: 
 
itkktiitk ECC   ,1,   aHiKkTt  ,,                 (6.14) 
 
Inventory  
 
The balance equation of the inventory of product at state s at end of year t ( mainstkI ) is 
given by: 
 
stk
main
stk
main
kts
main
stk SnetPII   ,1,   iSsKkTt  ,,          (6.15) 
 
As the above equation represents the inventory of main products, the equation below 
represents the inventory of by-products of the model. 
 
by
stk
by
kts
by
stk netPII   ,1,    iSsKkTt  ,,          (6.16) 
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Production variables 
 
The production of product s at the end of year t of scenario k ( stkP ) can be expressed 
as: 
 
 
i
itk
out
sistk CP    SsHiKkTt a  ,,,          (6.17) 
 
The usage of raw material s at the end of year t of scenario k ( stkU )is given by: 
  
 
i
itk
in
sistk CU    SsHiKkTt a  ,,,          (6.18) 
 
In this model one of the assumptions states that an output product from process i can 
also be used as an input for another process i. The following equations represent the 
relationship mentioned above: 
 
 feedbackstkstkstk RnetPP    iSsKkTt  ,,               (6.19) 
 
 feedbackstk
input
stkstk RRU    iSsKkTt  ,,                      (6.20) 
 
An output product from process i that acts as an input to another process i at time 
period t in scenario k is defined as feedbackstkR . The variable stknetP  defines the net 
production of product s (exclude feedbackstkR ) at time period t and scenario k. The last 
unknown variable in the equation above is inputstkR , which is the amount of external raw 
material(s) required by the processes.  
 
The two equations can be combined as:  
 
input
stkstkstkstk RUPnetP   iSsKkTt  ,,               (6.21) 
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The set Si is defined to include both main products, which are the ones with high 
demands, along with by-products, which are products with zero demand in this model. 
For the purpose of clarity in modelling, the amount of production of main product s at 
time period t of scenario k is defined as mainstknetP  . The amount of production of by-
product s at time period t of scenario k is defined as bystknetP  .  
 
The two variables are expressed as follow: 
 
  sstk
main
stk mainnetPnetP    iSsKkTt  ,,          (6.22) 
 
 mainstkstk
by
stk netPnetPnetP    iSsKkTt  ,,          (6.23) 
 
where smain  is a parameter with value 1 for main product s  and 0 otherwise. 
 
6.3.1.4 Constraints 
  
Demand Constraints 
 
In order to make sure that the model produces an optimal solution, the demand 
constraints are generated for each energy demand category and for each period. These 
relations ensure that the production of each product over the entire time horizon must 
be less than or equal to the demand of that product that is exogenously determined.  
 
The constraint can be described by the sales of main product s at the end of year t of 
scenario k which is represented by stkS and the bootstrap demand of product at state s 
at the end of year t of scenario k which is represented by bsstkD  .  
 
In order to solve the model using a linear programming method, the demand tables for 
each product have to be calculated separately in Microsoft Excel then imported as 
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tables to GAMS. The parameter bsstkD  represented the imported values. Therefore the 
demand constraint is given by:  
 
bs
stkstk DS     iSsKkTt  ,,           (6.24) 
 
The difference between the demand and the net production is given by 
 
stk
bs
stkstk SDgap    iSsKkTt  ,,                 (6.25) 
 
where 
stkgap  is the difference between the demand and the net production of product 
s at time period t of scenario k 
 
 
Capacity Constraints 
 
The capacity constraint is given in the form: 
 
max
itkitk EE     aHiKkTt  ,,           (6.26) 
 
Expected Downside Risk Constraints 
 
EDR  is defined as the expected downside risk, variable kNPV  as the net present value 
of each scenario k of the project, variables kUS  and kDS  as upside potential and 
downside risk for each scenario k, together with parameter MP  as the minimum 
profit for the project, maxEDR  as the maximum expected downside risk allowed by 
the model and parameter RF  as a risk factor with value between zero and one.  
 
The downside risk for each scenario k ( kDS ) is equal to MP  less kNPV  if kNPV  is 
less than MP  and 0 otherwise. The upside potential for each scenario ( kUS ) is equal 
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to kNPV  less MP  if kNPV  is larger than MP  and 0 otherwise. The two variables 
can be modelled using the following constraints. 
 
kk NPVMPDS      Kk            (6.27) 
 
,0kDS      Kk            (6.28) 
  
MPNPVUS kk      Kk            (6.29) 
 
,0kUS      Kk            (6.30) 
  
kkk DSUSMPNPV     Kk            (6.31) 
 
 
The expected downside risk ( EDR ) can then be defined as the sum of the downside 
risk for each scenario k multiplied by the scenario probability ( kProb ). The EDR  is 
given in the form: 
 
   
k
kk DSProbEDR    Kk            (6.32) 
subject to 
 maxEDRRFEDR                 (6.33) 
 
 
 
  Chapter 6 Stochastic model with financial analysis  - 175 - 
6.3.2 Model II: With Mean Absolute Deviation (MAD) Constraints 
 
The mathematical formulation of this model is the same as the previous model. 
However, the expected downside risk (EDR) constraints have been replaced by the 
mean absolute deviation (MAD) constraints. 
 
6.3.2.1 Notation 
 
Only the newly formulated notation is summarised below.  
 
Parameters 
 
maxMAD  = Maximum expected downside risk allowed by the model 
 
Variables 
 
MAD   = Mean absolute deviation of the project 
kAbdev  = Absolute deviation for each scenario k 
 
6.3.2.2 Constraints 
 
Mean Absolute Deviation Constraints 
 
MAD  is defined as the mean absolute deviation, variable kNPV  as the net present 
value of each scenario k, variables kUS , kDS and kAbdev as the upside potential, the 
downside risk and the absolute deviation for each scenario k, together with parameter 
maxMAD  as the maximum mean absolute deviation allowed by the model and 
parameter RF  as a risk factor with value between 0 and 1. Then the mean absolute 
deviation can be defined by the equations below;  
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The absolute deviation for each scenario k ( kAbdev ) can be expressed using the 
following constraints. 
  
 kk NPVeNPVDS       Kk           (6.34) 
 
 eNPVNPVUS kk       Kk           (6.35) 
 
0,0  kk DSUS      Kk           (6.36) 
 
The parameter minimum desired profit ( MP ) in the previous model which is used in 
modelling kUS  and kDS  is replaced by the expected net present value of the project 
( eNPV ) for this case. 
 
kkk DSUSMPNPV      Kk           (6.37) 
 
kkkk DSAbdevUSAbdev  ,    Kk           (6.38) 
  
The mean absolute deviation ( MAD ) can then be defined as the sum of the absolute 
deviation for each scenario k multiplied by the scenario probability ( kProb ). The 
MAD  is given in the form: 
 
   
k
kk AbdevProbMAD     Kk           (6.39) 
subject to 
maxMADRFMAD                 (6.40) 
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6.3.3 Model III: With Regret Optimisation 
 
In the previous two cases, the financial analyses are performed by inserting additional 
sets of constraints to each of the mathematical formulations. For this regret 
optimisation case, the financial analysis is carried out by modifying the optimisation 
criterion not only to maximise the eNPV but also to minimise the regret.  The 
notation and mathematical formulation of the model are described below. 
 
6.3.3.1 Notation 
 
Only the newly formulated notation is summarised below.  
 
Constant 
 
   = Coefficient for determining trade off between eNPV and regret 
 
Parameters 
 
pi
kProb   = Probability of the event tree for perfect information case 
  
Variables 
 
RT   = Regret 
MinR   = Multi-objective function 
eNPVpi  = expected net present value for perfect information case 
kNPVpi  = net present value of the project at scenario k for perfect  
information case 
d
kRevpi  = Discounted revenue generate at scenario k  for perfect  
information case 
d
kInvCostpi  = Discounted investment cost at scenario k for perfect  
information case 
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d
kFOMCostpi  = Discounted fixed O&M cost at scenario k for perfect  
information case 
d
kVOMCostpi  = Discounted variable O&M cost at scenario k for perfect  
information case 
itkCpi   =  Capacity of task i in year t at scenario k for perfect information  
Case 
itkEpi   =  Expansion of capacity of task i in year t at scenario k for perfect  
information case 
main
stknetPpi   = Net production per consumption of main product s at the end of  
year t at scenario k for perfect information case 
 
The mathematical formulation of this regret optimisation model can be divided into 
two main parts. The first part is for the robust case where the notation and 
mathematical formulation are the same as case I.  
 
The second part is for the perfect information case where another set of notations 
and mathematical formulation which are similar to the robust case are newly 
formulated. The variables and some of the parameters are renamed to represent the 
perfect information case. However they still have the same meaning as the parameters 
and variables in the robust case.  
 
6.3.3.2 Objective Function 
 
The optimisation criterion in this regret optimisation model is to maximise the eNPV 
and also minimise the regret over the planning horizon. The Multi-objective function 
is given in the form: 
 
Maximise    RTeNPVMinR   1            (6.41) 
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RT  is the regret of the model which can be described as the different between the 
expected net present value of the robust part ( eNPV )  and the expected net present 
value of the perfect information part ( eNPVpi ). The regret is given in the form: 
 
 eNPVeNPVpiRT                (6.42) 
 
The objective function of the robust part is the same as for the previous model which 
is given in the form: 
 
  


Kk
kk NPVProbeNPV               (6.43) 
 
The objective function of the perfect information part can then be expressed as: 
 
  


Kk
k
pi
k NPVpiProbeNPVpi              (6.44) 
 
eNPVpi  is the expected net present value of the perfect information case. The 
variable acts the same way as eNPV  which is the expected net present value of the 
robust case. 
 
 The net present value is given in the form: 
 


















d
k
d
k
d
k
d
k
k
VOMCostpi
FOMCostpi
InvCostpi
Revpi
NPVpi               (6.45) 
 
The discounted revenue is given by: 
  
   






t s
main
stkskt
d
k netPpiVDFRevpi             (6.46) 
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The discounted investment cost is given by: 
 
   






t i
itkitkt
d
k EpiCostIVDFInvCostpi             (6.47) 
 
The discounted fixed O&M cost is giving by: 
  
   






t i
itkitkt
d
k CpiCostOMDFFOMCostpi             (6.48) 
 
Similarly, the discounted variable O&M costs is giving by: 
 
   






t s
stkstkt
d
k inRpiCostRDFVOMCostpi              (6.49) 
 
The rest of the variables, balance equations and constraints for the perfect information 
case are formulated in the same way as for the robust case with an exception for the 
non-anticipativity constraints. The perfect information part does not contain the 
non-anticipativity constraints which is the main difference between the two 
formulations. The non-anticipativity constraints control the possible values of each 
scenario. For example the constraints make sure that the values of variables for 
scenario 1 to scenario 3 are the same for the first time period. By relaxing the 
constraints, the resultant model can choose different values for each variable which 
represents the perfect information case.   
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6.4 Case Study: Integrated Inorganic Chemicals Complex 
at Bamnet Narong, Thailand 
 
Based on the mathematical formulation presented in the previous section, the financial 
measures named Expected Downside Risk (EDR) and Mean Absolute Deviation 
(MAD) were adapted to the capacity expansion planning of integrated inorganic 
chemicals complex at Bamnet Narong, Thailand. The demand forecasting method, 
both with and without bootstrap algorithm were also applied to the two models. As a 
result, five cases have been created for three-stage stochastic programming model of 
both EDR and MAD as financial measures. The five cases are listed below. 
 
Case 1:  Without Bootstrap Demand 
Case 2:  With Bootstrap Demand when  = 0.5 
Case 3:  With Bootstrap Demand when  = 1.0  
Case 4:  With Bootstrap Demand when  = 1.5 
Case 5:  With Bootstrap Demand when  = 2.0 
 
Moreover, the multi-objective minimax regret optimisation approach has also been 
applied to the case study. The results, followed by discussion of the three models are 
described in the next section. The input data for all three models are the same as in the 
previous chapter. 
 
6.4.1  Input Data 
 
The only new input data used in this model is the discount factor which is shown in 
Table 6.1. The discount factor was calculated from equation 6.6. A four percent 
interest rate and zero percent inflation rate were used in the calculation. The rest of 
the input data is the same as the previous chapter. 
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Table 6.1:  Discount Factor 
Year Discount Factor 
1 1.0000 
2 0.9615 
3 0.9246 
4 0.8890 
5 0.8548 
6 0.8219 
7 0.7903 
8 0.7599 
9 0.7307 
10 0.7026 
11 0.6756 
12 0.6496 
13 0.6246 
14 0.6006 
15 0.5775 
16 0.5553 
17 0.5339 
18 0.5134 
19 0.4936 
20 0.4746 
21 0.4564 
22 0.4388 
23 0.4220 
24 0.4057 
25 0.3901 
 
6.4.2  Results and Discussion 
 
6.4.2.1  Model I: With Expected Downside Risk (EDR) Constraints 
 
The first model to discuss in this section is the three-stage stochastic optimisation 
model with EDR as the financial measure. Similar to the models described in the 
previous chapter, the overall problem has been formulated as a MILP problem.  
 
As explained in section 6.2, the definition of the EDR is derived from three terms. 
The first is the NPV of each of the nine scenarios generated from the demand scenario 
tree, the second term is the desired NPV of the project set by the investor and the third 
term is the probability of occurrence of each scenario.  When the desired NPV is set to 
be zero, it implies that the downside risk would be the negative NPV of each scenario. 
However, for the case of the capacity expansion of the integrated inorganic chemical 
complex at Bamnet Narong, Thailand, the results from previous models show that the 
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NPV for all scenarios were never less than zero and in fact the NPV was always at a 
very high value. Therefore, to demonstrate downside risk in the solutions, the desired 
NPV used in this chapter was set to be $ 8,500 million.  
 
As this chapter focuses on the financial side of the results, the NPV of each scenario 
for all 5 cases mentioned above will be discussed. The optimal eNPV and NPV from 
solving the MILP problem are shown in Figures 6.1 and 6.2 respectively.  
 
The first significant feature shown in the results is the large decrease in values of the 
eNPV and NPV of each scenario when compares to the suggested eNPV and NPV of 
the previous chapter as shown in Figure 5.4. The decreased was due to the discount 
factor which was incorporated into this model. However, even with the discount 
factor, the suggested capacity expansion network was identical to that of the previous 
model.   
 
 
Figure 6.1: The expected net present value (eNPV) of different bootstrap demands 
(with discount factor) 
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Figure 6.2: The net present value (NPV) of different bootstrap demands                
(with discount factor) 
 
 
Figure 6.3: The downside risk of different bootstrap demands 
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Figure 6.4: The upside potential of different bootstrap demands 
 
 
Figure 6.5: The upside potential and downside risk of different bootstrap demands 
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Upon analysis of the downside risk results for Case 1 where the bootstrap method was 
not used for forecasting the demand, the first scenario was the only scenario that 
contains downside risk, as the rest of the scenarios have their NPV higher than the 
desired NPV. However, for Case 2, eight out of nine scenarios contain some downside 
risk. As mentioned in the previous model, the results from the bootstrap forecasting 
method were more pessimistic than the results obtained without the bootstrap method 
and hence a higher risk is observed for the former. The same pattern appeared in 
Cases 3, 4 and 5 where all scenarios apart form scenarios eight and nine had some 
downside risk. The downside risk and upside potential are shown in Figures 6.3 to 
6.5. 
 
From figure 6.4, it can be seen that if the downside risk of any scenario become zero 
then that scenario will have zero or positive upside potential. For example, for Case 1, 
all scenarios have positive values. For Case 2, only the ninth scenario has positive 
value and for Case 3, 4 and 5, only the eighth and ninth scenarios have positive 
values.   
 
To emphasise the above statement, a figure showing both downside risk and upside 
potential on the same axis for all cases is shown in Figure 6.5. The higher the value of 
the upside potential means the better chance for the project to obtain profit as 
expected. 
 
Moreover, from the decision-maker’s perspective, EDR is a suggestion of the amount 
of risk involved in a project. A higher the value of EDR implies a higher probability 
of achieving an NPV less than the desired value. On the other hand if the value of 
EDR of a project is very low or nearly zero, it implies that the project involves only 
minor risk in making any investment decisions. It is therefore interesting to compare 
the values of EDR for each of the cases mentioned above. The EDR values for each of 
the five cases are shown in Figure 6.6.  
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Figure 6.6: The expected downside risk (EDR) of different bootstrap demands 
 
From figure 6.6, it can be seen that the EDR was at zero for Case 1 where the 
bootstrap method has not been applied. The resultant EDR for the rest of the cases 
shows that when the value of  increases the EDR also increases. These results are as 
expected as the higher value of  means higher uncertainty volatility in demand, 
which also means higher risk in making any investment decisions. 
 
After implementing the EDR as the financial measure for the stochastic model, the 
next step was to try to manage the financial risk by reducing the EDR of the overall 
project. According to the mathematical formulation of the EDR constraints presented 
in the previous section, the constrained EDR must be less than or equal to the risk 
factor (RF) multiplied by the optimal value of EDR when RF is equal to one. The 
value of RF can range between zero and one. Then by varying the value of the risk 
factor the EDR can be reduced. From solving the model with different risk factor 
values, it can be concluded that the model becomes infeasible when the risk factor is 
decreased to any number below 1 as the attempt to reduce the EDR of the capacity 
expansion planning. The reason for the infeasibility is described as follow. 
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In order to reduce EDR, a NPV of any scenario with downside risk has to be 
increased. However, if the optimal value of NPV is at its maximum due to any 
constraints then it is not possible to reduce the EDR and therefore the model becomes 
infeasible. The same situation happened with the attempt to reduce the EDR for the 
capacity expansion of the chemicals complex at Bamnet Narong, Thailand. As 
mentioned in the previous chapters, the optimal solutions from optimising the 
developed models were all driven by demands, the same conclusion also applies to 
this stochastic model with EDR as financial measure. It is not possible to increase the 
NPV of any scenario as the demands for all scenarios have already been met.   
 
In this model, the interest rate was assumed to be four percent while the inflation rate 
was assumed to be zero. In reality the inflation rate will not be zero due to many 
factors including variation in energy prices. The effect of varying the inflation rate 
can be worked out from the discount factor equation as shown in equation 6.8. The 
inflation rate is indirectly proportional to the interest rate, when the inflation rate 
increases, the NPV of each scenario will also increase. 
 
6.4.2.2  Model II: With Mean Absolute Deviation (MAD) Constraints 
 
The term Mean Absolute Deviation can be thought of as the spread of the value of 
NPV of each scenario compared to the eNPV. The graph showing the MAD of each 
case is given in figure 6.7. 
 
From analysing the results, it is as expected that case II has the lowest value of MAD 
as the differences between demands of each scenario are smallest compared to the rest 
of the cases. On the other hand, case V has the highest MAD value due to the highest 
spread in value of demands. The absolute deviation of each case is shown in figure 
6.8. 
 
As mentioned above, the EDR constraint can be used to reduce the possibility of 
obtaining a NPV lower than a certain value by varying the value of RF. On the other 
hand, the MAD constraint can be used to limit the dispersion of NPV by a similar 
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method to produce a more risk-averse solution. The NPV of case I with different risk 
factors is shown in Figure 6.9. 
 
 
Figure 6.7: The mean absolute deviation (MAD) of different bootstrap demands 
 
 
Figure 6.8: The absolute deviation (AD) of different bootstrap demands 
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Figure 6.9: The net present value (NPV) of different risk factors 
 
6.4.2.3  Model III: With MiniMax Regret Optimisation 
 
The last model developed in this chapter is the Multi-objective minimax regret 
optimisation model under uncertainty in demand for the capacity expansion planning 
of the chemicals complex at Bamnet Narong, Thailand. As described in the 
mathematical formulation section, the regret optimisation involves solving two 
different cases, namely, the perfect information case and robust case.  
 
The robust case used in this model refers to the first EDR constraint model developed 
in this chapter. Solving each scenario separately with the relaxation of the non-
anticipativity constraints generated the perfect information case used in this model. 
The maximum regret is then the difference between the perfect information case and 
the robust case. The objective function of the MiniMax Regret optimisation model is 
to minimise the maximum regret along with maximise the eNPV of the project.  
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The results from optimising the new objective function show that the suggested 
capacity expansion network structures for both the perfect information case and the 
robust case were identical which resulted in zero regret. Even though the non-
anticipativity constraints have been relaxed for the perfect information case, the 
values of the stochastic demand for each product forced the optimal network 
structures of both cases to be the same.    
 
6.5  Concluding Remarks 
 
The previous chapter considered the capacity expansion of an integrated chemical 
complex under uncertainty with bootstrap demand. The model was able to suggest 
different capacity expansion configurations for different cases of bootstrap demands. 
However, from the point of view of investors or decision makers, identifying financial 
risk is also an important factor in making any investment decisions. The work 
described in this chapter introduced financial risk theory and decision-making 
analysis into the previously developed model. For each new model developed in this 
chapter, five different cases of demand have been studied. The five cases include the 
four different bootstrap demands developed in Chapter 5 and also the stochastic 
demand developed in Chapter 4.  
 
While the performances of each developed model were measured by the expected net 
present value (eNPV), the risk of each configuration can be measured by expected 
downside risk (EDR). The first part of the work described in this chapter investigated 
the EDR of the five cases mentioned above. Moreover, the effect of limiting EDR to 
reduce the risk of obtaining a NPV lower than a certain value was also carried out.  
 
In theory, by reducing the risk factor to control the maximum value of EDR of a 
configuration, the resultant EDR of the optimal solution should be reduced. However, 
this was not the case for the capacity expansion problem at Bamnet Narong, Thailand. 
The model became infeasible with the attempt to reduce EDR. This was mainly due to 
the fact that the suggested capacity expansion strategy has already achieved the 
predicted demand and therefore any higher attempt to increase the NPV of a scenario 
was not possible. 
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Apart from using EDR as a method for measuring risk, the mean absolute deviation 
(MAD) has also been introduced. The MAD can be used to compare the spread out of 
NPV between each scenario. However, limiting the maximum value of MAD would 
not necessarily be in favour to decision makers as an attempt to reduce the MAD also 
decreases the NPV. 
 
As mentioned above, the eNPV was used as the decision making indicator of the 
objective functions of all previously developed model, the final part of this chapter 
applied a different decision making method, named Minimax Regret as part of the 
performance measured. Regret was defined as the difference between the perfect 
information case and the robust case. The objective function considered was the trade 
off between the eNPV and Minimax Regret. The capacity expansion problem at 
Bamnet Narong was formulated as multi-objective multi-period stochastic 
programming model. The network structures suggested were identical to the 
previously developed model when the demands of both robust case and perfect 
information case were the same. The results lead to the conclusion that the model is 
demand driven and the optimal network structure has been obtained. 
 
Furthermore, the actual calculation of NPV for a project required a discount factor to 
be incorporated into the mathematical formulation. As the discount factor has not 
been included in the models in previous chapters, a discount factor calculated from a 
4% interest rate was formulated in all the models described in this chapter. The 
discount factor leads to approximately 50% decrease in eNPV and NPV. However, 
the development of an integrated chemical complex at Bamnet Narong, Thailand was 
still proven to be financially viable with identical network structures as in the previous 
chapter for all five cases considered in this chapter. 
 
The next chapter continued investigating the concept of multi-objective programming 
by considering economical and environmental measures as the main objectives. 
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Chapter 7 
 
 
Multi-Objective, Multi-Period, Three-Stage 
Stochastic Capacity Planning Optimisation Model 
towards Sustainability 
 
 
 
 
7.1 Introduction 
 
The model presented in the previous chapter focuses on the financial aspect of the 
integrated inorganic chemical complex at Bamnet Narong, Thailand. However, 
considering only the economical side of any industry in particular the chemical 
process industry could potentially lead to environmental problems. Any industrial 
company that releases high green house gas emissions could be suspended until the 
company meets the environmental impact assessment standard which also means 
losses in the revenue stream and therefore significant loss in the total profit.  
   
The chemical process industry contributes to the effect of global warming in several 
ways. The direct environmental impact comes from the actual chemical processes 
whereas the indirect environmental impact arrives from the high intensity of energy 
used by the processes. The energy consumption in the chemical process industry is 
extremely large which means that the indirect environmental impact could be 
significant. The chemical industry cannot simply think of energy as an inexpensive 
and unlimited resource as the way the industry has been enjoying before.  
 
Due to the increase in oil prices and the higher awareness in the reduction of green 
house gases, much research and development has been carried out throughout the 
world with the aim of discovering energy efficient technologies with low emissions 
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and high productivity. One way of controlling the direct and indirect environmental 
impacts of a chemical complex is to choose the most reliable technology for reducing 
emissions that is also energy efficient for each of the processes in the chemical 
complex. However, those technologies such as, carbon capture technologies can be 
very expensive. Therefore, in order to successfully develop a chemical complex, it is 
essential to consider both the economical and the environmental aspects of the project.  
 
Furthermore, after the establishment of the Kyoto protocol, the quest for pollution 
prevention and increased pressure and demand for environmental considerations 
makes sustainability an important issue in modelling. Many researchers have 
considered environmental damage as a constraint on operations. However, the multi-
objective approach has become more popular due to the ability to incorporate both 
economic and environmental indicators in the objective function. 
 
For these reasons, a multi-objective programming approach has been selected for the 
development of an optimisation model that can provide trade offs between the 
economical and the environmental objectives of the inorganic chemical complex at 
Bamnet Narong, Thailand. The full literature review of optimisation model with 
integration of sustainability and environmentally conscious supply chains is described 
in chapter 2 of this thesis.  
 
Before applying the multi-objective programming approach to capture the 
environmental aspect of the problem, the expected environmental damage arising 
from developing the chemicals complex is also considered by adding emission 
constraints. Therefore, the work described in this chapter consists of two distinct 
models:  
 
1. Multi-period three-stage stochastic capacity planning with environmental 
emission constraints. 
2. Multi-objective multi-period three-stage stochastic capacity planning 
considering both economical and environmental concern as main objectives. 
 
The next section describes the mathematical formulation of the two models.
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7.2 Mathematical Formulation 
 
7.2.1 Model I: With Expected Emission (EE) Constraints 
 
The mathematical formulation of this model is the same as the previous model. 
However, the expected emission constraints have been added to manage the amount 
of green house gas (GHG) emission along with maximising the eNPV of the model. 
The GHG of interest in this model is the carbon dioxide.  
 
7.2.1.1 Notation 
 
Only the newly formulated notation is summarised below.  
 
Constant 
 
EF    = Emission factor with value between 0 and 1 
 
Parameters 
 
maxeTe   = Maximum expected emission allowed by the model 
2co
iD   = Direct emission factor of process i  
2co
sID   = Indirect emission factor of raw material s  
 
Variables 
 
eTe   = Expected total emission 
scenario
kTe  = Total emission under scenario k 
year
tkTe   = Total emission during time period t under scenario k 
itkDe   = Direct emission from process i during time period t under  
scenario k 
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itkIDe   = Indirect emission from process i during time period t under  
scenario k 
resource
istkIDe  = Indirect emission from raw material s of process i during time  
period t under scenario k 
 
7.2.1.2 Objective Function 
 
The optimisation criterion in this model is again similar to model I in the previous 
chapter which is to maximise the eNPV over the planning horizon.  
 
The objective function is given in the form  
 
Maximise   


Kk
kk NPVProbeNPV               (7.1) 
 
7.2.1.3 Constraints 
 
Expected Emission Constraints 
 
This section presents the mathematical formulation for calculating the expected 
amount of carbon dioxide emissions produced by the network over the long-term 
horizon ( eTe ). In order to express the variable, a number of variables have to be 
formulated. As this model considers both direct and indirect emissions, the direct 
emission of carbon dioxide from plant i during time period t in scenario k ( itkDe ) and 
the indirect emission form plant i during time period t in scenario k ( itkIDe ) can be 
described as: 
 
2co
iitkitk DCDe     IiKkTt  ,,            (7.2) 
 
 
s
resource
istkitk IDeIDe    IiKkTt  ,,            (7.3) 
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2co
s
process
istk
resource
istk IDUIDe    IiSsKkTt i  ,,,        (7.4) 
 
The variable itkDe  is determined by the amount of carbon dioxide emission released 
per capacity of process i ( 2coiD ) and the suggested capacity of process i during time 
period t in scenario k ( itkC ).  
 
The variable itkIDe  is the sum of raw material s from variable 
resource
istkIDe . The variable 
resource
istkIDe  is the indirect emission from raw material s of process i during time period 
t under scenario k which can be derived from the amount of indirect carbon dioxide 
emissions per usage of raw material s ( 2cosID ) and the usage of raw material s by 
process i during time period t in scenario k ( processistkU ) 
 
The annual total emission during time period t in scenario k can then be described by 
the variable itkDe  and itkIDe  which is given in the form: 
 
  
i
itkitk
year
tk IDeDeTe   KkTt  ,             (7.5) 
  

t
year
tk
scenario
k TeTe    Kk               (7.6) 
 
 
The expected emission ( eTe ) can then be defined as the sum of the total emission for 
each scenario k ( scenariokTe ) multiplied by the scenario probability ( kProb ). The 
expected emission is given in the form: 
 
  
k
scenario
kk TeProbeTe   Kk               (7.7) 
 
The expected total emission can then be tightened in the similar way as the EDR and 
MAD in Chapter 6 by constraining the maximum value of the eTe . The constraint is 
formulated as follow: 
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 maxeTeEFeTe                   (7.8) 
 
where the constant EF  is the emission factor which control the expected amount of 
total emission produces by the network. maxeTe  is the eTe  value when none of the 
constraints on emission limit are applied. To reduce the expected total emission by 
20%, the value of the emission factor needs to be set to 0.8. The constant EF  can be 
any value between 0 and 1. 
 
7.2.2 Model II: Multi-Objective Optimisation towards Sustainability 
 
The pervious model considered the environmental aspect of the capacity planning 
problem by introducing additional constraints. This second model investigates the 
effect of including the sustainability as one of the main objectives. The notation and 
mathematical formulation of the model are described below. 
 
7.2.2.1 Notation 
 
Only the newly formulated notation is summarised below.  
 
Constant 
 
   = Coefficient for determining trade off between eNPV and eTe 
SF   = Scaling factor 
 
7.2.2.2 Objective Function 
 
The optimisation criterion in this model is to maximise the eNPV and also minimise 
the expected total emission over the planning horizon. The Multi-objective function is 
given in the form: 
 
Maximise    SFeTeeNPV   1                      (7.9) 
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where    is the coefficient for determining trade off between the two 
objectives.  has a value between 0 and 1.  
SF  is the scaling factor. 
 
7.3 Case Study: Integrated Inorganic Chemicals Complex 
at Bamnet Narong, Thailand 
 
To determine optimal capacity planning strategies towards sustainability of the 
integrated chemicals complex at Bamnet Narong, the mathematical formulation of the 
two distinct models presented in the previous section were applied to the case study of 
the chemicals complex at Bamnet Narong. The description of different cases for each 
model are described below 
 
Model I: Emission constraints 
 
In the attempt to reduce the amount of expected carbon dioxide produced from 
developing the chemicals complex over the long-term planning horizon, different 
values of the emission factor  described in the previous section were used to represent 
tightening process of the carbon dioxide emission. 
 
Case 1: Emission factor equals to 1 which represents the base case with 
the maximum amount of carbon dioxide emission. 
Case 2: Emission factor equals to 0.9 which represents 10% reduction 
of expected carbon dioxide emission.  
Case 3: Emission factor equals to 0.8 which represents 20% reduction 
of expected carbon dioxide emission.  
Case 4: Emission factor equals to 0.7 which represents 30% reduction 
of expected carbon dioxide emission.  
 
Model II: Multi-Objective optimisation towards sustainability 
 
For the multi-objective model, in order to examine the trade off between the expected 
net present value and the expected total carbon dioxide emission different values of 
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multi-objective coefficient  were substituted in equation 7.9. The different cases are 
given below: 
 
Case 5:  = 1, SF = 1  (100% eNPV, 0% eEmission) 
Case 6:  = 0.75, SF = 1  (75% eNPV, 25% eEmission) 
Case 7:  = 0.5, SF = 1  (50% eNPV, 50% eEmission) 
Case 8:  = 0.25, SF = 1  (25% eNPV, 75% eEmission) 
Case 9:  = 0, SF = 1   (0% eNPV, 100% eEmission) 
 
The five cases above represent the trade off between eNPV and eEmission when SF  
equals to 1 (no scaling). To illustrate the effect of the scaling factor, five further cases 
were investigated with SF  equals 10-7. The SF  was formulated to provide similar 
weight to the two objectives.  
 
From all the cases described above, different capacity planning strategies for the 
chemicals complex at Bamnet Narong, Thailand were determined and discussed in 
section 7.3.2.  
 
7.3.1  Input Data 
 
The additional input data required by the models are the potential direct and indirect 
environmental impact caused by each chemical plant in the chemical complex at 
Bamnet Narong, Thailand. The environmental impact from each process can be 
determined by the feedstock specification and effluents. The direct environmental 
impact consider in this thesis is measured by the amount of carbon dioxide (CO2) 
released by each process. The indirect environmental impact is measured by the 
amount of electricity and natural gas used by each process. The direct CO2 emission 
ratios in kilogram of CO2 per ton for each process were also obtained from the 
internal feasibility report for the development of the chemicals complex at Bamnet 
Narong, Thailand (KPT, 1999). The indirect CO2 emission ratio from the electricity 
usage in kilogram of CO2 per kWh is referenced from Limmeechokchai and 
Suksuntornsiri (2007), and ERM (2005). On the other hand, the indirect CO2 emission 
ratio from burning the natural gas in kilogram of CO2 per Ton can be calculated from 
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the calorific value of the methane gas in the composition of natural gas using the 
following equations: 
 
1 MM Kcal    equals to  4,200,000 KJ 
1 Kcal    equals to 3.967 Btu 
Calorific Value of CH4 equals to 55,530 KJ/kg  
Molecular weight of CH4 equals to  16 g/mol 
Molecular weight of CO2 equals to  44 g/mol 
 
Therefore, 
 
1 MM Btu of natural gas produces  
 
weightmolecularCHvaluecalorificCH
weightmolecularCO
44
2
97.3
000,000,1000,200,4


   kg CO2                  (7.10) 
 
The amount direct and indirect carbon dioxide emission ratio releases by each process 
are presented in Table 7.1 and Table 7.2 respectively.  
 
Table 7.1: The direct CO2 emission ratio 
Plant Type CO2 emission ratio (kg CO2/Ton) 
Industrial Grade Potash Plant 0  
Ammonia Plant 898.18 
Urea Plant 0.05 
Salt Washing Plant 0  
Salt Refining Plant 0  
Soda Ash Plant 28.91 
Sulphuric Acid Plant 0  
Phosphoric Acid Plant 0  
Diammonium Phosphate Plant 0  
NPK Blending Plant 0  
Potassium Sulphate Plant 31.60 
Potassium Hydroxide Plant 0  
Potassium Carbonate Plant 126.54 
Magnesium Hydroxide Plant 9.99 
Magnesium Metal Plant 0  
Chlor-Alkali Plant 0  
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Table 7.2: The indirect CO2 emission ratio 
Raw  material CO2 emission ratio Unit 
Electricity 0.509  kg CO2/ kWh 
Natural Gas 52,450,159 kg CO2/MMBtu 
Fuel (Natural Gas) 52,450,159 kg CO2/MMBtu 
 
7.3.2  Results and Discussion 
 
7.3.2.1  Model I: Emission Constraints 
 
For the first model, different optimal capacity planning strategies associated with the 
desired carbon dioxide emission values were determined from optimising the 
proposed model using the chemicals complex at Bamnet, Narong as the case study. 
Based on the additional data related to carbon dioxide emission ratio, the amount of 
expected emissions of carbon dioxide for each case were able to be revealed and 
presented in Figure 7.1. The total amounts of carbon dioxide emission for each 
scenario of the four cases are shown in Figure 7.2 to Figure 7.5. 
 
 
Figure 7.1: Expected CO2 emission for different emission factors 
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Figure 7.2: Total CO2 emission for each scenario of Case 1 
 
 
Figure 7.3: Total CO2 emission for each scenario of Case 2 
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Figure 7.4: Total CO2 emission for each scenario of Case 3 
 
 
Figure 7.5: Total CO2 emission for each scenario of Case 4 
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From analysing the results of the four cases applied to the first model, the first feature 
to notice is that the total capacity of the chemical plants and the eNPV decrease as the 
desired limit of expected carbon dioxide emission decreases. The eNPV for each case 
is given in Figure 7.6. 
 
 
Figure 7.6: Expected net present value for different emission factors 
 
From the resultant optimal eNPV of each case, it can also be summarised that by 
reducing the amount of carbon dioxide emission by 10%, 20% and 30%, the eNPV 
was reduced by 0.7%, 1.8% and 3.0% respectively. 
 
It is also worth noticing that as the two models developed in this chapter were based 
on the multi-period three-stage capacity planning model developed in the previous 
chapter, the suggested capacity planning strategy for case 1 was identical to the 
recommended strategy from optimising the non bootstrap stochastic demand case in 
previous chapter. However, the capacity planning strategies were different for the 
other four cases. The suggested capacities of all the chemical process plants were the 
same apart from the capacity of the ammonia plant. The model chose to reduce the 
capacity of the ammonia plant to reduce the expected amount of the carbon dioxide 
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emission. It is not surprising as both direct and indirect carbon dioxide emission per 
ton of chemical products produced are highest for ammonia when compared to other 
products. The capacity expansion of the ammonia plant for the four cases of emission 
factors are shown in Figure 7.7.   
 
 
 
Figure 7.7: Capacity expansion plan for the ammonia plant for different emission 
factors 
 
7.3.2.2  Model II: Multi-Objective Optimisation towards Sustainability 
 
For the second model, different optimal capacity planning strategies associated with 
different trade off coefficient between eNPV and expected carbon dioxide emission 
were determined from optimising the proposed multi-objective model using the 
chemicals complex at Bamnet, Narong as the case study. The results from optimising 
this multi-objective model can be divided into two parts. The first part analyses the 
cases with no scaling. The second part evaluates the cases with scaling effect. 
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As the model generated large amount of data, only the summary and some specific 
part of the results will be discussed in this section. The first group of results of interest 
is the types of chemical process plant which were suggested to be developed for each 
value of trade off coefficient ( ) when the SF  equals to 1 (case 5 to case 9). The 
optimised chemical process plants for the five cases of  are shown in Table 7.3. 
 
Table 7.3: Suggested chemical process plants for different cases of  with, SF  = 1 
Case Type of chemical process plant 
5)   = 1, SF  = 1  
 (100% eNPV, 0% eEmission) All plants 
6)   = 0.75, SF  = 1 
(75% eNPV, 25% eEmission) 
Industrial grade potash plant, Salt washing plant,  
Sulphuric acid plant, Soda ash plant, Urea plant,  
NPK blending plant, Potassium Hydroxide plant  
and Potassium Carbonate plant. 
7)   = 0.5 , SF  = 1 
(50% eNPV, 50% eEmission) 
Industrial grade potash plant and NPK blending 
plant. 
8)   = 0.25, SF  = 1 
(25% eNPV, 75% eEmission) 
Industrial grade potash plant and NPK blending 
plant. 
9)   = 0, SF  = 1 
(0% eNPV, 100% eEmission) None. 
 
 
Figure 7.8: The eNPV of different cases of   
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Table 7.4: The expected CO2 emission of different cases of   
Case Expected CO2 emission (kg) 
5)   = 1, SF  = 1  
 (100% eNPV, 0% eEmission) 8.55ּ10
16 
6)   = 0.75, SF  = 1 
(75% eNPV, 25% eEmission) 3.93ּ10
9 
7)   = 0.5 , SF  = 1 
(50% eNPV, 50% eEmission) 1.54ּ10
8 
8)   = 0.25, SF  = 1 
(25% eNPV, 75% eEmission) 1.54ּ10
8 
9)   = 0, SF  = 1 
(0% eNPV, 100% eEmission) 0 
 
The second group of results in consideration is the eNPV and the expected carbon 
dioxide emission for each cases of  . The eNPV of each case is shown in Figure 7.8. 
The expected CO2 emission of each case is shown in Table 7.4. 
 
From analysing the results, it can be seen that as the  decreases, both the eNPV and 
the expected carbon dioxide emission decreases. Another interesting feature to notice 
is that the suggested capacity expansion strategies when   equals to 0.5 (case 7) and 
0.25 (case 8) were the same. 
 
Considering the case when there is no trade off between the economical and 
environmental side of the problem ( equals to 1), the optimal eNPV was suggested 
to be 9.35ּ109 whereas the expected carbon dioxide emission for the 25 years 
planning horizon was calculated to be 8.55 ּ1016. It can be seen that the two values 
were significantly different.  In this case, the multi-objective model maximise only the 
eNPV, therefore the expected carbon dioxide emissions were not taken into 
consideration in the objective function.  
 
However, for the case when the model maximised 50% of the eNPV and minimised 
50% of the expected emission ( equals to 0.5), both objectives were considered but 
the trade off coefficient between the two objectives were not actually equal. This was 
because in the base case, the value of the expected emissions was much higher than 
the eNPV when the units were ignored. For this reason the proposed multi-objective 
model recognised that the weight on the expected emissions was much higher than the 
  Chapter 7 Multi-objective stochastic optimisation model - 209 - 
weight on the eNPV and therefore suggested the capacity planning strategy as shown 
in Table 7.3. 
  
The second part of the analysis considered the effect of the scaling factor. In order to 
put similar weight on the eNPV and the expected carbon dioxide emission, the SF  
value of 10-7 was used. The suggested chemical process plants for the five cases of 
 with SF equal to 10-7 are shown in Table 7.5. The eNPV of each case with scaling 
is shown in Figure 7.9. The expected CO2 emission of each case with scaling is shown 
in Table 7.6. 
 
Table 7.5: Suggested chemical process plants for different cases of  with scaling  
Case Type of chemical process plant 
10)   = 1, SF  = 10-7 
 (100% eNPV, 0% 
eEmission) 
All plants. 
11)   = 0.75, SF  = 10-7 
(75% eNPV, 25% eEmission) All plants apart from the ammonia plant. 
12)   = 0.5 , SF  = 10-7 
(50% eNPV, 50% eEmission) All plants apart from the ammonia plant. 
13)   = 0.25, SF  = 10-7 
(25% eNPV, 75% eEmission) 
All plants apart from the ammonia plant, the 
potassium sulphate plant, and the magnesium 
hydroxide plant. 
14)   = 0, SF  = 10-7 
(0% eNPV, 100% eEmission) None. 
 
From analysing Table 7.4, it can be seen that in order to keep the ammonia plant, the 
model suggested that the potassium sulphate and the magnesium hydroxide plants 
have to be removed from the plan. However, if considering only the direct CO2 
emission ratio of each plant, the potassium carbonate plant should be removed instead 
of the two plants as it has the second highest direct CO2 emission ratio. The soda ash 
plant which has higher ratio than the magnesium hydroxide plant should also be 
suggested by the model. As the model considered both economical and environmental 
aspects of the chemicals complex, the potassium carbonate and the soda ash plants 
were not chosen to be removed from the plan as they are more financially attractive 
than the potassium sulphate and the magnesium hydroxide plants. The costs of each 
chemical process plant are shown in Table 3.9 and the sale price of each main product 
is shown in Table 3.7. 
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Figure 7.9: The eNPV of different cases of  with scaling 
 
Table 7.6: The logarithmic of the expected CO2 emission of different cases of  with 
scaling 
Case Expected CO2 emission (kg) 
10)   = 1, SF  = 10-7 
 (100% eNPV, 0% eEmission) 8.55ּ10
16 
11)   = 0.75, SF  = 10-7 
(75% eNPV, 25% eEmission) 3.57ּ10
15 
12)   = 0.5 , SF  = 10-7 
(50% eNPV, 50% eEmission) 3.32ּ10
15 
13)   = 0.25, SF  = 10-7 
(25% eNPV, 75% eEmission) 1.50ּ10
15 
14)   = 0, SF  = 10-7 
(0% eNPV, 100% eEmission) 0 
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Figure 7.10: The values of the objective function for different scaling factors 
 
From analysing the results, it can be seen that with the same value of  , the suggested 
capacity planning strategies for the cases with scaling (case 5 to case 9) were different 
from the cases without scaling (case 10 to case 14) . Higher capacites of the chemical 
process plants were suggested to be developed resulting in higher eNPV and higher 
expected carbon dioxide emission when the scaling factor was active. The results for 
the cases with scaling were similar to the results of the first model where emission 
constraints were considered. The capacity of the ammonia plant was also first chosen 
to be reduced. The comparison of values of the objective functions in equation (7.9) 
for different values of scaling factor is shown in Figure 7.10. 
 
It can be seen in Figure 7.10 that when the scaling factor was applied, the rate of 
change in values of the objective function was more constant from which it can be 
implied that ignoring the value of  , the priorities of the economical and the 
environmental concern measures in the trade off were more balanced than the cases 
without scaling. 
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7.3.3  Concluding Remarks 
 
The work in the previous chapter considered the financial risk analysis and introduced 
multi-objective programming with “regret” as one of the main objectives to the 
capacity planning problem for the chemicals complex at Bamnet Narong, Thailand. 
The resultant multi-period three-stage stochastic capacity planning models were able 
to provide decision-makers with capacity planning strategies which maximise the 
expected net present value and also manage the financial risk associated with the 
problem. With the current awareness in the extensive amount of GHG produced every 
year from all industries, considering only the economical aspect of the chemicals 
complex is not sufficient, the sustainability of the chemicals complex should also be 
taken into account.  
 
The indicator of environmental damage used in this chapter was the amount of both 
direct and indirect carbon dioxide emissions from each chemical process plant. The 
direct emission is measured by the amount of carbon dioxide released by each 
process. The indirect emission is measured from the amount of electricity and natural 
gas used by each process. 
 
In the attempt to integrate the environmental aspect to the previous developed model, 
two approaches were investigated. The first approach measured and managed the 
environmental damage of the project over the planning horizon with emission 
constraints. The second approach incorporated the environmental impact as one of the 
main objectives using multi-objective programming technique. As a result, two 
distinct models were developed. 
 
For the first model, the capacity planning strategies for the chemicals complex were 
examined with four different cases of desired value of expected carbon dioxide 
emission. The proposed model was able to suggest optimal capacity expansion 
strategies subjected to the desired expected carbon dioxide emission. The results show 
that the most economical way to reduce the carbon dioxide emission was to reduce the 
capacity of the ammonia plant.  
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Furthermore, the expected net present value and the expected carbon dioxide emission 
were traded off using the second multi-objective, multi-period three-stage stochastic 
optimisation model. Ten cases were inspected to represent different priorities of the 
two economical and environmental objectives. The proposed multi-objective model 
was able to generate a set of optimal capacity expansion strategies subject to the value 
of trade off coefficient between the economical and the environmental impact 
measures. From these results, the decision makers will be able to decide the most 
appropriate strategy for the capacity expansion of the chemicals complex.    
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Chapter 8 
 
 
Conclusions and Future work 
 
 
 
 
 
This chapter provides a summary of the work described in this report, and provides a 
future research plan for this research 
 
8.1 Contribution of this Thesis 
 
Due to large reserves of potash in the North East of Thailand, the Department of 
Mineral Resources in Thailand, has been investigated the viability of establishing a 
grass roots inorganic chemicals complex at Bamnet Narong in North East Thailand 
close to the site of the new potash mine and processing facility.   
 
There has been a lot of research accomplished in the area of planning and scheduling 
for the process industry. Much of the research is concentrated on optimising the 
planning and scheduling of a particular plant in a chemicals complex. However, in a 
real-world situation, chemical plants are normally connected together to form a larger 
complex. This is also the case for the inorganic chemicals complex at Bamnet Narong 
in North East Thailand.    
 
The main contribution of this thesis is the development of a multi-objective, multi-
period stochastic capacity planning model as a quantitative tool in determining an 
optimum investment strategy while considering sustainability for an integrated 
chemicals complex under future demand uncertainty through out long-term planning 
horizon using the development of inorganic chemicals complex at Bamnet Nariong, 
  References - 215 - 
Thailand as the main case study. Within this thesis, a number of discrete models were 
developed towards the completion of the final multi-objective optimisation model.  
 
A multi-period capacity planning optimisation model with a deterministic demand 
was first introduced in Chapter 3. During each time period, the optimal capacity 
planning structure of the chemicals complex network was determined. Four scenarios 
have been created to examine the feasibility of the developed model. The first 
scenario investigated the concept of dividing the timeline into three phases. The 
second scenario removed the time constraint imposed in the first scenario. The third 
scenario tested the effect of varying the duration of the planning horizon of the 
chemicals complex. The forth scenario observed the effect of demands variation 
throughout the planning horizon.  
 
In Chapter 4, a three-stage stochastic programming approach was incorporated into 
the second model to capture the uncertainty in demand of different chemical products 
throughout the planning horizon. As a result, a multi-period stochastic capacity 
planning optimisation model under demand uncertainty was formulated. 
 
Building upon the second model, a statistical analysis method named “Bootstrapping” 
was applied to the third model as an alternative demand forecasting method. The 
results from the three-stage stochastic optimisation model developed in Chapter 4 
were compared with the results from the four different cases of stochastic demands 
generated by the bootstrap method which were described in Chapter 5. 
 
Three capacity planning models under uncertainty with different financial risk 
analysis were developed in Chapter 6. The traditional financial risk measures 
including the expected downside risk and the mean absolute deviation were applied as 
financial risk constraints to the three-stage stochastic models developed in Chapter 4 
and Chapter 5. The risks associated with the different demand forecasting methods 
were analysed. In addition to the financial risk constraint approach, the decision 
making theory named Minimax Regret was considered as part of the objective 
function to form another financial performance measure to the capacity planning 
problem. As a result, a multi-objective, multi-period three-staged stochastic model 
was developed.  
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Finally, in Chapter 7, two approaches were incorporated into the developed multi-
period three-stage stochastic model to capture an environmental aspect in developing 
the chemicals complex which resulted in two discrete models. The first model 
considered the environmental impact by imposing additional GHG emission 
constraints which were able to tighten the expected emission over the planning 
horizon.  The second model which was the final model developed in this thesis, 
included the environmental impact as one of the main objectives using a multi-
objective programming approach. The resultant multi-objective, multi-period three 
stage stochastic capacity planning model towards sustainability was able to provide 
different capacity planning strategies associated with different trade off coefficients 
between the economic and the environmental impact measures of the chemicals 
complex problem over the planning horizon under demand uncertainty. 
 
8.2 Future Research Direction 
 
The work described in this thesis addressed the capacity planning of inorganic 
chemical process plants integrated together inside a chemicals complex. The inorganic 
chemicals complex at Bamnet Narong, Thailand was used as the case study for all 
developed models. Although the models were capable of providing capacity planning 
strategies according to many aspects including uncertainty in demand, financial risk 
management, and environmental impact assessment, there are still several extensions 
that can be made to improve the current models and formulations presented in this 
thesis. The possible extensions are presented as below.  
  
8.2.1  Technology Options 
 
The proposed model only took into account one type of technology per production of 
a chemical product. As in the current advancement in chemical process industry, 
many technologies are available with different costs, different process specification, 
different material balances and different amounts of emissions. By incorporating 
additional technology options to the developed models in the future work, possible 
improvements can be achieved through optimisation of new technologies.  
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8.2.2 Integration of Capacity Planning with Supply Chain 
Design 
 
The formulation presented in this work does not take into account the location of both 
raw materials and demands. To accurately represent the full supply chain of the 
chemicals complex, the availability and the costs of different types of transportation 
mode for both the raw materials and products in locations of interest should be taken 
into consideration in the future work.   
 
8.2.3  Consideration of Others Environmental Impacts 
 
Currently the environmental impact considered by the proposed model is the direct 
and indirect carbon dioxide emission from the chemical processes. The future work 
should include others environmental impacts such as others type of air and water 
pollution.  
 
8.2.4  Integration with Energy Planning 
 
Each chemical process required a considerable amount of energy such as electricity 
and heat energy. The proposed model accounts for the energy usage by each process. 
However, the models fail to integrate energy planning such as the consideration of co-
generation. Therefore, another potential area for future work is the integration of 
capacity planning problem with energy planning. 
 
8.2.5  Multi-Site Capacity Planning 
 
The proposed model considers each chemical process plant to be in one location. A 
possible future research direction is to extend the single-site to a multi-site capacity 
planning.  As the proposed model assumes that there is no maximum limit for the total 
capacity of the considered site, however, in the reality, a single chemicals complex 
can only be expanded to a certain capacity. The multi-site capacity planning allows a 
higher production rate to satisfy demands in different locations. 
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8.2.6  Incorporation of Inventory Management 
 
Inventory management is an important part of supply chain management. The 
developed models do not include the inventory of raw materials, main products and 
by-products. To optimise the problem statement accurately, the inventory 
management should be investigated and incorporated into the models. 
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Appendix A: Glossary of Terms 
 
 
 
 
 
Indices 
 
i  = Chemical Process 
k  = scenario index 
s  = Input raw material and Output product  
t  = Time (years) 
1  = Phase I 
2  = Phase II 
3  = Phase III 
 
Sets 
 
1H   =  Set of processes i that are in phase I 
2H   =  Set of processes i that are in phase II 
3H   =  Set of processes i that are in phase III 
aH   =  Set of processes i that are in all phases 
K   = Set of scenario indices  
iS  = Set of materials that interact with process i 
T  = Set of time periods 
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Constant 
 
   = Coefficient for determining trade off between eNPV and regret 
   = Coefficient for determining trade off between eNPV and eTe 
bigM   = Large number 
EF    = Emission factor with value between 0 and 1 
INT    = Interest rate 
IFA    = Inflation rate 
RF    = Risk factor with value between 0 and 1 
SF   = Scaling factor 
smallm  = Small number 
 
Parameters 
 
out
si   =  Proportion of output product s in task i  iSs   
in
si   =  Proportion of input product s in task i  iSs  
max
itC   =  Maximum capacity of process (task) i in period t 
max
itkC   =  Maximum capacity of process (task) i in scenario k and period t 
itCostIV   =  The investment cost for newly-built capacity i in time period t 
stCostOM  =  The operation and maintenance costs of product s in time  
period t  
stCostR  =  The cost of resource s in time period t 
itkCostIV   =  The investment cost for newly-built capacity i in time period t  
and scenario k 
itkCostOM  =  The operation and maintenance costs of process i in time period  
t and scenario k 
stkCostR  =  The cost of resource s in time period t and scenario k  
stD   =  Demand of product s in year t 
stkD   =  Demand of product s in year t in scenario k 
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bs
stkD   =  Bootstrap Demand of product s in year t at scenario k 
2co
iD   = Direct emission factor of process i  
tDF   = Discount factor during time period t  
max
itE   =  Maximum capacity expansion of process (task) i in period t 
max
itkE   =  Maximum capacity expansion of process (task) i in scenario k  
and period t 
maxEDR  = Maximum expected downside risk allowed by the model 
maxeTe   = Maximum expected emission allowed by the model 
2co
sID   = Indirect emission factor of raw material s  
maxMAD  = Maximum expected downside risk allowed by the model 
smain    = Main product s (equal to 1 for main product, 0 otherwise) 
MP    = The minimum desired profit for the project  
kProb   = Event probabilities for scenario k 
pi
kProb  = Probability of the event tree for perfect information case 
sV   = Value of product s 
skV   =  Value of s in scenario k 
 
Binary Variables 
 
itactE   = 1 if chemical process i is established in time period t and  
0 otherwise 
ikactE   = 1 if chemical process i is established in scenario k,  
0 otherwise 
year
itkactE  = 1 if chemical process i is established in year t and scenario k,  
0 otherwise 
 
Continuous Variables 
 
kAbdev  = Absolute deviation for each scenario k 
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itC   =  Capacity of task i in period t 
itkC   =  Capacity of task i in year t and scenario k 
itkCpi   =  Capacity of task i in year t at scenario k for perfect information  
Case 
itkDe   = Direct emission from process i during time period t under  
scenario k 
kDS   = Downside risk in scenario k  
itE   =  Expansion of task i in period t 
itkE   =  Expansion of task i in year t in scenario k 
itkEpi   =  Expansion of capacity of task i in year t at scenario k for perfect  
information case 
EDR   = Expected downside risk of the project 
eNPV   = expected net present value of the project 
eNPVpi  = expected net present value for perfect information case 
eTe   = Expected total emission 
d
kFOMCost  = Discounted fixed O&M cost in scenario k  
d
kFOMCostpi  = Discounted fixed O&M cost at scenario k for perfect  
information case 
stgap   = Difference between the demand and net production of main  
product s at the end of period t 
stkgap   = Different between the demand and net production of main  
product s at the end of year t in scenario k 
by
stI   = Inventory of main product s at end of period t 
by
stkI   = Inventory of main product s at end of year t in scenario k 
main
stI   = Inventory of main product s at end of period t 
main
stkI   = Inventory of main product s at end of year t in scenario k 
itkIDe   = Indirect emission from process i during time period t under  
scenario k 
resource
istkIDe  = Indirect emission from raw material s of process i during time  
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period t under scenario k 
stinR   = Amount of raw material s that is required at the end of year t  
stkinR   = Amount of raw material s that is required at the end of your t in  
scenario k 
d
kInvCost  = Discounted investment cost in scenario k  
d
kInvCostpi  = Discounted investment cost at scenario k for perfect  
information case 
MAD   = Mean absolute deviation of the project 
MinR   = Multi-objective function 
stnetP   = Net production of product s at the end of period t 
stknetP   = Net production of product s at the end of year t in scenario k 
main
stnetP   = Net production of main product s at the end of period t  
main
stknetP   = Net production of main product s at the end of  
year t in scenario k 
by
stnetP   = Net production of by-product s at the end of year t 
by
stknetP   = Net production per consumption of main product s at the end of  
year t in scenario k 
main
stknetPpi   = Net production per consumption of main product s at the end of  
year t at scenario k for perfect information case 
NPV   = Net present value of the project  
kNPV   = net present value of the project in scenario k 
kNPVpi  = net present value of the project at scenario k for perfect  
information case 
stP   = Total production of product s at the end of period t 
stkP   = Total production of product s at the end of year t in scenario k 
feedback
stR  = Amount of main product s that act as input to another process i  
at the end of year t 
feedback
stkR  = Amount of main product s that act as input to another process i  
at the end of year t in scenario k 
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input
stR   = Amount of external raw material s required by the model at the 
end of period t 
input
stkR   = Amount of external raw material s required by the model at the 
end of year t in scenario k 
d
kRev   = Discounted revenue generate in scenario k  
d
kRevpi  = Discounted revenue generate at scenario k  for perfect  
information case 
RT   = Regret 
stS   = Sales of main product s at end of period t 
stkS   = Sales of main product s at end of year t in scenario k 
scenario
kTe  = Total emission under scenario k 
year
tkTe   = Total emission during time period t under scenario k 
stU   = Total usage of raw material s at the end of period t 
stkU   = Total usage of raw material s at the end of year t in scenario k 
kUS    = Upside potential in scenario k 
d
kVOMCost  = Discounted variable O&M cost in scenario k  
d
kVOMCostpi  = Discounted variable O&M cost at scenario k for perfect  
information case 
 
