A new framework, Eigen Analysis in General Curvilinear Coordinates (EAGCC), is presented for internal propagation of linear acoustic flow disturbances through irregular but smoothly varying duct geometries and non-uniform but smoothly varying mean flows. The framework is based on an eigen analysis of the linearised Euler equations for a perfect gas formulated in a general curvilinear coordinate system. A series of test cases are studied, from a simple uniform cylindrical annular duct with uniform mean flow to an axially and circumferentially non-uniform duct with non-uniform mean flow, which together validate the method for acoustic propagation through non-uniform annular ducts and non-uniform but irrotational and homentropic mean flow: although the framework provides for rotational and non-homentropic mean flow, and for modelling vortical and entropic flow perturbations, these features are not validated in this paper. Two propagation methods are presented. The first is a one-way "single sweep" calculation, in which only information travelling in the direction of propagation is retained. The second is an iterative "two-way sweep" method that accurately captures reflected waves and returns transmitted and reflected perturbations. Previous eigenvector analyses were subject to limitations on geometry and mean flow (for instance slowly-varying ducts) that are not required in the current method, for which the only limitations are that the duct and mean flow vary smoothly with position.
Midpoint of a duct section between adjacent analysis surfaces = 1 and = 2
Introductory Remarks
Eigen analysis is widely used in analysis of flow perturbations in uniform ducts with uniform mean flow, because 1. It offers the engineer a framework with which to 'understand' the problem -to understand the behaviour of each individual eigenmode is, for a wide range of linear engineering problems, to understand the system. 2. It offers an extremely fast prediction route.
Moving from uniform to non-uniform ducts and mean flow, and moving from regular orthogonal coordinate systems to irregular non-orthogonal coordinate systems, greatly reduces the first benefit. The eigenmodes themselves change shape along the duct, so any understanding of how individual modes behave is necessarily limited to that part of the duct for which the modes were calculated.
The tenet of this paper is that the second benefit remains -it will be shown that when the mean flow is nonuniform the computational expense of performing calculations in general curvilinear coordinates is of the same order as that required for more approximate calculations based on conventional orthogonal systems such as cylindrical polars. Consequently this new and more general approach has potential application in a wide variety of fields.
State of the Art
Duct propagation methods can be broadly classified as a) Volumetric, including finite difference, finite volume, finite element and Lagrangian methods. b) Surface-based, including boundary element methods and derivatives. c) Semi-analytic, including eigen analysis methods.
Volumetric methods are the most general, capturing general geometry and mean flow profiles, but are the most expensive computationally. Surface-based schemes can handle any smoothly-varying duct geometry but become complex if the mean flow is non-uniform and/or rotational. Semi-analytic schemes can be extremely fast, but can also be difficult to apply in ducts with irregular geometry and/or non-uniform mean flow.
The scope of this paper is limited to semi-analytic eigen analysis methods.
Eigen analysis methods have been used for many years to aid understanding of acoustic propagation in ducts:
Tyler and Sofrin's [1] widely referenced work on aeroengine tone noise is based on eigen analysis of uniform annular cylindrical ducts with uniform axial mean flow.
Eigen Analysis in Slowly Varying Ducts
Rienstra [2] combined the eigenvalue approach with a multiple-scales methodology to accommodate annular cylindrical ducts of slowly-varying radius. Peake and Cooper [3] extended the method to elliptical ducts, and Rienstra [4] further extended the method to incorporate slowly varying axial ducts of arbitrary cross-section.
This last paper provides a step toward the current method, in that a numerical method was used to calculate eigenmodes at successive analysis planes. The slowly-varying requirement was still needed, however, to simplify the analysis and to allow the boundary conditions to be treated in the same way as a parallel duct -that is, the axial component of the wall normal could be neglected. Astley et al [5] developed a method for eigenanalysis in a uniform cylindrical annular duct with circumferentially varying mean flow and provided a direct comparison with results from an aeroengine-representative inlet.
Rienstra's work was limited to axially aligned ducts. Brambley and Peake [6] adopted a similar approach to accommodate strongly curved slowly varying cylindrical ducts (that is, ducts with circular/annular crosssection where the wall radii vary slowly with distance along the duct centreline). The analysis surfaces were again planar, although in this case the planes were no longer parallel. Restricting analysis to slowly varying cylindrical ducts permitted the same approximation with respect to the walls -namely that they could be treated as normal to the analysis plane.
Both Rienstra and Brambley and Peake considered sound propagation in potential mean flow, which allows the use of a reduced equation set. Cooper and Peake [7] included the effects of mean flow vorticity, and
Cooper [8] studied the effect of non-homentropic mean flow in the swirling region downstream of a bladerow and showed a modest effect on the axial wavenumber of acoustic waves, concluding that it can be an important effect close to the cut-on/cut-off boundary.
The conventional paradigm for eigen analysis, exemplified in most of the papers referenced above, is to use a locally accurate approximation to the geometry for which a locally-fitted orthogonal coordinate system can readily be applied, with the duct boundaries approximately or exactly following the coordinate axis normal to the plane.
The current work constitutes a shift away from this paradigm toward the use of a single, global, body-fitted coordinate system. This method is more complex, but brings with it several advantages:  The slowly-varying limitation in the previous work is removed. Ducts still have to be smooth but duct geometry and mean flow can vary strongly with position.  This is achieved within a single framework.
 The coordinate system can be chosen to optimise computational efficiency.
Studies Deriving from Analysis of Waveguides
A second strand of work in this field stems originally from the study of electromagnetics in waveguides.
Most of this work is restricted to solutions of the Helmholz equation with zero or uniform mean flow, but some of the same issues are faced in the consideration of non-uniform geometry and/or non-uniform wall impedance.
Pagneux et al [9] introduced a multi-modal method for acoustic propagation based on hardwall duct modes for a prescribed geometry of varying area. Various extensions of this method have been made for specific cases:
Felix and Pagneux [10] , for example, apply the method to bends in three-dimensional ducts of circular cross section with and without an impedance condition at the duct walls. More recent treatments, see for instance Felix et al [11] , include a 'supplementary mode' for lined ducts to satisfy the impedance boundary condition at the duct walls without the need to include very large numbers of hardwall modes in the model. Maurel et al [12] have extended the approach in two dimensions to non-uniform ducts using a Jacobian-based transformation.
This last paper [12] , using a Jacobian-based transformation in two dimensions, takes a step towards the current work, albeit for a much restricted problem set. In the current method the problem is framed in curvilinear coordinates in three dimensions, and the effects of non-uniform mean flow are included, which greatly expands the range of application to engineering problems of interest. A further departure from the above studies is that the current method is based on a set of modes at each analysis surface that fully obey the local boundary conditions, whereas the above studies are based on a modal series solution to the hardwall problem in uniform geometry. The current method is a more natural approach and removes one of the sources of error discussed in the above studies (the convergence of the solution series to a true duct solution). The reasons given by Mercier and Maurel [13] for the latter choice are twofold: firstly that it is not proven that a mathematically complete series solution exists in the general case, and secondly that "the notion of adapted transverse functions becomes fuzzy" in the case of continually varying impedance. The first issue is not relevant to the current work, as the problem is first discretised, and the eigenmodes found form a complete basis with respect to the discretised problem. The complete basis set is used in propagation, with due regard to modes that are not well captured numerically, avoiding issues that can arise from mode matching using an incomplete basis. The second reason is logical in the sense that there is relatively little research on the use of non-constant eigenmodes in acoustics. Not all of the outstanding questions can be resolved in a single paper, and it is hoped that the wide applicability of the current method, as demonstrated in this paper, will spur further research in this area.
Related Applications of Eigen Analysis
A number of authors have used eigen analysis to explore the behaviour of acoustic liners in the presence of a boundary layer (see for instance Brambley [14] ). This is beyond the scope of the current work: although the methods presented in this paper are amenable for analysis of this type, the computational cost is prohibitive for prediction of acoustic propagation in three-dimensional non-uniform geometries and mean flow, which is the main objective of this paper.
Acoustic eigenvector solutions have been widely used for analysing volumetric computational fluid dynamics (CFD) or computational aeroacoustics (CAA) duct flow solutions and to provide non-reflecting boundary conditions (see for example Wilson, [15, 16] , Rienstra and Ovendon [17] ). This work included numerical eigenmode calculations in axisymmetric ducts to include the effects of radially non-uniform swirling flow profiles (Kousen, [18] , Moinier and Giles, [19] ). This field is beyond the scope of the current paper.
Outline of Method
The inputs to the EAGCC method are: 1. A duct described by a single global body-fitted coordinate system, such as the one shown in figure   1 . One of the coordinates (here denoted ζ) has to represent the direction of propagation along the duct and can be considered as a "pseudo-axial" coordinate. It is convenient also to define a "pseudoradial" coordinate ξ, such that the duct boundaries lie on surfaces of constant ξ, and a "pseudocircumferential" coordinate ( η) , as shown in the figure. In principle any smoothly-varying coordinate system can be used, but recommendations for selection and generation of a computationally efficient coordinate system are provided in the discussion at the end of the paper.
A time-averaged flowfield.
3. An incoming perturbation at fixed frequency ω at one or both ends of the duct.
The output of the method is the outgoing perturbation at the ends of the duct: both the transmitted and (optionally) the reflected waves. In addition the complete perturbation field is captured at each analysis surface and can be used to map the flow perturbation within the duct. Although the method is described for a single set of input waves, the most computationally expensive part of the calculation is the derivation of the eigenvector matrices, described below, and these can be re-used to calculate the response to any other incoming perturbations at the prescribed frequency with little additional expense.
The first step in the analysis proper is the generation of eigensolutions to the linearised flow equations on surfaces of constant ζ. The use of general curvilinear coordinates for the analysis captures the effects of curvature in the coordinate system as well as gradients in mean flow amplitude and direction.
The eigensolutions are classified in terms of direction of information travel. If the mean flow is irrotational and homentropic these eigensolutions represent acoustic, vortical and entropic perturbations as in conventional analysis in cylindrical ducts with uniform mean flow. In cases where the rotational and non-homentropic components of the mean flow are not extreme the eigensolutions can still be classified into these perturbation types, as demonstrated in the validation cases given below. The method of propagation along the duct is described in detail in section 5.5. The signal in the vicinity of each analysis surface is described in terms of eigenmode coefficients and the axial variation (amplitude and phase) of each coefficient calculated directly from the related eigenvalue. At the mid-point between analysis surfaces ( = ) a change of basis matrix is developed to relate the coefficients from one set of eigenmodes to those of the next. This is a first-order discretisation in the sense that the eigenvector basis is approximated as being constant in the vicinity of each analysis surface, but this should not be confused with first-order finite difference schemes: in the latter the phase information has to be captured within the finite difference framework.
In the current method the phase information is propagated using the eigenvalues, and hence the method is not subject to the same limitations in terms of mesh points-per-wavelength.
Two forms of axial propagation are considered. A common assumption in previous work is that reflections from geometry and mean flow changes within the duct can be neglected. If the objective of the calculation is a one-way transmission characteristic this can be a good approximation even in the presence of weak-to-moderate non-uniformity in geometry and mean flow, because only secondary reflections (reflections of the reflections) affect the result. This assumption is used in the "one-way sweep" method. Here the signal is filtered at each boundary and only the information travelling in the direction of the sweep (away from the plane of the input signal) is retained.
In the "two-way sweep" method reflections are captured and stored as source values introduced to the succeeding sweep in the opposite direction. Because reflected perturbations can themselves be reflected this becomes an iterative calculation with successive sweeps in alternate directions. In this type of analysis input signals can be applied at both ends of the duct.
The two types of propagation method are defined mathematically in section 5.5.
The eigenvalue analysis and propagation of perturbations along the duct are based on a description of the flow velocity in terms of standard contravariant basis vectors derived from the coordinate system 1 . A coordinate transformation is needed, therefore, for any vector information input to or output from the method.
The mean flow velocity, for example, has to be transformed prior to use, as does the input perturbation velocity at the upstream or downstream end of the duct. Similarly, the output perturbation velocity has to be transformed back into Cartesian or cylindrical polar coordinates in order to be compared with measurements or other calculation methods.
Derivation of Equations
The perturbation analysis is based on the linearised Euler equations for a perfect gas. This entails two implied assumptions. The first is the small-perturbation approximation inherent in all linearised analyses.
The second is that the perturbations are not subject to viscous effects (either turbulent or laminar), neither to turbulent or radiant heat transfer. These effects are known to be small for free-field propagation over a large number of wavelengths, and a similar relationship can be expected to hold for in-duct propagation.
Note that the mean flow may be viscous, rotational and/or non-homentropic and subject to all of the above effects.
The non-linear Euler equations can be found in standard textbooks on fluid dynamics (see for example
Anderson [20] p77-78, together with the equation for the internal energy of a perfect gas on p88). The linearised form of these equations can be written
where , , represent velocity, pressure and density respectively, is the ratio of specific heats and t is
time. An overbar represents a time mean (but spatially varying) quantity and an apostrophe a perturbation from that average. Both mean and perturbation quantities are non-dimensionalised using reference values as shown in the Nomenclature section. Attention is drawn to the fact that mean pressure ̅ is normalised by the reference pressure ̅ ̅ (aerodynamic scaling), whereas the perturbation ′ is normalised by ̅ ̅ (acoustic scaling) to align the results with standard convention in acoustics.
If the flow mean flow is, or is close to, homentropic the entropy conservation equation can be used to remove the dependency on ρ ′ , leading to
where ̅ = √ ̅ ̅ can be viewed as a local correction to the speed of sound ̅ ̅ .
(Eq. 6)
In tensor form based on contravariant basis vectors, the non-homentropic form of the linearised Euler equations (equations 1 to 3) can be reformulated using the identities in appendix A to give
where represents the metric tensor of the coordinate system, its inverse and its determinant.
is the permutation tensor, related to the permutation symbol by 
Conventional Eigen Analysis: Uniform Cylindrical Duct Geometry and Uniform Axial Mean Flow in Cylindrical polar coordinates
This section provides a brief outline of the conventional analysis method for uniform geometry and flow as a template for the description of the current method in the section following. For this restricted case the matrices derived are equivalent to those provided by Kousen [18] ).
In uniform axial flow ̅ , ̅ and ̅ 2 are all constant and (with appropriate choice of reference parameters) take the value of unity. If each of the perturbation parameters is represented on an × orthogonal cylindrical polar mesh then and become partial derivative matrices which can be pre-calculated to any desired order of accuracy.
Alternatively a spectral definition may be used in the circumferential direction in which case
In either case A and B can be calculated explicitly and (generalised) eigen solutions found from equation 17
along with boundary conditions = 0 on the inner and outer walls. (Eq. 22)
Eigen Analysis in a General Curvilinear Coordinate System
Consider now a curvilinear coordinate system ( , , ) as illustrated in figure 1 . This coordinate system can be of any type, but the form illustrated with one variable acting as a pseudo-radial and one as a pseudocircumferential coordinate is often convenient for duct (cylindrical or annular) calculations as the boundary conditions are easier to apply if the boundaries lie on a surface with one coordinate constant. It also allows for a pseudo-spectral solution in the coordinate, as shown in the validation examples given later.
In analogy to the uniform flow case above, the target is to rewrite the flow equations in the form
where now the velocity components are not physical components, but represent coefficients with respect to standard contravariant basis vectors for the particular coordinate system under consideration. In the discrete case each velocity component is described over an × mesh, as is the pressure, where and represent the number of fixed points if a spatial scheme is used, or harmonic coefficients if a spectral scheme is used.
To illustrate this process, take the term −ρ ̅∇ • ′ from the mass conservation equation, which relates to the This term can be expanded to
where (as in the conventional analysis above), and are linear partial derivative operators that can be represented as derivative matrices for the discrete problem.
The last three terms contain a -derivative of a perturbation variable and hence contribute to matrix A. The other terms all contribute to matrix B.
It can be seen that the formulation in general curvilinear coordinates is complex, containing terms related to the metric tensor as well as the flow variables themselves. For this reason the reformulation of the flow equations into matrix form is better done (and in this work was done) symbolically.
Boundary Conditions
If, as described above, a coordinate system is adopted in which the duct walls are represented by holding one of the coordinates ( ) constant, then by definition the contravariant basis vector ̂ is normal to the wall.
Thus the zero flow hardwall boundary condition can be written
Or, in tensor form
5. Implementation
Calculation of the Jacobian and Metric Tensor
The Jacobian and the metric tensor can be pre-calculated directly from the definition of the calculation mesh.
This can, however, introduce errors if the calculation mesh is insufficiently fine. In order to eliminate this concern in the current work, a finer ( , , ) mesh was generated, and the Jacobian and metric tensor calculated using a linear partial differential operator in each direction similar to that used for the perturbation variables (described in the following section).
Differentiation in Directions other than the Direction of Propagation
The equations derived in the above section include derivative operators and in directions other than the direction of propagation.
In the direction this derivative was represented by a matrix in which the i th row represents the coefficients needed to provide a fourth order polynomial approximation of the derivative at point i using a 5 point stencil.
In the validation examples below, a pseudo-spectral solution was sought in the η direction, for which the first order differentiation matrix is a diagonal matrix [
where mk is the k th circumferential order in .
In the equations above these matrices have to be expanded to operate on full ( × ) vectors. This is done independently in the two directions -that is is expanded to operate along each line of constant and viceversa.
The differentiation matrices obtained were used in two ways: for predetermined variables including the time mean variables and metric tensor they were applied directly in the pre-processing step as operators acting on these variables. For the linear perturbation variables, which are initially unknown, they are applied directly in matrix form as submatrices in equation 23.
Implementation of Boundary Conditions
There is some freedom as to how to implement the boundary conditions. Maldonado et al [21] , working with uniform annular ducts, found that best results were obtained by preserving the normal pressure gradient in the equation set. Accordingly, the boundary conditions in this method were implemented by replacing the In this analysis modal coefficients are obtained by inverting the eigenvector matrix, and in some cases the presence of these inadmissible eigenvectors caused instabilities in the solution. In these cases more robust results were obtained by replacing these vectors with an arbitrary orthogonal set spanning the space of inadmissible vectors -this makes no difference to the overall solution as these vectors are not in any case used in the propagation calculations.
Eigenvectors and Eigenvalues
Having derived equation 23, eigenvectors and eigenvalues were obtained using a standard eigensolver 2 .
The propagation method (see next section) requires the eigenmodes to be classified into three categories:
 Right-running (acoustic and vortical or acoustic only depending on the direction of the mean flow)
 Left-running (acoustic and vortical or acoustic only depending on the direction of the mean flow)
 High order (acoustic or vortical, not well captured in the discretised system) It is accepted that the higher order perturbations with transverse wavelengths up to a small multiple of the mesh spacing will not be correctly captured in the eigensolution process (and neither in the validating CFD calculation). Most of these eigenmodes are strongly cut-off, and hence are of little practical interest. These modes were classified as 'high order' based simply on the amplitude of the eigenvalue. Due to the numerical discretisation some high order modes can also be in the wavenumber range of interest. Moinier and Giles [19] introduced a fourth order smoothing term to ensure that high order spurious modes had eigenvalues away from the region of interest, but for the validation cases shown here it was found not to be necessary: the high order modes contained little energy and did not contaminate the solutions (see section 6.1 for further discussion).
In the validation cases presented in this paper it was possible to accurately classify the remaining eigenvectors by comparison of the eigenvalue (or wavenumber ) set with known solutions for uniform mean flow in cylindrical ducts, as illustrated in Figure 2 , Figure 6 and Figure 15 . In all cases there was a clear separation of the eigenvalues between cut-on and cut-off modes and upstream and downstream-travelling modes, and classification was performed using simple linear programming. In validation case 4 below, with axially nonuniform geometry and mean flow, the classification was checked manually at each analysis surface along the duct and the coefficients of the linear programming adjusted where necessary.
It is recognised that this simple classification method will not be appropriate in more complex cases with very strongly non-uniform or swirling flow or regions of reversed flow and further work is required. 
Propagation along the Duct
Given the classification of the eigenmodes as described in the previous section the eigenvalue matrix at any analysis surface 1, defined by = 1 , can be ordered ). Right-running waves are defined as those propagating from surface 1 to an adjacent analysis surface 2 ( = 2 ) with eigenvectors and modal coefficients similarly ordered.
Local transfer matrix
This section describes the derivation of a transfer matrix 12 from the modal coefficients (   1   2   ) representing information travelling into the duct section 1 < < 2 , and the modal coefficients (
representing information travelling out of the duct section, such that
The higher order modes, although not appearing in the input and output vectors, play an important role in the derivation of the transfer matrix 12 , as will be seen later.
This transfer matrix 12 is calculated in three parts: The propagation matrices and are diagonal matrices based on the eigenvalues at surfaces 1 and 2
according to the direction of travel:
where 1 is a diagonal matrix of propagation coefficients
where 1 is the eigenvalue associated with the jth right-running eigenmode at plane 1, and the remaining matrices 1 , 2 and 2 are defined in an equivalent manner.
It remains to derive the central transfer matrix .
The physical effects of mode scattering and reflection due to mean flow and geometry changes are captured mathematically by the change of basis from 1 to 2 . The change of basis matrices in each direction can be decomposed in the same way as the eigenmode matrices:
The inclusion of the high order terms makes the basis complete. It is important to include the effects of information scattering from the captured modes to the high order modes -it is not sufficient in general to apply a simple mode-matching method between the well captured modes. At the same time it is assumed that the high order modes are highly evanescent: information scattered to these modes should be neglected: backscatter from the high order modes to the captured modes is unwarranted and can cause instabilities in the model.
These conflicting requirements can be reconciled by carefully respecting the direction of information flow.
The unsteady flow at the central plane can, in the 1 basis, be decomposed into downstream modes ̃1
propagating where in each case back-scattering from high order modes is neglected.
Combining the last two equations gives
The term relates to 'double reflections': for a smooth duct (and sufficient discretisation along it) this term will be small, ensuring that ( − ) is of full rank, giving Substituting these into the equations for ̃2 and ̃1 gives the transfer matrix in the required form:
, where (Eq. 36)
These equations can be compared with those of Felix and Pagneux [22] , but note the inclusion in the current work of the higher order terms in calculating the matrices.
"One-way Sweep" Method
If reflections due to changing duct geometry and mean flow can be neglected, the local transfer matrix in the previous section can be simplified. Taking for example the case where only right-running waves are retained the local transfer matrix becomes
where the order of the subscripts in 21 has been reversed in cognisance of the fact that in this restricted case it does indeed represent a transfer matrix from surface 1 to surface 2.
Having determined this transfer matrix as described in the previous section the solution at any point along the duct can be obtained in trivial fashion by stepping along the duct:
"Two-way Sweep" Iterative Method
If reflections along the duct cannot be ignored then the full transfer matrix X 12 is applied. In this work the solution was obtained using an iterative method. In the first "sweep" all of the left-running modal amplitudes are set to zero, and the solution is stepped from left-to-right, giving identical results to the "one-way sweep" method as defined in the previous section, except that at each interface the coefficients n of the reflected leftrunning waves are calculated alongside those of the right-running waves. In the second "sweep" the calculation is stepped from right to left, starting with any input wave at the right-hand end of the duct and setting the right-running modal amplitudes to zero. At each interface the reflected waves, defined by the coefficients n , are subtracted from the solution prior to propagating through the next duct section. This time the coefficients n of the reflected right-running waves are calculated and stored. This "two-way sweep" is performed iteratively to achieve a converged solution where the calculated coefficients do not change significantly between iterations. At convergence all of the local transfer matrices X n−1,n are satisfied and hence the calculated solution includes the effects of (multiple) reflections.
Validation Cases
Five validation cases are presented in this section, as summarised in the All of these cases are at low to moderate non-dimensional frequency. Wilson [23] provides an additional validation case for aeroengine inlet at aeroengine-representative non-dimensional frequencies.
Validation Case 1: Uniform Axisymmetric Annular duct and Uniform Axial Mean Flow
This case has a well-known analytic solution in the form of Bessel-Fourier harmonics (see, for example, Rienstra and Hirschberg [24] ). The spurious modes all contain high order oscillations in the direction, and can be moved out of this range using a small amount of fourth order smoothing as described by Moinier and Giles [19] . Validation cases 2 and 3 below were calculated with and without smoothing, with no appreciable difference in the results: although the spurious modes are present, they are either highly cut-off or contain too little energy to contaminate the results. Accordingly, the remaining results in this paper are presented without smoothing.
Figure 3 below shows sample radial pressure profiles for three specific modes compared with analytic BesselFourier modes. As with the eigenvalues the agreement at low orders is very good, but at the highest order (radial harmonic 4 at m=17) the eigensolution starts to drift. Note, however, that this mode is strongly cut-off
The results shown in this section demonstrate that the current method, with the given radial and pseudospectral definition, accurately captures the modes of interest in this case (both the cut-on modes and the slightlyto-moderately cut-off modes). 
Validation Case 2: Extruded Non-Axisymmetric Annular duct and Uniform Mean Flow

Geometry, Mean Flow and Perturbation Source
The geometry for this test case is an axially extruded duct with cross-section as shown in figure 4 . A periodic pressure pulse of low amplitude was applied at = 2.049 over a fixed sector at the downstream (outlet) end of the duct as shown in figure 5 . The semi-analytic and validating CFD calculations were then applied to predict the flow profile at the upstream (inlet) end of the test section.
Figure 5. Input pressure pulse region (yellow). The input region is sharp-edged -the region in green represents interpolation between cell-centres.
Validation Calculation (CFD)
There is no analytic solution for this case, and validation is against a commercial CFD code 3 run in inviscid non-linear mode using a perturbation amplitude of 1% of the mean pressure. A 31x180x44 (radial x circumferential x axial) hexagonal mesh was used in the test section (figure 4) with a timestep equivalent to one fiftieth of a cycle. The cut-on acoustic modes (see below) have at most a single lobe circumferentially, and hence this definition is sufficient to propagate not only the cut-on acoustic modes but also many of the cut-off modes to the upstream plane without appreciable dissipation error.
The CFD mesh included also an upstream extension to damp boundary reflections. This extension contained 36 additional axial planes, with the axial distance between the planes increasing geometrically upstream with ratio 1.2.
Semi-analytic Method
The mean flow in this case is again homentropic and the simplified method (based on equations 4 and 5) was applied.
The mesh used as a basis for the eigenvalue calculation is shown in Figure 4 . The coordinate corresponds directly to the coordinate. The coordinate is linearly scaled from on the inner wall to on the outer wall. Note that the mesh is no longer orthogonal, and also that the outer wall is no longer orthogonal to the pseudo-radial local coordinate axis.
The mean geometry and mean flow parameters for this case (mean inner and outer wall radii and mean axial Mn) were chosen to match validation case 1. Accordingly the same definition was used in the radial and circumferential directions; 21 points equispaced in the radial direction and circumferential modes m from -17 to +17. Figure 6 shows the eigenvalues plotted as wavenumber times the mean outer wall radius for ease of comparison with those predicted for a circular annular duct of the same mean radius shown in figure 2. Given the broad similarity of the eigenvalues to the annular duct solution, it was assumed that the mode type and direction of propagation of each mode followed the same pattern (as illustrated in the figure).
Eigenvalues and Modeshapes
It is noticeable that the lower order wavenumbers shown (that is, wavenumbers the imaginary part of which are close to zero) are similar in pattern to those obtained for the annular duct, but with reduced imaginary part, indicating less cut-off behaviour; indeed the lowest cut-off mode has here become cut-on.
Figure 6. -wavenumber times mean outer wall radius, classified as upstream-travelling acoustic (red), downstream-travelling acoustic (green) and vortical (black).
In general the modeshapes (eigenvectors) with low eigenvalues are recognisably similar to those obtained for an annular duct at the same mean radius, whereas the higher order modes are not. This is illustrated in figure   7 and figure 8, which show unsteady pressure contours for the second cut-on upstream-travelling mode (the first is a simple plane wave) and the fifth cut-off upstream-travelling mode. Figure 7 shows a single circumferential lobe pattern throughout. The higher order mode in figure 8 , however, shows a four lobe pattern near the outer wall and a two-lobe pattern near the inner wall, which cannot match any of the annular duct solutions for which the solution is separable in radius and circumferential angle. 
Semi-Analytic Calculation -Input and Output
The sharp edges to the input pulse region ( figure 5 ) cannot be accurately captured by the CFD mesh, and lead to minor non-physical effects in the immediate vicinity of the outlet plane. For this reason the input to the semi-analytic calculation was taken directly from the CFD solution at a position four axial planes upstream of the outlet.
Some manipulation was required to convert the CFD results into a form compatible with the semi-analytic calculation. Firstly ten snapshots were taken of the converged CFD solution and the first (time) harmonic calculated by Fourier transform. The velocity components were then transformed using the Jacobian matrix to the contravariant curvilinear vector basis used in the eigen analysis. A second Fourier transform was then applied in the direction to transform the input pressure and velocity perturbations into the pseudo-spectral representation used in the analysis. These results were interpolated in to the positions used in the semianalytic calculation. Finally the inverse of the eigenvector matrix was used to convert the spatial representation into coefficients of each of the eigenmodes.
The input pressure profile on the outer wall is shown in figure 9 . Only the upstream-travelling acoustic information, also shown in the figure, is utilised in the model. The small difference between the two represents the remnant of the spurious perturbation near the outlet boundary described previously.
Figure 9. Input pressure profile: amplitude at the outer wall vs circumferential position . The raw signal is shown in blue and the upstream-filtered signal in green.
The eigenmodes were propagated analytically, using the eigenvalues shown above, to a number of axial planes along the duct up to the test section inlet plane approximately one diameter upstream.
The reverse of the procedure described above was applied to the EAGCC results at each plane to allow them to be compared directly with the CFD solution. Figure 10 shows the unsteady pressure amplitude after propagation through the test section, again comparing the results of the semi-analytic calculation with the CFD results in terms of amplitude and phase. At this scale some differences are observable, but still relatively small.
Results
a) b) c) d)
Figure 10. Pressure at the upstream end of the test section: a) Semi-analytic calculation, pressure amplitude (normalised), b) Semi-analytic calculation, pressure phase (radians), c) CFD calculation, pressure amplitude (normalised), d) CFD calculation, pressure phase (radians)
In order to quantify the differences, the pressure disturbances on the outer wall at the inlet plane are plotted in figure 11 : The differences are seen to be small indeed -less than 2% in terms of maximum amplitude The above results show a direct comparison between the semi-analytic calculation and the validation solution.
In the following graphs the CFD solution is "wavesplit" in the manner of Wilson [9] but using the eigenmodes calculated in the semi-analytic solution to demonstrate that the CFD solution follows in detail the behaviour predicted by the semi-analytic method. Figure 12 shows amplitude and phase of the coefficients of the three cut-on modes compared with the linear behaviour predicted by the eigenvalue solution. Figure 13 shows the same for the first eight cut-off modes.
In all cases the agreement is excellent. 
Validation Case 3: Extruded Non-Axisymmetric Annular duct and Non-Axisymmetric Mean Flow
Testcase Description
The same geometry was used as for the previous testcase. In this case, however, the total pressure at the input plane was raised over a sector near top dead centre, leading to an increase in mean flow axial Mach number as shown in figure 14 . The maximum Mach number, on the outer wall at top dead centre, was 0.6, compared with a value of 0.5 across the majority of the duct.
The total temperature was kept constant at the same levels used in validation case 2, and as a result there is a modest density variation around the duct, making the flow weakly non-homentropic. Both the general (nonhomentropic mean flow) and the simplified forms of the method were applied: in this case no differences in the results were observed. The majority of the figures in this section were generated with the simplified method.
Results with the general method are presented for comparison in figure 22 . Figure 15a shows the eigenvalues calculated with the new non-uniform mean flow. As in the previous testcase these are presented as -wavenumbers. Comparing this with figure 6 the low-order acoustic wavenumbers show only minor differences. 
Eigenvalues and Modeshapes
-wavenumbers classified as upstream-travelling acoustic (red), downstream-travelling acoustic (green) and vortical (black). a) homentropic method, b) non-homentropic method, showing also entropic modes (blue).
The modeshape for the first cut-on acoustic mode is shown in Figure 16 . With uniform mean flow (validation case 2) this was a plane wave, that is, uniform amplitude, and hence not plotted. Here, however, the pressure amplitude in the high-flow region is significantly higher than in the remainder of the duct (1.0 compared with 0.78 in normalised units). Figure 19 shows the amplitude and phase for the semi-analytic result compared with the CFD result for this case. Comparing with the results from the uniform flow case (figure 10), it can be seen that the non-uniform flow in this case has a relatively small effect.
Results
The results along the outer wall are compared with the CFD solution in figure 20 . The differences from the CFD solution are again small and appear to be systematic (that is, similar direction and size to those shown in figure 11 for the uniform flow case).
To isolate the effect of the non-uniform mean flow, figure 21 shows the ratio of the amplitude and the phase difference at each position on moving from the uniform to non-uniform flow case. It can be seen that the effects of the non-uniform flow are well captured by the current method. 
Validation Case 4: Axially and Circumferentially Non-Uniform Duct and Mean Flow
Case Description and Validating CFD calculation
The test section consists of a curved cylindrical annular duct, with straight ducts at inlet and outlet ( figure   23 ). It is qualitatively similar to that chosen by Prinn et al [25] as a stepping stone towards a full aeroengine inlet duct geometry.
The inner and outer radii for this test case match those of validation case 1 (0.1m and 0.432m respectively).
The curved section (shown in red on figure 23 ) is 0.5 duct diameters long (measured along the centreline) and curves at a uniform rate through 16.42 degrees.
The mean flow was calculated using CFD in inviscid mode, hence the mean flow in this case is irrotational, although that feature is not used in the analysis. The inlet total pressure and exit static pressure were held constant across the duct, at a ratio consistent with a Mach number of 0.5.
The test case itself involved the introduction of a low amplitude rotating pressure signal at duct outlet. This signal took the form of a first radial order Bessel-Fourier mode at circumferential order m=4 and angular velocity consistent with a rotational Mach number at the outer wall of 1.2; if the duct and mean flow were axially uniform this mode would be cut-on and propagate at uniform amplitude along the duct. A low circumferential order input disturbance was deliberately chosen to minimise the computational expense of the CFD calculation used to validate the results.
Figure 23. Validation case 4 geometry. The curved section is highlighted in red and the straight sections in blue. The validating CFD calculation included an additional damping region, not shown, at the inlet (see text).
The same CFD calculation was used to provide the mean flow as well as validating the calculation of the unsteady perturbation. The CFD mesh on the inner and outer wall of the test section is illustrated in figure 23 .
It was hexahedral, with 31 points equispaced in the radial direction, 180 points in the circumferential direction and 87 points along the duct, giving approximately cubic cells around mid-span in the straight sections. The mesh on the curved section was generated by extruding along the mean line as shown in the figure.
This mesh definition is sufficient to capture the propagation to within a fraction of a dB, although it will be shown later that there is still a small level of dissipation error present.
An additional mesh was added to the inlet to damp reflections from the inlet boundary. This mesh was extruded from the inlet plane with 26 additional axial points, but increasing the axial mesh spacing at an expansion ratio of 1.2.
Mean Flow
The mean flow as calculated by the CFD calculation is shown in figure 24 . Velocity and gauge pressure are plotted on a plane through the axis of the curvature of the duct. As expected, low velocities and high pressures are seen in the outer region and vice-versa in the inner region. 
Coordinate System for Eigen Analysis
The blue lines in figure 25 show the EAGCC mesh compared to a cut through the CFD mesh. For clarity only 11 -planes are shown on the EAGCC mesh and every 10th axial position on the CFD mesh. The CFD mesh is in fact an orthogonal mesh, and indeed this particular problem could be solved by splitting the mesh into three zones and performing a conventional eigenvalue solution in each zone, but the result would not then be extendable to general duct shapes. Although the CFD mesh is orthogonal, it would not be a good choice as the curvilinear coordinate system in the present analysis method for reasons that are considered later. In this case the analytic mesh was derived from the CFD mesh by simply equispacing the points in while leaving and fixed (that is, sliding the points along the CFD -lines until equispaced). The result of this is a more uniform mesh spacing, but it also leads to analysis planes that are no longer orthogonal to the geometry, as illustrated by the green lines in figure   25 .
Most of the results presented in the following sections were calculated using 26 analysis planes, but in order to assess the convergence of the method with axial definition results were also obtained using 5, 11, 51 and 101 analysis planes. In each case the Jacobian and metric tensors were calculated on the finest mesh to avoid unnecessary discretisation errors.
Input perturbation
The input perturbation was taken from the CFD solution at the downstream end using the procedure described for validation case 2. A similar process was used to provide input to the two-way sweep method at the 
Figure 28. Perturbation Pressure (normalised) at the (upstream) inlet to the test section: a) Two-way sweep b) CFD c) one-way sweep d) Upstream filtered CFD.
The results are extremely similar to the CFD solutions -to the point where it can be stated that there is no qualitative difference between the semi-analytic and the CFD results. Figure 29 shows the one-way sweep and the upstream filtered CFD results in terms of circumferential harmonic pressure coefficients at the outer wall at inlet and outlet. In the semi-analytic case the pressure on the wall has been reconstructed from the eigenmodes (which are not pure circumferential harmonics due to the duct curvature and mean flow variation) on a circumferentially uniform mesh and then Fourier transformed in the circumferential direction.
The input signal is strongly dominated by circumferential harmonic m=4, which was the target input signal -small elements of m=3 and m=5 come from the interaction of the vestigial mean flow variation with the outlet boundary condition. The non-uniform geometry and mean flow in the test section scatters the pressure signal into other harmonics. This can be clearly seen in the lower orders (m=2 and m=3). It is less clear in the higher orders (m=5 and m=6); this is because the modes most closely related to these harmonics are cut-off (that is, decay with upstream distance). The base signal is continually scattered into these modes, but the amplitude immediately decays again. One immediate conclusion from these graphs is that the scattering behaviour is complex; this might be expected given that a) the rate of change in harmonic amplitude at any point is a combination of local scattering and propagation of previously-scattered waves and b) the mean flow changes continuously throughout the test section. The semi-analytic results follow the CFD results throughout, demonstrating that both of these effects are well captured in the current method.
The changing amplitudes in the straight duct regions at either end of the test section show that the signal is scattered by the mean flow as well as the geometry. At a simplistic level the sharp change in behaviour at the "corner" points demonstrates that the geometry also plays a part in scattering the signal. Although this is true in the sense that it affects the upstream acoustic field, the physical interpretation is not so clear: the path length between adjacent mesh nodes along the inner part of the curve is shorter than the path length at the outer part, and the effect of this path length change is conflated with reflection effects from the wall curvature and scattering by the mean flow. This illustrates the important fact that even for very simple geometries part of the apparent scattering is a direct result of the coordinate system in which the results are analysed (see under
Choice of Coordinate System in the Discussion section). The effect of pseudo-axial discretisation is shown in figure 33 for the One-Way Sweep method. Even with 5 analysis planes the maximum error relative to the CFD solution on the outer wall is of the order of 1dB, and that in mode 5 which is itself low amplitude at the inlet plane (figure 29). The maximum error using 11
analysis planes is of the order of 0.5dB, and there is little improvement from using additional planes.
The error level observed in figure 33 is of the same order as the dissipation error in the validating CFD solution. Detailed analysis of the results along the duct shows that the apparent error grows approximately linearly with distance along the duct (as can be seen in figure 31 ), which is consistent with a level of dissipation error in the validating solution.
Nonetheless, the results demonstrate that no more than eleven analysis planes are required in this case to obtain a solution accurate to within 0.5dB. These figures show that the bulk of the analysis time is taken up by the eigenvalue/eigenvector calculation itself. The extra computation required for the general curvilinear coordinates appears in the pre-processing step, which accounts for only one sixth of the total calculation time.
The matrix for which eigenvalues are sought is of size ( ) 2 where is the number of points in the pseudo-radial direction, the number of pseudo-spectral modes in the circumferential direction and the number of equations (4 for the homentropic mean flow solution and 5 for the general case). Given that the computational requirement for calculating eigenvectors is strongly non-linear with matrix size, any eigen-based method will hit a limit in terms of the mesh definition that can be achieved, and hence the wavelength that can be captured. This data, however, shows that the incremental computational cost of using this method over a conventional eigen-based method is small.
Validation Case 5: Axisymmetric Horn
Case Description and Validation Results
Case 4 provided a comprehensive validation of the EAGCC method using the two-way sweep methodology, but direct comparison was hindered by reflections in the validating CFD solution. In order to obtain a more direct assessment of the two-way sweep method a fifth validation case was added, based on measurements and calculations performed by Post and Hixson [26] on an axisymmetric Tractrix horn.
The horn geometry is shown in Figure 34 . The length of the horn is 0.559m. The radius at the throat is 0.0254m and at the mouth 0.271m. The mouth is flanged as shown in the figure. There is no mean flow in the duct.
Post and Hixson [26] measured the impedance at the throat, comparing with numerical calculations using a boundary element method. Good agreement (reproduced later in the results section) was found for modest ka values (less than about 5), where ka is defined as the free-space wavenumber multiplied by the mouth radius.
Coordinate System for Eigen Analysis
The mesh used in the analysis is shown in Figure 34 . Because the current method is set up for annular rather than cylindrical ducts an artificial inner wall has been added at radius 0.001m; this is considered sufficiently small to have negligible effect on the calculated results.
Figure 34. Geometry and analysis mesh for validation case 5 (Tractrix horn).
The mesh has 21 points in the pseudo-radial direction and 80 points in the pseudo-axial direction. The
Tractrix horn by definition can be defined using a succession of circular arcs normal to the walls: this would not make a good mesh for eigen analysis, however, and was not used here, because the mesh points on the outer wall become almost coincident at the mouth: this would give high gradients in the jacobian and metric tensor, which leads to eigenmodes that vary strongly with axial position, and hence high errors when integrating in the pseudo-axial direction. Instead, the points on the outer wall were equispaced to give the smoothly varying mesh shown in the figure. As a result the mesh is no longer orthogonal to the outer wall.
Input perturbation and impedance calculation
The only cut-on modes in the eigensolution are those with approximately constant pressure along lines of constant zeta. Accordingly the input used was a single downstream mode at the inlet plane. In general the reflected wave had at the throat approximately constant pressure, but to reduce the result to a single value the pressure and the normal velocity were area averaged over the inlet plane and the averaged results used to calculate the impedance.
Results
Results were obtained for a range of frequencies between ka=0 and ka=5. Within this range the two-way sweep method failed to converge at various points -most notably between ka=1.0 And ka=1.9. At these ka values the eigen analysis predicted a region of cut-off waves part-way along the horn; further work is required to achieve convergence at these conditions. Figure 35 shows an example of the results (ka=4.5, where the results converged successfully) in terms of static pressure profile.
The throat impedance (in terms of resistance and reactance) was calculated for all of the frequencies at which convergence was achieved and is shown in Figure 36 . Also shown for comparison are the results of the oneway sweep method which is clearly insufficient for this geometry. [26] . Also shown are results using the one-way sweep method (green dash line).
The EAGCC method agrees almost exactly with the results of the boundary element method presented by Post and Hixson [26] , and like their solution agrees reasonably well with the measured results they present.
The wavy character of both resistance and reactance above ka=1 is the result of axial reflections, as can be seen from the fact that the "one-way" solution varies smoothly with frequency. This case thus validates the capability of the EAGCC method to capture reflections in a strongly varying duct.
Discussion
Accuracy
The results in the previous sections provide a basic validation of the eigenvector method in general curvilinear coordinates for acoustic propagation in general hardwall ducts of non-uniform shape with non-uniform mean flow. In all cases results are achieved down to the same level of accuracy as the validating CFD solutions.
Both the one-way and the two-way sweep methods are shown to be accurate. The one-way sweep method corresponds to the axial integration method used in previous analyses for slowly-varying ducts in which it was assumed that reflections in the duct and at inlet are sufficiently small that they do not re-reflect to contaminate the upstream acoustic field, and this assumption is shown to hold for the first four validation cases described here. The two-way sweep method extends this capability to cases, such as test case 5, with more significant variation of geometry and/or mean flow and where reflected waves can be significant.
In validation case 4 the effect of discretisation in the direction was investigated, and it was found that results accurate to approximately 1dB were obtained using only five analysis positions. This surprising result is due to the choice of coordinate system which is discussed below.
Computational Expense
The calculation times presented for validation case 4 show the method to be efficient in terms of computational expense. In particular the incremental expense of using general curvilinear coordinates is shown to be small relative to previous approximate methods using orthogonal coordinate systems.
Furthermore, the freedom to choose an appropriate coordinate system can lead to a significant reduction in the overall computational expense relative to those methods (see section following).
In the general case with modeshapes that vary with axial position one might consider what benefit the eigen analysis brings over a boundary element or volumetric calculation. The following features are preserved from the conventional analysis in orthogonal coordinate systems and contribute to the efficiency of the current method:
1. Each eigenmode can be associated a propagation direction (+/-in the coordinate). This allows the perturbation field to be calculated in a "one-way sweep" in cases where reflections can be neglected.
2. The eigenmode coefficients can be propagated analytically, removing the "points-per-wavelength" limit encountered with numerical volumetric discretisation schemes and hence allowing larger spatial steps in the propagation direction. In axially non-uniform ducts the step size is instead limited by changes in geometry, mean flow and/or the Jacobian of the coordinate system.
3. The use of a boundary-fitted curvilinear mesh simplifies the use of high-order approximation of derivatives with respect to the non-constant coordinates ( , ) in each plane. This reduces the size of the matrices needed for the eigen analysis and hence improves the speed of calculation.
4. With appropriate choice of coordinate system a spectral method can often be used in the pseudocircumferential direction, even for non-axisymmetric ducts.
5. The boundary conditions in the propagation direction are automatically non-reflective, removing the need for any additional treatment or reflection damping zones.
6. Only one (curved) plane of information is analysed at a time, avoiding the very large matrix operations associated with boundary element methods.
The timings reported for validation case 4 indicate that the current method is substantially faster than the validating volumetric CFD calculation. This has been confirmed by Wilson [23] for calculations using a representative aeroengine inlet duct, where the computational expense was shown to be 0.25% of that required for an equivalent CFD calculation.
The bulk of the computational requirement is taken in the eigen solution itself, which is highly, and nonlinearly, dependent on the size of the matrices involved. This makes the current method unsuitable for calculations requiring highly refined meshes in the ( , ) plane. During the course of the current work, with the compute hardware described in section 6.4.6, a rough practical limit was found to be < 5000, at which point the eigen solution on a single analysis surface takes approximately one hour. This matrix size is sufficient for complex ducts and geometry (as demonstrated by Wilson [23] ) at low to moderate wavenumbers provided that wall boundary layers can be neglected. Conversely it would also be sufficient for calculations including a wall boundary layer if the geometry and mean flow are axisymmetric.
In all cases each analysis surface is treated independently. Hence the computational cost is only linearly related to the number of surfaces used, and furthermore parallelisation of this aspect is trivial, in that each eigensolution can be performed on a separate processor.
Choice of Coordinate System for Eigen Analysis
The discussion on path length in validation case 4 highlights an important issue with respect to the choice of coordinate system. Referring back to figure 25, although the CFD mesh is orthogonal, it would not be a good choice as the basis for the curvilinear coordinate system. This is because the eigensolutions in curvilinear coordinates depend not only on the geometry and mean flow (which in this case are both smoothly varying) but also on the metric tensor, which is a function of the chosen curvilinear coordinate system. In this case the metric tensor has a discontinuity at the boundaries between the straight and curved sections, as evidenced by the change in axial spacing at the outer walls of the duct highlighted in figure 25 .
In a conventional analysis, such as described by Brambley and Peake [6] , the analysis planes are fixed by the duct geometry, and the discontinuity in the metric tensor cannot in general be avoided -instead regions of high gradient in the metric tensor have to be finely meshed with consequent increase in computational expense.
It is important to note that the discontinuity in the metric tensor, and the difficulties that arise from it, are not a function of the duct geometry or the mean flow, but rather of the coordinate system chosen to address the problem.
With general curvilinear coordinates it is possible to choose a coordinate system to optimise computational efficiency, and in general this means that the coordinate system itself should be as smooth as possible. The leading error terms in the propagation method relate to differences in the eigensolutions calculated at successive analysis planes, and these differences can be minimised by adopting a coordinate system that not only removes discontinuities in the metric tensor, but makes it as smooth as possible in the direction.
In validation case 4 an optimised coordinate system was generated for the semi-analytic calculations by smoothing the CFD mesh explicitly in the direction. The benefit of this is seen in the fact that results accurate to 1dB were obtained with only 5 calculation planes along the duct.
Conclusions and Future Work
Eigen analysis in general curvilinear coordinates (EAGCC) offers a fast, accurate method for prediction of linear acoustic perturbations in three-dimensional non-uniform ducts with non-uniform mean flow.
Validation has been performed for prediction of acoustic waves in uniform and non-uniform ducts with uniform and non-uniform but irrotational and (nearly) homentropic mean flow.
Previous approaches were subject to limitations on geometry and mean flow (for instance slowly-varying ducts) that are not required in the current method, for which the only limitations are that the duct and mean flow vary smoothly with position.
The underlying equations are more complex than previous more approximate treatments using orthogonal coordinate systems, and the use of symbolic manipulation is recommended. The analysis time, however, is similar to that required for previous methods, and for the calculations presented between two and four orders of magnitude smaller than that required for CFD analysis using a conventional low order RANS solver.
In previous approaches the analysis surfaces were predetermined by the geometry, which can lead to steep gradients in the metric tensor. In these cases high definition is required in the propagation direction leading to high computational expense. This is an artificial problem, which can be mitigated in the current system by choosing a coordinate system to minimise these gradients.
The addition of the two-way sweep method extends the range of application to cases where internal reflections are significant. Convergence issues were observed in axisymmetric calculations where cut-off occurs partway along the duct.
Future work is required to make the calculation method more robust, both in terms of a robust method for determining the direction of travel of eigenmodes in the general case and to counter the instabilities in the twoway sweep method observed at some frequencies in testcase 5. The current work includes an element of error analysis but a more formal analysis is required of errors related to how well the mesh in the ζ direction captures changes to the eigenvectors along the duct. The method will be extended to include an acoustic liner boundary condition at the duct walls and a radiation method for calculating farfield noise. Validation will be extended to include propagation of linear vortical and entropic disturbances as well as acoustic propagation in rotational and non-homentropic mean flows.
