Textitre is one 
Introduction
Texture can be defined as the variations of intensities forming certain patterns which are the result of physical surface properties such as surface roughness or reflectance differences [9]. In computer vision and image processing applications, "texture" is one of the most important characteristics for identifying, discriminating and synthesizing objects or regions in an image. Haralick 171 defines texture as one of the three fundamental pattern elements for interpreting images, whereas the other elements are the spectral and contextual features. According to Haralick, textural features contain information about the spatial distribution of the tonal variations creating patterns on the surface. Analysis of images by using textural properlies has a very wide range of application areas such as medical imaging, remote sensing, industrial quality inspection and content based image retrieval. Texture classification and retrieval are the major topics in the texture analysis.
In order to analyze images by texture, basically four approaches have been proposed [9]: statistical, geometric, model-based and signal-processing. Our proposed method uses random neural network model, one of the model-based approaches.
The random neural network (RNN) model proposed by
Gelenbe [4, 51 is a connectionist model, in which signals in the fomi of impulses which have unit amplitude travel among the neurons. Positive signals represent excitation, whereas negative signals represent inhibition to the receiving neuron. R" used for texture representation consists of N neurons when n x n window is used and a neuron in the network corresponds to a pixel in the image. Every neuron is recurrently connected to its 8-neighbors. R" is used as an autoassociative memory. The organization of this paper is as follows. In Section 2, the random neural network model is reviewed. The leaming in R" is also presented. In Section 3, the texture classification and retrieval algorithms are explained. The experiments and results are given in Section 4. Finally, Section 5 concludes the paper.
The Random Neural Network Model
In the random neural network model by Gelenbe [4, 51 signals in the form of impulses which have unit amplitude travel among the neurons. Positive signals represent excitation, whereas negative signals represent inhibition to the receiving neuron. Thus, an excitatory impulse is interpreted as a "+1" signal, while an inhibitory impulse is interpreted as a "-1". Each neuron i has a state k,(t) which is its potential at time t represented by a non-negative integer.
When the potential of neuron i is positive, it is referred to as being 'excited' and it can transmit impulses (fire). The impulses will be sent out at a Poisson rate ri with independent, identical exponentially distributed inter-impulse intervals. The impulses uansmined will anive at neuron j as excitation signals with probability p$ and as inhibitory signals with probability p;. A neuron's transmitted impulse may also leave the network with probability d,, therefore, to work with, let z u: = rip& and w,; = rip;; then firing rate of neuron i , T i , is Cy=i[zu& + WJ. The zu matrices can be viewed as being analogous to the synaptic weights which reduces the form
where the X+(i), Y ( i ) for i = 1 , . . . , n satisfy the system of nonlinear simultaneous equations in connectionist models. though they specificaily represent rates of excitatory and inhibitory impulse emission. Since the w matrices are formed through a product of rates and -.
probabilities, they are guaranteed to be non-negative.
Exogenous excitatory and inhibitory signals, meaning those arriving to the neuron from a source outside of the network, also anive to neuron i at rates Ai and Xi, respectively. These are analogous to the input received by the input neurons in a connectionist model; again however, they represent rates.
At this point, it is necessary to consider the dynamics of the random neural network model by analyzing the possible state transitions. Within a time interval of At, several transitions can occur which change a neuron's state ki(t):
The potential k ; ( l ) of a neuron will decrease by one whenever it fires regardless of the type of the signal emitted (excitation or inhibition). Also, when an exogenous inhibitory signal arrives from outside the network to neuron i , its potential drops to ki ( t ) -1 at time t + At. Moreover, neuron i might receive an inhibitory impulse from another neuron j whose effect will again be to decrement the value of ki at time t by one.
Arrival of an exogenous excitatory signal from outside, or an excitatory impulse from another neuron within the network will result in incrementing the neuron potential by one, yielding ki(t) + 1 Needless to say, the value of ith neuron's state remains unchanged when none of the events described above occur.
In the case when self-inhihition is allowed, the value of the neuron's state can drop by two units in a single time step, however this case will not be considered in the following expressions. Also in this model, self-excitation is not of interest because in its presence, the potential of the neuron may increase without bound which would lead to instability. There are also some boundary conditions, which prevent some of the transitions from occurring. First of all, a neuron can fire only when it has a positive potential as explained above. Second, when the neuron has a potential of zero. the arrival of new inhibitory signals does not decrease its value Further. All of these constraints will he unified in a single expression when the state transitions are expressed in mathematical form.
The stationary probability distribution associated with the model is the value which will be taken to be the output of the network. and is given by:
To put Equation 2 into words, the steady state probability that the neuron i is excited is simply equal to the ratio of the sum of all the rates of arriving excitatory signals to the sum of the rates of arriving inhibitory signals together with the firing rate of that particular neuron.
Learning in the Random Neural Network
The algorithm chooses the set of network parameters W in order to learn the training set of I< input-output pairs In this network, a / / neurons are generalized to be output neurons, therefore, if it is (desired that a neuron j is to he removed from the network output, and therefore the error function, it suffices to set a,, = 0
Recall that the steady state output rate of all neurons in the network is given by Eqitations 2 and 3.
Both of then by n weight matrices W: = {wk+(i,j)} and W; = {w;(i,j)} must be adjusted afier each input is presented, by computing for each input L~ = ( A k , X k ) , a new value W: and W; of the weight matrices. Since the weight matrices represent a rate times a probability. only solutions for which all values in the matrices are positive are valid.
Let w(u, U ) denote any weight term, which would he either W ( U , U ) = w -( u , u ) , or w(u,v) w+(u, U). The weights will be updated using gradient descent method:
The partial derivative of the cost function can be computed and substituted to obtain the update difference equation:
where q > 0 is the leaning parameter which is constant over each iteration of training, and 1. qik is calculated using the input L* and w(u, v) = wr-i(u,v),inEquations 2and3. From the above. the complete leaning algorithm for the network can be given. First initialize the matrices W: and W; in some appropriate manner. This initiation can be made at random if no better method can be determined. Choose a value of q. and then for each successive value of k starting with k = 1 proceed as follows:
1. Set the input values to 11; = (Ak, A&).
2. Solve the system of nonlinear equations given in 2 and 3 with these values, perhaps by using an iterative method such as Gauss-Seidel.
3. Solve the system of linear equations with the results of ( 2 ) . 4 and the results of (2) and (3), update the matrices W: and W,. Since the "best" matrices (in terms of gradient descent of.the quadratic cost function) which satisfy the nonnegarivih constraint are sought in any step k of the algorithm, if the iteration yields a negative value of a term, there are two alternatives:
Using Equation
(a) Set the term to zero, and stop the iteration for this term in this step k ; in the next step, k + 1 iterate on this term with the same rule starting from its used as an autoassociative memory, i.e. both input and output of the neurons are the same, which are the gray level values of the image for the corresponding pixels (61. An autoassociative memory is a memory system which associates a particular information to itself and which is able to recognize and correctly recall this information from partial or corrupted version used as input. Each recurrent RNN is then trained with image samples from a single texture class using the learning algorithm presented in Section 2.1, and therefore, the weights of the network are found. The weights indeed correspond to the textural parameters for further analysis. During training, the choice of initial weights is important, since it influences the convergence of the error minimization procedure. There exist three different kinds of initialization procedure: We use Hehbian Rule for initialization procedure, because it is the best for error minimization and convergence according to the our experiments. 
Texture Classification and Retrieval

Texture Classification Algorithm
We describe a new texture classification and retrieval method based on the Random Neural Network model. In this method, for each texture class, a recurrent random neural network is constructed. This network consists of n x n neurons. and each neuron is connected recurrently to its immediate 8-neighbors. In this method, a neuron in the network corresponds to a pixel in the image. The network is Our texture classification algorithm is a supervised algorithm. Input image to this algorithm is assumed to be composed of different texture classes. The aim in this algorithm is to label each pixel with one of these classes. The supervised algorithm is made up of two parts: training and labelling. First, for each texture class, we construct a recurfent RNN and train each R" with sample images of the corresponding texture class. Once RNNs are trained, a pixel of the test image along with its neighbors is fed to every trained R" and the label for the current pixel is determined by the RNN having the minimum error.
In the training pal. first, a recurrent network, consisting of N = 11 x n neurons, is constructed for each class. Then, using each n x rr window in the training image, the network is trained using the learning algorithm given in Section 2.1. When training is finished, textural parameters, which are the weights of the network in our case, are found for each class.
The classification phase is divided into two main pans.
In the first p a t , the distances of each pixel to the every class are found. In order to do this, each n x n window in the input image is given to the network as input. As an autoassociative memory, the output of the network shows how close the input window to the texture that is used for training that network. Therefore, the Euclidean Distance between input and output of the network is used as a distance measure. A distance matrix is created with the same size of input image, and the calculated value for the window is assigned the pixels. which are in the input window. If a distance has already been assigned to a pixel, which may be the case when the pisel belongs to another window,, the minimum of the distances is assigned. After all the distances are found, class assignment can be done. Every pixel in the image is assigned to closest class, that is the class with the minimum distance.
Texture Retrieval Algorithm
Our texture retrieval algorithm very much resembles the classification algorithm. But in calculating distances, this time non-overlapping windows are used, because experinients are performed using big remote sensing images and execution time is a main issue. In this case also, we have only one (texture) class so that one recurrent network as autoassociative memory is sufficient. This network is trained with an input texture image which is to be retrieved. Again, we can divide the algorithm into two parts: training and retrieval. The training pan is exactly the same as in the classification.
In the retrieval phase, first, the distance of each pixel to the texture to be retrieved is found. To do this, each nonoverlapped 71 x 11 window in the input image is given as input into the constructed network. By using the learned weights and the input image window, we obtain an output image window. Euclidean Distance between input and output image windows is then calculated. A distance matrix is created with the same size of input image, and the calculated value for the window is assigned the pixels in the input window. After a11 the distances are found. retrieval can be done. Each pixel having a distance minimum than a certain threshold is labelled as belonging the same class with the texture to be retrieved.
Experimental Results
The proposed method is implemented in MATLAB. Random Neural Network Simulator (RNNSIM) [ I ] for MATLAB is also used as a ioolbox for some RNN routines.
There are two types of experiments performed. First type of experiments is the classilication of the images by texture using algorithm presented in Section 3.1. In the experiments, test images are taken from popular texture source; the Brodatz texture album 131. Test images are texture mosaics created by cutting arid pasting homogenous texture blocks from these sources.
I
I--r 
A8.
All textures are grayscale images with %bit representation per sample. i.e. 256 grJy levels. Images are histogram equalized before processed, therefore they can not be discriminated for local gray mean level or local variance. Some of the test images can be se8:n in Figure 1 .
Second type of experiments is retrieval of texture using algorithm presented in Section 3.2, but using satellite imagery as the input images. The method is used for segmentation of urbdnon-urban areas, i.e. retrieving urban areas. Experiments for retrieval is performed using remote sensing images (one IRS Panchromatic and one SPOT Panchromatic image) from the cities of Turkey. Our main aim is to make a qualitative assessment of the performance visually but also the correct classifications of the data enable us to make an accurate quantitative comparison in addition to the visual verification. In Table 2 , the experimental results are given for the texture retrieval using different window sizes n. As in texture classification, the experimental results show that, when window size is increased, classification error is decreased, as Rh" can represent texture more correctly with bigger window size. The average success of the algorithm is almost 80%. This result is acceptable when using remote sensing imagery.
Conclusions and Future Works
Texture classification and retrieval algorithms using random neural network model are presented. Main parameter for texture classification and retrieval which directly affects the performance of the classification is the number of neurons N (window size n). N should be large enough for constructing the image block which displays homogenously the properties of the texture to be described. On the other hand, larger N yields greater computational time which is another issue that is to be taken into account. Since the algorithm is supervised, the selected train image (texture) is very important. It must be good enough to represent texture so that the algorithm could classify input image correctly.
Future works will include the applying some postprocessing techniques such as clumping, i.e. combining contiguous group of pixels in one class, after classification or retrieval. This will decrease the e m r in classification and retrieval results. Also, texture retrieval algorithm is tested only for urbdnonurban discrimination. Same idea can be applied to waternand, forestlopenland and objectlbackground discrimination.
