Motivation: Long-reads, point-of-care and polymerase chain reaction-free are the promises brought by nanopore sequencing. Among various steps in nanopore data analysis, the end-to-end mapping between the raw electrical current signal sequence and the reference expected signal sequence serves as the key building block to signal labeling, and the following signal visualization, variant identification and methylation detection. One of the classic algorithms to solve the signal mapping problem is the dynamic time warping (DTW). However, the ultra-long nanopore sequencing and an order of magnitude difference in the sampling speed complexify the scenario and make the classical DTW infeasible to solve the problem. Results: Here, we propose a novel multi-level DTW algorithm, continuous wavelet DTW (cwDTW), based on continuous wavelet transforms with different scales of the two signal sequences. Our algorithm starts from low-resolution wavelet transforms of the two sequences, such that the transformed sequences are short and have similar sampling rates. Then the peaks and nadirs of the transformed sequences are extracted to form feature sequences with similar lengths, which can be easily mapped by the original DTW. Our algorithm then recursively projects the warping path from a lower-resolution level to a higher-resolution one by building a context-dependent boundary and enabling a constrained search for the warping path in the latter. Comprehensive experiments on two real nanopore datasets on human and on Pandoraea pnomenusa demonstrate the efficiency and effectiveness of the proposed algorithm. In particular, cwDTW can gain remarkable acceleration with tiny loss of the alignment accuracy. On the real nanopore datasets, cwDTW can finish an alignment task in few seconds, which is about 3000 times faster than the original DTW. By successfully applying cwDTW on the tasks of signal labeling and ultra-long sequence comparison, we further demonstrate the power and applicability of cwDTW.
Introduction
DNA sequencing has been dominated by sequencing-by-synthesis technologies for decades (Metzker, 2010) . Nowadays, single-molecule sequencing based on nanopore technologies has emerged with the promises of long-reads, point-of-care and polymerase chain reaction (PCR)-free (Jain et al., 2015) . Long-reads provides great potentials for de novo transcriptome analysis, which is able to span more repetitive regions and multiple exon junctions (Byrne et al., 2017) ; point-of-care makes it possible for the sequencing to be conducted immediately at anywhere in real-time (Lu et al., 2016) and PCR-free allows the direct identification of epigenetics (Simpson et al., 2017) .
Nanopore sequencing mainly consists of two parts: pore chemistry and base-calling. The key innovation of nanopore sequencing resides in pore chemistry, which directly measures the changes in the electrical current signal (denoted as the raw signal) when a V C The Author(s) 2018. Published by Oxford University Press. All rights reserved. For permissions, please e-mail: journals.permissions@oup.com i722 Bioinformatics, 34, 2018, i722-i731 doi: 10.1093/bioinformatics/bty555 ECCB 2018
single-strand DNA passes through the nanopore (Loose et al., 2016; Fig. 1, upper part) . Nanopore sequencing can generate extremely long reads, typically ranging from 12 k to 120 k bp and does not need PCR amplification. At each time point, there are k consecutive nucleotides in a pore (denoted as a k-mer, where k is often 5 or 6). The electrical current signal is measured for each time point of the pore. These electrical current signals will then be translated to reads (nucleotide sequences) by base-calling for further analysis, with a one-to-one lookup table between the k-mers and the corresponding expected electrical current levels (denoted as the expected signal).
To analyze the nanopore data, the most common way is to translate the raw current signals to reads and then operate on the reads. However, for signal labeling (e.g. using Tombo), and the further specialized studies like signal visualization (David et al., 2016; Stoiber et al., 2016) , variant identification (Szalay and Golovchenko, 2015) and methylation detection (Simpson et al., 2017) , such read-level operation may lose the special information that associates with a particular genomic event of interest, such as epigenetics events (Rand et al., 2017; Simpson et al., 2017) . Additionally, the translation from raw current signals to reads may introduce significant base-calling error (10% to 25% as reported). Therefore, a critical step to exact and confident interpretation of the nanopore sequencing outproduct is the direct operation on the raw signals (Stoiber et al., 2016) .
The end-to-end mapping (global mapping) between a raw electrical signal sequence and the reference genomic sequence is the key issue in signal labeling, which fundamentally supports the further specialized studies. In doing so, each position on the raw signal sequence should be linearly mapped to a corresponding base on the genomic sequence. Intuitively, there are two technology roadmaps: (i) translating the raw signal sequence to a read (i.e. nucleotide sequence) and then align it with the reference genome, and (ii) translating the reference genomic sequence to the expected current signal sequence and then align it with the raw signal sequence. The first approach will inevitably introduce base-calling error and the information loss is irreversible (Given the pore model, i.e., the k-mer lookup table, it is possible to translate a raw signal sequence to a read, but it is impossible to restore the raw signal sequence from a read without loss of information.). On the other hand, with the one-to-one k-mer lookup table provided by Nanopore Technologies, the translation between the reference genomic sequence and the expected current signal sequence is completely reversible (Fig. 1, lower part) , without the introduction of any prediction error. Therefore, the second approach is more reasonable and preferable.
For signal to signal alignment, the most widely-used and powerful solution to find an optimal mapping is the dynamic time warping (DTW). However, the original DTW has an O(N 1 N 2 ) time-and memory-complexity, where N 1 and N 2 are the lengths of the two sequences to be mapped. This complexity severely limits DTW's applications in various problems that have ultra-long sequences, whereas both the raw signal sequence and the translated expected signal sequence in nanopore are ultra-long. Additionally, in practice, the frequency of the electrical current measurements is 7-9 times higher than the passing speed of the DNA sequence (Fig. 1, lower  part) , resulting in an order of magnitude difference in the sampling rates of the raw signal sequence and the expected signal sequence. Such large sampling rate and length difference between two input sequences is also challenging for DTW to solve the problem.
In this paper, we propose a novel DTW algorithm, continuous wavelet DTW (cwDTW), based on continuous wavelet transform (CWT), to cope with the end-to-end mapping between two ultralong signal sequences. The key idea of cwDTW is to obtain a series of highly representative coarsening signals at different resolution levels via CWT. With the help of CWT in consideration of their sampling speed, the transformed coarsening signal sequences from the two input sequences with different sampling rates would have comparable lengths and similar shapes at each resolution level. The warping path obtained from a coarser resolution is used to obtain a stable and narrow context-dependent boundary to constrain the warping path at a refiner resolution. Through this iterative process, our algorithm achieves the global mapping of the input signal sequences in a coarse-to-fine manner.
To our knowledge, it is the first time that continuous wavelet is introduced to the nanopore sequencing analysis and combined with DTW. Our algorithm benefits from the continuous scale analysis from CWT and is able to utilize the highly representative information embedded in the input signals. Our algorithm has a very low computational time-and space-cost in practice, and substantially advances previous approximated DTW methods in terms of the mapping accuracy. Comprehensive experimental results demonstrate the efficiency and effectiveness of cwDTW. In particular, on the real nanopore datasets, cwDTW can finish an alignment task in few seconds, which is about 3000 times faster than the original DTW. By successfully applying cwDTW on the tasks of signal labeling and ultra-long sequence comparison, we further demonstrate the power and applicability of cwDTW.
Related works
In the section, we provide a brief introduction to CWT and DTW, which are closely related to the proposed algorithm.
Continuous wavelet transform
In mathematics, a CWT is used to divide a continuous-time function into wavelets. In particular, the CWT of a one-dimensional signal X(t) at a scale a 2 R þ and translational value b 2 R, denoted as X a, b , is expressed by the following integral:
where w a;b ðtÞ ¼ wð tÀb a Þ is the wavelet which is a continuous function in both the time domain and the frequency domain. In our algorithm, Upper part: pore chemistry contains the voltage-biased membrane embedded with nanopores, in which voltage can be applied to drive the DNA sequence through the pore and electrical current signals (i.e. raw signals) can be measured. Lower part: end-to-end mapping between the raw signal sequence and the expected signal sequence derived from the reference genomic sequence and the pore model the Mexican hat wavelet, wðtÞ ¼ ð1 À t 2 Þexp Àt 2 =2 , is the default option, but other mother wavelet functions are also applicable (Torrence and Compo, 1998) .
Dynamic time warping
The DTW for mapping two input signal sequences is stated as follows: Given two input signal sequences X ¼ x 1 ; x 2 ; . . . ; x N1 and Y ¼ y 1 ; y 2 ; . . . ; y N2 of length N 1 and N 2, respectively, construct a warping path W ¼ w 1 ; w 2 ; . . . ; w N to minimize the distance measurement DistðWÞ ¼ P N n¼1 cðw ni ; w nj Þ, where N is the length of the warping path and c(w ni , w nj ) is the Euclidean distance of the nth aligned element between the two signal points x i and y j . To determine the optimal path W, an (N 1 Â N 2 ) matrix D is recursively computed, in which the matrix entry D(N 1 , N 2 ) is the total cost of an optimal path between X and Y. Here, Dði; jÞ ¼ minfDði À 1; j À 1Þ; Dði; j À 1Þ; Dði À 1; jÞg þ cði; jÞ and c is the distance between elements x i in X and y j in Y. D(N 1 , N 2 ) can be exactly solved by dynamic programming, resulting in the globally optimal mapping.
Though DTW has been well-established, the original DTW has O(N 1 N 2 ) time complexity and needs a matrix D with N 1 Â N 2 dimension, which is too inefficient and memory-costly for long sequences. To accelerate the analysis of long sequences, a variety of approximated DTW have been proposed, which can be roughly categorized into three classes: constrained DTW, coarsening DTW and multi-level DTW. Constrained DTW [e.g. SparseDTW (AlNaymat et al., 2009) and PrunedDTW (Silva and Batista, 2016) ], whose accuracy lies on the strategy of bounding, casts an arbitrary or a pre-defined boundary to reduce the search space. Coarsening DTW [e.g. PDTW (Keogh and Pazzani, 2000) , IDDTW (Chu et al., 2002) and COW (Bylund et al., 2002) ] speeds up DTW by operating on a reduced representation of the signals, which is often produced by down-sampling or equal averaging and then projecting the lowresolution warping path to the full resolution. Yet, the calculated final warping path becomes increasingly inaccurate as the level of coarsening increases. Multi-level DTW [e.g. FastDTW (Salvador and Chan, 2007) and Multi-scaleDTW (Mü ller et al., 2006; Prä tzlich et al., 2016) ] combines the ideas of constrained and coarsening DTW. It recursively projects a solution from a low-resolution representation generated by coarsening DTW and refines the projected warping path in high-solution via constrained DTW.
Nevertheless, all aforementioned variants of DTW have high risks of failure and inefficiency when the input sequences are noisy and extremely long, such as the ones from nanopore sequencing. And none of these methods can handle input sequences with very different sampling rates. Figure 2 shows the main workflow of the proposed cwDTW. Three key components are involved: CWT representation, contextdependent constrained DTW and multi-level refinement. (i) CWT representation is the initial step that runs a CWT on each input signal sequence to obtain an informative representation, followed by peak and nadir picking to produce the low-resolution signals with reduced lengths. (ii) Context-dependent constrained DTW takes a warping path calculated at a lower resolution and determines the search boundary of the path at a higher resolution. (iii) Multi-level refinement combines the low-resolution and high-resolution information from CWT with different scales, and gradually refines the warping path when the level becomes finer and finer, until the final path at the original resolution of the input sequences.
Materials and methods

Feature representation of CWT spectra
When handling long signal sequences, down sampling combined with multi-scale analysis is widely used to decrease the complexity (Mü ller et al., 2006; Prä tzlich et al., 2016; Salvador and Chan, 2007) . Compared with down sampling, wavelet representation is naturally more proper for multi-scale analysis (Mallat, 1989) , where both discrete wavelet transform and CWT are options. Although there have been studies that combine discrete wavelet transform with DTW (Barbon et al., 2009; Song et al., 2007; Skutkova et al., 2015) , such methods have clear limitations.
Discrete wavelet transform is an orthogonal wavelet analysis, in which the number of convolutions at each scale is proportional to the width of the wavelet basis at that scale. To apply discrete wavelet, an alignment to the power of 2 is necessary (Barbon et al., 2009) , which usually requires the padding of the signal. This produces a wavelet spectrum that contains discrete 'blocks' of wavelet power and is useful for signal processing as it gives the most compact representation of the signal. However, for temporal data analysis, an aperiodic shift in the time series produces a different wavelet spectrum. On the contrary, non-orthogonal transform such as CWT is highly redundant at large scales, where the wavelet spectra at adjacent scales are highly correlated. CWT is thus more useful for time series analysis, where smooth and CWTs are expected.
Multi-level representation of CWT
Coming back to Equation (1), intuitively, the transformed wavelet spectrum X a, b reflects the pattern matching between the input signal X and the wavelet function w. By changing the scale parameter a, larger values correspond to lower frequency signals whereas smaller values correspond to higher frequency signals. Figure 3A shows the CWT spectra of an expected signal sequence X with different values of the scale parameter a. For convenience of analysis, we fix the translational value b as the same index correspondence as X. That is, the transformed signals (spectrum) have the same length and retain peer-to-peer index to X. Here, we use CWT (X, a) to denote the transformed spectrum of X with the scale parameter a. In Figure  3A , the input is an expected signal sequence with the index from 100 to 400 (denoted as 'Original signal', X g ), and CWT with scales a as ffiffiffi 2 p ; 2 ffiffiffi 2 p and 4 ffiffiffi 2 p are applied, respectively. Although the details are blurred in the wavelet transformed signals, most peaks and nadirs in CWTðX g ; ÁÞ maintain stability and retain their corresponding locations as in the original signals (e.g. the two green ovals). Furthermore, the shape of the CWT spectrum changes smoothly from a smaller scale value to a larger one, which ensures the success of feature mapping from low-resolution representations to high-resolution ones and consequently justifies the design of our multi-level algorithm.
Feature extraction from CWT spectra
As mentioned previously, in nanopore sequencing, there is an order of magnitude difference in the sampling rates and lengths between the raw signal sequence and the expected signal sequence. The endto-end mapping of two signal sequences with different sampling rates is a very challenging task, which cannot be handled accurately and rapidly by the existing DTW algorithms. Potentially, resampling techniques can be used to alleviate the problem if the degeneration of the accuracy is acceptable. Here, we argue that the spectrum analysis based on CWT is a much more natural way to solve the problem. Figure 3B shows the CWT spectrum comparison of the expected signal sequence (X g ) and the corresponding raw electrical current signal sequence (X p ). Since the lengths of the two signal sequences are one order of magnitude different, where X g ranges from 100 to 400 and the corresponding X p ranges from 800 to 3200, we re-scale the index of X p by 1/8 for the sake of visualization. That is, we apply an additional scale a ¼ 8 to the CWT of X p . It can be seen from Figure 3B that the produced spectrum shape CWTðX p ; 4a ffiffiffi 2 p Þ for the raw signal sequence looks quite similar to that of CWTðX g ; 4 ffiffiffi 2 p Þ for the expected signal sequence.
We thus propose the following feature extraction procedure to cope with the length difference between the raw signal sequence and the expected signal sequence:
i. For signal sequences X g and X p , calculate the length ratio a ¼ jX p j=jX g j, where jXj returns the length of X. ii. For each scale a, obtain the spectra CWTðX g ; aÞ and CWTðX p ; a Á aÞ . iii. Normalize CWT (X g , a) and CWTðX p ; a Á aÞ based on Z-score normalization. iv. Extract peaks and nadirs from each spectrum as the feature sequence (we hereinafter call both peaks and nadirs as peaks).
Here, the peaks of the CWT spectrum are extracted as features and will be used for the consequent constrained DTW (the choice of features will be discussed in Section 4.3.3). Figure 4 illustrates one round of this procedure. Though the original signal sequences X g and X p have significantly different lengths, the numbers of the picked peaks from CWT (X g , a) and CWTðX p ; a Á aÞ are quite similar.
Context-dependent constrained DTW
The peaks extracted from the CWT spectra are considered as the spectrum features and used in our multi-level DTW scheme. The main idea is to gradually refine and generate finer warping paths when going from a coarser level to a finer one. We start from the coarsest level L where the raw signal sequence is transformed by CWT to X L p ¼ CWTðX p ; a Á 2 LÀ1 s 0 Þ and the expected signal sequence is transformed to X L g ¼ CWTðX g ; 2 LÀ1 s 0 Þ. We can then run the original DTW by dynamic programming on the feature sequences (i.e. peaks) from these two transformed sequences. To generate the warping path for the (L -1)th level, we will apply the constrained DTW (Ratanamahatana and Keogh, 2005) , where the constraints are not pre-defined, but rather determined by the warping path from the previous level L. That is, the warping paths for the (L -1)th level and the Lth level are not assumed to be the same. In fact, we do not even assume the two paths to have any overlap at all. However, we assume that the warping path for the (L -1)th level is 'constrained' by the one for the Lth level. It should be noted that although the peaks for the (L -1)th level is much more than that for the Lth level, each peak in the (L -1)th level has a corresponding index interval in the Lth level. That is, there exists an index j, such that this peak in the (L -1)th level resides between the indexes j and j þ 1 at the Lth level. Our constraint thus requires that each element in the warping path of the (L -1)th level is assumed to be within radius r distance from the corresponding element in the path of the Lth level. Given this context-dependent constraint, the constrained DTW is applied to generate the warping path for the (L -1)th level, which is then used to form the context-dependent constraint for the ðL À 2Þth level. This procedure repeats until the raw signal level is reached, where the final warping path is generated. Supplementary Section S1 gives the technical details and the pseudo-code for the proposed context-bounded DTW. Figure 5 shows one example of the context-dependent constrained DTW with CWT level L ¼ 3 and radius r ¼ 1. It can be seen that the bounded constraint for each finer level is determined by the The two input signal sequences have different temporal scales due to different sampling rates. After CWT in consideration of their sampling ratio difference and Z-score normalization, the input signals are converted to CWT spectra with similar shapes. Then the feature sequences are derived by peak picking to make their temporal scales comparable warping path from the coarser level, which not only significantly reduces the search space, but also avoids the incorrect mapping at a coarser level being retained at finer levels. This differentiates our algorithm from other approximate DTW algorithms which assume pre-defined constraints to reduce the search space. Although our algorithm does not require the warping paths at two consecutive levels to overlap, they often do overlap in practice. This is due to the high correlation among the CWT spectra with different scales, which inherits the context of the original signal sequence.
Multi-level continuous wavelet-based DTW
In summary, the proposed cwDTW algorithm is shown in Algorithm 1, where X p is the raw signal sequence and X g is the expected signal sequence, L is the user-defined level, r is the searching radius and s 0 is the CWT base scale; CWTðÁÞ is the continuous wavelet transform defined in Section 3.1.1, PickPeaksðÁÞ is the peak picking procedure described in Section 3.1.2 which returns peak indexes and intensities as two vectors, DTWðÁÞ is the original dynamic time warping algorithm, cDTWðÁÞ is the constrained dynamic time warping (Ratanamahatana and Keogh, 2005) and ReMapIndexðÁÞ is the context-dependent constraint generation in Section 3.2.
To analyze the runtime and memory complexity of cwDTW, we notice that the operations CWTðÁÞ; PickPeaksðÁÞ and ReMapIndexðÁÞ all have O(N) time-and memory-complexity, where N ¼ max fN 1 ; N 2 g. Since the cost matrix of cDTW is only filled in the bounded neighborhood of the warping path from the previous level, which grows linearly with a multiplier r, cDTW has O(rN) time-and memory-complexity. The number of picked peaks from the CWT spectrum with the 2 lÀ1 s 0 scale can be denoted as 
Experimental results
We comprehensively evaluated cwDTW on two real nanopore datasets on human and on Pandoraea pnomenusa, and further show the potential applications of cwDTW in signal labeling and ultra-long sequence comparison. Two benchmark datasets (Salvador and Chan, 2007 ) with short sequences that have similar lengths are also analyzed in Supplementary Section S2, for the comparison between our algorithm, FastDTW and PrunedDTW.
Datasets
Two nanopore sequencing datasets are used in our experiments. The first one is a subset of the public available Human data. This dataset comes from Human chromosome 21 from the Nanopore WGS Consortium (Jain et al., 2018) . The samples in this dataset were sequenced from the NA12878 human genome reference on the Oxford Nanopore MinION using 1 D ligation kits (450 bp/s) with R9.4 flow cells. The nanopore raw signal data in the FAST5 format were downloaded from nanopore-wgs-consortium (http://s3.amazo naws.com/nanopore-human-wgs/rel3-fast5-chr21.part03.tar). The reference genome for Human chromosome 21 was downloaded from NCBI (https://www.ncbi.nlm.nih.gov/nuccore/NC_000021). The total number of the generated reads in this dataset is 4530. The average length of the DNA sequences is 7309, whereas the average length of the nanopore raw signal sequences is 68 628. The temporal scale ratio between the nanopore raw signal sequence and the corresponding DNA sequence is around 9. We hereinafter denote this dataset as HM4530.
The second dataset is the genome of one bacterial species named P. pnomenusa strain 6399, which was prepared and sequenced by . The total number of generated reads is 4782. The average length of the DNA sequences is 18 590, whereas the average length of the nanopore raw signals is 158 772. Thus, the temporal scale ratio between the nanopore raw signal sequence and the corresponding DNA sequence is around 9. We hereinafter denote this dataset as PP4782.
Compared methods and evaluation criteria
Since both datasets have very long sequences, and the raw signal sequences and the expected ones have one order of magnitude difference in length, we mainly compared cwDTW with DTW and FastDTW (Salvador and Chan, 2007) . DTW is the original method that finds the optimal mapping between the two signal sequences by dynamic programming, whereas FastDTW is the most popular multi-level DTW method which approximates DTW in near linear time-and space-complexity. Other representative DTW algorithms, such as PrunedDTW (Silva and Batista, 2016) , were designed to measure the similarity between two sequences. They implicitly assume that the lengths of the two sequences to be mapped are comparable and thus cannot handle the sampling ratio difference in the two nanopore datasets. Therefore, we only included PrunedDTW in the comparison over the two benchmark datasets (Supplementary Section S2), which have similar lengths for mapped sequences. Both FastDTW and cwDTW have the radius parameter r and the level parameter L, and cwDTW has an additional scale parameter s 0 to select the base wavelet scale. We evaluated the performance of cwDTW with different combinations of s 0 , r and L in Section 4.3. All the methods were run on a Fedora25 system with 128 Gb memory and two E5-2667v4 (3.2 GHz) processors, each with 8 cores.
The accuracy of the warping path W generated by an approximate DTW method can be measured by the relative distance difference of W with respect to the optimal pathŴ generated by the original DTW (Salvador and Chan, 2007 ; Section 2.2):
If an algorithm returns a perfect warping path, the error is zero. Note that the error may exceed 100% if the distance of the warping path is more than twice of that of the optimal path. We also calculated the normalized distance of a warping path, nDist(W), by dividing Dist(W) by the length of the longer sequence, i.e. the raw signal sequence. Here, we do not consider the existence of multiple optimal paths, whose ambiguity can be easily removed by additional distance constraints.
Performance
Performance comparison on nanopore signal mapping with sampling ratio difference
We first compared cwDTW with FastDTW and the original DTW on the HM4530 set. Here, both cwDTW and FastDTW have the level set to L ¼ 4 and radius set to r ¼ 50, and the base wavelet scale for cwDTW is set to s 0 ¼ ffiffiffi 2 p . As shown in Figure 6A , the distribution of normalized distance of cwDTW is very similar to that of the original DTW. Figure 6B shows the scatter plot between the normalized distance of the original DTW (x-axis) and that of cwDTW and FastDTW (y-axis). It is clear that the mapping accuracy of cwDTW is very close to the original DTW, whereas FastDTW is far less accurate. In particular, out of the 4530 reads in the HM4530 set, cwDTW produces exactly the same optimal warping path as the original DTW on 3913 reads (86.4%), while on 4393 reads (97.0%) the normalized distance of the path generated by cwDTW is within the 0.005 margin to that of the optimal path. In terms of runtime, cwDTW also performs much better. To process all the 4530 reads, it took cwDTW 1406 s using a single core without parallelization (0.31 s per read), whereas FastDTW took 10.7 h using 16 cores in parallel (136 s per read) and the original DTW took more than 3 days using 16 cores in parallel (916 s per read). This implies that cwDTW is about 440 times faster than FastDTW and 3000 times faster than the original DTW (For all the comparison, the Turbo Booster is turned off and Hyper threads are not used in the parallel execution, i.e. 1 thread per core).
We further compared cwDTW with FastDTW under different radius and scale parameter settings on both HM4530 and PP4782 datasets. As shown in Table 1 , for different scale parameter values, the mapping error of cwDTW is always lower than 1% if the radius is set to be at least 50. For the PP4782 set, cwDTW can always produce the optimal warping path when the scale is small (e.g. 1 or ffiffiffi 2 p ) and the radius is large (e.g. 90 and 100). On the contrary, the mapping error of FastDTW remains higher than 200% on both HM4530 and PP4782. Enlarging the radius parameter helps reduce the error for FastDTW, but the effect is marginal.
We then conducted a detailed parameter sensitivity analysis of cwDTW to assess the effects of the three parameters, radius, scale and level, on the average error and runtime. In general, cwDTW is quite robust in terms of the average error and runtime with respect to all the three parameters. A high scale parameter (e.g. s 0 ¼ 2) will slightly increase the average error of cwDTW on both datasets ( Fig. 7A and E) , while the average error of cwDTW almost remains the same for different level parameters (Fig. 7B and F) . In practice, a radius value of higher than 50 seems to be sufficient. In terms of runtime, different values of the scale parameter do not influence the runtime much ( Fig. 7C and G) , whereas a lower level parameter results in higher runtime ( Fig. 7D and H ). This is due to the fact that cwDTW runs the original DTW without any constraint for the coarsest level. Thus if L is too small, the number of peaks in the CWT sequences is high, which results in high runtime for the original DTW. Overall, a higher radius value leads to higher runtime. Summing up these observations, a parameter combination of r ¼ 60,
and L ¼ 4 gives a practically good tradeoff between error and speed for general nanopore signal mapping.
Performance comparison on signal mapping with similar lengths
One of the main advantages of cwDTW is the ability to handle signal sequences that have orders of magnitude different lengths. This is achieved by the introduction of the scale factor a in consideration of the length ratio during CWT. On the contrary, FastDTW performs coarsening by 2-factor down-sampling, which does not solve the issue caused by length difference and leads to deviations of the warping path. Such deviations will accumulate through iterations and finally corrupt the results.
In order to evaluate the performance of cwDTW on sequences with similar lengths, we created two datasets, HM4530F and PP4782F, from HM4530 and PP4782, respectively. The expected signal sequences in HM4530F and PP4782F are the feature sequences extracted by CWT with scale 2 ffiffiffi 2 p from the expected signal sequences in HM4530 and PP4782, respectively. And the raw signal sequences in HM4530F and PP4782F are the feature sequences extracted by CWT with scale 2a ffiffiffi 2 p from the raw signal sequences in HM4530 and PP4782, respectively, where a is the temporal ratios in the two sets. Consequently, for HM4530F, the average length of the expected signal sequences is 1558 and that of the raw signal sequences is 1572, whereas for PP4782F, the average length of the expected signal sequences is 3912 and that of the raw sequences is 3957. These two sets thus contain sequences with similar lengths to be mapped. Table 2 summarizes the average error of FastDTW and cwDTW with different radius and scale parameter values over HM4530F and PP4782F. It is clear that cwDTW still drastically outperforms FastDTW regardless of the parameter settings. When the radius is at least 60, cwDTW can always keep the mapping error to be lower than 1% for both datasets, whereas the error of FastDTW is at least 20%. Further experiments show that to reduce the error of FastDTW to be below 10%, one needs to set the radius parameter to be around 200, which consequently increases the search space and thus runtime dramatically.
We further tested cwDTW on two benchmark datasets, Trace and Gunpoint, used in the evaluation of FastDTW (Salvador and Chan, 2007) . Each of these sets contains sequences with short lengths, ranging from 150 to 275. The comparison results show that cwDTW still significantly outperforms both FastDTW and PrunedDTW in terms of the average error, under all the settings of the radius parameter (Supplementary Section S2). Taking together all the consistent results from Sections 4.3.1 and 4.3.2 and Supplementary Section S2, it can be concluded that cwDTW is very robust to the temporal scale and can handle cases with both the same and different sampling ratios efficiently and accurately. Two case studies are presented in Supplementary Section S3 to illustrate how cwDTW can correct errors in the warping path.
Importance of the feature extraction strategy
We further investigated the importance of the feature extraction strategy by peak picking described in Section 3.1.2, for which we Note: Here, we fixed L ¼ 4 for both algorithms. compared the proposed strategy with two alternative approaches: equal averaging and peak averaging. Suppose at level l, there are L l peaks. The proposed peak picking strategy uses these L l peaks as the feature sequence. For equal averaging, the original signal sequence is equally partitioned into L l bins and the average signal values in these bins are extracted as the feature sequence. For peak averaging, the original signal sequence is partitioned according to the locations of the L l peaks and the average signal values in the window composed of the left and right half bins of each peak are used as the feature sequence. Therefore, for all three strategies, the length of the feature sequence is the same. Figure 8 shows the comparison between FastDTW and cwDTW with three different feature extraction strategies over the HM4530F and PP4782F datasets. It is clear that the proposed cwDTW always performs the best regardless of the radius value, followed by cwDTW with the peak averaging strategy for feature extraction. This suggests that the peak signals in CWT contain more stable and useful information than the locally averaged values around the peaks. This is consistent with previous studies which show that CWT can keep a compact and denoised representation of the original signal (Torrence and Compo, 1998) . The performance of the equal averaging strategy, on the other hand, is sensitive to the choice of the scale parameter and is far less accurate than that of the original cwDTW and the peak averaging strategy. This implies that the peak locations captured by CWT are important to extract useful information. These results justify the use of the peak picking strategy as the feature extraction method in cwDTW.
Applications of cwDTW
Signal labeling
Signal labeling (or the assignment of contiguous segments of raw nanopore signals with genomic positions) is the fundamental preprocess for further data analysis, such as the identification of methylation events (Stoiber et al., 2016) . Signal labeling is a different task than base-calling. Given a raw signal sequence and the corresponding reference genomic sequence, the goal of signal labeling is to align the two sequences. In doing so, each position on the raw signal sequence should be linearly mapped to a corresponding base on the reference genomic sequence.
Here, we would like to challenge our cwDTW method (https:// github.com/realbigws/cwDTW_nano) with the task of signal labeling. For cwDTW, the raw signal sequence is directly derived from the output of MinION without any further manipulation and the reference genomic sequence is translated to expected signals using the k-mer pore model (https://github.com/nanoporetech/kmer_mod els) provided by Nanopore. When the alignment is generated by cwDTW, for each position on the raw signal, we are able to label the corresponding k-mer on the reference genomic sequence. In our experiment, cwDTW could finish the signal labeling within $ 1.5 s for a task with raw signal length of about 130 000 and reference genomic sequence length of about 15 000 (one core without parallelization).
Two representative labeling results gained from the raw signals (Raw signal ID:0a0dc008-5d60-4f7f-aa24-c78da021f7bf.) are demonstrated in Figure 9 . To show the correctness of cwDTW's labeling, we provide the results generated by Tombo (Stoiber et al., 2016) as the gold standard. Tombo contains the state-of-the-art signal labeling module, which is based on the read-level. It first needs to convert the raw signal sequence to a nucleotide sequence (i.e. read) by basecalling, which is then aligned with the reference genomic sequence. This serves as the initial alignment for the downstream signal-level analysis. As shown in Figure 9 , the labeling results produced by cwDTW are very close to those produced by Tombo. For both cwDTW and Tombo, the raw signals are mapped to the same positions on the reference genome. Statistics from our large set experiments indicate that the labeling difference between cwDTW and Tombo is below 15%. It should be noted that the base-calling error rate is also around 15%. As a read-based mapping strategy, Tombo cannot avoid the ambiguity when translating the raw current signal sequences to nucleotide sequences, which may also result in the error of segmentation. Therefore, without further analysis, it is difficult to judge the observed 15% difference comes from the error of which method. This is because that a reliable ground truth is hard to An accurate and rapid continuous wavelet dynamic time warping algorithm for end-to-end mapping in ultra-long nanopore sequencing i729 obtain. A possible compromise is to measure the alignment accuracy based on a realistic nanopore simulator (Li et al., 2018) , which will be one of our future directions. Nevertheless, the ultra-fast speed and the simplicity of cwDTW makes it a good starting point and a baseline method for further analysis.
Ultra-long sequence comparison
Though cwDTW is primarily designed for the alignment of two signal sequences, its significant speedup in execution time makes it possible to be applied to the mapping of two ultra-long sequences. Here, we would like to show one use case that might benefit whole genome alignment.
Whole genome alignment provides a way for finding functional elements, such as protein-coding sequences, non-coding regions, RNA structures, cis-regulatory elements, miRNA target sites, etc., between different species, which enables the trace of evolutionary history to understand biology (Frith et al., 2010) . In addition, the number of publicly available genomes has been increasing at a fast pace due to continuous advances in sequencing technologies (Herrero et al., 2016) . However, the complexity and computational requirements of whole genome alignment prohibits the regular usage of such technology.
We tried to align two chromosomes from close species in an end-to-end manner by a modified cwDTW (https://github.com/real bigws/cwDTW_genome) for efficiently identifying the syntenic (or, co-linearity) regions. In brief, we first transformed the two chromosomes into the expected signal sequences using the k-mer lookup table provided by Nanopore, and then aligned the two signal sequences using cwDTW without considering the length ratio of the two chromosomes. After obtaining the alignment at the signal level, we further polished it at the nucleotide level, by setting a threshold to find the most confident seed regions in the cwDTW alignment and extending on both directions of the seeds in a way similar to the gapped BLAST algorithm (Altschul et al., 1997) .
To show the effectiveness of our method, we performed the syntenic region detection between the 20th chromosome from Human and Chimpanzee (Hubbard et al., 2002) . The ground-truth alignment is downloaded from Ensemble database (Herrero et al., 2016) . As shown in Figure 10 , our cwDTW-based method generates alignment that is very similar to the ground-truth alignment, with 96.22% overlap. However, our approach only took about 5 min on a single core to fulfill this task (without parallelization), which is more than 30 times faster than LastZ (Harris, 2007) and LAST (Kiełbasa et al., 2011) .
Here, cwDTW demonstrates its effectiveness as a basic algorithm for the global alignment of long similar sequences. As LastZ and LAST are used to identify local homologies between two sequences, cwDTW is not a replacement for these tools. However, such ultrafast running time of our cwDTW-based method to identify the syntenic region can become a compensation to these traditional tools and will in turn speed up the remaining steps of whole genome alignment, such as the identification of inversions, copy numbers, cross chromosome alignments and satellites (Earl et al., 2014) . One possible strategy is using LastZ or LAST on the remaining genomic regions after removing the syntenic regions detected by cwDTW.
Discussion and conclusion
We proposed a novel cwDTW algorithm for the end-to-end mapping between the raw electrical current signal sequence and the reference genome. The proposed algorithm performs coarsening on the input signal sequences via CWT with different resolutions. Peaks are picked from CWT sequences to form feature sequences. The warping path obtained from a coarser resolution is used to obtain a context-dependent boundary to constrain the warping path at a refiner resolution. Comprehensive experiments on both real nanopore datasets with sequences of different sampling ratios and benchmark . Labeling results on two representative signal sequences by Tombo and cwDTW. Here, the first row is the result produced by Tombo and the second row is the result produced by cwDTW. A, C, G, T are labeled by the red, yellow, green and blue color, respectively. The results of signal labeling assign a 5-mer to each position in the genome sequence, the middle nucleotide from which is assigned to this position for visualization purpose. For example, if for the genome position 100, the 5-mer is 'ACTGG', we draw T (blue) at position 100. (A) A 300 bp raw signal sequence starting from position 10 000. (B) A 300 bp raw signal sequence starting from position 13 000 datasets with sequences of equivalent sampling ratios demonstrated the effectiveness and efficiency of cwDTW, which cannot be achieved by the other approximated DTW algorithms. We further demonstrated the wide application of cwDTW on two other tasks, signal labeling and whole genome alignment.
The proposed algorithm provides a powerful tool for various nanopore sequencing tasks, such as signal labeling, variant identification and methylation detection. In addition, the generic nature of cwDTW makes it a useful method for mapping temporal sequences of biological, video, audio and graphical data. The ultra fast-speed and simplicity of cwDTW makes it a rapid and alternative baseline solution for endto-end mapping of ultra-long sequences in general applications.
