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Resumo. O presente artigo tem por finalidade propor um me´todo de validac¸a˜o de modelos
que incorpore informac¸o˜es relativas aos erros no coˆmputo de func¸o˜es computacionais durante
a validac¸a˜o de modelos. Como estudos de caso, utilizam-se dois modelos identificados dos
sistemas Mapa Seno e Circuito de Duffing-Ueda e os me´todos de validac¸a˜o de modelos RMSE
e MAPE. Poˆde-se notar que, na 65a iterac¸a˜o para o Mapa Seno, por exemplo, a diferenc¸a
entre o me´todo proposto e o da literatura, considerando o ı´ndice RMSE, e´ de 34%.
Palavras-chave. Computac¸a˜o Aritme´tica, Validac¸a˜o de Modelos, Sistemas Cao´ticos, Iden-
tificac¸a˜o de Sistemas.
1 Introduc¸a˜o
Os sistemas dinaˆmicos experimentais sa˜o, a rigor, na˜o lineares. Por esta raza˜o, seu
estudo e entendimento e´ de extrema importaˆncia. Para realizar a ana´lise de tais sistemas,
e´ necessa´ria a obtenc¸a˜o de um modelo matema´tico que os represente. O modelo polinomial
NARMAX (Nonlinear AutoRegressive Moving Average model with eXogenous input) vem
sendo muito utilizado para representar sistemas dinaˆmicos na˜o lineares [2, 3], sendo este
um tipo de func¸a˜o recursiva na qual termos e paraˆmetros sa˜o selecionados cuidadosamente.
Para a identificac¸a˜o de um modelo, podem ser utilizadas te´cnicas como: modelagem caixa-
branca, caixa-cinza e caixa-preta [1].
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2Apo´s a identificac¸a˜o de um modelo que representa um determinado sistema, e´ ne-
cessa´rio verificar a sua confiabilidade, ou seja, o modelo deve ser validado. Entre as
te´cnicas de validac¸a˜o de modelos dispon´ıveis na literatura, pode-se citar os ı´ndices RMSE
(Root Mean Square Error) e MAPE (Mean Absolute Percentual Error) [1]. Ale´m da
identificac¸a˜o e modelagem de sistemas, experimentos nume´ricos sa˜o cruciais para o desen-
volvimento de conhecimento sobre o comportamento de sistemas dinaˆmicos [8], uma vez
que, sendo descritos por func¸o˜es recursivas, o resultado da iterac¸a˜o atual sempre depende
do anterior [6]. A computac¸a˜o nume´rica usa aritme´tica de ponto flutuante na maior parte
dos computadores sob o padra˜o IEEE 7542-2008. Como a computac¸a˜o nume´rica e´ uma
aproximac¸a˜o dos nu´meros reais, utilizando um nu´mero finito de nu´meros, pequenos erros
sa˜o gerados a cada iterac¸a˜o durante as simulac¸o˜es [10].
No que diz respeito a` propagac¸a˜o de erros, Galias [4] apresenta va´rios me´todos com-
putacionais para um estudo rigoroso de sistemas na˜o lineares, considerando os erros por
arredondamento, atrave´s de ana´lise intervalar. Em [5], os autores mostram que, para
paraˆmetros e condic¸o˜es iniciais espec´ıficos no mapa log´ıstico, a distaˆncia entre duas o´rbitas
pro´ximas cresce geometricamente a cada iterac¸a˜o. Ale´m disso, Nepomuceno e Martins [9]
apresentam um me´todo para avaliar o limite inferior do erro (Lower Bound Error – LBE)
em func¸o˜es recursivas, como ferramenta para aumentar a confiabilidade de simulac¸o˜es
computacionais. Embora apresentem contribuic¸o˜es importantes no estudo da propagac¸a˜o
de erros computacionais, na˜o se tem conhecimento de trabalhos que avaliem a influeˆncia
de tais erros em me´todos de validac¸a˜o de modelos.
Portanto, este trabalho tem como finalidade verificar a influeˆncia dos erros computaci-
onais na validac¸a˜o de modelos por meio de simulac¸o˜es computacionais, atrave´s da junc¸a˜o
conceitual do LBE aos me´todos existentes na literatura. A fim de verificar a efica´cia da
metodologia proposta, foram utilizados dois estudos de caso de modelos identificados dos
sistema de Duffing-Ueda e Mapa Seno. O presente trabalho esta´ organizado como segue.
A segunda sec¸a˜o apresenta os conceitos preliminares relevantes para o desenvolvimento
do trabalho. A terceira sec¸a˜o apresenta a metodologia adotada. Na quarta sec¸a˜o sa˜o
expostos os resultados obtidos nos casos estudados e a quinta sec¸a˜o apresenta a conclusa˜o
do trabalho.
2 Conceitos Preliminares
2.1 Modelos NARMAX
Os modelos polinomiais NARMAX sa˜o estruturas parame´tricas capazes de represen-
tar o comportamento de uma ampla classe de sistemas dinaˆmicos na˜o lineares reais. O
modelo e´ matematicamente definido pela equac¸a˜o (1) [3], onde yn, un e en, sa˜o, respec-
tivamente, a sa´ıda, a entrada e o ru´ıdo no tempo discreto n ∈ N. Os paraˆmetros ky, ku
e ke sa˜o os ma´ximos atrasos considerados e F
` e´ uma func¸a˜o polinomial com estrutura a
ser determinada de grau `.
yn+1 = F
`[yn, ..., yn−1−ky , un, ..., un−1−ku′ , en, ..., en−1−ke ] (1)
32.2 I´ndices RMSE (Root Mean Square Error) e MAPE (Mean Absolute
Percentual Error)
Dois ı´ndices para validac¸a˜o de modelos identificados frequentemente utilizados na li-
teratura sa˜o os ı´ndices RMSE e MAPE [1]. Estes ı´ndices podem ser expressos por:
RMSE =
√
ΣNk=1[y(k)− yˆ(k)]2√
ΣNk=1[y(k)− y¯(k)]2
(2) MAPE =
1
N
N∑
k=1
∣∣∣∣ yˆ(k)− y(k)y(k)
∣∣∣∣ (3)
sendo y(k) os dados mensurados do sistema, yˆ(k) a simulac¸a˜o do modelo e y¯(k) a me´dia
dos dados de y(k) para ambos os ı´ndices [1]. Os ı´ndices apresentam restric¸o˜es para serem
computados, onde tanto o modelo quanto o sistema precisam ser compostos pelas mesmas
entradas e condic¸o˜es iniciais. O ı´ndice RMSE representa a relac¸a˜o do somato´rio do erro
quadra´tico entre o modelo e o sistema, e o somato´rio do erro quadra´tico entre o sistema
e sua me´dia [7]. Ja´ o ı´ndice MAPE representa a relac¸a˜o entre o mo´dulo do somato´rio da
diferenc¸a entre sistema e o modelo, e o produto do nu´mero de iterac¸o˜es (N) pelo sistema.
2.3 Lower Bound Error
O LBE e´ um me´todo que tem por finalidade obter o limite inferior do erro computaci-
onal ocorrido a cada iterac¸a˜o de uma simulac¸a˜o. Este me´todo foi desenvolvido por [9], e
sua representac¸a˜o matema´tica e´ dada por 2δa,n = |xˆa,n − xˆb,n|.
Uma o´rbita e´ uma sequeˆncia de valores de um mapa, representada pelo sub´ındice n.
Uma pseudo-o´rbita e´ uma aproximac¸a˜o de uma o´rbita. Neste caso, cada pseudo-o´rbita e´
representada por xˆ, cada uma com seus sub´ındices, a e b, indicando suas extenso˜es. Logo,
{xˆa,n} e {xˆb,n} sa˜o duas pseudo-o´rbitas derivadas de duas extenso˜es intervalares. Em uma
simulac¸a˜o, se o limite inferior do erro for maior que a toleraˆncia desejada, a metodologia
utilizada deve ser reavaliada.
3 Metodologia
Uma vez que, em sistemas dinaˆmicos na˜o lineares o estado futuro e´ extremamente
dependente do estado atual, o erro propagado pode tomar dimenso˜es considera´veis. A
fim de considerar o erro nume´rico em me´todos de validac¸a˜o de modelos, modificaram-se,
dentre os me´todos dispon´ıveis na literatura, os ı´ndices RMSE e MAPE.
3.1 LRMSE (Lower Root Mean Squared Error) e LMAPE (Lower Mean
Absolute Percentual Error)
Com o intuito de aperfeic¸oar os me´todos de validac¸a˜o existentes, levando em consi-
derac¸a˜o os erros computacionais em suas equac¸o˜es, fez-se uso do conceito LBE para o
desenvolvimento das equac¸o˜es matema´ticas do novo me´todo. Portanto, os novos ı´ndices
RMSE e MAPE foram designados por LRMSE e LMAPE, como mostrado pelas Equac¸o˜es
4(4) e (5). A obtenc¸a˜o destes novos ı´ndices foi poss´ıvel devido ao fato de que os me´todos
de validac¸a˜o levam em considerac¸a˜o a simulac¸a˜o dos modelos matema´ticos e teˆm por fina-
lidade verificar o qua˜o o modelo esta´ pro´ximo do sistema, ale´m de apresentar os mı´nimos
valores poss´ıveis para os dados reais do sistema. Ja´ o LBE mapeia o crescimento do limite
inferior do erro. Portanto, o me´todo proposto realiza a junc¸a˜o conceitual do LBE com os
ı´ndices de validac¸a˜o, como o RMSE e o MAPE.
LRMSE =

√
ΣN
k=1
[y(k)− yˆ(k)× (1− δa,n)]2√
ΣN
k=1
[y(k)− y¯(k)]2
, yˆ(k) < y(k)
√
ΣN
k=1
[y(k)− yˆ(k)× (1 + δa,n)]2√
ΣN
k=1
[y(k)− y¯(k)]2
, yˆ(k) > y(k)
(4)
LMAPE =

1
N
N∑
k=1
∣∣∣∣∣ yˆ(k)× (1− δa,n)− y(k)y(k)
∣∣∣∣∣ , yˆ(k) < y(k)
1
N
N∑
k=1
∣∣∣∣∣ yˆ(k)× (1 + δa,n)− y(k)y(k)
∣∣∣∣∣ , yˆ(k) > y(k)
(5)
A substituic¸a˜o de yˆ(k) para yˆ(k)× (1± δa,n) em ambos os ı´ndices tem por finalidade
incluir as incertezas computacionais ocorridas a cada iterac¸a˜o por meio do ı´ndice LBE.
Uma observac¸a˜o e´ realizada no que diz respeito a somar ou subtrair o termo yˆ(k) × δa,n
aos ı´ndices, cujo o objetivo e´ evitar os casos em que o erro possa aumentar e o ı´ndice
diminuir, o que promoveria uma falsa interpretac¸a˜o. Com o intuito de verificar a eficieˆncia
do me´todo proposto, foram utilizados dois estudos de caso de modelos identificados dos
sistema de Duffing-Ueda e Mapa Seno. Para cada um deles, aplicou-se os me´todos LRMSE
e LMAPE, de acordo com o procedimento descrito a seguir.
1. Obte´m-se os ı´ndices RMSE e MAPE atrave´s das Equac¸o˜es (2) e (3). Os termos y(k)
e yˆ(k) representam os dados provenientes de Xn e G(Xn), sendo estes as equac¸o˜es
do sistema e do modelo, respectivamente.
2. Calcula-se os ı´ndices modificados
(a) Primeiramente, calcula-se o LBE. As duas pseudo-o´rbitas consideradas foram
G(Xn) e H(Xn), sendo estes o modelo e a extensa˜o do sistema, respectivamente;
(b) Utilizando o LBE calculado no subitem anterior, calcula-se os ı´ndices LRMSE
e LMAPE, de acordo com as Equac¸o˜es (4) e (5). Os termos y(k) e yˆ(k) sa˜o os
mesmos utilizados no item 1.
3. Um novo procedimento e´ empregado para obter os ı´ndices. Realizam-se os mesmos
passos descritos anteriormente, mas substituindo Xn por G(Xn) e G(Xn) por H(Xn)
nas equac¸o˜es. Utiliza-se o mesmo LBE calculado no item 2 (a). Esta etapa foi
realizada para efeito de comparac¸a˜o e ana´lise dos resultados entre os ı´ndices LRMSE
e LMAPE obtidos.
4 Resultados
4.1 Mapa Seno
Atrave´s de manipulac¸o˜es nas partes sublinhadas das representac¸o˜es matema´ticas dos
sistemas, obte´m-se duas extenso˜es intervalares, sendo as Equac¸o˜es (6), (7) e (8) referentes
5ao Mapa Seno. As simulac¸o˜es ocorreram com as condic¸o˜es iniciais Xp = 0, 5, sendo p sua
ordem, alterando de p = 0...3. As comparac¸o˜es entre os resultados obtidos do RSME e
LRMSE, MAPE e LMAPE podem ser observadas na Figura 1.
Xn = 1, 2pisen(xn−1) (6) G(Xn) = 2, 6868Xn − 0, 2462X3n (7)
H(Xn) = 2, 6868Xn − (0, 2462Xn)X2n (8)
(a) RMSE e LRMSE do Mapa Seno. (b) MAPE e LMAPE do Mapa Seno.
Figura 1: Ana´lise dos resultados para os dois ı´ndices referente ao Mapa Seno.
Por meio da Figura (1), nota-se que o RMSE tende a permanecer em uma regia˜o.
O LRMSE, quando compara o sistema com o modelo, sendo as Equac¸o˜es (6) e (7), res-
pectivamente, se inicia com o mesmo valor do RMSE mas, ao decorrer da simulac¸a˜o, o
erro tende a crescer, sendo que na 65a iterac¸a˜o apresenta uma diferenc¸a de 34%, fazendo
com que o ı´ndice oscile no entorno do RMSE. Na comparac¸a˜o entre o modelo e extensa˜o,
sendo as Equac¸o˜es (7) e (8), respectivamente, para o ı´ndice LRMSE, ele inicia pro´ximo de
zero e posteriormente tende a oscilar no entorno do RMSE, apresentando uma diferenc¸a
de 45% na 65a iterac¸a˜o. Isto se da´ pelo fato da inclusa˜o do erro aos me´todos, uma vez
que uma pequena pertubac¸a˜o causa resultados diferentes. Ale´m de evidenciar que, apesar
de obter um modelo que represente bem o sistema, ao realizar simulac¸o˜es no ambiente
computacional, isto ira´ gerar resultados diferentes. A mesma ana´lise pode ser feita para o
ı´ndice LMAPE, no qual a diferenc¸a e´ aproximadamente de 46% e 58%, respectivamente.
4.2 Oscilador de Duffing-Ueda
A Equac¸a˜o (9) modela o sistema e [1] apresenta a equac¸a˜o polinomial NARMAX do
modelo. As pseudo-o´rbitas sa˜o obtidas atrave´s de modificac¸o˜es matema´ticas ao modelo que
esta˜o sublinhadas, obtendo as Equac¸o˜es (10) e (11). Na simulac¸a˜o dos modelos NARMAX,
quanto a` extensa˜o, adotou-se que as condic¸o˜es iniciais seriam Xp = 0, sendo p = 0...4 e
utilizou-se U = Acos(nTs), sendo n ∈ N , Ts = pi/60, A = 10, k = 1 e µ = 0, 25. A Figura
2 apresenta a comparac¸a˜o entre os ı´ndices RMSE e LRMSE, ale´m da comparac¸a˜o entre
MAPE e LMAPE .
6(a) RMSE e LRMSE do Oscilador de Duffing-Ueda. (b) MAPE e LMAPE do Oscilador de Duffing-Ueda.
Figura 2: Ana´lise dos resultados para os dois ı´ndices referente ao Oscilador de Duffing.
Acos(t) =
d2y
dt2
+ k
dy
dt
+ µy3 (9)
G(Xn) = 2, 1579Xn − 1, 3203Xn−1 (10)
+0, 16239Xn−2 + 0, 000341Un
+0, 0019463Un−1 − 0, 0048196X3n
+0, 003523X2nXn−1
−0, 0012162XnXn−1Xn−2
+0, 0002248X3n−2
H(Xn) =0, 0003416Un + 0, 0019463Un−1 (11)
+2, 1579Xn − 1, 3203Xn−1
+0, 16239Xn−2 − 0, 0048196X3n
+ 0, 003523X2nXn−1
− 0, 0012162XnXn−1Xn−2
+ 0, 0002248X2n−2
Na Figura (2), o ı´ndice RMSE tende a permanecer em uma regia˜o. O LRMSE, quando
compara o sistema com o modelo, atrave´s das Equac¸o˜es (9) e (10), respectivamente, tende
ficar oscilando entre os valores do RMSE, tendo uma diferenc¸a de 11,2 ×10−14% na 65a
iterac¸a˜o. Quando comparando o modelo com a extensa˜o, por meio das Equac¸o˜es (10) e
(11), respectivamente, o LRMSE tende a permanecer pro´ximo de zero e posteriormente
crescer, possuindo uma diferenc¸a de 99,99% na 65a iterac¸a˜o. Os me´todos evidenciam
que os valores reais localizam-se acima dos dados obtidos, ale´m de comprovar que mesmo
obtendo um modelo fiel ao sistema, ao realizar simulac¸o˜es computacionais, geram erros de
simulac¸a˜o como mostrado atrave´s da comparac¸a˜o entre as Equac¸o˜es (9) e (10). As mesmas
observac¸o˜es podem ser realizadas para o LMAPE, no qual apresentam uma diferenc¸a de
15,1×10−14% e 99,99%, respectivamente para a 65a iterac¸a˜o.
5 Concluso˜es
A na˜o considerac¸a˜o dos erros computacionais pode resultar em resultados relativamente
incoerentes, induzindo assim, a concluso˜es parcialmente corretas. No entanto, com a
redefinic¸a˜o dos me´todos de validac¸a˜o de modelos, foi poss´ıvel verificar um comportamento
mais realista dos sistemas investigados, ale´m de evidenciar que os resultados finais obtidos
delimitam a regia˜o min´ıma em que os dados reais esta˜o localizados. Pode-se ainda ressaltar
a diferenc¸a dos resultados apresentados pela simulac¸a˜o do LRMSE e LMAPE comparando
os sistemas e modelos e comparando os modelos e as extenso˜es. Essa diferenc¸a se da´
pois, embora representem fielmente o sistema e sejam matematicamente equivalentes, os
modelos e extenso˜es requerem operac¸o˜es computacionais distintas para serem simulados
[11]. Para trabalhos futuros, pretende-se englobar aos ı´ndices de validac¸a˜o a questa˜o das
7operac¸o˜es matema´ticas nos computadores.
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