The paper develops a class of priors that leads to equivalent posterior inference for odds ratio parameters based on prospective and retrospective models for categorical response data. The results are applicable to both unmatched and matched case-control studies. The results hold for a general class of link functions for categorical response. The proposed method can accommodate multiple and possibly ordered disease states. The results are applied to the analysis of discrete subtypes in an ongoing case-control study of colorectal cancer. A simulation study illustrates the need for carefully considering prior choices in Bayesian analysis of data collected under retrospective design.
Introduction
The main objective of case-control studies is to measure the degree of association between a certain disease (e.g., cancer) and one or more exposure variables under consideration (e.g., smoking, family history, obesity, etc.). Statistical analysis of case-control data is primarily based on the exposuredisease, or equivalently the disease-exposure, odds ratio [1] that marks the degree of association between the disease and the exposure. With advances in modern medicine and clinical diagnosis, more precise characterization of disease subtypes are often possible with the corresponding need for a more generalized odds ratio function, or equivalently more general models for the probability of disease given exposure than logistic regression models, to capture the risk heterogeneity across different subtypes.
Case-control studies are primarily retrospective in nature because one traces the exposure history of an individual or a group of individuals conditional on their outcome categories. As such, the usual prospective analysis suitable for cohort data is not obviously applicable in the case-control context. Thus, it is important to know whether a prospective analysis of the disease-exposure odds ratio parameters produces equivalent answers to the corresponding retrospective analysis.
With binary outcomes and the prospective logistic regression model, Anderson [2] provided an equivalence result for the inference of the odds ratio parameter, restricted only to discrete exposures. Continuing with this model, the classic paper of Prentice and Pyke [3] provided a more general result, where the exposure variables could be discrete, continuous, or a combination. In particular, Prentice and Pyke proved that the maximum likelihood estimator (MLE) for the odds ratio parameter based on a prospective model is equivalent to that based on a retrospective model. Moreover, this MLE is consistent even under the retrospective model, and the observed Fisher information matrix for the odds ratio parameters based on the prospective model provides valid standard error estimates under the retrospective model. The work of Prentice and Pyke [3] spurred further research in this general area. We may refer to [4] [5] [6] [7] [8] [9] [10] [11] [12] .
Seaman and Richardson [13] first studied this equivalence of posteriors for the odds ratio parameter in a Bayesian context. They presented a class of priors for which the posterior for odds ratio parameters based on the prospective likelihood is equivalent to that based on the retrospective likelihood for unmatched case-control studies under the logistic regression model. Ghosh et al. [14] extended their work to matched case-control studies using the same class of priors as that of Seaman and Richardson [13] . Staicu [15] presented a general class of priors for the posterior equivalence of odds ratio parameters that includes the class of priors of Seaman and Richardson [13] . She also showed that adopting the priors of Seaman and Richardson [13] is necessary and sufficient for the odds ratio parameter's posterior equivalence when the nuisance parameter in the prospective likelihood, the nuisance parameter in the retrospective likelihood, and the odds ratio parameter are mutually independent. However, all these papers were restricted to the binary logistic model and discrete exposures.
The purpose of this paper is to extend the aforementioned results in two directions. First, we accommodate multiple, possibly ordered, disease states. Second, we relax the restriction to logistic regression models, by including those involving the probit and skew-symmetric links. Another interesting case that we can handle is the proportional odds model and, in particular, the cumulative logit model [16, p.322] . However, the results are still limited to models with discrete exposure variables.
A special and important case of the general model structure we consider is the multiplicative intercept model considered in [17] . Anderson [18] first introduced a further special case stereotype model and Greenland [19] , Kuss [20] , and Ahn et al. [21, 22] , among others, subsequently studied it. A stereotype model lies in-between the polytomous logistic model and the proportional odds model but can represent the ordinal characteristics of a response variable under suitable order constraints on the parameters.
To establish equivalence of posteriors for the odds ratio parameters, starting from either the prospective or the retrospective likelihood, is important for Bayesian analysis of data collected under retrospective sampling. Direct use of the retrospective likelihood usually involves more nuisance parameters than the corresponding prospective likelihood, especially as the dimension of the exposure/covariate vector grows. For example, for binary disease states and categorical exposures, the number of nuisance parameters corresponding to the retrospective likelihood is the number of possible exposure configurations less one, whereas the number of nuisance parameters corresponding to the prospective likelihood is simply one. Once the posterior equivalence of odds ratios from the prospective and retrospective likelihoods is established, one can validly use prospective likelihood for faster computation and convergence of the numerical integration scheme needed for a full Bayes analysis, with much fewer parameters than using the retrospective likelihood. The prospective likelihood can easily be handled by standard software like WinBugs, whereas directly using the retrospective likelihood will require writing independent codes. Our characterization of priors illustrates that arbitrary priors on the nuisance parameters in the retrospective likelihood do not yield posterior equivalence. We present simulation results that indicate that with arbitrary prior choices on the nuisance parameters in the retrospective likelihood, one can end up with estimates with poor frequentist properties compared with the estimates with a prior for which the posterior equivalence holds (Table III) . For a careful Bayesian analysis with categorical outcome and exposure, our results provide useful information to guide prior choices and justify the prospective likelihood for basis of Bayesian inference of retrospective data.
With improvements in clinical diagnosis and classification, different cancers are now often accompanied with detailed tumor subtype information. Moreover, sampling of cases is also being carried out according to subtype groups, and the need for models that incorporate categorical and ordered link functions under retrospective sampling is indeed important. The extension in this paper of the existing body of results to a general link function that can handle multiple ordered outcome is timely. In our example from the Molecular Epidemiology of Colorectal Cancer (MECC) study, multiple cancer stages constitute the disease subtype variable, and Bayesian methods are employed under an uncommon class of regression models called the stereotype regression models. Use of Bayesian methods appears to be most natural for this class of models, but under case-control sampling, Bayesian inference needs justification. The present paper exactly fills in that gap, provides justification to carry Bayesian analysis with a prospective likelihood, and also guides prior choices for conducting that analysis.
The outline of the remaining sections is as follows. Section 2 presents the general Bayesian equivalence result characterizing a class of priors. Conditions ensuring the propriety of the posteriors are also given in this section. Section 3 gives an equivalent formulation for the special multiplicative intercept Copyright 
The Bayesian equivalence result
Our objective is to find a class of priors for which the posterior inference for the odds ratios remains the same under the prospective and retrospective likelihoods for any model. Consider the situation when there are r C 1 disease categories d D 0; 1; : : : ; r and an exposure vector X that can take the values x 1 ; : : : ; x K . Let
d D 0; 1; : : : ; r; k D 1; : : : ; K;
where
Then by using a technique of Satten and Kupper [23] , it is easy to show that
; kD 1; : : : ; K:
We denote by Z d k the number of individuals with D D d and X D x k . Then from (1), the prospective likelihood is given by
whereas from (2) and (3), the retrospective likelihood is given by
We write˛d 
Hence, the Á d k are parameters of interest. As an example, for the multiplicative intercept model where
, where Q can be any arbitrary function of the exposure variable and parameters, one obtains the odds ratios
We now rewrite L P with˛1; : : : ;˛r and Á 11 ; : : : ; Á rK as
and rewrite L R with Â 1 ; : : : ; Â K and Á 11 ; : : : ; Á rK as
because
We also write˛D .˛1; : : : ;˛r /; Â D .Â 1 ; : : : ; Â K 1 /, Á D .Á 11 ; : : : ; Á 1K ; : : : ; Á r1 ; : : : ; Á rK /. Recall that
The main theorem of this section is as follows.
Theorem 1 Consider the prior
where 0 is an arbitrary but proper prior. Then the posterior of Á is the same under L P or L R . Also, suppose Z 0k > 1.k D 1; : : : ; K/, that is, every exposure category consists of at least one control. Then the posterior of Á is proper.
Proof
Proof is given in Appendix A.
Consider the situation in which one obtained his or her data from a case-control study and believes that the prior of Â and Á is .
.Á/ where 0 is any distribution. The standard retrospective Bayesian analysis corresponding to case-control studies will use the retrospective likelihood L R and the aforementioned prior .Â; Á/ to obtain the posterior of Á. Theorem 1 tells that using a prospective likelihood L P and a prior .˛; Á/ _ Q r d D1˛
d
0 .Á/ also provides an equivalent posterior of Á to that from the standard retrospective Bayesian analysis. Noting that an odds ratio is a function of Á, the posterior equivalence of odds ratios from the prospective and retrospective likelihoods holds. Also, Theorem 1 generalizes Seaman and Richardson [13] who considered binary disease states, that is, d D 0; 1, and the logit link describing P d k .
Our characterization result for posterior equivalence yields Dirichlet.0; : : : ; 0/ as the prior for the retrospective nuisance parameter vector Â. If one chooses a Dirichlet.a 1 ; : : : ; a K / prior with .a 1 ; : : : ; a k / not equal to .0; : : : ; 0/ for Â, the posterior equivalence will not hold. As will be evident in the appendix, writing (14) are a posteriori independent exponentials with shape parameters a k C P r d D0 Z d k and a common scale parameter. The exact L P cannot be obtained by integrating out the k .
Multiplicative intercept model
Multiplicative intercept models are quite widely used for the analysis of categorical data and, in particular, for the analysis of case-control data. For such a model,
To avoid nonidentifiability, we assume without loss of generality 0 D 0 and Q.x k ; ı 0 / D 0 for all k D 1; : : : ; K. For this special model, (Á 11 ; : : : ; Á rK ) is a function of .ı 1 ; : : : ; ı r /. Consider a prior . 1 ; : : : ; r ; ı 0 ; : : : ; ı r / _ 0 .ı 0 ; : : : ; ı r / for the prospective likelihood in (4) and a prior .ı 0 ; : : : ; ı r ; Â/ _ .
/ 0 .ı 0 ; : : : ; ı r / for the retrospective likelihood in (7) with any proper prior 0 . Then the posterior of .ı 1 ; : : : ; ı r / based on the prospective likelihood is equivalent to that based on the retrospective likelihood by Theorem 1. The proof is given in Appendix B.
A special case of (8) is the general multinomial logistic model where Q.
The stereotype model [18] is another special case with Q. 
Posterior equivalence for stratified case-control data
In this section, we extend the results of Section 2 for stratified case-control data. The need for stratification often arises in case-control studies to eliminate any potential confounding effects. For instance, often it is necessary to stratify case-control data based on gender, age, race, and ethnicity. An example of such stratified data appears in the next section. For Bayesian analysis of matched case-control data, see [24] [25] [26] [27] .
Ghosh et al. [15] established this posterior equivalence for binary case-control data assuming a logistic regression model. Once again, we provide a two-fold extension of their results: first, by considering multiple and possibly ordered disease states; second, by considering an arbitrary link not restricted to the logit link. To this end, we consider T strata, 1; : : : ; T and denote the stratum indicator by S . As in Section 2, we have .r C 1/ disease categories d D 0; 1; : : : ; r, and K exposure categories x 1; : : : ; x K . Let Z sd k denote the number of individuals with D D d and X D x k in stratum s. A prospective likelihood is given by
where 
where (9) and the prior .Â 11 ; : : : ; (10) , where 0 is a proper prior. Then it turns out that the posterior of Á is the same whether it is generated from L P or L R , and the proof is similar to the one in Section 2.
For the multiplicative intercept model in Section 3, 
Example: analysis of colorectal cancer data
The dataset we consider is a population-based case-control study of colorectal cancer in Israel from 1998 to 2004. The MECC Study is a rich resource of molecular, environmental, dietary, and behavioral risk factors along with basic personal and demographic information [28] . We now apply the results of the previous section to analyze a subset of the data with 1066 cases and 1337 controls with stage information recorded for the cases. We carried out cancer staging on the basis of tumor nodes and metastasis criteria. Among the cases, 665 are in stages 1 and 2 (d D 1) and 401 are in stages 3 and 4 (d D 2) . Thus, the number of disease categories is 3, with d D 0 standing for all 1337 controls. The objective is to explore the association between colorectal cancer stage with the frequency of grilled red-meat intake and physical activity. Ethnicity may also affect risk of colorectal cancer, and we used it for stratification. We restricted our analysis to two ethnic groups, Ashkenazi and Sephardi, that constitute stratum 1 (s D 1) with 1799 observations and stratum 2 (s D 2) with 604 observations, respectively. The exposure vector consists of two variables. RM is coded as 1 if the subject eats grilled red meat at least once a week and 0 otherwise. We also use a binary variable, PA, whose value is 1 if the subject is physically active and is 0 otherwise. Thus, the four possible values of the exposure vector with these two dichotomous variables are (0,0), (1,0), (0,1), (1,1) , which we denote by x 1 ; x 2 ; x 3 ; x 4 .
Stereotype models are useful here owing to the ordered nature of disease states. We use As discussed in Section 4, in the general context of multiplicative intercept models, we use independent uniform priors for 11 , 12 , 21 , and 22 . We also use several normal priors: priors 1-5 forˇand a uniform (0,1) prior for 1 . For prior 1, 0 is used as a prior mean, and the prior covariance matrix is taken as the inverse of observed per unit information matrix multiplied by the total number of observations. In this prior covariance matrix, the variances forˇ1 andˇ2 are 59 and 26, respectively, and the correlation betweenˇ1 andˇ2 is 0:31. For priors 2-4, the prior mean is set to be 0, and prior variances forˇ1 andˇ2 are set to be 50, whereas the prior correlation betweenˇ1 andˇ2 varies from 0:4 to 0, to 0.2. For prior 5, the MLE is used as a prior mean, and the covariance matrix in prior 1 is used as a prior covariance matrix. Detailed description for priors 1-5 is given in Table I footnote. With these priors, the equivalence in Section 4 holds.
We need to mention that the MLE and covariance matrix estimate used in priors 1 and 5 are obtained without the constraint 0 D 0 < 1 < 2 D 1 following the method proposed by Kuss [20] . This is mainly because obtaining maximum likelihood (ML) estimates is computationally difficult with the presence of the constraint in that if 1 is close to 0 or 2 , numerical methods are less likely to find the optimal solution (see Section 3 of [21] ). However, the advantage of the Bayesian approach is that the constraint imposed through a prior is reflected in the posterior.
Seaman and Richardson [13] recommended using caution while using uniform priors on the intercept parameters when stratum sizes are small. They observe that such flat priors can lead to biased estimates for the odds ratio parameters if a stratum size is less than 40 subjects. In our data, stratum sizes are substantially larger .> 604/; hence, the posterior mean of our analysis is less likely to be biased because of the use of uniform priors.
We implemented the Bayesian method with Gibbs sampling. The full conditionals are given in Appendix C. Owing to the log-concavity of the conditionals, we used adaptive rejection sampling for all parameters [29] . For each analysis, we performed a total of 50,000 iterations and discarded the initial 30,000 as burn in. Graphical analysis of the MCMC sample indicated satisfactory convergence, which was also confirmed by the method proposed by Geweke [30] . A summary of MCMC samples including posterior means and 95% HPD regions forˇ1,ˇ2, 1 , and odds ratios is given in Table I . Also, MLEs and 95% asymptotic CIs are given in Table I for the purpose of comparison.
On the basis of our analysis, RM has positive association with colorectal cancer controlling for PA and ethnicity regardless of priors forˇ. PA is negatively associated with colorectal cancer with any prior forˇwhen one controls for RM and ethnicity. These results are consistent with those from the ML approach. In particular, when prior 1 is used, the posterior means forˇ1 andˇ2 are very close to the MLEs. Also, the endpoints of 95% HPD regions forˇ1 andˇ2 are very close to those of 95% asymptotic CIs. However, for 1 , the posterior mean is a little different from the MLE. The 95% HPD region for 1 is included in the 95% asymptotic CI and much shorter than the latter. These results show that an analysis without the constraint 0 D 0 < 1 < 2 D 1 may give a much wider interval estimate for 1 than the one with this constraint even though point estimators are somewhat close to each other.
Comparing results for priors 2-4, we can assess prior sensitivity. We find that the posterior mean foř 1 changes substantially from 1.08 to 0.82, to 0.66 as the prior correlation betweenˇ1 andˇ2 varies from 0:4 to 0, to 0.2. The 95% HPD region shifts left substantially as well. However, the posterior means and the 95% HPD regions forˇ2 and 1 do not change very much. Accordingly, posterior means and 95% HPD regions for odds ratios involvingˇ1 change substantially whereas the ones not involvinǧ 1 do not.
Comparing results for priors 1 and 5, we find that when the prior covariance forˇis a covariance matrix estimate obtained from the ML method multiplied by the total number of observations, the shift of the prior mean forˇfrom 0 to the MLE has almost no impact on posterior means and 95% HPD regions for all parameters of interest. Setting the prior forˇas prior 5, we also did data analysis with beta(2,5), beta (5, 5) , and beta(5,2) priors for 1 . Table II shows that the posterior means and 95% HPD intervals forˇ1 andˇ2 are similar to those under a uniform prior for 1 . However, the posteriors for the category specific scores, namely 1 , somewhat vary.
Simulation studies
Looking at the unstratified retrospective likelihood in (7), we can note that assigning a Dirichlet .a 1 ; : : : ; a K / prior on Â plays a role of adding a k 1 controls to the k th exposure category in the likelihood. In this sense, using a Dirichlet.0; : : : ; 0/ prior for Â removes one control from each exposure category. Also, using an arbitrary proper Dirichlet prior for Â adds arbitrary numbers of controls to each exposure category. This can possibly lead to poor performance of the Bayes estimator of odds ratio parameters as a posterior mean causing a large bias and mean squared error (MSE), whereas the Bayes estimator with Dirichlet.0; : : : ; 0/ prior for Â does not. Considering that with a Dirichlet.0; : : : ; 0/ prior for Â, the equivalence of posteriors from the prospective and retrospective likelihoods holds for the odds ratio parameters by Theorem 1, it follows that prospective Bayes estimates from the prospective likelihood can perform better than the retrospective Bayes estimates from the retrospective likelihood when the prior for Â is an arbitrary proper Dirichlet prior. In a similar way, a retrospective Bayes estimator with an arbitrary proper Dirichlet prior for the nuisance parameter vectors Â s D .Â s1 ; : : : ; Â sK /, s D 1; : : : ; T in the stratified retrospective likelihood in (10), can be seriously biased and inefficient whereas the prospective Bayes estimator from the prospective likelihood is not. In this section, we illustrate this point by simulation studies.
We simulated case-control studies based on the estimated stratified stereotype model in the Section 5. We used the posterior means with prior 1 in Table I for the parameters in the prospective model. We chose arbitrarily the marginal probability functions of the exposure X in each stratum. They were Pr.X D x k jS D s/ D 0:25 for k D 1; : : : ; 4 and s D 1; 2. We obtained a retrospective model using Bayes rule. We generated 100 sets of data from the retrospective model. We used a number of observations in each disease state and each stratum in the MECC data for the sample size.
We performed a prospective Bayesian analysis with each simulated data set. For the prior, we used 1 Table III . The prospective Bayes estimator with 1 has very small estimated biases, that is, 0.02, 0:01, and 0:02 forˇ1,ˇ2, and 1 , respectively, and has the smallest estimated bias and MSE among the three Bayes estimators for allˇ1,ˇ2, and 1 .
The estimated biases of the retrospective Bayes estimator with 2 and 3 forˇ1 are 0:16 and 0:06, respectively. Considering that the prospective Bayes estimator with 1 is biased only by 0.02, one can note that the retrospective Bayes estimator with 2 is biased substantially. This result can be explained as follows. Under the prior 2 , Â 1 and Â 2 have independent Dirichlet (20, 40, 20, 40) priors. Because the second and fourth exposure categories have value one for RM and other categories have value zero for RM, one can note that the use of the Dirichlet (20, 40, 20, 40) prior for Â 1 and Â 2 played a role of adding 38 non-red-meat eaters and 78 red-meat eaters to the control group in each stratum. Considering in the simulation sampling scheme, the expected numbers of the non-red-meat eater and red-meat eater in the control group were 599 and 352 in stratum 1, and 232 and 154 in stratum 2, respectively; using the Dirichlet (20, 40, 20, 40) prior for Â 1 and Â 2 resulted in the considerable increase of the ratio of redmeat eaters over non-red-meat eaters in the control group. This led to weakening the association between RM and colorectal cancer in the posterior and caused a large negative bias of the Bayes estimator forˇ1. This estimator is also most inefficient among three Bayes estimators forˇ1 because it has the largest estimated MSE.
The estimated bias of the retrospective Bayes estimator forˇ2 with 3 is 0.15, whereas the retrospective Bayes estimator with 2 and the prospective Bayes estimator with 1 are 0.04 and 0:01, respectively. Also, the retrospective Bayes estimator with 3 has the largest estimated MSE among three Bayes estimators forˇ2. Note that for 3 , we used independent Dirichlet (40, 40, 20, 20) priors for Â 1 and Â 2 . Again, because the first and second exposure categories have value zero for PA and the other categories have value one for PA, this choice of prior adds 78 physically inactive individuals and 38 physically active individuals to the control group in each stratum. Considering the expected numbers of the physically inactive and active individuals in the control group were 409 and 542 in stratum 1, and 170 and 216 in stratum 2, respectively, under the simulation sampling scheme; using 3 for the prior for the retrospective Bayesian analysis weakened the association between PA and colorectal cancer by decreasing the ratio of physically active individuals over the physically inactive individuals in the control group. This caused large bias and MSE for the retrospective Bayes estimator ofˇ2 with 3 .
For 1 , the estimated biases do not vary much depending on the choice of priors. Those are 0:02, 0:05, and 0:04 for 1 , 2 , and 3 , respectively. The estimated MSE is also small for all three Bayes estimators ranging from 0.006 to 0.009.
Summary
The main objective of this paper is to show that the posterior equivalence of the odds ratio parameters based on prospective and retrospective likelihoods holds both for unmatched and matched case-control studies for a class of priors. We do not insist that one must use this class of priors. For example, with a properly elicited prior, if available, one can do a subjective Bayesian analysis. We simply make the point that an analyst can do either prospective or retrospective inference once he or she uses this class of priors. Also, giving a colorectal cancer study data analysis as an example, we show that our priors can be used to analyze real data. The results generalize those of Seaman and Richardson [13] and of Ghosh et al. [14] . We included the multiplicative intercept model as a special case. These results are important for practitioners who are planning to conduct Bayesian analysis of case-control data. With advancement in technology and diagnosis, histological and morphological characterization of case subtypes are becoming increasingly common. Studies are being carried out where sampling is conditional on subtypes. To have an equivalence result that accommodates general link functions and allows for using a simpler prospective likelihood as the basis of Bayesian inference is indeed important in current analytic context. Moreover, our simulation results in Table III show that an arbitrary selection of priors on the retrospective nuisance parameters can affect posterior inference on the parameter of interest and lead to undesirable frequentist properties of the resultant Bayes estimate. Arbitrary choice of priors does not lead to posterior equivalence from the prospective and retrospective models. Thus, the paper provides many foundational insights for a careful Bayesian analysis of data collected under general outcome-dependent sampling designs using arbitrary link functions.
One major limitation of such equivalence results is that the exposure variables are assumed to be discrete. A natural future direction is to consider the case of arbitrary exposures, discrete, continuous, or mixed. However, this result does not follow as a limiting case of the discrete exposure result and thus remains a challenging open problem. Now, integrating out , from (14) , one obtains
by (6) . Next, integrating out˛, it follows from (14) that
We now write and Â instead of using k D Â k .k D 1; : : : ; K/. Because the Jacobian of transformation is K 1 , the joint posterior of . ; Â; Á/ is . ; Â; Áj´/ _ exp. /
Next, integrating out , the joint posterior of Â and Á is
by (7) . Because both posteriors given in (15) and (18) are derived from the augmented model given in (13), one obtains the desired conclusion that the posterior of Á is the same whether it is obtained from the prospective likelihood L P given in (6) or the retrospective likelihood L R given in (7) .
To verify posterior propriety, the right-hand side of the penultimate line in (18) 
and for˛and a proper prior for Á. Now, the result follows immediately from Theorem 1.
Appendix C. Full conditionals (1) .ˇj j / _ 
. 1 j / _ 
