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Zusammenfassung
Der Begriff serviceorientierte Architektur (SOA) ist gegenwa¨rtig in aller Munde,
wenn es um die Gestaltung einer unternehmensweiten, beziehungsweise einer
unternehmensu¨bergreifenden, Anwendungslandschaft geht. Die Vorteile einer
SOA sind natu¨rlich nicht nur fu¨r den Bereich der Gescha¨ftsprozesse interessant,
sondern ko¨nnen auch in anderen Gebieten gewinnbringend eingebracht werden.
Genau an dieser Stelle setzt diese Arbeit an: sie betrachtet komplexe Datenana-
lyseprozesse zur Auswertung empirisch erfasster Datenbesta¨nde im biologischen
Umfeld und deren Einbettung in eine serviceorientierte Umgebung. Dazu un-
tergliedert sich diese Arbeit in einen methodischen und einen infrastrukturellen
Teil, wobei in beiden Teilen wissenschaftlichen Fragestellungen nachgegangen
wird.
Die Ero¨rterung dieses Themenkomplexes beginnt mit einer Einfu¨hrung in
das Fachgebiet der Genexpressionsanalyse, welches als u¨bergeordnetes Anwen-
dungsgebiet dieser Dissertationsschrift dient. Durch das Humangenomprojekt
stehen heutzutage Sequenzinformationen fu¨r etwas 25.000 menschliche Gene
zur Verfu¨gung. Die Hauptaufgabe der kommenden Jahre wird die Erforschung
dieser biologischen Gensequenzen sein, wobei zahlreiche Projekte in aller Welt
sich bereits konkret mit dieser Zielsetzung befassen. In diesem Zusammen-
hang stellen die Entwicklung und Optimierung der Mikroarraytechnologie die
bedeutendsten technischen Fortschritte dar. Durch diese Technologie kann die
Aktivita¨t tausender Gene gleichzeitig in einer Gewebeprobe untersucht werden.
Damit ist dieses Fachgebiet ein repra¨sentatives Beispiel, in dem Datenanaly-
seprozesse eine entscheidende Rolle zur Wissensgewinnung spielen und in dem
ohne derartige Techniken kein Fortschritt erzielt werden kann.
Durch weltweite Projekte existieren immer mehr Studien zum Aktivita¨tsver-
halten von Genen in Gewebeproben. Die Molekularbiologie wu¨rde jetzt von
der Mo¨glichkeit studienu¨bergreifender Analysen profitieren, wodurch relevante
Studien anderer Forschergruppen in die eigene Analyse integriert werden ko¨nn-
ten, um sowohl die Anzahl der eigenen Experimente zu reduzieren als auch die
Konfidenz der Resultate zu erho¨hen. Auf der anderen Seite ko¨nnten durch stu-
dienu¨bergreifende Analysen neuartige Fragestellungen, wie beispielsweise die
Identifikation von Gemeinsamkeiten zwischen Tumoren, untersucht werden.
Im methodischen Teil dieser Arbeit wird ein entwickelter Ansatz pra¨sen-
tiert, um Untergruppen von Genen studienu¨bergreifend zu extrahieren, die ein
gleiches Aktivita¨tsverhalten aufweisen (studienu¨bergreifendes Clustering). Da-
durch, dass die Daten unterschiedlicher Studien nicht direkt vergleichbar sind
und damit als heterogen betrachtet werden mu¨ssen, ist ein komplexer Analyse-
prozess aufzustellen. In dem entwickelten Prozess werden die Daten jeder ein-
zelnen Studie in einem ersten Schritt einer separaten Analyse (Vorverarbeitung
und Clustering) unterzogen. In einem zweiten Schritt erfolgt dann eine Er-
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gebnisaggregation, um ein studienu¨bergreifendes Clustering zu berechnen. Ein
besonderer Aspekt des entwickelten Ansatzes ist, dass nicht jede Studie mit dem
gleichen Gewicht in die Ergebnisaggregation einfliessen muss. Diese Eigenschaft
ist von besonderer Bedeutung fu¨r das Anwendungsgebiet, da nicht alle Studien,
inklusive der Experimente, die gleichen Qualita¨ten aufweisen und somit die
Studien unterschiedlich gewichtet werden sollten. Durch diesen Ansatz wird
somit ein wissenschaftlicher Beitrag auf methodischer Ebene zur Auswertung
empirisch erhobener Daten im biologischen Forschungsfeld geleistet.
Dieser entwickelte Ansatz spiegelt in perfekter Art und Weise den aktuellen
Trend hin zu komplexen Datenanalyseprozessen wider. Durch diesen Trend
bahnt sich gegenwa¨rtig eine Umorientierung auf Ebene der Infrastruktur an.
Von der sehr algorithmenbezogenen Perspektive muss die Entwicklung hin zu
einer Prozessbetrachtung gehen. Die serviceorientierte Architektur mit dem
Konzept der lose gekoppelten Dienste, die untereinander kommunizieren und
flexibel orchestriert werden ko¨nnen, repra¨sentiert analog zu den Gescha¨ftspro-
zessen einen ada¨quaten Ausgangspunkt. Im infrastrukturellen Teil dieser Ar-
beit wird eine angepasste SOA-Realisierungsvariante fu¨r komplexe Datenana-
lyseprozesse pra¨sentiert. Diese Realisierungsvariante setzt auf den etablierten
Technologien der Webservices und der Orchestrierungssprache BPEL (Busi-
ness Process Execution Language for Web Services) auf, wobei fu¨r die U¨bert-
ragung und Aufbereitung großer Datenmengen zwischen Webservices effiziente
datenorientierte Infrastrukturen, wie beispielsweise ETL-Werkzeuge, integriert
werden. Diese Integration erfolgt sowohl auf Ebene der Modellierung durch die
Einfu¨hrung von Datentransitionen in BPEL als auch auf Ebene der Ausfu¨hrung
durch die Erweiterung der Webservice-Technologie.
Die in dieser Arbeit dokumentierten Methoden und Ansa¨tze auf infrastruktu-
reller Ebene stellen einen ersten Schritt im umfassenden Gebiet der dateninten-
siven Analyseprozesse dar und bereiten den Weg fu¨r sowohl weitere technische
als auch weitere algorithmische Arbeiten. So ist im Umfeld der Methodik noch
vertieft das Problem der Ergebnisaggregation zu studieren, dessen Lo¨sung hel-
fen kann, ein optimales Clusteringergebnis auch ohne Expertenwissen auf dem
Gebiet des Data Mining zu bestimmen. Dazu ist nicht nur die Aggregation
zu verfeinern, sondern es muss der komplette Prozess bearbeitet werden, wie
beispielsweise die Festlegung und Parametrierung der initialen Clusteringver-
fahren, deren Ergebnisse letztendlich aggregiert werden. Auf Ebene der Model-
lierung und im Kontext der Laufzeitumgebung der im Rahmen dieser Arbeit
kurz skizzierten Realisierung bieten sich noch weitere Mo¨glichkeiten an. Zum
einen kann die Modellierung der Transformationen in den Datentransitionen
abstrakter erfolgen, um mehr Flexibilita¨t in der Ausfu¨hrung zu erzielen. Somit
ko¨nnte zur Laufzeit entschieden werden, welche datenorientierte Infrastruktur
verwendet wird. Zum anderen sind weitere funktionale BPEL-Aktivita¨ten, wie
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Der Begriff serviceorientierte Architektur (SOA) ist gegenwa¨rtig in aller Munde,
wenn es um die Gestaltung einer unternehmensweiten, beziehungsweise einer
unternehmensu¨bergreifenden, Anwendungslandschaft geht. Zum ersten Mal
wurde der Begriff SOA im Jahre 1996 von der Gartner Group (seit 2001: Gart-
ner) in ihrer Research Note SPA-401-068 erwa¨hnt; somit sind sie als Namens-
geber zu betrachten [128]. Als Grundgedanke der SOA sehen Gartner dabei
nicht deren technischen Charakter selbst, sondern das Bemu¨hen, mit Hilfe von
SOA die Technik in den Hintergrund und die eigentlichen Gescha¨ftsprozesse in
den Vordergrund zu stellen. Dass diese Vorgehensweise zwangsla¨ufig nicht ohne
Auswirkung auf die Technik bleibt, ist selbstversta¨ndlich, wobei diesmal jedoch
der technologische Wandel nur Mittel zum Zweck ist.
Durch dieses konzeptionelle Umdenken hat sich SOA als De-facto-Stand im
Bereich der Gescha¨ftsprozesse etabliert. Die inha¨renten Vorteile einer SOA
sind natu¨rlich nicht nur in diesem Bereich interessant, sondern ko¨nnen un-
ter Umsta¨nden auch in anderen Gebieten gewinnbringend eingebracht werden.
Genau an dieser Stelle setzt diese Dissertation an: sie betrachtet komplexe
Datenanalyseprozesse und insbesondere deren effiziente Einbettung in eine ser-
viceorientierte Umgebung. Diese Betrachtung beginnt mit einem konkreten
Anwendungsgebiet, in dem Datenanalyseprozesse eine entscheidende Rolle bei
der Wissenserschliessung spielen und ohne deren Hilfe kein Fortschritt erzielt
werden kann. Im Anschluss daran werden konkrete komplexe Datenanalysepro-
zesse pra¨sentiert, die eine Grundlage fu¨r die Ero¨rterung des zentralen Punktes
dieser Dissertation legen. Diese Struktur wird bewusst gewa¨hlt, um (1) sowohl
die Bedeutung als auch die Eigenschaften komplexer Datenanalyseprozesse auf-
zuzeigen und (2) die Mo¨glichkeiten und Herausforderungen bei der Einbettung
in eine serviceorientierte Umgebung zu verdeutlichen.
Die nachfolgenden Abschnitte dieses Kapitels geben eine ausfu¨hrlichere Ein-
fu¨hrung in die komplexe Materie dieser Dissertation. Damit soll die Struktur
der Arbeit und ihr wissenschaftlicher Beitrag sta¨rker herausgearbeitet werden.
1.1. Einfu¨hrung
Das Deutsche Institut fu¨r Normung e.V. hat in verschiedenen Normen den Be-
griff Prozess definiert (EN ISO 9000:2005 bzw. DIN 66201) und versteht dar-
unter eine Gesamtheit von in Wechselwirkung stehenden Vorga¨ngen, welche
gegebene Eingaben in Ergebnisse umwandelt [59, 60]. Mit diesem sehr ab-
strakten Begriff la¨sst sich eine Vielzahl von Szenarien beschreiben, wobei eine
spezialisierte Form der Gescha¨ftsprozess (engl. business process) ist. Diese
Form des Prozessbegriffs wurde durch die Prozesse innerhalb von Unternehmen
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gepra¨gt. Ein solcher Prozess beschreibt eine Menge von miteinander verbun-
denen Aktivita¨ten zum Erreichen eines bestimmten Ziels, das einen Mehrwert
fu¨r das Unternehmen generiert und direkt (Kerngescha¨ft) oder indirekt (Un-
terstu¨tzungsprozess) zur Wertscho¨pfung beitra¨gt [187].
Eine Herausforderung fu¨r heutige Unternehmen liegt in der flexiblen Anpas-
sung ihrer Gescha¨ftsprozesse an sich sta¨ndig wandelnde Rahmenbedingungen.
Genau diesem Aspekt widmet sich die serviceorientierte Architektur mit ihrem
Grundsatz der lose gekoppelten Dienste (engl. service), die untereinander kom-
munizieren und flexibel miteinander kombiniert werden ko¨nnen [41, 42, 182].
Dienste stellen somit den zentralen Ausgangspunkt dar, wobei ein Dienst in
sich abgeschlossen, eigensta¨ndig nutzbar und u¨ber ein Netz verfu¨gbar sein soll.
Am Besten la¨sst sich dieser SOA-Ansatz mit Hilfe der Metapher eines Lego-
Baukastens vertiefen [166]. Durch die Entwicklung lose gekoppelter Dienste,
die als Bausteine fungieren, wird ein Dienstbaukasten gefu¨llt. Um aus diesen
einzelnen Bausteinen etwas Ganzes, also einen Gescha¨ftsprozess, zu erstellen,
wird eine Basis fu¨r das Zusammenfu¨gen beno¨tigt, analog zur Lego-Bauplatte.
Das besondere Kennzeichen der Lego-Bausteine ist eine standardisierte Schnitt-
stelle, damit diese beliebig miteinander verbunden und auf der Lego-Bauplatte
fixiert werden ko¨nnen. U¨ber eine solche standardisierte Schnittstelle mu¨ssen
auch die Dienste in einer SOA verfu¨gen, damit sie ebenfalls flexibel kombinier-
bar sind.
Somit wird SOA als Architekturmodell verstanden, welches den Aufbau einer
Anwendungslandschaft abstrakt beschreibt und keinen Bezug zu einer konkre-
ten Implementierung vorgibt. Das charakteristische Merkmal ist dabei, dass die
komplette Anwendungslandschaft aus lose gekoppelten Diensten besteht, die
miteinander kommunizieren und flexibel zusammengestellt (orchestriert) wer-
den ko¨nnen. Diese flexiblen Mo¨glichkeiten der Kommunikation und Orchestrie-
rung werden durch standardisierte Schnittstellen der Dienste ermo¨glicht. Im
August 2006 wurde von der Organisation fu¨r die Verbesserung von strukturier-
ten Informationsstandards (Organization for the Advancement of Structured
Information Standards, OASIS ) ein entsprechendes Referenzmodell fu¨r SOA
verabschiedet [50].
Die Aspekte, beziehungsweise die Eigenschaften, einer SOA sind natu¨rlich
nicht nur von Interesse fu¨r den Anwendungsbereich der Gescha¨ftsprozesse, son-
dern ko¨nnen auch gewinnbringend in anderen Bereichen eingebracht werden,
wie beispielsweise das deutsche IT-Leuchtturmprojekt THESEUS1 zeigt. Das
Ziel von THESEUS ist es, einen Beitrag zu einer neuen internetbasierten Wis-
sensinfrastruktur auf Basis einer SOA zu liefern, in der das Wissen im Internet
ku¨nftig besser aufbereitet und genutzt werden kann. Innerhalb von THESEUS
bescha¨ftigt sich das Teilprojekt TEXO2 mit webbasierten Dienstleistungen, die
u¨ber das Internet abgerufen werden ko¨nnen, mit der Vision, dass sich das Inter-
net zu einem Internet der Dienste weiterentwickelt. Dazu betrachtet TEXO das
Erstellen, Zusammensetzen, Bereitstellen, Auffinden, Integrieren, Ausfu¨hren





Abbildung 1.1.: Knowledge Discovery in Databases [44].
leistungswirtschaft. Insgesamt muss festgehalten werden, dass die Verwendung
einer serviceorientierten Architektur fu¨r andere Anwendungsbereiche ebenfalls
von Vorteil sein kann. Es muss dazu gekla¨rt werden, wie eine entsprechende
Umsetzung auszusehen hat.
Genau an dieser Stelle setzt auch diese Dissertation an und ero¨rtert den
Schwerpunkt, wie sich komplexe Datenanalyseprozesse in serviceorientierte Um-
gebungen effizient einbetten lassen. Analog zu den Gescha¨ftsprozessen ist der
Begriff Datenanalyseprozess eine Spezialform des allgemeinen Prozessbegriffs.
Diese Spezialform gewinnt immer mehr an Bedeutung, da die Menge der Da-
ten, die beispielsweise in relationalen Datenbanken gespeichert werden, sta¨ndig
zunimmt und eine manuelle Analyse zur Wissensextraktion die menschlichen
Kapazita¨ten u¨bersteigt. Aus diesem Grund ist das Gebiet Knowledge Disco-
very in Databases (KDD) entstanden. Unter KDD verstehen wir den Daten-
analyseprozess, der eine (semi-)automatische Extraktion von Wissen aus Da-
tenbanken vornimmt, wobei das Wissen gu¨ltig, bisher unbekannt und potenziell
nu¨tzlich sein muss [44]. Dieser iterative Datenanalyseprozess, der in Abbildung
1.1 dargestellt ist, untergliedert sich in die Phasen: Fokussieren, Vorverarbei-
tung, Transformation, Data Mining und Evaluation.
Die ersten beiden Phasen, Fokussieren und Vorverarbeitung, befassen sich
mit der Beschaffung jener Daten, aus denen schlussendlich das Wissen extra-
hiert werden soll. Am Ende der beiden Phasen stehen die Daten in integrierter
und konsistenter Form fu¨r die Weiterverarbeitung zur Verfu¨gung. Diese vor-
verarbeiteten Daten werden in der dritten Phase, der Transformation, in eine
KDD-geeignete Repra¨sentation u¨berfu¨hrt. In der anschließenden Data Mining-
Phase werden effiziente Algorithmen angewendet, um die in den Daten enthal-
tenen Muster zu finden. Dazu muss zuerst die relevante Data Mining-Aufgabe
identifiziert werden [44]. Ein wichtiger Aufgabenbereich ist beispielsweise das
Clustering, wo es um die Partitionierung einer Datenmenge in Gruppen (Clu-
ster) von Objekten geht, so dass Objekte eines Clusters mo¨glichst a¨hnlich, Ob-
jekte verschiedener Cluster aber mo¨glichst una¨hnlich zueinander sind [44, 97].
Aus dem selektierten Gebiet wird ein geeignetes Verfahren ausgewa¨hlt und die
Daten werden analysiert. In der letzten Phase, der Evaluation, werden die ge-
fundenen Muster in Bezug auf die vorher definierten Ziele bewertet. Falls die
zum Prozessbeginn gesteckten Ziele noch nicht erreicht sind, kann eine weitere
Iteration des KDD-Prozesses initiiert werden, wobei neue Iterationen bei einer
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beliebigen Phase einsetzen ko¨nnen.
1.2. Methodischer Teil der Dissertation
Im Rahmen dieser Dissertation werden derartige Datenanalyseprozesse in einem
konkreten Anwendungsgebiet betrachtet. Das bekannteste Beispiel, wo die In-
formatik einen nachhaltigen Einfluss auf eine andere Wissenschaft hinterlassen
hat, ist die Bioinformatik. Die mittlerweile als eigensta¨ndige Wissenschaft eta-
blierte Bioinformatik ist ein stark interdisziplina¨rer Forschungsbereich an der
Schnittstelle von Biologie, Medizin, Statistik, Maschinellem Lernen und Daten-
banken, mit dem Fokus, die aktuellen Probleme der modernen Biologie und
Medizin zu lo¨sen.
Das Leben zu verstehen, das ist eine der gro¨ßten Herausforderungen fu¨r heu-
tige Wissenschaftler. Durch das Humangenomprojekt (engl. Human Genome
Project) stehen heutzutage Sequenzinformationen fu¨r etwa 25.000 menschliche
Gene zur Verfu¨gung [26]. Die Hauptaufgabe der kommenden Jahre wird die
Erforschung der biologischen Funktionen der identifizierten Gensequenzen sein,
um Mittel gegen Leiden wie Krebs, Herz- oder Geda¨chtniskrankheiten zu ent-
wickeln. Zahlreiche Projekte in aller Welt befassen sich mit der Zielsetzung, die
biologischen Funktionen von Genen aufzudecken. In diesem Zusammenhang
stellen die Entwicklung und Optimierung der Mikroarraytechnologie die be-
deutendsten technischen Fortschritte dar [127]. Durch diese Technologie kann
die Aktivita¨t tausender Gene gleichzeitig in einer Probe untersucht werden.
Das Fachgebiet Genexpressionsanalyse bescha¨ftigt sich mit der Auswertung
der dabei erhobenen Daten, mit dem Ziel, die komplexen molekularbiologi-
schen Vorga¨nge zu erforschen. Dieses Fachgebiet ist somit ein repra¨sentatives
Beispiel, in dem Datenanalyseprozesse eine entscheidende Rolle zur Wissensge-
winnung spielen und in dem ohne derartige Techniken kein Fortschritt erzielt
werden ko¨nnte.
Durch weltweite Projekte existieren immer mehr Studien zum Aktivita¨ts-
verhalten von Genen in Proben. Die Molekularbiologie wu¨rde jetzt von der
Mo¨glichkeit studienu¨bergreifender Analysen profitieren [32]. Damit ko¨nnten re-
levante Studien anderer Forschergruppen in die eigene Analyse integriert wer-
den, um sowohl die Anzahl der eigenen Experimente zu reduzieren als auch
die Konfidenz der Resultate zu erho¨hen. Auf der anderen Seite ko¨nnten durch
studienu¨bergreifende Analysen neuartige Fragestellungen, wie beispielsweise die
Identifikation von Gemeinsamkeiten zwischen Tumoren, untersucht werden [32].
Bevor diese Arbeit sich ihrem zentralen Punkt widmet, na¨mlich der Ein-
bettung von komplexen Datenanalyseprozessen in serviceorientierte Umgebun-
gen, erfolgt ein Exkurs in den Bereich der Wissensextraktion im Fachgebiet
der Genexpressionsanalyse. Innerhalb dieses Exkurses wird ein methodischer
Ansatz pra¨sentiert, um Untergruppen von Genen studienu¨bergreifend zu extra-
hieren, die ein gleiches Expressionsverhalten aufweisen (studienu¨bergreifendes
Clustering). Die Grundstruktur des entwickelten Mikroarray-Meta-Clustering
(MMC-Ansatz) ist in Abbildung 1.2 am Beispiel dreier unterschiedlicher Mi-
kroarraystudien illustriert.
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Abbildung 1.2.: Mikroarray-Meta-Clustering (MMC-Ansatz).
Im Gegensatz zur allgemeinen Betrachtungsweise im KDD-Bereich, wie in
Abbildung 1.1 dargestellt, wird nicht eine integrierte Datenmenge aus den
drei Studien erzeugt und mit der Wissensextraktion gestartet, sondern die Da-
tensa¨tze der Studien werden in einem ersten Schritt einer separaten Analyse
(Vorverarbeitung und Clustering) unterzogen. In einem zweiten Schritt erfolgt
dann eine Ergebnisaggregation, um ein studienu¨bergreifendes Ergebnis zu be-
rechnen. Diese Vorgehensweise resultiert aus der Tatsache, dass die Daten der
Studien nicht direkt vergleichbar sind und somit als heterogen betrachtet wer-
den mu¨ssen [126]. Durch diese Heterogenita¨t muss ein wesentlich komplexerer
Datenanalyseprozess durchgefu¨hrt werden, um gu¨ltiges, potenziell nu¨tzliches
und bisher unbekanntes Wissen zu extrahieren.
Der entwickelte MMC-Ansatz spiegelt in perfekter Art und Weise den ak-
tuellen Trend hin zu komplexen Prozessen im Bereich des Knowledge Disco-
very in Databases wieder. Um beispielsweise die Qualita¨t der Ergebnisse der
Data Mining-Phase zu erho¨hen und damit die Anzahl der Iterationen des KDD-
Prozesses zu verringern, werden die Daten in der Data Mining-Phase nicht ei-
nem spezifischen Algorithmus unterzogen, wie es bisher postuliert wurde, son-
dern einer Vielzahl von Verfahren aus dem gewa¨hltem Data Mining-Gebiet zu-
gefu¨hrt [63]. Anschließend werden die verschiedenen Ergebnisse, identisch zum
MMC-Ansatz, zu einem finalen Resultat aggregiert. Daru¨ber hinaus existieren
ebenfalls Ansa¨tze mit verteilten Komponenten, um die Performanz der Wissen-
sextraktion zu steigern [53, 98].
1.3. Infrastruktureller Teil der Dissertation
Mit Blick auf den zentralen Punkt dieser Dissertation, der Einbettung von kom-
plexen Datenanalyseprozessen in serviceorientierte Umgebungen, spielt die ge-
genwa¨rtige Entwicklung im Bereich des Knowledge Discovery in Databases eine
entscheidende Rolle. Bisher wurden Datenanalyseprozesse im weitesten Sinne
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als sequenzielle, aber iterative Prozesse verstanden, in denen die zu analysie-
renden Daten verschiedenen Operationen der Reihe nach unterzogen werden,
wie es Abbildung 1.1 illustriert.
Diese Betrachtungsweise spiegelt sich auch in den entsprechenden KDD-
Systemen, beziehungsweise in den Arbeiten zur infrastrukturellen Unterstu¨tzung,
wieder [23]. Das Ziel der ersten Generation von KDD-Systemen bestand darin,
methodische Ansa¨tze und entsprechende Umsetzungen zu entwickeln, um Wis-
sen aus Daten (semi-)automatisch zu extrahieren. Mit der Zunahme der Da-
tenmengen richtete sich der infrastrukturelle Fokus auf die Skalierbarkeit der
einzelnen Algorithmen [23]. Das Ergebnis dieser Stro¨mung kann als zweite Ge-
neration von KDD-Systemen bezeichnet werden, bei denen eine enge Kopplung
der Algorithmen mit Datenbanksystemen etabliert wurde [87, 136, 137, 145].
Durch diesen Kopplungsmechanismus sind die Algorithmen auf große Daten-
mengen anwendbar, da Strukturen der Datenbanken effizient genutzt werden.
Neben der reinen Nutzung bekannter Datenbanktechnologien, wie beispielsweise
Indexstrukturen, wurden auch spezifische Datenbankerweiterungen vorgeschla-
gen. Ein Beispiel dafu¨r stellt der COMBI-Operator dar, der Daten nach ver-
schiedenen Kriterien verdichten kann [87]. Damit lassen sich problemspezifische
Aggregationen innerhalb der Datenbank berechnen.
Durch den Trend zu komplexeren Datenanalyseprozessen bahnt sich zurzeit
eine Umorientierung auf Ebene der Infrastruktur an3. Von der sehr algorith-
menbezogenen Perspektive muss die Entwicklung hin zu einer Prozessbetrach-
tung gehen [4]. Die Anforderungen bei dieser Entwicklung lassen sich dabei wie
folgt beschreiben:
Anforderung 1: Infrastruktur, die einen einheitlichen Zugriff auf verteilte KDD-
Operationen erlaubt, damit Aufgaben verteilt und parallel ausgefu¨hrt
werden ko¨nnen.
Anforderung 2: Mo¨glichkeit der flexiblen Orchestrierung von KDD-Operationen.
Anforderung 3: Effizienter Datenaustausch zwischen KDD-Operationen, da zwi-
schen einzelnen Operationen in der Regel große Datenmengen ausgetauscht
werden mu¨ssen
Anforderung 4: Erhalt der Skalierbarkeit der Operationen, damit die einzelnen
Algorithmen weiterhin auf große Datenmengen anwendbar sind.
Die serviceorientierte Architektur mit dem Konzept der lose gekoppelten
Dienste, die miteinander kommunizieren und flexibel orchestriert werden ko¨n-
nen, repra¨sentiert analog zu den Gescha¨ftsprozessen einen ada¨quaten Ansatz
fu¨r komplexe Datenanalyseprozesse, wie die ersten beiden Anforderungen deut-
lich aufzeigen. Die letzten beiden Anforderungen haben einen entscheidenden
Einfluss auf die Realisierung einer SOA fu¨r Datenanalyseprozesse.
Da das von OASIS herausgegebene SOA-Referenzmodell [50] keinen Bezug
zu einer konkreten Implementierung vorgibt, kann die Realisierung durch un-
terschiedliche Technologien und Protokolle erfolgen. In der Industrie als auch in
3http://www.ecmlpkdd2008.org/SoKD08
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der Wissenschaft hat sich die Webservice-Technologie als Realisierungsvariante
fu¨r Dienste etabliert [36, 41]. Ein Webservice ist eine Softwarekomponente, die
die von ihr bereitgestellten Methoden u¨ber eine standardisierte Schnittstellenbe-
schreibung anbietet. Die Methoden besitzen Eingabe- bzw. Ausgabeparameter
und sind mit entfernten Methodenaufrufen (Remote Procedure Calls) vergleich-
bar [9]. Die Beschreibung der standardisierten Schnittstellen erfolgt mit Hilfe
der Web Service Definition Language (WSDL) [172].
Die Kommunikation zwischen verschiedenen Webservices erfolgt u¨ber Nach-
richtenaustausch, vorzugsweise mit Hilfe von SOAP (Simple Object Access Pro-
tocol) als Nachrichtenformat und dem HTTP (Hyper Transfer Transport Pro-
tocol) als Transportprotokoll [36, 170]. Die Webservice-Spezifikationen, WSDL
und SOAP wurden vom World Wide Web Consortium (W3C) standardisiert
und nutzen alle die eXtensible Markup Language (XML) als Basis. Diese durch-
gehende Standardisierung der beteiligten Technologien hat zu einer breiten Ak-
zeptanz beigetragen. Zur Orchestrierung einzelner Webservices zu einem Pro-
zess hat sich die Business Process Execution Language for Web Services (BPEL)
[182] durchgesetzt. Dabei handelt es sich ebenfalls um eine XML-basierte Spra-
che. Die Prozesse werden mit Hilfe von semantisch definierten Sprachelementen
modelliert.
Die Realisierung einer SOA mit Hilfe dieser Technologien hat sich als sehr
effektiv fu¨r Gescha¨ftsprozesse herauskristallisiert. Den entscheidenden Unter-
schied zwischen Gescha¨ftsprozessen und Datenanalyseprozessen repra¨sentieren
die dargestellten Anforderungen 3 (Austausch großer Datenmengen) und 4 (Ver-
arbeitung großer Datenmengen). Webservices als die Standardtechnologie fu¨r
eine SOA offenbaren jedoch Probleme im Bereich der Handhabung großer Da-
tenmengen [25, 130, 167]. Das betrifft sowohl die effiziente U¨bertragung als auch
die Verarbeitung innerhalb der Webservices. Bei Betrachtung der Abbildung
1.3, in der die Webservices WS1,WS2 und WS3 als Prozess verbunden sind,
ist zu erkennen, dass es sich bei der Webservice-Technologie um einen Wrap-
per -Ansatz handelt. Die Wrapper werden dabei auf die Implementierungen der
Methoden gesetzt und somit wird Interoperabilita¨t hinsichtlich unterschiedli-
cher Programmiersprachen erzielt. Um Daten zwischen zwei Webservices, bei-
spielsweise zwischen WS1 und WS2, auszutauschen, mu¨ssen die Daten auf An-
wendungsebene von WS1 (Senderseite) in XML serialisiert und in einer SOAP-
Nachricht verpackt werden. Auf Empfa¨ngerseite (Webservice WS2) mu¨ssen
die XML-Daten wiederum in Anwendungsobjekte u¨bersetzt werden. Die XML-
Serialisierung und XML-Deserialisierung ist fu¨r große Datenmengen aber sehr
ineffizient und verbraucht viele Ressourcen [25, 130, 167].
Um der vierten Anforderung fu¨r Datenanalyseprozesse vollkommen gerecht
zu werden, muss davon ausgegangen werden, dass die Webservices intern eine
Datenbank benutzen, um die entwickelte enge Kopplung zwischen Algorithmen
und Datenbanken aufrecht zu erhalten, wie es auch bereits bei den Webser-
vices in Abbildung 1.3 dargestellt ist. Fu¨r den Austausch von Daten zwischen
zwei heterogenen Datenbanken existieren effiziente Technologien, wie beispiels-
weise ETL-Werkzeuge [8, 106, 112], die in diesem Kontext hinsichtlich Effizienz
und Performanz wesentlich besser geeignet sind als der XML-basierte Nach-
richtenansatz. Die Aufgabe von ETL-Werkzeugen ist die Extraktion (E) von
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Abbildung 1.3.: Ausgangssituation fu¨r Datenanalyseprozesse im SOA-Umfeld.
Daten aus unterschiedlichsten Datenquellen, die Transformation (T) der Da-
ten sowie das Einbringen (L vom engl. load) der transformierten Daten in
ein Zielsystem [106]. ETL-Werkzeuge werden vorwiegend im Data-Warehouse-
Bereich eingesetzt, um Daten aus externen Quellen in das Data-Warehouse zu
integrieren [112]. Der Vorteil dieser ETL-Werkzeuge liegt in der spezialisier-
ten Ausrichtung auf Datenflu¨sse mit einer Vielzahl von Datenoperationen und
Transformationsmo¨glichkeiten.
Vor diesem Hintergrund wird in dieser Dissertation eine angepasste SOA-
Realisierungsform pra¨sentiert, die auf den bekannten Technologien der Webser-
vices und der Orchestrierungssprache BPEL aufbaut, wobei eine transparente
Integration von datenorientierten Infrastrukturen, zum Beispiel Datenbanken
und ETL-Werkzeugen, erfolgt. Die transparente Integration ist wu¨nschenswert,
da die effiziente U¨bertragung und Handhabung der Daten nur ein Mittel zum
Zweck ist und die komplexen Datenanalyseprozesse im Vordergrund stehen
sollen. Dazu wird in einem ersten Schritt die Webservice-Technologie so er-
weitert, dass ein expliziter Datenaspekt, zum Beispiel durch die Verwendung
einer Datenbank, vorhanden ist und dieser in der Schnittstellenbeschreibung
repra¨sentiert wird. Diese erweiterten Webservices werden als Data-Grey-Box-
Webservices bezeichnet. Erst durch diese Erweiterung ko¨nnen spezialisierte
U¨bertragungsmechanismen fu¨r Daten transparent integriert werden, um die
aufwendige XML-basierte U¨bertragung zu vermeiden. Beim Aufruf von Data-
Grey-Box-Webservices werden jetzt nur noch Steuerungsparameter und Da-
tenreferenzen u¨bergeben, anstatt aller Daten in einem XML-Format. Diese
Datenreferenzen werden schlussendlich dafu¨r genutzt, um die Daten mit pas-
senden Datenu¨bertragungstechnologien, wie beispielsweise ETL-Werkzeugen,
zu u¨bertragen. Im zweiten Schritt wird eine Erweiterung der Orchestrierungs-
sprache BPEL vorgenommen, so dass Data-Grey-Box-Webservices orchestriert
werden ko¨nnen. Dazu werden explizite Datentransitionen eingefu¨hrt, um den
Datenfluss in komplexen Datenanalyseprozessen effizient zu behandeln.
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Abbildung 1.4.: Struktur der Dissertation.
1.4. Aufbau der Arbeit
Die Darstellung des komplexen Themengebietes dieser Dissertation gliedert sich
in vier Teile, wie es in Abbildung 1.4 dargestellt ist. Den Ausgangspunkt bil-
det eine kompakte Einfu¨hrung in das Fachgebiet der Genexpressionsanalyse im
ersten Teil. Diese Betrachtung bildet das Grundgeru¨st fu¨r den zweiten, metho-
dischen Teil der Dissertation.
In diesem zweiten Teil, der Methodik des Mikroarray-Meta-Clustering, wird
ein zweistufiges Clusteringverfahren (MMC-Ansatz) pra¨sentiert, mit dem ein
studienu¨bergreifendes Partitionierungsergebnis berechnet werden kann. Die
Darstellung gliedert sich dabei wie folgt:
Kapitel 3 gibt einen U¨berblick klassischer Clusteringverfahren und deren Ein-
satz im betrachteten Anwendungsgebiet. Daru¨ber hinaus wird es eine
umfassende Zusammenfassung aktueller Arbeiten auf dem neuen Gebiet
Clustering Aggregation geben. Bei der Clustering Aggregation geht es
darum, mehrere Clusteringergebnisse zu einer finalen Partitionierung zu
aggregieren. Dieses Konzept wird im entwickelten MMC-Ansatz beno¨tigt.
Kapitel 4 stellt den entwickelten Ansatz des Mikroarray-Meta-Clustering vor
[78, 79]. Durch diesen Ansatz kann ein Clustering u¨ber mehrere Studien
erfolgen, um Untergruppen von Genen zu extrahieren, die ein gleiches Ex-
pressionsverhalten studienu¨bergreifend aufweisen. Ein besonderer Aspekt
dieses MMC-Ansatzes ist, dass nicht jede Studie mit dem gleichen Gewicht
in die finale Berechnung der Cluster einfliessen muss. Diese Eigenschaft
ist von besonderer Bedeutung fu¨r das Anwendungsgebiet, da nicht alle
Studien, inklusive der Experimente, die gleichen Qualita¨ten [126] aufwei-
sen und somit die Studien unterschiedlich gewichtet werden sollen. Die
Bestimmung der Gewichtungsfaktoren wird auf unterschiedlichen Ebenen
ero¨rtert. Daru¨ber hinaus werden Erweiterungen und weitere Einsatzge-
biete des entwickelten MMC-Ansatzes diskutiert [68, 77].
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Die pra¨sentierten komplexen Datenanalyseprozesse aus dem zweiten Teil die-
ser Arbeit bilden den Ausgangspunkt fu¨r den zentralen Punkt der Dissertation,
na¨mlich der Einbettung von komplexen Datenanalyseprozessen in serviceorien-
tierte Umgebungen. Die Darstellung gliedert sich dabei folgendermaßen:
Kapitel 5 startet mit der Beschreibung von Anforderungen an eine entspre-
chende Infrastruktur, die die im zweiten Teil beschriebenen komplexen
Datenanalyseprozesse ausfu¨hren soll. Aufbauend auf dieser Betrachtung
wird die serviceorientierte Architektur als aktueller Vertreter einer funk-
tional orientierten Infrastruktur mit den Realisierungskonzepten Webser-
vices und der Prozessorchestrierungssprache WSBPEL hinsichtlich ihrer
Eignung evaluiert. Daru¨ber hinaus wird auch ein Vertreter einer daten-
orientierten Infrastruktur ero¨rtert. Fu¨r die betrachteten Infrastrukturen
werden Vor- und Nachteile herausgestellt.
Kapitel 6 widmet sich der umfassenden Darstellung der angepassten SOA-
Realisierungsform fu¨r Datenanalyseprozesse [75]. Dazu werden Data-
Grey-Box-Webservices [70] und explizite Datentransitionen in der Orche-
strierungssprache BPEL [73, 75] eingefu¨hrt.
Der vierte Teil der Arbeit widmet sich der Implementierung und der Eva-
luierung der vorgestellten Konzepte. Dazu wird die entwickelte Open Service
Process Platform 2.0 (OSPP 2.0) [72] eingefu¨hrt, in der die Konzepte Data-
Grey-Box-Webservice und Datentransitionen tragende Sa¨ulen sind. Des Weite-
ren wird demonstriert, wie der MMC-Ansatz in OSPP 2.0 umgesetzt ist. Den
Abschluss dieser Arbeit bildet eine Zusammenfassung der Schwerpunkte mit ei-







Durch das Humangenomprojekt (engl. Human Genome Project) stehen heut-
zutage Sequenzinformationen fu¨r etwa 25.000 menschliche Gene zur Verfu¨gung
[26]. Daru¨ber hinaus konnte fu¨r zahlreiche weitere Organismen das Genom
ganz oder teilweise sequenziert werden. Die Hauptaufgabe der kommenden
Jahre wird also die Erforschung der biologischen Funktionen der identifizier-
ten Gensequenzen sein. In diesem Zusammenhang stellen die Entwicklung und
die Optimierung der Mikroarraytechnologie die bedeutendsten Fortschritte dar,
denn damit ko¨nnen eine Vielzahl von Genen in Zellproben parallel untersucht
werden. Dieses Kapitel gibt eine kompakte Einfu¨hrung in diesen Bereich, um
die informationstechnologischen Herausforderungen konkreter darzustellen.
Begonnen wird mit einigen biologischen Grundlagen in den Abschnitten 2.1
und 2.2, bevor im Abschnitt 2.3 die Mikroarraytechnologie na¨her erla¨utert wird.
Darauf aufbauend wird im Abschnitt 2.4 eine Einfu¨hrung in den Ablauf einer
experimentellen Studie und die anschließende Datenanalyse gegeben. Die Dar-
stellung der Datenanalyse konzentriert sich auf die Auswertung der Daten aus
einer Studie. Durch die Vielzahl der weltweit durchgefu¨hrten Studien und die
damit verbundene Verfu¨gbarkeit von Datensa¨tzen wird eine studienu¨bergrei-
fende Auswertung immer interessanter, insbesondere im Hinblick auf die stati-
stische Signifikanz der Ergebnisse (Abschnitt 2.5). Abgeschlossen wird dieses
Kapitel mit einem Fazit im Abschnitt 2.6, das die wissenschaftlichen Beitra¨ge
dieser Dissertation noch einmal im Zusammenhang mit dem konkreten Anwen-
dungsgebiet verdeutlicht.
2.1. Biologische Grundlagen
Im Jahre 1953 formulierten Watson und Crick ihre Hypothese der DNS-Doppel-
helix, der molekularen Struktur der Chromosomen (DNS: Desoxyribonuklein-
sa¨ure, ha¨ufig auch DNA, vom engl. deoxyribonucleic acid). Sie erkannten die
DNS als Tra¨ger der genetischen Informationen und beschrieben den chemischen
Prozess der Weitergabe von Zelleigenschaften bei der Zellteilung. An dieser
Stelle werden zuna¨chst die Begriffe Gen, DNS, RNS und Protein erla¨utert.
Gen
Ein Gen ist ein Abschnitt auf der Desoxyribonukleinsa¨ure und entha¨lt die
Grundinformation zur Herstellung einer biologisch aktiven Ribonukleinsa¨ure.
Bei der entsprechenden Translation entstehen beispielsweise Proteine, die ganz
spezifische Funktionen, die auch als Merkmale bezeichnet werden, innerhalb
des Ko¨rpers u¨bernehmen. Daher werden Gene im Allgemeinen als Erbanlagen
oder Erbfaktoren bezeichnet, da sie die Tra¨ger von Erbinformationen sind, die
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durch Reproduktion an die Nachkommen weitergegeben werden. Somit ent-
halten Gene Baupla¨ne fu¨r Proteine und Moleku¨le mit speziellen Funktionen,
welche an der Proteinsynthese oder Regulation des Stoffwechsels einer Zelle
beteiligt sind. Eine Zelle ist die kleinste strukturell sichtbare Einheit (selbster-
haltendes System) aller Lebewesen. Der menschliche Ko¨rper besteht aus rund
220 verschiedenen Zell- und Gewebetypen.
Desoxyribonukleinsa¨ure
Die Desoxyribonukleinsa¨ure (DNS) als Tra¨ger der Gene ist ein Makromoleku¨l
und entha¨lt damit die genetischen Informationen fu¨r die biologische Entwick-
lung von Zellen. Bestimmte Abschnitte der DNS repra¨sentieren somit Gene.
Die DNS ist ein langes Polymer aus Nukleotiden und codiert die Aminosa¨ure-
sequenz in Proteinen mit Hilfe des genetischen Codes. Jedes Nukleotid ist ein
Fu¨nf-Kohlenstoff-Zucker (Desoxyribose), bei dem am Phosphatrest des fu¨nften
Kohlenstoff u¨ber eine Esterbindung eine Base gebunden wird. Dabei handelt es
sich um die Purinbasen Adenin (A) und Guanin (G) sowie die Pyrimidinbasen
Thymin (T) und Cytosin (C) (siehe Abbildung 2.1(a)).
Abbildung 2.1.: Grundko¨rper eines Nukleotides und Desoxyribonukleinsa¨ure.
Einzelstra¨ngige DNS verbinden sich in wa¨ssriger Lo¨sung zu DNS-Doppel-
stra¨ngen (Abbildung 2.1(b)), wobei dieser Vorgang als Hybridisierung bezeich-
net wird. Die Hybridisierung von Nukleinsa¨uren ist ein Prozess, der auf der
Komplementa¨reigenschaft der Desoxyribonukleinsa¨ure basiert. Komplementa¨re
DNS-Stra¨nge lagern sich unter Bildung von Wasserstoffbru¨ckenbindungen zu-
sammen, wobei von den vier Basen jeweils Cytosin und Guanin bzw. Adenin
und Thymin komplementa¨r zueinander sind. Die ra¨umliche Struktur von dop-
pelstra¨ngiger DNS ist die Doppelhelix (Abbildung 2.1(c)).
Das menschliche Genom umfasst etwa 3 · 109 Basenpaare auf den 46 Chro-
mosomen. Jedes Chromosom besteht aus einer langen doppelstra¨ngigen DNS-
Kette. Die DNS ist um Histon-Oktamere gewickelt, und diese Nukleosomen
sind weiter zu 30-nm-Fasern, dem Solenoid, verdichtet. Eine Kette bis 1.000




Die Ribonukleinsa¨ure (RNS, auch RNA, vom engl. ribonucleic acid) ist in
ihrem Aufbau der DNS a¨hnlich, nur dass die Base Uracil an die Stelle der
Pyrimidinbase Thymin tritt und statt Desoxyribose der Grundko¨rper durch
Ribose gebildet wird. Besondere Formen sind die mRNS (auch mRNA, vom
engl. messenger RNA) und die tRNS (auch tRNA, vom engl. transfer RNA).
Die mRNS ist ein Zwischenprodukt in der Proteinsynthese und entha¨lt die
Information fu¨r die Proteinherstellung eines Gens. Die Menge an mRNS in der
Zelle ist ein Indikator fu¨r die Aktivita¨t eines Gens und die damit produzierte
Menge an Proteinen. tRNS dient als Adaptermoleku¨l, welches spezifisch auf
eine Codonsequenz von RNS anspricht und damit die jeweilige Aminosa¨ure
bestimmt. Ein Codon ist die Einheit von drei Basen in Folge, welche eine
spezifische Aminosa¨ure bei der Proteinsynthese codiert. Eine DNS-Kopie von
mRNS nennt man cDNS (auch cDNA, vom engl. complementary DNA).
Proteine
Proteine geho¨ren zu den fu¨r Lebewesen wichtigsten Moleku¨lgruppen. Sie regu-
lieren als Enzyme chemische Reaktionen im Organismus, beispielsweise bei der
Verdauung, und steuern als Hormone Vorga¨nge im Ko¨rper, zum Beispiel durch
Ausschu¨ttung von Angst bewirkenden Hormonen bei Gefahren und blutungs-
hemmenden Hormonen bei Verletzungen. Proteine bewirken auch die Kon-
traktion der Muskeln und sorgen somit fu¨r die Beweglichkeit des menschlichen
Ko¨rpers.
Abbildung 2.2.: Aufbau einer Aminosa¨ure [13].
Die Bausteine der Proteine bilden die Aminosa¨uren, wobei diese Aminosa¨uren
aus einem zentralen Kohlenstoffatom C bestehen, welches u¨ber vier freie Bin-
dungen verfu¨gt. An diesen freien Bindungen sind jeweils eine Aminogruppe
NH2, eine Carboxygruppe COOH, ein Wasserstoffatom H und eine fu¨r die
Aminosa¨ure spezifische Seitenkette (R) angelagert. Der Aufbau einer Ami-
nosa¨ure ist in Abbildung 2.2 dargestellt.
Von allen vorhandenen Aminosa¨uren sind im Wesentlichen nur 20 verschie-
dene an der Bildung der Proteine beteiligt. Jeder dieser Aminosa¨uren wird ein
Buchstabe zugeordnet. Die Aminosa¨uren gehen u¨ber die Aminogruppe und die
Carboxygruppe, unter Abspaltung von Wasser, eine chemische Bindung mit-
einander ein (Abbildung 2.3). Die verbundenen Aminosa¨uren bezeichnet man
auch als Polypeptidkette. Proteine ko¨nnen als solche Polypeptidketten ver-
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Abbildung 2.3.: Peptidbindung zweier Aminosa¨uren [13].
standen werden. Die wesentliche Information eines Proteins kann also durch
die Abfolge der Buchstabencodes der einzelnen Aminosa¨uren beschrieben wer-
den. Die Abfolge dieser ist von der Basenabfolge in der fu¨r sie codierenden
mRNS abha¨ngig.
2.2. Genexpression
Der Begriff Genexpression beschreibt einen mehrstufigen Prozess zur Verwen-
dung der in den Genen gespeicherten Informationen, um damit Strukturen und
Funktionen in molekularen Zellen auszubilden. Der Prozess beinhaltet die fol-
genden Schritte:
Transkription: Die Transkription ist der Vorgang, bei dem die DNS im Genom
einer Zelle abgeschrieben wird. Dabei setzt sich die RNS-Polymerase an
die DNS und erzeugt eine Abschrift in RNS; d.h. die Transkription ent-
spricht dem Umschreiben von DNS in RNS. Das Resultat ist eine mRNS
im Zytoplasma, also in der Zelle, doch außerhalb des Zellkerns. Diese
mRNS tra¨gt damit die Informationen der in der DNS enthaltenen Gene.
Translation: Die Translation ist der Teilprozess, bei dem aus der mRNS eine
Aminosa¨urekette fu¨r das neue Protein gebildet wird. Bei Prokaryonten,
also bei zellula¨ren Lebewesen, die keinen Zellkern besitzen, findet wegen
der fehlenden Kernmembran die Translation schon wa¨hrend der Tran-
skription statt, wohingegen bei Eukaryonten die Transkription und die
Translation getrennt ablaufen. Alle Lebewesen mit Zellkern und Zellmem-
bran werden als Eukaryonten zusammengefasst, die im Weiteren betrach-
tet werden. Die Transkription findet im Zellkern statt und die Translation
außerhalb des Zellkerns im Zytoplasma. Dabei dockt das Ribosom, beste-
hend aus zwei Einheiten, an die Ribosomenbindungsstelle auf der mRNS
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Abbildung 2.4.: Schematische Darstellung von Transkription und Translation
von Eukaryonten.
an. Beginnend mit der Startsequenz AUG (Adenin, Uracil, Guanin) auf
der mRNS, setzt die tRNS mit einem Peptid im Schlepptau an das aus 3
Basen bestehende Startcodon an. Das Ribosom bewegt sich 3 Basen wei-
ter und die fu¨r die folgenden 3 Basen (Triplet) codierende tRNS bindet
an der neuen Position. Die Peptide werden zu einer Polypeptidkette ver-
bunden und die tRNS wird wieder freigegeben, so dass sie neue Peptide
zu den Ribosomen transportieren kann. Dieser Prozess la¨uft bis zu einem
definierten Stopcodon (UAG, UGA oder UAA) weiter, an dem sich das
Ribosom von der mRNS ablo¨st und wieder in zwei Teile zerfa¨llt. Abbil-
dung 2.4 illustriert die Transkription und Translation von Eukaryonten.
Faltung: Die Faltung eines Eiweißes (Proteins) nach der Synthese der Polypep-
tidkette ist essenziell fu¨r die Wirkung, Effizienz und Besta¨ndigkeit eines
Proteins. Proteine falten sich auf Grund der Abfolge von Aminosa¨uren
zu ihrer endgu¨ltigen dreidimensionalen Struktur. Missfaltung kann zu in-
tramolekularer Verklumpung einzelner Proteine fu¨hren und die Ursache
fu¨r eine Anzahl weltweit verbreiteter Krankheiten wie Kreuzfeld-Jakob,
Diabetis Typ-2, Parkinson oder Alzheimer sein.
Nachgestellte Modifikation: Nach der Synthese der Polypeptidkette wird diese
unter Umsta¨nden noch chemisch vera¨ndert, d.h. funktionelle Gruppen
werden angehangen, Disulfidbru¨cken werden gebildet oder es wird gar die
gesamte Kette in Teile geschnitten.
Transport an den Wirkungsort: Nach der vollsta¨ndigen Synthese des Proteins
wird es an seinen Wirkungsort transportiert. Beispielsweise kann es en-
zymatische Funktionen in verschiedenen Bereichen der Zelle u¨bernehmen
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oder auch membransta¨ndig, also in der Zytoplasmamembran verankert
werden.
Die Menge von in einer Zelle produzierten Proteinen ha¨ngt in erster Linie
von der Menge vorhandener mRNS ab. Des Weiteren sind auch der Gewebetyp
und die Phase der Entwicklung, in der sich eine Zelle gerade befindet, von Be-
deutung. Die Menge an mRNS in einer Zelle zu einem festgesetzten Zeitpunkt
ist damit ein Maß fu¨r die Aktivita¨t eines Gens unter den gegebenen Bedingun-
gen. Ziel der Genexpressionsanalyse ist es, die Expression von vielen Genen zu
quantifizieren und vergleichende Analysen der dadurch erhobenen Daten zur In-
formationsgewinnung einzusetzen. Eine zentrale Aufgabe besteht in der Suche
nach differenziell exprimierten Genen. Dies sind Gene, die unter verschiedenen
Bedingungen unterschiedlich stark transkribiert werden.
2.3. Prinzipien der Mikroarraytechnologie
Mit der Entwicklung der DNS-Mikroarrays (DNS-Chips) ist es mo¨glich gewor-
den, die relative Aktivierung einzelner Gene in Abha¨ngigkeit von Zelltyp, Ge-
webe und Umgebungseinflu¨ssen fu¨r eine große Anzahl an Genen parallel zu
messen. Die damit gewonnenen Informationen u¨ber die Genexpression helfen
dabei, sich ein Gesamtbild u¨ber die Biologie einer Zelle zu verschaffen und ihre
komplexen Vorga¨nge besser zu verstehen. Ein Mikroarray kann wie folgt be-
schrieben werden:
Beschreibung 1 (DNS-Mikroarray)
Ein Mikroarray ist ein fester Tra¨ger, an dem Tausende von Nukleinsa¨ure-
ketten an definierten Stellen befestigt sind. Die Abfolge von Basen, d.h. die
Sequenz jeder Nukleinsa¨urekette, entspricht in Teilen der eines Gens, das es
zu untersuchen gilt. In der Regel handelt es sich um Tra¨ger aus Glas oder
Silikon, manchmal aber auch um Nylongewebe. Die Moleku¨le werden auf-
gedruckt oder direkt an der jeweiligen Position synthetisiert. Anhand der
festen Position la¨sst sich das aufgebrachte genetische Material, wie DNS,
cDNS oder Oligonukleotide, wieder finden.
Zur Herstellung von DNS-Chips werden Roboter eingesetzt, die zu einzel-
nen Genen geho¨rende DNS-Stra¨nge auf einer entsprechend pra¨parierten Glas-
scheibe aufbringen. Auf einem Tra¨ger ko¨nnen mehrere Tausend Gene unterge-
bracht werden. In einem Hybridisierungsschritt wird beispielsweise aus einem
Tumorgewebe gewonnene mRNS gegen das Array hybridisiert, wobei das zu
untersuchende Gewebe in der Regel als Sample und die gewonnene mRNS als
Probe bezeichnet werden. Im Anschluss an die Hybridisierung kann ermittelt
werden, in welcher Konzentration die mRNS, deren Komplement auf dem Chip
lokalisiert wurde, in der Probe enthalten ist. Die Quantifizierung der Konzen-
tration erfolgt durch Bestrahlung des Mikroarrays mit Laserlicht sowie durch
Abtasten der Helligkeitswerte mit Hilfe eines Scanners. Dadurch kann fu¨r jedes
Gen auf dem Chip ein Expressionswert in der Probe, und somit fu¨r das Sample,
bestimmt werden.
18
2.3. Prinzipien der Mikroarraytechnologie
Abbildung 2.5.: Schematischer Vergleich des cDNS- und des Oligonukleotid-
Prinzips (in Anlehnung an [35]).
Ein DNS-Mikroarray besteht somit aus vielen einzelnen DNS-Sonden (soge-
nannten probes), die an definierten Positionen (spots) eines Rasters (array) an
einer festen Oberfla¨che gebunden sind. Diese DNS-Sonden dienen der Quanti-
sierung einer spezifischen Zielsequenz (target) in der zu untersuchenden Probe.
Im Wesentlichen werden zwei Arten von Mikroarrays unterschieden: cDNS- und
Oligonukleotid-Arrays. Beide Prinzipien weisen signifikante Unterschiede auf,
die im Folgenden na¨her erla¨utert werden, wobei ein schematischer Vergleich aus
Abbildung 2.5 zu entnehmen ist.
2.3.1. cDNS-Prinzip
Die Mikroarraytechnologie basierend auf cDNS [40, 82, 147], bei der zwei Proben
konkurrierend gegen den gleichen Chip hybridisiert werden, wurde 1995 an der
Stanford University entwickelt. Eine Probe stammt aus dem zu untersuchenden
Sample, wa¨hrend die zweite Probe eine Kontrollprobe darstellt. Prinzipiell gibt
es viele Mo¨glichkeiten fu¨r die Kontrollprobe, wobei in der Praxis aber immer
die gleiche Kontrollprobe eingesetzt wird.
Bei cDNS (engl. complementary DNA) handelt es sich um einzelstra¨ngige
DNS, die aus mRNS synthetisiert wurde, also eine direkte Kopie einer mRNS
ist. Fu¨r Eukaryonten hat die mRNS nicht die gleiche La¨nge wie der Bereich
auf dem Genom, aus dem sie einstanden ist. Wa¨hrend der Translation wer-
den solche Bereiche aus dem prima¨ren Transkript herausgeschnitten, die nicht
an der Proteincodierung beteiligt sind. Bei auf cDNS basierenden Mikroar-
rays werden cDNS-Klone, die Hundert bis einige Tausend Basenpaare lang sein
ko¨nnen, in hoher Dichte auf einen Tra¨ger aufgebracht. Jeder Punkt (engl. spot)
repra¨sentiert genau ein Gen.
Die Messung der Genaktivita¨t erfolgt nun durch eine vergleichende oder kon-
kurrierende Hybridisierung zweier markierter Proben, wie im linken Bild der
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Abbildung 2.5 dargestellt. Beide Proben werden mit unterschiedlichen Fluo-
reszenzmarkierungen versehen und in einem Hybridisierungsschritt gemeinsam
auf den Chip hybridisiert. Anschließend wird der Chip zweimal mit Laser-
strahlen verschiedener Wellenla¨nge (Gru¨n, Rot) bestrahlt und die gemessenen
Intensita¨ten werden ins Verha¨ltnis zueinander gesetzt. Der erhaltene Wert be-
schreibt das Verha¨ltnis der Konzentrationen der beiden Proben zueinander. In
dem erhaltenen Scan-Ergebnis wird die Kontroll-DNS gru¨n repra¨sentiert. Rot
hingegen repra¨sentiert die DNS oder cDNS aus dem zu analysierenden Sample
und gelb zeigt an, dass sowohl die Kontrolle, als auch die Probe zu gleichen
Teilen hybridisiert wurden. Bleibt eine Stelle schwarz, so wurde weder die
Kontrolle noch die Probe gebunden. Anhand der gemessenen Farbe ko¨nnen
Aussagen u¨ber das gebundene genetische Material, als auch u¨ber die Intensita¨t
und damit die Menge an vorhandenem Material, also den Grad der Expression,
getroffen werden.
2.3.2. Oligonukleotid-Prinzip
Bei den Oligonukleotid-Mikroarrays [117] werden kurze, 20 − 70 Basen lange,
synthetische Oligonukleotide, genannt Sonden, mit einem terminalen Ende an
einem festen Tra¨ger immobilisiert. Zur Erho¨hung der Hybridisierungseffizienz
werden Abstandhalter (engl. spacer) zwischen der Sonde und dem Tra¨ger einge-
baut. Fu¨r diese Technologie muss die Sequenz der aufgebrachten Sonde bekannt
sein.
Abbildung 2.6.: Zusammenhang zwischen Gen und Oligonukleotiden inklusive
Perfect Match und Mismatch (aus [149]).
Einen Spezialfall stellen die von der Firma Affymetrix 1 entwickelten Gene-
Chips auf Basis von kurzen 25-mer -Oligonukleotiden, also Nukleinsa¨ureketten
bestehend aus 25 Nukleotiden, dar. Ein Affymetrix-Chip besteht somit aus ei-
nem festen Tra¨ger, auf dem Oligonukleotide der La¨nge 25 fixiert sind. Die dabei
gewa¨hlten Sequenzen umfassen repra¨sentative Teilstu¨cke der zu analysierenden
Gene. Die Beziehung zwischen Gen und Oligonukleotid wird in Abbildung 2.6
gezeigt. Fu¨r jedes Gen befindet sich eine Menge derartiger Teilstu¨cke auf dem
Chip. Fu¨r jedes Teilstu¨ck wird sowohl eine genaue Kopie (engl. perfect match -
PM) als auch ein um genau eine Base abweichendes Teilstu¨ck (engl. mismatch
1http://www.affymetrix.com/
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- MM) auf den Chip aufgebracht. PM und MM werden eigensta¨ndig jeweils als
probe cell, beide zusammen als probe pair bezeichnet. Die Gesamtheit dieser
Paare, die ein Gen repra¨sentieren, wird unter dem Begriff probe set gefu¨hrt.
Die Arbeitsweise der Expressionsanalyse ist im Wesentlichen analog zum
cDNS-Prinzip, wobei der gro¨ßte Unterschied darin liegt, dass zur Untersuchung
nur die Probe aus dem zu untersuchenden Sample verwendet und keine Kon-
trollprobe mehr beno¨tigt wird, wie im rechten Bild der Abbildung 2.5 skizziert.
Die extrahierte Probe aus dem Sample wird auf dem Chip aufgebracht und
es erfolgt eine Hybridisierung. Mit Hilfe eines Scanners ko¨nnen die Expres-
sionswerte der Oligonukleotide bestimmt werden. Aus den bestimmten Hy-
bridisierungsintensita¨ten der probe sets werden Expressionswerte fu¨r die Gene
errechnet [67, 127, 149].
2.3.3. Fazit
Wie aus den Beschreibungen des cDNS-Prinzips, des Oligonukleotid-Prinzips
und der vergleichenden Darstellung in Abbildung 2.5 ersichtlich wird, unter-
scheiden sich die beiden Prinzipien in der Art der Experimentdurchfu¨hrung als
auch im Ergebnis. Wa¨hrend beim cDNS-Prinzip die Expressionswerte der Gene
als Verha¨ltnis zwischen zwei Proben interpretiert werden mu¨ssen, entsprechen
die Expressionswerte im Oligonukleotid-Prinzip absoluten und nicht relativen
Werten [126]. Dieser Aspekt ist von besonderer Bedeutung bei plattformu¨ber-
greifenden Analysen, auf die im Abschnitt 2.5 na¨her eingegangen wird.
2.4. Auswertung der Daten aus einer Studie
Nachdem die biologischen Grundlagen, inklusive der Genexpression, und dar-
auf aufbauend, die zwei unterschiedlichen Prinzipien der Mikroarrays ero¨rtert
worden, soll im Folgenden der Ablauf einer biologischen Studie und die Aus-
wertung der gemessenen Expressionswerte erla¨utert werden. Begonnen wird
mit der schematischen Skizzierung des Ablaufs einer Studie und der erhobenen
Daten im Abschnitt 2.4.1. Die Abschnitte 2.4.2 und 2.4.3 befassen sich mit den
wichtigen Datenauswertungsaspekten: Normalisierung und Datenanalyse.
2.4.1. Schematischer Ablauf eine Studie
Wie in Abbildung 2.7 gezeigt wird, beginnt jede Studie zuna¨chst mit einer bio-
logischen Fragestellung, d.h. es wird die Zielsetzung der Studie definiert. An
dieser Zielsetzung orientiert, wird der gesamte Studienaufbau und Studienab-
lauf geplant. Diese Planung umfasst beispielsweise (1) die Auswahl der zu ver-
wendenden Mikroarraytechnologie, (2) die genaue Spezifikation der Mikroarray-
Chips und (3) die Festlegung, welche Samples zu untersuchen sind. In der Regel
werden in einer Studie mehrere Samples untersucht, um die Fragestellung hin-
reichend zu beantworten. Besteht die Zielsetzung beispielsweise in der Identi-
fikation von differenziell exprimierten Genen, so mu¨ssen Genexpressionsprofile
unter verschiedenen Bedingungen aufgenommen werden, zum Beispiel von ver-
schiedenen Gewebetypen (Tumor versus Nicht-Tumor) oder in einer Zeitreihe
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Abbildung 2.7.: Schematischer Ablauf einer Studie.
[40]. Fu¨r jedes Sample ist ein separates Mikroarrayexperiment durchzufu¨hren.
Nach Abschluss der einzelnen Experimente sind folgende Schritte notwendig,
um das Studienergebnis zu bestimmen:
1. Die einzelnen Scan-Ergebnisse der Mikroarray-Chips mu¨ssen mit Me-
thoden der Bildanalyse aufbereitet und die Expressionswerte der Gene
mu¨ssen fu¨r die einzelnen Samples bestimmt werden.
2. Um eine Vergleichbarkeit zu erreichen, bedu¨rfen die erhaltenen Expressi-
onswerte einer internen Normalisierung, d.h. einer Anpassung der Werte.
Diese Normalisierung erfolgt u¨ber alle Werte eines Mikroarrays oder auch
u¨ber feste Teilbereiche auf dem Chip, die bei der Herstellung mit einem
Mal aufgebracht wurden. Dabei werden meistens einfache Skalierungsme-
thoden angewandt. Dieser und der vorangegangene Schritt werden norma-
lerweise mit Hilfe der vom Hersteller bereitgestellten Software vollzogen,
so dass der Wissenschaftler selbst nur einem vorgegebenen Protokoll folgt.
3. Die erhobenen Expressionsdaten fu¨r die durchgefu¨hrte Studie werden in
der Regel in Form einer Matrix gespeichert und in dieser Form weiterver-
arbeitet. Jede Spalte entha¨lt die gemessenen Expressionswerte fu¨r einen
Chip - dementsprechend fu¨r ein Sample - und jede Zeile die Expressions-
werte fu¨r ein Gen u¨ber die Samples hinweg (siehe Abbildung 2.8).
4. Durch technische Limitierungen und biologische Variationen sind die Mess-
werte mit Fehlern behaftet. Um eine Vergleichbarkeit zwischen den mit
Sample1 Sample2 ... SampleM
Gen1 x1,1 x1,2 ... x1,M
Gen2 x2,1 x2,2 ... x2,M
. . . . . . . . . . . . . . .
GenN xN,1 xN,2 ... xN,M
Abbildung 2.8.: Tabellarische Datenstruktur fu¨r Genexpressionsdaten einer
Studie.
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separaten Mikroarrays gemessenen Expressionswerten der Gene innerhalb
der Samples herzustellen, muss ein externer Normalisierungsschritt folgen.
Im Anschluss an diese Normalisierung kann die eigentliche Datenanalyse
initiiert werden, um das Ergebnis der Studie aus den experimentellen Da-
ten zu extrahieren.
Das Ergebnis der biologischen Experimente einer Studie ist somit eine Matrix
mit Expressionswerten xi,j , wie es in den Abbildungen 2.8 und 2.9 dargestellt
ist. Wa¨hrend die Menge der Expressionswerte fu¨r ein Sample als Expressions-
signatur bezeichnet wird, nennt man die Menge der Expressionswerte u¨ber die
Samples fu¨r ein Gen als Expressionsprofil (siehe Abbildung 2.9). Neben den
reinen Expressionsdaten fallen auch Annotationsdaten an, welche die Studie
genauer beschreiben. Nach Do et al. [35] ko¨nnen diese Annotationsdaten wie
folgt klassifiziert werden:
• Genannotationen: Bei diesen Annotationen handelt es sich um die bisher
bekannten Informationen zu den untersuchten Genen, d.h. deren Name,
bekannte Funktionen, Auftreten in Chromosomen usw. Diese Informa-
tionen werden gesammelt, von Forschergruppen permanent aktualisiert
und sind u¨ber o¨ffentliche Datenbanken, wie zum Beispiel u¨ber die EMBL
Nucleotide Sequence Database [109] sowie die GenBank [11] oder Locus-
Link [121], verfu¨gbar.
• Sampleannotationen: Sie beschreiben u.a., wie die Probe aus dem Sample
entnommen und zur Hybridisierung aufbereitet wurde. Des Weiteren ent-
halten sie Informationen u¨ber den betrachteten Organismus, den Zelltyp,
eventuelle Krankheiten und genetische und chemische Vera¨nderungen des
Samples. Bei Genproben von Menschen ko¨nnen zusa¨tzlich noch Merkmale
wie Alter, Geschlecht und Rauchertyp wichtig sein.
• Experimentannotationen: Diese Annotationen beschreiben hauptsa¨chlich
den technischen Ablauf der Experimente. Dazu werden die Protokolle
und Einstellungen der Anlage und Software zur Hybridisierung und die
des Scanners gespeichert.




Nach der Durchfu¨hrung der einzelnen biologischen Experimente und der Be-
stimmung der Expressionswerte muss ein externer Normalisierungsschritt fol-
gen, um die Vergleichbarkeit der Expressionswerte u¨ber die einzelnen Samp-
les hinweg herzustellen. Aufgrund technisch bedingter Messfehler ko¨nnen die
Messwerte trotz gleicher Transkriptmenge voneinander abweichen [33]. Diese
Abweichungen lassen sich in systematische Fehler und Zufallsfehler klassifi-
zieren. Durch geringfu¨gige Abweichungen bei der Erstellung der Proben aus
den Samples oder der Arrays und bei der Hybridisierung ko¨nnen Zufallsfehler
entstehen. Diese Zufallsfehler sind weder reproduzierbar noch lassen sie sich
korrigieren. Sie fu¨hren zu einer zufa¨lligen Streuung der Messwerte um den
tatsa¨chlichen Wert. Das mehrfache Wiederholen der Mikroarrayexperimente
kann genutzt werden, um diese zufa¨lligen Fehler zu reduzieren [111].
Die systematischen Fehler betreffen die Messung aller Expressionswerte in
gleicher Weise und sind reproduzierbar [16, 17]. Ein typisches Beispiel fu¨r einen
systematischen Fehler ist die unterschiedliche Empfindlichkeit des eingesetzten
Scanners fu¨r das verwendete Spektrum. Da der systematische Fehler berech-
net werden kann, lassen sich die Messdaten durch Normalisierung korrigieren.
Unter Normalisierung im Kontext der Analyse von Mikroarraydaten versteht
man mithin eine Folge von Datenmanipulationsschritten, die es ermo¨glichen,
die erhobenen Daten mit statistischen Methoden untereinander vergleichbar
zu machen. Im Folgenden wird eine Auswahl linearer und nicht-linearer Nor-
malisierungsverfahren vorgestellt und diskutiert. Es wird die Unterscheidung
getroffen, ob die Daten der einzelnen Arrays jeweils gegenu¨ber einer Referenz
oder unter Einbeziehung aller an der Analyse beteiligten Daten normalisiert
werden.
Allgemeine Methoden
Insbesondere bei der Analyse mittels cDNS-Arrays, wie in Abschnitt 2.3 be-
schrieben, aber auch bei dem von Affymetrix postulierten Verfahren kann es
vorkommen, dass durch Differenzbildung negative Werte entstehen. Die mei-
sten Normalisierungsmethoden, besonders aber die statistischen Analysever-
fahren, ko¨nnen nicht mit negativen Zahlenwerten operieren. Deswegen ist es
notwendig, negative Zahlenwerte vor Beginn der Auswertung in den positiven
Zahlenraum zu transferieren. Dies kann auf verschiedene Weise geschehen, bei-
spielsweise durch das Festlegen eines positiven Grenzwertes und das Anheben
aller Werte, die kleiner sind als der festgelegte Wert, auf diese Grenze.
Sollte daru¨ber hinaus zwischen den fu¨r die Auswertung vorzubereitenden Da-
ten ein exponentieller Zusammenhang bestehen, wie es bei Wachstumsprozessen
u¨blich ist, oder sind die Werte sehr ungleich verteilt, was bei Mikroarrayexpe-
rimenten der Fall sein kann, so besteht die Mo¨glichkeit der Logarithmierung
zur Verbesserung der Signifikanz beim Vergleich der Daten. Es ist zu beachten,
dass nach der Logarithmierung das Rauschen am oberen Ende der Skala fu¨r die
Expressionswerte geringer als am unteren Ende ist. Somit erho¨hen sich zwar
durch das Ziehen des Logarithmus einzelne herausstechende Datenwerte in ih-
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rer Signifikanz, aber die bei Genexpressionsdaten oft geringen Unterschiede in
der Expressionsrate fu¨r eine Vielzahl von Genen ko¨nnen durch ungleiche Re-
duktion des Rauschens verloren gehen. Wiederum muss bereits beim Versuchs-
design experimentell ermittelt werden, ob eine Logarithmierung von Vorteil ist.
Alternativ zur Logarithmierung ko¨nnen auch Verfahren basierend auf der Qua-
dratwurzel oder Kubikwurzel herangezogen werden, um stark schief verteilte
Datenra¨ume zu analysieren.
Lineare Normalisierung
Eine weitere Art von Normalisierung stellen die Methoden der linearen Nor-
malisierung dar. Das charakteristische Merkmal dieser Techniken ist, dass die
Beziehungen der Datenpunkte eines Datensatzes untereinander nicht vera¨ndert
werden, d.h. die Linearita¨t bleibt erhalten. Fu¨r die Mikroarrayanalyse basiert
dies auf der Annahme, dass innerhalb eines DNS-Chips die Ergebnisse fu¨r alle
Gene auf die gleiche Art und Weise erhoben wurden.
Die einfachste und am ha¨ufigsten angewandte Methode ist die globale Skalie-
rung (Global Scaling oder Total Intensity Normalization) [140]. Hierbei werden
alle Expressionswerte mit einem konstanten Faktor multipliziert. Ziel ist es,
die Expressionswerte auf ein Niveau anzuheben bzw. abzusenken, so dass bei
allen Experimenten das arithmetische Mittel (oder auch der Mittelwert) der
Expressionswerte u¨bereinstimmen. Die Annahme dabei ist, dass die Menge der
initialen mRNS die gleiche fu¨r beide markierten Proben ist. Des Weiteren wird
angenommen, dass relativ zur Kontrolle einige Gene u¨berexprimiert und andere
wiederum unterexprimiert sind und dass - auf eine große Anzahl von Genen ge-
sehen - die Gesamtmenge an hybridisierter RNS konstant u¨ber alle Proben ist.
Die Annahme ist nicht mehr erfu¨llt, wenn bereits vor der Normalisierung eine
Vorauswahl unter den Daten getroffen wird, welche nur Datensa¨tze beinhaltet,
die mit hoher Wahrscheinlichkeit durch die im Experiment vollzogene Behand-
lung beeinflusst werden. Dann kann nicht mehr von einer Konstanz der Menge
an RNS u¨ber alle Arrays ausgegangen werden. Laut [89] trifft dies ohnehin
nicht immer zu, insbesondere wenn Zellen verglichen werden, die in ihrer Gro¨ße
stark variieren oder sich in unterschiedlichen Stadien des Zellzyklus befinden.
Im Allgemeinen wird die Skalierung anhand der Medianwerte gegenu¨ber ei-
ner Skalierung anhand des arithmetischen Mittels bevorzugt, da damit einzelne
stark abweichende Intensita¨tswerte keinen so großen Einfluss auf die Normalisie-
rung haben. Die globale Skalierung kann sowohl gegenu¨ber einem Referenzarray
(baseline array) als auch gegenu¨ber einem frei gewa¨hlten Referenzwert vollzo-
gen werden. Eine leicht modifizierte Variante der globalen Skalierung wird in
[16] vorgeschlagen. Fu¨r die globale Skalierung gelten einige Einschra¨nkungen.
Die Normalisierung kann nicht angewandt werden, wenn Experimente beteiligt
sind, deren Median ein negativer Wert ist. Dies kann zu Verschiebungen in-
nerhalb des gesamten Datensatzes, und damit zu fehlerhaften Daten, fu¨hren.
Weiterhin sollten keine Daten skaliert werden, die durch Quotientenbildung, wie
es beispielsweise bei cDNS-Arrays u¨blich ist, entstanden sind oder die bereits
logarithmiert wurden. Hier ko¨nnen negative Werte und Nullwerte entstehen,
die fu¨r die weitere Auswertung von Nachteil sein ko¨nnen.
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Liegen fu¨r alle Experimente positive oder negative Kontrollgene vor, so ko¨nnen
diese fu¨r die Normalisierung herangezogen werden. Dabei wird fu¨r negative
Kontrollen der Mittelwert (oder Medianwert) von den einzelnen Expressions-
werten subtrahiert. Sind positive Kontrollen vorhanden, dann wird jeder Ex-
pressionswert durch den Mittelwert (oder Medianwert) der Kontrollen dividiert.
Voraussetzung fu¨r die Anwendung dieser Normalisierungsmethoden ist die In-
tegration von Kontrollgenen in die Experimente.
Eine weitere Methode sieht vor, die Expressionswerte u¨ber eine Menge von
Experimenten derartig zu skalieren, dass als Ergebnis der Anstieg fu¨r das den
Daten zugrunde gelegte lineare Regressionsmodell gleich eins ist und die Ordi-
nate im Koordinatenursprung schneidet. Die lineare Regression ist nur unter
der Voraussetzung anwendbar, dass ein linearer Zusammenhang zwischen den
Expressionswerten besteht. Dabei wird von einer bestimmten Anzahl an Genen
ausgegangen, die immer a¨hnlich exprimiert sind und die sich beim zweidimen-
sionalen Abtragen der Daten eines Experiments gegenu¨ber den Daten eines
anderen Experiments auf einer Geraden befinden. Der Anstieg dieser Geraden
wa¨re fu¨r alle Experimente gleich, so dass die Reaktion zur Markierung und Hy-
bridisierung mit der gleichen Effizienz stattgefunden hat [140]. Zur Berechnung
der normalisierten Expressionswerte nutzt man die Inverse dieser Geraden.
Nicht-lineare Normalisierung
Neben den linearen Methoden existieren auch Techniken zur nicht-linearen Nor-
malisierung. Hierfu¨r wird in Bezug auf die Mikroarrayanalyse angenommen,
dass es mo¨glich ist, durch den Vergleich verschiedener Arrays einen Zusam-
menhang zwischen einzelnen Genen zu finden und diesen fu¨r eine nicht-lineare
Skalierung zu nutzen. Einzelne Expressionswerte eines Arrays werden jetzt un-
terschiedlich stark skaliert.
Geht man davon aus, dass eine invariante Menge an Genen existiert, de-
ren Expressionsverhalten unwesentlich zwischen verschiedenen Experimental-
bedingungen variiert, ergeben sich zwei Mo¨glichkeiten nicht-linearer Normali-
sierung, die sich zum einen auf reine Fluoreszenzwerte [114, 115] stu¨tzt oder die
durchschnittliche Abweichung auf Ebene der probe sets [153] nutzt. In beiden
Ansa¨tzen wird von der Annahme ausgegangen, dass nicht-differenziell expri-
mierte Gene auf a¨hnlichen Pla¨tzen einer Rangliste von Expressionswerten der
Proben, welche separat berechnet werden, rangieren. Sind solche Gene identi-
fiziert, werden die ermittelten Werte dieser Gene zur Berechnung eines Norma-
lisierungsvektors genutzt. Durch die Anwendung des berechneten Vektors auf
alle Expressionswerte des Arrays werden diese dann schlussendlich normalisiert
und resultieren in linearen Expressionswerten mit Anstieg nahe 1.
Eine weitere Mo¨glichkeit der nicht-linearen Normalisierung stellt die Quantil-
Normalisierung [17] dar, welche aus fu¨nf Schritten besteht. Diese fu¨nf Schritte
sind fu¨r ein Beispiel in der Abbildung 2.10 dargestellt. Jede Spalte bezeich-
net ein Experiment, welches aus jeweils vier Genexpressionswerten besteht.
Zuna¨chst wird jede Spalte einzeln aufsteigend sortiert. Anschließend wird der
Mittelwert u¨ber jede Zeile hinweg berechnet. Die urspru¨nglichen Genexpres-
sionswerte werden durch die Mittelwerte ersetzt und die Aussgangssortierung
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1 5 3 5
2 1 7 6
3 2 2 6
4 6 1 8
1. Ausgangssituation
1 1 1 5
2 2 2 6
3 5 3 6
4 6 7 8





3. Berechnung der Mittelwerte
zeilenweise
1 1 1 1
3 3 3 3
4.25 4.25 4.25 4.25
6.25 6.25 6.25 6.25
4. Sortierte Matrix mit Vektor
der Mittelwerte befu¨llen
2 4.25 4.25 2
3 2 3 6.25
4.25 3 3 4.25
6.25 6.25 2 6.25
5. Wiederherstellung der
urspru¨nglichen Sortierung
Abbildung 2.10.: Fu¨nf Schritte der Quantil-Normalisierung.
wird wieder hergestellt. Die Dimension der Werte hat sich somit von NxM auf
M reduziert, wobei N die Anzahl der Gene und M die Anzahl der Experimente
bezeichnet.
Fazit
Wie dieser kurze U¨berblick der verfu¨gbaren Normalisierungsverfahren deutlich
macht, existiert im Rahmen der Genexpressionsanalyse kein Normalisierungs-
standard und jede Methode ist unter bestimmten Rahmenbedingungen ein-
setzbar. In [89] sind verschiedene Normalisierungstechniken hinsichtlich ihres
qualitativen Einflusses auf die Identifizierung differenziell exprimierter Gene
untersucht worden. In dieser Studie wurde gezeigt, dass die Normalisierung
einen nicht zu unterscha¨tzenden Einfluss auf das Analyseergebnis hat und so-
mit das einzusetzende Normalisierungsverfahren gut ausgewa¨hlt werden muss,
d.h. jede Expressionsmatrix muss fu¨r sich genau untersucht werden, um das
geeignete Normalisierungsverfahren aus der Menge der verfu¨gbaren Methoden
identifizieren zu ko¨nnen.
2.4.3. Analyseverfahren
Wie im Abschnitt 2.4.1 beschrieben wurde, richtet sich jede Studie nach ei-
ner konkreten Zielstellung, d.h. die Fragestellung bestimmt sowohl den Stu-
dienablauf als auch die Art der Datenanalyse. Nach Diehl [33] lassen sich die
Analyseverfahren in drei Kategorien einteilen:
1. Die erste Kategorie der Analyseverfahren befasst sich mit der Suche nach
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differenziell exprimierten Genen durch den Vergleich der Expressionspro-
file verschiedener Proben (class comparison). In diesem Bereich kommen
im Wesentlichen statistische Tests zum Einsatz, die in diesem Abschnitt
genauer beschrieben werden.
2. Analyseverfahren, die nach Untergruppen gemeinsam regulierter Gene su-
chen, bilden die zweite Kategorie (class discovery). In diesem Bereich
kommen verschiedene Clustering-Algorithmen aus dem Data-Mining-Feld
zum Einsatz, auf die im zweiten Teil dieser Dissertation na¨her eingegan-
gen wird.
3. Die dritte Kategorie beinhaltet Verfahren, die eine automatische Eintei-
lung von Untersuchungsmaterial, in diesem Fall von untersuchten Samp-
les, in typisierte Klassen durch die bestimmten Expressionssignaturen
ermo¨glicht (class prediction). Dabei bescha¨ftigt man sich mit der Ent-
wicklung von multivariaten Funktionen, die diese automatische Zuord-
nung ermo¨glichen. Den Ausgangspunkt zur Bestimmung solcher Funk-
tionen bildet eine Trainingsmenge, bei der die Klassenzuordnung bereits
bekannt ist. Auf diesen Bereich wird nicht na¨her eingegangen [101, 149].
Die Entdeckung differenziell exprimierter Gene ist eine der wichtigsten Un-
tersuchungskriterien bei der Datenanalyse zur Messung der Genaktivita¨t. Die
differenziell exprimierten Gene sind Gene, die unter verschiedenen Bedingungen
unterschiedlich stark transkribiert werden. Die Ursache fu¨r eine abweichende
Genaktivita¨t liegt in der Regulation der Transkription von Genen. Diese ist
vor allem von biochemischen und biophysikalischen sowie von Umwelteinflu¨ssen
abha¨ngig. Des Weiteren besteht ein Zusammenhang zwischen dem Entwick-
lungsstand der Zelle oder des betreffenden Gewebes und der Transkriptionsrate
[149, 191].
Die Biostatistik ist ein Bereich der Statistik [45], der durch Verfahren und
Modelle den Grundstein fu¨r die statistische Analyse von biologischen, medi-
zinischen oder anderen vergleichbaren Daten bildet. Anders als beispielsweise
bei physikalischen Experimenten, lassen sich Hypothesen und Vermutungen hier
nicht durch Experimente belegen, die von a¨ußeren Einflu¨ssen verschont bleiben,
vor allem von unerwu¨nschten Einschra¨nkungen bei Mensch- und Tierversuchen.
Hier lassen sich derartige Annahmen nur mit Hilfe von Beobachtungen nach-
weisen, beispielsweise mittels Mikroarrayexperimenten.
Wird vor der Genexpressionsanalyse unterschiedlicher Samples eine Vermu-
tung bezu¨glich der An- oder Abwesenheit von differenziell exprimierten Genen
gea¨ußert, so spricht man dabei vom Aufstellen einer Hypothese. Ganz allge-
mein versteht man unter diesem Begriff eine vermutete aber unbewiesene Aus-
sage u¨ber Erscheinungen, Vorga¨nge und Zusammenha¨nge in der realen Welt
[45]. Wie diese Beschreibung deutlich macht, wird der Vorgang in weiten Tei-
len der wissenschaftlichen Forschung eingesetzt, um neue Erkenntnisse und Ge-
setzma¨ßigkeiten zu bewerten. Die Aufgabe statistischer Tests ist es, diese Hy-
pothesen auf ihren Wahrheitsgehalt hin zu pru¨fen.
Um die Arbeitsweise der statistischen Tests fu¨r die Identifizierung differenziell
exprimierter Gene zu verdeutlichen, orientiert sich die nachfolgende Beschrei-
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Gen X1 X2 X3 Y1 Y2 Y3
g1 90 100 110 190 200 210
g2 50 100 150 100 250 350
Abbildung 2.11.: Beispiel
bung am Beispiel aus Abbildung 2.11. Die Gene g1 und g2 in diesem Beispiel
sind in sechs Samples untersucht worden, wobei die Samples zwei Gruppen
zugeordnet werden ko¨nnen. In den Experimenten X1 bis X3 sind gesunde Ge-
webezellen untersucht worden (Gruppe X) und in den Experimenten Y 1 bis
Y 3 betrachtete man Tumorzellen (Gruppe Y). Zur Formalisierung eines stati-
stischen Tests geho¨rt die Festlegung der Nullhypothese, d.h. es existiert kein
Unterschied zwischen den Expressionswerten beider Gruppen (H0 : µX = µY
mit µX und µY als Erwartungswerte der Gruppen X und Y ), und der Alterna-
tivhypothese, welche von einem Unterschied zwischen beiden Gruppen ausgeht
(H1 : µX 6= µY ). Statt die Gleichheit oder Ungleichheit zu u¨berpru¨fen (zwei-
seitige Hypothese), kann eine Untersuchung auch den Test auf Gleichheit oder
positiven beziehungsweise negativen Effekt (einseitige Hypothese) zum Gegen-
stand haben.
Zu allen Signifikanztests geho¨rt des Weiteren die Festlegung einer maximalen
Irrtumswahrscheinlichkeit (Signifikanzniveau α), welche den Fehler erster Art
beschra¨nken soll. Darunter wird die Ablehnung der Nullhypothese, obwohl
sie richtig ist, verstanden. Beim Testen differenziell exprimierter Gene wu¨rde
man ein Gen als differenziell exprimiert einordnen, obwohl es nicht der Fall
ist (falsch-positives Ergebnis). In den meisten Fa¨llen verwendet man fu¨r die
Irrtumswahrscheinlichkeit entweder α = 0, 05, α = 0, 01 oder α = 0, 001. Beim
Fehler zweiter Art (β) wird H0 angenommen, obwohl H1 zutreffend ist. In
diesem Fall wu¨rde ein differenziell exprimiertes Gen unentdeckt bleiben (falsch-
negatives Ergebnis). Mit dem Signifikanzniveau und dem durch Anwendung
eines Signifikanztests berechneten p-Wertes lassen sich nun Aussagen u¨ber die
Korrektheit der Hypothesen treffen. Gilt p < α, so kann die Nullhypothese
abgelehnt und die Alternativhypothese angenommen werden [45, 149].
Je nach Studiendesign sind die Anforderungen an die zu verwendenden sta-
tistischen Tests unterschiedlich. Nach [45] sind dabei die Stichprobenanzahl,
die Abha¨ngigkeiten zwischen den Stichproben, das Messniveau und die Ver-
teilung der Zielvariable (zum Beispiel: Normalverteilung) entscheidend. Von
unabha¨ngigen Stichproben spricht man dann, wenn beispielsweise unterschied-
liche Medikamente durch zufa¨llig zusammengesetzte und disjunkte Gruppen
getestet werden. Bei einer Studie mit abha¨ngigen Stichproben wu¨rden alle
Probanden die gleichen Medikamente in nicht festgelegter Reihenfolge verab-
reicht bekommen. Abbildung 2.12 zeigt eine U¨bersicht statistischer Tests und
ihre Anwendungskriterien. Bei den dargestellten Verfahren handelt es sich um
parametrische Tests, bei denen Vertrauensbereiche (Konfidenzintervalle) fu¨r
die anhand einer Stichprobe ermittelten Scha¨tzwerte statistischer Parameter
berechnet werden. Parameter sind in diesem Zusammenhang beispielsweise





2 unabha¨ngig ungepaarter t-Test
> 2 unabha¨ngig F-Test (ANOVA)
2 abha¨ngig gepaarter t-Test
> 2 abha¨ngig ANOVA mit Messwertwiederholungen
Abbildung 2.12.: Parametrische Signifikanztests fu¨r unterschiedliche
Versuchsanordnungen.
hen von einer Normalverteilung der Grundgesamtheit aus. Wie aus Abbil-
dung 2.12 ersichtlich ist, existieren statistische Tests, die mit mehr als zwei
Gruppen umgehen ko¨nnen. Neben den parametrischen Tests existieren auch
nicht-parametrische Tests, bei denen quantitative Werte durch Rangfolgen oder
Wahr-Falsch-Zuordnungen ersetzt werden, aus denen dann eine Pru¨fstatistik be-
rechnet wird. Nicht-parametrische Tests sind verteilungsunabha¨ngig, d.h. sie
setzen keine bestimmte Verteilung voraus und ko¨nnen damit auch bei nicht-
normalverteilten Grundgesamtheiten eingesetzt werden. Nicht-parametrische
Tests fu¨r die Identifikation differenziell exprimierter Gene sind zum Beispiel
der Mann-Whitney-Test oder der Wilcoxon-Test [45].
Gen µX µY t p-Wert
g1 100 200 12.25 0.00026
g2 100 200 1.22 0.29
Abbildung 2.13.: Ergebnis des ungepaarten t-Tests.
Angenommen, das Beispiel aus Abbildung 2.11 erfu¨llt alle Voraussetzungen
fu¨r den ungepaarten t-Test, so ergibt sich das in Abbildung 2.13 dargestellte
Ergebnis mit Scha¨tzwert t und dem p-Wert als Ausgabe. Wie zu erkennen ist,
sind die Mittelwerte der Gruppen X und Y fu¨r beide Gene g1 und g2 iden-
tisch. Wird aber von einer maximalen und ha¨ufig verwendeten Irrtumswahr-
scheinlichkeit α = 0, 01 ausgegangen, so wird nur fu¨r Gen g1 die Nullhypothese
(Gleichheit) zuru¨ckgewiesen und g1 als differenziell exprimiertes Gen ausgewie-
sen. In diesem Zusammenhang noch einige Worte zur Bedeutung des p-Wertes:
Der p-Wert ist die Wahrscheinlichkeit, dass unter der Annahme, die Nullhypo-
these sei wahr, die Teststatistik den beobachteten oder einen extremeren Wert
annimmt. Wenn diese Wahrscheinlichkeit klein ist, so spricht dieses Ergebnis
gegen die Nullhypothese und deutet mehr in Richtung der Alternativhypothese.
Durch die Vielzahl der Gene, die mit Hilfe der Mikroarraytechnologien un-
tersucht werden, mu¨ssen Tausende von Hypothesen gleichzeitig getestet wer-
den. Damit erho¨ht sich die Wahrscheinlichkeit von falsch-positiven Ergebnis-
sen. Zur Reduzierung dieser falsch-positiven Ergebnisse bedient man sich des
Konzepts des multiplen Testens [29], wobei die Bonferroni-Korrektur eine ein-
fache Mo¨glichkeit darstellt. Bei dieser Korrektur wird das Signifikanzniveau
mit der Anzahl der durchgefu¨hrten Tests multipliziert. Mit dieser Methode
wu¨rde zwar eine Reduzierung falsch-positiver Ergebnisse erreicht werden, aber
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dies ginge zu Lasten der Sensitivita¨t, d.h. viele differenziell exprimierte Gene
blieben unentdeckt.
Als alternatives Konzept wurde das Verfahren der sogenannten False Disco-
very Rate (FDR) entwickelt [10]. Die FDR ist ein Scha¨tzwert des prozentua-
len Anteils von Genen, deren Signifikanz zufa¨llig ist. Daru¨ber hinaus ist die
von Tusher, Tibshirani und Chu entwickelte Signifikanzanalyse (Significance
Analysis for Microarrays, SAM ) [165] eine sehr ha¨ufig eingesetzte Methode in
diesem Bereich. Diese Signifikanzanalyse ordnet jedem Gen einen sogenannten
Score zu, wobei dieser Score auf der A¨nderung der differenziellen Expression
im Verha¨ltnis zur Standardabweichung des fu¨r jedes Gen ermittelten Daten-
satzes an Differenzwerten basiert. Mit diesen Datensa¨tzen werden bei SAM
Permutationen vorgenommen und aus den permutierten Datensa¨tzen wird ein
Scha¨tzwert fu¨r die FDR ermittelt.
2.5. Studienu¨bergreifende Analysen
Wa¨hrend sich der vorangegangene Abschnitt der Analyse einzelner Studien wid-
mete, konzentriert sich dieser Abschnitt auf studienu¨bergreifende Analysen. Die
Anzahl der weltweit durchgefu¨hrten Mikroarraystudien ist in den letzten Jah-
ren erheblich gestiegen und wird in den na¨chsten Jahren auch weiter zunehmen.
Die Molekularbiologie wu¨rde davon profitieren, wenn studienu¨bergreifende Ana-
lysen mo¨glich wa¨ren, da damit relevante Studien anderer Forschergruppen in
die eigene Analyse integriert werden ko¨nnten. Ziel dabei ist es, einerseits die
Anzahl der eigenen Experimente zu reduzieren und andererseits die Konfidenz
der Resultate zu erho¨hen [32]. Auf der anderen Seite ko¨nnten mit Hilfe stu-
dienu¨bergreifender Analysen auch neue Fragestellungen untersucht werden, wie
zum Beispiel die Identifikation von Gemeinsamkeiten zwischen Tumoren [32].
2.5.1. Datenzugriff und Datenaustausch
Genau wie die Sequenzdaten in den letzten Jahren werden auch Mikroarraystu-
dien in o¨ffentlichen Datenbanken fu¨r die weiterfu¨hrende Forschung zur Verfu¨gung
gestellt. Die Daten liegen in Datenbanken mit verschiedensten Verwendungs-
zwecken und lassen sich grob in vier Gruppen einteilen:
• plattformspezifische Datenkollektionen, z.B. Stanford Microarray Data-
base,2
• organismusspezifische Datenkollektionen, z.B. Yeast Microarray Global
Viewer,3
• projektorientierte Datenkollektionen, z.B. Lebenszyklusdatenbanken fu¨r
Drosophila,4







Durch die hohe Komplexita¨t der Studiendurchfu¨hrung reichen die reinen Ex-
pressionsmatrizen bei Weitem nicht aus, sondern die in Abschnitt 2.4.1 beschrie-
benen Annotationsdaten mu¨ssen in ausreichender Granularita¨t bereitgestellt
werden. Die oft unzureichende Beschreibung der Studien stellt ein Problem
fu¨r ihre weitere Verwendung dar. Zwar existieren Standards, wie Minimal In-
formation About Microarray Experiment (MIAME) [19], das Microarray Gene
Expression Object Model und die entsprechende Microarray Gene Expression
Markup Language (MAGEML),6 doch werden die oft fu¨r die unterschiedlichen
Studien erhobenen Daten selten vollsta¨ndig beschrieben abgelegt. Dennoch sind
gerade diese Informationen u¨ber die Art, Herkunft und Erhebung der Daten es-
senziell fu¨r einen sinnvollen studienu¨bergreifenden Vergleich.
2.5.2. Vergleichbarkeit von Daten aus verschiedenen Studien
Wie im Abschnitt 2.3 beschrieben, existieren zwei sehr verschiedene Techno-
logieprinzipien fu¨r Mikroarrays. Diese Prinzipien unterscheiden sich einmal in
der Art der Durchfu¨hrung der Experimente als auch in der Methodik der Mes-
sungen und produzieren damit qualitativ unterschiedliche Daten. Wa¨hrend bei
Oligonukleotid-Arrays die Expressionswerte als absolute Messwerte zu interpre-
tieren sind, mu¨ssen die Messwerte bei cDNS-Chips als relative Werte angesehen
werden [126]. Daru¨ber hinaus existieren eine Vielzahl von technischen Optio-
nen, die einen erheblichen Einfluss auf das finale Resultat der Messung haben,
wodurch die Daten ha¨ufig Rauschen und Fehler enthalten [32].
Die studienu¨bergreifenden Analysen beinhalten auch den Bereich der platt-
formu¨bergreifenden Analysen, in dem Studien sowohl mit cDNS-Chips als auch
mit Oligonukleotid-Arrays gemeinsam analysiert werden sollen. An dieser Stelle
muss zuerst gekla¨rt werden, wie die Daten u¨berhaupt miteinander vergleichbar
sind. Im Jahre 2005 wurde das Projekt MicroArray Quality Control (MAQC)
[27] gestartet, bei dem die Vergleichbarkeit einen besonderen Stellenwert ein-
nimmt. In diesem Projekt sind fu¨hrende Vertreter aus Wissenschaft und Wirt-
schaft des Mikroarraybereichs vertreten, mit dem Ziel der Erstellung von Richt-
linien fu¨r Mikroarrayanalysen, inklusive Richtlinien fu¨r die Durchfu¨hrung von
Experimenten. In [27] werden die ersten Ergebnisse hinsichtlich solcher Richtli-
nien pra¨sentiert. Werden die Studien nach den pra¨sentierten Richtlinien durch-
gefu¨hrt, so sind die resultierenden Daten direkt vergleichbar.
Zur Betrachtung der Vergleichbarkeit von Mikroarraydaten, die nicht im Rah-
men derselben Studie erhoben wurden, muss man einerseits die Technologie und
andererseits den Typ der Messdaten beru¨cksichtigen. In [126] werden reale Da-
tensa¨tze herangezogen und Mikroarrayanalysen auf verschiedene Weisen durch-
gefu¨hrt. Anschließend werden die erhaltenen Ergebnisse bezu¨glich ihrer Korre-
lation verglichen. Es wird beschrieben, dass bei konkurrierender Hybridisierung
zweier Proben gegen cDNS-Arrays und Oligonukleotid-Arrays hohe Korrelatio-
nen nachgewiesen werden ko¨nnen. Auch ließ sich eine hohe Korrelation nachwei-
sen, wenn die Daten aus Erhebungen basierend auf unterschiedlichen Versionen




sultaten, die mit verschiedenen Technologien erhoben wurden und bei denen
gleichzeitig logarithmierte Verha¨ltnisdaten mit reinen Intensita¨tsinformationen
verglichen wurden. Aus den Daten ließe sich schließen, dass dann nur logarith-
mierte Verha¨ltnisdaten plattformu¨bergreifend ausgewertet werden sollten. Das
entspricht allerdings nicht dem Gesamtbild, welches in [126] gegeben wird.
Unterdessen wird in [110] plattformu¨bergreifenden Vergleichen eine schlechte
Korrelation der jeweiligen Ergebnisse bescheinigt und dies in [62] und [141]
besta¨tigt. In [110] wurde untersucht, inwieweit Daten von cDNS-Arrays mit
Oligonukleotid-Arrays zu vergleichbaren Resultaten fu¨hren. Zusammenfassend
wurde festgestellt, dass Daten von cDNS-Arrays nicht direkt vergleichbar sind
mit Daten von synthetisierten Oligonukleotid-Arrays und dass es grundsa¨tzlich
sehr unwahrscheinlich ist, dass eine Vergleichbarkeit dieser zwei Datentypen
durch Transformation oder Normalisierung erreichbar ist. Zusammenfassend
wird in [126] empfohlen, verfu¨gbare Daten unabha¨ngig von der Plattform und
vom Typ in vergleichende Analysen eingehen zu lassen, wenn zuvor geeignetes
Filtern mo¨glich war. Des Weiteren wird in [126] das Konzept der Meta-Analyse
[81, 154] aufgegriffen, die eine studienu¨bergreifende Analyse inklusive platt-
formu¨bergreifender Tests ermo¨glicht.
2.5.3. Meta-Analyse
Der Bereich der Meta-Analyse stellt eine Menge von klassischen statistischen
Techniken bereit, um Ergebnisse verschiedener Studien zu einem globalen, stu-
dienu¨bergreifenden Ergebnis zu kombinieren [81, 154]. Die Abbildung 2.14 illu-
striert die Vorgehensweise der Meta-Analyse am Beispiel dreier Studien, wobei
zwei Studien nach dem Oligonukleotid-Prinzip und eine Studie nach dem cDNS-
Prinzip durchgefu¨hrt wurden. Die Daten jeder Studie werden separat fu¨r sich
normalisiert und einem statistischen Test unterzogen. Durch die Anwendung
Abbildung 2.14.: Konzept der Meta-Analyse, illustriert an 3 Studien.
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der statistischen Tests wird jedem Gen in den einzelnen Studien ein p-Wert
zugewiesen (siehe Abschnitt 2.4.3). Auf Basis dieser einzelnen Ergebnisse wird
anschließend eine Ergebnisaggregation durchgefu¨hrt, ohne auf die Basisdaten
zuru¨ckzugreifen.
Sind die p-Werte fu¨r jedes Gen in jeder Studie verfu¨gbar, so wird im Schritt
der Ergebnisaggregation die statistische Signifikanz der kombinierten p-Werte
getestet. Eine Methode, um die statistische Signifikanz zu testen, besteht darin,
den kleinsten p-Wert (pmin) fu¨r jedes Gen u¨ber die Menge der verschiedenen
Studien zu bestimmen und diesen einem strengeren Test zu unterziehen, in
dem das Signifikanzniveau α angepasst wird. In diesem Fall wird ein Gen
als differenziell exprimiert erachtet, falls pmin < 1 − (1 − α) 1k fu¨r dieses Gen
gilt, wobei k die Anzahl der Studien widerspiegelt. Diese Methode ist sensitiv
gegenu¨ber Ausreißern [126], darum wird in [189] eine Methode vorgeschlagen,
die den n kleinsten Wert fu¨r den Signifikanztest heranzieht. Ein anderer Ansatz
ist die von Fisher vorgeschlagene Methode des Inverse Chi-Square [49, 126], bei
der eine kombinierte Statistik S u¨ber alle k p-Werte fu¨r ein Gen berechnet wird:
S = −2 · log(p1)− . . .− 2 · log(pk). (2.1)
Diese Statistik nutzt man dann fu¨r den Test. Diese Methode kann dahinge-
hend erweitert werden, dass nicht jede Studie mit dem gleichen Gewicht in die
Berechnung eingehen muss [126]. Gerade im Bereich der Mikroarrays ist dies
wichtig, da die Qualita¨t der Daten stark variiert [126]. Wie die Gewichte zu
bestimmen sind, daru¨ber wird keine Aussage getroffen.
Der Vorteil dieser Meta-Analyse besteht darin, dass eine studienu¨bergreifende
Analyse nicht auf integrierten Rohdaten durchgefu¨hrt wird, wo die Vergleichbar-
keit der Datensa¨tze nicht klar ist (siehe Abschnitt 2.5.2), sondern auf ho¨heren,
ergebnisbezogenen Daten. Jede Studie wird somit als geschlossene Einheit be-
trachtet. Die Normalisierung der Daten als auch die statistischen Tests ko¨nnen
speziell auf diese geschlossene Einheit hin optimiert werden und trotzdem kann
eine studienu¨bergreifende Analyse durchgefu¨hrt werden. Die erste Anwen-
dung der Meta-Analyse im Bereich der Mikroarrays wurde in [141] pra¨sentiert.
In dieser Arbeit sind vier Studien u¨ber Prostatakrebs (zwei cDNS- und zwei
Oligonukleotid-Studien) gemeinsam untersucht worden. Weitere Arbeiten, wie
zum Beispiel [66], untermauern die Anwendbarkeit der Meta-Analyse fu¨r diesen
Bereich.
2.6. Fazit
Dieses Anwendungsgebiet ist ein repra¨sentatives Beispiel, in dem Datenanalyse-
prozesse zur Auswertung empirisch erfasster Datenbesta¨nde eine entscheidende
Rolle zur Wissensgewinnung spielen und in dem ohne derartige Techniken kein
Fortschritt erzielt wird. Im methodischen Teil dieser Dissertation wird darum
ein Ansatz pra¨sentiert, um Untergruppen von Genen studienu¨bergreifend zu
extrahieren, die ein gleiches Aktivita¨tsverhalten aufweisen (studienu¨bergreifen-
des Clustering). Die Grundstruktur dieses Ansatzes orientiert sich dabei am
Konzept der Meta-Analyse, wie es im vorherigen Abschnitt ero¨rtert wurden ist.
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Im infrastrukturellen Teil dieser Arbeit wird sich mit der Einbettung derarti-
ger Datenanalyseprozesse in serviceorientierte Umgebungen. Diese Einbettung
wird ero¨rtert, um die Mo¨glichkeit der Prozessorchestrierung fu¨r diesen Bereich
zu erzielen, damit komplexe Analyseprozesse flexibel erstellt werden ko¨nnen.
Da die Normalisierungs- als auch Analyseverfahren an die jeweiligen Datensa¨tze











Das vorherige Kapitel gab eine Einfu¨hrung in das Anwendungsgebiet dieser
Dissertation und zeigte charakteristische Merkmale auf, wobei der Fokus ins-
besondere auf der Datenanalyse mit Hilfe statistischer Tests lag. Durch die
dort dargestellten Konzepte lassen sich differenziell exprimierte Gene sowohl
innerhalb einer Studie als auch studienu¨bergreifend aus den Experimentalda-
ten extrahieren. Neben der Extraktion von differenziell exprimierten Genen,
bescha¨ftigt sich ein anderer Bereich mit der Entdeckung von Untergruppen
gemeinsam regulierter Gene [33]. In diesem Analysebereich kommen im We-
sentlichen Techniken aus dem Bereich des Clusterings zum Einsatz.
Unter Clustering wird die automatische Partitionierung einer Datenmenge
in Gruppen (sogenannte Cluster) von Objekten verstanden, und zwar so, dass
Objekte innerhalb eines Clusters mo¨glichst a¨hnlich und Objekte verschiedener
Cluster mo¨glichst una¨hnlich zueinander sind [44, 97]. Allgemein ist Cluste-
ring ein Teilgebiet des Knowledge Discovery in Databases (KDD), was sich mit
der (semi-)automatischen Extraktion von Wissen aus Datenbanken bescha¨ftig,
wobei das Wissen gu¨ltig, bisher unbekannt und potenziell nu¨tzlich sein muss
[44, 101]. KDD wird dabei als Prozess verstanden, der aus verschiedenen Pha-
sen, wie Fokussierung, Datenaufbereitung, Data Mining und Interpretation be-
steht. Gerade die Data-Mining-Phase unterliegt einem besonderen Aspekt, da
in dieser Phase effiziente Algorithmen zum Einsatz kommen, um die in den
Daten enthaltenen Muster zu extrahieren. Die Algorithmen lassen sich dabei
verschiedenen Klassen zuweisen, wobei Clustering eine solche Klasse darstellt.
Abschnitt 3.1 widmet sich einer kompakten Einfu¨hrung in den Bereich der
automatischen Partitionierung von Datenmengen. Diese Einfu¨hrung ist nicht
beliebig auf jegliche Anwendung zutreffend, sondern spezifisch fu¨r den betrach-
teten Anwendungsbereich der Genexpressionsanalyse gedacht. Das Ziel die-
ses Abschnitts besteht darin, einige markante Standardalgorithmen na¨her zu
erla¨utern und deren Anwendung auf die Genexpressionsdaten zu verdeutlichen.
Weitaus ausfu¨hrlichere Einfu¨hrungen in das Gebiet des Clustering finden sich
in [44, 80, 101]; diese sind teilweise von allgemeiner Natur und teilweise auf
unterschiedliche Anwendungsgebiete bezogen.
Der zweite Teil dieses Kapitels bescha¨ftigt sich mit der neuen Forschungs-
richtung Clustering Aggregation (Abschnitt 3.2) und entha¨lt einen U¨berblick
aktueller Ansa¨tze. In diesem Bereich werden verschiedene, extrahierte Parti-
tionierungen aus einer Datenmenge zu einem Ergebnis zusammengefasst. Das
globale Ziel hinter diesem Ansatz ist es, ein wesentlich robusteres und qualita-
tiv ho¨herwertiges Ergebnis zu bestimmen, da Ergebnisse mehrerer Algorithmen
kombiniert werden. Somit steht nicht die Steigerung der Performanz oder Ska-
lierbarkeit der Algorithmen im Vordergrund, wie es im Bereich des verteilten




3.1. Clustering einzelner Mikroarraydatensa¨tze
Den Ausgangspunkt fu¨r die Partitionierungsalgorithmen in dem betrachteten
Anwendungsgebiet bildet eine normalisierte Expressionsmatrix NE der Gro¨ße
NxM , wie in Abbildung 2.8 dargestellt, wobei N die Anzahl der Gene und M
die Anzahl der untersuchten Samples darstellt. Die formale Spezifikation dieser
Expressionsmatrix NE ist dabei folgende:
NE = {xij |1 ≤ i ≤ N, 1 ≤ j ≤M}. (3.1)
Jeder Wert xij repra¨sentiert den bereits normalisierten Expressionswert des
Gens i im Sample j. In der heutigen Zeit werden zwischen 103 bis 104 Gene
untersucht, wobei die Anzahl in naher Zukunft sogar 106 erreichen soll. Auf der
anderen Seite ist die Anzahl der untersuchten Samples in einer Studie weitaus
geringer und liegt bei rund 100 Samples. In Abbildung 3.1 sind die Notationen
aufgelistet, die im Weiteren verwendet werden. Von besonderer Bedeutung sind
dabei die Expressionsprofile und Expressionssignaturen. Das Expressionsprofil
gi eines Gens i ist der Vektor aus den Expressionswerten xi1, . . . , xiM , wa¨hrend
die Expressionssignatur eines Samples j aus den Werten x1j , . . . , xNj besteht.
N Anzahl der Gene
M Anzahl der Samples (Arrays)
xi,j Expressionswert
gi Expressionsprofil des i-ten Gens (< 1 ≤ i ≤ N)
sj Expressionssignatur des j-ten Samples (1 ≤ j ≤M)
Abbildung 3.1.: U¨bersicht der Notationen.
Wird die Expressionsmatrix NE na¨her betrachtet, so kann festgestellt wer-
den, dass Clusteringalgorithmen auf zwei unterschiedlichen Ebenen anwendbar
sind. Zum einen ko¨nnen die Gene mit ihren Expressionsprofilen als Daten-
punkte in einem M -dimensionalen Datenraum als Grundlage fu¨r das Cluste-
ring erachtet werden (gen-orientiertes Clustering) und zum anderen bilden die
Samples mit ihren Expressionssignaturen eine Datenmenge, in der die Samp-
les jetzt Datenpunkte in einem N -dimensionalen Datenraum sind (sample-
orientiertes Clustering). Bevor detaillierter auf das gen-orientierte Clustering
in Abschnitt 3.1.2 und das sample-orientierte Clustering in Abschnitt 3.1.3 ein-
gegangen wird, werden A¨hnlichkeitsfunktionen, die fu¨r das Clustering essenziell
sind, im Abschnitt 3.1.1 ero¨rtert.
3.1.1. A¨hnlichkeitsfunktionen
Da das Ziel des Clustering die Partitionierung einer Datenmenge in Cluster ist,
und zwar so, dass Objekte innerhalb eines Clusters mo¨glichst a¨hnlich, Ob-
jekte verschiedener Cluster aber mo¨glichst una¨hnlich zueinander sind, wird
eine A¨hnlichkeitsfunktion beno¨tigt. Um die A¨hnlichkeit beziehungsweise die
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Una¨hnlichkeit von Objekten, in diesem Fall von Genen oder Samples, messen
zu ko¨nnen, ist es notwendig, geeignete Modelle zu entwickeln. Im Allgemeinen
bilden Distanzfunktionen den Kern solcher Modelle und ermo¨glichen es, eine
Entscheidung u¨ber A¨hnlich- bzw. Una¨hnlichkeit zu treffen. Die Genexpressi-
onsdatenobjekte, egal ob Gene oder Samples mit ihren Expressionsprofilen und
Expressionssignaturen, ko¨nnen als numerische Vektoren Ol = {olk|1 ≤ k ≤ p}
formalisiert werden, wobei olk der Wert der k-ten Eigenschaft des l-ten Objekts
ist und die maximale Anzahl der Eigenschaften bei p liegt.
Die euklidische Distanz ist eine der meist genutzten Distanzfunktionen, um
die A¨hnlichkeit zwischen zwei Objekten Ox und Oy in einem p-dimensionalen




(oxd − oxd)2. (3.2)
Neben der euklidischen Distanzmetrik kommen auch die Manhattan-Distanz
oder die Maximums-Distanz zum Einsatz. Fu¨r den spezifischen Anwendungs-
bereich der Genexpressionsanalyse offenbaren diese Metriken einige Nachteile,
da die einzelnen Werte der Vektoren weniger interessant sind als die Form der
Vektoren [101].
Eine ha¨ufig eingesetzte Alternative in dem betrachteten Anwendungsgebiet
stellt der Pearson-Korrelationskoeffizient [101] dar, der die A¨hnlichkeit bzw.









wobei µOx und µOy die Mittelpunkte (Centroide) der Vektoren Ox und Oy







Dieser Koeffizient hat sich in vielen Arbeiten als sehr effektiv herauskristal-
lisiert [100, 157, 156, 192]. Jedoch hat eine empirische Studie gezeigt, dass
der Pearson-Korrelationskoeffizient nicht robust gegenu¨ber Ausreißern ist [84],
was in einer falsch-positiven Zuordnung resultiert, d.h. hohe A¨hnlichkeit trotz
unterschiedlicher Formen der Vektoren. Diese Beobachtung fu¨hrte zur Entwick-
lung der Jackknife-Korrelation [84].
Ein weiterer Nachteil des Pearson-Korrelationskoeffizienten ist die Annahme
einer Gaußverteilung u¨ber den Punkten, womit diese Metrik nicht robust ge-
genu¨ber anderen Verteilungen ist. Aus diesem Grunde ist der Spearman’sche
Rangkorrelationskoeffizient entwickelt worden. Wie schon bei der Invariant-
Set-Normalisierung, dargestellt im Abschnitt 2.4.2, werden die Daten durch
ihren jeweiligen Rang innerhalb der Gesamtdatenmenge in einem ersten Schritt
ersetzt. Im zweiten und letzten Schritt wird dann der Pearson-Korrelations-




Beim gen-orientierten Clustering wird von den Genen mit ihren Expressions-
profilen als Datenmenge D = {g1, . . . , gN} ausgegangen. Jedes Gen bildet da-
mit einen Datenpunkt in einem M -dimensionalen Datenraum. Das Ziel des
gen-orientierten Clustering besteht in der Identifizierung von Gruppen aus ge-
meinsam regulierten Genen, wobei die klassischen Clusteringalgorithmen, wie
beispielsweise k-Means [52] oder DBSCAN [43] zum Einsatz kommen, um dieses
Ziel zu erreichen. Die Standardalgorithmen aus dem Bereich des Clustering las-
sen sich grob in die folgenden Klassen einteilen: partitionierende, hierarchische
und dichtebasierte Verfahren [44]. Aus jeder Klasse wird jetzt ein repra¨sentati-
ver Algorithmus herausgegriffen und na¨her ero¨rtert.
k-Means
Der k-Means-Algorithmus [52] ist ein Vertreter der Klasse der partitionieren-
den Verfahren. Diese partitionierenden Verfahren sind dadurch gekennzeichnet,
dass jeder Punkt, in diesem Fall jedes Gen, genau einem Cluster zugeordnet
wird und jeder Cluster mindestens einen Punkt entha¨lt [44]. Somit wird bei
diesen Verfahren eine Datenmenge D = {g1, . . . , gN} in k Teilmengen (Cluster)
C1, . . . , Ck zerlegt, wobei zusa¨tzlich die folgenden Eigenschaften gelten:
• Ci 6= , 1 ≤ i ≤ k
• ∪ki=1Ci = D
• Ci ∩ Cj = , i 6= j, i, j = 1, . . . , k.
Ausgehend von einer initialen zufa¨lligen Zerlegung der Datenmenge D in k
Cluster, wird beim k-Means-Algorithmus eine Lo¨sung durch Umgruppierung
erzielt [44, 52]. In einem ersten Schritt werden fu¨r die initiale Zerlegung die
Mittelpunkte (auch Centroide genannt) der Cluster berechnet. Dann werden
neue Cluster gebildet, indem jeder Datenpunkt dem Cluster zugeordnet wird,
zu dessen Mittelpunkt er den geringsten Abstand aufweist. In der einfach-
sten Form des Verfahrens werden zuerst alle Datenpunkte durchlaufen und
eine Neuzuordnung wird durchgefu¨hrt, bevor die Centroide aktualisiert wer-
den. Das Verfahren terminiert, sobald ein stabiler Zustand erreicht ist, d.h.
es finden keine Umgruppierungen mehr statt. In einer verbesserten Variante
werden die Centroide inkrementell aktualisiert, sobald ein Datenpunkt einem
anderen Cluster zugewiesen wird. Diese inkrementelle Aktualisierung reduziert
die durchzufu¨hrenden Iterationen [44], da schneller ein stabiler Zustand erreicht
wird.
Die Vorteile des k-Means-Verfahrens bestehen in der Einfachheit und des
verha¨ltnisma¨ßig geringen Rechenaufwands. Die Komplexita¨t ist dabei O(l x k
x N), wobei l die Anzahl der notwendigen Iterationen und k die Anzahl der
Cluster widerspiegeln. Durch diese Eigenschaften kommt dieses Verfahren sehr
ha¨ufig zum Einsatz und ist einer der verbreitetsten Algorithmen zur Partitio-
nierung einer Datenmenge.
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Auf der anderen Seite besitzt dieser Algorithmus auch einige Nachteile. Zum
einen muss zwingend eine Vorgabe der Anzahl der zu identifizierenden Cluster
gegeben werden, was fu¨r eine unbekannte Datenmenge sehr schwierig ist. Um
die optimale Anzahl k fu¨r eine Datenmenge D zu bestimmen, kann der Algo-
rithmus mit verschiedenen Werten fu¨r k ausgefu¨hrt, die Ergebnisse verglichen
und das beste ausgewa¨hlt werden. Zum anderen ist der Algorithmus empfind-
lich gegenu¨ber Rauschen und der initialen Zerlegung der Datenmenge. Des
Weiteren hat die Reihenfolge der Verarbeitung der Datenpunkte gerade bei der
inkrementellen Version einen Einfluss auf das Ergebnis.
Insgesamt kann festgehalten werden, dass k-Means ein einfacher, schneller
und guter Algorithmus ist, um Cluster in einer Datenmenge zu finden, die eine
spha¨rische Form haben und gut voneinander separiert sind [44]. Daru¨ber hinaus
sollte aber auch bekannt sein, dass dieses Verfahren einige Nachteile beinhaltet
und diese bei der Anwendung unbedingt zu beachten sind.
Hierarchisches Clustering
Neben den partitionierenden Verfahren werden mittlerweile auch hierarchische
Verfahren zum gen-orientierten Clustering eingesetzt. Der Vorteil dieser Ver-
fahren besteht darin, dass vorhandene Visualisierungsmo¨glichkeiten effizient ge-
nutzt werden ko¨nnen, um das Ergebnis des Clustering darzustellen. Die Metho-
den erzeugen im Allgemeinen einen hierarchischen Baum (Dendogramm), wie
er in Abbildung 3.2 dargestellt ist. Die Nachbarschaft von Knoten in einem
solchen Baum ist ein Maß fu¨r die Distanz zwischen den Datenpunkten.
Abbildung 3.2.: Hierarchisches Clustering fu¨r die Datenmenge D =
{g1, . . . , g5}.
Die hierarchischen Verfahren werden in zwei Gruppen aufgeteilt: zum einen in
die zusammenfu¨hrenden (engl. agglomerative) oder Bottom-up-Verfahren und
zum anderen in die aufspaltenden (engl. divisive) oder Top-down-Verfahren.
Wie in Abbildung 3.2 illustriert, wird bei den zusammenfu¨hrenden Verfahren
der Baum von den Bla¨ttern, d.h. den einzelnen Datenpunkten, aufgebaut. Dazu
wird in einem ersten Schritt eine Distanzmatrix gebildet, die alle A¨hnlichkeits-
maße zwischen zwei Datenpunkten entha¨lt. Außerdem wird jeder Datenpunkt
als separater Cluster erachtet.
In einer iterativen Verarbeitungsprozedur wird aus dieser Distanzmatrix der
Eintrag identifiziert, welcher die ho¨chste A¨hnlichkeit zwischen zwei Clustern
aufweist. Diese beiden Cluster werden vereinigt und als neuer Cluster be-
trachtet. Danach werden zwischen diesem neu erzeugten Cluster und allen
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anderen Clustern die Distanzen berechnet und in die Distanzmatrix aufgenom-
men. Diese Prozedur wird solange wiederholt, bis nur noch ein einziger Cluster
verbleibt. Aus diesem Verarbeitungsprozess la¨sst sich dann das Dendogramm
ableiten.
Es existieren mehrere Varianten des hierarchischen Clustering, die sich in
der Art und Weise der Bestimmung von Distanzen zwischen den Clustern, die
mehrere Datenpunkte enthalten, unterscheiden. Die verbreitetsten sind:
• Single-Linkage Clustering: Die Distanz zwischen zwei Clustern X und Y
wird als das Minimum zwischen zwei enthaltenen Datenpunkten u, v der
Cluster berechnet.
dist(X,Y ) = minu∈X,v∈Y dist(u, v) (3.5)
• Complete-Linkage Clustering: Hier wird die Distanz zwischen zwei Clu-
stern X,Y durch den maximalen Abstand zweier Datenpunkte u, v aus
den Clustern X,Y zueinander berechnet.
dist(X,Y ) = maxu∈X,v∈Y dist(u, v) (3.6)
• Average-Linkage Clustering: Bei diesem Verfahren werden die durch-
schnittlichen Abstandswerte der Datenpunkte zwischen zwei ClusternX,Y
berechnet und dienen als Kriterium zur Vereinigung zweier Cluster. Diese
Methode wird in der Genexpressionsanalyse am ha¨ufigsten verwendet. Es
existieren eine Reihe von Varianten des auf Durchschnittswerten basie-
renden Clustering. Die Distanz kann beispielsweise durch
dist(X,Y ) =
1




berechnet werden, wobei |X| und |Y | fu¨r die Anzahl der Datenpunkte in
X und Y stehen.
Im Gegensatz zu den zusammenfu¨hrenden hierarchischen Clusteringverfahren
wird bei den aufspaltenden bzw. Top-down-Verfahren nicht bei den Bla¨ttern
gestartet, sondern bei der Wurzel, die alle Datenpunkte entha¨lt. In einem
iterativen Prozess werden die Cluster des Baumes weiter in Teilmengen aufge-
spalten, bis nur noch einelementige Mengen, die Bla¨tter des Baumes, verfu¨gbar
sind. Ein typischer Vertreter ist der DIANA-Algorithmus [97], bei dem in je-
dem Durchlauf ein Cluster ausgewa¨hlt wird, der in zwei Cluster zerfa¨llt. Dabei
wird immer jeweils der Cluster selektiert, der die gro¨ßte Intra-Cluster-Distanz
aufweist und somit ist sicher gestellt, dass vorrangig lang ausgedehnte Cluster
gesplittet werden.
DBSCAN
Eine weitere Mo¨glichkeit der Partitionierung bieten dichtebasierte Verfahren.
Anstatt einen Cluster als eine Menge von Datenpunkten anzusehen, die mo¨glichst
nah an einem gewissen Mittelpunkt liegen, kann ein Cluster auch als eine Menge
von Datenpunkten erachtet werden, die in einer bestimmten Dichte zueinander
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stehen und von anderen Clustern durch Regionen geringerer Dichte getrennt
werden. Die lokale Punktdichte fu¨r jeden Punkt im Cluster muss eine vorher
festgelegte Mindestdichte erreichen. Die Menge von Punkten, die einen Cluster
ausmacht, ist ra¨umlich zusammenha¨ngend. Cluster, die stark unterschiedliche
ra¨umliche Strukturen besitzen, werden schlecht von anderen Verfahren erkannt.
In solchen Fa¨llen ist das dichtebasierte Clustering von Vorteil.
Der bekannteste Vertreter dieser Klasse ist der DBSCAN-Algorithmus [43].
Die Grundidee dieses Verfahrens ist, dass ein gegebener Cluster so lange erwei-
tert wird, bis die Dichte - die Anzahl von Datenpunkten - seiner Nachbarschaft
einen vorgegebenen Schwellwert nicht mehr u¨berschreitet. Die Nachbarschaft
eines jeden Punktes muss innerhalb eines vorgegebenen Radius (-Umgebung)
zumindest eine minimale Anzahl von Datenpunkten (MinPts) besitzen. Dieses
Verfahren beinhaltet die folgenden Definitionen:
Definition 1 (-Umgebung)
Ausgangspunkt ist eine Datenmenge D mit N Datenpunkten. Die Nach-
barschaft N(q) eines Datenpunktes q ∈ D innerhalb eines Radius  wird
als -Nachbarschaft, beziehungsweise -Umgebung, des Datenpunktes be-
zeichnet.
N(q) = {p ∈ D|dist(q, p) ≤ }
Der Abstand zwischen zwei Datenpunkten wird u¨ber eine Distanzfunktion
dist(p, q) ermittelt.
Definition 2 (Kernobjekt)
Wenn die -Umgebung eines Datenpunktes mindestens die minimale An-
zahl von Datenpunkten, MinPts, entha¨lt, dann ist dieser Datenpunkt ein
Kernobjekt. Die Werte  und MinPts spezifizieren somit einen minima-
len Dichtegrenzwert. Ein Datenpunkt q gilt als Kernobjekt, wenn folgende
Bedingung erfu¨llt ist:
|N(q)| ≤MinPts.
Definition 3 (Direkte Dichte-Erreichbarkeit)
Bei einer gegebenen Datenmenge D ist ein Datenpunkt p ∈ D direkt dichte-
erreichbar von einem Datenpunkt q ∈ D, wenn p innerhalb der -Umgebung
von q liegt und q ein Kernobjekt ist.
Definition 4 (Dichte-Erreichbarkeit)
Ein Datenpunkt p ∈ D ist dichte-erreichbar von einem Datenpunkt q ∈ D
bezu¨glich  undMinPts, wenn es eine Folge von Datenpunkten p1, p2, . . . , pl
in D gibt, so dass p1 = q und pl = p ist und es gilt: p(i+1) ist direkt dichte-
erreichbar von pi (1 ≤ i ≤ l).
Definition 5 (Dichte-Verbundenheit)
Ein Datenpunkt p ist dichte-verbunden mit einem Datenpunkt q bezu¨glich
 und MinPts in der Datenmenge D, wenn ein Datenpunkt o ∈ D existiert,
so dass sowohl p als auch q dichte-erreichbar von o sind.
45
3. Clustering
Der Algorithmus DBSCAN liefert, ausgehend von den oben genannten Defini-
tionen, bei gegebenen Parametern  und MinPts einen Cluster iterativ in zwei
Schritten. Zuerst wird zufa¨llig ein Datenpunkt aus der gesamten Datenmenge
D ausgewa¨hlt, der die Bedingungen eines Kernobjekts erfu¨llt. Anschließend
werden im zweiten Schritt alle Datenpunkte, die von diesem ausgewa¨hlten Da-
tenpunkt aus dichte-erreichbar sind, dem Cluster des ausgewa¨hlten Punktes
zugeordnet. Diese beiden Schritte werden wiederholt, bis alle Punkte entweder
Clustern oder dem Rauschen zugeordnet sind. Ein dichtebasierter Cluster kann
somit wie folgt beschrieben werden:
Definition 6 (Dichtebasierter Cluster)
Ein dichtebasierter Cluster ist eine Menge von Datenpunkten, die alle mit-
einander dichte-verbunden sind (Verbundenheit) und die von einem Kern-
objekt des Clusters dichte-erreichbar sind (Maximalita¨t).
Jeder Datenpunkt, der nicht zu einem dichtebasierten Cluster geho¨rt, wird
als Rauschen bezeichnet und explizit als solches ausgewiesen. Damit kann das
dichtebasierte Clustering wie folgt definiert werden:
Definition 7 (Dichtebasiertes Clustering)
Ein dichtebasiertes Clustering C˜ der DatenmengeD bezu¨glich  undMinPts
ist eine vollsta¨ndige Menge von dichtebasierten Clustern {C1, . . . , Ck} be-
zu¨glich  und MinPts in D. Die Menge Noise
C˜
ist die Menge aller Daten-
punkte in D, die nicht zu einem der dichtebasierten Cluster geho¨ren.
Noise
C˜
= D ∩ (C1 ∪ . . . ∪ Ck)
Die Komplexita¨t von DBSCAN ist O(n· Aufwand zur Bestimmung einer -
Nachbarschaft). Wenn keine ra¨umliche Indexstruktur verwendet wird, dann
ist der Aufwand O(n2). Mit der Verwendung eines R*-Baums [108] bei der
Ermittlung der -Nachbarschaft ist der Aufwand nur noch O(n · logn). Im Ge-
gensatz zu den partitionierenden Verfahren ist es mit dem hier beschriebenen
Ansatz zum dichtebasierten Clustering mo¨glich, Cluster beliebiger Form zu fin-
den. Eine Heuristik zur Bestimmung der Parameter  und MinPts wird in [43]
pra¨sentiert. Allerdings sto¨ßt man bei der Bestimmung geeigneter Werte fu¨r 
und MinPts auf Probleme, wenn die Daten durch hierarchisch geschachtelte
Cluster beschrieben werden, Cluster und Rauschen nicht gut unterscheidbar
sind oder die Dichteverteilung im Datenraum sehr stark variiert. In eben die-
sen Fa¨llen ist es gegebenenfalls nicht mo¨glich, Parameter zu finden, welche die
Datenmenge korrekt in Cluster teilen. Weitere dichtebasierte Algorithmen sind
OPTICS und DENCLURE [44].
Fazit
In den letzten Jahren sind eine Reihe von Algorithmen zur Partitionierung ei-
ner Datenmenge entwickelt wurden. Die Mehrheit dieser Algorithmen lassen
sich u¨ber Parameter steuern und ko¨nnen damit auf die zu analysierende Da-
tenmenge angepasst werden. Auf der einen Seite ist dies vorteilhaft, da damit
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die Algorithmen sehr vielfa¨ltig einsetzbar sind. Auf der anderen Seite ist das
auch nachteilig, da die Bestimmung der optimalen Parameterwerte sehr kom-
plex ist und damit die Anwendung der Algorithmen erschwert. Um eine opti-
male Partitionierung einer Datenmenge bestimmen zu ko¨nnen, mu¨ssen oftmals
mehrere Algorithmen und Parameterbelegungen der Algorithmen ausprobiert
werden. Die erhaltenen Partitionierungen werden anschließend verglichen und
eventuelle Feineinstellungen an den Parametern werden vorgenommen, bis ein
zufriedenstellendes Ergebnis erzielt wird. Insgesamt kann festgehalten werden,
dass die Auswahl des am besten geeigneten Partitionierungsverfahrens inklusive
der Bestimmung der optimalen Parameterwerte sehr komplex ist.
3.1.3. Sample-orientiertes Clustering
Beim sample-orientierten Clustering wird von der Menge der Samples mit ihren
Expressionssignaturen als Datenmengen D = {s1, . . . , sM} ausgegangen und
somit ist jedes Sample ein Datenpunkt in einem N -dimensionalen Datenraum.
Auf diese Datenmenge ko¨nnen die gleichen Clusteringalgorithmen angewendet
werden, wie sie soeben beim gen-orientierten Clustering ero¨rtert wurden. Beim
sample-orientierten Clustering muss allerdings beachtet werden, dass durch die
hohe Anzahl der untersuchten Gene in einer Studie ein sehr hochdimensionaler
Datenraum erzeugt wird und es zum sogenannten Effekt des Curse of Dimen-
sionality [80] kommen kann. Je ho¨her die Dimensionalita¨t des Datenraums
ist, um so schwieriger wird die Erkennung sinnvoller Cluster, da die Menge
der erforderlichen Datenpunkte mit jeder Erho¨hung der Dimension exponenti-
ell steigt. Durch die geringe Anzahl an untersuchten Samples kann somit keine
hohe Qualita¨t des Partitionierungsergebnisses gewa¨hrleistet werden.
Abbildung 3.3.: Heatmap mit Dendogrammen.
Nicht selten werden in der Genexpressionsanalyse hierarchische Cluster so-
wohl auf der Ebene der Gene und Samples bestimmt. Die resultierenden Den-
dogramme werden in Kombination mit der Visualisierung der Rohdaten dar-
gestellt, wie es Abbildung 3.3 illustriert. Zur Visualisierung der Rohdaten hat
sich das Heatmap-Verfahren [39] in dem Anwendungsgebiet etabliert. Dieses
Verfahren beruht auf der Farbkodierung der gemessenen Expressionswerte und
diese werden in einer Matrix dargestellt, in der die Zeilen die Gene und die
Spalten die verschiedenen Samples repra¨sentieren. In Abbildung 3.3 wurde die
Visualisierung transformiert. Die Farbkodierung richtet sich dabei nach dem
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Grad der Vera¨nderung gegenu¨ber einem Kontrollexperiment. Liegt eine A¨nde-
rung des Expressionswertes eines Gens in einem Sample gegenu¨ber der Kontrolle
vor, dann wird die entsprechende Zelle in der Matrix schwarz eingefa¨rbt. Falls
der Expressionswert eine Erho¨hung signalisiert, wird die Zelle mit einer Farbe
aus dem Gradienten von Schwarz nach Rot eingefa¨rbt; dabei steht reines Rot
fu¨r die gro¨ßte beobachtete Erho¨hung. In Situationen, in denen eine Verringe-
rung der Expression vorliegt, werden Farben aus dem Gradienten von Schwarz
nach Gru¨n verwendet. Die gro¨ßte beobachtete Verringerung wird durch reines
Gru¨n visualisiert. In Kombination mit den Dendogrammen werden die Zeilen
und Reihen entsprechend der Clusteringergebnisse umsortiert.
Fu¨r die Analyse der Samples mit ihren Expressionssignaturen ist im Allge-
meinen das Clustering weniger interessant als die Klassifikation [149]. Bei der
Klassifikation geht es darum, die experimentell untersuchten Samples anhand
der bestimmten Expressionssignaturen automatisch einer spezifischen Klasse,
beispielsweise der Tumorklasse, zuzuordnen. Um dieses Ziel zu erreichen, wird
eine Trainingsmenge mit annotierten Klassen beno¨tigt, um eine Funktion zu ler-
nen, die dann neue Expressionssignaturen klassifiziert. Na¨here Informationen
zur Klassifikation finden sich in [101, 149].
3.1.4. Zusammenfassung
Wie dieser Abschnitt u¨ber das Clustering einzelner Mikroarraydatensa¨tze ge-
zeigt hat, kann das Clustering sowohl gen-orientiert als auch sample-orientiert
ablaufen, wobei klassische Algorithmen aus dem Bereich des Clustering zum
Einsatz kommen. Bei der praktischen Anwendung dieser Algorithmen auf Real-
daten treten die bekannten Probleme, wie die Auswahl des am besten geeigneten
Verfahrens oder die Bestimmung der optimalen Parameterwerte fu¨r die aktu-
elle Datenmenge, auf. Da insgesamt das gen-orientierte Clustering wesentlich
interessanter ist als das sample-orientierte Clustering, wird im Folgenden nur
noch das Clustering der Gene weiter betrachtet.
In der bisherigen Betrachtung ist von einer unabha¨ngigen Partitionierung
der Gene und Samples ausgegangen worden. Eine Neuerung in diesem Bereich
ist das sogenannte Bi-Clustering [24], was eine simultane Partitionierung der
Zeilen und Reihen einer Matrix ermo¨glicht. Mit einem solchen Ansatz ko¨nnen
Gruppen von Genen bestimmt werden, die u¨ber einer Teilmenge von Samples
das gleiche Verhalten aufweisen. Die entstehenden Blo¨cke innerhalb der Matrix
sind bereits in Abbildung 3.3 sehr deutlich zu erkennen.
3.2. Aggregation von Clusteringergebnissen
Wa¨hrend sich der vorangegangene Abschnitt mit Standardverfahren des Clu-
stering und deren Anwendung auf Genexpressionsdaten bescha¨ftigt hat, kon-
zentriert sich dieser Abschnitt auf die Darstellung der Arbeiten der neuen For-
schungsrichtung Clustering Aggregation. Die zentrale Aufgabe bei der Clu-
stering Aggregation besteht darin, verschiedene Partitionierungsergebnisse zu
einem Ergebnis zusammenzufu¨hren.
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Entstanden ist diese neue Richtung aus der Beobachtung, dass viele Clu-
steringverfahren zur Partitionierung einer Datenmenge anwendbar sind und die
Ergebnisse dieser Verfahren sowohl Gemeinsamkeiten als auch Unterschiede auf-
weisen. Im Wesentlichen ha¨ngt die Qualita¨t dieser Ergebnisse von der Passfa¨hig-
keit der Verfahren fu¨r die Datenmenge und der Parametrisierung dieser Verfah-
ren ab. Um diese Sensitivita¨t des Partitionierungsergebnisses bezu¨glich der
Wahl des Verfahrens und der Parameterisierung abzuschwa¨chen, werden meh-
rere Clusteringergebnisse mit verschiedenen Verfahren und initialen Parameter-
werten berechnet. Die auf diese Art und Weise extrahierten Ergebnisse wer-
den schlussendlich aggregiert und dieses Aggregat wird als Partitionierung dem
Nutzer pra¨sentiert.
Alle Arbeiten auf diesem Gebiet haben nachgewiesen, dass die Qualita¨t des
Aggregats ho¨her ist, als die der einzelnen zugrunde liegenden Clusteringer-
gebnisse, die fu¨r die Berechnung des Aggregats herangezogen wurden. Das
u¨berrascht nicht, da verschiedene Standardverfahren mit all ihren Vor- und
Nachteilen kombiniert werden, um eine Partitionierung zu bestimmen. Zu-
sammenfassend kann festgehalten werden, dass das prima¨re Ziel dieser neuen
Forschungsrichtung darin besteht, die Qualita¨t des Partitionierungsergebnisses
zu steigern. Damit unterscheidet sich diese Zielstellung grundlegend von an-
deren Forschungsrichtungen im Bereich des Clustering, bei denen oftmals die
Skalierbarkeit und Effizienz der Algorithmen im Vordergrund steht [53, 98, 99].
3.2.1. Formale Problemdefinition
Die Darstellung der formalen Problemdefinition der Clustering Aggregation ori-
entiert sich an der Zusammenfu¨hrung verschiedener Partitionierungsergebnisse,
die von einer Datenmenge D = {x1, . . . , xN}, die aus N Datenpunkten be-
steht, bestimmt worden sind. Die nachfolgenden Konzepte werden zur besseren
Versta¨ndlichkeit an einer Beispieldatenmenge illustriert, wobei die Positionen
der 9 zweidimensionalen Datenpunkte dieser Datenmenge in Abbildung 3.4 dar-
gestellt sind.
Abbildung 3.4.: Beispieldatenmenge mit zweidimensionalen Datenpunkten.
Die fundamentale Annahme der Clustering Aggregation ist, dass ein Cluste-
ringergebnis C˜ von D eine Partitionierung von D in k disjunkte Teilmengen
C1, . . . , Ck ist, wobei die folgenden Eigenschaften auch erfu¨llt sind:
• Ci 6= , 1 ≤ i ≤ k
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• ∪ki=1Ci = D
• Ci ∩ Cj = , i 6= j, i, j = 1, . . . , k.
In diesem Zusammenhang wird jeder Clusteringalgorithmus als eine Funktion
θ betrachtet, die genau eine solche Partitionierung C˜ erzeugt:
θ(D) = C˜.
Durch die Anwendung verschiedener Partitionierungsverfahren, inklusive un-
terschiedlicher Parameterwerte, kann eine Vielzahl von Partitionierungen der
Datenmenge D erzeugt werden. Vier unterschiedliche Clusteringergebnisse der
Beispieldatenmenge sind in den Abbildungen 3.5(a)-(d) dargestellt. Die Her-
ausforderung, die sich bei der Clustering Aggregation jetzt stellt, ist die, eine
solche Menge von Ergebnissen C˜1, . . . , C˜r zu einer globalen Partitionierung zu-
sammenzufu¨hren. Diese Zusammenfu¨hrung erfolgt in der Regel mit Hilfe einer
Aggregationsfunktion Γ:
Γ : {C˜q|q ∈ {1, . . . , r}} → C˜G.
Ist a priori kein Wissen u¨ber die relative Wichtigkeit, beziehungsweise u¨ber
die Qualita¨t einzelner Clusteringergebnisse, bekannt, so ist ein angemessenes
Ziel dieser Aggregation, ein globales Clustering C˜G zu finden, das die meisten
Gemeinsamkeiten mit den einzelnen Clusteringergebnissen C˜1, . . . , C˜r aufweist
[151]. Fu¨r das Beispiel ist das Aggregat, das die meisten Gemeinsamkeiten mit
den vier einzelnen Clusteringergebnissen hat, in Abbildung 3.6 illustriert. Die
(a) Clustering C˜1 (b) Clustering C˜2
(a) Clustering C˜3 (b) Clustering C˜4
Abbildung 3.5.: Vier Clusteringergebnisse der Beispieldatenmenge.
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Abbildung 3.6.: Aggregationsergebnis C˜G der vier Clusteringergebnisse.
Datenpunkte x1, x2 und x3 bilden einen Cluster im Aggregat, da sie sich in 3
der 4 Partitionierungen C˜1, . . . , C˜4 ebenfalls im selben Cluster befinden.
Sowohl die Behandlung unterschiedlicher Anzahlen von Partitionen in den
Ergebnissen als auch die unterschiedlichen Markierungen der Cluster stellen
Herausforderungen fu¨r die Aggregation dar. Jedes Clusteringergebnis C˜i kann
auch als Vektor der La¨nge N aufgefasst werden, wobei der j-te Eintrag die
Clusternummer des Datenpunktes xj (1 ≤ j ≤ N) repra¨sentiert. Die ent-
sprechenden Markierungsvektoren der Clusteringergebnisse C˜1, . . . , C˜4 fu¨r das
Beispiel sind folgende:
C˜1 = (1, 1, 1, 2, 2, 2, 3, 3, 3)
C˜2 = (2, 2, 2, 3, 3, 1, 3, 1, 3)
C˜3 = (2, 1, 2, 2, 2, 3, 4, 4, 4)
C˜4 = (1, 1, 1, 2, 2, 4, 3, 4, 3).
Betrachtet man die Markierungsvektoren von C˜1 und C˜2, so scheint es, als ob
die beiden Ergebnisse total unterschiedlich sind, obwohl sie einige Gemeinsam-
keiten aufweisen. Der Cluster 1 von C˜1 und der Cluster 2 von C˜2 sind identisch.
Daru¨ber hinaus sind einige weitere Datenpunktpaare in beiden Ergebnissen zu-
sammen geclustert, wobei wiederum die Clusternummern unterschiedlich sind.
Die Clustering Aggregation kann auch als das Finden von Korrespondenzen
zwischen Clusteringergebnissen verstanden werden, um aus diesen Korrespon-
denzen das Aggregat abzuleiten. Wie bereits in einigen Arbeiten bewiesen
wurde, ist die Lo¨sung des betrachteten Problems der Clustering Aggregation
NP-schwer [47, 63, 151]. Auf die Darstellung dieses Beweises wird an dieser
Stelle verzichtet.
3.2.2. Aggregationsfunktionen
Die Problemstellung der Clustering Aggregation wird in der Literatur unter ver-
schiedenen Namen betrachtet, wie beispielsweise Consensus Clustering oder En-
semble Clustering. Aus diesem Grunde existieren bereits eine Vielzahl von For-
schungsarbeiten, die verschiedene Aggregationsfunktionen vorschlagen. Diese




a) Aggregationsfunktionen basierend auf einer Co-Assoziationsmatrix
b) Hypergraph-basierte Aggregation
c) Aggregation durch Finden von Cluster-Korrespondenzen.
a) Aggregation mittels Co-Assoziationsmatrix
Die Mehrheit der publizierten Arbeiten nutzen eine sogenannte Co-Assoziations-
matrix, um eine gegebene Menge von Clusteringergebnissen zusammenzufu¨hren.
Die Gro¨ße dieser Matrix ist NxN , wobei N fu¨r die Anzahl der Datenpunkte
der zu analysierenden Datenmenge steht. Um diese quadratische Matrix zu
befu¨llen, mu¨ssen aus den gegebenen Partitionierungen C˜1, . . . , C˜r derartige In-
formationen extrahiert werden, dass die einzelnen Datenpunkte in Verbindung
gebracht werden ko¨nnen. In diesem Fall wird das Problem des Findens von
Korrespondenzen zwischen Clustern indirekt u¨ber die Datenpunkte gelo¨st.
In den Arbeiten [47, 48, 54, 55, 56, 91, 125, 151] wird eine solche Co-Assoziations-
matrix genutzt, um das gemeinsame Vorkommen von jeweils zwei Datenpunkten
in einem gemeinsamen Cluster u¨ber die r Clusteringergebnisse zu za¨hlen. Am
Anfang wird diese Matrix mit Nullwerten befu¨llt, bevor die einzelnen Partitio-
nierungsergebnisse verarbeitet werden. Fu¨r alle Paare von Datenpunkten, die
sich im gleichen Cluster befinden, wird der entsprechende Eintrag in der Matrix
um eins inkrementiert. Nachdem alle Clusteringergebnisse durchlaufen wurden,
findet eine Normalisierung mittels der Division durch die Anzahl der gegebenen
Ergebnisse r statt. Die Werte innerhalb dieser Matrix sind damit ein Indikator
fu¨r die relative Ha¨ufigkeit, dass zwei Datenpunkte in den r Clusteringergebnis-
sen zusammen in einem Cluster auftraten. Die Co-Assoziationsmatrix fu¨r das
Beispiel ist in Abbildung 3.7 dargestellt.
Um aus dieser Co-Assoziationsmatrix das Aggregationsergebnis zu bestim-
men, wird beispielsweise in [151] der graphbasierte Clusteringalgorithmus ME-
TIS [104] genutzt. In diesem Ansatz ist ein Graph mit gewichteten Kanten
der Ausgangspunkt, wobei die Datenpunkte die Knoten darstellen. Eine Kante
wird zwischen zwei Knoten gezogen, wenn der entsprechende Eintrag in der Ma-
trix gro¨ßer als 0 ist und diese Kante wird zusa¨tzlich mit dem entsprechenden
x1 x2 x3 x4 x5 x6 x7 x8 x9
x1 - 3/4 4/4 1/4 1/4 0 0 0 0
x2 - - 3/4 0 0 0 0 0 0
x3 - - - 1/4 1/4 0 0 0 0
x4 - - - - 4/4 1/4 1/4 0 1/4
x5 - - - - - 1/4 1/4 0 1/4
x6 - - - - - - 1/4 3/4 1/4
x7 - - - - - - - 2/4 4/4
x8 - - - - - - - - 2/4
x9 - - - - - - - - -
Abbildung 3.7.: Co-Assoziationsmatrix fu¨r das Beispiel.
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Abbildung 3.8.: Gewichteter Graph.
Wert markiert. Der gewichtete Graph fu¨r das Beispiel, inklusive des Aggre-
gationsergebnisses, ist in Abbildung 3.8 dargestellt, wobei Kanten mit einem
Gewicht gro¨ßer als 0.5 dick hervorgehoben sind, da nur diese zur Bestimmung
der globalen Partitionierung herangezogen werden. Die Vorteile von METIS
sind die Robustheit und Skalierbarkeit [151]. Auf der anderen Seite beno¨tigt er
quadratischen Speicherplatz und die Komplexita¨t ist ebenso quadratisch in der
Anzahl der Datenpunkte.
Demgegenu¨ber werden in [63, 64] eine Reihe von Algorithmen pra¨sentiert,
die auf dem Korrelations-Clustering [6] aufsetzen, wobei gezeigt wird, dass das
Korrelations-Clustering eine Verallgemeinerung der Clustering Aggregation ist.
Das Korrelations-Clustering ist dabei wie folgt definiert:
Definition 8 (Korrelations-Clustering)
Gegeben seien eine Datenmenge D = {x1, . . . , xN} und die Distanzen
dist(xi, xj) ∈ [0, 1] fu¨r alle Paare xi, xj ∈ D (1 ≤ i, j ≤ N). Gesucht









Bezogen auf das Problem der Clustering Aggregation stammen die Distanzen
fu¨r alle Datenpunktpaare wieder aus einer Co-Assoziationsmatrix, wobei dies-
mal nicht das gemeinsame Vorkommen zweier Datenpunkte in einem Cluster
geza¨hlt wird, sondern die unterschiedliche Partitionierung. Somit ergibt sich




· |{k|1 ≤ k ≤ r ∧ C˜k(xi) 6= C˜k(xj)}|.
Die Werte dieser Distanzfunktion liegen normalisiert im Intervall [0; 1] vor
und beschreiben den Anteil der r gegebenen Clusteringergebnisse, die xi und xj
in unterschiedliche Cluster partitioniert haben. Damit werden in der Optimie-
rungsfunktion f(C˜) aus Formel 3.2.2, die Datenpunktabsta¨nde aufsummiert,
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wenn die Datenpunkte sich im selben Cluster befinden. Die Absta¨nde von
Punkten aus unterschiedlichen Clustern werden subtrahiert. Die Minimierung
von f(C˜) wird erreicht, wenn in C˜ Datenpunktpaare mit geringem Abstand
zusammen und Datenpunktpaare mit großem Abstand auseinander geclustert
werden. Ist die Distanz zweier Datenpunkte gro¨ßer als 0.5, sind sie demnach also
von mehr als der Ha¨lfte der Clusteringergebnisse nicht zusammen partitioniert,
so ist fu¨r die Minimierung der Funktion von Vorteil, diese in der Aggregation
in unterschiedliche Cluster zu packen.
Um das Aggregationsergebnis zu berechnen, wird in [63, 64] beispielsweise
der BALLS -Algorithmus vorgeschlagen. Die Kernidee dieses Verfahrens ist,
eine Menge von Punkten zu identifizieren, die dicht beieinander liegen und
zugleich mo¨glichst weit entfernt von anderen Punkten sind. Diese Menge an
geballt auftretenden Punkten formen einen Cluster. Die Schwierigkeit liegt
darin, eine geeignete Teilmenge zu bestimmen, da prinzipiell jede Teilmenge in
Frage kommt. Dieses Problem wird dadurch gelo¨st, dass wieder ein gewichteter
Graph aufgebaut wird, wobei die Datenpunkte die Knoten darstellen und die
Kanten mit den Distanzen markiert sind. Fu¨r jeden Knoten wird die Summe
der gewichteten Kanten bestimmt und die Knoten werden anschließend aufstei-
gend sortiert. Datenpunkte, die sich innerhalb von Clustern befinden, werden
eine kleine Distanz zu einer Vielzahl anderer Punkte aufweisen und deshalb
auch eine geringe Gesamtsumme haben. Auf der anderen Seite haben Daten-
punkte, die keinem Cluster angeho¨ren oder als Rauschen zu klassifizieren wa¨ren,
eine hohe Distanz zu den meisten Punkten und weisen damit auch eine große
Gesamtsumme auf.
Die sortierte Liste der Knoten wird iterativ abgearbeitet und verkleinert. In
jedem Schritt wird der Knoten xi (1 ≤ i ≤ N) extrahiert, der die kleinste
Gesamtsumme hat und bisher keinem Cluster zugeordnet ist. Zu diesem Kno-
ten werden alle verbundenen Knoten bestimmt, die eine Distanz von maximal
0.5 aufweisen. Diese Knoten bilden eine Kandidatenmenge, die einen Cluster
formen soll. Ist die durchschnittliche Distanz der ausgewa¨hlten Knoten von xi
kleiner als ein vorgegebener Grenzwert α, so ist ein Cluster gefunden und die
Knoten werden aus der sortierten Liste entfernt. Ist der Grenzwert allerdings
u¨berschritten, so wird der Knoten xi als einzelner Cluster betrachtet und nur
dieser Knoten aus der Liste gestrichen.
In [63, 64] ist empirisch ein Grenzwert von α = 2/5 evaluiert worden, wo-
mit gute Ergebnisse fu¨r reale Datenmengen geliefert werden. Die Komplexita¨t
fu¨r die Erstellung der Co-Assoziationsmatrix ist immer O(rn2) und die Kom-
plexita¨t von BALLS ist O(n2). Um eine solche Aggregation fu¨r große Daten-
mengen zu berechnen, wird in [63, 64] der Einsatz von Sampling als Lo¨sung
vorgeschlagen.
In den bisher betrachteten Ansa¨tzen sind nur Informationen fu¨r die Berech-
nung der Co-Assoziationsmatrix und schlussendlich der Aggregation herangezo-
gen wurden, die direkt aus den einzelnen Clusteringergebnissen ableitbar waren,
d.h. es fand keine weitere Aufbereitung der Clusteringergebnisse statt. Die Ar-
beiten [92, 93, 193] gehen einen Schritt weiter und beziehen auch Informationen
u¨ber die Daten mit ein, indem mit jedem Clusteringergebnis C˜i, 1 ≤ i ≤ r noch
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einmal auf die Daten gegangen wird und die A-posteriori-Wahrscheinlichkeit
P (Ci|xj) fu¨r jeden Datenpunkt xj , 1 ≤ j ≤ N und jeden Cluster Cl ∈ C˜
berechnet wird. Diese A-posteriori-Wahrscheinlichkeit berechnet eine bedingte
Wahrscheinlichkeit, dass der Datenpunkt xj der Partition Cl im Clusteringer-
gebnis C˜i angeho¨rt:
P (Cl|xj) = p(xj |Cl) · P (Cl)∑ki
h=1(p(xj |Ch) · P (Ch))
. (3.8)
p(xj |Cl) ist die probabilistische Dichtefunktion von Cl, wobei hier eine Gauß-
verteilung zugrunde gelegt wird, welche sich durch das arithmetische Mittel und
die Kovarianzmatrix der Attribute der Datenpunkte innerhalb des Clusters Cl
bestimmen la¨sst [93]. Die Anzahl der Cluster des Ergebnisses C˜i ist ki.
Fu¨r jeden Datenpunkt xj ∈ D, 1 ≤ j ≤ N wird somit ein Vektor Pxj =
{P (C1|xj), . . . , P (Cki |xj)} berechnet. Betrachtet man jetzt zwei Datenpunkte
xj und xl mit ihren Vektoren Pxj und Pxl , so kann wiederum eine Distanz zwi-
schen diesen Vektoren bestimmt werden, welche ein Maß fu¨r die Wahrscheinlich-
keit ist, dass die beiden Punkte dem selben Cluster angeho¨ren. Diese Distanz
wird fu¨r alle Datenpunktpaare bestimmt und in einer Distanzmatrix M˜ abge-
speichert.
Diese Prozedur wird fu¨r jedes Clusteringergebnis C˜1, . . . , C˜r durchgefu¨hrt
und die entsprechende Distanzmatrix M˜1, . . . , M˜r bestimmt. Diese einzelnen
Distanzmatrizen werden jetzt zu einer globalen Matrix M kombiniert:
M = w1 · M˜1 + w2 · M˜2 + . . .+ wr · M˜r. (3.9)
Aus dieser globalen Matrix M wird jetzt das Aggregat bestimmt, wobei wie-
derum Standardverfahren des Clustering eingesetzt werden ko¨nnen. In den Ar-
beiten [92, 93, 193] wird zur Aggregatberechnung hierarchisches Clustering mit
kleinen Anpassungen an der Distanzfunktion zwischen Clustern genutzt. Dieser
Ansatz mit der A-posteriori-Wahrscheinlichkeit weist gegenu¨ber den bisher dar-
gestellten Verfahren eine ho¨here Komplexita¨t durch die zusa¨tzliche Berechnung
der A-posteriori-Wahrscheinlichkeiten auf. Die Bestimmung der Gewichtungs-
faktoren wird in der Literatur kaum ero¨rtert. Es wird nur gezeigt, dass diese
Faktoren einen erheblichen Einfluss haben. Angenommen, die Gu¨te eines der
r Clusteringergebnisse ist wesentlich besser als die der anderen, so kann dieses
ein wesentlich ho¨heres Gewicht bekommen und somit kann das Aggregat in die
Richtung dieses Clusteringergebnisses gedru¨ckt werden. Wie die Gu¨te und die
genauen Gewichte bestimmt werden, wird offen gelassen.
b) Hypergraph-basierte Aggregation
Neben den eben ero¨rterten Aggregationsansa¨tzen, die auf einer Co-Assoziations-
matrix aufsetzen, werden in [152, 151] verschiedene Hypergraph-basierte Al-
gorithmen zur Aggregation vorgestellt: HyperGraph Partitioning Algorithm
(HGPA) und Meta-Clustering Algorithm (MCLA). Ein Graph wird als Hy-
pergraph bezeichnet, wenn Kanten mehr als nur zwei Knoten verbinden, wobei
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Abbildung 3.9.: Hypergraph fu¨r die Ansa¨tze HGPA und MCLA.
die Kanten dann Hyperkanten genannt werden. Aus der Perspektive der Men-
gentheorie sind Hypergraphen dasselbe wie Mengensysteme.
Beim HGPA-Ansatz wird ein Hypergraph aufgebaut, wobei jeder Datenpunkt
einen Knoten im Hypergraph darstellt und jeder Cluster aus den einzelnen r
Clusteringergebnissen eine Hyperkante repra¨sentiert, wobei diese Hyperkanten
das gleiche Gewicht haben. Der Hypergraph fu¨r das Beispiel ist in Abbildung
3.9 illustriert. In diesem Szenario kann die Aggregationsfunktion auf die Parti-
tionierung des Hypergraphen durch Lo¨schen einer minimalen Anzahl von Hy-
perkanten abgebildet werden. Die Partitionierung von Hypergraphen ist be-
reits sehr gut erforscht und in [151] wird der HMETIS-Algorithmus [103] zur
Bestimmung des Aggregats genutzt. Der Algorithmus sucht nach Separatoren
von Hyperkanten, um den Hypergraphen in k nicht-verbundene Komponenten
mit ungefa¨hr gleicher Gro¨ße aufzuspalten.
Beim MCLA-Ansatz wird ein identischer Hypergraph konstruiert, wobei der
Algorithmus diesmal verbundene Hyperkanten zu Clustern gruppiert und ver-
schmelzt, so dass k Cluster entstehen. Im Anschluss daran wird jeder Punkt
dem entstandenen Cluster zugewiesen, in dem er am sta¨rksten beteiligt ist. Wie
in [93] angemerkt wird, gehen viele wichtige Informationen bei beiden Ansa¨tzen
verloren und sie sind deshalb fu¨r den Genexpressionsbereich nicht effektiv an-
wendbar.
c) Aggregation durch Finden von Cluster-Korrespondenzen
Anders als bei den Ansa¨tzen, die auf Datenpunktebene mit Hilfe einer Co-
Assoziationsmatrix eine Aggregation berechnen, werden in [18, 34, 37, 57, 90,
119] Lo¨sungen vorgeschlagen, die auf Basis von Korrespondenzen arbeiten. Die
Ansa¨tze ko¨nnen als Clustering von Clustern bezeichnet werden. Die Herausfor-
derung in diesem Lo¨sungsansatz besteht darin, unterschiedliche Markierungen
der Cluster in den Clusteringergebnissen aufeinander abzustimmen und ent-
sprechende Korrespondenzen zu finden. Werden die Clusteringergebnisse C˜1 =
(1, 1, 1, 2, 2, 2, 3, 3, 3) und C˜2 = (2, 2, 2, 3, 3, 1, 3, 1, 3) des Bespiels betrachtet, so
kann durch die A¨nderung der Markierungen von C˜2 in (1, 1, 1, 2, 2, 3, 2, 3, 2) die
ho¨chste U¨bereinstimmung mit C˜1 erzielt werden. In diesem Fall unterscheiden
sich nur noch die Markierungen der Datenpunkte x6, x7 und x9, womit die mini-
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male Differenz der beiden Vektoren erreicht ist. Eine bessere U¨bereinstimmung
kann nicht erzielt werden, da sich die beiden Ergebnisse in diesen Datenpunk-
ten unterscheiden. Um eine Menge von r Markierungsvektoren aufeinander
abzustimmen, werden in [18] Verfahren auf Basis der linearen Programmierung
pra¨sentiert, wobei zwischen beschra¨nkter und unbeschra¨nkter Suche differen-
ziert wird. Des Weiteren wird gezeigt, wie das Konzept der Singula¨rwertzerle-
gung (engl. Singular Value Decomposition) zur Lo¨sung herangezogen werden
kann. Sind die Korrespondenzen extrahiert, dann werden die einzelnen Daten-
punkte durch einen einfachen Mehrheitsentscheid auf die Cluster verteilt.
Die Arbeiten [159, 160, 161, 162, 163] gehen einen Schritt weiter und model-
lieren die Clustermarkierungen der Datenpunkte als Zufallsvariablen bezogen
auf eine Wahrscheinlichkeitsverteilung. Auf dieser Grundlage wird beispiel-
weise in [160] das Problem der Clustering Aggregation als Maximum-Likelihood-
Problem definiert und ein EM-Algorithmus [30] postuliert, um das Aggregat zu
berechnen. Sowohl die Verfahren zur Aggregation durch Finden von Cluster-
Korrespondenzen als auch die Hypergraph-basierten Verfahren nehmen keine
Verfeinerung der Clusteringergebnisse vor, wie die Verfahren mit den A-posteriori-
Wahrscheinlichkeiten es tun [92, 93, 193].
3.2.3. Anwendungsgebiete
Nach der formalen Problemdefinition und der Pra¨sentation vorhandener Aggre-
gationsfunktionen sollen noch einige Worte zu Anwendungsgebieten der Cluste-
ring Aggregation folgen. Das Anwendungsspektrum ist im Allgemeinen sehr
breit und umfasst die folgenden Gebiete:
Clustering kategorischer Daten: Die Clustering Aggregation stellt eine effek-
tive Methode bereit, um kategorische Daten zu partitionieren. Angenom-
men, eine Datenmenge mit den Tupeln t1, . . . , tn ist gegeben, wobei jedes
Tupel ti u¨ber einer Menge kategorischer Attribute A1, . . . , Am definiert
ist. Die Idee ist nun, jedes Attribut Aj als eine Mo¨glichkeit des Clustering
zu erachten: Wenn das Attribut Aj aus kj verschiedenen Items besteht,
dann partitioniert Aj die Datenmenge in kj Cluster. Die m Partitionie-
rungsergebnisse der m Attribute fungieren somit als Eingabemenge fu¨r
die Clustering Aggregation, um ein Clustering u¨ber alle m Attribute zu
berechnen. In [63] wird ein konkretes Beispiel gegeben.
Identifizierung der korrekten Clusteranzahl: Eine der wichtigsten Eigenschaf-
ten der Clustering Aggregation besteht darin, dass keine Anzahl von Clu-
stern spezifiziert werden muss, die im Aggregationsergebnis vorhanden
sein sollen. Die automatische Identifikation der korrekten Clusteranzahl
in einer Datenmenge ist ein komplexes Problem, welches einen hohen Stel-
lenwert im Bereich des Clustering hat. Durch die Problemstellung der
Clustering Aggregation ergibt sich jetzt eine Mo¨glichkeit, um dieser au-
tomatischen Identifikation einen Schritt na¨her zu kommen. Wenn viele
Clusteringergebnisse, die als Eingabe der Clustering Aggregation dienen,
zwei Datenpunkte in einen Cluster packen, dann ist es nicht von Vorteil,
diese beiden im Aggregationsergebnis zu trennen.
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Ausreißererkennung: Die Ausreißererkennung ist stark verknu¨pft mit der Iden-
tifizierung der korrekten Clusteranzahl. Ist ein Datenpunkt nicht nah zu
irgendeinem anderen Datenpunkt, so ist es bei der Clustering Aggregation
sinnvoll, diesen Punkt einem separaten Cluster zuzuordnen und schlus-
sendlich als Ausreißer zu definieren. Somit kann die Clustering Aggrega-
tion auch zur Ausreißererkennung eingesetzt werden.
Robustes Clustering: Verschiedene Clusteringverfahren haben unterschiedliche
Qualita¨ten und Nachteile. Einige Algorithmen sind fu¨r bestimmte Daten-
mengen besser geeignet als andere, beziehungsweise sind einige sensitiver
gegenu¨ber den Parameterbelegungen. Wie einige Arbeiten gezeigt haben,
kann durch die Aggregation von Ergebnissen verschiedener Partitionie-
rungsalgorithmen die Robustheit und die Qualita¨t des finalen Clustering
signifikant erho¨ht werden. Dieses Konzept der Aggregation und damit
verbundenen Steigerung der Qualita¨t ist ein etabliertes Verfahren, wel-
ches beispielsweise auch genutzt wird, um die Qualita¨t von Websuchen zu
erho¨hen [38].
Clustering heterogener Daten: Bisher ist die Clustering Aggregation nur im
Zusammenhang mit dem Clustering einer einzelnen Datenmenge betrach-
tet worden. Dieses Konzept ist auch auf Daten anwendbar, die u¨ber hete-
rogenen Attributen definiert sind und unvergleichbare Werte beinhalten.
Die Daten der Genexpressionsanalyse aus unterschiedlichen Studien sind
ein typischer Vertreter. Werden in mehreren Studien die gleichen Gene
untersucht, so kann mittels Clustering Aggregation ein studienu¨bergrei-
fendes, gen-orientiertes Clustering berechnet werden, da die Expressions-
werte der Studien nicht direkt vergleichbar sind; siehe Abschnitt 2.5.2.
3.3. Fazit
Der erste Teil dieses Kapitels beinhaltete einen U¨berblick klassischer Cluste-
ringverfahren und deren Anwendung auf Mikroarraydatensa¨tze. Dabei wurde
das breite Spektrum der Verfahren skizziert und einzelne Algorithmen wur-
den na¨her ero¨rtert. Daru¨ber hinaus wurden Probleme bei der Anwendung der
Algorithmen auf Realdaten angesprochen.
Der zweite Teil dieses Kapitels widmete sich der neuen Forschungsrichtung
Clustering Aggregation mit einer formalen Problemdefinition und der Darstel-
lung aktueller Lo¨sungsansa¨tze. Auf Basis der relevanten Literatur kann fest-
gehalten werden, dass die meisten Verfahren ein Aggregationsergebnis auf Ba-
sis der harten Zuordnungen der Datenpunkte zu Clustern berechnen. Einzig
die Aggregation auf Basis von A-posteriori -Wahrscheinlichkeiten [92, 93, 193]
verfeinert die Clusteringergebnisse, die als Eingabe zur Aggregation dienen.
Gerade im Kontext der Genexpressionsanalyse zeigt dieses Verfahren einige
Vorteile, da Detailinformationen u¨ber die Daten in der Aggregation beachtet
werden ko¨nnen [92, 93, 193].
Die noch offenen Punkte umfassen einerseits den genauen Ansatz zum stu-
dienu¨bergreifenden Clustering und andererseits die Bestimmung der Gewich-
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tungsfaktoren, die festlegen, mit welchem Anteil ein Clusteringergebnis in die
Berechnung des Aggregats einfliessen soll. Beide Aspekte sind bisher nicht hin-







Die Anzahl der weltweit durchgefu¨hrten Mikroarraystudien ist in den letzten
Jahren erheblich gestiegen und wird auch in den na¨chsten Jahren weiter zuneh-
men. Die Molekularbiologie wu¨rde davon profitieren, wenn studienu¨bergrei-
fende, inklusive plattformu¨bergreifende, Analysen mo¨glich wa¨ren, da damit re-
levante Studien anderer Forschergruppen in die eigene Analyse integriert werden
ko¨nnten. Die Ziele dabei sind, einerseits die Anzahl der eigenen Experimente
zu reduzieren und andererseits die Konfidenz der Resultate zu erho¨hen. Des
Weiteren ko¨nnen mit Hilfe studienu¨bergreifender Analysen auch neue Frage-
stellungen, wie beispielsweise die Identifikation von Gemeinsamkeiten zwischen
Tumoren, untersucht werden [32].
Die Bestimmung differenziell exprimierter Gene aus einer Menge von Stu-
dien ist mittels des Konzepts der Meta-Analyse mo¨glich, wie im Abschnitt 2.5
dargestellt ist. Bei dieser Meta-Analyse werden die Datensa¨tze jeder Studie
einem separaten statistischen Test unterzogen und die Ergebnisse anschließend
u¨ber einen angepassten statistischen Test zusammengefasst. Einige Arbeiten
[66, 141] haben die Nutzbarkeit dieses Konzepts fu¨r den Anwendungsbereich de-
monstriert. Die Bestimmung der differenziell exprimierten Gene repra¨sentiert
nur eine von drei mo¨glichen Analysemo¨glichkeiten fu¨r Mikroarraydatensa¨tze
[33]. Die Extraktion von Untergruppen gemeinsam regulierter Gene bildet eine
zweite Kategorie fu¨r das Anwendungsgebiet. Auch fu¨r diese Kategorie sind stu-
dienu¨bergreifende Analysen interessant, die jedoch bisher in der Literatur kaum
ero¨rtert wurden.
In diesem Kapitel wird der neue Ansatz des Mikroarray-Meta-Clustering
(MMC) pra¨sentiert, der ein studienu¨bergreifendes, gen-orientiertes Clusterin-
gergebnis berechnet [78, 79]. Den Ausgangspunkt bilden r Studien mit ihren
jeweiligen Mikroarraydatensa¨tzen D1, . . . , Dr, wobei die Studien eine hohe An-
zahl von gemeinsam untersuchten Genen aufweisen mu¨ssen, um Cluster ge-
meinsam regulierter Gene, u¨ber die Studien hinweg, extrahieren zu ko¨nnen.
Der MMC-Ansatz orientiert sich dabei am Aufbau der Meta-Analyse und be-
steht damit aus zwei Phasen. In der ersten Phase wird jeder Datensatz Di
(1 ≤ i ≤ r) einem gen-orientieren Clustering unterzogen, wie im Abschnitt 3.1
beschrieben ist. Die einzelnen Clusteringergebnisse werden dann entsprechend
des Konzepts der Forschungsrichtung Clustering Aggregation in der zweiten
Phase zusammengefasst. Diese Aggregatberechnung wird mittels eines Ver-
fahrens auf Basis einer Co-Assoziationsmatrix durchgefu¨hrt, wobei die Werte
dieser Matrix mit einem neuen Verfahren bestimmt werden. Dieses neue Ver-
fahren nimmt Anleihen an den Konzepten des Aggregationsverfahrens mit Hilfe
von A-posteriori -Wahrscheinlichkeiten [92, 93, 193] und ist somit der zweite An-
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satz, der eine Aufbereitung der einzelnen Clusteringergebnisse vornimmt, bevor
die Aggregation berechnet wird. Die Grundkonzepte des entwickelten MMC-
Ansatzes werden in den Abschnitten 4.1 und 4.2 im Detail erla¨utert.
Gerade im Bereich der Genexpressionsanalyse kann die Qualita¨t der Stu-
dien sehr stark variieren [126]. Ein Vorteil des MMC-Ansatzes besteht darin,
dass nicht jede Studie inklusive des entsprechenden Clusteringergebnisses mit
dem gleichen Gewicht in die Berechnung des Aggregationsergebnisses einflies-
sen muss. Die Bestimmung der Gewichtungsfaktoren kann dabei auf zwei un-
terschiedlichen Ebenen erfolgen: (1) Qualita¨t der Studien und (2) Qualita¨t der
Clusteringergebnisse. Dieser besondere Aspekt, der bisher nur wenig erforscht
ist, wird im Abschnitt 4.3 ero¨rtert. Zum Abschluss wird eine Verfeinerung
des MMC-Ansatzes in Abschnitt 4.4 pra¨sentiert, bevor im Abschnitt 4.5 eine
Zusammenfassung folgt.
4.1. Vorbetrachtung
Die folgende Betrachtung orientiert sich an der Darstellung von [85] und fu¨hrt
in den Bereich der Approximation einer Dichtefunktion fu¨r eine Datenmenge D
ein. Den Ausgangspunkt bildet dabei die nachfolgende Definition des Daten-
raumes und einer Datenmenge.
Definition 9 (Datenraum, Datenmenge)
Ein d-dimensionaler Datenraum F = F1 x F2 x . . . x Fd ist definiert
mittels d begrenzten Intervallen Fi ⊂ R, 1 ≤ i ≤ d. Die Datenmenge
D = {x1, x2, . . . , xn} ⊂ F ⊂ Rd besteht aus n d-dimensionalen Datenpunk-
ten xi ∈ F , 1 ≤ i ≤ n.
Die Dichtefunktion (engl. probability density function (PDF)) ist ein fun-
damentales Konzept der Statistik und kann als Basis fu¨r das Clustern einer
Datenmenge herangezogen werden [85, 86]. Eine wertvolle und effektive Me-
thode, um eine unbekannte Dichtefunktion einer Datenmenge abzuscha¨tzen,
stellen Scha¨tzverfahren mit Kernfunktionen dar [146, 148]. Dabei handelt es
sich um nichtparametrische Verfahren, die von keiner vordefinierten Verteilungs-
form ausgehen.
Definition 10 (Dichtescha¨tzung mittels Kernfunktionen)
SeiD = {x1, x2, . . . , xn} ⊂ F ⊂ Rd eine Datenmenge, h ein Gla¨ttungsfaktor
(engl. smoothness level) und || · || eine beliebige Metrik mit x, y ∈ F ,
dist(x, y) = ||x−y||, dann ist die Kerndichtefunktion fˆD(x) auf Basis einer












Im Bereich der Statistik sind verschiedene Kernfunktionen K entwickelt wur-
den. Die bekanntesten und am ha¨ufigsten eingesetzten Kernfunktionen stellen
die Dreiecksfunktion, die Rechteckfunktion sowie die Gaußfunktion dar. Zur
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(a) Datenmenge D (b) Rechteck (c) Gauß
Abbildung 4.1.: Beispiele fu¨r Dichtescha¨tzung mittels Kernfunktionen (aus
[85]).
Abscha¨tzung der Dichtefunktion wird die entsprechende Kernfunktion u¨ber je-
den Datenpunkt gelegt und anschließend aufsummiert, wie in Formel 4.1 der
Definition 10 dargestellt ist. In Abbildung 4.1(a) ist eine Datenmenge mit zwei-
dimensionalen Datenpunkten illustriert; die Abbildungen 4.1(b),(c) zeigen die
resultierenden Dichteabscha¨tzungen, wobei die Rechteck- und die Gaußfunktion
als Kernfunktion verwendet wurden. Durch diese Dichteabscha¨tzungen ko¨nnen
die vier Cluster der Datenmenge visuell gut erkannt werden, da jeder Clu-
ster durch einen Berg (hohe Datenpunktdichte) repra¨sentiert ist und die Berge
durch Ta¨ler (niedrige Datenpunktdichte) getrennt sind. Fu¨r dieses Beispiel ist
die Gaußfunktion am besten geeignet, da die Punktverteilungen innerhalb der
Cluster einer Gaußverteilung entsprechen. Eine ausfu¨hrlichere Einleitung in
diesen Bereich ist in [146, 148] zu finden.
Die Komplexita¨t zur Berechnung der Dichte an einem beliebigen Punkt x
betra¨gt O(n), wobei n die Anzahl der Datenpunkte der Datenmenge repra¨sen-
tiert. Zur Reduzierung dieser Komplexita¨t konzentrierten sich einige Forschungs-
arbeiten auf die Entwicklung approximativer Ansa¨tze. Der in [181] vorgeschla-
gene WARPing-Framework ist ein solcher Ansatz, wobei von einer Partitionie-
rung der Datenmenge ausgegangen wird. WARPing steht fu¨r Weighted Ave-
raging of Rounded Points und beinhaltet ein Verfahren zu Approximation von
fˆD. Es wird davon ausgegangen, dass fˆD mit einer Menge geeigneter Punkte
ausreichend genau angena¨hert werden kann.
Aufbauend auf dem WARPing-Framework, wird in [195] eine Approximation
von fˆD mit Hilfe von k Centroiden vorgeschlagen. Die Berechnung der geeigne-
ten Centroide erfolgt durch die Anwendung eines beliebigen Partitionierungs-
verfahrens, wie beispielsweise k-means [52] oder BIRCH [194]. Als Ergebnis des
Clusterings der Datenmenge D stehen folgende Informationen zur Verfu¨gung:
• C = {µi ∈ F : 1 ≤ i ≤ k} ist Menge der Centroide,
• I(x) = min{i : dist(x, µi) ≤ dist(x, µj)∀j ∈ {1, . . . , k}} ist eine Index-
funktion, die einen Punkt x seinem na¨chsten Centroiden zuordnet,
• µi(D) = {x ∈ D : I(x) = i} ist die Menge der Datenpunkte, die µi
(1 ≤ i ≤ k) als na¨chsten Centrodien haben,
• ni = |µi| ist die Anzahl der Punkte und σi die Standardabweichung der
Datenpunkte in µi(D).
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In dieser Approximation wird von einer Gaußfunktion als Kernfunktion und
einem Gla¨ttungsfaktor h ausgegangen. Diesmal wird die Kernfunktion nicht
u¨ber jeden Datenpunkt gelegt, sondern u¨ber jeden Cluster. Aus diesem Grund
werden die Centroide µi, die Standardabweichungen σi und die Anzahl der Da-
tenpunkte ni pro Cluster Ci beno¨tigt. Um die Dichte fˆC(x) an einem Daten-
punkt x zu approximieren, wird die Zugeho¨rigkeit des Datenpunktes zu jedem
Cluster bestimmt und diese Werte werden aufsummiert.
Abbildung 4.2 zeigt, dass sich diese Approximation fˆC nur minimal von fˆD
unterscheidet und fu¨r dieses Beispiel stets weniger als 10% Abweichung aufweist
(Abbildung 4.2(c)). Die zugrunde liegende Datenmenge ist identisch zu der, die
in Abbildung 4.1(a) illustriert ist. Wa¨hrend Abbildung 4.2(a) das Ergebnis der
Abscha¨tzung der Dichte fˆD zeigt, wird das Approximationsergebnis fˆC in Ab-
bildung 4.2(b) dargestellt, wobei dieses Ergebnis mittels einer Partitionierung
der Datenmenge in k = 50 Cluster berechnet wurde.
(a) fˆD, n = 200 (b) fˆC , k = 50 (c) fˆC − fˆD ≤ 10%
Abbildung 4.2.: Vergleich der Abscha¨tzung fˆD und Approximation fˆC der
Dichte fu¨r eine Datenmenge (aus [85]).
Die Komplexita¨t dieser Approximation fu¨r jeden Datenpunkt x ∈ D ist O(k),
wobei k die Anzahl der Centroide repra¨sentiert. Somit reduziert dieser Ansatz
die Komplexita¨t gegenu¨ber dem urspru¨nglichen Ansatz erheblich, da normaler-
weise k  n ist.
4.2. Zweiphasiger Aufbau
Der Ansatz des Mikroarray-Meta-Clustering (MMC) [78, 79] hat die Bestim-
mung eines studienu¨bergreifenden Clusteringergebnisses zum Zweck und be-
steht aus zwei Phasen. Dabei folgt er dem Paradigma der Meta-Analyse, die zur
Berechnung differenziell exprimierter Gene bei studienu¨bergreifenden Analysen
eingesetzt wird (siehe Abschnitt 2.5). Der Grundaufbau des MMC-Ansatzes
ist in Abbildung 4.3 am Beispiel dreier Studien (r = 3) und deren Mikroarray-
datensa¨tzen D1, D2 und D3 illustriert. In der ersten Phase, auch lokale Phase
genannt, wird jeder Datensatz einer Vorverarbeitung und einer lokalen Analyse,
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Abbildung 4.3.: Zweiphasiger Grundaufbau des Mikroarray-Meta-Clustering-
Ansatzes, illustriert an drei Studien.
d.h. Normalisierung und Clustering, unterzogen. Die lokalen Partitionierungs-
ergebnisse der einzelnen Studien werden in der zweiten, der globalen Phase zu
einem globalen Ergebnis aggregiert, wobei nicht jedes lokale Ergebnis mit dem
gleichen Gewicht in das Aggregat einfliessen muss. Das Aggregationsergebnis
wird nur aus den Ergebnissen der lokalen Analysen berechnet, ohne dass auf
die zugrunde liegenden Mikroarraydatensa¨tze zugegriffen wird.
4.2.1. Vorverarbeitung
Da ein studienu¨bergreifendes, gen-orientiertes Clusteringergebnis berechnet wer-
den soll, mu¨ssen die Identifikatoren der Gene innerhalb der Studien auf ein ein-
heitliches Schlu¨sselsystem umgestellt werden, um eine eindeutige Zuordnung zu
garantieren. Diese Art der Vorverarbeitung ist aber nur notwendig, wenn Stu-
dien in die Analyse einbezogen werden, die entweder unterschiedliche Mikroar-
raytechnologien oder Mikroarrays unterschiedlicher Hersteller nutzen. Tritt
diese Situation ein, so kann die Unigene-Datenbank [188] herangezogen wer-
den, um ein einheitliches Schlu¨sselsystem zu erzeugen. Die Unigene-Datenbank
ist eine vom National Center of Biotechnology Information (NCBI) verwaltete
Datenbank, in der DNA-Sequenzen aus den verschiedensten Organismen zu
Unigene-Clusteridentifikationsnummern (Unigene-CID) zugeordnet sind.
Die Eintra¨ge in dieser Unigene-Datenbank beziehen sich ausschliesslich auf
DNS-Sequenzen von Genen des Genoms im Zellkern. Kurze DNS-Sequenzen,
genannt EST (Expression Sequence Tag) werden aus cDNS gewonnen und
u¨ber Mechanismen des Sequenzvergleichs einem Unigene-Cluster zugeordnet.
Die cDNS wird wiederum aus der in einer Zelle vorhandenen mRNS (vgl.
Kapitel 2) durch die Reaktion der reversen Transkription generiert. Um ei-
65
4. Meta-Clustering-Ansatz fu¨r Mikroarraydatensa¨tze
ner hohen Falschklassifizierung vorzubeugen, werden einer Unigene-CID in der
Unigene-Datenbank nur Sequenzen von mindestens 100 Basenpaaren La¨nge
ohne Wiederholungen zugeordnet. Diese kurzen Sequenzen kommen als Pro-
ben bei der Genexpressionsanalyse zum Einsatz, um Ru¨ckschlu¨sse auf eventuell
exprimierte Gene zuzulassen. Hierbei kann es zu einer Abbildung mehrerer
Gene auf die gleiche Unigene-CID kommen. Man spricht dann von doppel-
ten Proben (engl. duplicate spots). Damit existiert auf einem Mikroarray
an mindestens zwei Orten genetisches Material, welches auf dieselbe Unigene-
Clusteridentifikationsnummer (z.B. Hs.1004) verweist. Grundsa¨tzlich wu¨rde
man erwarten, dass diese sich aus biologischer Sicht gleich verhalten [62], was
jedoch nicht generell der Fall ist. In einigen Szenarien variieren die Expressi-
onswerte zwischen den doppelten Proben sehr stark. Das kann zum einen auf
Unterschiede in den Experimentalbedingungen zuru¨ckgefu¨hrt werden; es ko¨nnte
sich aber auch um inkorrekte Clusterzuordnungen in der Unigene-Datenbank
selbst handeln. Deren Anteil an falsch klassifizierten Genen wird zum Teil auf
u¨ber 35% gescha¨tzt.
Nichtsdestotrotz mu¨ssen diese doppelten Zuordnungen bei der weiterfu¨hren-
den Auswertung von Mikroarrayexperimenten in Betracht gezogen werden. Be-
steht zwischen den Expressionswerten fu¨r die Eintra¨ge eine hohe Korrelation,
genu¨gt es, einen Eintrag als Repra¨sentanten auszuwa¨hlen. Ist das nicht der Fall,
dann ko¨nnen die Daten entweder ganz vernachla¨ssigt werden oder in Kombina-
tionen eingehen. Fu¨r den letzteren Fall wird nach der Selektion der doppelten
Eintra¨ge, je Eintrag und Datensatz, deren Kreuzprodukt gebildet. Die sich neu
ergebenden Zeilen werden unter der gleichen Unigene-CID, doch mit zusa¨tzli-
cher Versionsnummer, dem Datensatz hinzugefu¨gt.
Durch diese Abbildung auf die Unigene-CID, was fu¨r jeden Mikroarrayda-
tensatz einer Studie durchgefu¨hrt wird, ko¨nnen die Gene studienu¨bergreifend
und plattformu¨bergreifend einander zugeordnet werden. Diese Abbildung ist
eine notwendige Voraussetzung, um ein studienu¨bergreifendes Clusteringergeb-
nis mit dem MMC-Ansatz zu bestimmen.
4.2.2. Lokale Analyse
Nach dem Vorverarbeitungsschritt, der nicht notwendigerweise als Erstes in
der lokalen Phase ausgefu¨hrt werden muss, wird jeder Mikroarraydatensatz in
dem MMC-Ansatz einer separaten, lokalen Analyse unterzogen. Diese lokale
Analyse beinhaltet eine Normalisierung und eine Partitionierung. Als Norma-
lisierungsverfahren kommen die Techniken zum Einsatz, die im Abschnitt 2.4.2
beschrieben sind. Welche Methode fu¨r den jeweiligen Datensatz ausgewa¨hlt
wird, ha¨ngt von den Eigenschaften dieses Datensatzes und der Zielstellung der
Analyse ab. Richtlinien oder Empfehlungen werden hier nicht gegeben, sondern
die Auswahl wird dem Experten u¨berlassen.
Nach der Normalisierung wird jeder Datensatz Di = {gi,1, . . . , gi,M} einem
gen-orientierten Clustering unterzogen, wobei wiederum keine Einschra¨nkun-
gen beziehungsweise Vorgaben u¨ber das zu verwendende Verfahren gemacht
werden. Potenzielle Kandidaten sind beispielsweise k-Means oder DBSCAN
(siehe Abschnitt 3.1). Im Wesentlichen ha¨ngt die Auswahl des am besten ge-
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eigneten Verfahrens wiederum von den Eigenschaften der betrachteten Daten-
menge ab. Die einzige Annahme, die getroffen werden muss, ist, dass eine gute
Partitionierung des Mikroarraydatensatzes berechnet wird. Dazu ist es notwen-
dig, fu¨r den ausgewa¨hlten Algorithmus, die optimalen Parameterbelegungen zu
bestimmen.
Nachdem die Partitionierung fu¨r den Datensatz Di berechnet ist, muss dieses
Ergebnis so aufbereitet werden, dass in der zweiten Phase ein Aggregationser-
gebnis u¨ber der Menge von lokalen Partitionierungen mo¨glich ist. Die Aufberei-
tung eines lokalen Partitionierungsergebnisses resultiert in einem lokalen Modell
LMi (1 ≤ i ≤ r), welches alle lokalen Informationen, die fu¨r die globale Phase
beno¨tigt werden, entha¨lt. Diese Aufbereitung wird jetzt an dem in Abbildung
4.4 dargestellten Clusteringergebnis einer Datenmenge mit 6 zweidimensionalen
Datenpunkten verdeutlicht. Wie zu erkennen ist, besteht dieses Ergebnis aus
zwei Clustern C1 und C2, wobei die Punkte g1, g2, g3 den Cluster C1 und die
Punkte g4, g5, g6 den Cluster C2 bilden.
´
Abbildung 4.4.: Clusteringergebnis fu¨r die Darstellung der Aufbereitung des lo-
kalen Modells.
Bis auf das A-posteriori -Verfahren [92, 93, 193] zur Aggregationsberechnung
verwenden alle weiteren Ansa¨tze die harten Zuordnungen der Datenpunkte zu
den Clustern, wie sie von den Clusteringverfahren geliefert werden, als lokales
Modell (vgl. Abschnitt 3.2). Fu¨r die Mehrheit der Verfahren fungiert somit die








Tabelle 4.1.: Lokales Modell mit harten Zuordnungen der Datenpunkte zu den
Clustern.
Anzahl der Datenpunkte und k fu¨r die Anzahl der Cluster steht. Die Eintra¨ge
dieser Tabelle ko¨nnen nur die Werte 0 oder 1 annehmen, wobei eine 1 signali-
siert, dass der Datenpunkt sich im entsprechenden Cluster befindet, wa¨hrend
der Wert 0 darauf hinweist, dass der Datenpunkt sich nicht im entsprechenden
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Cluster befindet. Der Vorteil dieser Art des lokalen Modells besteht in der ein-
fachen Ableitbarkeit aus dem Clusteringergebnis. Auf der anderen Seite gehen
durch diese harten Zugeho¨rigkeitswerte aber jegliche Detailinformationen u¨ber
die Daten verloren und dem Clusteringergebnis wird eine sehr hohe Qualita¨t
unterstellt. Betrachtet man die Partitionierung aus Abbildung 4.4 und das lo-
kale Modell aus Tabelle 4.1, so ist ersichtlich, dass jegliche Information u¨ber die
A¨hnlichkeit von g3 und g4 verloren geht und daher nicht in die Berechnung des
Aggregats in der globalen Phase einbezogen werden kann.
A¨hnlich zum A-posteriori -Ansatz fu¨r die Aggregatberechnung [92, 93, 193],
wird beim MMC-Ansatz das lokale Clusteringergebnis einer weiteren Verar-
beitung unterzogen, um ein lokales Modell mit mehr Detailinformationen zu
extrahieren. Anstatt die A-posteriori -Wahrscheinlichkeiten zu berechnen, wird
sich des Konzepts der Approximation der Dichtefunktion fu¨r eine Datenmenge,
dargestellt in Abschnitt 4.2.1, bedient, um dichtebasierte Zugeho¨rigkeitswerte
der Datenpunkte zu den Clustern zu bestimmen.
Wird die entsprechende Formel 4.2 zur Approximation der Dichte weiter auf-
















Durch diese Formel kann ermittelt werden, wie stark jeder einzelne Cluster
zur Gesamtdichte des Datenpunktes x beitra¨gt. Die Summe der einzelnen Dich-





Bei den einzelnen Dichtewerten fˆC(x|µi) pro Datenpunkt und Cluster handelt
es sich um nicht-normalisierte Werte, womit eine direkte Vergleichbarkeit und






Durch diese Normalisierung wird der prozentuale Dichteanteil der einzelnen
Cluster auf die Gesamtdichte eines Datenpunktes x berechnet. Diese prozen-
tualen Werte werden jetzt als dichtebasierte Zugeho¨rigkeitswerte (engl. mem-
bership values) bezeichnet, da sie Auskunft daru¨ber geben, wie stark ein Daten-
punkt zu einem Cluster geho¨rt. Der Wertebereich dieser Zugeho¨rigkeitswerte
ist [0; 1]. Werte in der Na¨he von 1 signalisieren eine hohe Zugeho¨rigkeit zu
einem Cluster, da die anderen Cluster nur einen geringen Anteil an der Ge-
samtdichte aufweisen. Auf der anderen Seite weisen Werte in der Na¨he von 0
auf eine geringe beziehungsweise keine Zugeho¨rigkeit zum Cluster hin.
Diese dichtebasierten Zugeho¨rigkeitswerte werden fu¨r jeden Datenpunkt des










Tabelle 4.2.: Lokales Modell mit dichtebasierten Zugeho¨rigkeitswerten.
wiederum eine Zuordnungstabelle der Gro¨ße Nxk entsteht, die im MMC-Ansatz
als lokales Modell dient. Fu¨r das in Abbildung 4.4 dargestellte Clusteringer-
gebnis ergibt sich die Zuordnungstabelle 4.2.
Wie zu erkennen ist, weisen die Datenpunkte, die sich zusammen in einem
Cluster befinden, eine ho¨here dichtebasierte Zugeho¨rigkeit zum eigenen Cluster
auf als zu anderen, besonders ersichtlich ist dies fu¨r die Datenpunkte g1, g2, g5
und g6. Der Grund dafu¨r ist, dass diese Punkte klar separiert vom jeweils an-
deren Cluster liegen. Daru¨ber hinaus wird deutlich, dass fu¨r die beiden Punkte
g3 und g4 die Werte fu¨r die Cluster C1 und C2 relativ geringe Abweichungen
aufweisen. Der Einfluss beider Cluster auf die Gesamtdichte liegt jeweils bei
rund 50%, was darauf hinweist, dass beide Datenpunkte am Rande ihrer je-
weiligen Cluster liegen und beide Cluster an dieser Stelle einen sehr geringen
Abstand aufweisen. Derartige Informationen ko¨nnen eventuell gewinnbringend
in die Berechnung des Aggregats einfliessen.
Algorithmus 1 fasst die lokale Phase noch einmal zusammen. Jeder Mikroar-
raydatensatz Di (1 ≤ i ≤ r) wird in der ersten Phase des MMC-Ansatzes einer
Vorverarbeitung, einer Normalisierung und einer Partitionierung unterzogen.
Im Anschluss an die Partitionierung wird ein lokales Modell bestimmt, das als
Eingabe zur Berechnung des Aggregats herangezogen wird. A¨hnlich zum A-
Lokale Phase - Berechnung des lokalen Modells
Eingabe: Mikroarraydatensatz D = {g1, . . . , gM}
// Genexpressionsmatrix
Double[][] LM // Matrix fu¨r das lokale Modell
D = Vorverarbeitung( D )
Dnorm = Normalisierung( D )
C = Clustering( Dnorm )
for all gi ∈ Dnorm do
for all µj ∈ C do






Algorithmus 1 : Lokale Phase des MMC-Ansatzes.
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posteriori -Wahrscheinlichkeitsansatz fu¨r die Aggregatberechnung [92, 93, 193],
wird eine erweiterte Zuordnungstabelle als lokales Modell bestimmt. Diese Zu-
ordnungstabelle entha¨lt fu¨r jeden Datenpunkt und jeden Cluster einen dich-
tebasierten Zugeho¨rigkeitswert. Wa¨hrend die Komplexita¨t des A-posteriori -
Verfahrens [92, 93, 193] O(n2) ist, wird mit diesem Verfahren die Komplexita¨t
auf O(n · k) reduziert, wobei k  n ist.
4.2.3. Globale Phase
Die Aufgabe der zweiten, der globalen Phase des MMC-Ansatzes besteht darin,
ein aggregiertes Clusteringergebnis aus der Menge von r lokalen Modellen {LM1,
. . . , LMr} zu berechnen, die das Resultat der lokalen Phase sind. Dazu wird
aus der Menge von gegebenen lokalen Modellen ein globales Modell erstellt,
das dann zur Berechnung des Aggregats herangezogen wird. Wie bereits bei
der Mehrheit der Verfahren in der Forschungsrichtung Clustering Aggregation,
wird hier ebenfalls eine Co-Assoziationsmatrix der Gro¨ße NxN als globales
Modell MG genutzt, wobei N fu¨r die Anzahl der Datenpunkte steht. In diesem
globalen Modell wird fu¨r jedes Datenpunktpaar ein globaler Distanzwert - ein
A¨hnlichkeitswert - gespeichert, der sich aus den r lokalen Modellen ergibt.
Fu¨r jedes lokale Modell LMl (1 ≤ l ≤ r) kann eine separate Co-Assoziations-
matrix Ml bestimmt werden. Dazu werden die kl dichtebasierten Zugeho¨rig-
keitswerte z1, . . . , zkl , wobei kl fu¨r die Anzahl der Cluster in LMl steht, als
neue Eigenschaften der Gene aufgefasst. Die kl Eigenschaften spannen so-
mit einen kl-dimensionalen Datenraum auf, wobei jetzt jeder Datenpunkt gi
, (1 ≤ i ≤ N) mit seinem Zugeho¨rigkeitsvektor zi,1, . . . , zi,kl einen Datenpunkt
in diesem Raum darstellt. Mit Hilfe einer Distanzfunktion, beispielsweise der





(zi,d − zj,d)2. (4.5)
Der Wertebereich dieser euklidischen Distanz ist dabei [0,
√
2], da die Summe
der dichtebasierten Zugeho¨rigkeitswerte fu¨r jeden Datenpunkt genau 1 ist. Je
kleiner dieser Distanzwert ist, um so a¨hnlicher sind die zwei Datenpunkte. An-
gewendet auf das Beispiel (siehe Tabelle 4.2), stellt man eine hohe A¨hnlichkeit
der Datenpunkte innerhalb der Cluster fest, wobei auch eine hohe A¨hnlichkeit
zwischen g3 und g4 vorhanden ist, obwohl sie sich in verschiedenen Clustern
befinden.
Die berechneten Co-Assoziationsmatrizen M1, . . . ,Mr werden anschließend
folgendermaßen zu der globalen Matrix MG aggregiert, wie bereits in [92, 93,
193] vorgeschlagen wird:
MG = w1 ·M1 + w2 ·M2 + . . .+ wr ·Mr. (4.6)
U¨ber die Multiplikatoren w1, . . . , wr kann gesteuert werden, mit welchem Ge-
wicht die einzelnen Co-Assoziationsmatrizen M1, . . . ,Mr in die Aggregation
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eingehen sollen. Auf die Bestimmung der Gewichtungsfaktoren wird im nach-
folgenden Abschnitt ausfu¨hrlich eingegangen. Die einzige Bedingung, die die
Gewichtungsfaktoren einhalten mu¨ssen, ist folgende:
r∑
i=1
wi = 1. (4.7)
Mit MG existiert nun eine globale Co-Assoziationsmatrix, welche die Infor-
mationen der r Clusteringergebnisse in sich vereinigt. In einem letzten Schritt
mu¨ssen die globalen Cluster aus MG berechnet werden. Dazu ko¨nnen die in Ab-
schnitt 3.1 vorgestellten Clusteringverfahren genutzt werden. Auch hier ergibt
sich die Schwierigkeit, dass meist kein A-priori-Wissen u¨ber die Anzahl der Clu-
ster vorhanden ist. Wie bereits in vielen Ansa¨tzen zur Clustering Aggregation,
wird auch beim MMC-Ansatz ein hierarchisches Clustering eingesetzt, genauer
gesagt eine Top-down-Strategie. Ausgehend von einem globalen Cluster, der
alle Datenpunkte umspannt, wird der Datensatz schrittweise unterteilt und das
Clusteringergebnis verfeinert.
Algorithmus 2 fasst die globale Phase des MMC-Ansatzes noch einmal zusam-
men. Fu¨r jedes lokale Modell LMl, (1 ≤ l ≤ r) einer Studie wird eine separate
Co-Assoziationsmatrix Ml bestimmt. Diese r Matrizen werden addiert und
aus der globalen Matrix wird das Aggregationsergebnis mittels hierarchischem
Clustering extrahiert.
Globale Phase - Berechnung des Aggregationsergebnisses
Eingabe: Lokale Modelle LM1, . . . , LMr
for each LMi (1 ≤ i ≤ r) do
Berechne Mi // Co-Assoziationsmatrix fu¨r LMi
end
MG = w1 ·M1 + . . .+ wr ·Mr // Globale Matrix
Ergebnis = Hierarchisches Clustering( MG )
return Ergebnis
Algorithmus 2 : Globale Phase des MMC-Ansatzes.
4.3. Bestimmung der Gewichtungsfaktoren
Wie in der Beschreibung der globalen Phase und insbesondere in Formel 4.6
deutlich geworden ist, kann fu¨r jede Mikroarraystudie ein Gewicht angegeben
werden, mit welchem Anteil das zugeho¨rige Clusteringergebnis in die Berech-
nung der studienu¨bergreifenden Partitionierung eingehen soll. Dieser Aspekt
des MMC-Ansatzes ist von besonderer Bedeutung fu¨r das betrachtete Anwen-
dungsgebiet, da nicht alle Studien, inklusive der Experimente, die gleiche Qua-
lita¨t aufweisen [126] und somit die Studien unterschiedlich gewichtet werden
sollen. Die Bestimmung der Gewichtungsfaktoren kann dabei auf unterschied-
lichen Ebenen erfolgen:
1. Qualita¨t der Studien und
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2. Qualita¨t der lokalen Clusteringergebnisse.
4.3.1. Qualita¨t der Studien
Zur Bestimmung der Studienqualita¨t ko¨nnen verschiedene Kriterien herangezo-
gen werden. In Zusammenarbeit mit der Viszeral-, Thorax- und Gefa¨ßchirurgie
(VTG-Chirurgie) des Universita¨tsklinikums der Technischen Universita¨t Dres-
den, insbesondere mit Dr. phil. nat. Christian Pilarsky, sind eine Reihe von
technischen und biologischen Kriterien aufgestellt wurden [78, 79].
Technische Kriterien
Der Terminus technische Kriterien verweist auf die Eigenschaften der Mikroar-
rays beziehungsweise auf die technische Durchfu¨hrung der Experimente.
Existenz technischer und biologischer Replikate: Ein sinnvolles experimentel-
les Resultat kann schwer bestimmt werden, wenn keine Replikate vorhan-
den sind. Wa¨hrend technische Replikate dazu benutzt werden, um den
Hybridisierungsprozess zu validieren, werden biologische Replikate ver-
wendet, um die Extraktion der RNS aus den verschiedenen Samples zu
verifizieren. Gute Studien kennzeichnen sich dadurch, dass mindestens
drei Replikate betrachtet werden, um statistische Relevanz zu erhalten.
Weisen Studien Experimente auf, die keine oder nur wenige Replikate
nutzen, so kann angenommen werden, dass die Studien nicht qualitativ
hochwertig sind.
Variation innerhalb der Replikate: Wenn Replikate innerhalb der Experimente
vorhanden sind, so sollte die Varianz zwischen den Replikaten gering sein.
Eine geringe Varianz ist ein guter Indikator dafu¨r, dass die Experimente
mit hohen Standards durchgefu¨hrt wurden und die Ergebnisse reprodu-
zierbar sind.
Fehlende Datenpunkte: Fu¨r qualitativ hochwertige Analysen werden komplette
Datenmengen bevorzugt, wobei der Prozentsatz der Gene ohne gemessene
Expressionswerte gering ist. Nichtsdestotrotz kommt es sehr ha¨ufig vor,
dass einige Messwerte nicht bestimmt werden ko¨nnen. Die Gru¨nde dafu¨r
sind experimentelle Probleme oder selbstdefinierte Beschra¨nkungen, wie
zum Beispiel der Ausschluss negativer Expressionswerte (vgl. Kapitel 2).
Neben den eben beschriebenen Kriterien zur Bewertung von Studien kann
auch die Qualita¨t der Abtastergebnisse nach der Hybridisierung herangezogen
werden. Wie in Abschnitt 2.4 beschrieben, sind die Mikroarrays in l Spots
unterteilt und fu¨r die einzelnen Spots si, 1 ≤ i ≤ l werden im Scanschritt
Helligkeitswerte bestimmt, wobei hier Techniken aus dem Bereich der Bildver-
arbeitung genutzt werden. U¨blicherweise repra¨sentieren mehrere Pixel in einem
Bild einen Spot, was zur Bestimmung der Qualita¨t herangezogen werden kann.
Aus diesen extrahierten Helligkeitswerten der Spots werden spa¨ter die Expres-
sionswerte der Gene berechnet.
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Sa¨ttigung: Gute Abtastresultate von Mikroarray-Chips enthalten einen gerin-
gen Prozentsatz an gesa¨ttigten Pixeln innerhalb eines Spots. Vollsta¨ndig
gesa¨ttigte Spots sollten von der Analyse ausgeschlossen werden. Fu¨r jedes







Anzahl gute Pixel fu¨r Spot si
Anzahl aller Pixel fu¨r Spot si
.
Form: Zusa¨tzlich sollten die Spots eine kompakte, runde Form aufweisen, was
auf eine erfolgreiche Durchfu¨hrung des Experiments hinweist. Ein Form-







Bereich des Spots si
Umfang des Spots si
.
Homogenita¨t: Die Variation der Helligkeitswerte einzelner Pixel fu¨r einen Spot
sollte klein sein. Tritt diese Eigenschaft ein, so ist dies ein Indikator
fu¨r eine erfolgreiche Hybridisierung. Die Homogenita¨t u¨ber die einzelnen








wobei var(si) die Varianz der Pixel widerspiegelt, die den Spot si repra¨sen-
tieren.
Helligkeit: Da bei der Abtastung der Mikroarray-Chips Helligkeitswerte be-
stimmt werden, sollte das Signal-Rausch-Verha¨ltnis (engl. signal-to-noise
ratio (SNR)) hoch sein. Dieses Signal-Rausch-Verha¨ltnis ist u¨blicherweise
wie folgt definiert: SNR = NutzsignalleitstungRauschleistung . Daru¨ber hinaus signalisiert
ein hoher SNR-Wert, dass ausreichend biologisches Material in der Hy-
bridisierung gebunden hat.
Auf Basis dieser technischen Qualita¨tsmaße fu¨r einzelne Experimente la¨sst
sich ein technisches Qualita¨tsmaß QTS fu¨r eine Studie bestimmen. Geht man
davon aus, dass in einer Studie M Experimente involviert sind, so kann QTS als








(SATi + SHPi +HOMi + SNRi).
Mit QTS existiert jetzt ein Qualita¨tsmaß fu¨r Mikroarraystudien, das genutzt
werden kann, um die Gewichtungsfaktoren fu¨r den MMC-Ansatz zu berechnen.
In dem MMC-Ansatz wird ein Clusteringergebnis aus r Studien extrahiert,
wobei jetzt jede Studie Sj (1 ≤ j ≤ r) u¨ber ein solches Qualita¨tsmaß verfu¨gt.
Aus der Menge der Qualita¨tsmaße {QTS1 , . . . , QTSr} lassen sich die Gewichte der
Studien wie folgt bestimmen:
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Neben den technischen ko¨nnen auch biologische Kriterien herangezogen werden,
um die Qualita¨t der Studien abzuscha¨tzen.
Beschreibung der Samples: Innerhalb der Genexpressionsanalyse ist die Be-
schreibung der benutzten Samples von großer Bedeutung. Die oft unzu-
reichende Beschreibung der Studien stellt ein Problem dar, trotz existie-
render Standards wie Minimal Information About Microarray Experiment
(MIAME), das Microarray Gene Expression Object Model und die ent-
sprechende Microarray Gene Expression Markup Language (MAGEML)
(siehe Abschnitt 2.5). Die Vollsta¨ndigkeit der Beschreibung, insbesondere
die Beschreibung der Samples, kann zur Gewichtung der Studien heran-
gezogen werden. Die Gewichtung ha¨ngt dabei stark von der Zielsetzung
der studienu¨bergreifenden Analyse ab. Sollen beispielsweise Studien ge-
meinsam analysiert werden, die unterschiedliche Tumore untersuchten, so
werden die zeitlichen Einstufungen der Gewebe als auch die U¨berlebens-
zeiten der Patienten beno¨tigt, um die Expressionswerte in einen zeitlichen
Zusammenhang zu bringen.
Qualita¨t der RNS: Die Qualita¨t der RNS der untersuchten Samples sollte in
die Bestimmung der Qualita¨t der Studien einbezogen werden, da die Qua-
lita¨t des Eingabematerials (RNS) auch die Qualita¨t der Ausgabe (Expres-
sionswerte) definiert.
Qualita¨t der Proben: Neben der Qualita¨t der RNS der untersuchten Samples
hat insbesondere die extrahierte mRNS, die fu¨r die Experimente genutzt
wird, einen erheblichen Einfluss auf die Qualita¨t der Expressionswerte.
Aus diesem Grund sollte die Extraktion der mRNS mit hohen Standards
durchgefu¨hrt werden, um qualitativ hochwertige Studien zu erhalten.
Die in diesem Abschnitt vorgestellten technischen und biologischen Krite-
rien, nach denen sich die Qualita¨t der Studien abscha¨tzen la¨sst, repra¨sentieren
einen ersten Kriterienkatalog. Auf die Darstellung eines umfassenden Modells
zur Bestimmung der Gewichtungsfaktoren auf Basis dieser Kriterien wird an
dieser Stelle verzichtet, da eine Vielzahl der notwendigen Informationen ge-
genwa¨rtig nur schwer zuga¨nglich sind. Nichtsdestotrotz soll diese Betrachtung
zur allgemeinen Qualita¨tsdiskussion von Studien beitragen und zeigen, dass ein
Qualita¨tsmaß dringend beno¨tigt wird, insbesondere, da schon bewiesen wurde,
dass die Qualita¨t der Studien sehr stark variiert [126].
4.3.2. Qualita¨t der Clusteringergebnisse
Neben der Qualita¨t der Studien kann ebenso die Qualita¨t, oftmals auch als
Gu¨te bezeichnet, der Clusteringergebnisse herangezogen werden, um die Ge-
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wichtungsfaktoren wi (1 ≤ i ≤ r) zu bestimmen. Je besser die Gu¨te eines
Ergebnisses ist, desto sta¨rker sollte dieses in die Berechnung des Aggregats
einfliessen. Ein Beispiel fu¨r ein Gu¨temaß eines Clusteringergebnisses ist der
Silhouetten-Koeffizient [44, 105], der unabha¨ngig von der Anzahl der Cluster
ist. Ausgangspunkt ist wiederum eine Datenmenge D = {x1, . . . , xN} und eine
Zerlegung C˜ dieser Datenmenge in k Cluster C1, . . . , Ck. Nach [105] wird die




Dabei ist a(xi) der Abstand des Datenpunktes xi zu seinem Repra¨sentanten
des Clusters, d.h. dem Centroiden seines Clusters, und b(xi) der Abstand zum
Repra¨sentanten des ”Nachbar-Clusters“. Der Ausdruck max{a(xi), b(xi)} steht
fu¨r die gro¨ßte Distanz eines Datenpunktes des Clusters zu seinem ”Nachbar-
Cluster“. Fu¨r die Silhouette s(xi) eines Datenpunktes xi gilt: −1 ≤ s(x) ≤ 1.
Dieser Wert ist ein Maß dafu¨r, wie gut die Zuordnung eines Datenpunktes xi
zu seinem Cluster ist. Je gro¨ßer der Wert von s(xi) ist, desto besser ist die
Zuordnung von xi zu seinem Cluster.
Der durchschnittliche Wert der Silhouetten s(xi) aller Datenpunkte xi eines
Clusters kann als Maß fu¨r die Gu¨te des Clusters aufgefasst werden [44, 105].
Ausgehend von dieser Gu¨te pro Cluster ist der Silhouetten-Koeffizient fu¨r ein








Genauso wie fu¨r die Datenpunkte xi, gilt auch hier die Regel, dass mit gro¨ße-
rem Wert von s(C˜) auch das Clusteringergebnis C˜ um so besser wird. Nach
[44, 105] kann der Silhouetten-Koeffizient wie folgt interpretiert werden:
• starke Struktur: 0.70 < s(C) ≤ 1.00,
• brauchbare Struktur: 0.50 < s(C) ≤ 0.70,
• schwache Struktur: 0.25 < s(C) ≤ 0.50.
Im Zusammenhang mit dem konkreten Einsatzgebiet im MMC-Ansatz ist die
Verwendung dieses Silhouetten-Koeffizienten ungeeignet, da die Berechnung auf
den Rohdaten basiert und damit zusa¨tzlicher Rechenaufwand notwendig ist, um
beispielsweise den ”Nachbar-Cluster“ fu¨r jeden Datenpunkt zu bestimmen. Auf
der anderen Seite entha¨lt das berechnete lokale Modell im MMC-Ansatz sehr
detaillierte Informationen, die zur Berechnung eines Gu¨temaßes genutzt werden
ko¨nnen.
Beispiel 1: In Abbildung 4.5(a) ist ein Clusteringergebnis einer Datenmenge
mit 200 zweidimensionalen Datenpunkten dargestellt, die zwei klar separierte
Cluster entha¨lt. Die Datenmenge ist synthetisch generiert und die Partitio-
nierung ist mittels k-means (k = 2) bestimmt wurden. Wird der Silhouetten-
Koeffizient entsprechend der Formel 4.8 berechnet, so ergibt sich fu¨r dieses
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Abbildung 4.5.: Beispiel 1 - Clusteringergebnis und lokales Modell fu¨r starke
Struktur.
Ergebnis ein Wert, der fu¨r starke Struktur steht. Das lokale Modell fu¨r dieses
Clusteringergebnis ist in Abbildung 4.5(b) illustriert. Auf der x-Achse sind die
Datenpunkte sortiert nach den Clustern abgetragen, wa¨hrend auf der y-Achse
die dichtebasierten Zugeho¨rigkeitswerte abgebildet sind. Wie zu erkennen ist,
weisen die Datenpunkte eine sehr hohe dichtebasierte Zugeho¨rigkeit zum eige-
nen Cluster auf und nur eine sehr geringe zum jeweils anderen Cluster.
Beispiel 2: In Abbildung 4.6(a) ist ein Clusteringergebnis einer Datenmenge
mit 200 zweidimensionalen Datenpunkten dargestellt, die nur einen Cluster
entha¨lt. Betrachtet man jetzt das Clusteringergebnis und das entsprechende
lokale Modell aus den Abbildungen 4.6(a,b), so sind klare Unterschiede zum
Beispiel 1 ersichtlich. Rein visuell kann dem Clustering, das ebenfalls mittels
k-means (k = 2) bestimmt worden ist, keine gute Qualita¨t attestiert werden,
da im Wesentlichen nur ein Cluster erkennbar ist. Diese Beobachtung wird
sowohl durch den Silhouetten-Koeffizienten, der auf eine schwache Struktur
hinweist, als auch durch das lokale Modell unterstu¨tzt. Aus Abbildung 4.6(b)
des lokalen Modells ist ersichtlich, dass alle Datenpunkte zu beiden Clustern
eine rund 50-prozentige Zugeho¨rigkeit aufweisen und somit von keiner klaren
Differenzierung der Cluster gesprochen werden kann. Auf der anderen Seite
Abbildung 4.6.: Beispiel 2 - Clusteringergebnis und lokales Modell fu¨r schwache
Struktur.
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Abbildung 4.7.: Beispiel 3 - Clusteringergebnis und lokales Modell fu¨r brauch-
bare Struktur.
ist aber ersichtlich, dass die Punkte zum eigenen Cluster eine leicht ho¨here
dichtebasierte Zugeho¨rigkeit aufweisen, als zum ”Nachbar-Cluster“.
Beispiel 3: Abbildung 4.7 stellt eine Vereinigung der beiden vorherigen Bei-
spiele dar, wobei ein Cluster sehr gut identifiziert ist und der andere Cluster
nicht. Das Clusteringergebnis ist wiederum mittels k-means (k = 3) extrahiert
worden und der Silhouetten-Koeffizient weist auf eine brauchbare Struktur hin.
Die nicht optimale Zerlegung der Datenmenge ist sowohl visuell in Abbildung
4.7(a) erkennbar als auch mit Hilfe des lokalen Modells in Abbildung 4.7(b)
belegbar. Ein Teil der Datenpunkte weist eine hohe dichtebasierte Zugeho¨rig-
keit zu einem Cluster auf, wa¨hrend die dichtebasierte Zugeho¨rigkeit zu den
restlichen Clustern sehr gering ist. Auf der anderen Seite weisen die restlichen
Datenpunkte eine rund 50-prozentige Zugeho¨rigkeit zu zwei Clustern auf, was
auf eine nicht optimale Zerlegung hinweist.
Aus diesen Experimenten und den abgeleiteten Erkenntnissen lassen sich fol-
gende Schlussfolgerungen ziehen:
• Der gro¨ßte dichtebasierte Zugeho¨rigkeitswert fu¨r einen Datenpunkt signa-
lisiert den Cluster, der diesem Punkt zugeordnet werden sollte.
• Der zweitgro¨ßte dichtebasierte Zugeho¨rigkeitswert fu¨r einen Datenpunkt
spiegelt den ”Nachbar-Cluster“ wider.
• Unterscheiden sich diese beiden Werte signifikant, so ist der entsprechende
Datenpunkt gut klassifiziert.
Auf dieser Grundlage kann jetzt eine angepasste Silhouette s∗(xi) fu¨r die





Dabei ist a∗(xi) der gro¨ßte und b∗(xi) der zweitgro¨ßte Wert aus der Menge von
dichtebasierten Zugeho¨rigkeitswerten fu¨r den Datenpunkt xi. In diesem Fall
gilt fu¨r die Silhouette s∗(xi) eines Datenpunktes xi: 0 < s∗(xi) ≤ 1. Dieser
77
4. Meta-Clustering-Ansatz fu¨r Mikroarraydatensa¨tze
(a) Beispiel 1 (b) Beispiel 2 (c) Beispiel 3
Abbildung 4.8.: Silhouetten-Werte fu¨r die Datenpunkte der Beispiele.
Silhouettenwert ist wiederum ein Maß dafu¨r, wie gut die Zuordnung eines Da-
tenpunktes xi zu seinem Cluster ist. Je gro¨ßer der Wert von s∗(xi) ist, desto
besser ist die Zuordnung von xi zu seinem Cluster. In Abbildung 4.8 sind die
Silhouetten fu¨r die Datenpunkte der Clusteringergebnisse aus den drei Beispie-
len dargestellt. Wie aus den Abbildungen ersichtlich ist, werden die getroffenen
Aussagen fu¨r die Beispiele durch die Silhouetten-Werte der Datenpunkte un-
terstu¨tzt.
Mit Hilfe dieser Definition der Silhouette kann ein angepasster Silhouetten-










Fu¨r die Beispiele ergeben sich folgende, angepasste Silhouetten-Koeffizienten:
• Abbildung 4.5 => 0.97 : starke Struktur,
• Abbildung 4.6 => 0.24 : schwache Struktur,
• Abbildung 4.7 => 0.52 : brauchbare Struktur.
Damit weist der angepasste Silhouetten-Koeffizient auf die gleichen Strukturen
hin und kann zur Bestimmung der Gu¨te eines Clusteringergebnisses herange-
zogen werden. Aus den r Silhouetten-Koeffizienten s∗(C˜1), . . . , s∗(C˜r) der r







4.4. Verfeinerung des Ansatzes
Die bisherigen Betrachtungen konzentrierten sich sehr stark auf den Anwen-
dungsbereich der Genexpressionsanalyse und der pra¨sentierte zweiphasige Mikro-
array-Meta-Clustering-Ansatz ermo¨glicht ein studienu¨bergreifendes Clustering.
Auf der anderen Seite kann der Kernansatz, d.h. die Aggregation unterschied-
licher Clusteringergebnisse, auch auf andere Bereiche angewendet werden, wie
sie allgemein in der Forschungsrichtung Clustering Aggregation ero¨rtert werden.
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Abbildung 4.9.: Clustering einer Datenmenge mit Hilfe des entwickelten
Ansatzes.
Anstatt von einer Menge unterschiedlicher Datensa¨tze auszugehen, ist der
entwickelte Ansatz auch nur zur Partitionierung einer einzelnen Datenmenge
anwendbar, wie in Abbildung 4.9 dargestellt ist. An der bisherigen Vorgehens-
weise a¨ndert sich nichts; mit Standardverfahren des Clusterings wird eine Menge
von lokalen Partitionierungen in der ersten Phase berechnet, die in der zwei-
ten Phase zusammengefu¨hrt werden. Die Gewichte bestimmen sich in diesem
Fall nur u¨ber die Qualita¨t der lokalen Clusteringergebnisse (Abschnitt 4.3.2).
Wie bereits andere Arbeiten im Bereich der Clustering Aggregation aufgezeigt
haben, lassen sich damit bessere Partitionierungen einer Datenmenge bestim-
men als mit klassischen Clusteringverfahren wie k-means [52] oder DBSCAN
[43]. Der Einfluss der Gewichtungsfaktoren, inklusive deren Bestimmungsvari-
anten auf Basis der Gu¨te von Clusteringergebnissen, wird in der Evaluierung
untersucht.
Diese Art der Extraktion einer Partitionierung aus einer Datenmenge kann
wiederum effektiv im MMC-Ansatz eingesetzt werden, um qualitativ hochwer-
tige lokale Clusteringergebnisse zu bestimmen. Damit kann der getroffenen
Annahme guter lokaler Clusteringergebnisse entsprochen werden, indem zur
Berechnung der lokalen Clusteringergebnisse ebenfalls ein zweiphasiger Ansatz
gewa¨hlt wird. Diese Verfeinerung des MMC-Ansatzes ist in Abbildung 4.10 an
zwei Studien illustriert.
4.5. Zusammenfassung
In diesem Kapitel ist ein zweiphasiges Verfahren beschrieben wurden, um ein
studienu¨bergreifendes Clusteringergebnis im Anwendungsgebiet der Genexpres-
sionsanalyse zu berechnen. In der ersten Phase wird jede Studie mit ihrem ent-
sprechenden Datensatz einer lokalen Analyse, Normalisierung und Clustering
unterzogen. Das lokale Clusteringergebnis wird im Anschluss aufbereitet, in-
dem dichtebasierte Zugeho¨rigkeitswerte zu den Clustern fu¨r jeden Datenpunkt
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Abbildung 4.10.: Verfeinerung des MMC-Ansatzes.
berechnet werden. Im Gegensatz zu der Mehrheit der Verfahren im Bereich der
Clustering Aggregation werden nicht die harten Zuordnungen der Datenpunkte
zu Clustern weiterverwendet, sondern sogenannte weiche Zuordnungen, wie es
auch in den Arbeiten [92, 93, 193] mit der A-posteriori -Wahrscheinlichkeit po-
stuliert ist.
In der globalen Phase werden diese weichen dichtebasierten Zuordnungen ge-
nutzt, um eine Co-Assoziationsmatrix aufzubauen, aus der das Aggregationser-
gebnis mit Hilfe eines hierarchischen Clusterings extrahiert wird. In dieser glo-
balen Phase kann jeder Studie ein Gewichtungsfaktor zugeordnet werden, mit
welchem Anteil diese Studie, inklusive des Clusteringergebnisses, in die Aggre-
gation eingehen soll. Die Bestimmung der Gewichtungsfaktoren ist umfassend
im Abschnitt 4.3 diskutiert wurden, wobei sowohl die Qualita¨t der Studien als
auch die Gu¨te der Clusteringergebnisse zur Berechnung der Gewichte herange-
zogen werden ko¨nnen.
Daru¨ber hinaus wurde im Abschnitt 4.4 gezeigt, dass die Kernidee des MMC-
Ansatzes zur Partitionierung von nur einer Datenmenge anwendbar ist. Diese
Situation dient u¨blicherweise als Grundlage fu¨r die Clustering Aggregation, um
ein robusteres und qualitativ ho¨herwertiges Partitionierungsergebnis zu bestim-
men. Dieser Aspekt ist in einer weiteren Arbeit [77] aufgegriffen worden, um
ein Clustering unpra¨ziser Daten durchzufu¨hren. Dabei ist an dem Kernansatz
nichts vera¨ndert worden; darum wird an dieser Stelle nicht na¨her auf diese
Arbeit eingegangen. Nichtsdestotrotz konnte damit gezeigt werden, dass der









Aufbauend auf den bisher pra¨sentierten Datenanalyseprozessen, widmet sich
dieser dritte Teil nun dem infrastrukturellen Teil der Dissertation, na¨mlich der
Einbettung komplexer Datenanalyseprozesse in serviceorientierte Umgebungen.
Der Begriff der serviceorientierten Architektur (SOA) ist gegenwa¨rtig in aller
Munde, wenn es um die Gestaltung einer unternehmensweiten und unterneh-
mensu¨bergreifenden Anwendungslandschaft geht. Dabei ist der Grundgedanke
einer SOA nicht von technischer Natur, sondern durch eine SOA soll die Technik
in den Hintergrund und Gescha¨ftsprozesse sollen in der Vordergrund gedru¨ckt
werden. Ein Gescha¨ftsprozess (engl. business process) beschreibt in der Re-
gel eine Menge von miteinander verbundenen Aktivita¨ten zum Erreichen eines
bestimmten Ziels, das einen Mehrwert fu¨r das Unternehmen generiert und di-
rekt (Kerngescha¨ft) oder indirekt (Unterstu¨tzungsprozess) zur Wertscho¨pfung
beitra¨gt [187].
Eine Herausforderung, vor der heutige Unternehmen stehen, ist die flexible
Anpassung ihrer Gescha¨ftsprozesse an sich sta¨ndig wandelnde Rahmenbedin-
gungen. Genau dieser Herausforderung stellt sich die SOA mit ihrem Grundsatz
der lose gekoppelten Dienste (engl. service), die untereinander kommunizieren
und flexibel miteinander zusammengestellt werden ko¨nnen [41, 42, 182]. Zen-
traler Punkt sind somit Dienste, die folgende Eigenschaften aufweisen:
1. Ein Dienst ist in sich abgeschlossen, eigensta¨ndig nutzbar und u¨ber ein
Netz verfu¨gbar.
2. Ein Dienst ist plattformunabha¨ngig und verfu¨gt u¨ber eine standardisierte
Schnittstelle.
3. Ein Dienst ist im Netzwerk auffindbar und kann mit anderen Diensten
kombiniert werden.
Diese Aspekte der SOA sind natu¨rlich nicht nur von Interesse fu¨r Gescha¨ftspro-
zesse, sondern auch fu¨r den Bereich der Datenanalyse, insbesondere fu¨r kom-
plexe Datenanalyseprozesse [76, 158]. Bevor im na¨chsten Kapitel eine angepas-
ste SOA-Realisierungsvariante fu¨r diesen Komplex pra¨sentiert wird, skizziert
dieses Kapitel die charakteristischen Merkmale von komplexen Datenanalyse-
prozessen im Abschnitt 5.1. Daru¨ber hinaus wird die gegenwa¨rtig etablierteste
SOA-Realisierungsform im Detail ero¨rtert und Schwachpunkte fu¨r den Anwen-
dungskontext werden aufgezeigt (Abschnitt 5.2). Des Weiteren wird eine date-
norientierte Infrastruktur vorgestellt, die zur Beseitigung dieser Schwachpunkte
schlussendlich herangezogen wird (Abschnitt 5.3).
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5.1. Charakteristische Merkmale
Das Deutsche Institut fu¨r Normung e.V. hat in verschiedenen Normen den Be-
griff Prozess definiert (EN ISO 9000:2005 bzw. DIN 66201) und versteht dar-
unter eine Gesamtheit von in Wechselwirkung stehenden Vorga¨ngen, welche
gegebene Eingaben in Ergebnisse umwandelt [59, 60]. Mit diesem sehr abstrak-
ten Begriff la¨sst sich eine Vielzahl von Szenarien beschreiben, wobei sowohl der
Gescha¨ftsprozess als auch der Datenanalyseprozess zwei Spezialformen darstel-
len. Beide beschreiben eine Menge von miteinander verbundenen Aktivita¨ten
zum Erreichen eines bestimmten Ziels. Das Ziel der Gescha¨ftsprozesse ist es,
einen Mehrwert fu¨r das jeweilige Unternehmen zu generieren und direkt (Kern-
gescha¨ft) oder indirekt (Unterstu¨tzungsprozess) zur Wertscho¨pfung beizutra-
gen [187]. Bei Datenanalyseprozessen besteht das Ziel darin, Wissen aus Daten
(semi-)automatisch zu extrahieren, welches gu¨ltig, bisher unbekannt und poten-
ziell nu¨tzlich ist [44]. Bis auf die Zielsetzung sind sich somit Gescha¨ftsprozess
und Datenanalyseprozess sehr a¨hnlich, wobei die markanten Unterschiede im
Detail liegen und wie folgt beschrieben werden ko¨nnen.
Merkmal der Aktivita¨ten: Die Aktivita¨ten bei Datenanalyseprozessen mu¨ssen
in der Regel große Datenmengen verarbeiten, was bei Gescha¨ftsprozessen
nicht unbedingt anzunehmen ist. Dieses Merkmal bedarf eigentlich keiner
weiteren Erkla¨rung, da mit Hilfe verschiedener Aktivita¨ten Wissen aus
den Daten extrahiert werden soll und damit die Aktivita¨ten zwangsweise
die Daten verarbeiten mu¨ssen.
Merkmal der Prozesse: Daru¨ber hinaus mu¨ssen große Datenmengen zwischen
den Aktivita¨ten bei Datenanalyseprozessen bewegt werden, was nicht dem
allgemeinen Fall bei Gescha¨ftsprozessen entspricht. Dieses Unterschei-
dungsmerkmal resultiert aus der Tatsache, dass Datenanalyseprozesse aus
einer Menge von miteinander verbundenen Aktivita¨ten bestehen und zwi-
schen diesen Aktivita¨ten die zu verarbeitenden Daten ausgetauscht wer-
den mu¨ssen.
Abbildung 5.1 verdeutlicht diese beiden Merkmale am Beispiel des entwickel-
ten MMC-Ansatzes, in dem explizite Kontroll- und Datenflu¨sse mit Annotatio-
nen eingezeichnet sind. Wa¨hrend der Kontrollfluss aufzeigt, wie die Aktivita¨ten
miteinander verbunden sind, verdeutlichen die Datenflu¨sse, zwischen welchen
Aktivita¨ten ein Datenaustausch stattfindet. In dem abgebildeten Prozess bil-
den zwei Studien mit ihren jeweiligen Studiendaten den Ausgangspunkt, wobei
die jeweiligen Daten u¨ber zwei Aktivita¨ten fu¨r den Datenanalyseprozess zur
Verfu¨gung gestellt werden. Die Daten werden u¨blicherweise in Matrixform be-
reitgestellt (siehe Abschnitt 2.4). Die Gro¨ße dieser Matrizen ist NxMS , wobei
N die Anzahl der Gene und MS die Anzahl der untersuchten Samples in der
Studie S darstellen. In der heutigen Zeit werden zwischen 103 und 104 Gene
untersucht; in naher Zukunft soll die Anzahl auf 106 steigen. Die Anzahl der
Samples einer Studie liegt bei rund 100, kann aber auch ho¨her sein. Damit wird
dieser komplexe Datenanalyseprozess mit erheblichen Datenmengen initiiert.
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Abbildung 5.1.: MMC-Ansatz mit expliziter Darstellung der Kontroll- und Da-
tenflu¨sse.
Entsprechend des pra¨sentierten MMC-Ansatzes aus Kapitel 4 werden die Da-
ten jeder Studie einer separaten Vorverarbeitung, Normalisierung und einem
Clustering unterzogen. Diese Aktivita¨ten mu¨ssen so ausgelegt sein, dass sie
eine effiziente Verarbeitung der Studiendaten ermo¨glichen. Daru¨ber hinaus ist
in Abbildung 5.1 zu erkennen, dass sich die Datenmenge durch die jeweiligen
Aktivita¨ten erst einmal nicht verringert. Erst durch die Clustering-Aktivita¨t
reduziert sich die Matrix auf eine Gro¨ße von NxkS , wobei kS die Anzahl der
identifizierten Cluster in der Studie S darstellt. Weiterhin anzumerken ist die
folgende Eigenschaft: kS MS .
Die erzeugte Matrix der Clustering-Aktivita¨t ist dann die Eingabe sowohl
fu¨r die Aktivita¨t der Qualita¨tsmessung (siehe Abschnitt 4.3) als auch fu¨r die
Berechnung des Aggregationsergebnisses. Die Ausgabe der Aktivita¨t der Qua-
lita¨tsmessung ist ein numerischer Wert, der als Steuerungsparameter in die
Aktivita¨t Aggregation einfliesst. Fu¨r die Bestimmung des Aggregationsergeb-
nisses mu¨ssen die Ergebnisse der beiden Clustering-Aktivita¨ten vorher vereinigt
werden, um eine integrierte Datenmenge fu¨r die Aggregation zu erzeugen. Im
Gegensatz zu den bisherigen Betrachtungen werden somit die Daten nicht nur
zwischen den Aktivita¨ten direkt ausgetauscht, sondern es werden erweiterte
Verarbeitungsmechanismen auf den Daten ausgefu¨hrt, bevor die Ausgaben von
Aktivita¨ten als Eingabedaten fu¨r eine andere Aktivita¨t zur Verfu¨gung stehen.
Bei dem in Abbildung 5.1 dargestellten Vereinigungsoperator handelt es sich
somit nicht um eine Aktivita¨t im klassischen Sinne, sondern um einen reinen
Datenfluss-Operator. Diese Beobachtung wird durch die Tatsache unterstu¨tzt,
dass der Operator nicht in den Kontrollfluss eingebunden ist, sondern allein auf
Datenfluss-Ebene existiert.
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Mit Hilfe dieses Beispiels und der entsprechenden Erla¨uterungen la¨sst sich
jetzt eine Definition fu¨r den Begriff komplexer Datenanalyseprozess erbringen.
Diese Definition bildet die Grundlage fu¨r die nachfolgenden Betrachtungen.
Definition 11 (Komplexe Datenanalyseprozesse)
Unter dem Begriff komplexer Datenanalyseprozess werden Datenanalyse-
prozesse verstanden, die folgende Eigenschaften aufweisen:
1. Zusammenspiel einer Vielzahl unterschiedlicher Aktivita¨ten; dazu ge-
ho¨ren sowohl verschiedene Datenquellen als auch Datenverarbeitungs-
aktivita¨ten. Somit mu¨ssen unterschiedliche Typen von Aktivita¨ten in
einem Prozess interagieren.
2. Neben der sequenziellen Anordnung von Aktivita¨ten existieren eben-
falls parallel angeordnete Stra¨nge, die wiederum Aktivita¨ten in se-
quenzieller oder paralleler Anordnung enthalten. Damit besteht ein
komplexer Datenanalyseprozess nicht nur aus einer sequenziellen An-
ordnung von Aktivita¨ten, sondern weist einen hohen Verzweigungs-
grad auf.
3. Die Ausgabedaten einer Aktivita¨t werden nicht nur direkt als Ein-
gabedaten fu¨r eine nachfolgende Aktivita¨t genutzt. Durch den ho-
hen Verzweigungsgrad ko¨nnen erweiterte Verarbeitungsoperationen
auf einer Menge von Ausgabedaten notwendig sein, bevor diese als
Eingabedaten fu¨r eine andere Aktivita¨t zur Verfu¨gung stehen. Somit
ist nicht nur der effiziente Transport großer Datenmengen zwischen
Aktivita¨ten von großer Bedeutung, sondern auch deren Aufbereitung.
Im Rahmen dieser Dissertation wird sich mit der Einbettung derartiger kom-
plexer Datenanalyseprozesse in serviceorientierten Umgebungen bescha¨ftigt. Aus-
gehend von dieser Definition der komplexen Datenanalyseprozesse und dem
gewu¨nschten Ziel lassen sich folgende Anforderungen an eine effiziente Einbet-
tung ableiten.
Anforderung A1: Aus globaler Sicht wird eine Mo¨glichkeit zur flexiblen Or-
chestrierung von komplexen Datenanalyseprozessen gesucht. Unter Fle-
xibilita¨t wird in diesem Kontext die einfache und schnelle Orchestrierung
von Aktivita¨ten aus unterschiedlichen, heterogenen, verteilten Systemen
verstanden. Der Aspekt der Flexibilita¨t soll aber nicht zu Lasten der
Performanz und Effizienz derartiger Prozesse gehen und somit muss eine
effiziente Aufbereitung und U¨bertragung großer Datenmengen zwischen
Aktivita¨ten erzielt werden.
Anforderung A2: Auf der anderen Seite mu¨ssen die Aktivita¨ten so ausgelegt
sein, dass sie große Datenmengen effizient verarbeiten ko¨nnen. Dieses
Konzept der effizienten Verarbeitung muss im direkten Zusammenhang
mit der Datenu¨bertragung ero¨rtert werden. Erst diese integrierte und
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einheitliche Betrachtung ermo¨glicht die effiziente Ausfu¨hrung von kom-
plexen Datenanalyseprozessen.
Anforderung A2 stellt im Prinzip keine neue Forderung im Bereich der Daten-
analyse, insbesondere auf dem Gebiet des Knowledge Discovery in Databases
[23, 44, 87], dar. Durch die sta¨ndige Zunahme der Datenmengen in den letz-
ten Jahren mussten bereits Konzepte entwickelt werden, damit eine gewisse
Skalierbarkeit der einzelnen Algorithmen auf diesem Gebiet erzielt wird. Als
Lo¨sung hat sich eine enge Kopplung der Algorithmen mit Datenbanksystemen
etabliert [23, 87, 136, 137, 145]. Durch diesen Kopplungsmechanismus sind die
einzelnen Algorithmen auf große Datenmengen anwendbar, da Strukturen und
Konzepte der Datenbanken effizient genutzt werden ko¨nnen. Neben der reinen
Nutzung bekannter Technologien, wie beispielsweise Indexstrukturen [23], sind
auch spezifische Datenbankerweiterungen postuliert wurden. Ein Beispiel dafu¨r
ist der COMBI-Operator, der Daten nach verschiedenen Kriterien verdichten
kann [87].
Aufbauend auf diesem Kopplungsmechanismus fu¨r einzelne Algorithmen wird
in dieser Dissertation eine Prozessinfrastruktur erarbeitet, um die neuen metho-
dischen Entwicklungen zu unterstu¨tzen. Aus globaler Sicht ergibt sich das in
Abbildung 5.2 dargestellte Ziel inklusive der Illustration der Ausgangssituation.
Entsprechend des Grundgedanken einer SOA soll ein Baukasten [166] aufgebaut
werden, der verschiedene Aktivita¨ten beinhaltet. Die einzelnen Aktivita¨ten in
diesem Szenario zeichnen sich dadurch aus, dass sie eine enge Kopplung zu ei-
ner Datenbank aufweisen, um eine effiziente Verarbeitung großer Datenmengen
zu gewa¨hrleisten. Damit aus einer Menge von einzelnen Aktivita¨ten komplexe
Datenanalyseprozesse gebaut werden ko¨nnen, ist ein Ansatz fu¨r das Zusam-
menfu¨gen notwendig. Im Rahmen dieses Kontextes muss der entsprechende
Ansatz eine effiziente Aufbereitung und U¨bertragung großer Datenmengen zwi-
schen den Aktivita¨ten beinhalten, um die Anforderung A1 zu erfu¨llen. Aus
infrastruktureller Sicht vollzieht sich damit eine Evolution von der sehr algo-
rithmenbezogenen Perspektive hin zu einer Prozessbetrachtung.
Abbildung 5.2.: Ziel und Ausgangssituation fu¨r die Einbettung komplexer Da-
tenanalyseprozesse in serviceorientierte Umgebungen.
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5.2. Serviceorientierte Architektur (SOA)
Die serviceorientierte Architektur (SOA) beschreibt im eigentlichen Sinne eine
Strategie, die IT-Infrastruktur an den Gescha¨ftsprozessen eines Unternehmens
auszurichten. Der Grundgedanke einer SOA ist dabei die Zerlegung der Funk-
tionalita¨t einer Infrastruktur in verteilte, autonome und spezialisierte Dienste,
oftmals auch als Service bezeichnet. Diese Dienste werden dann innerhalb der
Infrastruktur in einer einheitlichen Art und Weise angeboten, so dass sie von
verschiedenen Konsumenten gleichermaßen genutzt werden ko¨nnen [41, 42, 182].
In Allgemeinen ist der SOA-Ansatz maßgeblich durch die Bedu¨rfnisse und
Anforderungen der Gescha¨ftswelt vorangetrieben und durch neue Technologien,
inklusive Standards, begu¨nstigt worden. Ein Bedu¨rfnis der Gescha¨ftswelt ist
beispielsweise die Mo¨glichkeit, Gescha¨ftsprozesse flexibel zu gestalten, damit
bei A¨nderungen des Ablaufs die dazugeho¨rige Infrastruktur ebenfalls unkom-
pliziert den neuen Gegebenheiten angepasst werden kann [42]. Aufgrund von
unterschiedlichen Definitionen von SOA in der Literatur, wurde im August 2006
von der Organisation fu¨r die Verbesserung von strukturierten Informationsstan-
dards (Organization for the Advancement of Structured Information Standars,
kurz OASIS) ein Referenzmodell fu¨r SOA verabschiedet, in welchem die eben
beschriebene Definition festgehalten wurde [50].
5.2.1. Grundlegende Aspekte
Wie bereits mehrmals ero¨rtert wurde, besteht der Grundgedanke des SOA-
Modells darin, Funktionalita¨ten einer Infrastruktur in spezialisierte und au-
tonome Dienste (Services) zu zerlegen. Deshalb muss zuna¨chst gekla¨rt wer-
den, was unter einem Dienst zu verstehen ist. Um Dienste genauer definieren
zu ko¨nnen, kann auf das ta¨gliche Leben zuru¨ckgegriffen werden, in dem uns
sta¨ndig Dienste begegnen. Einfache Formen von Diensten sind beispielsweise
der Telefon- oder Stromanschluss. Dabei ist allen Diensten Folgendes gemein
[113]:
• Auffindbarkeit der Dienste
• Wenig beziehungsweise keine Kenntnisse u¨ber die Art und Weise der
Ausfu¨hrung der Dienste
• Kombinierbarkeit der Dienste.
Wird das obige Beispiel betrachtet, so ist eine Kombination der Dienste
Telefon- und Stromanschluss mo¨glich und in fast jeder Wohnung auch zu fin-
den. Der Kunde kann zudem verschiedene Anbieter dieser Dienste suchen und
diese miteinander vergleichen. Des Weiteren beno¨tigt der Kunde wenig bzw.
gar kein Wissen u¨ber die Art und Weise der konkreten Ausfu¨hrung der bean-
spruchten Dienste, d.h. er muss im Beispiel des Stromanschlusses nur wissen,
wie ein elektrisches Gera¨t in eine Steckdose zu stecken ist, nicht aber, wie der
Strom an diese Steckdose kommt.
Diese Eigenschaften der Dienste lassen sich analog auf die Komponenten einer
serviceorientierten Architektur u¨bertragen. Die drei Hauptkomponenten einer
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Abbildung 5.3.: Grundprinzip einer serviceorientierten Architektur (in Anleh-
nung an [36, 113]).
SOA und deren Interaktion miteinander sind in Abbildung 5.3 dargestellt. Der
Ausgangspunkt dabei ist der Dienstanbieter (engl. service provider). Dieser
stellt neben der eigentlichen Funktionalita¨t auch eine abstrakte Beschreibung
des angebotenen Dienstes zur Verfu¨gung. Diese abstrakte Beschreibung entha¨lt
alle notwendigen Informationen u¨ber die Funktionalita¨t des Dienstes, den Ort
sowie die Art und Weise der Verwendung des Dienstes. So ist es jedem Inter-
essenten mo¨glich, den Service zu nutzen. Diese Beschreibung ist die Grundlage
fu¨r alle angebotenen Dienste in einer SOA und zeichnet sich durch eine stets
einheitliche Struktur aus. In einem na¨chsten Schritt muss der Dienstanbieter
die Dienstbeschreibung in einem Verzeichnis vero¨ffentlichen (engl. publish). In
diesem Verzeichnis werden alle Services eingetragen und damit wird die Suche
nach passenden Diensten anhand bestimmter Merkmale ermo¨glicht. Mo¨chte
jetzt ein Interessent einen Dienst nutzen, stellt er als erstes eine Anfrage an
das Verzeichnis, welches ihm daraufhin eine Auswahl von passenden Services
pra¨sentiert (engl. find). Der Dienstnutzer (engl. service requestor) entscheidet
sich dann fu¨r einen konkreten Dienst und kann diesen mit Hilfe der Dienstbe-
schreibung nutzen und mit ihm einen Kontrakt (engl. bind) eingehen [182].
5.2.2. Webservice als Realisierungsvariante einer SOA
Da das SOA-Referenzmodell von OASIS [50] keinen Bezug zu einer konkreten
Implementierung vorgibt, kann dies durch unterschiedliche Technologien und
Protokolle realisiert werden. Mo¨gliche Realisierungsformen neben Webservices
sind beispielsweise CORBA der Object Management Group [133], SUNs Java
Platform Enterprise Edition (J2EE) [124] oder Microsofts (Distributed) Compo-
nent Object Model (DCOM) [28]. Alle genannten Programmiermodelle bieten
Funktionalita¨ten fu¨r ein verteiltes Softwaresystem an. Jedoch gestaltet sich
die Kommunikation zwischen diesen einzelnen Komponenten als sehr schwierig,
da der Zugriff auf deren jeweilige Komponenten systemspezifisch erfolgt. Eine
unternehmensu¨bergreifende Dienstintegration ist somit problematisch.
Als Realisierungsvariante einer SOA hat sich die Webservice-Technologie eta-
bliert und kann somit als De-facto-Standard angesehen werden [22, 182]. Ein
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Webservice ist eine Software-Komponente, welche die von ihr bereitgestellten
Dienste u¨ber eine standardisierte Schnittstellenbeschreibung anbietet. Diese
Dienste besitzen in der Regel Parameter fu¨r Eingabe- bzw. Ausgabewerte und
sind mit entfernten Methodenaufrufen (Remote Procedure Calls) vergleichbar
[9]. Webservices sind gema¨ß ihrer Spezifikation zustandslos, d.h. fu¨r jeden
Dienstaufruf wird eine neue Instanz erzeugt. Verwenden verschiedene Dienst-
nutzer einen Dienst zeitgleich, so existiert fu¨r jeden dieser Dienstnutzer genau
eine Instanz. Diese Tatsache gilt es vor allem bei der Betrachtung von beno¨tig-
ten Ressourcen eines Servers, der Webservices anbietet, zu beachten. Somit sind
Webservices autonome und lose gekoppelte Dienste, welche u¨ber einen Nach-
richtenaustausch kommunizieren. Sie agieren unabha¨ngig von anderen Webser-
vices.
Die Webservice-Spezifikationen, wie beispielsweise das Simple Object Ac-
cess Protocol (SOAP)[170, 179] und die Web Service Description Language
(WSDL)[172, 180], basieren auf der eXtensible Markup Language (XML) sowie
auf weiteren Standards und Protokollen, wie HTTP und URI. Diese Webservice-
Spezifikationen wurden vom World Wide Web Consortium (W3C) standar-
disiert [173]. Das W3C definiert Webservices als ein Softwaresystem fu¨r die
Maschine-zu-Maschine-Kommunikation u¨ber ein Netzwerk. Dieses System be-
sitzt eine maschinenlesbare Schnittstellenbeschreibung (WSDL), zudem erfolgt
die Kommunikation u¨ber einen Nachrichtenaustausch, vorzugsweise mit Hilfe
von SOAP als Nachrichtenformat und dem Hyper Transfer Protocol (HTTP)
als Transportprotokoll. Andere Formate und Protokolle sind jedoch mo¨glich.
Die durchgehende Standardisierung der beteiligten Technologien fu¨hrt zu einem
hohen Zuspruch fu¨r Webservices in der Industrie und Wirtschaft.
Bevor na¨her auf die relevanten Webservice-Spezifikationen WSDL, SOAP und
UDDI in dieser Arbeit eingegangen wird, noch ein paar Worte zu XML, da alle
Webservice-Spezifikationen XML verwenden. Die eXtensible Markup Language
XML wurde vom W3C standardisiert [177], wobei XML 1.0 im Jahre 1998 als
Teilmenge der Standard Generalized Markup Language [96] spezifiziert und im
Jahre 2006 in der vierten Edition vero¨ffentlicht wurde. Es handelt sich bei XML
um eine Art Metasprache, die in einem breiten Anwendungsspektrum eingesetzt
werden kann. So ist es mit XML mo¨glich, Nachrichten zu strukturieren und
mit zusa¨tzlicher Semantik zu versehen. Außerdem kann es als Basis fu¨r neue
Spezifikationen und Sprachen verwendet werden, wie zum Beispiel bei XML
Schema [176] oder WSDL. XML ist plattformunabha¨ngig und wird in Unicode
[164] kodiert; es kann somit Inhalte bzw. Zeichen von verschiedenen natu¨rlichen
Sprachen aufnehmen. Seit 1998 werden kontinuierlich Erweiterungen um die
eigentliche XML-Kernspezifikation entwickelt. Die relevanten Erweiterungen
fu¨r Webservices werden an den entsprechenden Stellen na¨her ero¨rtert.
Standardisierte Dienstbeschreibung
Damit die angebotenen Softwarekomponenten als Dienste von potenziellen Dienst-
nutzern verwendet werden ko¨nnen, mu¨ssen die Dienste bzw. deren Schnittstel-
len beschrieben werden. Diese Beschreibung soll dem Konzept der service-
orientierten Architektur entsprechend vollsta¨ndig, einheitlich und unabha¨ngig
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Abbildung 5.4.: Elemente und Beziehungen eines WSDL-Dokuments (in Anleh-
nung an [113, 123]).
von einer konkreten Implementierung des Services erfolgen. In der Welt der
Webservices u¨bernimmt diese Aufgabe die Web Service Description Language
(WSDL) [172, 180]. Die WSDL basiert auf XML und definiert Konstrukte und
Attribute, um Schnittstellen und deren Operationen, Parameter und Services
zu beschreiben.
Ein WSDL-Dokument la¨sst sich entsprechend der WSDL-Spezifikation 1.1
grundlegend in zwei Abschnitte gliedern [172]. Der erste, abstrakte Teil defi-
niert Konstrukte, welche die bereitgestellten Operationen mit deren Eingabe-
, Ausgabe- sowie Fehlernachrichten beschreiben. Diese Beschreibung ist un-
abha¨ngig von einer Implementierung und von konkret verwendeten Protokollen
zur Kommunikation mit dem Webservice. Der zweite, konkrete Teil benennt
die Protokolle, mit denen die abstrakt beschriebenen Operationen und Dienste
genutzt werden ko¨nnen.
In Abbildung 5.4 sind die Elemente der Spezifikation fu¨r WSDL 1.1 sowie
deren Beziehungen untereinander dargestellt [113, 172]. Im abstrakten Teil des
WSDL-Dokuments existieren vier Konstrukte, welche hierarchisch miteinander
verbunden sind und angeben, was angeboten wird. Das oberste Konstrukt
ist das portType-Element, was auf logischer Ebene zusammengeho¨rende Ope-
rationen zu einem Satz zusammenfasst. Das operation-Element beschreibt die
angebotene Funktionalita¨t einer Operation, indem definiert wird, ob Eingabe-
werte in Form einer Nachricht beno¨tigt bzw. Ausgabewerte in Nachrichtenform
zuru¨ckgegeben werden. Die konkreten Inhalte der Eingabe- bzw. Ausgabenach-
richten werden jeweils durch ein darin referenziertes message-Element na¨her de-
finiert. Ein solches message-Konstrukt referenziert wiederum keine, eine oder
mehrere Datenstrukturen aus dem types-Element. Dieses types-Konstrukt um-
schließt alle zum Datenaustausch verwendeten Datenstrukturen, welche mit
Hilfe von XML Schema [176] beschrieben werden. Somit lassen sich sowohl
einfache als auch komplexe Datentypen definieren.
Der zweite, konkrete Teil eines WSDL-Dokuments besteht aus drei Konstruk-
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ten. Das service-Element beinhaltet ein oder mehrere port-Elemente. Ein port-
Element kann als konkrete Auspra¨gung eines portType-Elements des abstrakten
Teils der WSDL verstanden werden und definiert eine spezifische Adresse, unter
welcher diese Auspra¨gung aufgerufen werden kann. Durch die 1 : N -Beziehung
zwischen dem service-Element und dem port-Element ko¨nnen Auspra¨gungen an
verschiedenen Orten innerhalb der IT-Infrastruktur existieren. Die Elemente
service und port beschreiben deshalb, wo ein Service aufzufinden ist. Diese
Information allein ist nicht ausreichend, um den abstrakt beschriebenen Dienst
zu nutzen. Dazu sind noch Informationen zu konkreten Protokollen notwen-
dig, mit denen die Operationen aufzurufen sind. Diese Aufgabe u¨bernimmt das
binding-Element. Es gibt an, mit Hilfe welches Nachrichtentyps die Daten dar-
gestellt werden und mit welchem Transportprotokoll der Nachrichtentransport
stattfindet (wie). Das binding-Konstrukt wird vom port-Element referenziert
und erlaubt damit jedem port-Element eine eigene, konkrete Bindung von Pro-
tokollen und Formaten. Somit ko¨nnen an verschiedenen Orten unterschiedliche
Protokollstapel zum Aufruf einer Operation zum Einsatz kommen.
Die Verwendung von WSDL 1.1 offenbarte in realen Szenarien einige Pro-
bleme und deshalb wurde mit der Entwicklung von WSDL 2.0 begonnen; die
Spezifikation ist seit dem 26. Juni 2007 freigegeben. Das zuna¨chst als Version
1.2 gestartete Projekt erarbeitete neben den Problemlo¨sungen zu Version 1.1
auch eine Reihe von nu¨tzlichen Erweiterungen. Die Menge der Modifikationen
rechtfertigt den Versionssprung zu Version 2.0, da auch grundlegende struk-
turelle A¨nderungen vorgenommen wurden. Im Folgenden werden einige wich-
tige A¨nderungen im Vergleich zu WSDL 1.1 kurz ero¨rtert, wobei die WSDL-
Spezifikation 1.1 die Grundlage fu¨r diese Arbeit war und ist, bedingt durch die
zeitliche U¨berlappung.
• Das Konstrukt portType wird in interface umbenannt. Dies entspricht
seiner eigentlichen Bedeutung besser. Zusa¨tzlich ist es nun mo¨glich, vor-
handene Schnittstellen durch Vererbung zu erweitern, allerdings ko¨nnen
geerbte Operationen nicht vera¨ndert werden. Ein U¨berladen von Opera-
tionen wird nicht unterstu¨tzt.
• Die in WSDL 1.1 verwendeten message-Konstrukte zur Verbindung von
Operationen und XML-Schema-Typen entfallen in WSDL 2.0. Vielmehr
werden XML-Strukturen direkt von Eingabe- bzw. Ausgabe-Elementen
der einzelnen Operationen referenziert. Zusa¨tzlich ist es mo¨glich, inner-
halb der Operation konkrete Nachrichten fu¨r den Fehlerfall zu definieren
und deren Struktur unabha¨ngig von Eingabe und Ausgabe anzugeben.
• WSDL 2.0 fu¨hrt in den operation-Elementen das Konzept der Message
Exchange Patterns (MEP) ein. Sie definieren eine Abfolge von Nachrich-
teninteraktionen. Diese aufeinanderfolgenden Nachrichten ko¨nnen jeweils
eigene Strukturen haben. Grundlegende MEPs wurden in der Spezifika-
tion bereits definiert. In-only sowie Robust-in-only definieren ein Kom-
munikationsmuster, bei dem eine Operation nur eine Eingabenachricht
erha¨lt. Diese beiden Muster unterscheiden sich in der Behandlung von
Fehlerfa¨llen. In-out definiert eine Kommunikation mit Eingabe- sowie
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Ausgabenachricht. Im Fehlerfall wird die entsprechende Nachricht, wel-
che zeitlich nach dem Auftreten des Fehlers versandt werden soll, durch
eine Fehlernachricht ersetzt.
• Das port-Element wird in WSDL 2.0 in endpoint umbenannt. Zusa¨tzlich
wird vereinbart, dass in jedem service-Element nur endpoint-Elemente
referenziert werden ko¨nnen, welche dasselbe Interface verwenden. Dazu
verweist ein Attribut interface im service-Element auf das verwendete
Interface. Diese konkrete Festlegung wurde in WSDL 1.1 nicht getroffen.
• Wa¨hrend in WSDL 1.1 beide Kommunikationsformen von SOAP (Remote
Procedure Call sowie Document/literal style - siehe Nachrichtenaustausch)
im binding-Konstrukt beachtet und grundlegend definiert wurden, wird
in WSDL 2.0 nur noch der Document/literal style als Basis genannt.
Nachrichtenaustausch
Wie bereits mehrmals erwa¨hnt wurde, erfolgt die Kommunikation mit Webser-
vices u¨ber Nachrichtenaustausch, wobei dieser Austausch mit Hilfe eines platt-
formunabha¨ngigen Nachrichtenformats vollzogen wird. Laut Spezifikation ist
dieses Format frei wa¨hlbar und auch die zu verwendenden Transportprotokolle
sind nicht festgelegt. Das W3C selbst definiert jedoch als ein mo¨gliches Ba-
sisnachrichtenformat das Simple Object Access Protocol (SOAP) [170, 179] in
Verbindung mit dem Hyper Text Transfer Protocol (HTTP) [168] als Trans-
portprotokoll. Ab Version 1.2 der SOAP-Spezifikation wird das Wort SOAP
nicht mehr als Akronym verstanden [179], sondern beschreibt den allgemeinen
Aufbau der Nachrichten basierend auf XML.
Abbildung 5.5 zeigt den Aufbau einer SOAP-Nachricht, die im Wesentlichen
aus drei Hauptelementen besteht: ein Kopfbereich (engl. header), ein Nutzda-
tenbereich (engl. body) sowie ein Umschlag (engl. envelope), welcher den Kopf-
und den Nutzdatenbereich umschließt. Der Kopfteil einer SOAP-Nachricht
ist optional und beinhaltet vor allem Metadaten fu¨r den eigentlichen Trans-
port der Nachricht. In ihm ko¨nnen Bedingungen und Richtlinien angegeben
Abbildung 5.5.: Aufbau einer SOAP-Nachricht.
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werden, wobei die Endpunkte bzw. auch die Zwischenstationen, u¨ber welche
die Nachricht transportiert wird, diese Bedingungen verstehen, unterstu¨tzen
und umsetzen mu¨ssen. Durch diesen Mechanismus ko¨nnen beispielsweise Zu-
griffsschutz, Zuverla¨ssigkeit oder Transaktionsmo¨glichkeiten problemlos in die
SOAP-Nachrichten integriert werden.
Der Transport der Nutzdaten bildet die Kernfunktionalita¨t einer SOAP-
Nachricht. Diese Nutzdaten, bei denen es sich meist um XML-formatierte
Daten handelt, werden im Body-Abschnitt (body-Element) von SOAP trans-
portiert. Strukturen und Metadaten werden durch XML-Elemente beschrieben
und ermo¨glichen so eine einfache Validierung des Inhaltes mit Hilfe von XML
Schema [176] und XML Namespaces [178]. Die SOAP-Spezifikation 1.2 definiert
zwei Formen des Nachrichtenaustausches, welche die Darstellung der Nutzdaten
innerhalb des body-Elements beschreiben. Die erste Form des Nachrichtenaus-
tausches ist der Remote Procedure Call (RPC), bei dem die XML-Nachricht kon-
form zu einer vordefinierten Beschreibung einer Operation bzw. deren Anfrage
und Antwort ist. Das Wurzelelement innerhalb des SOAP-Nutzdatenbereichs
ist dabei der Name der aufgerufenen Operation und notwendige Parameterwerte
sind Unterelemente des Wurzelknotens. Die zweite Form ist die dokumenten-
basierte Form (Document/literal style), wobei ganze XML-Dokumente mit be-
liebigem Inhalt ausgetauscht werden ko¨nnen. Die Semantik der Dokumente
wird auf der Anwendungsebene definiert. Diese Art des Nachrichtenaustau-
sches setzt sich immer deutlicher durch, da damit auch das Prinzip der losen
Kopplung besser verwirklicht werden kann [36, 182].
Mit zunehmender Verbreitung und Nutzung der Webservice-Technologie wa¨chst
mehr und mehr auch der Bedarf nach der U¨bertragung von sogenannten nicht-
transparenten, bina¨ren Daten, wie beispielsweise Multimediaobjekte oder digi-
tal signierte Dokumente. Zu diesem Zweck sind verschiedene Kodierungsverfah-
ren und Protokolle wie Base64, Multipart Mime und DIME entwickelt worden
[158]. Beim Base64 -Ansatz werden bina¨re Daten in ein Textformat umgewan-
delt, damit diese in einer SOAP-Nachricht u¨bertragen werden ko¨nnen. Dazu
wird die Base64-Kodierung eingesetzt, welche bina¨re Daten auf eine Zeichen-
menge von 64 Zeichen abbildet (A-Z, a-z, 0 − 9, /, + sowie = als Abschluss).
Allerdings hat dieses Verfahren den Nachteil, dass sich mit 64 Zeichen nur 6,
statt 8 Bit abdecken lassen. So wird eine aus 3 Byte bzw. 24 Bit bestehende
Zeichenkette nach der Kodierung 4 Byte lang sein. Die Datenmenge nimmt
also bei gleichem Informationsgehalt um ein Drittel zu. XML unterstu¨tzt die
Einbettung nicht-transparenter Daten durch den im XML-Schema festgelegten
Bina¨rdatentyp xs:base64Binary. Das A¨quivalent im SOAP-Schema, das eine
Untermenge zum XML-Schema bildet, ist der Datentyp SOAP-Env:base64.
Mit Multipart MIME und DIME existieren Techniken, mit denen Da-
ten beliebigen Formats als Anhang einer SOAP-Nachricht versendet werden
ko¨nnen. Parallel zur SOAP-Spezifikation wurden die SOAP Messages with At-
tachements [171] entwickelt, die es ermo¨glichen, Bina¨rdaten entweder als Re-
ferenz oder als Anhang einer Nachricht zu u¨bergeben. Auf diesen Aspekt soll
hier aber nicht weiter eingegangen werden. Weitere Ausfu¨hrungen dazu finden
sich in [71, 158].
94
5.2. Serviceorientierte Architektur (SOA)
Verzeichnisdienst
Mit den bisher beschriebenen Technologien WSDL und SOAP ist es mo¨glich, die
Schnittstelle eines Webservices zu spezifizieren und diese Webservices mittels
SOAP zu nutzen. Die dritte Sa¨ule einer SOA bildet ein Verzeichnisdienst, in
dem Webservices eingetragen werden ko¨nnen, damit Dienstnutzer diese zentral
auffinden ko¨nnen. Durch den Ansatz der Universal Description, Discovery and
Integration (UDDI) wird demgegenu¨ber Rechnung getragen.
Der UDDI-Verzeichnisdienst, u¨ber den Nutzer ihre Webservices publizieren
bzw. fremde Webservices finden ko¨nnen, wird von den UDDI-Registries ge-
bildet. Von diesen existieren zum einen die o¨ffentlichen Registries, in denen
jeder Nutzer Dienste suchen und nach Authentifizierung auch vero¨ffentlichen
kann, und zum anderen die privaten Registries, also UDDI-Verzeichnisse eines
Firmen-Intranets oder abgeschlossene Gruppen, beispielsweise von Gescha¨fts-
partnern. Zur besseren Balancierung der Zugriffe werden die einzelnen Regi-
stries zu sogenannten UDDI Business Registries (UBR) zusammengeschlossen.
A¨nderungen innerhalb der Registries einer UBR werden automatisch auch an
alle anderen Registries derselben UBR propagiert. Die Informationen in den
UDDI-Registries werden in folgende Kategorien unterteilt:
White Pages: Kontaktinformationen, wie Name, Adresse, Telefonnummer zu
Firmen, die einen Dienst registriert haben. Zusa¨tzlich eine eindeutige
Identifikation.
Yellow Pages: A¨hnlich wie die Gelben Seiten. Kategorisierung der Firmen
nach Ta¨tigkeitsbereichen (Branchenverzeichnis) und daru¨ber hinaus wer-
den Verweise zu den White Pages der Firmen gewartet.
Green Pages: Enthalten die technische Beschreibung der Webservices. Dazu
geho¨ren die Angabe des Unified Resource Identifier (URI), unter welchem
der Dienst zu finden ist, seine WSDL-Beschreibung und eine textuelle
Beschreibung der Dienstsemantik.
5.2.3. Orchestrierung von Prozessen
Der vorangegangene Abschnitt befasste sich mit den Webservice-Technologien
WSDL, SOAP und UDDI. Mit Hilfe dieser Technologien ist es mo¨glich, die
Schnittstelle einer Funktionalita¨t bzw. eines Dienstes zu beschreiben, den
Dienst aufzurufen, inklusive der Durchfu¨hrung eines Datenaustauschs, und den
Dienst zu publizieren und zu lokalisieren. Auf der einen Seite kann damit jede
SOAP-fa¨hige Anwendung, die zur Verfu¨gung gestellten Funktionalita¨ten von
Webservices nutzen. Auf der anderen Seite entsteht die Mo¨glichkeit, eine Pro-
zesskette zu erstellen, wobei innerhalb der Prozesskette der Aufruf von der er-
folgreichen Beendigung oder dem Ergebnis eines anderen Webservices abha¨ngig
ist.
Diese Komposition von lose gekoppelten Diensten zu Prozessen ist ein Haupt-
aspekt der serviceorientierten Architektur. Unter Komposition versteht man
dabei das Zusammenspiel einzelner, spezialisierter Webservice-Operationen zur
Erfu¨llung eines ho¨heren Gesamtziels. Aus Unternehmenssicht, welche die SOA
95
5. Aufbau komplexer Datenanalyseprozesse
stark vorangetrieben hat, ist ein ho¨heres Gesamtziel ein definierter Gescha¨ftspro-
zess, welcher einen gescha¨ftlichen Mehrwert fu¨r das Unternehmen erzeugt. Ein
typisches Beispiel fu¨r ein derartiges Szenario ist der Gescha¨ftsprozess Urlaubs-
reise buchen eines Reiseanbieters (Abbildung 5.6), in welchem die einzelnen
Aktivita¨ten Hotel buchen, Flug buchen oder auch Kreditkarte belasten als ein-
zelne Dienste verschiedener Anbieter kombiniert werden. Der Vorteil einer sol-
chen Komposition liegt in der genauen Definition des Prozessablaufs als auch in
der Mo¨glichkeit, den Gescha¨ftsprozess in seinem Ablauf flexibel zu vera¨ndern.
Gerade wenn der Gescha¨ftsprozess an neue Gegebenheiten des Unternehmens
angepasst werden muss, bedarf es nur einer erneuten Modellierung. Die einzel-
nen, als Dienste implementierten Funktionen sind jedoch von diesen A¨nderun-
gen meist nicht betroffen.
Abbildung 5.6.: Beispiel eines Gescha¨ftsprozesses Urlaubsreise buchen (in An-
lehnung an [122]).
Bei der Komposition von Webservices muss zwischen den Aspekten Orche-
strierung und Choreographie unterschieden werden [139]. Bei der Orchestrie-
rung existiert eine zentrale Instanz, die fu¨r die Steuerung und Ausfu¨hrung der
Prozessaktivitita¨ten verantwortlich ist. Die Prozessbeschreibung fu¨r eine Orche-
strierung legt alle Interaktionen mit den beteiligten Partnern und Aktivita¨ten
aus Sicht der Instanz fest. Diese Prozessbeschreibung kann durch die zentrale
Instanz sofort ausgefu¨hrt werden. Im Gegensatz dazu definiert eine Choreogra-
phie nicht den Aufruf einzelner Aktivita¨ten, sondern beschreibt die Aufgaben
von beteiligten Prozessen und Partnern zur Erreichung eines Gesamtziels als
Kooperation. Eine Choreographie definiert aus globaler Sicht, was von den
Partnern getan werden muss, jedoch nicht deren interne Realisierung. Eine
solche Beschreibung ist nicht ausfu¨hrbar.
Bei der Business Process Execution Language for Web Services (BPEL4WS,
kurz BPEL) [51, 94] handelt es sich um eine XML-basierte Orchestrierungsspra-
che; sie ist derzeit der von den meisten Herstellern unterstu¨tzte Sprachstandard
fu¨r die Orchestrierung von Webservices. Die Prozesse werden mit Hilfe seman-
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tisch definierter Sprachelemente modelliert. Die Version 1.1 von BPEL, welche
die Grundlage dieser Arbeit bildet, baut auf existierenden Technologien und
Standards auf; dazu geho¨ren XML-Schema 1.0 [176], XPath 1.0 [174], WS-
Addressing sowie die Web Service Description Language (WSDL) 1.1 [172]. In
dieser Version werden die folgenden zwei Programmiermodelle definiert:
• business protocol description
• executable business process description.
Die business protocol description ermo¨glicht es, abstrakte Prozesse darzu-
stellen. Solche Prozesse beschreiben extern sichtbare Interaktionen zwischen
Gescha¨ftspartnern, ohne interne Abla¨ufe preiszugeben. Damit ko¨nnen beispiels-
weise abstrakte Prozesse existierender Gescha¨ftsprozesse eines Unternehmens
an Partner gegeben werden, die damit alle beno¨tigten Informationen zur Inter-
aktion mit dem Unternehmen erhalten. Ein abstrakter Prozess ist somit nicht
ausfu¨hrbar. Im Gegensatz dazu beschreibt das Programmiermodell der exe-
cutable business process description die Definition von ausfu¨hrbaren Prozessen.
Darunter werden alle Prozessdefinitionen verstanden, die notwendig sind, um
mit Webservice-Partnern zu kommunizieren. Beide Programmiermodelle bauen
auf den gleichen Sprachelementen auf. Neben den Basiselementen definiert die
Spezifikation fu¨r jedes Programmiermodell zusa¨tzliche, spezifische Erweiterun-
gen. Im Weiteren wird sich nur auf das Modell der ausfu¨hrbaren Prozesse
konzentriert.
Die Struktur eines BPEL-Prozesses wurde in der Spezifikation als XML-
Schema definiert [94]. Damit existierte eine maschinenlesbare Grammatik,
mit deren Hilfe sich eine Prozessbeschreibung validieren la¨sst. Zugelassene
Sprachelemente und deren mo¨gliche Attribute und Auspra¨gungen werden in
diesem Schema beschrieben. Abbildung 5.7 zeigt die grundlegende Struktur
eines BPEL-Prozesses mit allen vordefinierten Kindelementen des Wurzelkno-
tens process. Bis auf das activity-Element handelt es sich bei den dargestellten
Abbildung 5.7.: Grundlegende Struktur eines BPEL-Prozesses (Version 1.1).
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Sprachkonstrukten um deklarative Beschreibungen globaler Prozesseigenschaf-
ten.
Das Sprachelement partnerLinks definiert alle Kommunikationen, die in ei-
nem Prozess mit den orchestrierten Diensten (Partnern) durchgefu¨hrt wer-
den ko¨nnten. Darin als Kindelemente enthaltene partnerLink -Konstrukte be-
schreiben die einzelnen, mo¨glichen Kommunikationen. Dabei werden dem Pro-
zess sowie dem Partner Rollen zugeordnet. Zusa¨tzlich wird im partnerLink -
Konstrukt auf ein partnerLinkType-Element verwiesen, welches den Rollen kon-
krete portType-Elemente der einzelnen WSDL-Dokumente zuordnet. Wa¨hrend
das partnerLinks-Element als Kind-Element des Prozesses, wie bereits erwa¨hnt,
sa¨mtliche einzelne Kommunikationen mit allen mo¨glichen Partnern beinhaltet,
fasst das partners-Konstrukt logisch zusammengeho¨rende Kommunikationen
zwischen dem Prozess und einem konkreten Partner zusammen und gruppiert
sie unter einem eigenen partner -Element, in dem alle dazugeho¨rigen partner-
Links angegeben sind. Somit entha¨lt ein partner -Element alle Kommunikatio-
nen, die mit einem konkreten Dienst durchgefu¨hrt werden.
Innerhalb des variables-Konstrukts werden alle globalen Variablen definiert,
die im Prozess beno¨tigt werden. Variablen halten zustandsbehaftete Informatio-
nen aus dem Prozessverlauf und dienen als Eingabe- sowie als Ausgabecontainer
bei Webservice-Aufrufen. Durch correlationSets ist es mo¨glich, Korrelationen
zwischen eintreffenden Nachrichten und laufenden Prozessinstanzen zu realisie-
ren. Der eventHandler bietet Funktionen, mit denen auf Ereignisse reagiert
werden kann.
Die Konstrukte faultHandler sowie compensationHandler werden ha¨ufig ge-
meinsam verwendet, obwohl ihre Aufgaben dennoch grundverschieden sind. Der
faultHandler erkennt Fehlerfa¨lle bei den Kommunikationen mit Partnern so-
wie anormale Prozesszusta¨nde und kann, je nach Fehlerursache, Aktivita¨ten
zur Kompensation ausfu¨hren. Ein fault ist vergleichbar mit einer exception in
der Programmiersprache Java. Das Konstrukt compensationHandler definiert
hingegen Aktionen, welche bereits erfolgreich abgeschlossene Teilabschnitte ei-
nes Prozesses wieder zuru¨cksetzten. Dies ist notwendig, da die Webservice-
Architektur keine hinreichende Unterstu¨tzung von Transaktionen gewa¨hrleistet.
Eine Kompensation ist also die manuelle Umsetzung eines “Rollback“ in der
Datenbankwelt. Die Ursache dafu¨r muss nicht unbedingt ein fehlerhafter Zu-
stand eines Prozesses sein. Kompensationen ko¨nnen auch durchgefu¨hrt werden,
wenn Gescha¨ftsabla¨ufe es verlangen. Beispielsweise ist eine Kompensation aller
Schritte einer Reisebuchung notwendig, wenn das Konto des Kunden nicht mit
dem angefallenen Betrag belastet werden kann.
Das in Abbildung 5.7 dargestellte activity-Element steht fu¨r alle angebotenen
Sprachelemente (Aktivita¨ten) zur Definition der Prozessstruktur. Dabei kann
laut Spezifikation nur ein solches Element als Kindelement des Wurzelknotens
existieren, aber durch die Mo¨glichkeit, Aktivita¨ten hierarchisch zu schachteln,
lassen sich komplexe Prozessstrukturen erstellen. Fu¨r alle diese Aktivita¨ten
ko¨nnen jeweils Standardattribute definiert werden. So existiert neben dem At-
tribut name fu¨r einen eindeutigen Namen auch das Attribut joinCondition, mit
dem die Ausfu¨hrung der Aktivita¨t an Bedingungen geknu¨pft werden kann. Die
definierten Aktivita¨ten lassen sich in drei Gruppen untergliedern: elementare,
98
5.2. Serviceorientierte Architektur (SOA)
strukturierte und transaktionsorientierte Aktivita¨ten.
Elementare Aktivita¨ten
Die elementaren Aktivita¨ten sind Basisaktivita¨ten, die nicht weiter unterglie-
dert werden ko¨nnen und die keine weiteren Aktivita¨ten beinhalten. Sie bilden
damit die grundlegenden Ausfu¨hrungseinheiten und werden nachfolgend kurz
erla¨utert.
receive Diese Aktivita¨t blockiert einen Prozess, bis eine entsprechende SOAP-
Nachricht von Kommunikationspartnern eintrifft. Mit dieser Aktivita¨t ist
es auch mo¨glich, einen Prozess zu starten. Sie ist mit dem Aufruf einer
WSDL-Operation des Prozesses verbunden.
reply Das Gegenstu¨ck zu der receive-Aktivita¨t ist reply. Sie entspricht dem
Ru¨ckgabewert der verknu¨pften WSDL-Operation des Prozesses.
invoke Die Aktivita¨t invoke ist eine Kernaktivita¨t von BPEL. Sie ruft defi-
nierte Webservice-Partner auf und ermo¨glicht die Nutzung der von ihnen
bereitgestellten Funktionen. Der Aufruf kann sowohl synchron als auch
asynchron erfolgen. Bei einem synchronen Aufruf blockiert die Aktivita¨t,
bis die aufgerufene Operation beendet ist und eine Ru¨ckmeldung in Form
eines Ergebniswertes vorliegt. Ein asynchroner Aufruf hingegen blockiert
den Prozessfluss nicht, da kein Ru¨ckgabewert von der aufgerufenen Ope-
ration erwartet wird. Bei synchronen Aufrufen mu¨ssen deshalb je nach
Operation Variablen fu¨r Eingabe- sowie Ausgabewerte angegeben werden.
Erfolgt der Aufruf asynchron, so mu¨ssen je nach Operation nur Variablen
fu¨r Eingabewerte angegeben werden.
assign Mit Hilfe der assign-Aktivita¨t werden Manipulationen an Variablen vor-
genommen. Diese Manipulationen ko¨nnen einfache oder durch XPath 1.0
[174] beschriebene Wertzuweisungen sein.
throw Diese Aktivita¨t ermo¨glicht das explizite Auslo¨sen eines Fehlerfalls, der
durch einen definierten faultHandler bearbeitet wird.
terminate Die terminate-Aktivita¨t beendet den Prozessfluss im aktuellen Ele-
ment. Dieser wird im hierarchisch daru¨berliegenden (Eltern)-Element
fortgesetzt. Der Aufruf dieser Aktivita¨t als Kindelement der hierarchisch
ho¨chsten Aktivita¨t im Prozess beendet den Prozess.
wait Damit blockiert der Prozess, und zwar entweder um eine vorgegebene
Dauer oder bis zu einem definierten Zeitpunkt.
empty Diese Aktivita¨t entspricht einer leeren Anweisung in einer klassischen
Programmiersprache. Sie wird entweder zur Synchronisierung gleichzeiti-
ger Aktivita¨ten oder wa¨hrend der Entwicklungsphase eines Prozesses als
Platzhalter fu¨r noch nicht definierte Gescha¨ftslogik verwendet.
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Strukturierte Aktivita¨ten
Die strukturierten Aktivita¨ten ko¨nnen beliebig viele Aktivita¨ten aufnehmen
und dienen dazu, die Reihenfolge und die Zeitpunkte, an denen Mengen von
Aktivita¨ten auszufu¨hren sind, festzulegen. Sie ermo¨glichen die Strukturierung
und Komposition von Basisaktivita¨ten und damit die Definition des no¨tigen
Kontrollflusses. Durch die Mo¨glichkeit, strukturierte Aktivita¨ten ineinander zu
schachteln, ko¨nnen beliebig komplexe Prozesse erstellt werden. Die strukturier-
ten Aktivita¨ten werden nachfolgend na¨her ero¨rtert.
switch Mit Hilfe dieser Aktivita¨t ist es mo¨glich, Mehrfachverzweigungen zu
realisieren. Sie ist mit der switch-Anweisung anderer Programmierspra-
chen vergleichbar. Dabei wird genau ein Zweig (case) aus einer definierten
Menge entsprechend den jeweiligen Bedingungen abgearbeitet. Zusa¨tzlich
kann das Kindelement otherwise definiert werden. Die darin enthaltenen
Aktivita¨ten werden ausgefu¨hrt, wenn keine der anderen case-Bedingungen
erfu¨llt werden kann.
while Die Aktivita¨t while entspricht einer kopfgesteuerten Schleife in ande-
ren Programmiersprachen. Die Menge der innerhalb des while-Ko¨rpers
definierten Aktivita¨ten wird so lange wiederholt, bis ein vorgegebenes
Ausfu¨hrungskriterium nicht mehr erfu¨llt ist und damit den booleschen
Wert “falsch“ annimmt.
pick Diese Aktivita¨t ist mit dem eventHandler vergleichbar. In ihr ko¨nnen
auszufu¨hrende Aktivita¨ten an bestimmte eintretende Ereignisse geknu¨pft
werden. Dabei wird auch hier zwischen den beiden Ereignisarten Nach-
richt und Alarm unterschieden. Im Gegensatz zum eventHandler blockiert
die Aktivita¨t pick den Prozess, bis eines dieser Ereignisse auftritt. Eine
A¨hnlichkeit zur receive-Aktivita¨t ist vorhanden.
sequence Die sequence-Aktivita¨t stellt ein Element dar, welches selbst keine
Funktion ausfu¨hrt. Vielmehr definiert sie fu¨r die in ihr beschriebenen Ak-
tivita¨ten, dass diese genau in der auftretenden Reihenfolge abgearbeitet
werden. Die sequence-Aktivita¨t endet mit Abarbeitung der letzten in ihr
definierten Aktivita¨t.
flow Im Gegensatz zur sequence-Aktivita¨t ermo¨glicht das flow -Konstrukt die
nebenla¨ufige, d.h. parallele Verarbeitung beliebig definierter Aktivita¨ten.
So ko¨nnen in der flow -Aktivita¨t beispielsweise auch andere sequence-
Aktivita¨ten auftreten, welche wiederum einen Teil von Aktionen in einer
festgeschriebenen Reihenfolge ausfu¨hren.
Die Aktivita¨ten sequence und flow ermo¨glichen es, eine Vielzahl von Ar-
beitsabla¨ufen zu modellieren. Jedoch kann es beispielsweise zwischen den Akti-
vita¨ten zweier Sequenzen innerhalb eines flow -Konstrukts semantische Abha¨ngig-
keiten geben. Diese lassen sich aufgrund der hierarchischen XML-Struktur nicht
abbilden. Deshalb wurden link -Elemente eingefu¨hrt, die diese Abha¨ngigkeiten
zwischen Aktivita¨ten innerhalb einer flow -Umgebung abbilden ko¨nnen, wie in
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Abbildung 5.8.: Link-Semantik eines BPEL-Prozesses (in Anlehnung an [182]).
Abbildung 5.8 illustriert ist. Diese links werden visuell als Kanten zwischen
Aktivita¨ten dargestellt. Dabei wird zwischen Quellaktivita¨t und Zielaktivita¨t
unterschieden. Zwei Aktivita¨ten, welche mit Hilfe eines links miteinander syn-
chronisiert werden sollen, definieren zusa¨tzlich ein Element source oder ein Ele-
ment target. Ein solcher Link wird u¨ber das Attribut linkName innerhalb des
source- bzw. target-Elements definiert.
Eine Aktivita¨t kann mehrere source- und target-Elemente definieren und so-
mit eine Vielzahl von Beziehungen eingehen. Des Weiteren definiert die BPEL-
Spezifikation U¨bergangsbedingungen fu¨r Links. Damit la¨sst sich der Aufruf
einer Zielaktivita¨t an Bedingungen knu¨pfen, wie es in Abbildung 5.8 dargestellt
ist. Eine U¨bergangsbedingung (transitionCondition) wird nach der Abarbei-
tung der Quellaktivita¨t ausgewertet. Sie gibt als Standard den Wert wahr
zuru¨ck, kann jedoch mit jedem booleschen Ausdruck definiert werden, der sich
auf die Eigenschaften des Prozesses oder auf Werte von Variablen bezieht. Bei
der Anwendung von links ist ebenfalls das Standardattribut joinCondition je-
der Aktivita¨t von Bedeutung. Mit Hilfe dieses Attributes wird festgelegt, wann
die Zielaktivita¨t mehrerer Links ausgefu¨hrt werden soll.
Transaktionsorientierte Aktivita¨ten
Die folgenden zwei Aktivita¨ten erweitern einen BPEL-Prozess um transaktio-
nale Eigenschaften und dienen der Behandlung von Fehlern. Besonders die
Eigenschaften Atomarita¨t und Konsistenz werden durch die Aktivita¨ten un-
terstu¨tzt [182].
scope Diese Aktivita¨t ermo¨glicht es, den Prozess in logisch zusammenha¨ngende
Teile zu untergliedern. Jede scope-Aktivita¨t kann fu¨r sich eigene Varia-
blen, faultHandler, compensationHandler, eventHandler und correlation-
Sets definieren. Damit ist es mo¨glich, in sich geschlossene Teilprozesse zu
modellieren. Eine scope-Aktivita¨t kann daher mit einer Teiltransaktion
verglichen werden.
compensate Die compensate-Aktivita¨t bewirkt die Ausfu¨hrung des compensa-
tionHandlers eines definierten, bereits erfolgreich abgeschlossenen scope.
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Die Kompensation muss manuell vom Prozessentwickler definiert und mo-
delliert werden. Dies ist no¨tig, da nicht fu¨r jede der von einem Webser-
vice angebotenen Operationen auch eine entsprechende Operation zum
Zuru¨cksetzen erfolgter Aufrufe existiert bzw. solche Operationen keiner
Namenskonvention folgen, die eine automatisierte Nutzung zulassen. Die
compensate-Aktivita¨t kann nur in faultHandler - oder compensationHand-
ler -Konstrukten aufgerufen werden und entspricht dem Befehl “Rollback“
zum Zuru¨cksetzten von erfolgreich durchgefu¨hrten Teilen einer Transak-
tion in der Datenbankwelt.
Neuerungen in Version 2.0
Die Version 2.0 der Orchestrierungssprache BPEL wurde am 12.04.2007 von den
Mitgliedern des Standardisierungsgremiums OASIS als Standard anerkannnt
[51]. Neben den XML-Technologien WSDL 1.1 [172], XPath 1.0 [174] sowie
XML Schema 1.0 [176], unterstu¨tzt Version 2.0 zusa¨tzliche XML-basierte Er-
weiterungen. Dazu geho¨ren XML Infoset [175] sowie die XML-Transformations-
sprache XSLT 1.0 [169]. Die Spezifikation WSDL 2.0 [180] konnte in BPEL 2.0
noch nicht beru¨cksichtigt werden, da diese zum Zeitpunkt der Standardisierung
noch nicht engu¨ltig vorlag.
Im Vergleich zu Version 1.1 wurden die beiden Sprachelemente partners und
compensationHandler auf Prozessebene (Kindelemente des process-Konstrukts)
entfernt. Jedoch ko¨nnen compensationHandler innerhalb der scope-Aktivita¨ten
existieren. Zusa¨tzlich wurden neue Konstrukte auf Prozessebene hinzugefu¨gt.
messageExchanges Mit Hilfe des Sprachelementes lassen sich reply-Aktivita¨ten
mit sogenannten Inbound Message Activities (receive, onMessage bzw.
onEvent) und reply-Aktivita¨ten miteinander assoziieren. In diesem Kon-
strukt werden die definierten Assoziationen aufgelistet.
extensions Dieses Sprachelement ermo¨glicht es, nicht standardkonforme Erwei-
terungen in BPEL einzubringen. Dazu werden im extension-Konstrukt
die einzelnen Erweiterungen mit ihren eindeutigen Namensra¨umen auf-
gelistet. Des Weiteren wird durch das Attribut mustUnderstand dem
Prozessmanager vorgegeben, ob die Erweiterung von ihm zur erfolgrei-
chen Abarbeitung des Prozesses verstanden werden muss oder ob die Er-
weiterung bei Nichtunterstu¨tzung ignoriert werden soll. Mit Hilfe der
definierten Namensra¨ume ko¨nnen Attribute sowie Eigenschaftselemente
in standardisierte Sprachkonstrukte integriert werden. Hingegen mu¨ssen
neue Aktivita¨ten durch die Aktivita¨t extensionActivity gekapselt werden.
Neben diesen Erweiterungen auf Prozessebene wurden ebenfalls neue elemen-
tare, strukturierte sowie transaktionsorientierte Aktivita¨ten im Rahmen von
Version 2.0 eingefu¨hrt. Die elementaren Aktivita¨ten wurden wie folgt aufge-
wertet:
validate Die Aktivita¨t ermo¨glicht eine Validierung von Variablen gegen ein be-
stimmtes XML-Schema oder eine WSDL-Definition.
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exit Die exit-Aktivita¨t entspricht inhaltlich der terminate-Aktivita¨t aus Ver-
sion 1.1 und ersetzt diese in der neuen Version.
rethrow Mit Hilfe dieser Aktivita¨t ko¨nnen Fehler (faults), welche von einem
faultHandler abgefangen wurden, durch diese erneut geworfen werden.
Dabei ist zu beachten, dass bei einem erneuten Wurf eines Fehlers dessen
urspru¨ngliche Fehlerdaten weitergeworfen werden. Die durch den fault-
Handler eventuell durchgefu¨hrten A¨nderungen an den Daten gehen ver-
loren.
Neben diesen elementaren Aktivita¨ten sind ebenfalls die strukturierten und
die transaktionsorientierten Aktivita¨ten erweitert wurden:
if Diese Aktivita¨t ersetzt die switch-Aktivita¨t und ermo¨glicht die Ausfu¨hrung
von exakt einer Aktivita¨t aus einer definierten Menge anhand einer Be-
dingung. Innerhalb der if -Aktivita¨t exisitert ein condition-Element mit
der Bedingung zur Ausfu¨hrung der ersten Aktivita¨t. Zusa¨tzlich ko¨nnen
else bzw. elseif -Elemente definiert werden, die wiederum ein condition-
Element sowie die darin auszufu¨hrenden Aktivita¨ten beinhalten.
repeatUntil Die repeatUntil -Aktivita¨t realisiert eine fußgesteuerte Schleife, in
der die enthaltenen Aktivita¨ten ausgefu¨hrt werden, bis die definierte Be-
dingung erfu¨llt ist.
forEach Die forEach-Aktivita¨t entspricht, wie auch die while-Aktivita¨t, einer
kopfgesteuerten Schleife. Die darin auszufu¨hrenden Aktivita¨ten mu¨ssen
sich in der scope-Aktivita¨t befinden. Diese scope-Aktivita¨t wird solange
durchlaufen, bis die Summe aus einem vorgegebenen Startwert und einer
Za¨hlvariable einem definierten Zielwert entspricht. Die forEach-Aktivita¨t
ermo¨glicht sowohl die serielle als auch die parallele Ausfu¨hrungsfom. Bei
serieller Abarbeitung wird jeder Schleifendurchlauf erst nach dem Ende
des vorherigen Durchlaufs vollzogen. Arbeitet die forEach-Aktivita¨t par-
allel, werden dagegen alle Schleifendurchla¨ufe zeitgleich ausgefu¨hrt.
extensionActivity Mit Hilfe dieser Aktivita¨t lassen sich neue, nicht im Stan-
dard enthaltene Aktivita¨ten kapseln, um eine explizite Trennung zwischen
Standardaktivita¨ten und erweiterten Aktivita¨ten zu erreichen. Diese Ak-
tivita¨t bezieht sich auf eine im extension-Konstrukt definierte Erweiterung
und deren Attribut mustUnderstand.
compensateScope Diese Aktivita¨t erweitert die Transaktionsfa¨higkeit eines
Prozesses um die Mo¨glichkeit, gezielte scopes innerhalb eines Teilbereichs
zu kompensieren. Im Gegensatz dazu kompensiert die aus Version 1.1
bekannte Aktivita¨t compensate alle in einem Teilbereich erfolgreich been-
deten scopes.
Zusammenfassend bleibt festzuhalten, dass die Spezifikation BPEL 2.0 ge-
genu¨ber der Version 1.1 eine stark erweiterte Funktionalita¨t besitzt und ein
Konzept beinhaltet, um zusa¨tzliche Erweiterungen aufzunehmen.
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5.2.4. Anwendbarkeit fu¨r Datenanalyseprozesse
Sowohl Gescha¨ftsprozesse als auch Datenanalyseprozesse zeichnen sich dadurch
aus, dass sie eine Menge von miteinander verbundenen Aktivita¨ten beschrei-
ben, um ein bestimmtes Ziel zu erreichen. Somit bildet die eben vorgestellte
SOA-Realisierungsform mit der Webservice-Technologie und der Orchestrie-
rungssprache BPEL ebenfalls ein gutes Fundament fu¨r Datenanalyseprozesse
als auch fu¨r Gescha¨ftsprozesse. Durch die Webservice-Technologie ergeben sich
bekanntermaßen folgende Vorteile:
Modularita¨t: Ein Service ist in sich geschlossen (unabha¨ngig) und modular.
Unter Modularita¨t versteht man in der Regel die Trennung zwischen dem
Service-Interface und seiner Umsetzung.
Lose Kopplung: Es besteht eine minimale bzw. u¨berhaupt keine Abha¨ngigkeit
zwischen Serviceanbieter und Servicenutzer.
Interoperabilita¨t: Die Webservice-Technologie unterstu¨tzt die Interoperabilita¨t
im Großen [25]. Die Interoperabilita¨t stellt die Fa¨higkeit dar, mittels
unterschiedlicher, heterogener Plattformen sowie Sprachen miteinander
zu kommunizieren.
Mit Hilfe der Webservice-Technologie ko¨nnen Services somit einheitlich an-
geboten werden, die mit unterschiedlichen Programmiersprachen implementiert
sind und auf unterschiedlichen Systemen laufen. Daru¨ber hinaus ko¨nnen die
Services untereinander kommunizieren und mit Hilfe der Orchestrierungsspra-
che BPEL zu Prozessen zusammengesetzt werden. Fu¨r den Bereich der Da-
tenanalyseprozesse sind diese Aspekte ebenfalls von großem Interesse, jedoch
entha¨lt gerade die Webservice-Technologie einen Schwachpunkt, der großen Ein-
fluss auf die Performanz von Datenanalyseprozessen hat. Dieser Schwachpunkt
setzt sich ebenfalls in der Orchestrierungssprache BPEL fort. Zur besseren
Darstellung werden die Webservice-Technologie und die Prozessorchestrierungs-
sprache fu¨r diesen Kontext im Detail evaluiert.
a) Webservices und Datenanalyseprozesse
Die eben beschriebenen Vorteile der Webservice-Technologie werden durch einen
Wrapper-Ansatz erzielt, indem der Webservice auf die Implementierung einer
Funktionalita¨t gesetzt und eine standardisierte Zugriffsschnittstelle zur Ver-
fu¨gung gestellt wird. Durch diesen Wrapper-Ansatz, dargestellt in Abbildung
5.9, wird eine Trennung der Aspekte Was und Wie erreicht und quasi alles vor
dem Dienstnutzer verborgen. Die Kommunikation ist nur u¨ber einen Nachrich-
tenaustausch mo¨glich.
Abbildung 5.9 illustriert die Umsetzung eines Clusteringverfahrens mit einer
engen Kopplung zur Datenbank, wie es fu¨r die effiziente Umsetzung der Algo-
rithmen vorgegeben ist (siehe Abschnitt 5.1). Diese enge Kopplung ist daru¨ber
hinaus wichtig, da mehrere Instanzen des Webservices zur gleichen Zeit laufen
und damit gerade die Hauptspeicherressourcen des anbietenden Servers spren-
gen ko¨nnten. Durch diese enge Kopplung wird auch gewa¨hrleistet, dass eine
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Abbildung 5.9.: Wrapper-Ansatz der Webservice-Technologie, inklusive der
Nachrichtenkommunikation.
Verarbeitung der Daten auf alle Fa¨lle erfolgen kann. U¨ber die standardisierte
Schnittstellenbeschreibung ko¨nnen Dienstnutzer ableiten, wie sie den Dienst
nutzen ko¨nnen. Eine wichtige Information dabei ist, wie die Struktur der Ein-
gabedaten auszusehen hat, in denen der Webservice schliesslich die Cluster
identifizieren kann. Daru¨ber hinaus ist die Struktur der Ausgabedaten nieder-
geschrieben.
Durch den Wrapper-Ansatz erfolgt die Kommunikation und der Austausch
der Eingabe- und Ausgabedaten mittels eines XML-basierten Nachrichtenkon-
zepts. Mo¨chte ein Dienstnutzer diesen Clusteringservice nutzen, sind folgende
Schritte auf Seite des Dienstnutzers - oftmals auch als Client bezeichnet - not-
wendig:
Schritt 1: Eventuelle Extraktion der Daten aus der Datenbank des Dienst-
nutzers, so dass die entsprechenden Daten auf Anwendungsebene bzw.
auf Ebene der Programmlogik vorhanden sind. In der Regel werden da-
mit programmiersprachenabha¨ngige Anwendungsobjekte auf Clientseite
erzeugt.
Schritt 2: Transformation der Anwendungsobjekte, so dass diese in der Struk-
tur vorliegen, wie sie vom Dienst vorgegeben ist. Diese Strukturbeschrei-
bung der Eingabedaten des Services findet sich in der WSDL-Beschreibung
des Dienstes.
Schritt 3: Danach werden diese programmiersprachenabha¨ngigen Anwendungs-
objekte in eine XML-Repra¨sentation u¨berfu¨hrt. Diese XML-Serialisierung
wird in der Regel mit Hilfe XML-basierter Transformationstechnologien,
wie beispielsweise XSLT [169], durchgefu¨hrt.
Schritt 4: Liegen die Daten schließlich in XML-Form vor, so werden sie in eine
SOAP-Nachricht eingebettet. Diese Nachricht wird daraufhin mit dem
Transportprotokoll HTTP an den Clusteringservice gesendet.
Auf der Seite des Services wird diese SOAP-Nachricht empfangen und wie
folgt verarbeitet:
Schritt 1: Die in der SOAP-Nachricht enthaltenen XML-verpackten Daten mu¨ssen
in programmiersprachenabha¨ngige Anwendungsobjekte konvertiert wer-
den. Diese Konvertierung wird als XML-Deserialisierung bezeichnet, die
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Abbildung 5.10.: Beteiligte Schichten bei der Verarbeitung einer SOAP-
Nachricht (in Anlehnung an [120]).
aus zwei Schritten besteht: (1) Parsen der XML-Daten und (2) Konver-
tierung der Daten.
Schritt 2: Die empfangenen Daten werden in der Datenbank abgespeichert,
damit nachfolgend eine effiziente Verarbeitung erfolgen kann.
Schritt 3: Nach der Speicherung der Daten kann mit der eigentlichen Verar-
beitung selbiger begonnen werden.
Abbildung 5.10 fasst die Schritte und die involvierten Technologien zusam-
men, wobei sich auf die U¨bertragung der Daten vom Dienstnutzer zum Ser-
vice konzentriert wird. Die U¨bertragung des Ergebnisses vom Service zum
Dienstnutzer erfolgt in analoger Art und Weise, nur dass diesmal die XML-
Serialisierung auf der Serviceseite stattfindet und die XML-Deserialisierung auf
der Dienstnutzerseite.
Dieser XML-basierte Nachrichtenansatz ist zwar sehr gut geeignet, um eine
hohe Interoperabilita¨t zu erzielen, jedoch weist er erhebliche Performanzpro-
bleme auf, wenn große, strukturierte Datenmengen zu u¨bertragen sind. Dieses
Problem wurde bereits in vielen Arbeiten angesprochen und auch durch Expe-
rimente verdeutlicht. In der Arbeit [21] wird explizit gezeigt, dass durch den
XML-basierten Ansatz und durch das SOAP-Protokoll eine Interoperabilita¨t
im großen Stil erreicht wird. Jedoch hat ihre Analyse bewiesen, dass die Gro¨ße
der SOAP-XML-Nachrichten gegenu¨ber der bina¨ren (maschinellen) Repra¨sen-
tation vier bis zehnmal gro¨ßer ist. Aus diesem Grunde ist die Optimierung des
SOAP-Ansatzes ein sehr aktiver Forschungszweig und die publizierten Arbeiten
auf diesem Gebiet lassen sich den folgenden vier Klassen zuordnen:
1) Optimierung durch Nachrichtenkomprimierung: Die Mehrheit der Optimie-
rungsansa¨tze reduzieren die Nachrichtengro¨ße, die u¨bertragen werden muss,
mit dem Ziel der Minimierung der U¨bertragungszeit. Dabei ko¨nnen all-
gemeine XML-Kompressionsverfahren zur Anwendung kommen, wie bei-
spielsweise gZip,1 XMill [116] oder Millau [65]. Das allgemeine gZip-
1http://www.ibm.com/developerworks/webservices/library/ws-sqzsoap.html
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Abbildung 5.11.: Differenzielle Kodierung nach [184].
Verfahren, welches fu¨r eine Vielzahl von Datenformaten verwendbar ist,
komprimiert XML-Daten auf Zeichenebene. Die beiden anderen Verfah-
ren XMill [116] und Millau [65] sind spezifische XML-Komprimierungs-
verfahren. Bei der XMill -Technik wird zuerst eine Aggregation durch-
gefu¨hrt, um den Inhalt von semantisch a¨hnlichen XML-Tags zu gruppie-
ren, mit dem Ziel, die mehrfache Wiederholung von XML-Tags zu vermei-
den. Danach werden die Gruppen mit gZip komprimiert. Der Nachteil
dieser Verfahren besteht darin, dass die strukturbeschreibenden Informa-
tionen verloren gehen. Die Millau-Technik [65] konvertiert XML-Daten in
ein bina¨res Format und komprimiert dieses mit einem speziellen Algorith-
mus, wobei die hierarchische Struktur der XML-Daten erhalten bleibt.
Neben diesen XML-spezifischen Komprimierungsverfahren sind auch Tech-
niken entwickelt worden, die auf die spezifischen Eigenschaften der SOAP-
Nachrichten ausgerichtet sind [183, 185, 184]. Beispielsweise wird in [184]
die differenzielle Kodierung (engl. differential encoding) pra¨sentiert. Statt
die komplette SOAP-Nachricht zu u¨bertragen, wird nur die Differenz zwi-
schen der SOAP-Nachricht und dem SOAP-Grundgeru¨st, welches aus der
WSDL-Beschreibung des Webservices generiert werden kann, u¨bermit-
telt. Der komplette Ansatz ist in Abbildung 5.11 dargestellt. Zusa¨tzlich
zur differenziellen Kodierung werden die Differenzen auch komprimiert.
Auf Serviceseite wird die komplette SOAP-Nachricht mit Hilfe des SOAP-
Grundgeru¨sts rekonstruiert. Danach erfolgt die Standardverarbeitung der
SOAP-Nachricht.
2) Optimierung der Serialisierung und Deserialisierung: Die Nachrichtengro¨ße
ist nur ein Problem des SOAP-Ansatzes. Einen anderen Schwachpunkt
repra¨sentieren die durchzufu¨hrenden Operationen fu¨r die XML-Seriali-
sierung und XML-Deserialisierung von SOAP-Nachrichten. In [3] wird ein
Optimierungsansatz pra¨sentiert, der sich differenzielle Serialisierung (engl.
differential serialisation for optimized SOAP performance) nennt. Auf
Clientseite werden einmal serialisierte und gesendete SOAP-Nachrichten
fu¨r Webservices gespeichert, damit diese als Maske fu¨r nachfolgende Auf-
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rufe fu¨r den gleichen Webservice nutzbar sind. Die Annahme dabei ist,
dass nachfolgende Webservice-Aufrufe eine identische beziehungsweise a¨hn-
liche Struktur der SOAP-Nachricht haben. Durch diese gespeicherten
Masken kann erheblicher Overhead durch die Serialisierung eingespart
werden, da nur noch A¨nderungen zur vorher gesendeten Nachricht seriali-
siert werden mu¨ssen. Dieser Ansatz kann ebenfalls fu¨r die Deseralisierung
genutzt werden, wie in [1, 2, 155] bewiesen wird.
Der Optimierungsansatz A-SOAP (Adaptive SOAP)[143] betrachtet die
Verarbeitung und Komprimierung der SOAP-Nachricht zusammen. Diese
Technik ist eine praktische Lo¨sung, um den Overhead bei der Verarbei-
tung und die Nachrichtengro¨ße zu reduzieren. Dabei wird wieder davon
ausgegangen, dass zwischen zwei Endpunkten, Client und Webservice,
mehrere Nachrichten ausgetauscht werden. Der Ansatz beinhaltet fol-
gende Erweiterungen:
Schneller Nachrichtenaufbau: Auf Clientseite wird eine fast finale Re-
pra¨sentation der Ausgangsnachricht als Maske vorgehalten. Diese
Maske wird dynamisch mit aktuellen Werten gefu¨llt. Eine Maske
kann dabei fu¨r eine oder mehrere Operationen eines Webservice ver-
antwortlich sein.
Beschleunigtes Parsen der Nachricht: Die Verarbeitung der eingehen-
den SOAP-Nachricht wird beschleunigt, indem Ergebnisse vorheri-
ger SOAP-Verarbeitungen genutzt werden. A-SOAP speichert dazu
einen bestimmten XML-Baumknoten fu¨r die spa¨tere Wiederverwen-
dung.
Nachrichtenkomprimierung: Daru¨ber hinaus fu¨hrt A-SOAP eine XML-
orientierte Komprimierung der SOAP-Nachrichten durch. In diesem
Fall wird eine lexikographische Kodierung genutzt, die eng mit den
beiden vorherigen Methoden verbunden ist.
3) Optimierung durch Nutzung anderer Nachrichtenformate: Die bisherigen
Optimierungsansa¨tze setzen auf dem SOAP-Standard auf. In [129, 130]
wird ein neues Nachrichtenformat, Table-Driven XML (TDXML), pra¨sen-
tiert. In diesem TDXML-Format werden die Daten in tabellarischer Form
kodiert, wobei jedem Datenobjekt und jedem Attribut eine eindeutige
Identifikation zugeordnet wird. TDXML basiert auf dem XML-Standard
und ein TDXML-Dokument ist eingebettet in ein XML-Dokument, und
zwar in gleicher Art und Weise wie SOAP-Nachrichten. Ein TDXML-
Dokument hat eine a¨hnliche Struktur wie eine SOAP-Nachricht: TDXML
Envelope, TDXML Data Schema und TDXML Data Content. Statt Ele-
mente in eine XML-Baum-Struktur einzupassen, werden beim TDXML-
Ansatz Elemente in Reihen und Zeilen eingeordnet. Der Vorteil dieses
TDXML-Formats besteht darin, dass nur ein Durchlauf notwendig ist,
um die Daten zu parsen [129, 130]. Die durchgefu¨hrten Experimente zei-
gen, dass dieser Ansatz effizienter als der SOAP-Ansatz ist.
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4) Optimierung durch Nutzung anderer Transportprotokolle: In den bisheri-
gen Optimierungsansa¨tzen wurde bisher als Transportprotokoll HTTP
[168] verwendet. In [150] wird gezeigt, dass durch die Nutzung der Chunking-
Technologie von HTTP eine effizientere U¨bertragung erreicht werden kann.
Der Nachteil von HTTP ist jedoch der erhebliche Protokoll-Overhead und
die Tatsache, dass dieses Protokoll in vielen Fa¨llen zu inflexibel ist [186].
In der Arbeit von Werner et al. [186] sind verschiedene Transportproto-
kolle evaluiert worden, wobei der Fokus auf der Effizienz der Datenrate
lag. Als Ergebnis wurde ein erweitertes UDP-Binding pra¨sentiert, was
effizienter als die bisherigen Protokolle ist.
Wie diese Zusammenfassung zeigt, bildet die Optimierung des Nachrichten-
austauschs einen sehr aktiven Forschungszweig. Eine ausfu¨hrlichere U¨bersicht
wird in [71] gegeben. Die Effizienz der Ansa¨tze wird durch entsprechende
Experimente verdeutlicht. In den bisherigen Arbeiten ist das generelle Kon-
zept des Nachrichtenaustauschs fu¨r strukturierte Daten nicht in Frage gestellt
worden, sondern nur fu¨r bina¨re Daten. Die Einbettung bina¨rer Daten als
Anha¨nge in SOAP-Nachrichten (SOAP messages with Attachments - SwA)
stellt keine ada¨quate Lo¨sung dar [83]. Eine mo¨gliche Lo¨sung ist jedoch durch
den von Heinzl et al. pra¨sentierten FlexSwA-Ansatz gegeben [83], in dem SwA-
Nachrichten wesentlich flexibler behandelt werden ko¨nnen.
In diesem Ansatz werden nicht die bina¨ren Daten in die SOAP-Nachrichten
eingebettet, sondern Referenzen zu den Orten der Dateien integriert, die die
bina¨ren Daten enthalten. Des Weiteren ist der SwA-Framework entsprechend
erweitert worden, so dass die Dateien mit spezifischen Datenu¨bertragungsme-
chanismen, beispielsweise GridFTP [5], transportiert werden. Diese spezifischen
Datenu¨bertragungsmechanismen werden dabei transparent beim Serviceaufruf
aufgerufen, so dass keine mehrfachen Kommunikationen zwischen Client und
Service notwendig sind. Dieser Ansatz ist beschra¨nkt auf bina¨re Daten und
kann in der vorliegenden Form nicht auf strukturierte Daten u¨bertragen wer-
den.
b) Orchestrierungssprache BPEL und Datenanalyseprozesse
Der Aspekt des ineffizienten Nachrichtenaustausches im Kontext komplexer Da-
tenanalyseprozesse setzt sich auf Ebene der Orchestrierungssprache BPEL fort,
und zwar insbesondere dadurch, dass die beteiligten Webservices in einem Pro-
zess ihre Daten nicht direkt austauschen, sondern der zentrale BPEL-Service
diese Kommunikation u¨bernimmt. Somit erfolgt der Nachrichtenaustausch im-
mer u¨ber den BPEL-Server, der in diesem Fall auch als Mediator bezeichnet
werden kann. Wie bereits bei den Webservices, weist dieser Ansatz erhebli-
che Performanzprobleme auf, wenn große XML-strukturierte Datenmengen zu
u¨bertragen sind.
Diese Vorgehensweise resultiert daraus, dass in BPEL die inha¨renten Da-
tenflu¨sse eines Prozesses nur implizit modelliert werden. Die Abbildung 5.12
illustriert solche impliziten Datenflu¨sse (rote Linien) in einem Prozess. Die
Ru¨ckgabewerte von aufgerufenen Webservice-Operationen oder die Ergebnisse
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Abbildung 5.12.: Implizite Datenflu¨sse in einem BPEL-Prozess.
von Transformationen werden auf Ebene des Prozesses oder innerhalb eines
Scopes in Variablen abgelegt. Die Verwendung dieser Daten als Eingabe- bzw.
Ausgabevariablen von Aktivita¨ten ist nur in den Eigenschaften der einzelnen
Aktivita¨ten sichtbar. Zudem werden datenbezogene Aktivita¨ten, wie beispiels-
weise Transformationen, innerhalb des Kontrollflusses eingebaut. Die angebo-
tenen Datenmanipulationstechnologien innerhalb des assign-Konstrukts sind
standardma¨ßig nicht fu¨r große Datenmengen ausgelegt. Dies verbessert sich in
BPEL 2.0 durch die Mo¨glichkeit von XSL-Transformationen geringfu¨gig.
Derartige Datentransformationen spielen eine wichtige Rolle, da die Daten
in der Regel fu¨r die Verwendung zum Aufruf einer Webservice-Operation vor-
her aufbereitet werden mu¨ssen. Dabei ist nicht nur die Strukturanpassung
von großer Bedeutung, sondern auch beispielsweise das Selektieren bestimm-
ter Teilmengen. Zur besseren Unterstu¨tzung solcher Transformationen wurde
im Jahre 2004 von IBM und BEA Systems eine Erweiterung erarbeitet. Diese
Erweiterung ermo¨glicht die Ausfu¨hrung von Java-Code innerhalb eines BPEL-
Prozesses (BPEL for Java - BPELJ ) [95]. Die Programmiersprache Java mit
ihren Sprachkonstrukten erlaubt eine effizientere sowie versta¨ndlichere Mo¨glich-
keit gegenu¨ber XPath [174] und XSLT [169], Transformationen und Zuwei-
sungen auszufu¨hren. BPELJ setzt dabei voraus, dass der BPEL-Server die-
sen Java-Code ausfu¨hren kann, indem der Server beispielsweise innerhalb eines
Java-Anwendungsservers la¨uft.
Der Java-Code wird in sogenannte Java-Snippets eingebettet, welche einen ei-
genen Namensraum besitzen. Die Java-Snippets ko¨nnen sowohl Java-Ausdru¨cke
als auch Java-Anweisungsblo¨cke enthalten und werden als Funktionsko¨rper der
ebenfalls eingefu¨hrten snippet-Aktivita¨t verwendet. Zudem bietet BPELJ die
Mo¨glichkeit, sogenannte Java Partner Links zu erstellen. Diese verwenden
Java-Interface-Beschreibungen anstatt von WSDL-Dokumenten zur Partner-
definition und ermo¨glichen den Aufruf von Java-Klassen durch die invoke-
Aktivita¨t. Die Orchestrierung von Java-Komponenten mit Hilfe von BPEL
ist somit realisierbar.
Diese Funktionalita¨t wurde durch die heute von einer Vielzahl von Software-
Herstellern gemeinsam definierte Service Component Architecture (SCA) er-
setzt [134]. Mit diesem neuen Programmiermodell ist es mo¨glich, eine Viel-
zahl heterogener Komponenten einheitlich innerhalb einer serviceorientierten
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Architektur anzubieten und miteinander zu verbinden. Somit ko¨nnen Webser-
vices, Java-Klassen, J2EE-Komponenten [124], JMS-Queues oder auch C++-
Komponenten unter Verwendung von BPEL orchestriert werden.
Diese Erweiterungen erho¨hen zwar die Funktionalita¨t des BPEL-Servers in
Bezug auf die Verarbeitung von Nachrichten, jedoch produzieren sie auch zusa¨tz-
liche Belastungen, was zu Performanzproblemen fu¨hren kann. Diese Perfor-
manzprobleme sind im Kontext komplexer Datenanalyseprozesse nicht zu un-
terscha¨tzen, da große Datenmengen zu verarbeiten sind und unter Umsta¨nden
auch viele Prozesse parallel laufen ko¨nnen. Diese Thematik wird in der Ar-
beit von Pactas et al. [138] adressiert, in der sie ein Konzept vorschlagen, um
Daten zwischen Webservices direkt auszutauschen. In diesem Konzept wird
der Webservice-Stack um ein Data-Flow Distribution Protocol for Web Services
(DFDP-WS) erweitert. Durch dieses neue leichtgewichtige Protokoll werden
Kontrollinformationen und Daten auf Seite der Webservices getrennt und so-
mit ko¨nnen Daten zwischen zwei Webservices direkt ausgetauscht werden. Die
zentrale Prozesssteuerung erfolgt immer noch durch den BPEL-Server, der jetzt
aber nicht mehr in den Datenaustausch involviert ist. Die genaue Arbeitsweise
kann leider nicht dargestellt werden, da diese Arbeit zu wenig Details entha¨lt
und keine weiterfu¨hrenden Arbeiten existieren. Aus diesem Grund kann auch
keine Einscha¨tzung hinsichtlich der Anwendbarkeit und Effizienz erfolgen.
c) Fazit
Insgesamt muss festgehalten werden, dass die Technologien der Webservices
und BPEL fu¨r komplexe Datenanalyseprozesse nur bedingt geeignet sind. Beide
Technologien, in ihrem bisherigen Stand, weisen einen Schwachpunkt bei der Be-
handlung großer strukturierter Datenmengen auf. Dieser Schwachpunkt muss
auf alle Fa¨lle beseitigt werden, damit komplexe Datenanalyseprozesse in einer
serviceorientierten Umgebung effizient ausfu¨hrbar sind. Die notwendigen Er-
weiterungen der beiden Technologien sind Gegenstand des na¨chsten Kapitels.
5.3. Datenorientierte Prozesswelt
Neben der funktional orientierten Prozesswelt, bei der die serviceorientierte Ar-
chitektur der gegenwa¨rtig bekannteste Vertreter ist, existiert ebenfalls eine da-
tenorientierte Prozesswelt. Wa¨hrend bei der funktional orientierten Prozesswelt
die Funktionen, inklusive der Orchestrierung von Funktionen zu Prozessen, im
Vordergrund stehen, bilden in der datenorientierten Welt die Daten mit ent-
sprechenden Konzepten fu¨r Transformation und Transport den Ausgangspunkt.
Aus diesem Grund geht es hierbei um Prozesse, die Daten aus einer Vielzahl
unterschiedlicher Datenquellen (Quellsysteme) extrahieren, Datentransforma-
tionen ausfu¨hren und diese transformierten Daten in Datensenken (Zielsysteme)
abspeichern ko¨nnen.
Ein Vertreter der datenorientierten Prozesswelt ist durch die ETL-Werk-
zeuge gegeben, wobei ETL fu¨r Extraktion (engl. extraction), Transformation
(engl. transformation) und Laden (engl. load) steht. Derartige Werkzeuge
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werden intensiv im Data-Warehouse-Umfeld eingesetzt, um einerseits ein Data-
Warehouse aufzubauen und andererseits ein Data-Warehouse regelma¨ßig zu ak-
tualisieren. Die Aufgabe der ETL-Werkzeuge ist die Extraktion von Daten aus
den unterschiedlichsten Datenquellen, die Transformation dieser Daten aus den
Quellschemata in das Zielschema des Data-Warehouse sowie das Einbringen der
transformierten Daten in das Zielsystem. Den Arbeitsschwerpunkt fasst Abbil-
dung 5.13 noch einmal zusammen; dieser ist fu¨r nahezu jedes Szenario zur Infor-
mationsintegration identisch. Wie dargestellt ist, sind unterschiedliche Quell-
und Zielsysteme Ausgangspunkte anstelle autonomer, verteilter Dienste, wie in
der serviceorientierten Architektur. Mit einem ETL-Werkzeug ko¨nnen Prozesse
modelliert werden, um Daten aus verschiedenen Quellsystemen aufzubereiten
und diese in ein Zielsystem einzubringen. Wie in Abbildung 5.13 zu erkennen
ist, werden Daten aus einer relationalen Datenbank und einer CSV-Datei mit-
einander verbunden (Join-Operator), wobei vorher eine Selektion der Daten
stattfindet (Operator Selektion). Der Zugriff auf die einzelnen Datenquellen
erfolgt mit Hilfe spezifischer Extraktoren. Nach der Berechnung des Verbunds
werden die Daten in eine XML-Datenbank eingetragen (Load-Operator).
Abbildung 5.13.: U¨berblick des ETL-Ansatzes.
Der Vorteil dieser ETL-Werkzeuge liegt in der spezialisierten Ausrichtung
auf Datenflu¨sse mit einer Vielzahl von Datenoperationen und Transformations-
mo¨glichkeiten. Im Gegensatz zu BPEL werden hier keine funktionalen Kon-
trollflu¨sse modelliert, sondern Datenflu¨sse. Derartige ETL-Werkzeuge unter-
stu¨tzen in der Regel eine große Anzahl von Quell- und Zielsystemen und sind
in der Lage, Massendaten im Terabyte-Bereich effizient zu transformieren und
zu u¨bertragen [8, 106, 112]. Im Folgenden werden die einzelnen Komponenten
etwas na¨her vorgestellt, bevor detaillierter auf ein konkretes ETL-Werkzeug
eingegangen wird. Zum Abschluss dieses Abschnitts wird die Anwendbarkeit




Insgesamt existieren die folgenden drei Komponenten: Extraktionskomponente,
Transformationskomponente und Ladekomponente. Diese Reihenfolge spiegelt
auch den Prozessablauf wider, den jeder ETL-Prozess einha¨lt. Zuerst findet
eine Extraktion statt, gefolgt von Transformationen, bevor die Daten in ein
Zielsystem eingebracht werden.
Extraktionskomponente
Diese Komponente der ETL-Werkzeuge befasst sich mit der U¨bertragung der
Daten aus den einzelnen Quellsystemen in den Arbeitsbereich (siehe Abbil-
dung 5.13). Herausforderungen ergeben sich durch die Vielzahl heterogener
Quellsysteme und die U¨bertragung großer Datenmengen. Die Extraktion der
Daten kann dabei nach unterschiedlichen Strategien erfolgen. Bei einer Trigger-
basierten Strategie werden die Datensa¨tze mittels Insert-/Update-Trigger aus
den Quellsystemen extrahiert. Eine andere Strategie nutzt beispielsweise Re-
plikationsdienste, um die Daten aus Quellsystemen in den Arbeitsbereich zu
u¨bertragen.
Neben der Extraktionsstrategie ist ebenfalls der Extraktionszeitpunkt von
entscheidender Bedeutung. Die folgenden Strategien ko¨nnen dabei unterschie-
den werden:
• Extraktion auf Anfrage (ad hoc)
• Periodische Extraktion, wobei eine Periodendauer zu spezifizieren ist
• Ereignisgesteuerte Extraktion, z.B. nach festgelegter Anzahl von A¨nde-
rungen.
Die technische Realisierung der Extraktionskomponente erfolgt in der Regel
entweder u¨ber eine Exportfunktion in den Quellsystemen oder unter Nutzung
einer Programmschnittstelle.
Transformationskomponente
Nachdem die Daten aus den Quellsystemen in den Arbeitsbereich u¨bertragen
wurden, mu¨ssen die Daten in einen geeigneten Zustand transformiert werden,
so dass sie in der letzten Phase in das Zielsystem u¨bertragbar sind. Diese
Transformation betrifft sowohl die Schemaebene als auch die Datenebene.
Damit Daten, die aus heterogenen Datenquellen extrahiert wurden, vergleich-
bar sind, mu¨ssen zuna¨chst diese Daten in ein einheitliches internes Format
u¨berfu¨hrt werden. Diese Transformation beinhaltet:
• Angleichung von Datentypen
• Konvertierung von Kodierungen
• Vereinheitlichung (z.B. Zeichenketten, Datumsangaben)
• Umrechung von Maßeinheiten
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• Kombination/Separierung von Attributwerten.
Diese Transformationen leisten einen erheblichen Beitrag zur Integration von
Daten aus heterogenen Quellsystemen. Daru¨ber hinaus werden auch Transfor-
mationen auf Datenebene durchgefu¨hrt, da Daten aus Quellsystemen oftmals
durch fehlerbehaftete, redundante, veraltete oder fehlende Werte verunreinigt
sind. Durch entsprechende Strategien lassen sich derartige Verunreinigungen
lokalisieren und korrigieren [8, 106].
Ladekomponente
Nach der Transformation sind die Daten so aufbereitet, dass sie in das Zielsy-
stem u¨bertragen werden ko¨nnen. Diese Weiterleitung der Daten aus dem Ar-
beitsbereich in das Zielsystem u¨bernimmt die Ladekomponente. Dazu wird ent-
weder das Ladewerkzeug des entsprechenden Zielsystems oder die Programm-
schnittstelle angesprochen.
5.3.2. Das ETL-Werkzeug Kettle
Nach der allgemeinen Darstellung der ETL-Komponenten soll ein konkretes
ETL-Werkzeug die Funktionsweise vertiefen. Dazu wird sich des unter der
LGPL-Lizenz vero¨ffentlichten ETL-Werkzeugs Kettle, mittlerweile als Pentaho
Data Integration bezeichnet, der Pentaho Corporation2 bedient. Die einzelnen
Funktionen von Kettle ko¨nnen zu Transformationen, und diese wiederum zu
Jobs zusammengefasst werden, um komplexe ETL-Prozesse zu bilden.
In der Terminologie von Kettle existieren zur Beschreibung von Transforma-
tionen zwei wesentliche Begriffe zur Spezifikation der ETL-Vorga¨nge:
Step Beschreibt eine Transformationsaufgabe wie beispielsweise das Schreiben
von Daten in eine Datei oder das Selektieren von Datensa¨tzen aus einem
Eingabestrom.
Hop Repra¨sentiert Datenstro¨me zwischen genau zwei Step-Elementen. Ein Da-
tenstrom hat eine Richtung und stellt je nach Sichtweise einen Eingabe-
bzw. einen Ausgabedatenstrom dar. Eine interessante Eigenschaft solcher
Datenstro¨me ist die Mo¨glichkeit der Unterscheidung zwischen kopieren-
dem und verteilendem Verhalten bei der Anbindung mehrerer gleicharti-
ger Zielpunkte.




Abbildung 5.14 zeigt ein einfaches Beispiel fu¨r die Anwendung der Step- und
Hop-Elemente. Der Step-Schritt InputContacts repra¨sentiert den Typ Tab-
leInput und stellt Datensa¨tze aus einer Tabelle, hier eine Tabelle mit Kontakt-
informationen, zur Verarbeitung bereit. Diese Datensa¨tze werden durch einen
Hop (Pfeil) zum Selektionsschritt Select u¨berfu¨hrt, in welchem einige Felder
der Datensa¨tze zur Weiterleitung ausgewa¨hlt werden. Der letzte Step der Kette,
Save, schreibt die selektierten Felder der Datensa¨tze in die Zieltabelle. Dabei
handelt es sich um einen Step vom Typ TableOutput.
Zur Beschreibung einer Transformation werden mittels Step-Elementen de-
finierte Datenbesta¨nde, wie Tabellen relationaler Datenbanken, Dateien oder
Filterergebnisse, durch Hop-Elemente miteinander verbunden. Auf diese Weise
entsteht ein Datenflussgraph, anhand dessen die Kettle-Ausfu¨hrungsschicht die
einzelnen Schritte ableitet, synchronisiert und ausfu¨hrt.
Kettle stellt eine Anzahl spezialisierter Step-Typen zur Verfu¨gung. Die Band-
breite reicht von sogenannten Dummy-Elementen u¨ber Selektions- bis hin zu
Verbund- und Normalisierungsoperationen. Die Step-Typen entsprechen den
drei ETL-Komponenten:
Extraktionskomponenten (Input): Sie repra¨sentieren eine tabellenorientierte
Dateieingabe. Hauptsa¨chlich wird es sich bei Kettle-Transformationen
um relationale Datenbanktabellen handeln, aber es gibt unter anderem
auch Extraktoren fu¨r Text- und Exceldateien.
Transformationskomponenten: Diese Step-Typen verarbeiten eingehende Da-
tensa¨tze, beispielsweise durch das Hinzufu¨gen von Attributen oder das
kriterienbasierte Ausblenden bestimmter Datensa¨tze. Nach einer Kette
von Transformationen wird das Ergebnis typischerweise einem Output-
Typ zugefu¨hrt.
Ladekomponente (Output): Diese Typen stellen das Gegenstu¨ck zu Input-
Typen dar. Sie nehmen Datensa¨tze aus einem Datenstrom an und spei-
chern sie an externen Senken wie relationalen Tabellen oder auch Dateien.
5.3.3. Anwendbarkeit fu¨r Datenanalyseprozesse
Zusammenfassend kann festgehalten werden, dass beide Prozesswelten, sowohl
die funktional orientierte als auch die datenorientierte Welt, disjunkte Arbeits-
bereiche abdecken und dafu¨r jeweils entsprechende Konzepte zur Verfu¨gung
stellen. Wa¨hrend der Fokus der funktional orientierten Prozesswelt auf der
Komposition von verteilten Funktionen liegt, widmet sich die datenorientierte
Welt dem effizienten Austausch und der Transformation von Daten aus hetero-
genen Datenquellen.
Aus der Perspektive der komplexen Datenanalyseprozesse ist eine Kombina-
tion beider Prozesswelten notwendig, um derartige Prozesse effizient modellie-
ren und ausfu¨hren zu ko¨nnen. Zum einen wird ein Ansatz zur flexiblen Orche-
strierung von komplexen Datenanalyseprozessen beno¨tigt, damit verteilte Dien-
ste zu einem Analyseprozess zusammengefu¨hrt werden. Zum anderen mu¨ssen
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Abbildung 5.15.: Aufbau des Experiments zum Vergleich von SOAP und ETL.
aber große Datenmengen auch zwischen Diensten transformiert und ausge-
tauscht werden, wobei diese Dienste in der Regel eine enge Kopplung zu einer
Datenbank aufweisen. Gerade bei Letzterem weist die bisherige Webservice-
basierte SOA-Realisierungsform einen Schwachpunkt auf (siehe Abschnitt 5.2)
und dieser kann in diesem Umfeld durch eine derartige datenorientierte Pro-
zesswelt beseitigt werden.
Um den enormen Performanz-Unterschied hinsichtlich des Datenaustauschs
zwischen den beiden Prozesswelten zu verdeutlichen, ist ein Experiment durch-
gefu¨hrt worden. Ausgangspunkt dabei ist ein Webservice, der ein Clustering-
verfahren anbietet. Die Extraktion der Cluster erfolgt mit Hilfe einer engen
Kopplung zur Datenbank, wobei die Daten von einem Dienstnutzer kommen
(siehe Abbildung 5.15). Mo¨chte ein Dienstnutzer diesen Webservice nutzen, so
sind in der SOA-Welt die in Abschnitt 5.2.4 beschriebenen Schritte zur SOAP-
Kommunikation notwendig. Eine U¨bersicht der Schritte ist in Abbildung 5.10
dargestellt. Wird davon ausgegangen, dass die Daten des Dienstnutzers eben-
falls in einer Datenbank gespeichert sind, so ko¨nnen die Daten auch zwischen
den Datenbanken des Dienstnutzers und des Webservices mit Hilfe eines ETL-
Tools u¨bertragen werden.
Fu¨r beide existierenden U¨bertragungsmo¨glichkeiten sind in Abbildung 5.16(a)
die kompletten U¨bertragungszeiten illustriert. In diesem Experiment sind ent-
sprechend des Anwendungsgebietes dieser Dissertation Genexpressionsmatrizen
zwischen Dienstnutzer und Service ausgetauscht wurden. Die Anzahl der Spal-
ten der Matrizen wurden dabei zwischen 2 und 19 variiert, wobei die Anzahl der
Zeilen konstant bei 50.000 war. Wie an den U¨bertragungszeiten zu erkennen
ist, beno¨tigt der XML-basierte Nachrichtenaustausch wesentlich mehr Zeit als
die U¨bertragung mittels ETL.
Die U¨bertragungszeiten fu¨r den SOAP-Ansatz beinhalten die Zeiten fu¨r (1)
das Auslesen der Daten aus der Datenbank des Dienstnutzers, (2) die XML-
Serialisierung, (3) das U¨bertragen der SOAP-Nachricht mittels HTTP, (4) die
XML-Deserialisierung und (5) das Speichern der Daten in der Datenbank des
Services. In diesem Experiment befanden sich Dienstnutzer und Webservice auf
zwei unterschiedlichen Rechnern, die u¨ber ein 100MBit-Netzwerk verbunden
waren. Die entsprechende Umsetzung sowohl des Dienstnutzers als auch des
Webservices erfolgt mit der Programmiersprache Java und als SOAP-Engine
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(a) U¨bertragungszeiten (b) Verteilung beim SOAP-Ansatz
Abbildung 5.16.: Vergleich der U¨bertragungszeiten von SOAP und ETL.
wurde JBossWS genutzt (siehe Kapitel 7). In diesem Experiment wurde die
Heapsize der virtuellen Javamaschine auf 1GB gesetzt. In Abbildung 5.16(b)
sind die prozentualen Anteile der einzelnen Schritte an der kompletten U¨bert-
ragungszeit illustriert, wobei die Schritte (2) bis (4) zusammengefasst wurden.
Wie zu erkennen ist, verursachen diese drei Schritte bis zu 90% der U¨bertra-
gungszeit, so dass das Auslesen und Speichern der Daten kaum ins Gewicht
fa¨llt.
Als Datenbanksystem in diesem Experiment wurde das Open-Source-Produkt
MySQL sowohl auf Dienstnutzerseite als auch auf Serviceseite eingesetzt. Als
ETL-Tool kam das vorgestellte Open-Source-Produkt Kettle zum Einsatz. Fu¨r
die ETL-U¨bertragung sind entsprechende Kettle-Transformationen erzeugt wur-
den, die die Daten aus der Datenbank des Dienstnutzers zur Datenbank des
Webservices kopiert haben, ohne weitere Transformationen auszufu¨hren. Wie
in Abbildung 5.16(a) zu erkennen ist, ist der Anstieg der Geraden fu¨r die ETL-
U¨bertragungszeiten wesentlich geringer als der Anstieg der Geraden fu¨r den
SOAP-Ansatz. Wird der Geschwindigkeitsgewinn (Speedup) ausgerechnet, so
ergibt sich die in Abbildung 5.17 dargestellte Kurve. Je gro¨ßer die Matrizen
werden, um so gro¨ßer wird der Unterschied zwischen SOAP und ETL. Die
U¨bertragung der Genexpressionsdaten mittels ETL ist bis zu 16-mal schneller
als beim SOAP-Ansatz. Eine Evaluierung mit mehr als 19 Spalten war nicht
mo¨glich, da die Gro¨ße der Heapsize fu¨r die Verarbeitung der SOAP-Nachricht
Abbildung 5.17.: Performanzgewinn von ETL gegenu¨ber SOAP.
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nicht ausreichend war.
Mit diesem Experiment wurde noch einmal besta¨tigt, dass der XML-basierte
Nachrichtenaustausch zwar gut fu¨r die Interoperabilita¨t ist, aber ein erhebliches
Performanzproblem aufweist, wenn große strukturierte Datenmengen zu u¨bert-
ragen sind. Aus diesem Grund sind spezialisierte U¨bertragungstechnologie fu¨r
große Datenmengen zu bevorzugen.
5.4. Fazit
Als Fazit dieses Kapitels kann gezogen werden, dass fu¨r den Bereich der kom-
plexen Datenanalyseprozesse spezialisierte Techniken zur U¨bertragung großer
Datenmengen zwischen Diensten in einer serviceorientierten Umgebung zu in-
tegrieren sind. Diese Integration soll dabei so erfolgen, dass nach wie vor die
Prozesse im Vordergrund stehen und die Technik nur Mittel zum Zweck ist.
Ohne Beachtung dieses SOA-Grundsatzes wu¨rden viele Vorteile verloren gehen,
da der Ansatz ansonsten zu komplex wa¨re.
Ein mo¨glicher Integrationsansatz wurde von Maier et al. [122] vorgeschlagen.
Der BPEL4SQL genannte Ansatz erweitert BPEL um SQL-Funktionalita¨ten
und ermo¨glicht so den Zugriff auf Datenbanksysteme. Die Motivation fu¨r die
Erweiterung besteht in der Mo¨glichkeit, das Kontrollfluss-orientierte BPEL zu-
sammen mit Webservices bei Informations- und Anwendungsintegrationen zu
verwenden. Dazu werden vier neue BPEL-Aktivita¨ten eingefu¨hrt:
SQL-Aktivita¨t: Mit Hilfe dieser Aktivita¨t lassen sich SQL-Statements auf Da-
tenbanken ausfu¨hren. Dabei ko¨nnen den entsprechenden BPEL-Variablen
einzelne Werte zugewiesen werden. Gibt ein SQL-Statement eine Menge
von Daten zuru¨ck, so kann diese Menge als Referenz im Prozess gehalten
werden. Zudem ko¨nnen A¨nderungen an Datenbesta¨nden angestoßen und
Stored Procedures mit Hilfe des CALL-Befehls ausgefu¨hrt werden.
RetrieveSet-Aktivita¨t: Durch diese Aktivita¨t ko¨nnen die als Referenzen gehal-
tenen Daten der SQL-Aktivita¨t in den Prozess und damit in eine konkrete
Variable geladen werden. Dies kann beispielsweise notwendig sein, wenn
die Daten mit Partnern ausgetauscht werden mu¨ssen oder wenn die Daten
fu¨r Entscheidungen innerhalb des Prozesses beno¨tigt werden.
PersistSetChanges-Aktivita¨t: Diese Aktivita¨t realisiert A¨nderungen an Daten,
welche zuvor mit Hilfe der RetrieveSet-Aktivita¨t extrahiert wurden. Dies
ist der Fall, wenn beispielsweise Daten von einem Kommunikationspartner
gea¨ndert wurden.
StatementList-Aktivita¨t: Die vierte Aktivita¨t ermo¨glicht es, eine Menge von
SQL-, RetrieveSet- und PersistSetChanges-Aktivita¨ten in einer definier-
ten Reihenfolge auszufu¨hren. Die StatementList-Aktivita¨t ist deshalb mit
einer Batch-Verarbeitung zu vergleichen.
Um diese Aktivita¨ten verwenden zu ko¨nnen, werden die Konzepte der Da-
taSource sowie der SetReference eingefu¨hrt. Eine DataSource beschreibt ein
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Datenbanksystem, auf dem mit Hilfe einer Schnittstelle namens Java Database
Connectivity (JDBC) Datenbankoperationen ausgefu¨hrt werden ko¨nnen. Zur
Repra¨sentation einer DataSource wird ein neuer komplexer Datentyp tData-
Source eingefu¨hrt, welcher alle no¨tigen Informationen zur Nutzung dieser Da-
taSource speichern kann.
Wie bereits bei den Aktivita¨ten SQL und RetrieveSet beschrieben, werden
Ergebnisse von Anfragen nicht direkt in den Prozess geladen (SetReference-
Konzept). Vielmehr wird eine Referenz auf diese Daten im Prozess hinterlegt.
Der dafu¨r eingefu¨hrte Datentyp ist tSetReference. Dieser beinhaltet die Ta-
belle mit einer Referenz auf die DataSource, in welcher die Ergebnisse abgelegt
sind. Somit ko¨nnen nur Referenzen anstelle der Daten zwischen den erweiterten
Aktivita¨ten ausgetauscht werden.
Mit Hilfe dieser Erweiterung lassen sich Datenbanktechnologien und Webser-
vices nebeneinander verwenden und Datenintegrationsszenarien realisieren. So-
mit lag der Fokus dieser Integration nicht auf der Optimierung des Datenaus-
tausches zwischen Webservices, sondern auf der Verbindung der Technologien
und darauf, dass beide explizit in einem Prozess zusammen verwendet werden
ko¨nnen.
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6. Infrastruktur fu¨r komplexe
Datenanalyseprozesse
Im vorigen Kapitel wurde eine Definition fu¨r komplexe Datenanalyseprozesse
gegeben und deren Eigenschaften wurden skizziert. Daru¨ber hinaus standen
die Anwendbarkeit der etablierten SOA-Realisierungsform mit der Webservice-
Technologie sowie bestehende Schwachpunkte fu¨r diesen Bereich im Mittel-
punkt. Diese Schwachpunkte bezogen sich im Wesentlichen auf den XML-
basierten Austausch und die Verarbeitung der Daten zwischen Webservices.
Dazu wurde experimentell demonstriert, dass spezifische Datenu¨bertragungs-
technologien, wie beispielsweise ETL-Werkzeuge, die auf den Datenaustausch
zwischen heterogenen Datenquellen ausgerichtet sind, um ein Vielfaches schnel-
ler sind als der XML-basierte SOAP-Ansatz.
Auf Grundlage dieser Betrachtungen wird in diesem Kapitel eine angepas-
ste SOA-Realisierungsvariante fu¨r komplexe Datenanalyseprozesse pra¨sentiert,
bei der spezifische Datenu¨bertragungstechnologien transparent verwendet wer-
den, um Daten zwischen Webservices effizient zu u¨bertragen. Ausgangspunkt
sind nach wie vor die Konzepte einer serviceorientierten Architektur, da de-
ren markante Eigenschaften, wie Modularita¨t und die lose Kopplung von Ser-
vices, auch fu¨r den hier betrachteten Kontext von großem Interesse sind. Da-
durch lassen sich Dienste von unterschiedlichen und verteilten Systemen zu ei-
nem komplexen Datenanalyseprozess orchestrieren. Auf der anderen Seite wer-
den aber auch Konzepte zur effizienten Datenhandhabung integriert, da dieser
Aspekt ein markanter Bestandteil derartiger komplexer Datenanalyseprozesse
ist. Die Pra¨sentation beginnt mit einem globalen U¨berblick der angepassten
SOA-Realisierungsform (Abschnitt 6.1), gefolgt von detaillierten Ausfu¨hrungen
zu den entwickelten Erweiterungen in den Abschnitten 6.2 und 6.3.
6.1. U¨berblick
Bevor die einzelnen erweiterten Konzepte im Detail erla¨utert werden, gibt die-
ser Abschnitt einen globalen U¨berblick u¨ber die entwickelte SOA-Realisierungs-
variante fu¨r komplexe Datenanalyseprozesse. Entsprechend dem Grundgedan-
ken der serviceorientierten Architektur ist die komplette Infrastruktur aus lose
gekoppelten Diensten (Webservices) aufgebaut, die untereinander kommunizie-
ren und flexibel miteinander zu Prozessen kombiniert werden ko¨nnen. Wie
im vorigen Kapitel dargelegt, verfu¨gen die Webservices im Bereich komplexer
Datenanalyseprozesse u¨ber eine enge Kopplung zu einer Datenbank, um große
Datenmengen effizient verarbeiten zu ko¨nnen. Diesem Aspekt kommt eine be-
sondere Bedeutung zu, da er den Ausgangspunkt der gesamten Betrachtung
darstellt.
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Abbildung 6.1.: Datentransitionen in BPEL.
Das Ziel der angepassten SOA-Realisierungsvariante besteht darin, große
strukturierte Datenmengen zwischen den involvierten Webservices in einem
Prozess effizient aufzubereiten und auszutauschen. Um dieses Ziel zu errei-
chen, mu¨ssen in diesem Bereich spezifische datenorientierte Infrastrukturen,
wie beispielsweise ETL-Werkzeuge, genutzt werden, da derartige Technologien
wesentlich effizienter sind als der bisherige XML-basierte SOA-Ansatz mittels
SOAP-Nachrichten, wie im vorherigen Kapitel experimentell gezeigt wurde. Da-
bei ist die effiziente U¨bertragung und Transformation aber nur ein Aspekt. Ein
anderer Aspekt ist die Modellierung der durchzufu¨hrenden Datentransforma-
tionen, um Ausgabedaten von Diensten als Eingabedaten fu¨r andere Dienste
nutzbar zu machen. Dafu¨r bieten beispielsweise ETL-Werkzeuge ebenfalls an-
gepasste Modellierungskonzepte an.
Fu¨r komplexe Datenanalyseprozesse wird somit in dieser Arbeit eine Verwe-
bung der funktional orientierten (SOA) und der datenorientierten Prozesswelt
(ETL) verfolgt, wobei die Verwebung sowohl auf Modellierungsebene als auch
auf Ausfu¨hrungsebene erfolgt. Auf der Ebene der Modellierung wird diese Ver-
webung durch die Einfu¨hrung von Datentransitionen als explizite Datenflu¨sse
in der Orchestrierungssprache BPEL durchgefu¨hrt. Diese Datentransitionen
signalisieren, zwischen welchen Webservices große Datenmengen ausgetauscht
werden und wie die Transformation der Ausgabedaten in Eingabedaten zu er-
folgen hat. Visuell werden die Datentransitionen zwischen den am Datenaus-
tausch beteiligten Webservice-Aufrufen (invoke-Aktivita¨ten) gezogen, wie es in
Abbildung 6.1 durch den gestrichelten Pfeil dargestellt ist. Wie zu erkennen
ist, sollen Daten zwischen WS1 und WS3 in diesem Beispielprozess u¨bert-
ragen werden, wobei zwischen WS1 und WS3 ein anderer Webservice WS2
aufgerufen wird, der nicht an dem Datenaustausch beteiligt ist. Des Weiteren
ist ein ETL-Prozess derjenigen Datentransition zugeordnet, in der die Daten-
transformationen spezifiziert sind. In diesem Fall wurde IBMs ETL-Werkzeug
DataStage1 verwendet, um die Datentransformation zu modellieren und die
Eingabedaten fu¨r WS3 aus den Ausgabedaten fu¨r WS1 zu erstellen.
Mit einem derartigen Modellierungskonzept lassen sich sowohl die Kontroll-
flu¨sse komplexer Datenanalyseprozesse als auch die inha¨rent vorhandenen Da-




Abbildung 6.2.: Konzeptioneller Aufbau der Infrastruktur.
die Datenflu¨sse werden entsprechende Modellierungskonzepte verwendet. Fu¨r
die Modellierung der Kontrollflu¨sse wird die Orchestrierungssprache BPEL ge-
nutzt, wa¨hrend die Datenflu¨sse beispielsweise mit ETL-Werkzeugen modelliert
werden. Durch diese explizite Trennung der Kontroll- und Datenflu¨sse auf Mo-
dellierungsebene ergibt sich die Mo¨glichkeit, beide unterschiedlich zu behandeln.
Zur effizienten Ausfu¨hrung derartig modellierter Prozesse sind zwangsweise An-
passungen an der Ausfu¨hrungsschicht notwendig, was als Fazit des vorherigen
Kapitels gezogen werden kann.
Die durchzufu¨hrenden Anpassungen an der Ausfu¨hrungsschicht betreffen so-
wohl die Webservice-Technologie als auch die Ausfu¨hrung der Prozesse. Um
spezialisierte Technologien fu¨r die Datenu¨bertragung transparent in den Ser-
viceaufruf zu integrieren (und um damit große Datenmengen nicht mehr mittels
SOAP-Nachrichten u¨bermitteln zu mu¨ssen), muss die Webservice-Technologie
erweitert werden. Im Rahmen dieser Arbeit wird eine entsprechende Erweite-
rung pra¨sentiert, bei der letztendlich Datenreferenzen zwischen Webservice und
Dienstnutzer ausgetauscht werden. Diese Datenreferenzen ko¨nnen als Zeiger auf
die Daten verstanden werden. Die Webservices nutzen diese Referenzen, um die
Daten entweder vom Dienstnutzer zu holen oder um Daten zum Dienstnutzer
zu u¨bertragen, wobei die U¨bertragung mittels spezialisierter Technologien er-
folgt. Diese Erweiterung wird als Technologie der Data-Grey-Box-Webservices
bezeichnet. Die genaue Spezifikation dieser Erweiterung erfolgt in Abschnitt
6.2.
Die Data-Grey-Box-Webservices bilden das Fundament der angepassten SOA-
Realisierungsform fu¨r komplexe Datenanalyseprozesse. Da durch diese Techno-
logie nur noch Datenreferenzen fu¨r große strukturierte Datenmengen zwischen
Webservice und Dienstnutzer auf SOAP-Ebene ausgetauscht werden, ergibt sich
das in Abbildung 6.2 dargestellte Architekturbild fu¨r die Ausfu¨hrung von Pro-
zessen, wobei die Prozesse mit BPEL und den eingefu¨hrten Datentransitionen
modelliert sind. In diesem Schaubild ist der Prozess aus Abbildung 6.1 aufge-
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griffen und nur die Webservices WS1 und WS3 sind dargestellt, die u¨ber eine
Datentransition verbunden sind. Wie zu erkennen ist, ruft der BPEL-Server
nach wie vor die Webservices auf, wobei zwischen den Webservices und dem
BPEL-Server anstelle der Daten jetzt Datenreferenzen ausgetauscht werden.
Mit diesen Referenzen und der gespeicherten Transformationsbeschreibung in
der Datentransition kann der BPEL-Server die datenorientierte Prozesswelt -
beispielsweise ETL-Werkzeuge - ansprechen, um die effiziente Transformation
der Ausgabedaten von WS1 in die Eingabedaten fu¨r WS3 zu initiieren.
Insgesamt bleibt festzuhalten, dass durch den entwickelten Ansatz zur Ver-
webung der funktional orientierten und der datenorientierten Prozesswelt eine
klare Aufgabenteilung erzielt wird. Der funktionale Bereich ist immer noch fu¨r
die komplette Steuerung der Prozesse verantwortlich, wobei die Verwaltung der
Daten in diesem Bereich mittels Datenreferenzen erfolgt. Diese Datenreferen-
zen werden von der datenorientierten Infrastruktur verwendet, um eine effiziente
U¨bertragung und Aufbereitung der Daten zu gewa¨hrleisten. Im Rahmen die-
ser Arbeit kommen als datenorientierte Infrastrukturen im Wesentlichen ETL-
Werkzeuge zum Einsatz und mit ihnen wird die Verwebung im Detail erla¨utert.
Der Grund dafu¨r ist der, dass die Webservices im betrachteten Kontext u¨ber
eine enge Kopplung zur Datenbank verfu¨gen und ETL-Werkzeuge auf den Da-
tenaustausch zwischen heterogenen Datenbanken ausgerichtet sind.
Diese grobe Einfu¨hrung des in dieser Arbeit verfolgten Ansatzes zur Ver-
webung der funktional orientierten und der datenorientierten Prozesswelt ist
jetzt Ausgangspunkt fu¨r die detaillierten Betrachtungen der durchzufu¨hrenden
Erweiterungen. Dazu wird im Abschnitt 6.2 die Data-Grey-Box-Webservice-
Technologie genauer vorgestellt, bei der anstelle von Daten nun Datenreferen-
zen auf SOAP-Ebene zwischen Webservice und Dienstnutzer ausgetauscht wer-
den, um sie dann auf Serviceseite fu¨r die U¨bertragung großer strukturierter
Datenmengen zum Dienstnutzer mittels spezifischer Technologien einzusetzen.
Aufbauend auf dieser Technologie wird sich im Abschnitt 6.3 mit der Orchestrie-
rung derartiger Webservices zu Prozessen und mit der effizienten Ausfu¨hrung
selbiger bescha¨ftigt.
6.2. Data-Grey-Box-Webservices
Dieser Abschnitt widmet sich der Einfu¨hrung der neuen Technologie der Data-
Grey-Box-Webservices (DGB-WS), welche das Fundament der angepassten SOA-
Realisierungsform fu¨r komplexe Datenanalyseprozesse darstellt [70], wie im vor-
herigen Abschnitt demonstriert wurde. Um Datenreferenzen anstelle von Daten
zwischen Webservice und Dienstnutzer auszutauschen und um die Daten dann
mit spezifischen U¨bertragungstechnologien zwischen diesen beiden Partnern zu
transportieren, sind grundlegende A¨nderungen an der Webservice-Technologie
vorzunehmen. Diese A¨nderungen werden jetzt schrittweise vorgestellt.
Als Strukturierungsprinzip fu¨r die Architektur eines Softwaresystems hat sich
das Schichtenmodell etabliert [20, 69, 74]. Bei diesem Prinzip werden einzelne
Aspekte des Softwaresystems konzeptionell einer Schicht (engl. tier) zugeord-
net. Die Aspekte einer ”ho¨heren Schicht“ du¨rfen dabei nur Aspekte ”tieferer
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Schichten“ verwenden. Ein ha¨ufig verwendetes Schichtenmodell stellt die Drei-
Schichten-Architektur dar, wobei drei Schichten hinsichtlich ihrer Funktiona-
lita¨t identifiziert werden [74]: (1) Pra¨sentationsschicht, (2) Logische Schicht
und (3) Persistenzschicht. Die Pra¨sentationsschicht stellt die Schnittstelle zum
Anwender dar und spielt in diesem Kontext keine Rolle.
Logische Schicht: Die logische Schicht entha¨lt die ”gesamte“ Fachlogik. Fu¨r
den Datenaustausch zu der Pra¨sentationsschicht bietet sie Dienste an und
ist gleichzeitig fu¨r den Schutz der Datenbesta¨nde vor unberechtigtem Zu-
griff zusta¨ndig. In der Praxis u¨bernehmen diese Aufgaben sogenannte
”Applikationsserver“, die u¨ber eine Vielzahl von Funktionalita¨ten wie
Objektpersistenz, Caching, ACID-Eigenschaften, Remote-Fa¨higkeit und
Transaktionen verfu¨gen.
Persistenzschicht: Diese Schicht dient allein der Datenhaltung und -verwaltung
und verfu¨gt dabei u¨ber keine Fachlogik. Zu den Aufgaben za¨hlen das
Speichern und Laden von Daten. Diese Aufgaben u¨bernehmen zumeist
Datenbanksysteme, wobei auch einfache Dateisysteme denkbar sind. Fu¨r
den Datenaustausch zwischen der logischen Schicht und dieser Schicht
werden Datenbankschnittstellen, wie zum Beispiel JDBC oder ODBC,
verwendet.
Diese Drei-Schichten-Architektur trennt die Anwendungslogik scharf von der
Pra¨sentationslogik und erlaubt dadurch eine relativ unabha¨ngige Entwicklung
der beiden Teilbereiche, wobei die Pra¨sentationsschicht fu¨r diesen Kontext keine
Rolle spielt. Daru¨ber hinaus wird durch eine derartige Architektur die gute Ska-
lierbarkeit und Wartbarkeit der Anwendungen, d.h. der Fachlogik, gewa¨hrlei-
stet [74]. Um diese Fachlogik als Dienst in einer serviceorientierten Umgebung
verfu¨gbar zu machen, wird in dem bisherigen Ansatz ein Webservice-Wrapper
auf die implementierte Fachlogik gesetzt und alle Aspekte der darunter liegen-
den Schichten werden verborgen, wie es in Abbildung 6.2(a) dargestellt ist.
(a) Wrapper-Ansatz (b) Container-Ansatz
Das neue Konzept der Data-Grey-Box-Webservices erweitert diesen Wrapper-
Ansatz zu einem vollsta¨ndigen Container, der eine explizite Datenschicht bein-
haltet und die bisher nur intern benutzte Persistenzschicht ersetzt. Diese expli-
zite Webservice-Datenschicht ist somit verantwortlich fu¨r die einheitliche Hand-
habung strukturierter Daten und bietet entsprechende Schnittstellen an. Die
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Evolution des Wrapper-Ansatzes zu einem Container-Ansatz ist in Abbildung
6.2(b) illustriert. Wie zu erkennen ist, wird die ehemals intern verwendete Per-
sistenzschicht in den neuen Container integriert und steht damit zentral fu¨r alle
Methoden (Fachlogik) des Webservices zur Verfu¨gung.
Durch das Anheben der Persistenzschicht erweitert sich ihr Aufgabenbereich
und sie wird daher nun als Datenschicht bezeichnet. Auf diese Datenschicht
wird im Weiteren eingegangen, beginnend mit einer Anforderungsanalyse (Ab-
schnitt 6.2.1). Daraufhin wird diese Datenschicht na¨her erla¨utert (Abschnitt
6.2.2). In diesen beiden Teilen wird nach wie vor davon ausgegangen, dass
die Kommunikation, und somit der Datenaustausch zwischen Dienstnutzer und
Webservice, mittels SOAP-Nachrichten erfolgt. Somit werden keine A¨nde-
rungen an der Schnittstelle vorgenommen und es wird nur ein einheitliches
Webservice-Konzept fu¨r die Handhabung großer strukturierter Datenmengen
pra¨sentiert.
Aufbauend auf diesen beiden Teilen wird eine erweiterte Schnittstellenbe-
schreibung fu¨r Data-Grey-Box-Webservices pra¨sentiert (Abschnitt 6.2.3), da-
mit die explizit vorhandene Datenschicht auch in der Schnittstellenbeschrei-
bung pra¨sent ist. Durch diese Vorgehensweise ko¨nnen spezifische Datenu¨bert-
ragungstechnologien transparent in den Serviceaufruf integriert werden, um eine
effiziente U¨bertragung großer Datenmengen zu gewa¨hrleisten. Abschnitt 6.2.4
befasst sich ausschließlich mit dem Serviceaufruf und zeigt, wie Datenu¨bertra-
gungstechnologien in den Serviceaufruf integriert werden und wie das Zusam-
menspiel mit der neu vorgestellten Datenschicht funktioniert.
6.2.1. Anforderungen
Bevor im Detail auf die Eigenschaften der Datenschicht eingegangen wird, muss
zuna¨chst gekla¨rt werden, welche Aufgaben diese Datenschicht zu u¨bernehmen
hat. Zur Kla¨rung dieser Frage geho¨rt die Betrachtung der unterschiedlichen
Datenaspekte, mit denen ein Webservice arbeitet. Je nach Funktionalita¨t des
Webservices, genauer der Methoden, ist dieser Datenaspekt unterschiedlich und
somit sind auch die Aufgaben der Datenschicht unterschiedlich. Zur besseren
Versta¨ndlichkeit wird ab jetzt die Annahme getroffen, dass ein Webservice nur
eine Methode anbietet. Diese Annahme ist dabei nur von syntaktischer Na-
tur und alle folgenden Ausfu¨hrungen lassen sich ohne Weiteres auf Webservices
mit mehreren Methoden u¨bertragen. Die Kommunikation zwischen Dienstnut-
zer und Webservice erfolgt nach wie vor mittels SOAP-Nachrichten. In der
Regel lassen sich zwei Typen von Webservices fu¨r den Anwendungskontext un-
terscheiden: (a) Webservices fu¨r die Datenbereitstellung und (b) Webservices
fu¨r die Datenverarbeitung.
a) Webservices fu¨r die Datenbereitstellung - Statischer Datenaspekt
Webservices ko¨nnen dazu genutzt werden, Daten fu¨r Dienstnutzer bereitzu-
stellen. Aus Sicht des Webservices handelt es sich dabei um einen statischen
Datenaspekt, da der Webservice auf eine fu¨r den Dienstnutzer verborgene Da-
tenquelle zugreift, um die entsprechenden Daten fu¨r den Dienstnutzer zu ex-
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trahieren. Je nach Definition des Webservices kann der Dienstnutzer eventuell
Parameter zur Steuerung beziehungsweise zur Filterung der Daten u¨bermitteln,
wie es in Abbildung 6.3 illustriert ist. Diese u¨bergebenen Parameter werden von
dem Webservice zur Aufbereitung der Daten genutzt, beispielsweise in der Ge-
nerierung der Abfrage fu¨r die Datenquelle. Die extrahierten Daten aus der
Datenquelle werden schlussendlich dem Dienstnutzer als Ergebnis des Aufrufs
u¨bermittelt. Eine zeitgleiche Abfrage zweier Dienstnutzer mit den gleichen Pa-
rametern wu¨rde in jedem Fall die gleiche Ergebnismenge liefern.
Abbildung 6.3.: Statischer Datenaspekt von Webservices.
Webservices mit derartigen Operationen werden oftmals als Data Provider
Web Services bezeichnet, da sie fu¨r Dienstnutzer nur Daten bereitstellen und
keine Verarbeitungsfunktionen anbieten. Bezogen auf das betrachtete Anwen-
dungsgebiet werden solche Webservices eingesetzt, um Mikroarraydatensa¨tze
von Studien eines einzelnen Wissenschaftlers (oder einer einzelnen Forscher-
gruppe) der gesamten Forschungsgemeinde zur Verfu¨gung zu stellen. U¨ber die
Parameter kann dann beispielsweise gesteuert werden, welche konkreten Da-
tensa¨tze ein Dienstnutzer haben mo¨chte.
Die Aufgaben der Datenschicht bestehen jetzt darin, die Daten aus der ent-
sprechenden Datenquelle zu laden und auf Anwendungsebene bereitzustellen.
Dazu muss der Webservice der Datenschicht mitteilen, aus welcher Datenbank
und aus welchen Tabellen die Daten zu extrahieren sind, d.h. die Datenschicht
muss Zugriff auf die entsprechende Datenbank inklusive Tabellen haben. Da fu¨r
jeden Dienstnutzer eine neue Webservice-Instanz erzeugt wird, muss daru¨ber
hinaus die Datenschicht die geladenen Daten mit der jeweiligen Instanz korrelie-
ren, damit jeder Dienstnutzer nur die Daten bekommt, die er auch angefordert
hat. Somit ko¨nnen die Aufgaben fu¨r die Datenschicht wie folgt beschrieben
werden: (1) Laden der Daten aus einer Datenbank und (2) Korrelation der Da-
ten mit der entsprechenden Instanz. Die geladenen Daten werden mittels einer
SOAP-Nachricht an den Dienstnutzer versandt.
b) Webservices fu¨r die Datenverarbeitung - Dynamischer Datenaspekt
Webservices ko¨nnen aber nicht nur dazu genutzt werden, Daten fu¨r Dienstnut-
zer bereitzustellen, sondern auch, um sie zu verarbeiten. In diesem Fall ruft ein
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Dienstnutzer einen Webservice auf und u¨bermittelt seine Daten, die der Verar-
beitung unterzogen werden sollen. Aus Sicht des Webservices handelt es sich
dabei um dynamische Daten, da diesmal die Daten vom Dienstnutzer stammen
und nicht aus einer internen Datenquelle.
Abbildung 6.4.: Dynamischer Datenaspekt von Webservices.
Bezogen auf das betrachtete Anwendungsgebiet, geho¨ren alle Normalisierungs-
und Analyseverfahren zu diesem Webservice-Typ. Je nach Funktionalita¨t des
Webservices muss der Dienstnutzer eventuell auch noch Steuerungsparameter
neben den Daten u¨bermitteln, beispielsweise die Anzahl der zu extrahierenden
Cluster. Die Ru¨ckgabe an den Dienstnutzer ha¨ngt ebenfalls von der Funktiona-
lita¨t des Webservices ab. Beispielsweise wird durch ein Normalisierungsverfah-
ren (siehe Abschnitt 2.4.2) die Menge der Eingabedaten nicht reduziert; somit
handelt es sich bei der Ru¨ckgabe wiederum um eine große Datenmenge. Auf der
anderen Seite kann die Ru¨ckgabe auch nur ein numerischer Wert sein, obwohl
die Eingabe eine Datenmenge war, wie zum Beispiel bei der Qualita¨tsmessung
(siehe Abschnitt 4.3).
Die Aufgaben der Datenschicht ko¨nnen wie folgt beschrieben werden: (1)
Die erste Aufgabe besteht darin, die in der SOAP-Nachricht enthaltenen Daten
des Dienstnutzers in einer Datenbank zu speichern und fu¨r die Fachlogik des
Webservices bereitzustellen. Daru¨ber hinaus ist eventuell auch Speicherplatz
fu¨r die Ausgabedaten des Webservices in der Datenbank zu reservieren, wenn
der Webservice große Datenmengen an den Dienstnutzer zuru¨cksendet. Die
Speicherung der Eingabe- als auch Ausgabedaten ist dabei nur von tempora¨rer
Natur und die Datenschicht muss eine Datenbank entsprechend vorbereiten,
d.h. Tabellen fu¨r Eingabe- als auch Ausgabedaten erzeugen. Diese Aufgabe ist
aber nur fu¨r große Datenmengen relevant. Die Steuerungsparameter sind davon
ausgenommen. Wie diese Trennung fu¨r Webservices erfolgen kann wird spa¨ter
na¨her erla¨utert. Im Moment wird davon ausgegangen, dass eine derartige Dif-
ferenzierung durchfu¨hrbar ist. (2) Die zweite Aufgabe besteht darin, wa¨hrend
der Abarbeitung der Funktionalita¨t Daten nachzuladen und vera¨nderte Daten
wieder zu speichern. (3) Die dritte Aufgabe, die die Datenschicht u¨bernehmen
muss, ist die Korrelation der Daten mit der entsprechenden Webservice-Instanz.
Eine Vermischung der Daten u¨ber Instanzen hinweg muss in jedem Fall verhin-
dert werden. (4) Zum Abschluss mu¨ssen eventuell die Ausgabedaten geladen
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und in eine SOAP-Nachricht gepackt werden, damit diese zum Dienstnutzer
gesendet werden kann.
Damit unterscheiden sich Webservices mit dynamischem Datenaspekt und
Webservices mit statischem Datenaspekt nur dahingehend, dass beim dynami-
schen Datenaspekt zuerst die Daten vom Dienstnutzer in einer Datenbank ge-
speichert werden. Danach unterscheiden sich die beiden Typen nur geringfu¨gig,
da beide dann Daten aus einer Datenbank zur Verarbeitung heranziehen. Aus
diesem Grund werden im Weiteren nur noch Webservices mit dynamischem Da-
tenaspekt betrachtet. Die notwendigen minimalen Modifikationen fu¨r Webser-
vices mit statischem Datenaspekt werden an den entsprechenden Stellen ange-
sprochen.
6.2.2. Webservice-Datenschicht
Zur einheitlichen Verarbeitung großer Datenmengen in den Methoden eines
Webservices wird jetzt eine explizite Webservice-Datenschicht eingefu¨hrt. Das
Ziel dieser Einfu¨hrung besteht darin, eine Trennung der Methoden-Implemen-
tierung (Fachlogik) in einen Funktions- und einen Datenteil zu etablieren, ana-
log zum vorgestellten Schichtenansatz fu¨r Softwaresysteme. Die Hauptaufgabe
dieser Datenschicht ist somit, den funktionalen Teil der Methoden von der Da-
tenhandhabung zu entkoppeln, um eine effiziente und skalierbare Handhabung
der Eingabe- als auch der Ausgabedaten zu gewa¨hrleisten.
Abbildung 6.5 illustriert den kompletten Ansatz. Wie zu erkennen ist, grei-
fen die funktionalen Webservice-Instanzen u¨ber eine einheitliche Schnittstelle
auf die Datenschicht zu. Fu¨r jede Webservice-Instanz stehen in dieser Da-
tenschicht Anwendungsobjekte zur Verfu¨gung, auf denen sie ihre Verarbeitung
durchfu¨hren. Die Datenschicht bescha¨ftigt sich daru¨ber hinaus mit dem Spei-
chern und Laden der Anwendungsobjekte aus Datenquellen. Bei Webservices
mit statischem Datenaspekt muss auf eine vom Webservice vorgegebene Daten-
quelle zugegriffen werden, wa¨hrend bei Webservices mit dynamischem Daten-
aspekt eine Verteilung u¨ber mehrere verfu¨gbare Datenquellen erfolgen kann, da
die Datenquelle frei wa¨hlbar ist. Durch diese Vorgehensweise wird eine Abstrak-
tion von konkreten Datenquellen erzielt und die Datenschicht besteht damit aus
zwei Komponenten [70]: (a) Anwendungsobjekte, die einen einheitlichen Zugriff
Abbildung 6.5.: Trennung von Funktions- und Datenteil innerhalb eines
Webservice.
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auf unterschiedliche Datenquellen, wie beispielsweise relationale Datenbanken,
XML Datenbanken oder eben auch Dateien, erlauben und (b) ein zentraler Ma-
nager, der fu¨r die komplette Verwaltung der Datenschicht verantwortlich ist.
Bezogen auf Abbildung 6.5 ist der Manager zum einen fu¨r die Zuordnung der
Webservice-Instanzen zu den Anwendungsobjekten und zum anderen fu¨r die
Abbildung der Anwendungsobjekte auf Datenquellen verantwortlich.
Anwendungsobjekte
Zur Realisierung der ersten Komponente der neuen Datenschicht ko¨nnen Persi-
stenzframeworks [7], wie beispielsweise Enterprise Java Beans (EJB) [20], Java
Data Objects (JDO)[102] oder Service Data Objects (SDO) [135, 196] benutzt
werden. Bei den Service Data Objects handelt es sich um eine gemeinsame
Spezifikation unterschiedlicher Softwarehersteller, wie IBM, Microsoft, Oracle
und SAP. Das Ziel ist die Erstellung eines Rahmenwerks mit einer einheitlichen
Programmierschnittstelle fu¨r den Zugriff auf strukturierte Daten. Die Art der
Datenquelle ist dabei komplett transparent. Im Rahmen dieser Dissertation
wurden speziell die Technologien Service Data Objects und Enterprise Java
Beans betrachtet, wobei im Weiteren nur auf Service Data Objects eingegan-
gen wird. Diese Ausfu¨hrungen sind ohne weitere Anpassungen auch auf die
Enterprise Java Beans u¨bertragbar.
Abbildung 6.6.: Technologie der Service Data Objects [135, 196].
Den Kern der SDO-Spezifikation bildet das DataObject, welches die allge-
meine Repra¨sentation eines Anwendungsobjektes darstellt. Die generelle Ar-
beitsweise der Service Data Objects ist in Abbildung 6.6 dargestellt. In diesem
Szenario arbeitet eine Anwendung auf einem vollsta¨ndig spezifizierten Daten-
graphen (engl. data graph), der aus einem oder mehreren Datenobjekten (engl.
data objects) besteht. Dieser Datengraph ist ein baumartiger Verbund von kon-
kreten Datenobjektinstanzen und ist somit nur fu¨r die einheitliche Repra¨sen-
tation der Datenobjektinstanzen verantwortlich. Auf der anderen Seite u¨ber-
nehmen sogenannte Mediatoren die konkrete Abbildung der Datengraphen auf
die verschiedensten Datenquellen, wie relationale Datenbanken, Dateien oder
XML-Datenbanken.
Die abstrakten Zugriffsschnittstellen, also die Datengraphen, ko¨nnen leicht
aus den Schemainformationen der Eingabe- und Ausgabedaten generiert wer-
den, wobei eine explizite Spezifikation dieser notwendig ist, so wie bei der EJB-
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Technologie [74]. Des Weiteren wird durch eine 1 : 1-Abbildung auf die Daten-
quellen eine Generierung der SDO-Mediatoren mo¨glich. Die Technologie der
Service Data Objects dient neben EJB und JDO dazu, den Zugriff auf Da-
tenquellen zu abstrahieren und eine einheitliche Sicht auf Datenstrukturen zu
ermo¨glichen. Der Vorteil von SDO ist jedoch, dass die Spezifikation bzw. deren
Implementierung fu¨r eine Vielzahl von Plattformen vorhanden ist. So existieren
neben Java auch Implementierungen fu¨r beispielsweise C++, PHP oder auch
.Net. Durch den Mediatoransatz lassen sich außerdem verschiedene Quellsy-
steme anbinden. Somit bieten derartige Persistenzframeworks einen abstrakten
Zugriff auf beliebige Datenquellen.
Manager
Die Anwendungsobjekte sind nur ein Bestandteil der Datenschicht. Eine wei-
tere wesentliche Aufgabe der Datenschicht besteht darin, die Daten mit der
jeweiligen Webservice-Instanz zu korrelieren, damit die Daten paralleler In-
stanzen klar separiert werden. Diese Differenzierung ist notwendig, damit jede
Webservice-Instanz nur auf ihren eigenen Daten arbeitet und es zu keiner Vermi-
schung kommt. Aus diesem Grund wird neben den Anwendungsobjekten auch
ein koordinierender Manager beno¨tigt, der fu¨r das komplette Management der
Datenschicht zur Laufzeit verantwortlich ist. Zu den Aufgaben des zentralen
Managers za¨hlen[70]:
1. Korrelation der Anwendungsobjekte mit der entsprechenden Webservice-
Instanz.
2. Mapping der Anwendungsobjekte auf Datenquellen. Bei Webservices mit
statischem Datenaspekt ist dieses Mapping vorgegeben, da auf existie-
rende Daten zugegriffen wird. Bei Webservices mit dynamischem Daten-
aspekt sind die Datenquellen entsprechend vorzubereiten, zum Beispiel
durch das Anlegen von Tabellen fu¨r die tempora¨re Speicherung.
Mit diesen Aufgaben ergibt sich das in Abbildung 6.7 verfeinerte Architek-
turbild fu¨r das Zusammenspiel der Webservice-Instanzen und der Datenschicht.
Wie zu erkennen ist, entspricht der Manager der Datenschicht dem Entwurfs-
muster Singleton [61], da er fu¨r alle Webservice-Instanzen verantwortlich ist.
Die einzelnen Webservice-Instanzen greifen u¨ber eine statische Verbindung auf
den Manager zu und bekommen von ihm ihre Anwendungsobjekte zugewie-
sen. Der Manager erzeugt die SDO-Anwendungsobjekte und SDO-Mediatoren.
U¨ber die SDO-Mediatoren wird die Verknu¨pfung zu einer Datenquelle herge-
stellt. Im Implementierungskapitel (Kapitel 7) wird ein Beispiel ero¨rtert, um
diese Vorgehensweise zu vertiefen.
Damit der Manager u¨berhaupt seine Aufgaben erfu¨llen kann, beno¨tigt er die
folgenden Informationen.
Datenquellen: Der Manager muss wissen, welche Datenquellen zugreifbar sind
und wie der entsprechende Zugriff zu erfolgen hat. Deshalb verfu¨gt er
u¨ber ein Datenquellen-Register, das derartige Informationen speichert.
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Abbildung 6.7.: Zusammenspiel der Webservice-Instanzen mit dem Manager
der Datenschicht.
Zur Manipulation dieses Registers stellt der Manager entsprechende Me-
thoden zur Verfu¨gung, mit der Mo¨glichkeit, Datenquellen hinzuzufu¨gen,
zu a¨ndern und zu lo¨schen.
Session-Verwaltung: Des Weiteren verfu¨gt der Koordinator u¨ber eine Session-
Verwaltung, damit er einerseits die Verknu¨pfungen der Webservice-In-
stanzen zu den Anwendungsobjekten und andererseits die Mappings der
Anwendungsobjekte zu den Datenquellen verwalten kann. Somit werden
alle Informationen der Datenschicht fu¨r eine Webservice-Instanz in einer
Session abgelegt. Sobald eine Webservice-Instanz geschlossen wird, kann
die entsprechende Session der Datenschicht ebenfalls geschlossen und da-
mit die gespeicherten Verknu¨pfungen gelo¨scht werden.
Schemata der Eingabe- und Ausgabedaten: Der Manager muss fu¨r jede an-
gebotene Webservice-Operation die Schemata der Eingabe- und Ausgabe-
daten explizit kennen. Ohne diese expliziten Informationen ko¨nnen bei-
spielsweise keine SDO-Datengraphen bzw. SDO-Mediatoren dynamisch
erzeugt werden. Fu¨r die Darstellung der Schemata kann XML-Schema
genutzt werden. Die verwendete Grundstruktur im Rahmen dieser Dis-
sertation ist in Abbildung 6.8 illustriert. Die Hierarchie der Elemente in
dieser Struktur gestaltet sich dabei so, dass mit jeder Stufe eine feinere
Granularita¨t beschrieben wird. So entspricht die erste Element-Ebene
derjenigen Operation (Zeile 1), fu¨r welche die Schemainformationen ent-
halten sind. Daru¨ber hinaus muss noch angegeben werden, um welchen
Typ des Datenaspektes es sich bei dieser Operation handelt. Die zweite
Element-Ebene ist fu¨r die Unterscheidung von Eingabe- und Ausgabeda-
ten verantwortlich. Die dritte Element-Ebene entha¨lt dann die jeweiligen
Datenstrukturen. Im Kontext von Datenbanken entspricht jedes Element
auf der dritten Ebene einer Tabelle. Die vierte Ebene beschreibt somit
Spalten einer Tabelle mit Name und Datentyp. Weitere Eigenschaften der
Spalten, wie beispielsweise Prima¨rschlu¨ssel oder Fremdschlu¨ssel, ko¨nnen
als Attribute dieser Elemente definiert werden. Somit kann eine Opera-
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Abbildung 6.8.: XML-Struktur zur Schemadefinition der Eingabe- und
Ausgabedaten.
tion mehrere Tabellen als Eingabe als auch als Ausgabe haben.
Fu¨r den dynamischen Datenaspekt sind das alle Informationen, die beno¨tigt
werden, da die Tabellen dynamisch erzeugt werden. Fu¨r den statischen
Datenaspekt mu¨ssen zu den Tabellendefinitionen noch die konkreten Re-
ferenzen zu den existierenden Tabellen hinterlegt werden, damit die rich-
tigen Daten fu¨r den Dienstnutzer extrahiert werden. Diese Informatio-
nen werden in den Element-Definitionen der dritten Ebene aufgenommen.
Abha¨ngig von der Funktionalita¨t der Webservice-Operationen ko¨nnen nur
Eingabe, nur Ausgabe oder beides spezifiziert werden.
6.2.3. Erweiterte Servicebeschreibung
Im vorherigen Abschnitt wurde eine explizite Datenschicht fu¨r Webservices
eingefu¨hrt, womit eine einheitliche und effiziente Handhabung großer Daten-
mengen im Webservice mo¨glich ist. Diese explizit eingefu¨hrte Datenschicht ist
bisher komplett transparent fu¨r die Dienstnutzer und nur fu¨r die interne Da-
tenverarbeitung der Methoden der Webservices nutzbar. Wie in Kapitel 5 ex-
perimentell gezeigt wurde, sind spezifische Technologien zur Datenu¨bertragung
zwischen Datenbanken wesentlich effizienter als der XML-basierte Nachrich-
tenaustausch auf Anwendungsebene. Um derartige U¨bertragungstechnologien
nutzen zu ko¨nnen, muss die eingefu¨hrte Webservice-Datenschicht explizit in
die Schnittstellenbeschreibung aufgenommen werden. Erst durch diese A¨nde-
rung entwickeln sich Webservices zu Data-Grey-Box-Webservices. Die Ziele der
Technologie der Data-Grey-Box-Webservices sind dabei folgende:
1. Webservices werden als zustandslos erachtet und dieser Aspekt soll eben-
falls fu¨r Data-Grey-Box-Webservices gelten.
2. Die Datenu¨bertragung soll sowohl fu¨r den Dienstnutzer als auch den Ser-
vice transparent sein.
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3. Die Integration spezifischer Technologien zur Datenu¨bertragung soll fle-
xibel sein, so dass weitere Technologien ohne großen Aufwand eingebettet
werden ko¨nnen.
Die Aufgabe dieses Abschnitts besteht jetzt darin, die modifizierte Schnitt-
stellenbeschreibung fu¨r Data-Grey-Box-Webservices einzufu¨hren. Der nachfol-
gende Abschnitt widmet sich der Nutzung dieser modifizierten Schnittstellen-
beschreibung und zeigt auf, wie Dienstnutzer derartige Services nutzen. Ins-
besondere wird auch auf den Aspekt der Datenu¨bertragung eingegangen und
erla¨utert, wie derartige Technologien transparent in den Serviceaufruf integriert
werden.
Die Modifikationen an der Schnittstellenbeschreibung sollen an einem kon-
kreten Szenario illustriert werden. Aufgrund der Tatsache, dass Webservices
zustandslose Komponenten sind, mu¨ssen bei jedem Aufruf alle vom Webser-
vice beno¨tigten Informationen vom Dienstnutzer u¨bergeben werden. Angenom-
men, ein Service stellt die Methode kMeans zur Verfu¨gung, die das k-Means-
Clusteringverfahren implementiert (siehe Abschnitt 3.1). Vom Dienstnutzer
wird in diesem Fall sowohl die Datenmenge data, aus der die Cluster extrahiert
werden sollen, erwartet als auch die Anzahl der Cluster k. Die bestimmten Clu-
ster returnData werden dem Dienstnutzer zuru¨ckgegeben. Somit ergibt sich
die folgende abstrakte Webservice-Schnittstelle:
returnData kMeans(data, k).
Der erste Eingabeparameter, data, beschreibt die Daten, auf denen der
Webservice das Clusteringverfahren anwenden soll. Der Parameter k ist ein
ganzzahliger Wert, der die Anzahl der Cluster fu¨r den Algorithmus vorgibt. Der
Ausgabeparameter entspricht im Wesentlichen dem Eingabeparameter data,
wobei diese Daten mit der Clusterzugeho¨rigkeit annotiert sind. Betrachtet man
diese Parameter, so lassen sie sich in zwei Klassen einteilen:
Funktionale Parameter: Sie steuern das Verhalten (die Funktion) einer Web-
service-Operation. In der Regel handelt es sich dabei um einzelne Werte
und damit ist die Datenmenge nicht sehr groß.
Datenparameter: Diese zweite Klasse der Parameter zeichnen sich dadurch
aus, dass die Funktionalita¨t einer Webservice-Operation auf diesen Daten
ausgefu¨hrt wird. Im Rahmen komplexer Datenanalyseprozesse handelt es
sich dabei um große Datenmengen.
Der Ru¨ckgabewert einer Operation kann je nach Funktionalita¨t einer der
beiden Klassen zugeordnet werden. Bei dem kMeans-Beispiel wird der Ru¨ck-
gabewert der Klasse der Datenparameter zugeordnet. Aus globaler Sicht sol-
len nur die Datenparameter einer speziellen Behandlung unterzogen werden,
d.h. die funktionalen Parameter sollen nach wie vor mittels SOAP-Nachrichten
zwischen Dienstnutzer und Webservice ausgetauscht werden. Die Trennung
zwischen diesen beiden Parameterklassen existiert in der bisherigen Schnitt-
stellenbeschreibung weder semantisch noch syntaktisch. Auf Grundlage dieser
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Tatsache werden große Datenmengen (Datenparameter) genau so behandelt wie
funktionale Parameter.
Um eine derartige Trennung fu¨r Data-Grey-Box-Webservices zu erzielen, wird
das allgemeine wsdl:message-Konstrukt in der standardisierten Schnittstellen-
beschreibung (WSDL-Dokument) in zwei Konstrukte aufgespalten:
• wsdl:message parameter und
• wsdl:message data.
Durch diese Trennung ko¨nnen Dienstnutzer zwischen den beiden Parameter-
klassen differenzieren. Die beiden neuen Konstrukte referenzieren wiederum
keine, eine oder mehrere Datenstrukturen aus dem types-Element. Dieses ty-
pes-Konstrukt umschließt alle zum Datenaustausch verwendeten Datenstruk-
turen, welche mit Hilfe von XML-Schema beschrieben werden. Somit lassen
sich sowohl einfache als auch komplexe Datentypen fu¨r die funktionalen Para-
meter als auch fu¨r die Datenparameter beschreiben. Fu¨r die Strukturbeschrei-
bung der Datenparameter kann die in Abbildung 6.8 eingefu¨hrte XML-Struktur
verwendet werden. In Abbildung 6.9 ist diese Aufspaltung des wsdl:message-
Konstruktes fu¨r die kMeans-Methode illustriert, ohne auf die konkreten types-
Konstrukte einzugehen, da dort keine A¨nderungen vorgenommen wurden. Wie
zu erkennen ist, wird der Eingabeparameter k der Operation als funktionaler
Parameter und data, returnData als Datenparameter definiert.
Abbildung 6.9.: WSDL-Message-Definitionen fu¨r die kMeans-Operation.
Nach dieser Aufspaltung des wsdl:message-Konstruktes besteht der na¨chste
Schritt aus der Anpassung der abstrakten Definitionen der Methoden in dem
WSDL-Dokument. Eine Methode kann jetzt funktionale Parameter und/oder
Datenparameter als Eingabe haben. Das trifft auch fu¨r den Ru¨ckgabewert zu.
Die abstrakte Definition der kMeans-Methode ist in Abbildung 6.10 dargestellt.
Durch eine derartige Definition ko¨nnen Dienstnutzer identifizieren, welche Pa-
rameter und Daten die Methoden erwarten und zuru¨ckgeben.
Die bisher pra¨sentierten WSDL-A¨nderungen betrafen nur den abstrakten Teil
der WSDL-Beschreibung. Im konkreten Abschnitt eines WSDL-Dokumentes
werden die Protokolle und Formate definiert, mit der die Methoden anzuspre-
chen sind. Diese Aufgabe u¨bernimmt das wsdl:binding-Element. Es gibt an, mit
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Abbildung 6.10.: Abstrakte Beschreibung der kMeans-Methode.
Hilfe welches Nachrichtentyps die Parameter dargestellt werden und mit wel-
chem Transportprotokoll der Nachrichtentransport stattfindet. Fu¨r die funktio-
nalen Parameter (wsdl:message parameter -Element) wird die bisherige Vorge-
hensweise beibehalten. Fu¨r die Datenparameter (wsdl:message data-Element)
wird ein neues Format datalayer eingefu¨hrt. Durch dieses neue Format signa-
lisiert der Service, dass die Datenparameter auf einem anderen Weg zu u¨bert-
ragen sind. In Abbildung 6.11 ist das entsprechende binding-Element fu¨r die
kMeans-Operation dargestellt. Mit diesem datalayer -Binding werden Daten-
referenzen eingefu¨hrt und zur Steuerung dieses Konzeptes dient das Attribut
required, da damit die Art der verstandenen Datenreferenzen festgelegt wird.
In dem dargestellten Beispiel kann die Webservice-Methode kMeans nur mit
Datenbankreferenzen umgehen (required = database). Die Nutzung dieses For-
mates wird detailliert im na¨chsten Abschnitt erla¨utert.
Zusammenfassend kann festgehalten werden, dass die Schnittstellenbeschrei-
bung fu¨r Data-Grey-Box-Webservices gegenu¨ber normalen Webservices etwas
modifiziert wurde. Die gro¨ßte Modifikation betrifft dabei den abstrakten Teil




Abbildung 6.12.: Elemente und Beziehungen eines WSDL-Dokumentes fu¨r
Data-Grey-Box-Webservices.
der Schnittstellenbeschreibung durch die Aufspaltung des wsdl:message-Kon-
struktes. Aufbauend auf dieser Aufspaltung sind A¨nderungen an den abstrak-
ten Definitionen der Operationen und am Binding vorgenommen worden. Somit
ergibt sich der in Abbildung 6.12 illustrierte Aufbau eines WSDL-Dokumentes
fu¨r Data-Grey-Box-Webservices.
6.2.4. Dienstaufruf
Mit der expliziten Trennung der funktionalen Parameter und der Datenpara-
meter in der Schnittstellenbeschreibung, inklusive der Einfu¨hrung eines neuen
Binding-Formats, mu¨ssen Datenparameter (große Datenmengen) nicht mehr
mittels SOAP-Nachrichten zwischen Dienstnutzer und Webservice ausgetauscht
werden, sondern an dieser Stelle kann das Konzept der Datenreferenzen aufge-
griffen werden, wie es in Abschnitt 6.1 bereits dargelegt wurde.
Um genauer auf diesen Aspekt eingehen zu ko¨nnen, muss zuna¨chst gekla¨rt
werden, wer fu¨r die Datenu¨bertragung mittels geeigneter Technologien verant-
wortlich ist: der Webservice oder der Dienstnutzer? Durch die enge Kopplung
der Methoden in diesem Anwendungsbereich mit Datenbanken orientiert sich
die Betrachtung an ETL-Werkzeugen fu¨r die Datenu¨bertragung. Dieses Szena-
rio wird jetzt genutzt, um die unterschiedlichen Prinzipien fu¨r die Initiierung
und somit die Durchfu¨hrung des Datenaustausches zu verdeutlichen [70].
Push-Prinzip : Beim Push-Prinzip ist der Dienstnutzer fu¨r die Durchfu¨hrung
der Datenu¨bertragung von Eingabe- und Ausgabedaten verantwortlich,
wie in Abbildung 6.13 dargestellt. In diesem Fall u¨bernimmt der Dienst-
nutzer alle Aufgaben und damit ist die Datenu¨bertragung fu¨r den Webser-
vice transparent. Die wesentlichen Nachteile dieses Prinzips bestehen
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Abbildung 6.13.: Push-Prinzip fu¨r die Initiierung des Datenaustausches.
darin, dass (1) eine mehrstufige Kommunikation, wie auch in Abbildung
dargestellt, zwischen Dienstnutzer und Service erfolgen muss und (2) der
Webservice seine Zugriffsinformationen (Datenreferenzen) fu¨r die interne
Datenbank den Dienstnutzern u¨bermitteln muss. Im Detail bedeutet das,
dass bei der ersten Kommunikation der Webservice sofort Datenreferenzen
auf die entsprechende Datenbank und Tabellen fu¨r Eingabe- und Ausgabe-
daten an den Dienstnutzer u¨bertra¨gt. Dann initiiert der Dienstnutzer die
Datenu¨bertragung der Eingabedaten mittels eines ETL-Werkzeuges und
ruft anschließend den Service auf. Nach Beendigung des Services muss der
Dienstnutzer, je nach Funktionalita¨t des Services, eine Datenu¨bertragung
fu¨r die Ausgabedaten initiieren. Damit wu¨rde gewissermaßen die Eigen-
schaft der Zustandslosigkeit der Webservices aufgegeben werden, da eine
mehrfache Kommunikation zwischen Dienstnutzer und Webservice erfolgt
und die Aufrufe nicht unabha¨ngig voneinander sind.
Pull-Prinzip: Das Pull-Prinzip, als Gegenstu¨ck zum Push, ist die zweite prinzi-
piell mo¨gliche Vorgehensweise (siehe Abbildung 6.14). Bei diesem Prinzip
ist der Webservice verantwortlich, die Eingabedaten aus einer externen
Datenquelle zur Datenbank des Services zu kopieren. Des Weiteren ist der
Webservice zusta¨ndig, die Ausgabedaten in eine externe Datenquelle des
Dienstnutzers zu u¨berfu¨hren. Um dieses Prinzip realisieren zu ko¨nnen,
muss der Dienstnutzer beim Serviceaufruf die Datenreferenzen zu den
externen Datenbanken dem Service u¨bertragen. Je nach Funktionalita¨t
des Webservices sind maximal zwei Datenreferenzen zu u¨bermitteln: (1)
Abbildung 6.14.: Pull-Prinzip fu¨r die Initiierung des Datenaustausches.
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wo die Eingabedaten zu finden und (2) wo die Ausgabedaten abzulegen
sind. Der Vorteil dieses Prinzips besteht darin, dass die Services zu-
standslos bleiben, da alle notwendigen Datenu¨bertragungen auf der Seite
des Webservices eingebettet und aus globaler Sicht in einem Serviceaufruf
integriert sind. Dazu mu¨ssen die Datenreferenzen in die SOAP-Nachricht
integriert werden.
Da die Eigenschaft der Zustandslosigkeit, wie sie fu¨r die Webservice-Techno-
logie gilt, auch fu¨r Data-Grey-Box-Webservices erhalten bleiben soll, muss das
Pull-Prinzip unter allen Umsta¨nden verfolgt werden. Aus diesem Grund wird
im Folgenden nur noch auf dieses Prinzip eingegangen und alle weiteren Details
orientieren sich daran. Nachdem festgelegt wurden ist, wer die Datenu¨bert-
ragungen initiiert, muss als na¨chstes gekla¨rt werden, wo die spezifischen Da-
tenu¨bertragungstechnologien zur Verfu¨gung stehen und wie sie angesprochen
werden. Beispielsweise ko¨nnten derartige U¨bertragungstechnologien Bestand-
teil der eingefu¨hrten Datenschicht sein, wodurch aber die Integration neuer
Technologien erschwert wird. Daru¨ber hinaus wu¨rde auf Seiten des Webser-
vices zusa¨tzliche Arbeitslast erzeugt, die auch ausgelagert werden kann.
Eine andere Mo¨glichkeit entsprechend des Grundgedankens der serviceorien-
tierten Architektur ist die Bereitstellung spezifischer Datenu¨bertragungstech-
nologien als Dienste. Dazu muss eine entsprechende Funktionalita¨t angeboten
werden, die von außen gesteuert werden kann. Bezogen auf ein ETL-Werkzeug
bedeutet das, dass ein ETL-Prozess, der Daten aus einer Datenquelle extra-
hiert und sie dann in einer Datensenke speichert, als Dienst angeboten wird,
wobei sowohl die Datenquelle als auch die Datensenke beim Dienstaufruf spezi-
fiziert werden. Die angebotene Funktionalita¨t kann als Kopierdienst bezeichnet
werden. Dieser Ansatz, auch als Mediator -Prinzip bezeichnet, verfeinert somit
das Pull-Prinzip, indem genau spezifiziert wird, dass die U¨bertragungstechno-
logien als Webservices zur Verfu¨gung stehen mu¨ssen und der Zugriff u¨ber einen
Webservice-Aufruf erfolgt. In diesem Aufruf werden zwei Datenreferenzen zwi-
schen den zu u¨bertragenden Daten u¨bergeben. Damit findet eine Abstraktion
von konkreten U¨bertragungstechnologien statt und eine Integration neuer Tech-
nologien ist jederzeit mo¨glich.
Mit diesen Betrachtungen kann jetzt der vollsta¨ndige Ablauf des Serviceauf-
rufs fu¨r Data-Grey-Box-Webservices erla¨utert werden, wobei eine U¨bersicht
desselben in Abbildung 6.15 gegeben ist. Durch die Einfu¨hrung eines neuen
Binding-Formats in der Servicebeschreibung wurde auch eine Erweiterung des
SOAP-Frameworks (Webservice-Stack) durchgefu¨hrt, wie in Abbildung 6.15
zu erkennen ist. Bei dieser Erweiterung handelt es sich um die DataLayer-
Komponente, die fu¨r das entsprechende Binding verantwortlich ist. Zur Dar-
stellung des Serviceaufrufs muss zwischen Dienstnutzer und Webservice unter-
schieden werden.
Dienstnutzer
Der Dienstnutzer sieht die Schnittstellenbeschreibung eines Data-Grey-Box-
Webservices wie im vorherigen Abschnitt beschrieben. Somit kann er eine Un-
139
6. Infrastruktur fu¨r komplexe Datenanalyseprozesse
Abbildung 6.15.: Ablauf des Serviceaufrufs fu¨r Data-Grey-Box-Webservices.
terscheidung zwischen funktionalen Parametern und Datenparametern treffen
und dies sowohl fu¨r die Eingabe als auch fu¨r die Ausgabe des Webservices.
Daru¨ber hinaus erkennt er, dass die funktionalen Parameter wie bisher mittels
SOAP zu u¨bertragen sind und fu¨r die Datenparameter ein spezielles datalayer -
Format genutzt werden soll. Durch den oben eingefu¨hrten Mediator-Ansatz
fu¨r die Datenu¨bertragung muss sich der Dienstnutzer nicht mit dem Daten-
austausch bescha¨ftigen, sondern Datenreferenzen zum Webservice u¨bermitteln.
Diese Datenreferenzen werden jetzt durch das neue datalayer -Format abge-
deckt.
In dem neuen datalayer -Format kann der Service spezifizieren, mit welchen
Arten von Datenreferenzen er umgehen kann, d.h. auf welche Datenquellen
er mittels des Mediator-Services zugreifen kann. Der Dienstnutzer muss so-
mit seine Daten in einem unterstu¨tzten Datenquellentyp, beispielsweise einer
relationalen Datenbank, zur Verfu¨gung stellen, damit er diesen Service nutzen
kann. Daru¨ber hinaus mu¨ssen die Daten in jener Struktur vorliegen, die der
Service in der Schnittstellenbeschreibung vorgibt. Ist dies geschehen, so sind
alle Bedingungen fu¨r die Nutzung des Services erfu¨llt.
Damit der Dienstnutzer die notwendigen Datenreferenzen zum Service u¨bert-
ragen kann, wird auf Dienstnutzerseite das neue datalayer -Format auf maximal
zwei neue funktionale Parameter u¨bersetzt, die dann mittels SOAP u¨bertragen
werden. Die Transformation wird durch die neue DataLayer-Komponente im
SOAP-Framework auf Dienstnutzerseite u¨bernommen. U¨ber dieses einheitli-
che Konzept wird das Schema der Referenzen vorgegebenen. Die Spezifikation
der Datenreferenzen fu¨r Datenbanken orientiert sich dabei an Java Database
Connectivity (JDBC).
Zusammenfassend bleibt festzuhalten, dass auf Seiten des Dienstnutzers das
eingefu¨hrte Binding-Format auf maximal zwei neue funktionale Parameter u¨ber-
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setzt wird. Entsprechend der Webservice-Funktionalita¨t muss der Dienstnutzer
somit maximal zwei Datenreferenzen u¨bertragen: (1) wo die Eingabedaten zu
finden sind und (2) wo die Ausgabedaten zu speichern sind. Die Datenrefe-
renzen und alle weiteren funktionalen Parameter werden mittels einer SOAP-
Nachricht an den Data-Grey-Box-Webservice u¨bermittelt. Das Schema der Da-
tenreferenzen ist dabei klar definiert und an diese Definition muss sich der
Dienstnutzer halten.
Data-Grey-Box-Webservice
Auf der Seite des Webservices wird die SOAP-Nachricht empfangen und in die
einzelnen Bestandteile aufgelo¨st. So werden die Datenreferenzen von den an-
deren funktionalen Parametern getrennt. Angenommen, bei dem betrachteten
Webservice handelt es sich um einen Service mit dynamischem Datenaspekt,
wobei große Datenmengen sowohl empfangen als auch zum Dienstnutzer zuru¨ck
gesendet werden. Damit entha¨lt die empfangene SOAP-Nachricht zwei Daten-
referenzen. Die Datenreferenz fu¨r die Eingabedaten wird als InRefClient be-
zeichnet und die Datenreferenz bzgl. des Speicherorts der Ausgabedaten auf
Client-Seite als OutRefClient.
Nach der Differenzierung der funktionalen Parameter und der Datenreferen-
zen wird eine neue Webservice-Instanz erzeugt, welche sich beim Manager der
Datenschicht registriert (siehe Abschnitt 6.2.2). Durch diese Registrierung wer-
den entsprechende Anwendungsobjekte erzeugt und eine verfu¨gbare Datenbank
fu¨r die Eingabe- und Ausgabedaten wird vorbereitet, zum Beispiel durch das
Anlegen von Tabellen.
Nach dieser Registrierung wird die Datenu¨bertragung fu¨r die Eingabedaten
initiiert, indem ein Mediator-Service aufgerufen wird. Diesem Mediator mu¨ssen
die Datenreferenzen InRefClient des Dienstnutzers und die Datenreferenz auf die
interne Datenbank der Webservice-Instanz fu¨r die Eingabedaten (InRefService)
u¨bergeben werden. Diese Datenreferenz InRefService kann beim zentralen Ma-
nager der Datenschicht abgefragt werden. Durch diese angebotene Funktiona-
lita¨t des Managers wird gewa¨hrleistet, dass nur die entsprechende Webservice-
Instanz Zugriff auf diese Daten hat. Der Aufruf des Mediator-Services erfolgt
synchron, d.h. solange die U¨bertragung der Eingabedaten nicht beendet ist,
wird die Ausfu¨hrung der Webservice-Instanz blockiert.
Nach Beendigung der Datenu¨bertragung fu¨r die Eingabedaten kann die funk-
tionale Verarbeitung aufgenommen werden, wobei durch die Datenschicht si-
chergestellt wird, dass der funktionale Teil Zugriff auf die Eingabedaten hat.
Nach Abschluss der funktionalen Verarbeitung kann die Datenu¨bertragung der
Ausgabedaten an den Dienstnutzer ausgefu¨hrt werden. Dazu wird wiederum ein
Mediator-Service synchron aufgerufen, der diesmal die Ausgabedaten aus der in-
ternen Datenbank zur spezifizierten Datenquelle OutRefClient des Dienstnutzers
u¨bertra¨gt. Die Datenreferenz fu¨r die Ausgabedaten der internen Webservice-
Datenquelle OutRefService wird wiederum vom Manager der Datenschicht ab-
gefragt. Nach Abschluss dieser U¨bertragung wird der Aufruf des Data-Grey-
Box-Webservices geschlossen.
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6.2.5. Fazit
Durch das hier pra¨sentierte Konzept der Data-Grey-Box-Webservices wurde
die Webservice-Technologie so erweitert, dass große strukturierte Datenmen-
gen zwischen Webservice und Dienstnutzer nicht mehr mittels XML-basierten
SOAP-Nachrichten u¨bertragen werden mu¨ssen. Anstelle der Daten werden
jetzt nur noch Datenreferenzen auf SOAP-Ebene zwischen den Partnern ausge-
tauscht. Auf Seiten des Webservices werden diese Datenreferenzen ausgewertet,
um sowohl Eingabedaten als auch Ausgabedaten mittels geeigneter Datenu¨bert-
ragungstechnologien zum und vom Webservice zu u¨bertragen. Daru¨ber hinaus
ermo¨glicht dieser Ansatz, dass der Serviceentwickler entscheiden kann, welche
Daten als funktionale Parameter oder als Datenparameter zu betrachten sind.
Der entwickelte Ansatz ist dabei von allgemeiner Natur und kann fu¨r ver-
schiedene Szenarien, d.h. Datenquellen und Datenu¨bertragungstechnologien,
angepasst werden. Fu¨r diese Anpassung muss die Struktur der Datenreferen-
zen definiert werden und sowohl in der DataLayer-Komponente des SOAP-
Frameworks als auch im datalayer -Binding integriert werden. Des Weiteren
sind Mediator-Services zu entwickeln, die die spezifischen Datenu¨bertragungen
kapseln. Ausserdem sind eventuell neue Zugriffsmediatoren fu¨r die Service Data
Objects zu implementieren, damit auf die spezifischen Datenquellen zugegriffen
werden kann.
6.3. BPELDT - Datentransitionen in der
Orchestrierungssprache BPEL
Die Mo¨glichkeit, Webservices zu Prozessen zu orchestrieren, ist eine Hauptei-
genschaft der serviceorientierten Architektur. Deshalb wird sich in diesem Ab-
schnitt mit der Nutzung von Data-Grey-Box-Webservices in der Prozessorche-
strierung bescha¨ftigt, wobei die spezifischen Eigenschaften der Data-Grey-Box-
Webservices sowohl in der Modellierung als auch in der Ausfu¨hrung zu beru¨ck-
sichtigen sind. Nur so lassen sich komplexe Datenanalyseprozesse, wie sie im
methodischen Teil dieser Arbeit ero¨rtert wurden, in serviceorientierten Umge-
bungen effizient umsetzen. Aus diesem Grund wird zuna¨chst im Abschnitt 6.3.1
die Modellierung betrachtet und die in der U¨berblicksdarstellung (siehe Ab-
schnitt 6.1) eingefu¨hrten BPEL-Datentransitionen werden im Detail erla¨utert.
Der anschließende Abschnitt 6.3.2 befasst sich mit der Ausfu¨hrung derartig mo-
dellierter Prozesse und zeigt, wie große Datenmengen zwischen Webservices in
einem Prozess effizient aufbereitet und u¨bertragen werden.
6.3.1. Modellierung
Die Business Process Execution Language for Web Services (BPEL) [94] als
funktional orientierte Orchestrierungssprache ermo¨glicht in der Entwicklungs-
phase keine Modellierung expliziter Datenflu¨sse (vgl. Kapitel 5). Vielmehr
erfolgt die Modellierung implizit mit Hilfe von Variablenzuweisungen innerhalb
von Aktivita¨ten [107]. Dieses Variablenkonzept kann in der Orchestrierung
von Data-Grey-Box-Webservices zu Prozessen nur noch fu¨r die funktionalen
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Parameter verfolgt werden, da diese Informationen weiterhin mittels SOAP-
Nachrichten ausgetauscht werden. Fu¨r die Datenparameter kann dieses Kon-
zept nicht beibehalten werden, da die Daten mit Hilfe spezifischer datenorien-
tierter Infrastrukturen, z.B. mit ETL-Werkzeugen, u¨bermittelt werden.
Auf Grundlage dieser Tatsache werden explizite Datenflu¨sse in Form von
BPEL-Datentransitionen (engl. BPEL data transitions) eingefu¨hrt [73, 75],
damit ein ada¨quates Konzept zur Handhabung der Datenparameter auf Prozes-
sebene verfu¨gbar ist. Derartige explizite Datentransitionen geho¨ren beispiels-
weise auch in UML 2.0 [132, 144] und in der Business Process Modeling Nota-
tion (BPMN) [131] zu den inha¨renten Grundkonzepten. Daru¨ber hinaus stel-
len beispielsweise Kopp et al. [107] ein Verfahren vor, um aus modellierten
BPEL-Prozessen explizite Datenflu¨sse zu extrahieren. Im Kontext der Orche-
strierungssprache BPEL werden diese neuen Datentransitionen mit Hilfe von
dataLink -Elementen als Sprachkonstrukte realisiert. Es handelt sich dabei um
einen neuen Kantentyp, a¨hnlich zu den link -Elementen in der flow -Umgebung
(vgl. Abschnitt 5.2.3). Die Semantik der dataLink -Elemente kann dabei wie
folgt beschrieben werden:
Definition 12 (dataLink-Element)
Ein dataLink-Element (Datentransition) stellt einen Datenu¨bergang zwi-
schen Quell- und Zieloperationen der Webservices dar. Damit ist auch
festgelegt, dass ein dataLink-Element u¨ber eine Richtung (Quelle zu Ziel)
verfu¨gt. Diese dataLink-Elemente ko¨nnen nur in Verbindung mit Data-
Grey-Box-Webservices genutzt werden.
Visuell werden diese neu eingefu¨hrten Kanten zwischen den am Datenfluss
beteiligten Webservice-Aufrufen (invoke-Aktivita¨ten) gezogen, wie es in Abbil-
dung 6.1 im Abschnitt 6.1 dargestellt ist. In diesem Beispielprozess werden
Daten zwischen den Data-Grey-Box-Webservices WS1 und WS3 ausgetauscht,
wobei zwischen den beiden Aufrufen ein anderer Webservice, WS2, angespro-
chen wird, der keinen direkten Zugriff auf die Daten hat. Diese neuen da-
taLink -Elemente erweitern somit den Sprachumfang von BPEL und mu¨ssen
entsprechend im BPEL-Dokument aufgenommen werden.
Diese Datentransitionen werden aber nicht nur dazu benutzt, um den ex-
pliziten Datenaustausch zu spezifizieren, sondern auch, um Definitionen von
durchzufu¨hrenden Datentransformationen aufzunehmen, d.h. sie widmen sich
der Frage, wie die Ausgabedaten der Quell-Webservices aufzubereiten sind, da-
mit sie als Eingabedaten fu¨r Ziel-Webservices nutzbar sind. In einer einfa-
chen Variante sind damit nur Definitionen von Schema-Mappings aufzunehmen
[31]. Im Rahmen dieser Arbeit wird jedoch ein anderer Weg eingeschlagen,
indem eine Modellierung der Datenflu¨sse mit ETL-Werkzeugen durchgefu¨hrt
wird. Diese Vorgehensweise wird bewusst gewa¨hlt, da prima¨r ETL-Werkzeuge
zur Ausfu¨hrung der Datentransitionen herangezogen und damit mehr als nur
Schema-Mappings definiert werden ko¨nnen. So lassen sich beispielsweise Filte-
rungen oder Pivotisierungen der Daten modellieren und letztendlich auch effi-
zient ausfu¨hren. Derartige Datentransformationen werden im Rahmen des ent-
wickelten MMC-Ansatzes beno¨tigt, wie im Abschnitt 5.1 demonstriert wurde.
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Abbildung 6.16.: Visuelle Darstellung der Multiplizita¨ten von BPEL-Daten-
transitionen.
Die modellierten ETL-Prozesse werden in den entsprechenden Datentransi-
tionen hinterlegt, wie es bereits in Abbildung 6.1 dargestellt ist. Den Aus-
gangspunkt fu¨r diese Modellierung der Transformationen bilden die Schemata
der Eingabe- und Ausgabedaten der Quell- und Ziel-Webservices. Auf Ba-
sis dieser Informationen sind die durchzufu¨hrenden Datentransformationen zu
spezifizieren. Die Datenreferenzen der Data-Grey-Box-Webservices spielen in
der gesamten Modellierung keine Rolle und werden erst zur Ausfu¨hrung der
Prozesse aufgegriffen. Eine Betrachtung der Datenreferenzen in der Modellie-
rungsphase wu¨rde die Entwicklung von Prozessen zu komplex gestalten und die
Flexibilita¨t bei der Ausfu¨hrung einschra¨nken.
Die Modellierung des Datenflusses erfolgt, wie bereits beschrieben, zwischen
den beteiligten Webservice-Aufrufen eines Prozesses, wobei mehrere Webser-
vices an einer Datentransition beteiligt sein ko¨nnen, wie in Abbildung 5.1 an-
gedeutet wird. In der Regel sind folgende Datenbeziehungen (Multiplizita¨ten)
zwischen den orchestrierten Webservices eines Prozess mo¨glich [73]: 1 : 1, 1 : N ,
N : 1 und N : M . Abbildung 6.16 zeigt die Datenbeziehungen und stellt sie
in einer Datensicht dar, d.h. der funktionale Ablauf der Webservice-Aufrufe
ist nicht illustriert. Wie zu erkennen ist, werden bei einer 1 : 1-Multiplizita¨t
die Ausgabedaten eines Webservices nur als Eingabedaten fu¨r einen Webservice
verwendet, wa¨hrend bei einer 1 : N -Multiplizita¨t die Ausgabedaten fu¨r mehrere
Webservices als Eingabedaten benutzt werden.
Aus der Perspektive der Modellierung wird mit BPELDT (BPEL mit Daten-
transitionen) das bisher verfolgte zweistufige Programmiermodell von BPEL
[94, 122] um eine Stufe erweitert [73]. Die unterste Stufe (Stufe 1) entha¨lt nach
wie vor ausfu¨hrbare Softwarekomponenten; in unserem Szenario sind das die
Data-Grey-Box-Webservices. In der zweiten Stufe wird der funktionale Ab-
lauf eines Prozesses durch einen Domain-Experten modelliert. Dieser kann sich
auf die funktionale Modellierung konzentrieren, ohne auf die Daten eingehen
zu mu¨ssen. Diese Daten werden in diesem Schritt lediglich durch sogenannte
Platzhalter repra¨sentiert. Das Ergebnis dieser Stufe ist eine funktionale Pro-
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zessbeschreibung, die nicht notwendigerweise ausfu¨hrbar ist. In der dritten und
neuen Stufe wird diese funktionale Prozessbeschreibung mit Datentransitionen
angereichert. Die Anreicherung kann durch einen anderen Experten erfolgen.
Das Ergebnis dieser Stufe ist eine vollsta¨ndige und ausfu¨hrbare Prozessbeschrei-
bung.
6.3.2. Ausfu¨hrung
Die mit BPELDT modellierten Prozesse kennzeichnen sich dadurch, dass der
funktionale Ablauf klar definiert und damit die Reihenfolge der Webservice-
Aufrufe vorgegeben ist. Des Weiteren signalisieren die Datentransitionen, zwi-
schen welchen Data-Grey-Box-Webservices Daten ausgetauscht werden. Diese
Datentransitionen enthalten eine abstrakte ETL-Beschreibung dazu, wie die
Ausgabedaten der Quell-Webservices in Eingabedaten der Ziel-Webservices zu
transformieren sind. Die Abstraktion bezieht sich im Moment darauf, dass diese
Beschreibungen keine vordefinierten Datenquellen und Datensenken enthalten.
Diese Informationen mu¨ssen zur Laufzeit beigesteuert werden.
Bei der Orchestrierung existiert immer eine zentrale Instanz (BPEL-Server),
die fu¨r die Steuerung und Ausfu¨hrung der Prozessaktivita¨ten verantwortlich ist
(siehe Abschitt 5.2.3). Dieser BPEL-Server ist jetzt auch Ausgangspunkt fu¨r
die Ero¨rterung der Ausfu¨hrung von BPELDT -Prozessen. Bei dieser Ausfu¨hrung
von BPEL-Prozessen tauschen die beteiligten Webservices ihre Daten nicht di-
rekt miteinander aus, sondern der Austausch erfolgt indirekt u¨ber den BPEL-
Server. Dieser indirekte Austausch ist notwendig, da Daten nur beim Aufruf an
den Webservice u¨bergeben werden ko¨nnen. Ein anderer Grund fu¨r diese Vorge-
hensweise findet sich in der Tatsache, dass Ausgaben von Webservices erst zu
einem spa¨teren Zeitpunkt als Eingaben fu¨r andere Webservices genutzt werden
und somit der BPEL-Server als Zwischenspeicher dient.
Diese beiden Eigenschaften gelten auch fu¨r Data-Grey-Box-Webservices und
fu¨r BPELDT -Prozesse. Beim Aufruf von Data-Grey-Box-Webservices sind jetzt
anstelle von Daten nur Datenreferenzen zu u¨bermitteln, welche angeben, wo die
Eingabedaten zu finden und wo die Ausgabedaten abzulegen sind. Diese Da-
tenreferenzen werden vom Service genutzt, um die Eingabedaten zum Service
und die Ausgabedaten zum Dienstnutzer zu kopieren. Damit der BPEL-Server
diese Datenreferenzen einheitlich behandeln kann, muss er das Konzept der Da-
tenreferenzen kennen und ebenfalls, wie die Data-Grey-Box-Webservices, u¨ber
explizite Datenspeicher, wie beispielsweise relationale Datenbanken, verfu¨gen.
Diese Datenspeicher werden jetzt fu¨r die explizite Zwischenspeicherung der Da-
ten fu¨r den Austausch zwischen Webservices genutzt.
Auf Ausfu¨hrungsebene wird ein mit BPELDT modellierter Prozess zuerst
in einen BPEL-Prozess ohne Datentransitionen umgewandelt, wie es in Abbil-
dung 6.17 an dem Beispielprozess aus Abbildung 6.1 illustriert ist. Bei dieser
Ableitung wird fu¨r jede Datentransition eine flow -Umgebung (siehe Abschnitt
5.2.3) in den Prozess injiziert, wobei diese flow -Umgebung nach dem Aufruf
des Quell-Webservices der Datentransition beginnt und vor dem Aufruf des
Ziel-Webservices der Datentransition endet. In diese flow -Umgebung wird als
ein Strang der bisherige Teilprozess zwischen den beiden Services aufgenom-
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(a) BPELDT -Prozess (b) BPEL-Prozess ohne Datentransitionen
Abbildung 6.17.: Gegenu¨berstellung eines modellierten und des daraus gene-
rierten ausfu¨hrbaren Prozesses.
men, wobei an diesem Teilstu¨ck des Prozesses keine A¨nderungen vorgenommen
werden. In einem zweiten Strang der flow -Umgebung wird ein Webservice auf-
gerufen, der fu¨r die Ausfu¨hrung der Datentransformation verantwortlich ist,
die in der Datentransition spezifiziert wurde. Die Annahme dabei ist, dass ein
ETL-Service existiert, der den u¨bermittelten ETL-Prozess ausfu¨hrt.
Bei der Ableitung der ausfu¨hrbaren Prozesse aus den modellierten Prozes-
sen findet die Verwendung der flow -Umgebung aus dem Grunde statt, dass die
Ziel-Webservices einer Datentransition erst aufgerufen werden ko¨nnen, wenn
sowohl die Datentransformation als auch der Teilprozess zwischen Quell- und
Ziel-Webservices beendet sind. Durch die vorgeschlagene Injektion der flow -
Umgebung an den pra¨sentierten Stellen wird genau diese Bedingung modelltech-
nisch realisiert und eignet sich damit hervorragend fu¨r diesen Bereich. Daru¨ber
hinaus erfolgt eine parallele Abarbeitung der beiden Stra¨nge, was zusa¨tzlich
optimal ist. Die flow -Umgebung wird nicht genutzt, wenn kein Teilprozess
vorhanden ist. In diesem Fall wird die flow -Umgebung durch einen einfachen
Webservice-Aufruf fu¨r den ETL-Service ersetzt, der zwischen den Quell- und
Ziel-Webservices der Datentransition platziert wird. Weitere Strukturanpas-
sungen werden im Moment nicht vorgenommen.
Neben der Injektion von flow -Umgebungen werden in der Umwandlung von
BPELDT -Prozessen zu BPEL-Prozessen ebenfalls die Datenreferenzen fu¨r die
Aufrufe der Webservices festgelegt, die fu¨r die Abarbeitung derartiger Pro-
zesse notwendig sind. Des Weiteren werden die Datenreferenzen verwendet, um
die abstrakten ETL-Beschreibungen in den Datentransitionen zu konkretisieren
und damit fu¨r die Verwendung in der Prozessausfu¨hrung vorzubereiten. Da fu¨r
jede Prozess-Instanz die Datenreferenzen separat festzulegen sind, damit jede
Instanz nur an ihren Daten arbeitet, findet die komplette Transformation zum
Ausfu¨hrungszeitpunkt einer neuen Prozessinstanz statt.
Nach dieser Umwandlung kann der generierte Prozess ausgefu¨hrt werden. Der
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Abbildung 6.18.: Schematische Darstellung der Ausfu¨hrung von BPEL-DT -
Prozessen an einem konkreten Beispielprozess.
genaue Ablauf der Ausfu¨hrung wird jetzt an dem in Abbildung 6.17(a) illustrier-
ten BPELDT -Beispielprozess erla¨utert, wobei der schematische Ablauf ohne den
Aufruf des Webservices WS2 in Abbildung 6.18 skizziert ist. Wie in dieser Ab-
bildung 6.18 zu erkennen ist, sind dem BPEL-Server explizite Datenspeicher
zugeordnet. A¨hnlich zum Manager der Webservice-Datenschicht verfu¨gt der
BPEL-Server u¨ber ein Datenquellen-Register, in dem die Zugriffsinformationen
zu den Datenbanken gespeichert werden. Fu¨r die weiteren Erla¨uterungen wird
angenommen, dass der Webservice WS1 Daten fu¨r Dienstnutzer bereitstellt
und der Webservice WS3 eine Datenverarbeitungsfunktionalita¨t anbietet. So-
mit muss beim Aufruf von WS1 nur eine Datenreferenz u¨bermittelt werden,
und zwar die, wo die Ausgabedaten zu speichern sind, wa¨hrend beim Webser-
vice WS3 Datenreferenzen fu¨r Eingabe- und Ausgabedaten zu u¨bertragen sind.
Beim Aufruf von WS1 wird eine Datenreferenz outRef an den Data-Grey-
Box-Webservice gesendet. Diese Datenreferenz outRef bezieht sich auf eine
zugeordnete Datenbank des BPEL-Servers, wobei diese Referenz konform mit
den Vorgaben des Webservices sein muss, d.h. es muss eine Datenbank sein, an
die der Webservice seine Ausgabedaten u¨bermitteln kann. Ansonsten kann der
BPEL-Server die Datenbank frei wa¨hlen und somit beispielsweise eine Lastver-
teilung u¨ber mehrere Datenbanken realisieren. Die zugeordnete Datenreferenz
outRef fu¨r Webservice WS1 wird in einer Variablen fu¨r die weitere Verwendung
gespeichert.
Nach Beendigung des Aufrufs von WS1 kann sowohl der weitere funktionale
Ablauf als auch die Datentransition von WS1 nach WS3 abgearbeitet werden.
Fu¨r die Datentransition wird die abstrakte ETL-Beschreibung herangezogen
und mit konkreten Datenreferenzen angereichert. Die Ausgabedaten von WS1
liegen in outRef und diese Referenz dient diesmal als Eingabereferenz fu¨r den
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ETL-Prozess. Wo die Ausgabedaten des ETL-Prozesses zu speichern sind wird
wiederum vom BPEL-Server durch eine frei wa¨hlbare Datenreferenz outRef2
vorgegeben. Durch diese Konkretisierung kann die Transformation der Daten
durch ein ETL-Werkzeug initiiert werden.
Erst wenn diese Datentransformation beendet ist, kann der Webservice WS3
aufgerufen werden. Dabei wird beim Aufruf von WS3 die zugewiesene Daten-
referenz outRef2 fu¨r die Ausgabe der Datentransition als Datenreferenz fu¨r die
Eingabedaten inRef2 fu¨r den Webservice verwendet. Die Datenreferenz fu¨r die
Ausgabedaten von WS3 wird wiederum vom BPEL-Server vorgegeben.
Wie aus dieser Beschreibung ersichtlich wird, ist der BPEL-Server fu¨r die
zentrale Verwaltung der Datenreferenzen verantwortlich. Diese Datenreferen-
zen werden den einzelnen Webservices in SOAP-Nachrichten mitgeteilt, die da-
mit ihre spezifischen Mediator-Services (siehe Abschnitt 6.2) aufrufen ko¨nnen.
Damit ist nach wie vor der BPEL-Server fu¨r Daten verantwortlich, wobei er
nur noch koordinierende Prozessaufgaben u¨bernimmt. Insbesondere ist darauf
zu achten, dass jede Prozessinstanz nur ihre jeweiligen Daten verarbeitet und
keine Vermischung u¨ber Instanzen hinweg erfolgt.
6.3.3. Validierung
Die formale Verifizierung des Ableitungsprozesses von BPELDT -Prozessen zu
BPEL-Prozessen ohne Datentransitionen ist ein komplexer Bereich fu¨r sich,
insbesondere, da BPEL an sich informell spezifiziert ist [88, 118]. An dieser
Stelle wird nur ein Ansatz pra¨sentiert, um die korrekte Ausfu¨hrung des gene-
rierten Prozesses zu u¨berpru¨fen. Damit eine formale Verifizierung u¨berhaupt
durchfu¨hrbar ist, wird u¨blicherweise eine formale Ausgangsbasis mit klar defi-
nierter Semantik beno¨tigt. Fu¨r die Formalisierung der informellen Orchestrie-
rungssprache BPEL sind Ansa¨tze auf Basis von Petrinetzen [88], Prozessalgebra
[46] oder endlichen Automaten [58] entwickelt worden. Die in [88] vorgestellte
Petrinetzsemantik deckt sowohl den funktionalen Kontrollfluss (positiver Kon-
trollfluss) als auch das Verhalten im Fehler- oder Ausnahmefall ab, insbesondere
das Zuru¨cksetzen von Aktivita¨ten (negativer Kontrollfluss). Damit ist diese Se-
mantik vollsta¨ndig im Gegensatz zu den anderen pra¨sentierten Ansa¨tzen [118].
Diese Vollsta¨ndigkeit wird durch viele Stellen in den entwickelten Petrinetzmu-
stern erzielt. Fu¨r jede einzelne BPEL-Aktivita¨t ist ein Petrinetzmuster aufge-
stellt worden; diese sind untereinander durch Transitionen verbunden.
Um die Korrektheit des vorgestellten Abbildungsprozesses zu validieren, wird
dieser Ansatz ohne A¨nderungen verwendet. Der generierte BPEL-Prozess ohne
Datentransitionen kann mit Hilfe der verschiedenen Muster in ein komplexes
Petrinetz umgewandelt werden, wobei die funktionalen Parameter und die Da-
tenreferenzen als Nachrichten fu¨r den Aufruf der Webservices genutzt werden.
Nach dieser Transformation ko¨nnen die vorhandenen Petrinetz-Technologien
fu¨r die Pru¨fung der korrekten Ausfu¨hrung genutzt werden, wie bereits in der




In diesem Kapitel ist die Grundstruktur einer angepassten SOA-Realisierungs-
variante fu¨r komplexe Datenanalyseprozesse pra¨sentiert wurden. Diese Reali-
sierungsvariante basiert auf Data-Grey-Box-Webservices und Datentransitionen
in der Orchestrierungssprache BPEL. Die erweiterte Webservice-Technologie
bildet dabei das Fundament, wobei durch diese Technologie nur noch Daten-
referenzen fu¨r große Datenmengen zwischen Webservice und Dienstnutzer auf
SOAP-Ebene ausgetauscht werden. Die Webservice nutzen dieses Referenzen,
um die Daten letztendlich entweder vom Dienstnutzer zu holen oder um Daten
zum Dienstnutzer zu u¨bertragen, wobei die U¨bertragung mittels spezialisier-
ter Technologien erfolgt. Die eingefu¨hrten BPEL-Datentransitionen (BPELDT )
erweitern die Orchestrierungssprache BPEL dahingehend, dass damit eine effizi-
ente Nutzung von Data-Grey-Box-Webservices auf Prozessebene mo¨glich wird.
Diese Datentransitionen signalisieren zwischen welchen Webservices in einem
Prozess große Datenmengen auszutauschen und wie diese aufzubereiten sind.
Ein mit BPELDT modellierter Prozess wird zur Laufzeit so aufbereitet, dass
eine effiziente Ausfu¨hrung erzielt wird.
Insgesamt bleibt festzuhalten, dass durch den entwickelten Ansatz zur Ver-
webung der funktional orientierten SOA und der datenorientierten Prozesswelt
eine klare Aufgabenteilung erzielt wird. Der funktionale Bereich ist immer noch
fu¨r die komplette Steuerung der Prozesse verantwortlich, wobei die Verwaltung
der Daten in diesem Bereich mittels Datenreferenzen erfolgt. Diese Datenre-
ferenzen werden von der datenorientierten Infrastruktur verwendet, um eine
effiziente U¨bertragung und Aufbereitung der Daten zu gewa¨hrleisten. Im Rah-
men dieser Arbeit wurde als datenorientierte Infrastruktur im Wesentlichen
ETL betrachtet und damit die Verwebung im Detail skizziert. Die na¨chste For-
schungsaufgabe wird darin bestehen sich von den konkreten ETL-Werkzeugen
zu lo¨sen und eine abstrakte Modellierung fu¨r die Datentransitionen einzufu¨hren.
Mit dieser Abstraktion lassen sich dann verschiedene datenorientierte Infra-
strukturen integrieren und es kann zur Laufzeit die geeignetste Infrastruktur
ausgewa¨hlt werden. Fu¨r diese Abstraktion ko¨nnen Anleihen an den Konzep-
ten des Orchid [31] und des GCIP [15, 14] Projektes gemacht werden. Beide
Projekte bescha¨ftigen sich mit der abstrakten Modellierung von Datenflu¨ssen
und deren Abbildung auf verschiedene datenorientierte Infrastrukturen. Des
Weiteren muss die entwickelte Grundstruktur verfeinert und weitere funktio-
nale BPEL-Aktivita¨ten, wie beispielsweise Schleifen in Kombination mit den
Datentransitionen studiert werden. Die in dieser Arbeit dokumentierte infra-
strukturelle Grundstruktur stellt somit einen ersten Schritt in diesem umfas-
senden Gebiet der datenintensiven Analyseprozesse dar und bereit den Weg fu¨r
weitere Forschungsarbeiten.
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7. Open Service Process Platform 2.0
Dieses Kapitel gibt einen U¨berblick u¨ber die Umsetzung sowohl der entwickel-
ten infrastrukturellen als auch der pra¨sentierten methodischen Konzepte dieser
Arbeit. Die infrastrukturellen Erweiterungen fu¨hrten zur Entwicklung der Open
Service Process Platform 2.0 (OSPP 2.0) [72], wobei die Erweiterungen Data-
Grey-Box-Webservices (Abschnitt 7.1) und Datentransitionen (Abschnitt 7.2)
tragende Sa¨ulen dieser Plattform sind. Im Abschnitt 7.3 wird darauf aufbauend
auf die Umsetzung des Mikroarray-Meta-Clustering-Ansatzes im Rahmen von
OSSP 2.0 eingegangen. Die Evaluierung erfolgt letztendlich im Abschnitt 7.4.
7.1. Data-Grey-Box-Webservices
In Abbildung 7.1 ist ein U¨berblick u¨ber die Realisierung des Konzeptes der
Data-Grey-Box-Webservices gegeben. Diese Realisierung setzt dabei auf dem
Applikationsserver JBoss1 (Version 4.0.5) inklusive des Webservice-Stacks JBoss-
WS2 (Version 2.0.0) auf. Als Anwendungsobjekte der Webservice-Methoden
ko¨nnen sowohl Service Data Objects (SDO-Technologie) oder Enterprise Java
Beans (EJB-Technologie) genutzt werden. Die Data-Grey-Box-Webservice-Tech-
nologie ist vollsta¨ndig umgesetzt, so wie in Abschnitt 6.2 eingefu¨hrt. Von
der expliziten Datenschicht, u¨ber den zentralen Manager mit allen Funktio-
nalita¨ten, bis hin zur erweiterten Schnittstellenbeschreibung ist der komplette
Ansatz realisiert. Des Weiteren ist ein ETL-Service mittels des ETL-Werkzeugs
Kettle (siehe Abschnitt 5.3) implementiert wurden, dem zwei Datenreferenzen
(Quelle,Ziel) u¨bergeben werden ko¨nnen, und der dann die Daten aus der Quell-
Datenbank in die Ziel-Datenbank kopiert.
Mit diesem Umsetzungskonzept ko¨nnen Webservices mit sowohl einer Stan-
dardschnittstelle als auch einer erweiterten Schnittstelle vero¨ffentlicht werden.
Die Implementierung von Data-Grey-Box-Webservices erfolgt in diesem Fall
ausschliesslich mit Stateless Session Beans, wie es Abbildung 7.1 zeigt. Um
dem Applikationsserver zu signalisieren, dass gewisse Methoden mit der Tech-
nologie der Data-Grey-Box-Webservices zu behandeln sind, wird die spezielle
Annotation @DGBServiceMethod fu¨r Methoden eingefu¨hrt. Fu¨r das Aufspielen
(engl. deployment) auf den Applikationsserver muss daru¨ber hinaus eine XML-
Datei vorhanden sein, welche die expliziten Definitionen der Datenstrukturen
fu¨r die einzelnen Methoden der Session Bean beinhaltet (siehe Abschnitt 7.1).
Sowohl die Session Bean als auch die zugeordnete XML-Datei wird dann auf
den Applikationsserver aufgespielt. Dieser Aspekt, inklusive der Nutzung von
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Abbildung 7.1.: Umsetzung des Konzepts der Data-Grey-Box-Webservices.
Beispiel 1: Im Abschnitt 6.2 wurden Webservices anhand des Datenaspektes
unterschieden, na¨mlich in statische und dynamische Webservices. Das erste
Beispiel soll deutlich machen, wie die Data-Grey-Box-Webservice-Technologie
genutzt werden kann, um große Datenmengen fu¨r Dienstnutzer zur Verfu¨gung
zu stellen. Dabei handelt es sich um einen Webservice mit statischem Da-
tenaspekt, da auf eine interne Datenbank zugegriffen wird, um daraus Da-
ten fu¨r den Dienstnutzer zu extrahieren. Die Implementierung als Data-Grey-
Box-Webservice ist unkompliziert, wie die Stateless Session Bean in Abbildung
7.2(a) verdeutlicht. In diesem Beispiel ist eine Methode Stude1 implementiert
und mit der Annotation @DGBServiceMethod versehen. U¨ber diese Annota-
tion kann der Methodenname (operationName) festgelegt werden, also wie die
Methode im WSDL-Dokument bezeichnet werden soll. Daru¨ber hinaus muss
eine XML-Datei referenziert werden, die den Datenaspekt genauer spezifiziert.
Die zugeho¨rige XML-Datei ist in Abbildung 7.2(b) illustriert. Wie zu erkennen
ist, wird ein statischer Datenaspekt definiert und die Struktur der Ausgabeda-




Abbildung 7.3.: Beispiel 1 - Sequenzdiagramm fu¨r den Ablauf einer Anfrage.
ten festgehalten. Des Weiteren ist spezifiziert, in welcher internen Datenbank,
inklusive Tabelle, die Daten liegen.
Diese Stateless Session Bean inklusive der zugeordneten XML-Datei wird auf
den Applikationsserver aufgespielt und damit steht die Methode als Data-Grey-
Box-Webservice zur Verfu¨gung. In Abbildung 7.3 ist das vollsta¨ndige Sequenz-
diagramm fu¨r den Ablauf einer Anfrage eines Dienstnutzers dargestellt. Durch
den Data-Grey-Box-Webservice-Ansatz muss der Dienstnutzer beim Aufruf der
Methode eine Datenreferenz fu¨r die Ausgabedaten (outRef) an den Webservice
u¨bermitteln, die besagt, wo er die Ausgabedaten gespeichert haben mo¨chte.
Im Applikationsserver wird eine neue Webservice-Instanz erzeugt, welche sich
sofort beim Manager der Datenschicht anmeldet (createSession). Da weder
Eingabedaten no¨tig sind noch eine weitere Verarbeitung erfolgen muss, wird die
erzeugte Session gleich wieder geschlossen (closeSession). Damit wird dem
Manager der Datenschicht signalisiert, dass die Ausgabedaten an den Dienst-
nutzer u¨bertragen werden ko¨nnen. Fu¨r diese U¨bertragung ruft der Manager
den bereitgestellten ETL-Service auf und u¨bergibt die zwei Datenreferenzen,
zwischen denen die Daten ausgetauscht werden sollen. Das Ziel dieser U¨bert-
ragung ist die u¨bergebene Datenreferenz des Dienstnutzers. Die Quelle der
Datenu¨bertragung ist aus der zugeordneten XML-Datei der Stateless Session
Bean auszulesen (inRef). Sobald der synchrone Aufruf des ETL-Services be-
endet ist, kann die Instanz und die Anfrage geschlossen werden.
Beispiel 2: Das zweite Beispiel soll die Arbeitsweise fu¨r einen Webservice mit
dynamischem Datenaspekt verdeutlichen. Abbildung 7.4(a) zeigt das Grund-
geru¨st der Stateless Session Bean fu¨r das k-Means-Clusteringverfahren (siehe
Kapitel 3). In diesem Fall muss der Dienstnutzer sowohl die Datenmenge als
auch einen Wert fu¨r die Anzahl der Cluster k u¨bertragen. Als Reaktion erwar-
tet der Dienstnutzer, dass die Datenmenge mit annotierten Clusterzuordnungen
zuru¨ckgesendet wird. Die Definition der Eingabe- und Ausgabedaten ist in Ab-
bildung 7.4(b) illustriert, wobei sich beide Schemata nur um ein Attribut CID
(Clusternummer) unterscheiden. Die Anzahl der Cluster k wird in diesem Fall
durch die Aufnahme als Methodenparameter als funktionaler Parameter defi-
niert.
In Abbildung 7.5 ist das Sequenzdiagramm fu¨r den Webservice-Aufruf darge-
stellt. Als Erstes ruft der Dienstnutzer den k-Means-Service auf, indem er den
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Abbildung 7.4.: Beispiel 2 - Data-Grey-Box-Webservice mit dynamischem
Datenaspekt.
Wert fu¨r k und die Datenreferenzen fu¨r Eingabe- und Ausgabedaten in eine
SOAP-Nachricht verpackt. Der Webservice-Container empfa¨ngt diese Nach-
richt, erzeugt eine neue Webservice-Instanz und diese Instanz registriert sich
beim Manager mittels der Funktion createSession(String funcID). Diese
Methode beno¨tigt als Parameter eine Identifikationsnummer der Webservice-
Operation. Diese identifiziert die Operation gegenu¨ber dem Koordinator ein-
deutig und ermo¨glicht (1) die dynamische Erstellung der SDO-Datengraphen,
(2) die Generierung der SDO-Mediatoren sowie (3) die Vorbereitung der Da-
tenbanken durch das Anlegen beno¨tigter Tabellen. Nach der Registrierung ruft
der Manager den bereitgestellten ETL-Service auf und u¨bergibt die zwei Da-
tenreferenzen, zwischen denen die Eingabedaten ausgetauscht werden sollen.
Sobald der synchrone Aufruf des ETL-Services beendet ist, stehen die Eingabe-
daten auf der Seite des Services zur Verfu¨gung und der Manager u¨bergibt die
SessionID (sID) der Webservice-Instanz. Mit dieser SessionID erfolgen alle
Abbildung 7.5.: Beispiel 2 - Sequenzdiagramm fu¨r den Ablauf einer Anfrage.
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weiteren Kommunikationen mit dem Manager.
Anschließend kann die Webservice-Instanz u¨ber die folgenden vom Manager
bereitgestellten Methoden auf die entsprechenden Instanzen der SDO-Daten-




Nachdem die funktionale Verarbeitung des Webservices beendet ist, wird die
Session mittels der Funktion closeSession geschlossen. Damit wird dem Ma-
nager der Datenschicht signalisiert, dass die Ausgabedaten an den Dienstnutzer
u¨bertragen werden ko¨nnen. Fu¨r diese U¨bertragung ruft der Manager wiederum
den bereitgestellten ETL-Service auf und u¨bergibt die zwei Datenreferenzen,
zwischen denen die Daten ausgetauscht werden sollen. Sobald der synchrone
Aufruf des ETL-Services beendet ist, kann die Instanz und die Anfrage geschlos-
sen werden.
7.2. UProcess-Engine
Fu¨r die Modellierung und Ausfu¨hrung von BPELDT -Prozessen wurde die soge-
nannte UProcess-Engine entwickelt. Der Aufbau der UProcess-Engine ist in Ab-
bildung 7.6 dargestellt. Die Steuerung der UProcess-Engine erfolgt dabei u¨ber
eine Web-2.0-Schnittstelle, u¨ber die Prozesse modelliert und ausgefu¨hrt werden
ko¨nnen. Ein Bildschirmfoto dieser Zugriffsschnittstelle ist in Abbildung 7.7 zu
sehen. Das Grundkonzept der Modellierung als auch der Ausfu¨hrung beruht
auf getypten Petrinetzen [12], wobei Teile der BPEL-Funktionalita¨t nachge-
bildet wurden. Zu den verfu¨gbaren BPEL-Aktivita¨ten geho¨ren: invoke, assign,
Abbildung 7.6.: Aufbau der UProcess-Engine.
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Abbildung 7.7.: Web-2.0-Schnittstelle zu OSPP 2.0.
sequence, flow, switch und User-Task. Daru¨ber hinaus sind Transitionen fu¨r den
Kontrollfluss (control edge) als auch fu¨r die Datenflu¨sse (data edge) vorhanden.
Damit werden auf Modellierungsebene keine BPELDT -Prozesse modelliert son-
dern sogenannte UProcess-Prozesse, wobei es sich hier um einen Nachbau von
BPEL handelt und somit beide a¨quivalent sind. Des Weiteren sind Funktiona-
lita¨ten fu¨r das Einlesen und Speichern von BPELDT -Prozessen verfu¨gbar. Die
Transformationen fu¨r die Datentransitionen ko¨nnen mit dem ETL-Werkzeug
Kettle modelliert werden und in den entsprechenden Transitionen hinterlegt
werden. Des Weiteren ko¨nnen auch einfache Mappings definiert werden, die
letztendlich auf ETL-Prozesse abgebildet werden.
Fu¨r die Ausfu¨hrung derartig modellierter Prozesse wurde eine neue Engine
implementiert, die zur Laufzeit die Zuweisung der Datenreferenzen und die Um-
schreibung zu flow -Umgebungen effizient realisiert (siehe Abschnitt 6.3). Dabei
wurde darauf geachtet, dass die Engine u¨ber Plugins erweiterbar ist; somit ist
zum Beispiel das Konzept der Datentransitionen u¨ber die Plugin-Schnittstelle in
die Ausfu¨hrungs-Engine integriert. Damit die Engine u¨berhaupt die Prozesse
ausfu¨hren kann, verfu¨gt sie u¨ber ein Datenbank-Repository und ein Service-
Repository. In dem Datenbank-Repository sind die Zugriffsinformationen u¨ber
die zugeordneten Datenbanken gespeichert, die als Zwischenspeicher genutzt
werden. In dem Service-Repository liegen die Informationen zu registrierten
Services. In letzterem Repository befinden sich auch die Zugriffsinformatio-
nen zu den notwendigen ETL-Services, damit die Datentransitionen wie in Ab-
schnitt 6.3 beschrieben ausgefu¨hrt werden ko¨nnen.
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7.3. Umsetzung des
Mikroarray-Meta-Clustering-Ansatzes
Fu¨r die Umsetzung des Mikroarray-Meta-Clustering-Ansatzes (siehe Abschnitt
4) sind verschiedene Normalisierungs- und Clusteringverfahren als auch der Ag-
gregationsalgorithmus implementiert und als Data-Grey-Box-Webservices zur
Verfu¨gung gestellt wurden. Als Grundlage fu¨r die Algorithmen ist das Data-
Mining-Toolkit Weka [190] verwendet wurden. Daru¨ber hinaus ist eine Ko-
pie der ArrayExpress-Datenbank3, die Genexpressionsdaten entha¨lt, installiert
und Data-Grey-Box-Webservices fu¨r den Zugriff realisiert wurden. Diese Ser-
vice sind in OSPP 2.0 registriert und ko¨nnen somit fu¨r die Prozessmodellierung
verwendet werden.
Abbildung 7.8.: Umsetzung MMC-Ansatz in OSPP 2.0, illustriert an zwei
Studien.
In der Abbildung 7.8 ist ein Bildschirmfoto eines Prozesses zu sehen, wo
zwei Studien nach der Philosophie des MMC-Ansatz analysiert werden. Zuerst
werden die Daten der beiden Studien angesprochen und nachfolgend einer se-
paraten Normalisierung und Clustering unterzogen. Im Anschluss daran wird
die Aggregation ausgefu¨hrt. Neben den Kontrollflu¨ssen (blaue Pfeile) sind auch
die Datenflu¨sse (schwarze Pfeile) zu sehen. Damit repra¨sentiert dieser Prozess
die Realisierung des in der Abbildung 5.1 dargestellten Prozesses, wobei auf die
Qualita¨tsmessung verzichtet wird.
7.4. Evaluierung
Zum Abschluss wird jetzt der BPEL-Ansatz mit dem BPELDT -Ansatz ver-
glichen, indem eine Evaluierung der U¨bertragungszeiten fu¨r das Anwendungs-
gebiet durchgefu¨hrt wird. In diesem Vergleich wird die Datenu¨bertragung von
Genexpressionsmatrizen zwischen zwei Services WS1 und WS2 betrachtet. Der
Aufbau dieses Vergleiches ist in der Abbildung 7.9 illustriert. In dieser Evaluie-
rung befindet sich jeder Teilnehmer auf einem separaten Rechner, die u¨ber ein




7. Open Service Process Platform 2.0
Abbildung 7.9.: Aufbau der Evaluierung.
Beim BPEL-Ansatz werden die Daten des Webservice WS1 zuerst an den
BPEL-Server gesendet und von dort aus zum Webservice WS2, wobei der
Austausch mittels SOAP-Nachrichten erfolgt. Notwendige Schemaanpassungen
werden entweder direkt vom BPEL-Server durchgefu¨hrt oder an einen Webser-
vice ausgelagert. Diese Szenario wurde so gebaut, dass keine Schemaanpas-
sungen notwendig waren. Im Gegensatz dazu wird beim BPELDT -Ansatz die
Ausgabedaten von WS1 in einer dem BPEL-Server zugeordneten Datenbank
zwischengespeichert. Nach Aufruf von WS2 werden von dort die Daten geholt.
Fu¨r die Datenu¨bertragung ist das ETL-Werkzeug Kettle verwendet wurden.
In Anzahl der durchzufu¨hrenden Datenu¨bertragungen unterscheiden sich beide
Verfahren nicht.
Die resultierenden U¨bertragungszeiten in Abha¨ngigkeit der Anzahl der Spal-
ten fu¨r die Genexpressionsmatrizen fu¨r BPEL und BPELDT sind in der Abbil-
dung 7.10(a). Die Anzahl der Zeilen war konstant bei 50.000. Wie zu erkennen
ist, weisen die beiden Ansa¨tze erhebliche Unterschiede auf. Wird der Geschwin-
(a) U¨bertragungszeiten (b) Performanzgewinn
Abbildung 7.10.: Experimenteller Vergleich BPEL mit BPELDT .
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digkeitsunterschied ausgerechnet, so ergibt sich die in Abbildung 7.10(b) darge-
stellte Kurve. Je gro¨ßer die Matrizen werden, um so gro¨ßer wird der Unterschied
zwischen BPEL und BPELDT . Die U¨bertragung der Genexpressionsdaten mit-
tels ETL ist bis zu 35-mal schneller als der SOAP-Ansatz bei BPEL. Damit
werden die Ergebnisse des Experimentes aus Abschnitt 5.3 besta¨tigt.
7.5. Zusammenfassung
In diesem Kapitel ist ein U¨berblick u¨ber die Umsetzung der infrastrukturellen
und methodischen Konzept dieser Arbeit gegeben wurden. Im Wesentlichen
wurde sich auf die Umsetzung der infrastrukturellen Methoden konzentriert
und gezeigt, wie der MMC-Ansatz in der entwickelten Plattform realisiert ist.
Auf die Evaluierung des MMC-Ansatzes wird an dieser Stelle verzichtet und auf
die entsprechenden Publikationen [78, 79] verwiesen, wobei dort die Evaluierung
nicht vollsta¨ndig ist. Eine umfassende Evaluierung ist nur mit Hilfe einer bio-
logischen Studie mo¨glich, wie in den Ansa¨tzen zur Meta-Analyse [66, 126, 141]
demonstriert worden ist. Eine derartige Studie befindet sich gerade in Planung
und wird demna¨chst durchgefu¨hrt.
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8. Zusammenfassung und Ausblick
Ausgehend vom Fachgebiet der Genexpressionsanalyse widmete sich diese Ar-
beit zwei Themenbereichen: den komplexen Datenanalyseprozessen zur Aus-
wertung empirisch erfasster Datenbesta¨nde und deren Einbettung in eine ser-
viceorientierte Umgebung. Dazu wurde diese Dissertationsschrift in einen me-
thodischen und einen infrastrukturellen Teil untergliedert, wobei in beiden Tei-
len wissenschaftlichen Fragestellungen nachgegangen wurde.
Im methodischen Teil wurde der Ansatz des Mikroarray-Meta-Clustering (MMC)
pra¨sentiert, um Untergruppen von Genen studienu¨bergreifend zu extrahieren,
die ein gleiches Aktivita¨tsverhalten aufweisen (studienu¨bergreifendes Cluste-
ring). In diesem MMC-Ansatz werden die Daten jeder einzelnen Studie in
einem ersten Schritt einer separaten Analyse (Vorverarbeitung und Clustering)
unterzogen. In einem zweiten Schritt erfolgt dann eine Ergebnisaggregation,
um ein studienu¨bergreifendes Clustering zu berechnen. Ein besonderer Aspekt
des entwickelten Ansatzes ist es, dass nicht jede Studie mit dem gleichen Ge-
wicht in die Ergebnisaggregation einfliessen muss. Diese Eigenschaft ist von
besonderer Bedeutung fu¨r das Anwendungsgebiet, da nicht alle Studien, inklu-
sive der Experimente, die gleichen Qualita¨ten aufweisen und somit die Studien
unterschiedlich gewichtet werden sollten.
Dieser entwickelte Ansatz spiegelt in perfekter Art und Weise den aktuellen
Trend hin zu komplexen Datenanalyseprozessen wider. Durch diesen Trend
bahnt sich gegenwa¨rtig eine Umorientierung auf Ebene der Infrastruktur an.
Von der sehr algorithmenbezogenen Perspektive muss die Entwicklung hin zu
einer Prozessbetrachtung gehen. Die serviceorientierte Architektur mit dem
Konzept der lose gekoppelten Dienste, die untereinander kommunizieren und
flexibel orchestriert werden ko¨nnen, repra¨sentiert analog zu den Gescha¨ftspro-
zessen einen ada¨quaten Ausgangspunkt. Im infrastrukturellen Teil dieser Arbeit
wurde darum eine angepasste SOA-Realisierungsvariante fu¨r komplexe Daten-
analyseprozesse vorgestellt. Diese Realisierungsvariante setzt auf den etablier-
ten Technologien der Webservices und der Orchestrierungssprache BPEL (Busi-
ness Process Execution Language for Web Services) auf, wobei fu¨r die U¨bert-
ragung und Aufbereitung großer Datenmengen zwischen Webservices effiziente
datenorientierte Infrastrukturen, wie beispielsweise ETL-Werkzeuge, integriert
werden. Diese Integration erfolgt sowohl auf Ebene der Modellierung durch die
Einfu¨hrung von Datentransitionen in BPEL als auch auf Ebene der Ausfu¨hrung
durch die Erweiterung der Webservice-Technologie.
Die in dieser Arbeit dokumentierten Methoden und Ansa¨tze auf infrastruktu-
reller Ebene stellen einen ersten Schritt im umfassenden Gebiet der dateninten-
siven Analyseprozesse dar und bereiten den Weg fu¨r sowohl weitere infrastruk-
turelle als auch weitere methodische Arbeiten. So ist im Umfeld der Methodik
noch vertieft das Problem der Ergebnisaggregation zu studieren, dessen Lo¨sung
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helfen kann, ein optimales Clusteringergebnis auch ohne Expertenwissen auf
dem Gebiet des Data Mining zu bestimmen. Dazu ist nicht nur die Aggrega-
tion zu verfeinern, sondern es muss der komplette Prozess bearbeitet werden.
Die Frage, mit welchen Clusteringalgorithmen, inklusive den Parameterbele-
gungen, die Datenmengen in der lokalen Phase analysiert werden sollen, wird
bisher nicht adressiert. Um die Vorteile der Clustering Aggregation deutlicher
hervorzuheben, sollte dieser Punkt sta¨rkere Beachtung finden. Das Ziel da-
bei muss sein, einen mehrstufigen Clusteringprozess aufzustellen, mit dem eine
Datenmenge ohne initiale Parameter optimal partitioniert werden kann. Ein
Schritt in diese Richtung ist bereits mit dem entwickelten Multi-Level-Ansatz
erfolgt [68], wobei dieser jedoch noch weiter erforscht werden muss.
Auf der Ebene der Modellierung und im Kontext der Laufzeitumgebung der
im Rahmen dieser Arbeit kurz skizzierten Realisierung bieten sich noch wei-
tere Mo¨glichkeiten an. Zum einen kann die Modellierung der Transformatio-
nen in den Datentransitionen abstrakter erfolgen, um mehr Flexibilita¨t in der
Ausfu¨hrung zu erzielen. Somit ko¨nnte zur Laufzeit entschieden werden, welche
datenorientierte Infrastruktur verwendet wird. Zum anderen sind weitere funk-
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