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We report the first electronic compressibility measurements of magic-angle twisted bilayer
graphene. The evolution of the compressibility with carrier density offers insights into the
interaction-driven ground state that have not been accessible in prior transport and tunneling
studies. From capacitance measurements, we determine chemical potential as a function of car-
rier density and find the widths of the energy gaps at fractional filling of the moire´ lattice. In the
electron-doped regime, we observe unexpectedly large gaps at quarter- and half-filling and strong
electron–hole asymmetry. Moreover, we measure a ∼35 meV mini-bandwidth that is much wider
than most theoretical estimates. Finally, we explore the field dependence up to the quantum Hall
regime and observe significant differences from transport measurements.
In most metals, interactions between electrons are suf-
ficiently weak compared with electronic kinetic energy
that they can be considered as a perturbation when cal-
culating band structure. Because the kinetic energy of an
electronic system is proportional to the bandwidth of its
low energy bands, one route to finding materials with ef-
fectively strong electron–electron interactions is to study
systems with flat energy dispersions. Stacking and rotat-
ing two monolayers of graphene by a controllable angle
between the two layers can tune the resulting low-energy
band structure through a large range of energy disper-
sion [1–3]. At certain small twist angles known as magic
angles, the interlayer hybridization energy concentrates
the low-energy density of states within about 10 meV ac-
cording to calculations [1, 3], providing a highly tunable
test bed for strongly correlated physics.
Early scanning tunneling spectroscopy (STS) measure-
ments on twisted bilayer graphene revealed van Hove sin-
gularities in the low-energy moire´ bands for low twist an-
gle samples [4]. More recent experiments show anoma-
lous insulating behavior in magic-angle twisted bilayer
graphene (MATBG) around n = ±ns/2, where ns is
the electron density at which the low-energy superlat-
tice bands are completely filled (four electrons per moire´
cell). The insulating behavior has features similar to
those expected for a Mott insulator arising from on-
site Coulomb repulsion [5], though there are currently
many theoretical proposals for various strongly correlated
phases [6–19]. Strikingly, superconductivity was also ob-
served around n = −ns/2 (two holes per supercell) with
density-dependent critical temperatures up to 1.7 K [20].
In order to probe the thermodynamic ground state of
MATBG, we use a low-temperature capacitance bridge
to access the electronic compressibility of the two de-
vices originally characterized with transport in Ref. 20.
By measuring the compressibility as a function of car-
rier density, we study the thermodynamic evolution of
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FIG. 1. Schematic of MATBG device and capacitance bridge
measurement scheme.
the interaction-driven phases at fractional filling, offering
new insights into the nature of the MATBG ground state
that complement previous transport [5, 20–24] and tun-
neling efforts [25, 26]. Additionally, we can extract the
thermodynamic bandwidth of the low energy bands, en-
abling us to evaluate their relative flatness and compare
to electronic structure calculations. Figure 1 shows the
device geometry and measurement schematic. MATBG
samples were fabricated using a “tear-and-stack” tech-
nique [27, 28]. The MATBG is encapsulated between
two layers of hexagonal boron nitride (hBN) and placed
on top of a local, metal back gate. The structures were
etched into a Hall geometry for initial transport mea-
surements in Ref. 20. However, in our capacitance mea-
surements, we electrically short all contacts together to
reduce the RC charging time of the devices [29].
We apply an AC excitation to the MATBG contacts
and a balancing AC excitation of variable phase and am-
plitude to a ∼45 fF reference capacitor connected to the
back gate in a bridge configuration as shown in Fig. 1.
We measure small changes in the sample impedance by
monitoring off-balance voltage accumulation at the bal-
ance point, and we model the total capacitance CT of the
MATBG structure after subtraction of a constant back-
ground (see Supplemental Material for details) as con-
sisting of two contributions: C−1T = C
−1
geo + C
−1
q . Cgeo
is the geometric capacitance arising from the parallel
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2plate geometry of the MATBG and local back gate while
Cq = Ae
2∂n/∂µ is the quantum capacitance [30] which
is directly proportional to the thermodynamic compress-
ibility ∂n/∂µ (A is the lateral device area and e is the
elementary charge). By measuring modulation of the ca-
pacitance as a function of gate voltage and magnetic field,
we detect the presence of gaps in the thermodynamic den-
sity of states. Importantly, we restrict our measurements
to sufficiently low frequencies to ensure that modulation
of the measured signal arises entirely from changes of
the electronic compressibility and does not result from
charging-rate effects [31]. At high magnetic field, where
the in-plane resistance becomes appreciable, we restrict
ourselves to a qualitative discussion of the field-induced
gaps [32].
Figure 2(a) and (b) show capacitance measurements
(red traces) at zero magnetic field for the two devices
(M2 and M1) that previously showed unexpected insu-
lating and superconducting phases in Ref. 20. Devices
M2 and M1 were found previously to have twist an-
gles of 1.05◦ and 1.16◦, respectively [20]. In both sam-
ples, we observe a Dirac-like feature at charge neutral-
ity accompanied by broad, incompressible regions around
±3× 1012/cm2, which correspond to either four electrons
(+ns) or four holes (−ns) per moire´ cell. We observe in-
compressible phases around ns/2 (two electron per moire´
cell) in both devices and a smaller feature around −ns/2
in device M2. These incompressible features correspond
to the previously reported insulating phases observed
around ±ns/2 in Ref. 20, however, in our measurement
we find that the hole-doped state is significantly less in-
compressible despite comparable conductance values re-
ported previously. Our results are consistent with more
recent transport measurements in which resistive phases
in the electron-doped regime are generally stronger than
their hole-doped counterparts [21–24].
In both devices we find incompressible phases at ns/4
and weak incompressible features at −ns/4 in device
M2. Importantly, the incompressible features at ns/4
and ns/2 are comparable in magnitude despite a lack
of insulating temperature-dependence at ns/4 reported
previously [20, 21, 23]. In device M2, raising the tem-
perature to 5 K, the highest temperature accessed, pro-
duced virtually no change in the capacitance features at
commensurate filling (see Supplemental Material). We
see no strong compressibility features around ±3ns/4 in
contrast to recent transport studies [20–24], although, we
observe a gradual decrease in capacitance around ±3ns/4
as the system enters the superlattice band gaps which
makes observation of incompressible features difficult to
distinguish in this region.
After subtracting a constant background capacitance
Cback (see Supplemental Material), the relationship
C−1T = C
−1
geo +
(
Ae2∂n/∂µ
)−1
(1)
can be used to extract properties related to the compress-
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FIG. 2. (a) Plot of the capacitance (red trace) and loss tan-
gent (blue trace) of device M2 as a function of carrier density
at zero magnetic field and 280 mK. Dips in the capacitance
around ns/4 and ns/2 correspond to incompressible phases.
Smaller dips around −ns/4 and −ns/2 also show incompress-
ible features. (b) Capacitance and loss tangent of device M1
at zero magnetic field and 225 mK. Similar incompressible
features are seen at ns/4 and ns/2.
ibility ∂n/∂µ. At low temperatures the compressibility
can be approximated well by the zero-temperature den-
sity of states. For a Dirac-like system with eight-fold
degeneracy arising from spin, valley, and layer degrees of
freedom, the density of states is given by
∂n
∂µ
=
4 |EF|
pi(~vF)2
=
2
√
2√
pi~vF
√
|n|. (2)
In order to take into account broadening due to the dis-
order profile across the lateral extent of the sample, we
convolve Eq. 2 with a gaussian g(n) = e−n
2/2Γ2/(
√
2piΓ)
where Γ characterizes the scale of the charge density
broadening. We fit our capacitance data using Eq. 1
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FIG. 3. (a) Fits of the capacitance data for sample M2. The
Dirac point is best fit by vF = 0.116× 106 m/s. (b) Shift
of chemical potential of M2 as a function of carrier density
calculated from integrating the inverse quantum capacitance.
(c) Zoom-in to boxed region of (b). The increase in the chem-
ical potential between the density of states maxima at both
ns/4 and ns/2 is shown on the left axis with capacitance data
from Fig. 2(a) replotted on the right axis. Arrows corre-
spond to measured ∆µ between density of states maxima. We
find ∆ns/4 = (3.0± 1.0) meV and ∆ns/2 = (3.9± 1.2) meV.
(d) Extracted compressibility from the capacitance data in
Fig. 2(a) as a function of the electronic chemical potential.
Arrow is 35 meV wide.
and ∂n/∂µ ∗ g(n) and determine vF, Γ, and Cgeo from a
best-fitting procedure. We estimate the area A from the
lithographic dimensions of the MATBG flake that lie over
the back gate. The capacitance data from sample M2 is
best fit by vF = 0.116× 106 m/s and Γ = 4.0× 1010/cm2,
both of similar magnitude to the values extracted previ-
ously with a different sample (1.08◦) [5]. Figure 3(a)
shows the capacitance data from M2 overlaid with the
model evaluated at various values of vF.
The shift of the chemical potential as carriers are
added to the device can be extracted by integrating
the inverse quantum capacitance ∆µ =
∫
∂µ
∂ndn =∫
Ae2
(
C−1T − C−1geo
)
dn. Figure 3(b) shows the calcu-
lated chemical potential as a function of carrier den-
sity for device M2. Portions of the trace with rela-
tively flat slope correspond to compressible phases where
the chemical potential shifts relatively little as carriers
are added to the system whereas steeper regions corre-
spond to reductions in the density of states. The su-
perlattice band gaps around ±ns manifest as the steep
slopes near n = ±3× 1012/cm2. On the electron side,
where the size of the capacitance dips is appreciable,
the thermodynamic gap between the density of states
peaks can be calculated for both ns/4 and ns/2 as shown
in Fig. 3(c). We find ∆ns/4 = (3.0± 1.0) meV and
∆ns/2 = (3.9± 1.2) meV, where the error associated with
the gap estimation arises from a systematic error in the
determination of Cgeo. See Supplemental Material for a
discussion of the error estimation and its propagation in
the thermodynamic gap measurements. The gap at ns/4
was either not observed previously [5, 20, 25, 26], found
to have non-activated temperature dependence [21, 23],
or the resistive feature was not discussed in detail [22].
A recent transport study reported simply-activated tem-
perature dependence at quarter-filling with a gap value
of 0.14 meV, though the presence of a gap at charge neu-
trality may indicate that the twisted bilayer graphene is
aligned with the hBN substrate [24]. Our estimate of
∆ns/2 is significantly larger than the previously reported
values of 0.31 meV in Ref. 5, ∼1.5 meV in Ref. 21, and
0.37 meV in Ref. 24
We expect the gap extracted from thermodynamic
compressibility to be larger than the activation gap mea-
sured through the temperature dependence of the resis-
tivity. As temperature is increased, the electron–electron
correlations that create the many-body gap may weaken,
causing the gap to decrease as a function of temperature
and leading to an underestimation in activation measure-
ments. By measuring at a fixed, low temperature, the gap
derived from compressibility is potentially larger. Addi-
tionally, there may be a large density of charge carriers
that can be thermally excited across the many-body gap
at energies that are closer to the Fermi level than the
density of states maxima, leading to a smaller activation
gap. If we measure the shift in chemical potential just
around the steepest portions of trace in Fig. 3(c), we find
values of approximately 2 meV and 2.5 meV for the ns/4
and ns/2 states, respectively, which may compare more
directly to activation measurements.
We can also make a comparison to recent STS measure-
ments in which splittings of the van Hove singularity at
ns/2 of roughly 7.5 meV [25] and 4−8 meV [26] have been
measured. Because the STM tip is placed over a clean,
atomically resolved region of the sample, the effects of
disorder averaging are avoided, leading to a potentially
larger observed spectroscopic gap. We note that the van
Hove singularity separation when the Fermi level lies at
half-filling as seen in STS measurements differs qualita-
tively from the chemical potential separation observed
in compressibility. In the latter case, the carrier density
and the band structure itself vary as the Fermi level is
raised due to density-dependent electron–electron inter-
actions. Additionally, STS measures the single particle
density of states which is a different quantity from the
thermodynamic density of states ∂n/∂µ accessed in our
measurements.
We plot the compressibility ∂n/∂µ =
1
Ae2
(
C−1T − C−1geo
)−1
as shown in Fig. 3(d). The
vertical scale of the compressibility is very sensitive to
4the precise value of Cgeo, particularly the highly com-
pressible phases in which CT ≈ Cgeo. Nonetheless, the
horizontal axis is much less sensitive to variation in Cgeo,
and we estimate the bandwidth of the two low-energy
moire´ bands as 35 meV. If we vary the precise value of
Cgeo over an estimated uncertainty (see Supplemental
Material for details), the bandwidth varies from as small
as 25 meV to as large as 45 meV. This range of values
is much larger than initial calculations for a rotation
angle of 1.05◦ [1, 3, 5], but it is consistent with the
41 meV separation of the valence and conduction band
van Hove singularities predicted by recent tight-binding
calculations and the 55 meV separation observed by STS
for a slightly larger rotation angle of 1.10◦ [25].
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FIG. 4. (a) Capacitance as a function of gate voltage and per-
pendicular magnetic field. Color scale has been suppressed be-
low 19.5 fF in order to show more detail. (b) Map of observed
gaps in magnetic field measurement in (a). Black traces indi-
cate cyclotron and exchange gaps arising from charge neutral-
ity with the filling factor labeled. Red traces indicate gaps em-
anating from high magnetic field due to “Hofstadter” replica
minibands. (c) Capacitance linecut at B = 9 T from panel
(a).
We also measure the evolution of the compressibility
with magnetic field up to the quantum Hall regime. In
Fig. 4(a) we plot the capacitance as a function of gate
voltage and magnetic field. The incompressible phases at
commensurate filling of the miniband do not appear to
change with perpendicular magnetic field up to about 3 T
after which field-induced gaps arise and coexist, making
it difficult to track the relatively broader features associ-
ated with the zero-field incompressible phases. The most
prominent feature in Fig. 4(a) is a four-fold degenerate
Landau fan that emerges from charge neutrality. De-
spite anticipating an eight-fold degenerate zero energy
LL arising from spin, valley, and layer degrees of free-
dom, our system never develops a compressible phase at
charge neutrality, indicating that layer or valley symme-
try breaking is present even at zero magnetic field. Four-
fold degeneracy may be evidence of C3 rotational sym-
metry breaking as recently proposed [33]. At larger mag-
netic fields we observe incompressible phases at filling fac-
tors within the lowest LL octet. These additional incom-
pressible phases presumably arise from exchange-driven
gaps as reported in monolayer and bilayer graphene [34–
39]. In addition, LLs emerging from the superlattice gaps
of device M2 are apparent in Fig. 4(a) as well as from de-
vice M1 in Fig. S6(a) in the Supplemental Material.
Additionally, we see a set of gaps emerging from high
magnetic field whose intercepts terminate near the frac-
tional filling densities as indicated by the red traces in
Fig. 4(b). These gaps appear to form as a result of
“Hofstadter” fractal minibands [40, 41]. Similar features
have been observed extensively in aligned graphene–hBN
structures [42–44] as well as twisted bilayer graphene
devices [28, 45]. In Fig. 4(a) some of the gaps which
approach commensurate filling appear doubled, suggest-
ing there may be multiple regions within the device with
slightly different twist angle. The number of flux quanta
per moire´ unit cell is plotted on the right vertical axes in
Fig. 4(a) and (b). The incompressible phases shown in
red in panel Fig. 4(b) intersect at φ/φ0 = 1 which occurs
at B = 29.64 T for θ = 1.05◦. Unlike Ref. 21, where no
Landau fan was observed emanating from −ns/4, we ob-
serve an incompressible phase emerge from high magnetic
field whose intercept terminates at −ns/4. Additionally,
we observe an incompressible phase emanating from ns/4
corresponding to ν = 3 and not ν = 1 as seen previously
[21]. See Supplemental Material for a Wannier diagram
and loss tangent in Fig. S5 as well as the field dependence
of device M1 with similar features in Fig. S6. The pres-
ence of strong quantum oscillations at low magnetic field
close to commensurate filling in transport [20, 21, 24]
indicates the formation of an emergent Fermi surface
and its quantization in magnetic field. Oscillations in
transport measurements reflect the field dependence of
both the scattering time τ as well as the density of avail-
able charge carriers. Because low-frequency capacitance
measurements are insensitive to changes in the scatter-
ing rate, strong features are not expected when Landau
quantization is weak which may explain the lack of low-
field capacitance oscillations in our data in contrast with
transport [20, 21].
Although there is no consensus on the nature of the
5commensurate insulating phases, our results allow us to
comment on a few recent proposals. One effort posits
that the correlated insulating phase at half-filling is not a
Mott-like insulator, but rather a Wigner crystal in which
the electrons freeze into an emergent lattice as a result of
long-range Coulomb repulsion [7, 18]. Although a Wigner
crystal is electrically insulating due to pinning of the elec-
tron lattice by disorder, domains, or the moire´ lattice it-
self, the compressibility of the Wigner crystal is expected
to be large and negative due to long-range Coulomb in-
teractions [46]. Unlike DC transport, compressibility is
one of the few techniques which is capable of providing
positive evidence of Wigner crystallization. In our mea-
surements, the compressibility decreases at commensu-
rate filling while remaining positive and non-diverging,
implying the likely formation of an energy gap and not
a highly (negatively) compressible phase expected for an
ideal Wigner crystal. However, unlike the conventional
case, if the moire´ potential strongly pins the electron lat-
tice, it may be possible to form a thermodynamic energy
gap [47]. We also cannot rule out the possibility of such
a Wigner crystal and another gapped phase coexisting
via phase separation as has been speculated to occur in
GaAs bilayers [48]. Additionally, it may be possible to
interpret the multiple density of states peaks as arising
from differential strain between the two twisted bilayer
graphene layers [49].
Although many band structure calculations predict
narrow low energy bands between 5 and 10 meV [1–
3, 5, 13], recent focus on lattice relaxation effects have
brought estimates closer to experiment (∼20 meV) [50,
51], however, at least one other lattice relaxation model
predicts a narrowing of the bandwidth as compared to
unrelaxed calculations [52]. Our data support a band-
width in the range of 25 to 45 meV, suggesting that the
non-interacting band structure is not as narrow as an-
ticipated by theory, leading to larger values of kinetic
energy. This suggests that, in the creation of the cor-
related insulating states, the kinetic energy may play a
more substantive role than many single-particle calcula-
tions imply. Moreover, as recently proposed [19], it is
possible that the interaction effects are also strongly en-
hanced by a power-law diverging van Hove singularity.
In summary, we used compressibility measurements to
access the shift of the chemical potential as the low-
energy band structure is filled. We report a reduced
Fermi velocity, a wide ∼35 meV bandwidth compared
with many electronic structure calculations, and mea-
sure the gap widths at ns/4 and ns/2. The incompress-
ible features at commensurate filling show essentially no
field evolution up to 3 T before becoming obscured by
other field-induced gaps. We do not observe strong Lan-
dau quantization at low magnetic field around commen-
surate filling, but at larger magnetic field we detect “Hof-
stadter” gaps that differ from previous transport studies
[20, 21, 24].
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SUPPLEMENTAL MATERIAL
Sample preparation
The samples were fabricated using a dry transfer tech-
nique modified with a rotation stage described previously
[5, 20, 28] and originally measured in Ref. 20. Monolayer
graphene and hexagonal boron nitride (hBN) crystals of
10–30 nm thickness were exfoliated onto clean SiO2/Si
substrates, identified optically, and characterized with
atomic force microscopy. The twisted bilayer graphene
was constructed by “tearing and stacking” a clean
monolayer with a precise rotational misalignment. A
poly(bisphenol A carbonate) (PC)/polydimethylsiloxane
(PDMS) stack on a glass slide was used to first pick up
a piece of hBN at 90 ◦C after which the van der Waals
forces between hBN and graphene were used to tear a
graphene flake close to room temperature. The sepa-
rated graphene pieces were rotated manually by a twist
angle around 1.2–1.3◦ and stacked on top of one another.
The stack was encapsulated by a piece of hBN on the
bottom and released at 160 ◦C onto a Cr/PdAu metal
back gate on top of a highly resistive SiO2/Si substrate.
The samples were not annealed to prevent the twisted
bilayer graphene from relaxing back to Bernal-stacked
7bilayer graphene. The device geometry was defined us-
ing standard electron-beam lithography techniques and
reaction ion etching with fluoroform and O2 plasmas.
Electrical contact was made to the MATBG with Cr/Au
edge-contacted leads [53].
Measurements
Sample M2 was measured in a helium-3 cryostat at
280 mK, and sample M1 was measured in a dilution re-
frigerator at a temperature of 225 mK with the exception
of the high temperature measurements of M2. Capaci-
tance and loss tangent measurements were carried out
on homemade cryogenic capacitance bridges on the same
chip carriers as the samples. Figure S1 shows the full cir-
cuit schematic. The sample is modeled as a series resistor
and capacitor in red. AC and DC voltages are applied to
the sample through a cryogenic bias tee adjacent to the
sample. An AC signal of variable phase and amplitude is
applied to a fixed ∼45 fF reference capacitor to balance
the sample capacitance at the bridge balance point. Af-
ter an initial balance is achieved, changes in the sample
capacitance are inferred from the off-balance voltage that
accumulates at the balance point. The size of the refer-
ence capacitor is determined on a subsequent cooldown
with a known 2 pF capacitor. Three Fujitsu FHX35X
high electron mobility transistors (HEMTs) are used in
a double-amplifier configuration. The main amplification
stage occurs at the gate of the labeled HEMT which has
been cleaved in half to minimize its stray capacitance.
A second HEMT (also cleaved) is used as a variable re-
sistor (typically set to about 100 MΩ) to pinch off the
measurement HEMT’s channel to about 100 kΩ. A third
follower HEMT which is uncleaved drives the signal to a
homemade wide-bandwidth amplifier located at the 1 K
pot of the fridge followed by a similar amplification stage
at room temperature before being measured on a lock-
in amplifier (Signal Recovery SR7280). An excitation
voltage of 2.8 mV RMS was applied at 150 kHz for all
measurements unless otherwise indicated.
For a sample that can be modeled as a series resistor
and capacitor, the output of the capacitance bridge has
two components: an in-phase and out-of-phase compo-
nent. The in-phase component X is given by
X =
−CT/Cref
1 + (ωRin-planeCT)
2 (S1)
while the out-of-phase component Y is given by
Y =
ωRin-planeC
2
T/Cref
1 + (ωRin-planeCT)
2 (S2)
where Cref is the value of the fixed reference capacitor,
Rin-plane represents the effective series resistance of the
MATBG, CT the total sample capacitance (which in-
cludes both the geometric and quantum contributions),
and ω is related to the measurement frequency f = ω/2pi.
The loss tangent is defined as the ratio between the re-
sistive and reactive impedances of the sample ZresZreact =
Rin-plane
1/(ωCT)
. This quantity is exactly equal to the ratio of Y
to −X:
loss tangent =
Y
−X = ωRin-planeCT. (S3)
In the thermodynamic limit, ω satisfies ω  1Rin-planeCT .
In other words, the excitation frequency is slow enough
that the sample has time to completely charge on each
cycle of the excitation. This allows a decoupling of the
capacitive and resistive impedances in the X channel:
X ≈ −CT
Cref
(S4)
and allows us to compute the total capacitance CT in
units of the reference.
In our analysis the role of the loss tangent is to confirm
that our measurements are in the thermodynamic (low
frequency) limit. Whenever we see modulation of the
in-phase component accompanied by a featureless loss
tangent, we know that ω  1Rin-planeCT and modulation
of the in-phase channel can be interpreted as modulation
of the sample’s capacitance (and hence changes in the
compressibility). In Fig. 2(a) and (b) the loss tangent
remains near zero and perfectly flat between the super-
lattice gaps at ±ns. This confirms that the changes in the
capacitance at commensurate filling arise from the com-
pressibility and not a failure of the samples to charge
completely. This rules out localization causing a large
in-plane resistance without an attendant decrease in the
thermodynamic density of states. The loss tangent spikes
suddenly as the superlattice gaps are entered indicating
a sudden increase in the in-plane resistance. This is ac-
companied by a sharp decrease in the capacitance. The
decrease in capacitance is in part due to a decrease in
the compressibility as the Fermi level enters a bandgap,
but it is also related to a failure of the sample to charge
completely at the given measurement frequency. In this
limit the term (ωRin-planeCT)
2
dominates the denomina-
tor of X and limits our ability to be quantitative about
the compressibility.
The same is true at high magnetic field when the Fermi
level lies in a cyclotron or exchange gap. The substan-
tial reduction in the density of states causes the in-plane
resistance to dominate our measurement. This does not
affect a qualitative discussion of the compressibility evo-
lution in magnetic field (e.g. the emergence of exchange
gaps or trajectories of insulating features), but does pre-
clude a quantitative measure of the compressibility.
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FIG. S1. Circuit for the capacitance and loss tangent measurements.
Capacitance corrections and background subtraction
Due to slight mismatches in the cabling of the refer-
ence and sample lines due to different attenuators as well
as slight offsets in the relative phase of the excitation
and reference voltages sources, our measurements show
a constant offset in the out-of-phase component (which
for small values of Y is approximately equal to the loss
tangent) that is not attributed to the sample. In order
to correct for this small phase shift we find the values
of the in-phase and out-of-phase components of our sig-
nal near a highly compressible state that should have
minimal in-plane resistance and an extremely small out-
of-phase component. We apply a rotation matrix M(θ)
(typically the rotation angle θ ≈ 1◦) to our in- and out-of-
phase signal measurements to correct this artifact. This
leaves the in-phase component virtually unchanged and
shifts the out-of-phase signal to the correct baseline.
Our samples have a substantial stray capacitance of
around 50 fF that manifests in our measurement as a
constant background in parallel with the sample Craw =
Cback + CT = Cback +
(
C−1geo + C
−1
q
)−1
. In order to ac-
curately subtract this constant background, we utilize
the field-dependent capacitance measurements where we
can accurately determine the minima of the cyclotron
gaps of the Landau fan emerging from charge neutral-
ity (see Fig. 4(a)). Regardless of the underlying band
structure, all Landau levels can be characterized by a
field-dependent orbital degeneracy φ/φ0 = BAe/h where
φ is the total magnetic flux through the sample, φ0 is
the flux quantum, B is the magnetic field, A the sample
area, e is the elementary charge, and h is Planck’s con-
stant. This orbital degeneracy is augmented by a factor
of 8 arising from the spin, valley, and layer degrees of
freedom. Therefore, between the filling factors ν = ±4,
we know the total charge accumulated in the sample is
given by 8BAe2/h. The total charge accumulated in the
sample is also given by integrating the total capacitance:
Q =
∫
∆V
CTdV where the limits of integration are deter-
mined by the gate voltages in Fig. 4(a). Therefore, the
appropriate value of Cback is found by enforcing
8BAe2/h = Q =
∫
∆V
(Craw − Cback) dV. (S5)
In this analysis we assume that the strongest gaps
emerging from charge neutrality correspond to ν = ±4 as
expected for a twisted bilayer graphene system. This is
confirmed by calculating the slope of the gaps in Fig. 4(a)
and using the relationship
ν =
nA
φ/φ0
=
nφ0
B
=
(
CT/A
)
∆V φ0
eB
(S6)
where CT is the average total capacitance between the
LL minima. Because CT is roughly equal to the geomet-
ric value of the capacitance which is well approximated
by a parallel plate model, we can say CT/A ≈ 0/d
where  is the relative dielectric of the hBN (∼4.5), d is
the thickness of the dielectric (∼30 nm) determined from
atomic force microscopy, and 0 is the vacuum permit-
tivity, yielding:
ν ≈ 0∆V φ0
deB
. (S7)
After extracting the slope of the gap in Fig. 4(a) and
equating it to B∆V and using estimated values for  and
d, we can verify that ν = ±4. Additionally this allows us
to verify that our background subtraction is reasonable
by confirming CT ≈ Craw − Cback.
9Converting from gate voltage to carrier density
Unlike transport measurements, our capacitance tech-
nique allows us to convert gate voltage to carrier density
exactly. Typically, in transport the gating capacitance
is taken as a constant CT (typically extracted from Lan-
dau fans or modeled with parallel plate geometries) and
is often described as purely geometric but in reality is an
average value of the total capacitance that includes con-
tributions from the quantum capacitance that vary as a
function of density. In most samples Cq  Cgeo so that
CT ≈ Cgeo, allowing this approximation to hold. For our
measurements we can simply integrate the total capac-
itance with respect to gate voltage to directly calculate
the induced charge density:
n(V ) =
1
Ae
∫ V
VDirac
CT(V
′)dV ′ (S8)
where we have set the carrier density at the gate voltage
associated with the Dirac point to 0. For our samples
the quantum capacitance Cq is always much larger than
the geometric capacitance inside the superlattice gaps.
Therefore, the relationship between carrier density and
voltage is roughly proportional, but there are subtle non-
linearities near locations of relatively small quantum ca-
pacitance (e.g. near charge neutrality) that are captured
in this conversion.
Determining the geometric capacitance
Our quantitative analysis relies on estimating the value
of the geometric capacitance Cgeo. In order to estimate
Cgeo we use the model C(n) for the total capacitance:
C(n) =
(
1
Cgeo
+
1
Ae2∂n/∂µ(n)
)−1
. (S9)
For a bilayer graphene system with eight-fold degeneracy
the density of states is given by
∂n
∂µ
=
4 |EF|
pi (~vF)2
=
2
√
2√
pi~vF
√
|n| (S10)
where EF is the Fermi energy, vF the Fermi velocity, ~
is Planck’s constant. Additionally, we take into account
the spatial broadening due to the disorder profile by con-
volving ∂n/∂µ with a gaussian g(n) = e−n
2/2Γ2/(
√
2piΓ)
where Γ characterizes the scale of the disorder broaden-
ing. We fit ∂n/∂µ∗g(n) to our data to determine best-fit
values of vF, Γ, and Cgeo. The value of Cgeo from best-
fitting agrees nicely with the peaks in the highly com-
pressible Landau levels that we expect to be very close to
the geometric capacitance and possibly in excess if neg-
ative compressibility is present [54, 55]. See Fig. S2(a)
and (b) for plots of Cgeo overlaid with the field-dependent
capacitance data. In order to account for the fact that
our fit-derived value may deviate from the true value of
the geometric capacitance, we estimate an uncertainty
δc = 0.014 fF in Cgeo based on a visual analysis of the
compressible Landau level peaks. The lower bound of
our uncertainty corresponds to assuming that the density
of states maxima in the zero field capacitance data are
nearly perfectly compressible. This is a reasonable lower
bound assuming that the density of states peaks do not
exhibit negative compressibility. This is justifiable if we
compare these maxima to the highly compressible Lan-
dau levels between ν = −12 and ν = −4 at B = 3 T, a
large enough field for good Landau quantization but low
enough that the exchange gaps and “Hofstadter” features
at high magnetic field do not overlap. The capacitance
signal forms clear plateaus with no sign of negative com-
pressibility and remains larger in value than the zero-field
data at all densities. See panel (b) of Fig. S2 where the
blue trace saturates close to the fit-derived value of Cgeo
between about n = −1 and−0.5× 1012/cm2 and remains
larger than all capacitance values in the red trace. The
upper bound of Cgeo is placed near the highest capac-
itance values recorded at high magnetic field where we
expect the capacitance peaks to be highly compressible
and possibly enhanced beyond the geometric value if neg-
ative compressibility is present. The role of the geometric
capacitance uncertainty and its propagation in the ther-
modynamic gap and bandwidth calculations are detailed
below.
Uncertainty in thermodynamic gaps
The inverse compressibility is integrated to extract the
chemical potential µ as a function of carrier density n.
A small error (compared to the magnitude of Cgeo) in
the geometric capacitance causes a spurious linear back-
ground in the overall slope of µ(n). If we take the true
geometric capacitance to be Cgeo and δc a small error we
compute
1
CT
− 1
Cgeo + δc
≈ 1
CT
− 1
Cgeo
+
δc
C2geo
. (S11)
Multiplying through by Ae2, we can cast Eq. S11 in terms
of the inverse compressibility and an associated devia-
tion:
Ae2
(
1
CT
− 1
Cgeo + δc
)
≈ ∂µ
∂n
+
Ae2δc
C2geo
. (S12)
The change in computed chemical potential across a
range of density ∆n is therefore∫
∆n
Ae2
(
1
CT
− 1
Cgeo + δc
)
dn = ∆µ+
Ae2δc
C2geo
∆n
(S13)
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FIG. S2. (a) Plot of capacitance traces at B = 0 (red), 3 T
(blue), and 9 T (green) as well as the estimate for Cgeo (black
dashed trace). The gray region represents the estimated un-
certainty in Cgeo. (b) Zoom-in of (a).
where ∆µ represents the true change in chemical poten-
tial and Ae
2δc
C2geo
∆n the associated systematic error. If
we use the value δc = 0.014 fF based on our calcu-
lated estimate of Cgeo and a visual analysis of the field-
dependent data, the errors associated with the gaps at
ns/4 and ns/2 are found to be δ
(
∆ns/4
)
= 1.0 meV and
δ
(
∆ns/2
)
= 1.2 meV, respectively. The larger error for
∆ns/2 is due to its slightly larger span in carrier density
∆n.
Capacitance measurements at 5 K.
Upon warming to 5 K the capacitance of sample M2
shows essentially no change near the commensurate filling
gaps on the electron side at zero magnetic field as shown
in Fig. S3. The purple (orange) trace shows the capaci-
tance at zero magnetic field and 280 mK (5 K). The lack
of temperature evolution implies that the energy gaps
at commensurate filling are well in excess of 5 K, consis-
tent with our gap estimation in Fig. 2. At B = 9 T the
capacitance minima are suppressed upon warming from
280 mK (blue) to 5 K (red). At high magnetic field our
measurements are no longer in the low frequency limit
due to the large in-plane resistivity of the sample while
in a quantum Hall gap. The capacitance minima at base
temperature are exaggerated by the failure of the sam-
ple to charge completely on each excitation cycle. Upon
warming to 5 K the in-plane conductivity increases, lead-
ing to a reduction in the capacitance features. This evo-
lution at high magnetic field with temperature is likely
not related to a change in the thermodynamic density of
states, but rather in-plane transport features.
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FIG. S3. Plot of the temperature dependence of the ca-
pacitance on the electron-side near commensurate fillings.
The purple (orange) trace shows the zero-field capacitance
at 280 mK (5 K) while the blue (red) trace shows the capac-
itance at B = 9 T at 280 mK (5 K). The 9 T data has been
shifted down for clarity. The capacitance was measured with
a 2.8 mV RMS excitation at 30 kHz.
Bandwidth estimation
When plotting the compressibility in Fig. 3(d), uncer-
tainty in the precise value of Cgeo can contribute an un-
certainty in the movement of the chemical potential with
density. As detailed previously in Eqs. S11–S13, the un-
certainty in the shift of the chemical potential δ(∆µ) can
be related to the uncertainty in the geometric capacitance
δc through
δ(∆µ) =
Ae2δc
C2geo
∆n. (S14)
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Because our total bandwidth spans a density approxi-
mately given by ∆n = 6× 1012/cm2, the associated error
in bandwidth is given by δ(∆µ) ≈ 10 meV. In Fig. 3(d)
we find a bandwidth of approximately 35 meV. Incorpo-
rating our estimated uncertainty, the bandwidth has a
range that spans approximately 25− 45 meV. In Fig. S4
we plot the compressibility for our best estimate of Cgeo
as well as the upper and lower bounds of our uncertainty
estimate Cgeo ± δc for δc = 0.014 fF. The bandwidth
range is roughly 25−45 meV in line with our error calcu-
lation. The vertical axis is very sensitive to the specific
choice of Cgeo whenever CT ≈ Cgeo which is why the
highly compressible peaks appear at such different val-
ues of ∂n/∂µ. The lower compressibility features (e.g.
charge neutrality, commensurate filling on the electron-
side) show much less variation. The plot in Fig. S4(c)
has been cut off above 15 eV−1 nm−2, where the central
density of states maximum rises to about 55 eV−1 nm−2,
in order to more easily compare the low-compressibility
features between panels.
Loss tangent in finite magnetic field
In Fig. S5(a) we plot the loss tangent of device M2
as a function of carrier density and magnetic field in or-
der to reveal additional information about the in-plane
conductivity of the sample. The loss tangent is given by
ωRin-planeCT. Increases in the loss tangent correspond
to increases in the in-plane resistance (which tend to
dominate any changes in CT at high magnetic field for
this device) as a resistive state is entered and serve as a
qualitative measure of the in-plane bulk transport. The
bright features emanating from charge neutrality are the
cyclotron and exchange gaps arising from the quantum
Hall regime whereas the bright features that emanate
from high magnetic field and terminate near the commen-
surate fillings arise from fractal “Hofstadter” minibands
due to the interaction of the magnetic field and superlat-
tice potential. Importantly, the half-filling state on the
electron doped regime shows faint vertical features which
appear to terminate around 3 T, though they becomes
partially obscured due to the coexistence of the fractal
miniband feature. This indicates that the resistive fea-
tures survive to at least 3 T. There are multiple closely
spaced resistive features which are grouped around the
half-filling location indicating possible inhomogeneity in
the rotation angle across the lateral extent of the sam-
ple. Importantly, we do not see doubling of the central
Landau fan indicating that the charge density across the
sample remains uniform. We do not see noticeable re-
sistive features associated with either the hole states or
the quarter-filled electronic state. In panel (b) of Fig. S5
we plot the same filling factor schematic as in Fig. 4(b).
The Wannier diagram in panel (c) of Fig. S5 shows the
possible fractal miniband gaps in grey with associated
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FIG. S4. (a) Plot of ∂n/∂µ for best estimate of Cgeo =
20.213 fF. (b) Plot of ∂n/∂µ for Cgeo + δc = 20.227 fF. (c)
Plot of ∂n/∂µ for Cgeo−δc = 20.199 fF. The central density of
states peak on the electron side rises to about 55 eV−1 nm−2
observed gaps in (a) color coded to match (b).
Magnetic field dependence of device M1
In Fig. S6 we plot the magnetic field dependence of
device M1. Adjacent to the main Landau fan is a second
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FIG. S5. (a) Plot of the loss tangent of device M2 as a function of carrier density and magnetic field. Weak resistive features
around ns/2 are visible and track vertically with magnetic field until being obscured by the fractal miniband gaps around
3 T. Multiple vertical features adjacent to one another indicate that the twist angle may be inhomogeneous through the entire
sample. The color scale has been suppressed above 0.004 in order to reveal weaker features at low magnetic field. The loss
tangent was measured with a 2.8 mV RMS excitation at 150 kHz. (b) Schematic from Fig. 4(b) tracking the filling factors of
the field-induced gaps. (c) Wannier diagram of associated field-induced gaps observed in (b).
weaker fan emanating from a displaced Dirac point, in-
dicating that the sample contains a second region which
is at a slightly different doping. This may be associated
with a region of the device adjacent to one of the ohmic
contacts away from the central portion of the etched Hall
bar geometry. Similar incompressible phases (red lines
in Fig. S6(b)) emerge from high magnetic field on the
electron-doped side and tend towards commensurate fill-
ing locations on the abscissa as discussed in the main
text in Fig. 4(a) for device M2. Here, the gaps emanat-
ing from high field do not appear doubled as in Fig. 4
indicating improved homogeneity in the rotation angle.
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FIG. S6. (a) Magnetic field dependence of device M1. The color scale has been suppressed below 20.5 fF. (b) Schematic
showing some of the important incompressible phases of device M1. The black lines indicate cyclotron or exchange gaps arising
from the central Landau fan. The blue lines indicate the gaps arising from an additional, weaker Landau fan, indicating device
M1 contains a second region at slightly different doping. Filling factors for both fans are labeled. The red lines indicate
field-induced gaps which terminate at the commensurate filling associated with fractal miniband gaps as discussed in the main
text in Fig. 4. In contrast to device M2, the fractal miniband gaps do not appear doubled, indicating improved twist angle
uniformity. The capacitance was measured with a 2.8 mV RMS excitation at 150 kHz at 225 mK.
