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В социальные сети играют большую роль в современном мире, важным при этом является определение 
значимых и популярных обсуждаемых тем. В данной статье рассматриваются вопросы сбора текстовых 
данных социальной сети twitter и дальнейшей кластеризации и классификации собранных данных. 
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Введение 
Данные сверхбольшого объёма  (англ. big data) в информационных технологиях  - наборы 
данных, размер которых превосходит возможности типичных баз данных (БД) по занесе-
нию, хранению, управлению и анализу информации [1]. Существует много серий подхо-
дов, инструментов и методов обработки структурированных и неструктурированных 
данных сверхбольшого объема. 
Понятие больших данных подразумевает работу с информацией огромного объема и раз-
нообразного состава, весьма часто обновляемой и находящейся в разных источниках в 
целях увеличения эффективности работы и создания новых. 
На данный момент социальные сети находятся на пике популярности, уже сейчас милли-
оны пользователей используют Facebook и Twitter. Многим компаниям необходимо ана-
лизировать данные, полученные из социальных сетей, для оценки отношения пользова-
телей к своим продуктам [4]. Кроме этого анализ данной области используется в реше-
нии вопросов безопасности [5]. Собрав и кластеризировав текстовые данные из социаль-
ной сети, можно определить основные темы и события, обсуждаемые пользователями 
социальных сетей в различных городах и странах.. 
Кластеризация текстовой информации на основе частотного анализа 
Кластеризация (или кластерный анализ) — это задача разбиения множества объектов на 
группы, называемые кластерами. Внутри каждой группы должны оказаться «похожие» 
объекты, а объекты разных группы должны быть как можно более отличны, при этом 
должна быть определена некоторая мера.  Главное отличие кластеризации от классифи-
кации состоит в том, что перечень групп четко не задана и определяется в процессе рабо-
ты алгоритма. Основная цель кластеризации – поиск существующих структур [6]. 
Одним из основных методов частотного анализа является подсчет числа вхождений каж-
дого слова в документе. На основе полученной информации можно составить так назы-
ваемое «облако тегов» - визуальное представление веса слова в документе [7].  
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Рис. 1. «Облако тегов» англоязычного сегмента социальной сети Twitter 
Однако в результате обработки данных на выходе мы получим, что у различных арти-
клей, предлогов и других служебных частей речи будет наибольшее число вхождений. 
Поэтому для наиболее честного оценивания значимости слова необходимо использовать 
меры, которые будут не только считать число вхождений слова в документе, но и  учи-
тывать количество вхождений слова в других документах. Примером такой меры являет-
ся TF-IDF. При подсчете вес некоторого слова будет пропорционален количеству упо-
требления этого слова в документе, и обратно пропорционален частоте употребления 
слова в других документах коллекции [8]. Таким образом, мера TF-IDF является произ-
ведением двух сомножителей: 
𝑡𝑓𝑖𝑑𝑓(𝑡, 𝑑, 𝐷) = tf(𝑡, 𝑑) × 𝑖𝑑𝑓(𝑡, 𝐷),               (1)  
где  𝑡𝑓(𝑡, 𝑑) =
𝑛𝑖
∑ 𝑛𝑘𝑘





После определения с помощью меры TF-IDF кластеризацию можно проводить по раз-
личным алгоритмам, таким как, например, k-means [13]. 
Классификация текстовой информации на основе подхода с машинным обучением 
Так же существует и другой подход к решению проблемы классификации – классифика-
ция информации через машинное обучение. 
Машинное обучение — процесс, в результате которого машина (компьютер) способна 
показывать поведение, которое в нее не было явно заложено (запрограммировано). Раз-
личают два типа обучения: индуктивное и дедуктивное. 
В работах исследователей, занимающихся кластерным анализом текстовой информации 
в различного рода поисковиках часто имеет место индуктивная мера Word2vec [9-10]. 
Принцип работы меры заключается в нахождении связей между контекстами слов со-
гласно предположению, что слова, находящиеся в похожих контекстах, имеют тенден-
цию значить похожие вещи, т.е. быть семантически близкими. Более формально задача 
стоит так: максимизация косинусной близости между векторами слов (скалярное произ-
ведение векторов), которые появляются рядом друг с другом, и минимизация косинусной 
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близости между векторами слов, которые не появляются друг рядом с другом. Рядом 
друг с другом в данном случае значит в близких контекстах. 
Word2vec анализирует контексты употребления слов и делает вывод, что являются или 
не являются близкими по смыслу. Так как подобные выводы word2vec делает на основа-
нии большого количества текста, выводы оказываются вполне адекватными. Алгоритмы, 
на которых базируется word2vec подробно изложены в работах [11-12]. 
Пример векторных расстояний, полученных по word2vec, приведен в таблице 1.  
Табл. 1. Векторные расстояния между словом «France» и другими словами по мере word2vec 
 









Одним из видов дедуктивного подхода можно считать Латентное размещение Дирихле 
(LDA) - это порождающая модель, позволяющая объяснять результаты наблюдений с 
помощью неявных групп, что позволяет получить объяснение, почему некоторые части 
данных схожи. Как правило, при использовании данного подхода определяется ограни-
ченное количество тем – «топиков» и далее утверждается, что каждый документ пред-
ставляет собой смесь этого небольшого количества тем [14].  
Для более детального анализа лучше всего сочетать различные подходы и методы в зави-
симости от количества обрабатываемых данных. 
Заключение 
Вопросы, связанные с кластеризацией и дальнейшей классификацией текстовых данных 
являются актуальными в связи с колоссальным распространением социальных сетей и 
интернет сервисов во всем мире. 
Подходы и методы, представленные в статье планируются к апробации над текстовыми 
данными, собираемыми из социальной сети Twitter в российском сегменте. Сбор необхо-
димых данных ведется при помощи разработанного программного комплекса с учетом 
времени и геолокационных зон. Планируется развить данную тему в направлении вывода 
и оптимизации параллельных алгоритмов кластеризации.  
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