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ELA
SIGN PATTERNS THAT ALLOW STRONG
EVENTUAL NONNEGATIVITY∗
M. CATRAL† , C. ERICKSON‡ , L. HOGBEN§ , D.D. OLESKY¶, AND
P. VAN DEN DRIESSCHE‖
Abstract. A new class of sign patterns contained in the class of sign patterns that allow
eventual nonnegativity is introduced and studied. A sign pattern is potentially strongly eventually
nonnegative (PSEN) if there is a matrix with this sign pattern that is eventually nonnegative and has
some power that is both nonnegative and irreducible. Using Perron-Frobenius theory and a matrix
perturbation result, it is proved that a PSEN sign pattern is either potentially eventually positive or
r-cyclic. The minimum number of positive entries in an n× n PSEN sign pattern is shown to be n,
and PSEN sign patterns of orders 2 and 3 are characterized.
Key words. Potentially eventually nonnegative, Potentially strongly eventually nonnegative,
Sign pattern.
AMS subject classifications. 15B35, 15B48, 15A18.
1. Introduction. A sign pattern (matrix) is a matrix having entries in {+,−, 0}.
For a real matrix A, sgn(A) is the sign pattern having entries that are the signs of
the corresponding entries in A. If A is an n × n sign pattern, then the sign pattern
class of A, denoted Q(A), is the set of all A ∈ Rn×n such that sgn(A) = A. If P
is a property of a real matrix, then a sign pattern A requires P if every real matrix
A ∈ Q(A) has property P, and A allows P or is potentially P if there is some
A ∈ Q(A) that has property P. Numerous properties have been investigated from
the point of view of characterizing sign patterns that require or allow a particular
property (see, e.g., [5, 9] and the references therein). Here we focus on the property
of eventual nonnegativity, which we now define.
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A matrix A ∈ Rn×n is eventually nonnegative (resp., eventually positive) if there
exists a positive integer k0, the power index of A, such that for all k ≥ k0, A
k ≥ 0
(resp., Ak > 0). Here inequalities are entrywise and all matrices are real and square
unless otherwise stated. The spectral radius of a matrix A is denoted by ρ(A), and
an eigenvalue λ ∈ spec(A) is a dominant eigenvalue if |λ| = ρ(A). A matrix A has
the strong Perron-Frobenius property if A has a unique dominant eigenvalue that is
positive, simple, and has a positive eigenvector. It is well known [10] that the set of
matrices for which both A and AT have the strong Perron-Frobenius property coin-
cides with the set of eventually positive matrices. Eventually nonnegative matrices,
which were introduced by Friedland [7], and eventually positive matrices, which have
nice Perron-Frobenius structure, have applications to positive control theory (see, e.g.,
[12]).
Sign patterns that require eventual positivity or eventual nonnegativity were char-
acterized in [6]. Potentially eventually positive (PEP) sign patterns were studied in
[1], where several necessary or sufficient conditions are given for a sign pattern to be
PEP, and orders 2 and 3 PEP sign patterns are characterized.
Much less is known about whether a sign pattern is potentially eventually non-
negative (PEN) as compared with whether it is PEP. The study of PEP sign patterns
relies on the Perron-Frobenius eigenstructure of a positive matrix, and irreducible
nonnegative matrices retain significant Perron-Frobenius properties (for discussion of
Perron-Frobenius theory of nonnegative matrices, see, e.g., [2]). Motivated by this,
we define a strongly eventually nonnegative (SEN) matrix below, for the purpose of
studying sign patterns that allow such matrices.
Definition 1.1. A matrix A ∈ Rn×n is strongly eventually nonnegative (SEN)
if A is eventually nonnegative and there is some power of A that is both nonnegative
and irreducible.
We note that the class of SEN matrices has been discussed in the literature (see,
e.g., [13]), but not named. A test for a matrix to be in this class was given recently
in [11]. Clearly an eventually positive matrix is strongly eventually nonnegative, and











is nonnegative and irreducible, so it is SEN, but not eventually positive.
Additional examples are given below (e.g., Examples 2.2 and 2.3). In [13], it is shown
that a real matrix A is eventually positive if and only if Ak is both irreducible and
nonnegative for all sufficiently large k.
Our primary focus is the study of sign patterns that allow strongly eventually
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nonnegative matrices (PSEN sign patterns). In Section 3 we use matrix perturbation
theory to show that PSEN sign patterns are either PEP or r-cyclic. This result is
then applied to characterize PSEN sign patterns for orders 2 and 3. Section 2 presents
properties of strongly eventually nonnegative matrices that are used in Section 3;
these properties are consequences of well known properties of irreducible nonnegative
matrices.
2. Matrix background. If p and q are relatively prime, then every integer m
such that m ≥ (p− 1)(q− 1) is a nonnegative linear combination of p and q (see, e.g.,
[3, Lemma 3.5.5]). Thus, if Ap, Aq ≥ 0, where p and q are relatively prime, then A
is eventually nonnegative. In particular, if Ak, Ak+1 ≥ 0 for some positive integer k,
then A is eventually nonnegative (the analogous result for eventual positivity is well
known).
Let σ = {λ1, . . . , λn} be a multiset of complex numbers. The radius of σ is
ρ(σ) = maxni=1 |λi|, σ = {λ1, . . . , λn}, and the set σ is self-conjugate if σ = σ. The
value λi ∈ σ is dominant if |λi| = ρ(σ). Let r be the number of dominant values
in σ, and let ω = e2πi/r. The set σ is a Frobenius multiset [7] if ρ(σ) > 0, the set
of dominant values of σ is {ρ(σ), ρ(σ)ω, . . . , ρ(σ)ωr−1}, and ωσ = σ. If a matrix
is eventually nonnegative and not nilpotent, then its spectrum is a union of self-
conjugate Frobenius multisets [7, 13].
Proposition 2.1. Let A be a strongly eventually nonnegative matrix. Then
ρ(A) is a simple eigenvalue of A having positive left and right eigenvectors. With the
notation ρ = ρ(A), r = the number of dominant eigenvalues of A, and ω = e2πi/r,
the dominant eigenvalues of A are {ρ, ρω, . . . , ρωr−1}.
Proof. Because Ak ≥ 0 and irreducible for some k > 0, ρ(Ak) is a simple eigen-
value of Ak having positive left and right eigenvectors. Thus, ρ is a simple eigenvalue
of A, so in the expression for the spectrum of A as a union of Frobenius multisets
[7, 13], the dominant eigenvalues must come from a single Frobenius multiset.
For r ≥ 2, a matrix A ∈ Rn×n (or sign pattern) is called r-cyclic if there exists a
permutation matrix P such that PAPT has the block form


0 A12 0 · · · 0






0 0 0 · · · Ar−1,r




where the diagonal 0 blocks are square (and the blocks Ar1 and Ai,i+1, i = 1, . . . , r−1
may be rectangular). If A is r-cyclic for some r ≥ 2, then the cyclic index of A is the
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largest r for which A is r-cyclic; otherwise the cyclic index of A is 1. The definition of
cyclic index of a sign pattern is analogous. Clearly an r-cyclic matrix is not eventually
positive. Irreducible r-cyclic matrices provide a variety of interesting examples related





0 0 1 1
0 0 1 − 12
1 1 0 0





3 are nonnegative so A1 is eventually nonnegative. Since A1
3 is
also irreducible, A1 is strongly eventually nonnegative. Clearly A1 is 2-cyclic, so not
eventually positive.




−2 1 0 1 1 1
−4 2 0 2 2 2
4 −2 0 2 −1 1
0 1 1 0 0 0
2 0 1 0 0 0
2 1 2 0 0 0


is strongly eventually nonnegative because A2
k ≥ 0 for k ≥ 2 and A2
3 is irreducible.
Since A2
2 is reducible, A2 is not eventually positive. Note that A2 is not r-cyclic.
The matrix A2 in Example 2.3, although not r-cyclic, has the property that the
power (A2)
k behaves as the kth power of a 2-cyclic matrix for k ≥ 3. The idea of
powering up the matrix to eliminate a nilpotent part outside the cyclic structure is
evident in [13, Example 6.1] and [4, Example 4.9]. Properties of nonnegative matrices
show that what happens in Examples 2.2 and 2.3 is essentially the only way to have
a strongly eventually nonnegative matrix that is not eventually positive. Let A be a
strongly eventually nonnegative matrix with r dominant eigenvalues. If r = 1, then
A is eventually positive. If r ≥ 2, then for k ≥ n and k ≡ 1 mod r, Ak is r-cyclic
[11], i.e., Ak is permutationally similar to a matrix of the form (2.1).
Definition 2.4. An n× n strongly eventually nonnegative matrix having r ≥ 2
dominant eigenvalues is a canonical strongly eventually nonnegative matrix if for k ≥ n
and k ≡ 1 mod r, the r-cyclic matrix Ak is of the form (2.1) (i.e., a permutation
similarity is not needed).
Let A, E ∈ Cn×n. If λ is a simple eigenvalue of A, Ax = λx, and y∗A = λy∗,
then (y, λ,x) is called an eigentriplet of A. If (y, λ,x) is an eigentriplet of A (so λ is
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a simple eigenvalue of A) and we define A(ε) = A + εE, then in a neighborhood of
the origin there exist differentiable (and thus continuous) functions λ(ε), x(ε), and
y(ε) such that (y(ε), λ(ε),x(ε)) is an eigentriplet of A(ε) and




(see, e.g., [8, p. 323]). The following matrix perturbation result, which is used in the
next section, is straightforward to prove.
Proposition 2.5. Let A be a canonical strongly eventually nonnegative matrix
with ρ(A) = 1, r ≥ 2 dominant eigenvalues, and eigentriplet (y = [yi], 1,x = [xj ])
with x,y > 0, and let ω = e2πi/r. Choose k ≡ 1 mod r such that Ak ≥ 0, and thus,
B = Ak is in the block form (2.1) with the blocks denoted by Bpq.







































Then for s = 0, . . . , r − 1, (y(s), ωs,x(s)) is an eigentriplet for A and
y(s)
∗
x(s) = yT x.
ii. For b ≥ 1, let E = Ei1,j1 + · · ·+Eib,jb , where Eij denotes the matrix with the
(i, j)-entry equal to one and zeros everywhere else, and aiu,ju 6= 0 is in block
Agu,hu for u = 1, . . . , b. Define A(ε) = A + εE. For s = 0, 1, . . . , r − 1, let
ωs(ε) denote the eigenvalue of A(ε) that for sufficiently small ε is closest to








for s = 0, 1, . . . , r − 1.
3. Sign patterns that allow strongly eventually nonnegative matrices.
The solution to the “requires” problem for strongly eventually nonnegative matrices
is immediate: If an irreducible pattern A requires eventual nonnegativity, then A is
nonnegative [6, Corollary 2.2]. Thus, a sign pattern requires strong eventual nonneg-
ativity if and only if it is an irreducible nonnegative pattern. Here, we consider the
“allows” problem for the class of strongly eventually nonnegative matrices.
Definition 3.1. A sign pattern A is potentially strongly eventually nonnegative
(PSEN) if there is a matrix A ∈ Q(A) that is strongly eventually nonnegative.
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If A is PSEN, then A is irreducible, and the following is an immediate consequence
of Proposition 2.1.
Observation 3.2. If A is PSEN, then every row of A has at least one + and
every column of A has at least one +.
Remark 3.3. The minimum number of + entries in an n×n PSEN sign pattern
is n, because n are necessary by Observation 3.2 and the sign pattern that has an
n-cycle of + entries and all other entries zero is PSEN.
The next theorem is our main result about the structure of a PSEN sign pattern.
Theorem 3.4. If A is PSEN and the cyclic index of A is 1, then A is PEP.
Proof. Suppose A is a PSEN sign pattern and the cyclic index of A is 1. Since A
is PSEN, there exists A ∈ Q(A) such that A is SEN. Let r be the number of dominant
eigenvalues of A. If r = 1 then A is eventually positive [10] and A is PEP, so assume
r ≥ 2. We show that we can find a perturbation A(ε) ∈ Q(A) of A that is eventually
positive, so A is PEP. By multiplying A by a scalar, assume ρ(A) = 1. Choose
k > k0 (where k0 is the power index of A) and k ≡ 1 mod r. Then A
k ≥ 0 and the
dominant eigenvalues of Ak are distinct (in fact, they are the same as the dominant
eigenvalues for A), so Ak is irreducible and r-cyclic. There exists a permutation
matrix P such that PAkPT has the form (2.1). Let A′ = PAPT , so (A′)k = PAkPT ,
and A′ = PAPT . Partition A′ = [A′pq ] as a block matrix conformally with (A
′)k.
Let p1, . . . , pb be the distinct primes that divide r. For each u = 1, . . . , b, A
′ is
not pu-cyclic (because the cyclic index of A
′ is 1). Therefore there exists a nonzero
block A′gu,hu with hu − gu 6≡ 1 mod pu. Let the row and column indices of a nonzero
element of A′gu,hu be denoted by iu and ju. Define E = Ei1,j1 + · · · + Eib,jb . Adopt
the notation of Proposition 2.5 applied to A′, with ω = e2πi/r, s = 0, . . . , r − 1, and










For each s = 1, . . . , r−1, there exists u such that pu|
r
d where d = gcd(s, r). Since
pu 6 | (hu − gu − 1), it follows that (
r
d) 6 | (hu − gu − 1). Therefore, r 6 | d(hu − gu − 1).
Since d = gcd(s, r), r 6 | s(hu − gu − 1). Therefore, ω
s(hu−gu) 6= ωs. By the triangle
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for s = 1, . . . , r−1. Therefore, ε0 can be chosen so that ω0(ε0) is strictly greater than
the absolute value of each eigenvalue ωs(ε0) for s ≥ 1, x
(0)(ε0) > 0, y
(0)(ε0) > 0,
and A′(ε0) ∈ Q(A
′). Thus, A′(ε0) = A
′ + ε0Eij has a unique dominant eigenvalue
that is positive and simple, and has positive left and right eigenvectors, so A′(ε0) is
eventually positive. Thus, A′ is PEP, and since A is permutation similar to A′, A is
PEP.
Corollary 3.5. If A is PSEN, then A is either PEP or r-cyclic for some
r ≥ 2.
The behavior of matrices differs from that of sign patterns in this regard: The
matrix A2 in Example 2.3 is an SEN matrix that is neither eventually positive nor
r-cyclic. The next example exhibits an eventually positive matrix Ã2 ∈ Q(sgn(A2)),
as required by Corollary 3.5.




−1.9 1 0 1 1 1
−4 2 0 2 2 2
4 −2 0 2 −1 1
0 1 1 0 0 0
2 0 1 0 0 0




obtained from A2 by perturbing the (1,1)-entry, is eventually positive, because
(Ã2)
5 > 0 and (Ã2)
6 > 0.
One significant difference between PSEN and PEP sign patterns is that any su-
perpattern of a PEP sign pattern is PEP [1, Theorem 3.1], whereas this need not be
true for PSEN sign patterns, as the next example shows. (The sign pattern Â = [α̂ij ]
is a superpattern of A = [αij ] if αij 6= 0 implies α̂ij = αij .)










is not PSEN because the dominant eigenvalue of any matrix with this pattern
is negative.
We now apply Corollary 3.5 to characterize 2× 2 and 3 × 3 PSEN sign patterns.
Two n×n sign patterns A and B are equivalent if B = PTAP , or B = PTAT P (where
P is a permutation matrix); if B is equivalent to A, then B is PSEN if and only if A
is PSEN. We use the following notation: For a sign pattern A = [αij ], the positive
part of A is A+ = [α+ij ] where α
+
ij is + if αij = +, and 0 if αij = 0 or αij = −; the
negative part of A is defined analogously (see [1]). Here ? denotes one of 0, +,−; ⊕
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denotes one of 0, +; ⊖ denotes one of 0, +.
Theorem 3.8. For an n × n sign pattern A with n ≤ 3, A is PSEN if and only
if one of the following is true:
i. A+ is primitive.








iii. A ≥ 0 and A is irreducible.
Proof. All the listed sign patterns are PSEN (by [1, Theorems 6.1 and 6.4] for (i)
and (ii); (iii) is clear), so assume A is PSEN. By Corollary 3.5, A is PEP or r-cyclic.
If A is PEP and n ≤ 3, then either A+ is primitive, or n = 3 and A is equivalent to a
sign pattern of the form B [1, Theorems 6.1 and 6.4]. So assume A is r-cyclic, where
r = 2 or r = 3 (the latter requires n = 3). Then since A must have a + in each row
and column, A ≥ 0. Since A is PSEN, A is irreducible.
In the proof of Theorem 3.8, it was shown that for n ≤ 3, if A+ is r-cyclic then
A ≥ 0. There are other conditions on the positive part A+ of a PSEN sign pattern
A that require A ≥ 0.
Theorem 3.9. Let A be an n × n PSEN sign pattern having exactly n positive
entries. Then A ≥ 0, i.e., A is the sign pattern of a permutation matrix.
Proof. Since A is PSEN, there exists a matrix A ∈ Q(A) that is SEN. Let
B = 1ρ(A)A. Then B ∈ Q(A), B is SEN, and ρ(B) = 1 with Bv = v, w
T B = wT ,
and v,w > 0. Now let C = D−1BD for D = diag(v1, . . . , vn). Then C ∈ Q(A)
is SEN and ρ(C) = 1 and C1 = 1, where 1 is the n × 1 all ones vector. Since C
is SEN, by Observation 3.2 C has a plus in each row and column, and since C has
only n positive entries, no two plusses can be in the same row or in the same column.
Thus, there exists a permutation matrix P chosen so that all the diagonal entries
ĉii of Ĉ := PC are positive (and all off-diagonal entries ĉij , i 6= j, are nonpositive).
Then ĉii = 1 −
∑
j 6=i ĉij ≥ 1. By Gershgorin’s theorem, spec(Ĉ) lies on the union
of circles centered at ĉii that all pass through the point (1, 0). Thus, either all of
the eigenvalues of Ĉ are equal to 1, or | det Ĉ| > 1. The latter is not possible as
| det Ĉ| = | detC| ≤ 1. Thus, all of the eigenvalues of Ĉ are equal to 1. Since the trace
is the sum of the eigenvalues, ĉii = 1 for all i and Ĉ is the identity matrix. It follows
that C = PT ∈ Q(A) and C ≥ 0, so A ≥ 0.
Let A = [Aij ] be a block sign pattern. If Aij = Aij
+, we write Aij
+ in the
partition, and similarly for Aij = Aij









with both diagonal blocks square (note that A21
− and A12
− may be rectangular) is
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called positive block checkerboard, and one of the form −A is called negative block
checkerboard. A block of the form Aij
− is a negative block, and one of the form Aij
+
is a positive block.
Remark 3.10. A positive block checkerboard sign pattern A is not PSEN be-
cause Ak is positive block checkerboard with the same block structure for all positive
integers k, so if Ak ≥ 0, then Ak is reducible.
Theorem 3.11. Let A be a negative block checkerboard sign pattern. Then A is
PSEN if and only if A ≥ 0 and A is irreducible.
Proof. If A = A+ and A is irreducible, then clearly A is PSEN. For the converse,
assume A is PSEN, and let A ∈ Q(A) be SEN. Then Aℓ is negative block checkerboard
for odd ℓ and Aℓ is positive block checkerboard for even ℓ, both with the same block
structure as A. Furthermore, if the (i, j)-entry in Aℓ is in a negative block (resp.,
positive block) of Aℓ, then this entry is computed as the sum of products, with each
product being zero or negative (resp., zero or positive), i.e., no cancellation occurs.
For all ℓ ≥ k0, A
ℓ ≥ 0 (where k0 is the power index of A), and there exists a
(necessarily odd) k ≥ k0 such that A
k ≥ 0 is irreducible. Then the digraph of Ak is
strongly connected, so there is a walk from any vertex to any other. In particular,
there is a walk from vertex j to itself, i.e., there exists an m ≥ 0 such that the (j, j)-
entry of Akm is positive (since it is nonzero and k ≥ k0). So if the (i, j)-entry of
A were negative, then the (i, j)-entry of Akm+1 would also be negative. Therefore,
A = A+.
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