We give a necessary and su cient condition for a map de ned on a simply-connected quasi-convex metric space to factor through a tree. In case the target is the Euclidean plane and the map is Hölder continuous with exponent bigger than 1/2, such maps can be characterized by the vanishing of some integrals over winding number functions. This in particular shows that if the target is the Heisenberg group equipped with the Carnot-Carathéodory metric and the Hölder exponent of the map is bigger than 2/3, the map factors through a tree.
Introduction
In these notes a tree is a metric space T that is uniquely arc-connected, i.e. for di erent points p, p ∈ T there is an embedding γ : [ , ] → T with γ( ) = p, γ( ) = p and any other such embedding is a reparameterization of γ. Let φ : X → Y be a uniformly continuous map between metric spaces. Depending on some conditions on X we want to characterize those maps φ that factor through a tree. We say that φ has Property (T) if:
For all x, x ∈ X with φ(x) ≠ φ(x ) there is a point y ∈ Y \ {φ(x), φ(x )} such that for any curve γ : [ , ] → X connecting x with x , y is contained in im(φ • γ).
(T)
Since a tree is uniquely arc-connected this property of φ is necessary in order for it to factor through a tree. Depending on some conditions on X it is also su cient. To see that this doesn't work for any X consider for example the unit circle in the complex plane and the map x → x . This map has Property (T) but it doesn't factor through a tree. If we additionally assume that the domain is simply-connected, this implication does hold. The terms used in the statements below will be clari ed in the beginning of Section 2.
Theorem 1.1. Assume that X is a C-quasi-convex metric space with H (X) = or H Lip (X) = . Let φ : X → Y be a map that is σ-continuous and has Property (T). Then there is a tree (T, d T ) and surjective maps ψ : X → T, φ : T → im(φ) with φ = φ • ψ and for all x, x ∈ X, d Y (φ(x), φ(x )) ≤ d T (ψ(x), ψ(x )) ≤ σ(Cd X (x, x )) .
The tree has the following additional properties:
The metric d T is monotone on arcs, i.e. d T (p, p ) ≤ d T (q, q ) whenever p and p are contained in the arc
[q, q ] connecting q with q .
dim(T, d T ) ≤ .

For any p ∈ T there is a contraction πp : T × R ≥ → T with πp(q, t) ∈ [p, q], πp(q, ) = p, πp(q, t) = q for t ≥ C dist X (ψ − (p), ψ − (q)) and d T (πp(q, t), πp(q , t )) ≤ d T (q, q ) + σ(|t − t |) .
A similar result has been obtained by Wenger and Young for Lipschitz maps in case Y is purely -unrecti able [17, Theorem 5] . Like in the proof presented therein, the tree in the theorem above is constructed as a quotient of X. In particular if X is compact, then T consists of the connected components of preimages of points, see Lemma 3.2.
Since X is quasi-convex any curve in X can be uniformly approximated by Lipschitz curves. In Property (T) we therefore could additionally assume that γ is Lipschitz. The restriction to points x, x ∈ X with φ(x) ≠ φ(x ) will be very convenient in Proposition 4.1 where we give a condition on a Hölder continuous map which is equivalent to (T) by using the theory of currents. If further Y is the Euclidean plane and applying a connection between currents and winding numbers, we have the following characterization of Property (T). It was shown in [19, Proposition 4.6 ] that for a closed curve η : S → R of Hölder regularity α > , the winding number function q → wη(q) is integrable and hence the integrals in the theorem above are well de ned. Further, w + η and w − η are independent of the coordinate system in R in which we evaluate it because for an isometry A of R it is w Aη (Aq) = wη(q). If we assume that wη(q) dq = , then the vector q wη(q) dq has the geometric interpretation as (c(w respectively. As such, the length of this vector and in particular the additional assumption for α > in the statement above do also not depend on the coordinate system. These integrals of the winding number function are connected to the signature of curves as demonstrated in [3, Theorem 1] for closed curves with bounded total variation. Actually, these terms represent the rst few nontrivial entries in the logarithmic signature of the closed curves φ •γ. The theorem above follows from an integral formula for maps on a square that resembles similar formulas that appear in the theory of rough paths, see Theorem 4.3. Theorem 1.2 is related to the Hölder problem for the Heisenberg group. Gromov showed in [8] that there is no embedding of an open subset of the plane into the rst Heisenberg group H equipped with the CarnotCarathéodory metric dcc that is Hölder continuous of regularity α > . The two theorems above strengthen this result. A natural follow-up question is if the same conclusion also holds for α > . This would solve the Hölder problem for the Heisenberg group and show that there is no local homeomorphism from R to H of Hölder regularity α > . The statement is stronger than that and additionally would characterize these maps as locally factoring through a tree. A solution of this problem falls short because of the additional vanishing assumptions in Theorem 1.2 for α > .
De nitions and Preliminaries
Here we state some de nitions and statements from the literature we will rely on and hope that the rest of these notes are reasonably self-contained.
A curve in a topological space X is a continuous map γ : [a, b] → X de ned on some compact interval. An arc in X is the image of an injective curve. X is called path-connected if any two points in X can be connected by a curve (being consistent with our terminology we should actually call it curve-connected, but this usage is not common). A metric space X is called C-quasi-convex if for any two points x, x ∈ X there is a curve γ : [ , ] → X connecting the two points and
By reparameterizing γ by arc length we can assume that Lip(γ) ≤ Cd X (x, x ).
In metric geometry it is most common to work with geodesic trees. A geodesic tree is a metric space in which any two points are connected by a unique geodesic, i.e. a curve of length equal to the distance of the two endpoints. Those trees we are working with here are more general but they are related to geodesic trees by a theorem of Mayer and Oversteegen.
Theorem 2.1 ([15, Theorem 5.1]). If a metric space T is uniquely arc-connected and locally arc-connected, then T is homeomorphic to a geodesic tree.
This in particular applies to the tree in Theorem 1.1 because a tree with a monotone distance on arcs is locally arc-connected and by de nition uniquely arc-connected. The dimension bound dim(T) ≤ in Theorem 1.1 holds for any of the three main topological dimensions; the small inductive dimension, the large inductive dimension and the Lebesgue covering dimension. This follows directly from the theorem above and [15, Theorem 2.3]. More generally, a result of Lang and Schlichenmaier shows that geodesic trees with more than one point have Nagata dimension one [11, Theorem 3.2] and this bounds from above the Lebesgue covering dimension [11, Theorem 2.2] and hence also the other two topological dimensions mentioned earlier.
Let σ : R ≥ → R ≥ be a continuous and strictly increasing function with σ( ) = . A map φ :
Note that for any uniformly continuous map φ : X → Y there is such a σ for which φ is σ-continuous. For example,
is increasing and continuous at with ω( ) = . The function σ : R ≥ → R ≥ de ned by
has all the properties we want and makes φ into a σ-continuous map. With this observation we see that any uniformly continuous map is treated by Theorem 1.1. As a particular instance of σ-continuity, φ : X → Y is called Hölder continuous of regularity α > if there is a constant C ≥ such that for all x, x ∈ X,
The in mum over all such C is H α (φ) and H α (X, Y) denotes the set of all Hölder continuous maps of regularity 
If f and g are Lipschitz
This Riemann-Stieltjes integral over Hölder functions can be generalized to higher dimensions. For a square Q ⊂ R we denote by Pn(Q) the partition of Q into n similar squares. Given functions f , g , g : Q → R we de ne the approximate functionals
for some prede ned choice of points p R ∈ R and assuming the integrals in the sum make sense. They are to be understood as Riemann-Stieltjes integrals running counterclockwise around the boundary of the indicated square. In particular, if g and g are Hölder continuous as in Theorem 2.2, then I Q,n (f , g , g ) is well de ned for all n. The limit we obtain below does not depend on the choice of the points p R ∈ R and we will thus not refer to them speci cally (we can x p R to be the barycenter of R for example). The following lemma is the two-dimensional case of [20, Theorem 3.2] .
exists. Further, I Q satis es and is uniquely de ned by the following properties:
We will occasionally use properties of the mapping degree and the winding number respectively. Regarding those, everything we state here can be found for example in [14] . We mention here some relation between winding numbers and currents. An appropriate theory for currents in metric spaces was introduced by Ambrosio and Kirchheim in [1] extending the classical theory which is described with great detail in the monograph of Federer [6] . Since for a large part we work with Hölder maps the currents that appear have in general in nite mass and we therefore mainly refer to the theory of Lang [10] which does not rely on the nite mass assumption in its initial setting. 
If φ ∈ H α (Q, R ) for a square Q ⊂ R and α > this can be combined with Lemma 2.3 to obtain,
We denote by Hm(X) the mth singular homology group and by H Lip m (X) the mth singular Lipschitz homology group. Every singular Lipschitz m-chain in X represents an m-dimensional integral current, i.e. an element of Im(X), as de ned in [1] or [10] . More precisely if c = i n i Γ i for a nite sum of integers n i and Lipschitz
is an element of Im(X). By de nition it is clear that c + c = c + c and Stokes' theorem implies that ∂c = ∂ c , see [16] for more details on this construction and some further results on the relation between homology groups and integral currents. In particular, if H Lip (X) = and γ : S → X is Lipschitz, then there are nitely many Lipschitz maps Γ i : B ( , ) → X and integers n i such that 
Construction of the tree
for all x, x ∈ X. Since σ is increasing the rst estimate shows that φ is also σ-continuous with respect to d. Until the end of this section we work with the length metric d instead of d X .
Similarly as in the proof of [17, Theorem 5] we de ne a pseudo-metric on X.
Lemma 3.1. D is a pseudo-metric on X and moreover for all x, x ∈ X, 
Proof. For connected subsets
Taking the limit for ϵ → , the continuity of σ implies the second estimate.
Our candidate for the tree in Theorem 1.1 is the set of equivalence classes T := X/∼, where
We further denote by ψ :
. Note that φ is well de ned by the lemma above. An obvious choice for a metric on
In the next part we will show that (T, D) is indeed a tree.
. Proof that T is a tree
It follows from Lemma 3.1 that every point p ∈ T represents a closed subset of φ − (y) for some y ∈ Y. In particular, any connected component of φ − (y) is contained in some p ∈ T. In case X is compact this is actually a characterization of T. Although we will not use this fact in the process, we think that it is interesting to note anyway and add a proof for completeness sake.
Lemma 3.2. If X is compact, then
Proof. As noted above, any connected component c as in the statement is contained in some p ∈ T. On the other side let c, c be two such components with D(x, x ) = for some xed x ∈ c and x ∈ c . We want to show that c = c . From Lemma 3.1 it follows that φ(c) = φ(c ) = {y} for some y ∈ Y and from the de nition of D we obtain for any n ∈ N a connected subset Cn ⊂ X with x, x ∈ Cn and φ(Cn) ⊂ B Y (y, n ). By taking the closure, we can as well assume that Cn is compact. By a theorem of Blaschke [2] , the set {K ⊂ X : K is compact and nonempty} equipped with the Hausdor distance
is a compact metric space. Applied to the situation at hand, there is a subsequence of c ∪ c ∪ Cn converging to some compact subset C ⊂ X. It is easy to check that a Hausdor limit of connected sets is connected itself. C is therefore compact and connected and moreover contains c and c . Since φ is continuous we have φ(C) = {y} and hence c = c = C.
As used in the proof above, it follows directly from the de nition of D that for any x, x ∈ X and any ϵ > there is a connected set Cϵ ⊂ X with x, x ⊂ Cϵ and 
Given two points x, x ∈ X with φ(x) ≠ φ(x ) let Y(x, x ) be the set of all points y ∈ Y such that for any curve γ : [ , ] → X connecting x with x , the point y lies in im(φ • γ). Property (T) guarantees that apart from φ(x) and φ(x ) the set Y(x, x ) contains additional points.
Proof. For some xed y ∈ Y(γ ( ), γ ( )) we want to show that y is also in Y(γ ( ), γ ( )). If y = φ(p ) or y = φ(p ) we are done. So assume this is not the case and let ϵ > be small enough such that
Using the curves as in (3.3), de ne the concatenated curve (read from left to right)
γ connects γ ( ) with γ ( ) by going through γ . For t = , , (3.3) implies,
Since y ∈ im(φ • γ ) by assumption, we get that y ∈ im(φ • γ ). Proof. We will formulate the proof in the continuous category since the arguments in the Lipschitz case are the same. Consider the collection A of closed subsets of A that disconnect z and z . Set inclusion gives a partial order on A and we want to show that there is a minimal element in A. By Zorn's lemma it su ces to nd for any chain A ⊂ A a lower bound in A. Let B := A and C ⊂ X be the image of a curve that connects z and z . By de nition, B is closed and the intersection C ∩ A ∩ · · · ∩ An is nonempty for every nite collection A , . . . , An ∈ A . This holds because A ∩ · · · ∩ An = A i for some i since A is a chain and A i disconnects z and z inside the connected set C. Since C ∩ A is a nonempty closed set in the compact set C for any A ∈ A , the intersection C ∩ B is nonempty too and hence B ∈ A.
This lemma allows to de ne
So let M be a minimal element of A. This M has to be connected. Assume by contradiction that it is not and let M and M be a partition of M into disjoint, nonempty, closed subsets. Set U := X \ M and V := X \ M . Clearly, X = U ∪ V and the tail of the Mayer-Vietoris sequence reads as
U → X and l : V → X are the inclusions. Because H (X) = and this sequence is exact, the homomorphism (i * , j * ) is injective. Since z and z are disconnected by M, they represented di erent elements [z] and [z ] 
. This means that z and z are in di erent path components of U or V, respectively, M or M disconnects z and z , contradicting the minimality of M. Therefore M is connected and contained in some connected component of A.
This result is used in the following lemma. This result can be applied to curves in T by constructing approximative lifts in X. 
Since images of curves are connected, the de nition of
Choosing δ = n gives a sequence of curves as stated in the rst part of the lemma.
For the second part let p, p ∈ T with φ(p) ≠ φ(p ) and γ : [ , ] → T be a curve connecting p with p in T. From Lemma 3.5 and Property (T) it follows that there is some q ∈ T \ {p, p } disconnecting p and p in X. Now let γ : [ , ] → T be any curve connecting p with p . From the rst part we obtain a sequence of curves ηn : [ , ] → X such that ψ • ηn( ) = p, ψ • ηn( ) = p and ψ • ηn converges uniformly to γ. Since q disconnects p and p in X, every curve of the sequence ηn intersects q. Hence q ∈ im(ψ • ηn) for all n and thus q ∈ im(γ) because ψ • ηn converges uniformly to γ. This holds for any such curve γ and the lemma follows.
So far we have only considered points in T with di erent images when applied to φ. The next lemma justi es this assumption and shows that curves in T are not completely degenerate in some sense.
Lemma 3.7. If γ : [ , ] → T is a non constant curve, then there is a t ∈ [ , ] with φ(γ( )) ≠ φ(γ(t)).
Proof. Assume that y = φ(γ( )) = φ(γ(t)) for all t. From Lemma 3.6 it follows that there is a sequence of curves ηn : [ , ] → X with ψ(ηn(t)) = γ(t) for t = , and ψ • ηn converges uniformly to γ. Since φ : T → Y is uniformly continuous we get for any ϵ > that im(φ
This is true for any ϵ and it follows that γ is constant. Now we are ready to show that (T, D) is a tree. Proof. As an image of a path-connected space, T is also path-connected. It is a standard fact that such a topological space is arc-connected (this is also a consequence of Lemma 3.11). Let γ and γ be two injective curves as in the statement. We will show that im(γ ) = im(γ ). Assume by contradiction that there is a t ∈ [ , ] with γ (t) ∉ im(γ ). By continuity there are t < t < t such that γ (t) ∉ im(γ ) for all t ∈ ]t , t [ but γ (t i ) ∈ im(γ ) for i = , . Concatenating the part of γ from t to t with the backward parameterization of γ connecting γ (t ) and γ (t ) we get an injective closed curve γ : S → T. By Lemma 3.7 there are two poins s, s ∈ S with φ(γ(s)) ≠ φ(γ(s )). The second part of Lemma 3.6 implies that there is some q ∈ T \{γ(s), γ(s )} disconnecting γ(s) and γ(s ) inside T. Hence γ has to go twice through q, a contradiction. This shows that im(γ ) ⊂ im(γ ) and vice versa. Both curves are injective, therefore γ • γ − is a homeomorphism of [ , ] and a reparameterization from γ to γ . 
. Monotone metric and sigma-variation
It is not so hard to check that d T is indeed a metric on T. This follows from the fact that arcs are compact and
Further, (T, d T ) is a tree.
Proof. It is D ≤ d T by the de nition of d T . Hence id T : (T, d T ) → (T, D) is continuous and the rst inequality follows from Lemma 3.1. To obtain the second, let ϵ > and γϵ : [ , ] → X be a curve in X connecting x and x with length(γϵ) ≤ d(x, x ) + ϵ. Let p, p ∈ [ψ(x), ψ(x )] ⊂ T with D(p, p ) = d T (ψ(x), ψ(x )). Because (T, D)
is a tree, the curve ψ • γϵ goes through both p and p , respectively, γϵ intersects both p and p seen as subsets of X. As noted in the beginning of this section, φ is σ-continuous with respect to d and hence the de nition of D in (3.2) and Lemma 3.1 imply
Because ϵ > is arbitrary and σ is continuous, d T (ψ(x), ψ(x )) ≤ σ(d(x, x )). Since X is path-connected and ψ : (X, d) → (T, d T ) is continuous as we have just seen, any two points in (T, d T ) can be connected by an arc. Because of D ≤ d T any arc in (T, d T ) is also an arc in (T, D), hence up to reparameterization there can only be one arc in (T, d T ) connecting two given points. Hence (T, d T ) is a tree.
Let (Z, d Z ) be a metric space. The σ-variation of a curve γ : [a, b] → X is de ned by
where the supremum is taken over all nite sequences a = t < · · · < tn = b. This de nition is clearly independent of the parameterization of γ. One can show that for a continuous curve γ :
with Vσ(γ) < ∞ there is a reparameterizationγ : [ , Vσ(γ)] → Z of γ with t = Vσ(γ| [ ,t] ). This is a standard result and uses the fact that τ(t) := Vσ(γ| [ ,t] ) is continuous. For the readers convenience we include a proof here. 
where the supremum is taken over all nite sequences = t < · · · < tn = t. If ν is continuous, ν(t, t) = for all t and ν( ) < ∞, then ν is continuous.
Proof. We will rst show continuity at . Obviously, ν( ) = and ν is increasing by de nition. So it is enough to nd a strictly decreasing sequence (tn) with limn→∞ tn = = limn→∞ ν(tn). Without loss of generality we assume that ν(t) > for all t > . We start with t = and proceed recursively as follows. Given tn, let = t n < · · · < t kn n = tn be a strictly increasing sequence with Because ν( ) < ∞ we get that ν(tn) → for n → ∞ and hence ν is continuous at . Now let t > and we will show that ν is continuous from below at t. For any n ∈ N with t > n let = t < · · · < t kn = t be a nite sequence with
Because lim a→t ν(b, a) + ν(a, t) = ν(b, t)
for all b we can assume that ν(t, t kn− ) < n and < t − n < t kn− < t. Hence,
We obtain limn→∞ t kn− = t and limn→∞ ν(t kn− ) = ν(t).
Since ν is increasing, this shows that it is continuous from below at t. To see continuity from above, let t < and (tn) be a strictly decreasing sequence with limn→∞ tn = t. Without loss of generality we may assume that ν(tn) > for all n. Let = t n < · · · < t kn n = tn be a nite sequence with 
For big n we can therefore assume that (3.4) is satis ed with t being part of the sequence, say t = t ln n for some integer ln. But then
This latter sum is over a partition of [t, tn] and as such tends to zero for tn → t as we have already seen in the rst part of the proof. Thus limn→∞ ν(tn) = ν(t) and ν is continuous from above at t. [ ,v] ) is increasing and continuous by the lemma above applied to the function ν(u, v)
This is possible precisely because τ is continuous using the intermediate value theorem. Then
This allows to de neγ :
The new curveγ is a continuous reparameterization of γ and it follows from the de nition of σ-variation that 
Now let s, t ∈ [ , ] with s < t. If both s and t are not in S, then
If s, t ∈ S we have three cases. If the two intervals [as, bs] and [a t , b t ] intersect they are the same and γ S (t) = γ S (s). Otherwise, bs < a t and since σ is increasing
If s ∈ S and t ∉ S, then
The case s ∉ S and t ∈ S is treated analogously. Now assume that γ S (s) = γ S (t) for s < t. If both s and t are in the complement of S, then γ(s) = γ(t) and there is some For the last part rst note that Vσ(γ S ) ≤ follows directly from the de nition of σ-variation and the fact that γ S is σ-continuous. Let ≤ s ≤ t ≤ withγ S (s) =γ S (t) and let s = τ(u) and t = τ(v) where τ(w) = Vσ(γ S | [ ,w] ) andγ S (τ(w)) = γ S (w) for w ∈ [ , ] as before. Then γ S (u) = γ S (v) and from the rst part we conclude that γ S is constant on [u, v] . This implies
and henceγ S is injective.
Let p, p ∈ T be two di erent points and for a xed ϵ > consider a curve η : [ , ] → X with length(η) ≤ dist (X,d) (p, p ) + ϵ connecting the subsets p and p of X. Reparameterizing η linearly with respect to arc length we may assume that Lip(η) ≤ dist (X,d) (p, p ) + ϵ. From Lemma 3.9 it follows that γ := ψ • η satis es
The curve γ S : [ , ] → (T, d T ) constructed in the lemma above for some maximal set S ⊂ Sγ has the same continuity estimate as γ and satis es im(γ S ) = [p, p ] because of the second part of Lemma 3.11 and the fact that T is a tree. Hence
With (3.5), (3.6), Lemma 3.11 and taking the limit ϵ → in (3.7), the reparameterization of γ S with respect to the σ-variation gives a curve
with the following properties:
Note that a priori the curves [p, p ] we construct depend on γ and S, but the second and forth property above uniquely determine a parameterization of the arc from p to p .
Proof of Theorem 1.1. From Lemma 3.9 and the de nition of d T we get that (T, d T ) is a tree with a metric monotone on arcs. From Theorem 2.1 and the discussion thereafter we see that dim(T, d T ) ≤ (and of course dim(T, d T ) = if T contains more than one point). The maps ψ and φ have the right continuity properties with respect to the length metric d on X. By translating the estimates in Lemma 3.9 back to the original metric d X using (3.1) we obtain the continuity estimates in the statement of the theorem. It remains to construct the contractions. Fix a point p ∈ T and consider the map πp : T × R ≥ → T de ned by
is C-quasi-convex and πp(q, t) = q follows from (3.8). For t , t ≥ and q ∈ T it also follows from (3.8) that
Since T is a tree, there is a unique point q ∈ T in the intersection of the images of the arcs [q , q ], [p, q ] and [p, q ] for all choices of q , q ∈ T. At equal times we have πp(
Because d T is monotone on arcs, this leads to
for all t ≥ . Combining the two estimates using the triangle inequality for d T we get
This nishes the proof of Theorem 1.1.
We want to mention some implications of these contractions for obtaining continuous extensions. 
for all x, x ∈ B m ( , ).
Proof. Fix some point p ∈ im(f ) and consider the extension F : B m ( , ) → T de ned by
and R := Lπ. Any two points in S m− can be connected by a curve γ in S m− with length(γ) ≤ π. Using Lemma 3.9 we get with |x|, |x | ≥ , then
This shows the continuity property of F. Any arc [p, q] with endpoints in im(f ) ⊂ T is contained entirely in im(f ) because T is a tree and this set is connected. Hence im(F) = im(f ) by the construction of πp.
Hölder maps
In this section we want to proof Theorem 1.2. First we establish a result that connects Property (T) with currents and winding numbers. Proof. First assume that (φ • γ) # S = for all closed Lipschitz curves γ : S → X. Note that since X is quasiconvex any curve in X can be uniformly approximated by Lipschitz curves. So if we show Property (T) for Lipschitz curves, we have it for all curves. Fix two points x, x ∈ X with φ(x) ≠ φ(x ) and let η : [ , ] → X be a Lipschitz curve connecting x with x . By the discussion before Lemma 2.4 the current (φ • η) # , ∈ D (Y) is well de ned and
This shows that (φ • η) # , ≠ . A nonzero metric current S ∈ D (Y) as de ned in [10] can't be supported on nitely many points because S(f , g) = if g is locally constant on spt(S), [10, Lemma 3.2] . For another argument, a nite metric space has Nagata dimension zero, but the Nagata dimension of spt(S) has to be at least the dimension of S by [19, Proposition 2.5 ]. Therefore we can nd a point y ∈ spt((φ • η) # , ) \ {φ(x), φ(x )}. Let η : [ , ] → X be any other Lipschitz curve connecting x with x . We de ne the closed Lipschitz curve γ := η * η − : S → X. By assumption,
In particular, y ∈ spt((φ 
for almost every q (indeed for all q ∈ R \ im(φ • γ)). 
Hence g • ψ : X → R does not have Property (T) by the case Y = R considered above. But g • ψ factors though a tree by construction and therefore has property (T), a contradiction.
The assumption α > is optimal in the sense that for η ∈ H α (S , R ) the winding number wη(q) is de ned for almost every q ∈ R precisely because im(η) is a set of Lebesgue measure zero. For α ≤ there are closed Peano curves η with image [ , ] for example and as such wη(q) is not de ned for any q ∈ [ , ] . It is also optimal for de ning continuous extensions for currents to Hölder functions. For such an extension one wishes the continuity property as in Theorem 2.2. But it was already noticed by Young [18] , that for α ≤ there are sequences of smooth functions fn α −→ f and gn α −→ g such that fn dgn doesn't converge. Proposition 4.1 has some immediate consequences in combination with Theorem 1.1. In particular we can recover [17, Theorem 5] . Note that we give a formulation with H Lip (X) = instead of π Lip (X) = which is a slightly weaker assumption by Hurewicz' theorem. 
Hence for any f ∈ Lip(R ),
Therefore (φ • Γ) # Q = and the same must hold for its boundary (φ • γ) # ∂Q = . Since we assume that H Lip (X) = we get from (2.2) that γ # S = for an arbitrary closed Lipschitz curve γ : S → X. Finally, Proposition 4.1 implies the rst part of Theorem 1.2. This argument doesn't work for α ∈ , because we can't de ne the two-dimensional current (φ • Γ) # Q if φ has this lower regularity. To circumvent this problem, we construct a functional close in spirit to I Q that makes sense also for this range of α and allows for evaluating a smooth test-function f similar to the calculation above.
. Integration with second order terms
In this subsection we consider Hölder maps φ = (φ , φ ) : Q → R of regularity α > de ned on a square Q ⊂ R . We rst x some notation. As in the de nition of I Q let Pn(Q) be the partition of Q into n similar squares. For any square R ⊂ Q x some point p R ∈ R (the barycenter for example) and de ne
Note that if we choose p R ∈ ∂R, then all these terms depend only on the values of φ on ∂R.
A direct computation shows that
for currents [6] and we already know from Lemma 2.4 that the lling of φ # ∂Q is obtained by integrating over the degree of φ. The situation for maps into higher dimensional spaces is di erent and new ideas are needed to extend Theorem 4.3 in case α ∈ , and the target R is replaced by R n for n ≥ .
With this construction we can give a proof of Theorem 1.2 stated in the introduction. Since the statements of Theorem 1.3 do not depend on a change to a bi-Lipschitz equivalent metric, we will work with (R , d K ) instead of (H, dcc). It is rather direct to check that for any bounded subset B ⊂ R there is a constant C > such that for all p, q ∈ B, Here is a derivation of the rst identity, γx dγz = γ x dγy − γxγy dγx = γ x dγy − γy dγ x = γ x dγy .
Proof of Theorem
It is interesting to note that the terms γ x dγy and γx dγ y that appear in (4.11) are precisely those that are assumed to vanish in Theorem 1.2 in case < α ≤ . First we show the following lemma. Proof. By a smoothing argument it is enough to show thatφ # Q (ω) = for any smooth di erential form ω ∈ Ω (R ). Using (2.1) and since ω can be written as i<j g ij dx i ∧ dx j for smooth functions g ij on R , it is enough to show that for all indices i < j,
By the de nition of I Q and (4.11), Similarly,φ # Q (g dy ∧ dz) = φ # Q (yg dx ∧ dy) and hence it remains to show thatφ # Q (g dx ∧ dy) = for all smooth g : R → R. By setting f ≡ in (4.10), we get ∂R φx dφy = for all squares R ⊂ Q, and thereforẽ φ # Q (g dx ∧ dy) = follows from the de nition of I Q .
With this preparation we can give a proof of the remaining theorem in the introduction.
Proof of Theorem 1.3. Let φ : (X, d X ) → (H, dcc) be a Hölder map as in the statement of the theorem. In order to apply Theorem 1.1 we will show thatφ : X → R as de ned in the lemma above has Property (T). Let γ : ∂Q → X be any closed Lipschitz curve de ned on the boundary of some square Q ⊂ R and assume that there is a Lipschitz extension Γ : Q → X. By Lemma 4.4,
Since we assume H Lip (X) = the same result for arbitrary closed Lipschitz curves is a consequence of (2.2).
Proposition 4.1 now implies thatφ has Property (T). Because this property is purely topological, the same holds for φ and Theorem 1.1 applies.
With Corollary 3.12 we can conclude that the higher homotopy groups π α k (H, dcc) for k ≥ are trivial in the category of Hölder continuous maps with regularity α > similar to the conclusion in [17] with respect to Lipschitz maps.
