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Abstract We present a quasi-steady state reduction of a linear reaction-hyperbolic master
equation describing the directed intermittent search for a hidden target by a motor-driven
particle moving on a one-dimensional ﬁlament track. The particle is injected at one end of
the track and randomly switches between stationary search phases and mobile nonsearch
phases that are biased in the anterograde direction. There is a ﬁnite possibility that the
particle fails to ﬁnd the target due to an absorbing boundary at the other end of the track.
Such a scenario is exempliﬁed by the motor-driven transport of vesicular cargo to synap-
tic targets located on the axon or dendrites of a neuron. The reduced model is described
by a scalar Fokker–Planck (FP) equation, which has an additional inhomogeneous decay
term that takes into account absorption by the target. The FP equation is used to compute
the probability of ﬁnding the hidden target (hitting probability) and the corresponding
conditional mean ﬁrst passage time (MFPT) in terms of the effective drift velocity V,
diffusivity D, and target absorption rate λ of the random search. The quasi-steady state
reduction determines V, D,a n dλ in terms of the various biophysical parameters of the
underlying motor transport model. We ﬁrst apply our analysis to a simple 3-state model
and show that our quasi-steady state reduction yields results that are in excellent agree-
ment with Monte Carlo simulations of the full system under physiologically reasonable
conditions. We then consider a more complex multiple motor model of bidirectional trans-
port, in which opposing motors compete in a “tug-of-war”, and use this to explore how
ATP concentration might regulate the delivery of cargo to synaptic targets.
Keywords Intracellular transport · Molecular motors · Random search · Quasi-steady
state · Axons · Dendrites
1. Introduction
The neuron is one of the most complex animal cell types. Due to its size, shape, and func-
tion, the trafﬁcking and targeting of vital resources such as proteins and lipid membrane
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throughout a neuron is an extremely challenging problem (Kennedy and Ehlers, 2006;
Bean, 2007). Each neuron has a cell body or soma, which is roughly spherical in shape
and contains the nucleus where transcription of mRNA occurs. The plasma membrane
of the neuron extends out to form several tubular protrusions corresponding to a sin-
gle axon and one or more dendrites. The axon is the largest in diameter and typi-
cally extends further, whereas the dendrites tend to be more extensively branched. Both
the axon and dendrites contain highly regulated, protein-rich subcellular compartments
that constitute synaptic contacts between neurons. In order to generate new synap-
tic contacts during synaptogenesis or to maintain and modify existing synapses in re-
sponse to synaptic activity from other neurons, it is necessary to synthesize new pro-
tein products and localize them at the appropriate synaptic site. This can be achieved
either by globally transporting newly synthesized proteins from the soma, which tends
to occur during synaptogenesis (Waites et al., 2005), or by transporting newly tran-
scribed mRNA from the soma followed by local protein synthesis (Kelleher et al., 2004;
Sutton and Schuman, 2006). In either case, resources must be transported long distances
and delivered to speciﬁc synaptic locations at speciﬁc times. Moreover, a breakdown in
the processes responsible for the transport and localization of resources has been impli-
cated in a variety of neurological disorders.
The long distances between the soma and distal synapses on the axon or dendrites
necessitates a faster means of transportation than passive transport. Diffusion inside the
cytosol or along the plasma membrane is a means by which dissolved macromolecules
can be passively transported without any input of energy. There are two main problems
with passive diffusive transport in neurons. First, it takes far too long to travel the long
distances necessary to reach targets within an axon or dendrite. Second, diffusive motion
is unbiased, making it difﬁcult to sort resources to speciﬁc areas within a neuron. Active
intracellular transport can overcome these difﬁculties so that movement is both faster and
biased in a certain direction, but does so at a price. Active transport cannot occur under
thermodynamic equilibrium, which means that energy must be consumed by this process.
The type of active transport that we consider in this paper uses molecular motors to carry
resources along microtubular ﬁlament tracks. Microtubules are polarized polymeric ﬁl-
aments with biophysically distinct (+)a n d(−) ends, and this polarity determines the
preferred direction in which an individual molecular motor moves. For example, kinesin
moves toward the (+) end whereas dynein moves toward the (−) end (Howard, 2001;
Vale, 2003). Each motor protein will undergo a sequence of conformational changes after
reacting with one or more ATP molecules, causing it to step forward along the micro-
tubule in its preferred direction. Thus, ATP provides the energy necessary for the molec-
ular motor to do work in the form of pulling its cargo along the microtubule in a biased
direction. Motor driven transport along microtubules is responsible for the distribution of
manycomponentsnecessaryfortheproperfunctionofaneuron(HirokawaandTakemura,
2005). Molecular motors, such as kinesin and dynein, have been implicated in the trans-
port of neurotransmitter receptors (Washbourne et al., 2004), mitochondria (Morris and
Hollenbeck, 1993), ER subcompartments (Bannai et al., 2004), neuroﬁlaments (Brown,
2000), ribosomes, and mRNA (Rook et al., 2000; Dynes and Steward, 2007). Trans-
port in the axon has been implicated in many neurological diseases such as Alzheimer’s,
Parkinson’s, and Huntington’s disease (Stokin and Goldstein, 2006; De Vos et al., 2008;
Mattson et al., 2008).1842 Newby and Bressloff
Fig. 1 Schematic diagram illustrating mRNA granule mobility in dendrites. Under basal conditions, most
granules are either stationary (or exhibit localized oscillations), whereas a minority exhibit bidirectional
transport. KCl depolarization activates transcription of mRNA at the cell body and converts existing sta-
tionary granules into anterograde granules (Rook et al., 2000).
In experiments where ﬂuorescent labeling and live-cell imaging have been used
to track the position of a cargo, the movement along a dendrite or axon is seen to
randomly pause and switch direction (Rook et al., 2000; Dynes and Steward, 2007;
Nakata et al., 1998). Moreover, the probability of being in a particular motile state can
be modiﬁed by activity. All of these features occur in an emerging model of mRNA trans-
port and localization within dendrites (Kelleher et al., 2004; Bramham and Wells, 2007),
which is illustrated schematically in Fig. 1. Newly transcribed mRNA within the nucleus
binds to proteins that inhibit translation, thus allowing the mRNA to be sequestered away
from the protein-synthetic machinery within the cell body. The repressed mRNAs are then
packaged into ribonucleoprotein granules that are subsequently transported into the den-
drite via kinesin and dynein motors along microtubules. Finally, the mRNA is localized
near an activated synapse, where it may either be sequestered into a local immobile pool
of granules or undergo local translation following neutralization of the repressive mRNA-
binding protein. It has been found that under basal conditions the majority of granules in
dendrites are stationary or exhibit small oscillations around a few synaptic sites. However,
other granules exhibit rapid retrograde (toward the cell body) or anterograde (away from
the cell body) motion consistent with bidirectional transport along microtubules. Follow-
ing depolarization of the cell, there is an enhancement of dendritically localized mRNA
due to a combination of newly transcribed granules being transported into the dendrite,
and the conversion of some stationary or oscillatory granules already present in the den-
drite into anterograde-moving granules (Rook et al., 2000).
The random switching between different motile states can be explained using a bio-
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tors (Welte, 2004). The motors interact through the forces they each place on the
cargo. If the set of motors transporting a cargo is comprised of motors with op-
posing directional preference then they may compete in a tug-of-war (Welte, 2004;
Mueller et al., 2008), but see (Kural et al., 2005). Movement of the cargo is then ultimately
determined by the random binding and unbinding of the motors to the microtubule. The
unbinding rate depends on the force applied to the motor. If a force is applied opposite to
the preferred direction of a motor, then it is more likely to unbind from the microtubule.
We can consider all of the motors attached to a cargo as a motor complex so that the differ-
ent states of the motor complex represent different conﬁgurations of bound and unbound
motors.
This biophysical model explains how a cargo is transported by molecular motors, but
it cannot explain how that cargo is delivered to the correct location. In order for a motor
complex to correctly localize its cargo to a speciﬁc site or target, it must be released from
its motor in a controlled manner. Since microtubules must service many synapses along a
given segment of dendrite, it is unlikely that they terminate at a speciﬁc synapse. More-
over, targeted synaptic delivery is likely to use the same microtubular “highway” as more
general, nontargeted intracellular trafﬁcking within a dendrite. It would be difﬁcult to es-
tablish global chemical concentration gradients aimed at guiding a motor-driven cargo
to a speciﬁc synapse as such signals would be drowned out by the many other signals
originating from additional synaptic targets in the dendrite. Therefore, instead of think-
ing of motor transport as a straight path between the soma and the synapse, the random
intermittent motion of motor-driven cargo observed in experiments suggests that the neu-
ron maintains a distribution of mobile cargo throughout the dendrite, and that delivery of
a cargo to a synaptic target is a stochastic process. If the cargo is not deterministically
delivered to the synaptic target there must be some means by which the synapse can cap-
ture a nearby motor-driven cargo. Some of the molecular mechanisms that cause a cargo
to detach from a molecular motor have been identiﬁed (Goldstein et al., 2008). In most
cases, a protein dissolved in the cytosol reacts with an adaptor protein that binds a cargo
to the motor, causing the cargo to be released. However, when a cargo is pulled at a rel-
atively high velocity it does not have much time to explore local space and is therefore
much less likely to participate in such a reaction. Therefore, one possible interpretation
of the frequent pauses observed during motor transport is that it provides a mechanism to
improve the reaction kinetics required to localize the cargo to its target by giving it more
time to explore local space. This then leads to a simple model of cargo delivery in which
there are transitions of the internal state of the motor complex between directed movement
states and stationary searching states. If the transitions between these states are governed
by chemical reactions under the inﬂuence of thermodynamic ﬂuctuations, then the model
becomes a random search.
Random search has recently been used to model a wide range of problems, including
the behavior of foraging animals (Bell, 1991; Viswanathan et al., 1999; Benichou et al.,
2005), the active transport of reactive chemicals in cells (Loverdo et al., 2008)a n dD N A
binding kinetics (Berg et al., 1981; Halford and Marko, 2004). One particular class of
models treats a random searcher as a particle that switches between a slow motion (diffu-
sive) or stationary phase in which target detection can occur and a fast motion “ballistic”
phase; transitions between bulk movement states and searching states are governed by a
Markov process (Benichou et al., 2005, 2007; Loverdo et al., 2008). Under the assump-
tions that the random search is unbiased and that the probability of ﬁnding a single hidden1844 Newby and Bressloff
target is unity, it can be shown that there exists an optimal search strategy given by the
durations of each phase that minimize the mean search time to ﬁnd the target. Motivated
by experimental observations of the motor-driven transport of mRNA granules (Rook et
al., 2000; Dynes and Steward, 2007)( s e eF i g .1), we recently extended a one-dimensional
version of these models to the case of a directed intermittent search process, in which the
motion is biased and there is a nonzero probability of failing to ﬁnd the target (due to com-
petition with other targets or degradation) (Bressloff and Newby, 2009). In particular, we
considered a 3-state model consisting of two moving states (anterograde and retrograde)
and one stationary search state. This provides a simple model for the motor-driven bidi-
rectional transport of cargo from the soma to synaptic targets along dendrites and axons.
The associated master equation takes the form of a linear reaction-hyperbolic equation,
which can be used to analyze the efﬁciency of the random search by calculating the hit-
ting probability and conditional mean ﬁrst passage time (MFPT) for ﬁnding the target
(Bressloff and Newby, 2009). However, our 3-state model makes a number of simplify-
ing assumptions. In particular, it ignores the action of multiple motors highlighted above,
which would lead to a higher number of internal velocity states, and it does not take into
account the branching structure of axons and dendrites. Unfortunately, the analysis of the
underlying master equation becomes considerably more difﬁcult as the complexity of the
motor transport model increases.
In this paper, we carry out a quasi-steady state reduction of a linear reaction-hyperbolic
equation corresponding to a general master equation for directed intermittent search. The
reduced model is described by a one-dimensional Fokker–Planck equation, which can
then be used to analyze random search in biophysically realistic motor transport models.
Our reduction is based on the observation that the state transition rates of the molecular
motor complex are fast compared to the characteristic velocities. A number of authors
have analyzed linear reaction-hyperbolic equations in this regime but have focused on
the wave-like properties of the transport process rather than the delivery of cargo to hid-
den targets (Reed et al., 1990; Friedman and Craciun, 2006;F r i e d m a na n dH u ,2007;
Brooks, 1999). For example, Reed et al. (1990) used singular perturbation theory to show
that the transport of a chemical along an axon can be analyzed in terms of an approximate
traveling-wave solution of a scalar advection diffusion equation for the chemical con-
centration. Subsequent work rigorously established the validity of this scalar reduction
for a wide range of linear reaction-hyperbolic equations (Friedman and Craciun, 2006;
Friedman and Hu, 2007; Brooks, 1999). In models of directed intermittent search, ap-
proximate traveling wave solutions no longer exist due to the presence of a target. Never-
theless, it is still possible to reduce the master equation to a corresponding scalar Fokker–
Planck equation, which has an additional inhomogeneous decay term that takes into ac-
count absorption by the target. After introducing the 3-state model in Section 2,w eu s e
a projection method along the lines of Gardiner (2004) to carry out a quasi-steady state
reduction of both the 3-state model and a more general multistate model (Section 3).
We then use the resulting Fokker–Planck equation to calculate the hitting probability and
MFPT for ﬁnding the target, and show that our results are in excellent agreement with
Monte Carlo simulations of the 3-state system under physiologically reasonable choices
for the parameters (Section 4). Finally, we apply the general quasi-steady state reduction
to a more complex multiple motor model, and use this to explore how ATP concentration
might regulate the delivery of cargo to synaptic targets (Section 5).Quasi-steady State Reduction of Molecular Motor-Based Models 1845
Fig. 2 Schematic diagram illustrating a model of a motor-driven particle moving along a one-dimensional
track of length L. The particle can transition from a moving state with velocity ±v at a rate β± and from a
stationary searching state at a rate α. A target of width 2l is located at a ﬁxed but unknown location x = X.
2. Stochastic model of motor-driven transport
A simple stochastic model of the directed intermittent search for a hidden (synaptic) target
by a motor-driven particle was previously analyzed by the authors (Bressloff and Newby,
2009). Consider a single particle moving along a one-dimensional track of length L;s e e
Fig. 2. Such a track could represent a single microtubular ﬁlament. For the moment, we
neglect the fact that there are multiple ﬁlaments running along the length of axon or den-
drite and that motors can switch between them (but see Section 5). For simplicity, we will
assumethroughoutthataparticle isinitially injected atoneend ofthetrack, whichwetake
to be at x = 0. This would correspond to the case of a particle entering a primary dendrite
from the soma, for example. (However, one could also consider a particle injected into
the interior of the track, which would correspond to the case of a stationary particle being
recruited from a local intracellular pool following depolarization of the cell; see Fig. 1).
Within the interior of the track, 0 <x<L, the particle is taken to be in one of three states
labeled by n = 0,±: stationary (n = 0), moving to the right (anterograde) with speed v
(n =+ ), or moving to the left (retrograde) with speed −v (n =− ). Transitions between
the three states are governed by a discrete Markov process. We further assume that there
is a hidden (synaptic) target at a ﬁxed but unknown location x = X. If the particle is
within a distance l of the target and is in the stationary state, then the particle can detect
or, equivalently, be absorbed by the target at a rate κ. We assume throughout that l<X
and l<L−X so the domain of detectability lies fully within the interval [0,L].
Let Z(t) and N(t) denote the random position and state of the particle at time t and
deﬁne P(x,t,n|y,0,m)dxas the joint probability that x ≤ Z(t)<x + dx and N(t)= n
given that initially the particle was at position Z(0) = y and was in state N(0) = m.
Setting
pn(x,t) ≡
 
m
P(x,t,n|0,0,m)σ m (1)
with initial condition pn(x,0) = δ(x)σn,
 n
m=1σm = 1, we have the following master
equation describing the evolution of the probability densities for t>0:
∂tp+ =− v∂xp+ −β+p+ +αp0, (2a)
∂tp− = v∂xp− −β−p− +αp0, (2b)
∂tp0 = β+p+ +β−p− −2αp0 −κχ
 
[x −X]/l
 
p0, (2c)1846 Newby and Bressloff
with
χ(x)=
 
1, if |x| < 1,
0, otherwise. (3)
Here, α,β± are the transition rates between the stationary and mobile states as indicated
in Fig. 2. The master equation (2) is supplemented by a reﬂecting boundary condition at
x = 0 and an absorbing boundary condition at x = L.T h a ti s ,
p−(0,t)= p+(0,t), p −(L,t) = 0. (4)
The absorbing boundary takes into account the fact that transported cargo can be degraded
or absorbed by other targets downstream to the given target. Finally, we assume that the
transport is partially biased in the anterograde direction by taking β+ <β −,w h i c hi m -
plies that the particle spends more time in the anterograde state than the retrograde state.
Unidirectional transport is obtained in the limit β− →∞.
In our previous work (Bressloff and Newby, 2009), we calculated two important quan-
tities characterizing the efﬁcacy of the directed intermittent search process. The ﬁrst is the
hitting probability Π that a particle starting at x = 0 at time t = 0 ﬁnds the target, that
is, the particle is absorbed somewhere within the domain X − l ≤ x ≤ X + l rather than
at the boundary x = L. The second is the conditional mean ﬁrst passage time (MFPT) T,
which is the mean time it takes for the particle to ﬁnd the target given that it is eventu-
ally absorbed by the target. Clearly, it would be advantageous for the particle to minimize
the search time T and maximize the hitting probability Π. However, these two require-
ments compete with each other so that, in contrast to other studies of intermittent search
for which Π = 1 and the motion is unbiased (Benichou et al., 2005, 2007; Loverdo et al.,
2008), there is not a single optimal strategy (Bressloffand Newby, 2009). This can be seen
heuristically in the case of unidirectional transport where the particle is either stationary
or undergoes anterograde motion. Such a particle can reach the target more quickly by
having a higher probability of being in the mobile state. However, this also increases the
chance of overshooting the target without detecting it and thus reduces the hitting proba-
bility. In cases where there are multiple particles being actively transported along an axon
or dendrite, it could be argued that the only important factor is minimizing the MFPT
irrespective of the hitting probability. However, in general, there will be multiple tar-
gets competing for resources. Moreover, the extensive branching of axons and dendrites
could hinder the delivery of particles to distant sites. Therefore, it is important to keep
track of both the hitting probability and the MFPT. Unfortunately, the calculation of Π
and T becomes considerably more difﬁcult when the complexity of the motor transport
model increases or when branching structures are included. Therefore, in this paper, we
carry out a quasi-steady state reduction of the master equation (2) to a one-dimensional
Fokker–Planck equation and use the latter to calculate Π and T. Such a reduction can
then be applied to more complex models (see Section 5).
3. Quasi-steady state reduction
In the absence of an absorbing target (κ ≡ 0), the master equation (2) belongs to a
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of groups (Reed et al., 1990; Friedman and Craciun, 2006;F r i e d m a na n dH u ,2007;
Brooks, 1999). Under the assumption that the transition rates are sufﬁciently fast, Reed
et al. (1990) used singular perturbation methods to carry out an asymptotic expansion of
a solution whose leading order term is given by an approximate traveling wave solution
of a corresponding one-dimensional advection-diffusion equation (with the state variables
pm interpreted as concentrations rather than probabilities). They then showed how such a
solution matches wave-like behavior observed experimentally in the axonal transport of
certain chemicals. The validity of this reduction was subsequently proved rigorously un-
der a wide range of conditions in Friedman and Craciun (2006), Friedman and Hu (2007),
Brooks (1999). The full system (2) does not support approximate traveling wave solutions
due to the presence of the target inhomogeneity. Nevertheless, it is still possible to reduce
the master equation to a corresponding one-dimensional Fokker–Planck equation (under
the probabilistic interpretation of the state variables pm) in the case of fast transition rates.
In this section, we carry out a quasi-steady state reduction of the 3-state model using a
projection method (see, for example, Gardiner, 2004) and then show how to extend the
construction to a more general class of multistate models.
3.1. Reduction of 3-state model
We ﬁrst nondimensionalize the master equation (2) by rescaling space and time according
to
x →
x
l
,t → t
v
l
,
where l = 1 µm is the typical size of the target. Assuming that the transition rates α,β±
are large compared to v/l, we introduce the dimensionless parameters a =  αl/v and
b± =  β±l/v where     1. The master equation (2) then becomes
∂tp+ =
1
 
(−b+p+ +ap0)−∂xp+, (5a)
∂tp− =
1
 
(−b−p− +ap0)+∂xp−, (5b)
∂tp0 =
1
 
(b+p+ +b−p− −2ap0)−k(x)p0, (5c)
where
k(x)= k0χ(x−X), k0 = κl/v.
Note that the target location X and track length L are now taken to be in units of the target
half-width l. The master equation can be rewritten in the matrix form
∂tp =
1
 
Ap+ L(p), (6)
where p = (p+,p −,p 0)T, A is the matrix
A =
⎡
⎣
−b+ 0 a
0 −b− a
b+ b− −2a
⎤
⎦, (7)1848 Newby and Bressloff
and L is the linear operator
L(f) =
⎡
⎣
−∂xf1
∂xf2
−k(x)f3
⎤
⎦. (8)
The left nullspace of the matrix A is spanned by the vector
ψ =
⎛
⎝
1
1
1
⎞
⎠, (9)
and the right nullspace is spanned by
p
ss =
1
γ
⎛
⎝
1
b+
1
b−
1
a
⎞
⎠. (10)
The normalization factor γ is chosen so that ψTpss = 1, that is,
γ =
1
b+
+
1
b−
+
1
a
. (11)
Let u = ψTp and w = p−upss such that ψTw = 0. We can interpret u as the component
of p in the left nullspace of A, whereas w is in the orthogonal complement.
Multiplying both sides of (6)b yψT, we obtain
∂tu = ψ
TL
 
up
ss +w
 
. (12)
Substituting p = w+upss into (6) yields
∂tw+∂tup
ss =
1
 
A
 
w+up
ss 
+ L
 
w+up
ss 
. (13)
Using Eq. (12) and the fact that pss is in the right null space of A, we obtain
∂tw =
1
 
Aw+
 
I3 −p
ssψ
T 
L
 
w+up
ss 
, (14)
where I3 is the 3×3 identity matrix. Now introduce an asymptotic expansion for w of the
form1
w ∼ w0 + w1 + 
2w2 +···. (15)
1For simplicity, we choose σm = pss
m in Eq. (1) so that the initial state lies in the slow manifold. This
allows us to neglect terms that converge exponentially fast on to the slow manifold. Such terms could be
taken into account by introducing an additional fast time-scale τ = t/ε.Quasi-steady State Reduction of Molecular Motor-Based Models 1849
After substituting this expansion into (14) and collecting O( −1) terms we obtain the
equation for w0
Aw0 = 0. (16)
Since w is in the orthogonal complement of the left nullspace of A, it follows that w0 = 0.
Now collecting terms of O(1) yields the equation
Aw1 =−
 
I3 −p
ssψ
T 
L
 
up
ss 
. (17)
Althoughthematrix A issingular,theorthogonalprojectionoperator (I3−pssψT) ensures
that the right-hand side of the above equation is in the range of A. By the Fredholm
alternative theorem a solution w1 exists. Writing out the equations in full, we have
1
γb +
 
1−
1
γb +
 
∂xu+
1
γ 2b+b−
∂xu−
k(x)
γ 2ab+
u =− b+w1,+ +aw1,0, (18a)
−
1
γb −
 
1−
1
γb −
 
∂xu−
1
γ 2b+b−
∂xu−
k(x)
γ 2ab−
u =− b−w1,− +aw1,0 (18b)
−
1
γ 2ab+
∂xu+
1
γ 2ab−
∂xu+
 
1−
1
γa
 
k(x)
γa
u
= b+w1,+ +b−w1,− −2aw1,0. (18c)
This rank 2 system can be solved up to the arbitrary element w0,1 using Gaussian elimi-
nation. We have
w ∼  
⎛
⎜
⎜
⎝
k(x)
ab2
+γ2u−
1−V0
b2
+γ ∂xu+ aΩ
b+
k(x)
ab2
−γ2u+
1+V0
b2
−γ ∂xu+ aΩ
b−
Ω
⎞
⎟
⎟
⎠ (19)
where we have set Ω = w0,1 and
V0 =
1
γ
 
1
b+
−
1
b−
 
.
We can determine Ω by imposing the condition ψTw = 0. This gives
aΩ =−
k(x)
aγ3
 
1
b2
+
+
1
b2
−
 
u+
1
γ 2
 
1−V0
b2
+
−
1+V0
b2
−
 
∂xu. (20)
Substituting Eqs. (19)a n d( 20)i n t o( 12) yields the Fokker–Plank equation
∂u
∂t
=− Λu−V
∂u
∂x
+D
∂2u
∂x2 (21)
where Λ = λχ(x −X) and
λ =
k0
aγ
+ 
k2
0
a2γ 3
 
1
b2
+
+
1
b2
−
 
, (22)1850 Newby and Bressloff
V = V0 + 
k0χ(x−X)
aγ2
 
1
b2
+
−
1
b2
−
+
1−2V0
b2
+
−
1+2V0
b2
−
 
, (23)
D =  
 
(1−V0)2
γb 2
+
+
(1+V0)2
γb 2
−
 
. (24)
The leading order behavior is obtained by taking λ = λ0 = k0/aγ and V = V0. The prob-
ability density function u is the total probability of being in any motor state at position x
and time t, given that the particle was initially injected on to the track at x = 0. The initial
condition is thus u(x,0) = δ(x). Equation (21) is supplemented by a reﬂecting boundary
condition at x = 0 and an absorbing boundary condition at x = L:
−Vu(0)+D
∂u
∂x
   
   
x=0
= 0,u ( L ) = 0. (25)
These boundary conditions follow from substituting p = upss + εw1 into the boundary
conditions (4) of the corresponding 3-state master equation and using Eqs. (19)a n d( 20).
Note that the Fokker–Planck equation has to be solved separately in the three domains
0 ≤ x ≤ X−1,X−1 ≤ x ≤ X+1a n dX+1 ≤ x ≤ L. The solutioninvolves sixunknown
constants, and hence we require six supplementary conditions. Two are obtained from
the boundary conditions and the other four from imposing continuity of u and ∂xu at
x = X ± 1. At ﬁrst sight, these continuity conditions appear to be inconsistent with the
observation that p0(x,t) is discontinuous at x = X ± 1. However, the discontinuities are
O(ε) and are thus incorporated into the higher-order corrections wj.T h eε dependence of
the continuous solution u reﬂects the separation of time scales in a multiscale analysis.
3.2. Generalized reduction
A general system of n reaction-hyperbolic master equations may be reduced in a simi-
lar manner, provided that the transition rates between the internal motor states are fast
compared to the speeds of the motor complex. Consider the following (nondimension-
alized) master equation governing the time evolution of the probability density function
p(x) ∈ Rn with x ≥ 0:
∂tp =
1
 
Ap+ L(p) (26)
where A ∈ Rn×n is the matrix containing the transition rates between each of the n internal
motor states and the differential operator L has the form
L =
⎡
⎢
⎢ ⎢
⎢ ⎢
⎣
−v1∂x −k1 0 ... 0
0 −v2∂x −k2 0 ... 0
. . .
...
. . .
−vn−1∂x −kn−1 0
0 ... 0 −vn∂x −kn
⎤
⎥
⎥ ⎥
⎥ ⎥
⎦
. (27)
We assume that the matrix A is irreducible and is conservative so that ψ = (1,1,...,1)T
is in the nullspace of AT. We assume that A has one zero eigenvalue and the remainingQuasi-steady State Reduction of Molecular Motor-Based Models 1851
eigenvalues have negative real part. Let pss ∈ N(A)and choose pss so that ψTpss = 1. We
take vi > 0f o ri = 1,...,mand vi ≤ 0f o ri = m+1,...,nwith m>0. The requirement
that the transport is biased in the anterograde direction is
V0 ≡
n  
j=1
vjp
ss
j > 0. (28)
The master equation (26) is supplemented by absorbing boundary conditions at x = L
pi(L,t) = 0f o r i = m+1,...,n, (29)
a reﬂecting boundary condition at x = 0
n  
i=1
vipi(0,t)= 0, (30)
and the auxiliary boundary conditions
pi(0,t)
p1(0,t)
=
pss
i
pss
1
,i = 2,...,m. (31)
The initial conditions are taken to be pi(x,0) = pss
i δ(x).
Proceeding along identical lines to the 3-state model, we introduce the decomposition
p = upss +w where u ≡ ψTp and ψTw = 0. Multiplying both sides of (26)b yψT yields
the equation
∂tu = ψ
TL
 
up
ss +w
 
. (32)
Substituting p = upss + w into (26) and performing an asymptotic expansion of w, we
ﬁnd that w ∼  w1 with
Aw1 =−
 
In −p
ssψ
T 
L
 
up
ss 
, (33)
where In is the n × n identity matrix. The orthogonal projection In − pssψT ensures that
the right-hand side of the above equation is in the range of A, and we obtain a unique
solution by requiring that ψTw1 = 0.
Substituting w ∼  w1 into (32) yields
∂tu =−
n  
j=1
kj
 
p
ss
j + w1,j
 
u−
n  
j=1
 
vjp
ss
j
 
∂xu− 
n  
j=1
vj∂xw1,j. (34)
The components of w1 are linear combinations of u and ∂xu so that we can write them as
wj = Ωju−θj∂xu (35)
where Ωj and θj, j = 1,...,n,a r eu-independent. Collecting ∂xu terms in (33) yields an
equation for θ = (θ1,...,θ n)T,
Aθ =−
 
(V0 −v1)p
ss
1 ,...,(V 0 −vn)p
ss
n
 T. (36)1852 Newby and Bressloff
The condition ψTw1 = 0 implies that ψTθ = 0, and hence we can solve for θ uniquely.
Thus, to leading order, we obtain the Fokker–Plank equation (21) with
Λ =
n  
j=1
kjp
ss
j + O( ), (37)
V =
n  
j=1
vjp
ss
j + O( ), (38)
D =  
n  
j=1
vjθj + O
 
 
2 
. (39)
It can be checked that the associated boundary conditions (25) are consistent with
Eqs. (29)–(31) to leading order in ε.
4. Hitting probability Π and conditional MFPT T
In this section, we use the Fokker–Planck equation (21) to calculate the hitting probabil-
ity Π and MFPT T for ﬁnding the target, and then compare our analytical results with
numerical results obtained from Monte Carlo simulations of the full 3-state model given
by the master equation (2).
4.1. Generating function and Laplace transforms
Let P(t) =
  L
0 u(x,t)dx be the total probability that the particle is still located in the
domain 0 <x<Lat time t. Integrating Eq. (21) with respect to x and using the boundary
conditions (25), we have
∂P
∂t
=− λ
  X+1
X−1
u(x,t)dx +D
∂u
∂x
 
     
x=L
. (40)
It follows that the total ﬂux into the target is
J(t)= λ
  X+1
X−1
u(x,t)dx. (41)
The hitting probability that the particle succeeds in ﬁnding the target having started at
x = 0 at time t = 0i st h e n
Π =
  ∞
0
J(t)dt (42)
and the corresponding conditional MFPT is
T =
  ∞
0 tJ(t)dt
  ∞
0 J(t)dt
. (43)Quasi-steady State Reduction of Molecular Motor-Based Models 1853
There are two alternative methods for calculating Π and T, one based on Laplace
transforms and the other based on solving the corresponding backwards Fokker–Planck
equation (Redner, 2001). We will follow the former approach here. First, consider the
Laplace transform of the probability ﬂux J,
  J(s)=
  ∞
0
e
−stJ(t)dt (44)
Taylor expanding the integral with respect to the Laplace variable s shows that
  J(s)=
  ∞
0
J(t)
 
1−st +s
2t
2/2−···
 
= Π
 
1−sT +
s2
2
T
(2) −···
 
, (45)
assuming that the moments
T
(n) =
  ∞
0 tnJ(t)dt
  ∞
0 J(t)dt
(46)
are ﬁnite. Thus,   J(s) can be viewed as a generating function for the moments of the
conditional ﬁrst passage time distribution (Redner, 2001). Equations (41)a n d( 44)i m p l y
that
  J(s)= λ
  X+1
X−1
  U(x,s)dx, (47)
where   U(x,s) is the Laplace transform of u(x,t). Hence, we can proceed by solving
the Laplace transformed Fokker–Planck equation to determine   U(x,s). Substituting the
result into Eq. (47) and Taylor expanding with respect to s then allows us to extract Π
and T using Eq. (45).
Laplace transforming equation (21) under the initial condition u(x,0) = δ(x) gives
D∂
2
x   U(x,s)−V∂ x  U(x,s)−
 
λχ(x −X)+s
   U(x,s)=− δ(x). (48)
Thedeltafunctionat x = 0 canbeincorporatedintothecorrespondingboundarycondition
D∂x  U(x,s)
 
 
x=0 −V   U(0,s)=− 1.
Equation (48) is solved separately in the three regions 0 ≤ x ≤ X−1, X−1 ≤ x ≤ X+1,
and X+1 ≤ x ≤ L. Each solution is then matched by requiring continuous differentiabil-
ity at x = X ±1. In region I (0 ≤ x ≤ X −1), we have χ(x−X)= 0 so that the solution
has the form
  UI(x,s) = AIe
μ+(s)x +BIe
μ−(s)x, (49)
where
μ±(s) =
1
2
 
ξ ±
 
ξ2 +4s/D
 
,ξ =
V
D
. (50)1854 Newby and Bressloff
Imposing the inhomogeneous boundary condition at x = 0 implies that
BI =− AI
μ+(s)−ξ
μ−(s)−ξ
−
1
D(μ−(s)−ξ)
. (51)
Similarly, in region III (X +1 ≤ x ≤ L), we have a solution of the form
  UIII(x,s) = AIIIe
μ+(s)x +BIIIe
μ−(s)x. (52)
Imposing the right boundary condition   UIII(L,s) = 0 requires that
BIII =− AIIIe
(μ+(s)−μ−(s))L. (53)
In region II (X − 1 ≤ x ≤ X + 1) for which χ(x− X) = 1, we have solutions of the
form
  UII(x,s) = AIIe
ν+(s)x +BIIe
ν−(s)x, (54)
where
ν±(s) =
1
2
 
ξ ±
 
ξ2 +4(λ+s)/D
 
. (55)
The remaining constants are determined by imposing continuity of   U and ∂x  U at x =
X ± 1. After solving the resulting four equations, we obtain the unknown constants nec-
essary to determine the solution in the target region. It is convenient to introduce the
functions
Ψ(X,s)= e
μ+(s)(X−1) −
 
μ+(s)−ξ
μ−(s)−ξ
 
e
μ−(s)(X−1), (56)
Φ(X,s)= e
μ+(s)(X+1−L) −e
μ−(s)(X+1−L), (57)
F(X,s)=−
eμ−(s)X
(μ−(s)−ξ)D
. (58)
Then
AII =
1
Ω
 
(∂XΨ)F−Ψ(∂ XF)
 
D−, (59)
BII =
−1
Ω
 
(∂XΨ)F−Ψ(∂ XF)
 
D+, (60)
where
Ω(X,s)= Ψ(X,s)
 
ν−(s)D+(X,s)e
ν−(s)(X−1) −ν+(s)D−(X,s)e
ν+(s)(X−1) 
−∂XΨ(X,s)
 
D+(X,s)e
ν−(s)(X−1) −D−(X,s)e
ν+(s)(X−1) 
, (61)
and
D±(X,s) = e
ν±(s)(X+1) 
Φ(X,s)ν±(s)−∂XΦ(X,s)
 
. (62)Quasi-steady State Reduction of Molecular Motor-Based Models 1855
Fig. 3 (a, b) Plots of hitting probability Π and MFPT T as a function of the drift V for ﬁxed diffusivity
D = 0.005. (c, d) Corresponding plots as a function of D for ﬁxed V = 0.5. Other parameter values are
X = 10, L = 20, λ = 0.1. All parameters are nondimensionalized by taking the length-scale to be the
typical size l of a target and the time-scale to be l/v where v is the typical speed of a molecular motor.
The hitting probability Π and MFPT can now be calculated by substituting   U =   UII into
Eq. (47) for the generating function   J(s), and setting
Π =   J(0), T =−
  J  (0)
  J(0)
. (63)
4.2. Dependence on effective diffusivity D and drift V
Having calculated the hitting probability Π and MFPT T for the reduced Fokker–Planck
equation (21), we can use these expressions to explore how Π and T depend on the
effective diffusivity D and drift V (assuming that λ is ﬁxed). The results of our analysis
are shown in Fig. 3. It can be seen that both Π and T are monotonically decreasing
functions of V for ﬁxed D. On the other hand, Π is a decreasing function of D, whereas
T is an increasing function of D for ﬁxed V. This suggests that it is advantageous to
reduce the diffusivity as much as possible, since this generates a random search that has
a high hitting probability and a relatively small MFPT. However, it should be noted that
D and V have a complicated dependence on the speciﬁc parameters of the underlying
biophysical motor transport model, so that changes in D and V are generally going to be
correlated. Another way to characterize the efﬁciency of the random search is to ﬁx the
hitting probability to some value Π = Π0 and to solve the equation Π0 = Π(λ,V,D)
for V (Bressloff and Newby, 2009). We can then determine T(λ,V(D;Π0,λ),D)as a
function of D with λ and Π0 ﬁxed. The results are shown in Fig. 4, which illustrate how
the MFPT T can be reduced by reducing the diffusivity for a ﬁxed hitting probability.1856 Newby and Bressloff
Fig. 4 (a) Plot of drift V as a function of D for λ = 0.1 and ﬁxed hitting probability Π0 = 0.5. (b) Corre-
sponding plot of the MFPT T .
Fig. 5 Comparison of analytical results based on the Fokker–Planck equation (solid curves) with Monte
Carlo simulations of the full 3-state model given by the master equation (2) (discrete points x). (a, b) Plots
of the hitting probability Π and the MFPT T as functions of the transition rate α for ﬁxed β+ = 1s −1.
Other parameter values are β− = 1s −1, κ = 0.05 s−1, v = 0.1µ ms −1, X = 10 µm, L = 20 µm, l = 1µ m .
Error bars denote the standard deviation of the conditional ﬁrst passage time obtained in the Monte Carlo
simulations. (c, d) Corresponding plots as a function of β+ for ﬁxed α = 1s −1.
4.3. Comparison with 3-state model
If the quasi-steady state reduction is used to express D, V,and λ in terms of the transi-
tion rates and target absorption rates of the underlying motor transport master equation,
then the dependence of Π and T on the model-speciﬁc parameters can be determined.
We will illustrate this for the 3-state model introduced in Section 2, and then consider aQuasi-steady State Reduction of Molecular Motor-Based Models 1857
more complex multiple motor model in Section 5. In the former case, we use Eqs. (22)–
(24) to express the generic parameters λ,V,D in terms of the motor state transition rates
α,β±, the target absorption rate κ and the motor speed v. We take the small parame-
ter   = v/(αl) so that a = 1a n db± = β±/α. For concreteness, we follow our previ-
ous work (Bressloff and Newby, 2009) and take parameter values extracted from experi-
mental studies of mRNA transport in dendrites (Knowles et al., 1996; Rook et al., 2000;
Dynes and Steward, 2007). Thus, we consider the following baseline values for the tran-
sition rates and motor speed: α = 1s −1, β+ = 1s −1, β− = 2s −1, κ = 0.05 s−1 and
v = 0.1µ m s −1. It follows that for a target of size l = 1µ m ,w eh a v e  = 0.1a n d
a = b+ = 1,b − = 2. In Fig. 5, we compare our analytical results for Π and T based
on the quasi-steady state reduction of the 3-state model, with Monte Carlo simulations of
the full model. It can be seen that there is excellent agreement between the two.
5. Multiple molecular motors
The simpliﬁed model of bidirectional transport presented in Section 2 assumes that there
is a single motor complex that can be in several different velocity states. In this section,
we consider a more realistic model in which the directed motion of a cargo is a result of
the combined action of multiple motors attached to the cargo; the current velocity state is
determined by the subset of motors currently bound to a microtubule track (Welte, 2004).
As we highlighted in the Introduction, microtubules are polarized ﬁlaments with biophys-
ically distinct (+)a n d(−) ends, and this polarity determines the preferred direction in
which an individual molecular motor moves. For example, kinesin moves toward the (+)
end whereas dynein moves toward the (−) end. In axons and dendrites that are located far
fromthecell body,oneﬁndsthat microtubule ﬁlaments all have thesamepolarity, with the
(+) end oriented away from the cell body. This suggests a model of bidirectional trans-
port in which kinesin and dynein motors transport a cargo in opposite directions along a
single track. On the other hand, dendritic microtubules located close to the cell body tend
to have mixed polarities (Baas et al., 1988), suggesting a model in which motors of the
same directional preference are distributed among two parallel microtubules of opposite
polarity.
In both of the above scenarios, there has to be some mechanism for coordinat-
ing the action of the various motors as part of a larger motor complex. One possi-
bility is that the motors interact through a tug-of-war competition, where individual
motors inﬂuence each other through the force they exert on the cargo (Welte, 2004;
Mueller et al., 2008). When a force is exerted on a motor opposite to its preferred di-
rection, it is more likely to detach from its microtubule. Ultimately, the motion of the
cargo is determined by the random attachments and force-dependent detachments from
the microtubule of each motor in the motor complex. A corresponding biophysical model
of motor competition has been developed, in which the transitions between the different
internal motor states are described in terms of a discrete Markov process (Mueller et al.,
2008). Here, we extend this tug-of-war model in order to account explicitly for the posi-
tion of the motor complex along a one-dimensional track. The resulting master equation
then becomes a system of linear reaction hyperbolic equations. For concreteness, we con-
sider the case of multiple kinesin motors engaged in a tug-of-war competition by pulling
a cargo along a track consisting of two parallel microtubules with opposite polarity; see1858 Newby and Bressloff
Fig. 6 The tug-of-war model of bidirectional motor transport for a cargo with two anterograde motors and
two retrograde motors moving along a track consisting of a pair of microtubules with opposite polarity.
Three out of the nine possible motor states are shown. Individual motors may attach and detach from the
microtubule changing the net velocity of the cargo. Stationary search states are identiﬁed with states in
which there are equal numbers of motors pulling in opposite directions. (Color ﬁgure online.)
Fig. 6. Internal states of the motor complex are determined by the number of motors
bound to each microtubule. Each internal state represents a different net force placed on
the cargo and therefore a different cargo velocity. In order to formulate the model within
the context of directed intermittent search, we deﬁne the search phase as any motor state
with zero net cargo velocity. We then apply the general quasi-steady state reduction of
Section 3.2 in order to obtain the parameters λ, V,a n dD and use this to calculate the
hitting probability and MFPT as deﬁned in Section 4.
5.1. Tug-of-war model of intermittent search
Suppose that a certain cargo is transported via Nq anterograde kinesin motors and Nr ret-
rograde kinesin motors via a pair of microtubule ﬁlaments of opposite polarity; see Fig. 6.
(A motor is labeled according to its direction of motion in the absence of an applied
force.) At a given time t, the internal state of the cargo-motor complex is fully character-
ized by the numbers nq and nr of anterograde and retrograde motors that are bound to a
microtubule and thus actively pulling on the cargo. The binding and unbinding rates and
the cargo velocities are obtained from the tug-of-war model (Mueller et al., 2008). This
assumes that the motors act independently other than exerting a load on motors bound to
the opposing microtubule, with identical motors sharing the load. Thus, the properties of
the motor complex can be determined from the corresponding properties of the individ-
ual motors together with a speciﬁcation of the effective load on each motor. Let us begin
by considering a single kinesin motor. When bound to a microtubule, each motor has a
load-dependent velocity (taken to be positive when directed toward the (+) end)
v(F)=
 
vf(1−F/Fs) for F ≤ Fs,
vb(1−F/Fs) for F ≥ Fs,
(64)
where F is the applied force, Fs is the stall force satisfying v(Fs) = 0, vf is the (+) end
motor velocity in the absence of an applied force, and vb is the (−) end motor velocityQuasi-steady State Reduction of Molecular Motor-Based Models 1859
when the applied force exceeds the stall force. The unbinding rate of an individual motor
from its microtubule is assumed to increase exponentially with the applied force F
ε(F)= ε0e
F/Fd, (65)
where Fd is the detachment force. On the other hand, the binding rate is taken to be
independent of load:
ζ(F)= ζ0. (66)
Let Fc denote the net load on the set of anterograde motors, which is taken to be pos-
itive when pointing in the retrograde direction. It follows that a single anterograde motor
feels the force Fc/nq, whereas a single retrograde motor feels the opposing force −Fc/nr.
Equations (65)a n d( 66) imply that the binding and unbinding rates for the anterograde
and retrograde motors are given by
εl(nl,F c) = nlε0exp
 
Fc
nlFd
 
, (67)
ζl(nl) = (Nl −nl)ζ0. (68)
for l = q,r. The cargo force Fc is determined by the condition that all the motors move
with the same cargo velocity vc. Suppose that nq >n r so that the net motion is in the
anterograde direction, which is taken to be positive. Equation (64) implies that
vc = vf
 
1−Fc/(nqFs)
 
=− vb
 
1−Fc/(nrFs)
 
. (69)
The corresponding expression when nq <n r is found by interchanging vf and vb.W e
thus obtain a unique solution for the load Fc and cargo velocity vc (Mueller et al., 2008):
Fc = Fc(nq,n r) =
 
Fnq +(1− F)nr
 
Fs, (70)
where
F =
  nrvf
nrvf +nqvb for nq >n r,
nrvb
nrvb+nqvf for nq <n r.
(71)
The corresponding cargo velocity is
vc = vc(nq,n r) =
  nq−nr
nq/vf +nr/vb for nq >n r,
nq−nr
nq/vb+nr/vf for nq <n r.
(72)
The original tug-of-war model (Mueller et al., 2008) considers the stochastic dy-
namics of the internal state of the motor complex, without specifying the spatial po-
sition of the cargo along the track. In order to apply the model to the problem of di-
rected intermittent search, it is necessary to construct a master equation for the prob-
ability density p(nq,n r,x,t) that the cargo is in the internal state (nq,n r) and has
position x at time t. Such a master equation can be written in the general reaction-
hyperbolic form (26) by introducing the label i(nq,n r) = (Nq + 1)nr + (nq + 1) and1860 Newby and Bressloff
setting p(nq,n r,x,t)= pi(nq,nr)(x,t).W et h e nh a v ea nn-component probability vector
p ∈ Rn with n = (Nq + 1)(Nr + 1). The components aij, i,j = 1,...,n,o ft h es t a t e
transition matrix A are given by the corresponding binding/unbinding rates of Eqs. (67)
and (68). That is, setting i = i(nq,n r), the nonzero off-diagonal terms are
aij = ζq(nq −1), for j = i(nq −1,n r), (73)
aij = ζr(nr −1), for j = i(nq,n r −1), (74)
aij = εq(nq +1,F c), for j = i(nq +1,n r). (75)
and
aij = εr(nr +1,F c), for j = i(nq,n r +1). (76)
The diagonal terms are then given by aii =−
 
j =i aij. The linear operator L is deﬁned
according to (27) with the state-dependent velocities
vi = vc(nq,n r), i = i(nq,n r) (77)
and the target detection rates
ki(x) =
 
k0χ(x−X) if vi = 0,
0o t h e r w i s e .
(78)
Finally, we nondimensionalize the master equation by ﬁxing units such that one of the
velocities and one of the transition rates are unity. For concreteness, we take ζr(0) = 1
and vc(Nq,N r) = 1 so that the small parameter in Eq. (26)i s
  =
vc(Nq,N r)
ζr(0)l
, (79)
where l is the size of the target.
5.2. Quasi-steady state analysis of model
Having formulated the tug-of-war model of directed intermittent search in terms of the
generalized master equation (26), we can now carry out the quasi-steady state reduction
outlined in Section 3.2. We ﬁrst numerically calculate the steady state probability dis-
tribution pss using a singular valued decomposition (SVD) of the matrix A to obtain a
vector spanning the nullspace of A, normalized so that
 
j pss
j = 1. We can then use
Eqs. (37)a n d( 38) to compute the detection rate λ and the drift velocity V.H o w e v e r ,i n
order to calculate the effective diffusivity D using (39), we have to compute the vector θ
by solving equation (36), which has the general form Aθ = b. The standard numerical
method for solving a rank deﬁcient linear system using SVD must be modiﬁed slightly.
The Fredholm-alternative theorem tells us that a solution to Eq. (36) exists but is not
unique. In the case of a standard least squares solution, uniqueness is obtained by requir-
ing the solution to be orthogonal to the nullspace of A. However, in our case, a unique
solution must be obtained by requiring the solution be orthogonal to the nullspace of AT.Quasi-steady State Reduction of Molecular Motor-Based Models 1861
The following procedure may be used. Let UΣHT = A be a full singular value decom-
position of A.L e tz = UTb and y = HTθ so that Σy = z. It follows that yi = zi/σi,
i = 1,...,n− 1, where σi are the nonzero singular values of A. The last component yn
is arbitrary since σn = 0. The standard least squares solution can be obtained by setting
yn = 0. To determine yn, we require that
 n
i=1θi = 0. Since θ = Hy,we have
θ =
n−1  
j=1
hijyj +hinyn. (80)
Thus, we require
n  
i=1
n−1  
j=1
hijyj +yn
n  
i=1
hin = 0. (81)
It follows that
yn =−
 n
i=1
 n−1
j=1hijyj
 n
i=1hin
. (82)
The solution θ is then given by
θ = Hy. (83)
The above numerical construction allows us to calculate the generic parameters
λ,V,D of the reduced Fokker–Planck equation (21) as functions of the various biophys-
ical parameters of the tug-of-war model. These include the stall force Fs, the detachment
force Fd, the maximum forward and backward velocities vf,v b, and the single motor
binding/unbinding rates ε0,π 0. Another important biophysical parameter inﬂuencing the
behavior of the motor complex is the concentration of ATP ([ATP]). Experiments have
shown that variations in [ATP] primarily affect the stall force, forward motor velocity,
and unbinding rate (Visscher and Block, 1999; Schnitzer et al., 2000) .B a s e do nt h e s ee x -
periments, we can augment the tug-of-war model to account for [ATP] with the following
modiﬁed parameters. We take the forward velocity to have the Michaelis–Menten form
vf
 
[ATP]
 
=
vmax
f [ATP]
[ATP]+Kv
, (84)
where vmax
f = 1µ ms −1 and Kv = 79.23 µM. The backward velocity (vb = 0.006 µms−1)
is small so that their [ATP] dependence is ignored. The binding rate is determined by
the time necessary for an unbound motor to diffuse within range of the microtubule and
bind to it, which is assumed to be independent of [ATP]. The unbinding rate of a single
motor under zero load can be determined using the [ATP] dependent average run length
Lk([ATP]). Hence, we take
ε0
 
[ATP]
 
=
vmax
f ([ATP]+Ku)
Lmax
k ([ATP]+Kv)
, (85)1862 Newby and Bressloff
Fig.7 Results of applying the quasi-steady state reduction tothe tug-of-war model of directedintermittent
search. (a, b, c) Plot of the drift velocity V, the diffusivity D, and the detection rate λ as functions of ATP
concentration. (d, e) Plot of the hitting probability Π and the MFPT T as functions of [ATP].W eu s e
parameter values based on experimental data (Mueller et al., 2008): k0 = 0.5s −1, Fd = 3p N ,ε0 = 1s −1,
π0 = 5s −1,a n dvb = 0.006 µms−1.
where Lmax
k = 0.856 µm and Ku = 3.13 µM. Finally, we take
Fs
 
[ATP]
 
= F
0
s +
(F max
s −F 0
s )[ATP]
Ks +[ATP]
(86)
where F 0
s = 5.5p N ,F max
s = 8p N ,a n dKs = 100 µM.
For the sake of illustration, we consider two anterograde motors (Nq = 2) and one
retrograde motor (Nr = 1), and plot λ,V,D as functions of [ATP], using parameter val-
ues extracted from experimental studies of kinesin (Mueller et al., 2008). The results are
shown in Fig. 7. It can be seen that both V and D are increasing functions of [ATP], whilst
the target detection rate λ is maximized at small values [ATP]. Combining these results
with the plots of Π and T in Fig. 3, suggests that both the hitting probability and MFPT
are decreasing functions of [ATP], which is indeed found to be the case (see Fig. 7d, e).
Hence, reducing the stall force increases the hitting probability but at the expense of in-
creasing the MFPT.Quasi-steady State Reduction of Molecular Motor-Based Models 1863
Fig. 8 Model of ATP dependent cargo transport. A motor driven cargo undergoes a transition from a
directed transport state to a search state when encountering a region with low ATP concentration, such
as a region of synapses undergoing activity-based morphological restructuring. In the search state, the
drift velocity and diffusivity is reduced and the detection rate is increased. The directed transport state is
characterized by a large drift velocity and diffusivity. (Color ﬁgure online.)
Although we initially excluded the possibility of target dependent phase transitions
our results suggest the possibility of a localized signaling mechanism whereby the level
of metabolic activity can affect the behavior of motor driven transport in a manner that
will impact where and when the cargo will be delivered. Recall that the kinesin motor
must use energy from ATP hydrolysis to do work. (A detailed model of the kinesin motor
and its dependence on the concentration of ATP can be found in Liepelt and Lipowsky
(2007).) In regions where ATP levels are low, the particle is more likely to be in a search
phase with small diffusion/drift and a high detection rate. Conversely, when ATP levels
are high the particle has a higher probability of being in a nonsearch phase with larger
drift/diffusion and a low detection rate. If the ATP concentration varies in space due to
metabolic processes, such as activity-based changes in synaptic morphology thought to
underly learning and memory (Lamprecht and LeDoux, 2004), there will be a transition
between search oriented dynamics at low ATP levels and movement oriented dynamics at
high ATP levels (see Fig. 8). This adaptive search scheme could provide a mechanism for
generating a high hitting probability without a corresponding increase in the MFPT.
6. Discussion
In this paper, we carried out a quasi-steady state reduction of a linear reaction-hyperbolic
master equation describing the random intermittent search for a hidden target by a motor-
driven particle moving on a one-dimensional ﬁlament track. The resulting scalar Fokker–
Planck equation was used to calculate the hitting probability and conditional mean ﬁrst
passage time (MFPT) for ﬁnding the target in terms of the effective drift velocity V,
diffusivity D and target absorption rate λ of the random search. The quasi-state reduction1864 Newby and Bressloff
provides a systematic method for expressing V,D, and λ as functions of the various
biophysical parameters of the corresponding motor transport model, and thus provides a
general framework for characterizing the efﬁcacy of the random search. In the particular
case of a tug-of-war model of multiple motors pulling a cargo (Mueller et al., 2008), we
determined how the hitting probability and MFPT depend on the stall force of the motors,
and used this to suggest a mechanism whereby ATP concentration could function as a
cargo localization signal.
One important extension of our work is to take into account the extensive branch-
ing structure of the dendritic tree. This can be handled by solving the Fokker–Planck
equation on a tree, assuming continuity of the solution and conservation of ﬂux at each
branch point. As we show elsewhere (Newby and Bressloff, 2009), the presence of mul-
tiple branch points strongly reduces the efﬁcacy of delivering cargo from the soma to
distant synapses, suggesting that more local search strategies are necessary. This is con-
sistent with the ﬁnding that clusters of immobile transport vesicles are found at branch
nodes along the dendritic tree, which are subsequently recruited following activation of
the cell (Rook et al., 2000). A second extension concerns candidate signaling mechanisms
for releasing cargo at synaptic sites. For example, it would be interesting to explore how
variations in ATP concentration interact with the motor transport of mitochondria, which
themselves regulate ATP concentration. It has been found that active transport maintains
a uniform distribution of mitochondria in axons such that mitochondria with a greater
membrane potential undergo anterograde transport, whereas those with a low membrane
potential undergo retrograde transport (Miller and Sheetz, 2004). Other possible signaling
molecules include microtubule associated proteins (MAPs) and calcium (Goldstein et al.,
2008).Athirdextensionwouldbetodevelopapopulation-levelmodelofthetransportand
delivery of cargo to multiple targets and the resulting competition for resources. Incorpo-
rating both global and local signaling mechanisms from synaptic targets would then allow
us to explore the role of motor transport in synaptic plasticity (Bramham and Wells, 2007;
Puthasnveettil et al., 2008) and synaptogenesis (Waites et al., 2005), for example. Finally,
it would be interesting to consider other factors that could constrain the “optimality” of
the search process. One obvious example is metabolic cost, since it is likely that the fast
ballistic state will be more energetically demanding than the slow search state. This is
also likely to constrain how many motor–cargo complexes are produced during activation
of a cell.
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