Abstract-In this second part of our two-part paper, we consider the capacity analysis for wireless mobile systems with multiple-antenna architectures. We apply the results of the first part to a commonly known baseband, discrete-time multiple-antenna system where both the transmitter and receiver know the channel's statistical law. We analyze the capacity for additive white Gaussian noise (AWGN) channels, fading channels with full channel state information (CSI) at the receiver, fading channels with no CSI, and fading channels with partial CSI at the receiver. For each type of channels, we study the capacity value as well as issues such as the existence, uniqueness, and characterization of the capacity-achieving measures for different types of moment constraints. The results are applicable to both Rayleigh and Rician fading channels in the presence of arbitrary line-of-sight and correlation profiles.
Capacity Analysis for Continuous Alphabet Channels
With Side Information, Part II: MIMO Channels scenarios could be quite different. For example, if full CSI is available at both the transmitter and the receiver, then the capacity-achieving input distribution is Gaussian, and the optimal encoder employs a power adaptation algorithm (water pouring) [1] - [4] . In contrast, in the presence of full CSI at just the receiver, the capacity-achieving input distribution is Gaussian [5] , [6] , but the encoder uses the same average power over all time instances. This scenario is well investigated for multiple-antenna channels in the presence of independent and identically distributed (i.i.d.) Rayleigh fading [7] , [8] , and recent interests in this area include determining the capacity and the capacityachieving measures in the presence of arbitrary correlation and line-of-site fading components [9] - [14] . Unlike these scenarios, the capacity and capacity-achieving distributions for fading channels in the absence of CSI, such as applications where the fading changes rapidly, are generally unknown even for the case of single-input single-output (SISO) channels. For multiple-input multiple-output (MIMO) channels with no CSI, Hochwald and Marzetta [15] have addressed the capacity problem for Rayleigh channels under certain assumptions on the signal-to-noise ratio (SNR) regime and on the ratio of the number of transmitters to the coherence time of the channels. For SISO channels, [16] and [17] were pioneering rigorous results in this area that addressed the characterization of the capacity-achieving input distribution (subject to an average power constraint) for Rayleigh channels. Unlike Rayleigh channels, the capacity and capacity-achieving input distributions for Rician channels in the absence of CSI are barely touched. For low SNR, [18] showed that the capacity-achieving input distribution (subject to second-and fourth-moment constraints) is discrete. Asymptotic upper and lower bounds for the capacity of fading channels are derived in [19] , subject to a maximum-power constraint. More relevant results can be found in [20] - [26] .
In this part, we use the results of Part I and study the capacity problem of MIMO channels in a unified manner, irrespective of the type of fading, the correlation profile, and the amount of available knowledge about the CSI at the receiver. More precisely, we study the capacity problem for additive white Gaussian noise (AWGN) channels, fading channels with full CSI at the receiver, fading channels with no CSI, and fading channels with partial CSI at the receiver. For each type of channels, we investigate its capacity as well as issues such as the existence, uniqueness, and characterization of the capacity-achieving measures of multiple-antenna channels subject to different types of input moment constraints. Since, we study the behavior of the capacity-achieving distribution with respect to different types of moment constraints, we do 0018-9448/$20.00 © 2005 IEEE not apply any peak-power constraint to the input set. Since in that case all the moments would be finite. However, the reader who is interested in MIMO channels with maximum power constraint can use an additional cost function as introduced at the end of Section III-A of Part I to investigate scenarios that are independently addressed in [24] .
The organization of this paper and a summary of our contributions are as follows. In Section II, we introduce the multiple-antenna system setup. In Section III, we address the capacity analysis for AWGN channels. Let and denote the number of transmit and receive antennas, respectively, and let and denote the input and output alphabets of the channel. Suppose the channel realization is described by . For moment constraints of type , 1 we show that capacity-achieving measure, , exists uniquely. If , we show that the capacity-achieving measure has a bounded support with no interior point. In contrast, if , then a necessary condition for is that for sufficiently large in the column space of for some . For the case of , we also derive the capacity-achieving measure for these channels using Kuhn-Tucker conditions, where the result is the same as previously known results in [8] .
In Section IV, we address the capacity analysis of MIMO fading channels with full CSI at the receiver for Rayleigh or Rician channels with arbitrary correlation profile. For moment constraints of type , we show that capacityachieving measure exists uniquely. If , we show that the capacity-achieving measure has a bounded support with no interior point. In contrast, if , then a necessary condition for is that for almost every channel side information for sufficiently large in the column space of and for some positive function . For , we fully characterize the capacity-achieving measure for these channels, where our results reduces to the results of [8] for the case of isotropic Rayleigh channels.
In Section V, we address the capacity analysis of MIMO fading channels with no CSI at the receiver for Rayleigh or Rician channels with arbitrary correlation profile. For moment constraints of type , we show that capacity-achieving measure exists uniquely. If , we show that the capacity-achieving measure has a bounded support with no interior point. In contrast, if , a necessary condition for the capacity-achieving measure is where denote the row space of a matrix, and is a constant. Independent investigation in this area can be found in [25] .
In Section VI, we address the capacity analysis of MIMO fading channels with partial CSI at the receiver. We consider 1 Refer to [27] for definition of -norm. a certain class of estimators where the channel side information is jointly Gaussian with the channel realization. For moment constraints of type , we show that capacityachieving measure, , exists uniquely. If , we show that the capacity-achieving measure has a bounded support with no interior point. In contrast, if , a necessary condition for the capacity-achieving measure is where denotes the row space of a matrix, denotes the state information space, denotes the minimum eigenvalue of the covariance of channel realization conditioned on , and is a positive function. Finally, Section VII states some concluding remarks along with some directions for future research.
II. GENERAL SYSTEM MODEL
We assume a wireless communication system employing transmit and receive antennas, where the baseband model of the channel is described by a discrete-time model as follows. For each pair of transmit and receive antennas , the path from transmit antenna to receive antenna is represented by a complex symbol called the path gain. Let denote an matrix with 's as its entries which is known as the channel state or channel realization. 2 Correspondingly, we denote the space of all possible states as . We assume a block channel model where in each block the channel is used times which is called the block length. In each channel use, all antennas are used simultaneously, and complex symbols are transmitted through transmit antennas. We assume the channel is governed by a linear statistical model as follows.
Let and denote the input and output alphabets, respectively. At each block , a matrix is transmitted through the transmit antennas and a matrix is received in receiver which is described by (1) where denotes the additive noise at block . We assume that the noise matrices are temporally i.i.d. complex normal entries which have zero mean and variance , i.e.,
. We assume that the channel state remains unchanged during each block, but it might change after each block. We assume that at each block, there exists an element available at the receiver that gives some information about the channel state . This enables us to consider a broad range of CSI scenarios from no CSI where and are statistically independent, to full CSI where conditioned on there is no uncertainty about . We assume that belongs to a Borel-measurable space and there exists a joint measure on and the input alphabet is statistically independent from . Note that to fully characterize the statistical properties of the channel, we need to specify the joint probability measure , however, we postpone this to later sections where we address it in different scenarios.
We assume that there exists a nonnegative continuous function and a positive value , such that for a -length block code, the codewords are chosen to satisfy . Motivated by practical scenarios, we consider , where the most common choice is (the Frobenius norm) and is the average energy per block. By the Law of Large Numbers [28, p. 325] , as grows to infinity, this is equivalent to assuming that the empirical measures of codes are obtained from a set of input probability measures which are characterized by a continuous positive function together with a real value as follows:
Note that for the choice ), 3 one can easily verify that satisfy the hypothesis of Lemma 3.1 of Part I, hence, is weak* compact. It just remains to specify the generic statistical law that governs the channel, that is to describe . For this purpose, recall that the additive white noise is a complex normal random matrix with i.i.d. components. Hence, the channel is described by the conditional measure which is absolutely continuous with respect to the Lebesgue measure, i.e.,
, with the density function
Let us define an auxiliary measure as follows:
where and are free variables and is chosen such that has a unit norm. Since (2) is nonzero, one can verify that for all and and the density function of with respect to is described by (4) III. AWGN CHANNELS
In this section, we consider a class of wireless channels where the physical medium between the transmitter and receiver remains unchanged throughout the communication. We assume that the channel is governed by a linear model as (1) and the channel state (realization) is for all blocks, where is known both at the transmitter and the receiver. Thus, we characterize the channel just by the matrix . To emphasize that a channel is Gaussian, we use a subscript " " and denote the channel by . Since is known, there is no advantage of taking . Hence, throughout this section, we assume that . In the framework of the general system model, we consider that where the probability measure on is a point mass measure (Dirac measure) [27] at that can be explained as follows. Since there is no uncertainty on the 3 Refer to [27] for the definition of -norm.
channel realization with the knowledge of at the receiver, the conditional probability measure on is a point mass measure at . Moreover, because the channel state remains unchanged, the measure on is a point mass measure at . As a result, we observe that the channel can be simply described by measure with the density function (5) For every , it can be verified that with the density function (6) As a result, we simplify the expression of the mutual information (eq. (5) of Part I) for the AWGN as (7) Note that both of the terms on the right-hand side (RHS) in (7) are finite.
A. Properties of Mutual Information
In this subsection, we address some analytical properties of the mutual information function of the Gaussian channels. This includes properties such as strict concavity and continuity of the mutual information, which are used in the capacity analysis of channels.
Recall that Proposition 3.2 of Part I addresses the strict concavity of the mutual information in general. Since the strictness property is essential to addressing the uniqueness of the capacity-achieving probability measure, simpler arguments are of interest. Using the following observation, we address this issue. This proves the continuity of over .
We define that two probability measures are equivalent over , if they induce the same output probability measure. Equivalently, two input measures are equivalent over if for all 
B. Capacity Analysis
In this subsection, we address issues on the existence, the uniqueness, and the characterization of the capacity-achieving measures for Gaussian channels.
Lemma 3.1 (Existence):
For any Gaussian channel and the set , there exists a measure that achieves the capacity of the channel . Proof: Proposition 3.2 states the weak* continuity of the mutual information over . Since is weak* compact, by Proposition 4.1 of Part I, we conclude the assertion.
Lemma 3.1 states the existence of the capacity-achieving measure over Gaussian channels. To address its uniqueness, we use an earlier result on strict concavity of mutual information, i.e., Proposition 3.1.
Lemma 3.2 (Uniqueness): For any Gaussian channel
and the set , the capacity-achieving measure is unique up to the equivalency of input measures.
Proof: Suppose there exist distinct probability measures and that achieve the capacity. By Proposition 3.1, the mutual information is strictly concave with respect to their convex combination. This means that any measure in the form achieves a higher mutual information that is a contradiction to optimality of and . Thus, and must be equivalent.
So far, in this subsection, we have shown the existence and the uniqueness of the capacity-achieving measure over AWGN channels. It remains to provide some insight to the characterization of such input measure.
Proposition 3.3:
Let for . If , the capacity-achieving measure has a bounded support with no interior point. In contrast, if , then a necessary condition for is that for sufficiently large in the column space of for some . Proof: Suppose is the optimal capacityachieving output measure. Applying the Kuhn-Tucker condition, Theorem 4.3 of Part I, to our problem, we need to find a positive value such that
Using some straightforward mathematical manipulation, this results in
The problem is now finding an output density function together with the value such that the above inequality is satisfied with equality on all in the support of the capacity-achieving measure.
Case : We note that (8) has a constant part and a part that depends on . It can be inspected that for large values of the term is a dominant term. Hence, for large values of to be in the support of , the integral term must have a growth rate of ; otherwise, the support is bounded. As a result, it suffices to study the asymptotic behavior (tail) of the density function
We have This means that . As a result, it can be verified that for , there exists no choice for the input measure so that the integral part of (8) catch up with the growth rate of for large values of . Thus, the support of the capacity-achieving input measure is bounded for . One can verify that the hypothesis of Proposition 4.3 of Part I holds for Gaussian channels. More specifically, the function is analytic on except possibly at . As a result, we deduce that cannot have any interior point.
Case
: Note that every can be uniquely decomposed as where is in the column space of and is orthogonal to the column space of . One can observe that the contribution of is on the constant terms of (8) and it does not affect our analysis on the terms that depend on . As a result, for every in the column space of , we have
Let
. Then, for every in the column space of , we deduce that Two scenarios can be considered. Either the support is bounded or it is not. For the latter case to be true, we need to have the integral term of growth rate of . Hence, it is necessary to have for sufficiently large in the column space of where is a positive real number. We remark that this necessary condition remains valid for the other case as well. Proposition 3.3 provide us intuition about the support and the possible behavior of capacity-achieving measures subject to different choices for . However, it is still not possible to obtain closed-form expressions for the the capacity-achieving measure for the general choice of . However, for the case of , it is possible to characterize the capacity-achieving measure as shown in [8] . Using the observation that among distributions with the same covariance matrix, the Gaussian distribution achieves the largest relative entropy [29] , Telatar [8] proves that the capacity-achieving input measure must have a Gaussian density function. Here, we use Kuhn-Tucker conditions, i.e., Theorem 4.3 of Part I, and provide a different approach toward characterizing the capacityachieving input measure.
Theorem 3.1:
Let . The probability measure in which achieves the capacity of the channel is absolutely continuous with respect to the Lebsegue measure with a unique (a.e.) Gaussian density function of zero mean and covariance matrix to and is selected such that . Moreover, the capacity of this channel is Proof: Suppose is the optimal capacity-achieving output measure. Applying the Kuhn-Tucker condition, Theorem 4.3 of Part I, to our problem, we need to find a positive value such that for every . Using some straightforward mathematical manipulation, this results in (9) Now, the problem is to find an output density function together with the value such that the above inequality is satisfied with equality on all in the support of the capacity-achieving measure.
Suppose is in the support of the optimizing input measure. Then, we need to have the integration in the above inequality result into a quadratic form. To obtain a quadratic form out of an integral, a straightforward option is to assume , where is a constant value and is an matrix. As a result, we shall obtain
But to solve such an equation, we can separate the constant part and the variable part to obtain (10) To satisfy the first equation of (10), we need to consider two cases. For any in the support of , it suffices to have as an eigenvector of with its corresponding eigenvalue equal to . This implies that we can take such that represents a projection matrix such that its column space denotes the set of all in the support of . For any not in the support, it suffices to have . Let denote the dimension of the space that is spanned by the vectors in support. Let denote a diagonal matrix with the first elements equal to , and the rest of them . Thus, it suffices to take such that , where denotes the pseudoinverse operator and is selected later to satisfy the above requirements. Note that is smaller or equal to the rank of , since if some is in the null space of , it cannot be in the support. Thus, is a full-rank positive-definite matrix. This implies that the density function of with respect to the Lebesgue measure is Gaussian with zero mean and covariance . But, to have such Gaussian density at the output, it suffices to have a Gaussian input with zero mean and covariance such that Thus, we need to pick and to satisfy the above requirement. By the Kuhn-Tucker condition we need to have . Since cannot be zero, we must have . As the result, it suffices to take , and to take where ceils negative eigenvalues to . It just remains to select such that . We emphasize that . Thus, to find the solution, we first pick and search for the value of . If we find the solution, we stop. Otherwise, we reduce by and repeat the procedure till we find the solution.
Picking and as explained would result in Furthermore, we would have . Thus, substituting and satisfying the equality in the second equation of (10) would result in where is chosen as explained. For the sake of convenience of presentation, let , then we can simplify the determination of to where is selected such that . The uniqueness property follows by Lemma 3.2 and the fact that that there exists no other choice for to yield to the same Gaussian density function on the output.
IV. FULL CSI AT THE RECEIVER
In mobile communications, sometimes it is possible to obtain an estimation of the channel realization at the receiver. This is specifically true in block-fading channels with a large coherence time, i.e., where there is sufficient delay between changes in channel realizations. In these systems, the transmitter assigns a portion of each block for training, where it sends some known signals to the receiver, so that the receiver obtains an estimate of the current channel realization. This process, called channel estimation, allows the receiver to obtain some information about the channel state from none to (asymptotically) full CSI.
In this section, we assume that full CSI is available at the receiver. Considering the general linear statistical model (1) , this means that the channel realization, , changes through the time but it is perfectly known at the receiver. We assume that the channel is Rayleigh or Rician faded [30] , [5] . This means that the channel realization changes in accordance of a probability measure with a Gaussian density function with respect to the Lebesgue measure. If the density function is centralized (zero mean), the fading is Rayleigh; otherwise, it is Rician. In either case, the channel statistical law is fully characterized by the line-of-sight (mean) and scattering component (covariance matrix) of the channel realization [30] , [5] .
Let denotes the vector operator that concatenates the columns of an matrix, respectively, into an vector. Thus, for every channel realization , we denote its vector form as , which is a multivariate random vector in that is characterized by the mean value and the spatial covariance matrix
To emphasize that the CSI is fully known, we use a subscript " ." As a result, we denote the channel as . Since the channel realization is known at the receiver, there exists no advantage in taking in the capacity analysis. Hence, as in the previous section, we assume . Since the channel realization is fully known at the receiver, we assume that is the space of state information and the conditional probability measure on is a point mass measure at . Since the channel is Rayleigh or Rician fading, the probability measure on , i.e., , is absolutely continuous with respect to the Lebesgue measure with the Gaussian density function (11) By definition of the auxiliary measure (3), one can inspect that for every and , where its density function is obtained from (4) as (12) For every , it can be verified that with the density function (13) As a result, the mutual information of this channel can be expressed as ( 
14)

A. Properties of Mutual Information
In this subsection, we address properties such as strict concavity and continuity of the mutual information, which are used in capacity analysis of fading channels with full CSI at the receiver.
In Proposition 3.2 of Part I, we have addressed the strict concavity of the mutual information. Since this property is essential to addressing the uniqueness of the capacity-achieving probability measure, we address a simpler condition to verify the strict concavity of the mutual information for fading channels with full CSI at the receiver. Using the following observation, we address this issue. This proves the continuity of over .
We define that two probability measures are equivalent over , if they induce the same conditional output probability measure (conditional on ). Equivalently, two input measures are equivalent over if for all such that is in the support of . Note that for full-rank , all are in the support of . (3) and (11),
Proposition 4.1 (Strict Concavity
. This implies that the set complies the requirements of Proposition 3.2 of Part I. Thus, the mutual information function of a full CSI channel is strictly concave with respect to the convex combination of and if and only if there exists such that .
Another important property of the mutual information in capacity analysis is its weak* continuity, which is stated as follows. 
Proposition 4.2 (Continuity):
B. Capacity Analysis
In this subsection, we address issues on the existence, the uniqueness, and the characterization of the capacity-achieving measure for fading channels with full CSI at the receiver.
Lemma 4.1 (Existence): For any channel and the set of input measures
, there exists a measure that achieves the capacity of . Proof: By Proposition 4.2, the mutual information is continuous over . Since is weak* compact, the existence is guaranteed by Proposition 4.1 of Part I.
One immediate result of our arguments on strict concavity of mutual information, Proposition 4.1, is on the uniqueness of the capacity-achieving measure, as shown below.
Lemma 4.2 (Uniqueness):
For any fading channel and the set of input measures , the capacity-achieving measure is unique up to the equivalency of input measures.
Proof: The proof is similar to the proof of Lemma 4.2.
We remark that using Lemma 3.2 with some simple intuitive arguments, one can justify that the capacity-achieving input measure is symmetric.
So far, in this section, we have addressed issues on the existence and the uniqueness of the capacity-achieving measure over fading channels with full CSI at the receiver. It remains to provide some insight to the characterization of the capacityachieving measure.
Proposition 4.3:
Let for . If , the capacity-achieving measure has a bounded support with no interior point. In contrast, if , then a necessary condition for is that for almost every for sufficiently large in the column space of and for some positive function . Proof: Let denote the optimal conditional capacity-achieving output measure. Applying the Kuhn-Tucker condition, Theorem 4.3 of Part I, to our problem, we need to find a positive value such that
It can be inspected that for large values of the term is a dominant term. Hence, the integral term must have a growth rate equal or smaller than . As a result, it suffices to study the asymptotic behavior (tail) of the density function . Suppose and are fixed and is in the column space of . Let . Similarly to the proof of Proposition (3.3), we can deduce that for in the column space of Now, let consider this together with (15) . It can be verified that for , there exists no choice for the input measure to catch up with the growth rate of for large values of . This implies that the support of the input measure is bounded for . One can verify that the hypothesis of Proposition 4.3 of Part I holds for fading channels with full CSI. More specifically, the function is analytic on except possibly at . As a result, we deduce that cannot have any interior point. On the other hand, for , a necessary condition for the input measure is for sufficiently large in the column space of where .
The capacity-achieving measures for the general choice of are not known. However, for the case that , this problem was first addressed in [8] and solved for i.i.d Rayleigh distribution. Telatar [8] showed that the capacity-achieving input distribution is an isotropic Gaussian distribution. Foschini [7] has also shown similar results.
Here, we want to address the capacity of the channel in the presence of arbitrary correlation and line-of-sight components. For this purpose, we use the Kuhn-Tucker condition, Theorem 4.3 of Part I.
Theorem 4.1: Let
. The probability measure in that achieves the capacity of the channel is absolutely continuous with respect to the Lebsegue measure with a unique (a.e.) Gaussian density function of zero mean and covariance matrix that satisfies where the equality occurs if and only if is in the support of capacity-achieving measure and is selected to satisfy . Moreover, the capacity of this channel is Proof: Suppose is the optimal capacity-achieving output measure. Applying the Kuhn-Tucker condition, Theorem 4.3 of Part I, to our problem, we need to find a positive value such that
Suppose be in the support of the optimizing input measure. Then, we need to have the integration in the preceding inequality result in a quadratic form. To obtain a quadratic form out of an integral, a straightforward option is to assume , where is a function and is a mapping from to the . As a result, we will obtain To solve such an equation, we can separate the constant part and the variable part to obtain (16) at the bottom of the page. To satisfy the first equation of (16) . This implies that we should select such that the maximal eigenvalues of (that correspond to the support of ) be and the rest of its eigenvalues be less than . One immediate approach to select is to assume that the input measure is a centralized multivariate normal with covariance . As a result, this implies that . Therefore, it remains just to pick a semipositive-definite matrix such that have our desired structure. That is, we need to find such that in consideration of other constraints raising from (16) . It can be inspected that such choice for exists and depends on the value of . By the Kuhn-Tucker condition, we need to have . Since cannot be zero, we need to find such that . For convenience in presentation, let us define . Now, multiplying the preceding equation from left by and right by , and taking the expectation with respect to , one can verify that we obtain the equality (17) Hence, we have Substituting in (16) , we obtain In consideration of (17), we would obtain The uniqueness property follows by from Lemma 4.2 and the fact that there exists no other input measure than can induce the same conditional output measure with Gaussian density function.
Note that Theorem 4.1 characterizes the capacity-achieving measure for any Rician MIMO channel with full CSI at the receiver. In general, a closed-form solution for is not obtainable from Theorem 4.1, and should be found through exhaustive computer search. However, for special cases of channels, one may use some novel approaches to solve the conditions in Theorem 4.1. As an example, consider the following corollary.
Corollary 4.1:
If is an i.i.d. Rayleigh channel, i.e., and , then the capacity-achieving measure has an isotropic Gaussian density function with zero mean and covariance matrix .
(16)
Proof: Suppose is the covariance matrix that satisfies the condition in Theorem 4.1. Let be an unitary matrix. Since is invariant under the operation of , it can be inspected that is also a right candidate. By uniqueness of the capacity-achieving measure, we deduce that for every unitary matrix . This implies that for some . Since , we deduce that .
Recall that this is the same result as given in [8] for Rayleigh channels. One can verify that if is not singular, then for large signal-to-noise ratio (SNR), i.e., , the covariance matrix would be very close to . Hence, for large SNR, an input measure with isotropic Gaussian distribution is near optimal. Relevant work can be found in [9] , [31] , and [32] .
V. NO CSI AT THE RECEIVER
In some applications, the system setup does not allow any estimation of the channel realization at the receiver. This is specifically true in fast fading channels, where there is no sufficient delay available between changes in the channel realization.
In this section, we consider Rayleigh or Rician fading channels where no CSI is available at the receiver. Regarding the general linear statistical model as (1) , this means that the channel realization changes through time in accordance with a Gaussian probability density function, but the realization is not known at the receiver. As in the previous section, we characterize these channels with the mean value and the covariance matrix of the fading. To emphasize that CSI is not known, we use a subscript " ," and denote the channel as . Since we assumed that no CSI is available at the receiver, the space of side information is statistically independent from . In the framework of the generic system model (Section III), this is equivalent to assuming that an arbitrary Borel measurable space with an arbitrary measure on it such that for every given , the conditional probability measure on has a Gaussian density function characterized by and . Since the measure is not dependent on , we drop indexing by and simply use instead.
Since the channel realization is not known at the receiver, the size of block length is important in capacity analysis of these channels. Hence, we assume for a general . By definition of the auxiliary measure (3), one can inspect that for every with the density function (obtained from (4)) (18) where For every , let
denote the output density function. The mutual information of this channel is expressed as (20) One should note that the maximum of (20) should be divided by to determine the capacity per channel use.
A. Properties of Mutual Information
In this subsection, we address properties such as strict concavity and continuity of the mutual information for fading channels with no CSI at the receiver.
Propositions 3.2 of Part I addressed the strict concavity of the mutual information in general. Since the strictness property is essential to addressing the uniqueness of the capacity-achieving probability measure, we address a simpler condition for the case of fading channels with no CSI at the receiver.
Observation 5.1: For every
is continuous and nonzero over .
Proof: By (18), the continuity and positiveness of is obvious. The positiveness of implies the positiveness of . To prove the continuity, suppose that in the Euclidean norm. Then
By DCT
This proves the continuity of over .
We define that two probability measures are equivalent over if they induce the same output probability measure. Equivalently, two input measures are equivalent over if for all .
Proposition 5.1 (Strict Concavity):
The mutual information of channel is strictly concave with respect to the convex combination of two input measures and , unless they are equivalent.
Proof: By Observation 5.1, if there exists such that then there exists a neighborhood of with that property. Then, by definition of (3), . This implies that the set complies the requirements of Proposition 3.2 of Part I. Thus, the mutual information of a no CSI channel is strictly concave with respect to the convex combination of and if and only if there exists such that . By definition of equivalency of measures over , we deduce the assertion.
In the following, we state and prove another important property of mutual information, weak* continuity, which will be used later in the capacity analysis of fading channels with no CSI.
Proposition 5.2 (Continuity):
The mutual information of any fading channel is weak* continuous over . Proof: It suffices to check if the hypothesis of Theorem 3.2 of Part I is satisfied. We prove the theorem for , and the proof for other choices of is also similar. To prove hypothesis (a) of Theorem 3.2 of Part I, we proceed as the proof of Proposition 3.2. For every , let Let for sufficiently large , it can be observed that . Let
It can be inspected that . We also note that or sufficiently large Let also define Thus, for sufficiently large . Noting that , let us define . In a similar discussion as in the proof of Proposition 4.2, we can deduce that If we take the of both sides, the second term of the RHS is a finite value. Now, applying to both sides, we observe that as . Hence, This implies that the hypothesis (a) of Theorem 3.2 of Part I holds. To verify that the hypothesis (b) holds, the proof is by Chebychev's inequality which is essentially similar to the proof of Proposition 4.2. Thus, both hypotheses of Theorem 3.2 of Part I hold, so the mutual information is weak* continuous.
B. Capacity Analysis
In this subsection, we address issues on the existence, the uniqueness, and the characterization of the capacity-achieving measures for fading channels with no CSI at the receiver.
Lemma 5.1 (Existence): For any channel
, there exists a measure that achieves the capacity of over . Proof: Proposition 5.2 states the weak* continuity of the mutual information over . Since is weak* compact, by Proposition 4.1 of Part I, we conclude the assertion.
Lemma 5.1 states the existence of the capacity-achieving measure over fading channels with no CSI. One immediate result of our arguments on strict concavity of mutual information, Proposition 5.1, is on the uniqueness of the capacity-achieving measure, as shown in the following.
Lemma 5.2 (Uniqueness): For any channel
, the capacity-achieving measure over is unique up to the equivalency of input measures.
Proof: The proof is essentially the same as the proof of Lemma 3.2.
So far, in this section, we have shown the existence and uniqueness of the capacity-achieving measure over fading channels with no CSI at the receiver. It remains to provide some insight to the characterization of such input measure.
Proposition 5.3:
Suppose for . If , the capacity-achieving measure has a bounded support with no interior point. In contrast, if , a necessary condition for the capacity-achieving measure is where denote the row space of a matrix, and is a constant.
Proof: Suppose is the optimal capacity-achieving output measure. Applying the Kuhn-Tucker condition, Theorem 4.3 of Part I, to our problem, we need to find a positive value such that
We note that with density function where is defined as in (18) . Using some straightforward mathematical manipulation, we obtain (21) Now, the problem is to find an output density function together with the value such that the above inequality is satisfied with equality on all in the support of the capacityachieving measure. Unfortunately, because of the inherent difficulties in this expression, it is not possible to find an analytic solution for the output density function. However, through some asymptotic analysis discussion we can obtain some intuition on characterization of the support of the capacity-achieving measure as follows.
Case : It can be inspected that for large values of , the term is a dominant term. Hence, the integral term must have a growth rate of ; otherwise, the support of the capacity-achieving measure is bounded. Thus, it suffices to study the asymptotic (tail) behavior of the density function . For every fixed , we have This means that . As a result, it can be verified that for , there exists no choice for the input measure so that the integral part of (21) catch up with the growth rate of for large values of . Thus, the support of the capacity-achieving input measure is bounded for . To use Proposition 4.3 of Part I, one can verify that is analytic over except the zero set of some polynomials, say . Since the zero set of polynomials are closed sets including boundary points [33] , the set is a connected set. Because of the existence of in (21) (21) is behaving as . Thus, a necessary condition for the capacity achieving-measure is .
We remark that (21) in Proposition 5.3 provides the necessary and sufficient condition for the capacity-achieving measure for Rician and Rayleigh channels (with full-rank covariance matrix) subject to any moment constraint of order . However, it is still not possible to solve (21) to find the capacity-achieving measure for the general choice of , and this problem remains open for future investigations. For the case that , this problem has been addressed to some extent for Rayleigh channels in [15] , [17] , and [26] . For the case of SISO Rayleigh channels, it has been shown [17] that the capacity-achieving distribution has a finite number of mass points. Also, for the MIMO channel with isotropic Rayleigh distribution, the authors of [15] have conjectured that the support of the capacity-achieving measure is in the form of concentric spheres around the origin with no interior point. More results can be found in [34] , [25] .
VI. PARTIAL CSI AT THE RECEIVER
In some fading channels, the system setup allows estimation of the channel at the receiver to some extent. In such cases, we assume that the CSI is partially available at the receiver. Thus, in consideration of the general system model (1), we assume that the channel realization is partially known at the receiver. We assume that the channel realization is governed by a Gaussian distribution characterized by and (full-rank), as before. The CSI is assumed to be available at the receiver in the form of elements from an locally compact Hausdorff (LCH) Borel-measurable space , where each value is an estimation for the channel realization . We assume that is associated with a measure which has a joint Gaussian density function. That is, for every , the measure has a Gaussian density function characterized by where (and ) denotes cross-covariance of and , and and are mean and covariance of the a Gaussian density function of the probability measure on . To emphasize that the CSI is partially known, we use a subscript " ," we denote the channel as . To avoid extra difficulties, we assume that is full-rank for all . Since the CSI is not fully known at the receiver, the size of block length is important in capacity analysis. Hence, we assume . Note that with a density function (obtained from (4)) (22) where . For every input measure , we have with a density function (23) As a result, the mutual information of this channel is expressed as (24) Note that the capacity per channel use is obtained by dividing the maximum of (24) by .
A. Properties of Mutual Information
In Proposition 3.2 of Part I, we addressed the strict concavity of the mutual information in general. Since the strictness property is essential to addressing the uniqueness of the capacityachieving probability measure, here, we address a simpler condition to verify this property of the mutual information function for fading channels with partial CSI at the receiver. This proves the continuity of over .
We say two probability measures are equivalent over if they induce the same conditional output probability measure (conditional on ). Equivalently, two input measures are equivalent over if for all such that is in the support of . 
B. Capacity Analysis
In this subsection, we address issues on the existence, the uniqueness, and the characterization of the capacity-achieving measures for fading channels with partial CSI at the receiver. So far, in this section, we have shown the existence and the uniqueness of the capacity-achieving measure over fading channels with partial CSI at the receiver. It remains to provide some insight to the characterization of such input measure.
Proposition 6.3:
Suppose for . If , the capacity-achieving measure has a bounded support with no interior point. In contrast, if , a necessary condition for the capacity-achieving measure is where denotes the row space of a matrix, denotes the minimum eigenvalue of , and is a positive function.
We note that with density function where is defined as in (22) . Using some straightforward mathematical manipulation, we obtain (25) Now, the problem is to find an output density function together with the value such that the above inequality is satisfied with equality on all in the support of the capacityachieving measure. Unfortunately, because of the inherent difficulties in this expression, it is not possible to find an analytic solution for the output density function. However, through some asymptotic analysis discussion we can obtain some intuition on the characterization of the support of the capacity-achieving measure as follows.
Case : It can be inspected that for large values of , the term is a dominant term. Hence, the first integral term in (25) must have a growth rate of ; otherwise, the support of the capacity-achieving measure is bounded. Thus, it suffices to study the asymptotic (tail) behavior of the density function . For every fixed , we have This means that . As a result, it can be verified that for , there exists no choice for the input measure so that the growth rate of the first integral of (25) (25) is behaving as . Thus, a necessary condition for the capacity-achieving measure is . This concludes the assertion.
We remark that (25) in Proposition 6.3 provides necessary and sufficient conditions for the capacity-achieving measure of Rician or Rayleigh channels (with full-rank covariance matrix) subject to any moment constraint . However, it is still not possible to solve (25) and determine the capacity-achieving measures. Hence, this problem remains open for future investigation.
VII. CONCLUSION
In this part, we addressed a unified approach toward capacity analysis of multiple-antenna channels. We used the results of the Part I to analyze the capacity of multiple-antenna channels in a unified manner, irrespective of the type of fading, amount of correlation, and the amount of available knowledge about the CSI at the receiver. We studied the mutual information function and some of its analytical properties such as strict concavity and continuity for AWGN channels, fading channels with full CSI at the receiver, fading channels with no CSI, and fading channels with partial CSI at the receiver. Then, for each type of channels, we studied the capacity value as well as issues such as the existence, uniqueness, and characterization of the capacityachieving measures.
For channels with no CSI or partial CSI at the receiver, we provided necessary and sufficient conditions for characterization of the capacity-achieving measures and used asymptotic analysis to characterize the tail behavior of these measures. However, a closed-form expression or full characterization of these measures remain open for future investigations. As a direction for future research, one might consider the problem of characterization of the capacity-achieving measure for channels with no CSI or partial CSI at the receiver.
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