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Abstract
It is well known that the clique-width of chordal gem-free graphs (also known as ptolemaic graphs), as a subclass of distance-
hereditary graphs, is at most 3. Hereby, the gem consists of a P4 plus a vertex being completely adjacent to the P4, and the
co-gem is its complement graph. On the other hand, unit interval graphs being another important subclass of chordal graphs, have
unbounded clique-width. In this note, we show that, based on certain tree structure and module properties, chordal co-gem-free
graphs have clique-width at most eight. By a structure result for (P5,gem)-free graphs, this implies bounded clique-width for
this class as well. Moreover, known results on unbounded clique-width of certain grids and of split graphs imply that the gem
and the co-gem are the only one-vertex P4 extension H such that chordal H-free graphs have bounded clique-width.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Recently, the notion of clique-width of a graph attracted much attention. This concept was introduced in connection with
graph grammars by Courcelle et al., in [11], and it is closely related to modular decomposition. In [12], Courcelle et al., have
shown that every graph problem deﬁnable in LinEMSOL(1,L) (a variant of Monadic second-order logic) is linear-time solvable
on graph classes with bounded clique-width if a k-expression describing the input graph is given.Vertex cover, maximumweight
stable set (MWS), maximum (weight) clique, steiner tree and domination are examples of LinEMSOL(1,L) deﬁnable problems.
It was shown in [17] that unit interval graphs and thus chordal graphs have unbounded clique-width. On the other hand,
chordal gem-free graphs as a subclass of distance-hereditary graphs have clique-width at most 3—see [17].
In this note, we show that, based on a certain tree structure, chordal co-gem-free graphs have bounded clique-width. Moreover,
the gem and the co-gem are the only one-vertex P4 extension H such that chordal H-free graphs have bounded clique-width.
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(1)  co-gem (2)  P5 (3)  chair (fork)
(4) co-P (co-banner) (5)  P (banner) (6)  C5
(7)  bull (8)  kite (co-chair, co-fork) (9)  house (co-P5)
(10)  gem
Fig. 1. All one-vertex extensions of a P4.
2. Basic notions and preliminary results
2.1. Some basic graph notions
Let G= (V ,E) be a ﬁnite undirected graph, and let |V | = n and |E| =m. Let N(v) := {u : u ∈ V, u = v, uv ∈ E} denote
the open neighborhood of v andN [v] := N(v)∪ {v} the closed neighborhood of v. For U ⊆ V letG[U ] denote the subgraph of
G induced by U. Throughout this note, all subgraph containments are understood as induced subgraph containments. If a vertex
not in U is adjacent to exactly k vertices in U then it is called k-vertex with respect to U.
A vertex set U ⊆ V is a clique in G if the vertices in U are pairwise adjacent. The complement graph G = (V ,E) of G is
deﬁned by E = {uv : u, v ∈ V, u = v and uv /∈E}.G is also denoted by co-G. A vertex set U ⊆ V is stable (independent) in G
if U is a clique in G.
For k1, let Pk denote a chordless path with k vertices and k− 1 edges, and for k3, let Ck denote a chordless cycle with k
vertices and k edges. A hole is a Ck for k5.
Fig. 1 describes all possible P4 extensions by one vertex. LetF denote a set of graphs. A graph G isF-free if none of its
induced subgraphs is inF.
For disjoint vertex sets X and Y, the join (co-join) operation between X and Y creates edges (non-edges) between all vertex
pairs x ∈ X and y ∈ Y . Thus, X and Y have a join if for all x ∈ X, y ∈ Y , xy ∈ E, and X and Y have a co-join if for all x ∈ X,
y ∈ Y , xy /∈E.
A vertex set M ⊆ V is a module in G if for all vertices x ∈ V \M , x has either a join or a co-join to M. The trivial modules
of G are ∅, V and the one-elementary vertex sets. A homogeneous set in G is a nontrivial module in G. A graph containing no
homogeneous set is called prime. Note that the smallest prime graph with at least three vertices is the P4.
A homogeneous setM ismaximal if no other homogeneous set properly containsM. It is well known that in a connected graph
G= (V ,E) with connected complementG, the maximal homogeneous sets are pairwise disjoint (see e.g. [21]). This fact leads
to the uniquely determined modular decomposition tree since every vertex of G is contained in a uniquely determined maximal
homogeneous set if there is any such set containing the vertex. The leaves of the tree are the vertices of G, and the internal nodes
of the tree are either join or co-join operations or prime nodes representing a prime subgraph (see e.g. [21]) obtained in the
following way: The graph G∗ obtained from graph G by contracting every maximal homogeneous set of G to a single vertex is
called the characteristic graph of G. It is well known that if G is connected and co-connected then G∗ is prime.
The modular decomposition tree is of basic importance for many algorithmic applications: Sidney and Steiner [24] used it
to construct optimal schedules using dynamic programming, Bodlaender and Rotics [3] to solve treewidth and minimum ﬁll-in
problems for certain graph classes,McConnell and Spinrad [21] to produce a fast algorithm for recognizing comparability graphs.
See also [22] for more examples. Linear time algorithms are given in [14,15,21] for determining the modular decomposition tree
of an input graph.
A graph is a cograph if in its modular decomposition tree, all internal nodes are join or co-join nodes i.e. the graph can be
recursively constructed from single vertices by a sequence of join and co-join operations.
Cographs are exactly the P4-free graphs, and their modular decomposition trees were called cotrees. The cotree representation
allows to solve various NP-hard problems in linear time when restricted to cographs, among them the problems maximum
(weighted) stable set, maximum (weighted) clique, minimum ﬁll-in [8], pathwidth and treewidth [2].
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In [9], a linear time recognition of P4-free graphs was given (which was part of the linear time algorithms for determining the
modular decomposition tree in [21,14]). See [7–9] for more information and [5] for a survey on this graph class and others.
2.2. The notion of clique-width
Clique-width is based on the following operations on vertex-labeled graphs:
(i) create a single vertex v with integer label  (denoted by (v));
(ii) disjoint union of two graphs (i.e. co-join) (denoted by ⊕);
(iii) join between all vertices with label i and all vertices with label j for i = j (denoted by i,j );
(iv) relabeling all vertices with label i by label j (denoted by i→j ).
A k-expression of a graph G describes a sequence of operations (i)–(iv) generating G and using at most k pairwise different
labels.
Deﬁnition 1 (Courcelle et al. [11]). The clique-width cwd(G) of a graphG is theminimumnumber of labelswhich are necessary
to generate G by using the operations (i)–(iv).
For example, the cycleC5 with vertices a, b, c, d, e and edges ab, bc, cd, de, ea can be generated by a 3-expression as follows:
1,3(3(a)⊕ (3→2(2,3(1,3(1(b)⊕ 3(c))⊕ 1,2(1(e)⊕ 2(d)))))).
Thus, the clique-width of this graph is at most 3. It is easy to see that cographs are exactly the graphs of clique-width at most 2
(Hence, the clique-width of a C5 is exactly 3.)
A connection of clique-width to logical deﬁnability of graph problems is described in [12]. Roughly speaking,
• MSOL(1) is Monadic second-order logic with quantiﬁcation over subsets of vertices but not of edges;
• MSOL(1,L) is the extension of MSOL(1) with the addition of labels added to the vertices;
• LinEMSOL(1,L) is the extension of MSOL(1,L) which allows to search for sets of vertices which are optimal with respect
to some linear evaluation functions.
In [12], a list of LinEMSOL(1,L) deﬁnable problems is given. Vertex cover, maximum weight stable set, maximum weight
clique, steiner tree and minimum dominating set are among these problems.
Theorem 1 (Courcelle et al. [12]). Let C be a class of graphs of clique-width at most k such that there is an O(f (|E|, |V |))
algorithm, which for each graph G in C, constructs a k-expression deﬁning it. Then for every LinEMSOL(1,L) problem on
C, there is an algorithm solving this problem in time O(f (|E|, |V |)).
In particular, if there is a polynomial time algorithm for constructing a k-expression deﬁning graphs in C, then there is an
algorithm solving LinEMSOL1,L deﬁnable problems for these graphs having the same polynomial time bound. Examples for
graph classes of bounded clique-width are cographs, distance-hereditary graphs [17], bipartite chain graphs, co-matched bipartite
graphs (see below), graphs with “few” P ′4s [13] and any class of graphs of treewidth at most k [13,10]. As we will see in this
paper, chordal co-gem-free graphs and (P5,gem)-free graphs have bounded clique-width as well.
In view of Theorem 1, the recognition problem of graphs of clique-width at most k becomes important: Given a graph G
and an integer k, is cwd(G)k? As already mentioned, graphs of clique-width at most 2 are exactly cographs, hence easy to
recognize. In [6], a O(n2m) algorithm is presented to recognize graphs of clique-width at most 3. The complexity status of this
problem is still open, even for ﬁxed k4.
Proposition 1 (Courcelle and Olariu [13]). The clique-width cwd(G) of a graph G is the maximum of the clique-width of its
prime induced subgraphs. The clique-width of G is at most 2cwd(G).
• A bipartite graph B = (X, Y,E) is a chain graph [26] if for all vertices from X(Y), their neighborhoods in Y(X) are linearly
ordered. Note that B is prime if and only if |X| = |Y | and for all vertices from X(Y), their neighborhoods in Y(X) have size
1, 2, . . . , |Y | (1, 2, . . . , |X|) then these graphs are prime.
• G is a co-bipartite chain graph if it is the complement of a bipartite chain graph.
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• A graph is matched co-bipartite if its vertex set is partitionable into two cliques C1, C2 with |C1| = |C2| or |C1| = |C2| − 1
such that the edges between C1 and C2 form a matching and at most one vertex in C1 and C2 is not covered by the matching.
• A graph is co-matched bipartite if it is the complement of a matched co-bipartite graph.
It is easy to see that the clique-width of bipartite and co-bipartite chain graphs as well as of matched co-bipartite and co-
matched bipartite graphs is at most 4. As an example, we describe how a prime bipartite chain graph with vertices x1, . . . , xn,
y1, . . . , yn and N(x1) ⊂ N(x2) ⊂ · · · ⊂ N(xn), N(yn) ⊂ N(yn−1) ⊂ · · · ⊂ N(y1) can be constructed with a 4-expression:
3,2(3,4(3(xn)⊕ 4(yn)⊕ · · · ⊕ (3→1(4→2(3,2(3,4(3(x2)⊕ 4(y2))⊕ 1,2(1(x1)⊕ 2(y1))))))).
Prime co-bipartite chain graphs can be similarly generated.
Distance-hereditary graphs are exactly the (house, hole, domino, gem)-free graphs—see [1,5,18] (hereby, the domino is a P5
plus an additional vertex being adjacent to the central vertex and the two end-vertices of the P5).
In [17], Golumbic and Rotics have shown that the clique-width of distance-hereditary graphs is at most 3. An important
subclass of distance-hereditary graphs are the ptolemaic graphs [19] being the chordal gem-free graphs.
3. Structure and clique-width of chordal co-gem-free graphs
A graph is chordal if it is Ck-free for k4. See e.g. [5,16] for properties of chordal graphs and the important subclass of
interval graphs. A vertex v is simplicial if its neighborhood N(v) is a clique. It is well known that every chordal graph has a
simplicial vertex (and such a vertex can be found in linear time [23,25]).
Obviously, the following holds:
Proposition 2. If G is chordal co-gem-free then every simplicial vertex v deﬁnes a partition into a clique N [v] and a (chordal,
i.e. C4-free) cograph G(V \N [v]).
Switching to the complement class, we are dealing with co-chordal gem-free graphs. In such a graph, every co-simplicial
vertex v deﬁnes a partition of the vertex set into a stable set A of the nonneighbors of v and a cograph B of the neighbors of v. We
are going to show that such graphs have simple tree structure and certain module properties implying bounded clique-width.
From now on, let G be a prime (2K2, C5, gem)-free graph having a partition into a stable set A = {a0, a1, . . . , aq } and a
cograph B such that a0 is adjacent to all vertices in B (Note that co-chordal graphs are (2K2, C5)-free.) We say that sets X,Y do
not overlap if either X ∩ Y = ∅ or X ⊂ Y or Y ⊂ X holds.
Lemma 1. Neighborhoods of A-vertices do not overlap.
Proof. Assume to the contrary that for some a, a′ ∈ A, N(a) ∩ N(a′) = ∅ and neither N(a) ⊆ N(a′) nor N(a′) ⊆ N(a).
(Note that in this case, both a, a′ are different from a0.) Then for b ∈ N(a) ∩N(a′), x ∈ N(a)\N(a′), y ∈ N(a′)\N(a), since
ax, a′y is no 2K2, xy ∈ E holds, and since baxya′ is no C5, bx ∈ E or by ∈ E holds. If bx ∈ E and by /∈E then ya0bax is a
gem-contradiction, and similarly for bx /∈E and by ∈ E. If bx ∈ E and by ∈ E then axya′b is a gem-contradiction. 
According to Lemma 1, set inclusion deﬁnes an inclusion tree T of the neighborhoods of A-vertices where N(a0) is the root
node of T and for any other node N(ai), i ∈ {1, . . . , q}, its father node is the smallest N(aj ) such that N(ai) ⊂ N(aj ).
Clearly, if N(ak) is neither an ancestor nor a successor of N(ai) then N(ak) ∩N(ai)= ∅. In particular, for k = , if N(aik )
and N(ai ) are sons of N(ai) then N(aik ) ∩N(ai )= ∅.
Note that as G is a prime graph, neighborhood inclusions of A-vertices are proper. Let Bi := N(ai) for i ∈ {0, . . . , q}.
Lemma 2. Let r, s ∈ {1, . . . , q}, r = s such that N(ar ) ∩ N(as)= ∅. Then each vertex of N(ar ) is adjacent to each vertex of
N(as).
Proof. Otherwise, for any two nonadjacent vertices x ∈ N(ar ) and y ∈ N(as), {x, ar , y, as} induces a 2K2. 
From now on, let j ∈ {0, . . . , q} and i ∈ {1, . . . , q} such that N(ai) ⊂ N(aj ). Moreover, let
D
j
i
:= {d ∈ Bj \Bi : there are vertices in Bi that are distinguished by d}.
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Note that, forBk ⊂ Bj andBi ⊂ Bj : IfBk ⊂ Bi orBi ⊂ Bk thenDjk ∩Dji = ∅ is possible but ifBk ∩Bi=∅ thenDjk ∩Dji =∅
as we will see later in Lemma 6.
Lemma 3. Let d be an arbitrary vertex of Dj
i
.
(a) The set of nonneighbors of d in Bi has a co-join to the set of neighbors of d in Bi .
(b) The set of nonneighbors of d in Bi is stable.
(c) If Bi is not stable then every vertex in the nontrivial connected component of Bi is a neighbor of d.
(d) Every pair of vertices in Dj
i
has a common neighbor and a common nonneighbor in Bi .
Proof. To (a): If there are x, y ∈ Bi with xy ∈ E and dx ∈ E, dy /∈E then {d, aj , y, ai , x} induces a gem.
To (b): If there is an edge uv ∈ N(d) ∩ Bi then, by (a), u, v, d, z would induce a 2K2 for any vertex z ∈ N(d) ∩ Bi .
To (c): LetZi be the nontrivial connected component ofBi . Assume thatZi contains a nonneighbor z of d. AsZi is connected,
z has a neighbor z′ ∈ Zi . By (b), z′ is adjacent to d, contradicting (a).
To (d): Let d = d ′ be two arbitrary vertices in Dj
i
. Assume ﬁrst that there is no common neighbor of d and d ′ in Bi i.e. each
neighbor of d in Bi is a nonneighbor of d ′ and vice versa. Let x be a neighbor of d in Bi and let y be a neighbor of d ′ in Bi (x
and y exist by deﬁnition ofDj
i
). By our assumption, xd ′ /∈E and yd /∈E. By (a), xy /∈E. Thus, {x, d, y, d ′} induces a 2K2 or a
P4 in G[Bj ]-contradiction.
Assume now that there is no common nonneighbor of d and d ′ in Bi i.e. each nonneighbor of d in Bi is a neighbor of d ′ and
vice versa. Let x be a nonneighbor of d in Bi and let y be a nonneighbor of d ′ in Bi (again, x and y exist by deﬁnition ofDji ). By
our assumption, xd ′ ∈ E and yd ∈ E. By (a), xy /∈E. Again, {x, d, y, d ′} induces a 2K2 or a P4 in G[Bj ]-contradiction. 
Lemma 4. Bi ∪Dji is a module in G[Bj ].
Proof. Let d ∈ Dj
i
distinguish x, y ∈ Bi such that dx ∈ E and dy /∈E. Then, due to Lemma 3(a), xy /∈E. Let z be a vertex in
Bj \(Bi ∪Dji ) i.e. z /∈Bi does not distinguish vertices from Bi . If z has a join to Bi then, since d, x, z, y is no P4, dz ∈ E holds
i.e. z has a join toDj
i
. If z has a co-join to Bi then, since aiy, dz is no 2K2, dz /∈E holds i.e. z has a co-join toDji . Thus, in any
case, z cannot distinguish Bi ∪Dji . 
Lemma 5. For all i ∈ {1, . . . , q} and all j ∈ {0, . . . , q}, |Dj
i
|1.
Proof. We will show that Dj
i
is a module in G. Therefore, the lemma will follow from the fact that G is prime.
Suppose that Dj
i
is not a module in G. Let z ∈ G\Dj
i
be a vertex distinguishing vertices d, d ′ ∈ Dj
i
, such that zd ∈ E and
zd ′ /∈E.
Case 1: z ∈ Bj : By Lemma 4, z must be a vertex of Bi . Let x ∈ Bi be a common neighbor of d and d ′ (x exists by Lemma
3(d)). As zd ′ /∈E, by Lemma 3(a), xz /∈E. Since Bj is a cograph, dd ′ ∈ E. Consider a common nonneighbor y ∈ Bi of d and
d ′ (y exists by Lemma 3(d)). Then {y, ai , d, d ′} induces a 2K2.
Case 2: z ∈ B0\Bj : By Lemma 3(d), there is a common neighbor x of d and d ′ in Bi ⊂ Bj . Clearly, {x, d, d ′} belongs to the
nontrivial connected component of Bj . By Lemma 3(c), z cannot distinguish d and d ′.
Case 3: z /∈B0: In this case, z= ar for some r ∈ {1, . . . , q}. As ar distinguishes Dji , Br ∩Dji = ∅. By Lemma 1, Br ⊂ Bj .
If Bi ∩Br =∅ then by Lemma 2,Dji ∩Br has a join to Bi , contradicting the deﬁnition ofDji . Thus Bi ⊂ Br or Br ⊂ Bi . Since
d ∈ Br\Bi , by Lemma 1 again, Bi ⊂ Br . Consider now a common nonneighbor y and a common neighbor x of d and d ′ in Bi
(y and x exist by Lemma 3(d)). Then {y, ai , d, d ′} induces a 2K2 if dd ′ ∈ E, or {ar , d, aj , d ′, x} induces a gem if dd ′ /∈E.
In each case we get a contradiction proving that Dj
i
is a module in G. 
From now on, by Lemma 5, in case |Dj
i
| = ∅ letDj
i
= {dj
i
} and Bi1 , . . . , Bimi be the sons of Bi in the inclusion tree T of G.
Lemma 6. For k,  ∈ {1, . . . , mi}, k = , if both Diik ,Dii = ∅ then Diik ∩Dii = ∅.
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Proof. Assume that there are indices k,  ∈ {1, . . . , mi} such that Diik ∩ Dii = ∅. Let d be the vertex of Diik ∩ Dii , x ∈ Bik
and z ∈ Bi be two nonneighbors of d and y ∈ Bi be a neighbor of d. By Lemma 2, xz, xy ∈ E. By Lemma 3(a), yz /∈E. Thus{x, z, y, d} forms a P4 in Bi , a contradiction. 
Lemma 7. Let Bi1 , Bi2 , . . . , Bimi , mi1, be the sons of Bi in T. IfD
j
i
= ∅ then exactly one of the following two cases occurs:
(a) dj
i
is adjacent to all vertices in⋃mi
k=1(Bik ∪Diik ).
(b) There exists an index k ∈ {1, . . . , mi}, mi1, such that dji distinguishes vertices of Bik . In this case, mi = 1 and Dii1 = ∅.
Moreover, N(dj
i
) ∩ Bi =N(dji ) ∩ Bi1 , and Bi\Bi1 is a stable set.
Proof. Clearly, for every k ∈ {1, . . . , mi}, mi1, dji has a neighbor in Bik since otherwise, by Lemma 3(a), for any vertex
v ∈ Bik and a neighbor w ∈ Bi\Bik of dji , {v, aik , w, dji } induces a 2K2.
Thus, either dj
i
is adjacent to all vertices in⋃mi
k=1(Bik ∪Diik ), or there exists an index k ∈ {1, . . . , mi}, mi1, such that d
j
i
distinguishes vertices of Bik .
Assume now that there exists an index k ∈ {1, . . . , mi}, mi1, and a vertex z ∈ Bik such that z /∈N(dji ).
If mi2 then by Lemma 2,
⋃mi
k=1(Bik ∪ Diik ) belongs to the nontrivial connected component of Bi . By Lemma 3(c),⋃mi
k=1(Bik ∪Diik ) ⊆ N(D
j
i
) ∩ Bi . Thus, if mi2 then z must be adjacent to dji .
Also, if mi = 1 and Dii1 = ∅ with Dii1 = {dii1 } then dii1 is in the nontrivial connected component of Bi and thus, dii1d
j
i
∈ E.
Assume that there is a vertex y ∈ Bi1 with dji y /∈E. By Lemma 3(a), y is nonadjacent to dii1 but now dii1d
j
i
, yai1 is a 2K2-
contradiction. Thus, Bi1 ∪ {dii1 } ⊆ N(D
j
i
). Again, z must be a neighbor of dj
i
.
Therefore, if such a nonneighbor z of dj
i
exists then mi = 1 and Dii1 = ∅. We show that in this case, the set of neighbors of
d
j
i
in Bi is the same as the set of neighbors of d
j
i
in Bi1 :
Assume that there exists a vertex x ∈ Bi\Bi1 adjacent to dji . Then for a nonneighbor z ∈ Bi1 of dji , xz /∈E holds by Lemma
3(a), but now dj
i
x, zai1 is a 2K2-contradiction.
Thus, vertices in Bi\Bi1 are nonneighbors of dji . By Lemma 3(b), they are a stable set which settles Lemma 7. 
For all i ∈ {1, . . . , q}, let Gi be the induced subgraph of G deﬁned by the subtree Ti of T with root Bi , i.e.,
Gi =G[Bi ∪ {ak |N(ak) ⊆ Bi}].
For i ∈ {1, . . . , q} the level hi of Bi in the inclusion tree T is deﬁned as follows:
hi :=
{
0, Bi is a leaf of T ,
max(hj + 1), Bj is a son of Bi in T ,
Now we are going to show the main result of this section:
Lemma 8. For each i ∈ {1, . . . , q} there is a 4-expression i using labels 1, 2, 3, 4 constructing Gi such that, for every j with
Bi ⊂ Bj ,
• all A-vertices in Gi get label 1,
• if Dj
i
= ∅ then all vertices in Bi get label 2, and
• if Dj
i
= ∅ then all vertices in N(dj
i
) ∩ Bi get label 3 and all vertices in Bi\N(dji ) get label 2.
Proof. By induction on the level hi of Bi in T. We are going to construct a 4-expression with the required properties using
Lemmas 4, 6 and 7. We use in the proof the following notation: For a stable set M and label , [M] denotes⊕v∈M(v), i.e.,
label all vertices in M with label .
Induction basis: hi = 0 (i.e. Bi is a leaf of T). For every j with Bi ⊂ Bj :
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If Dj
i
= ∅ then
• Create Bi with a 2-expression i using labels 2 and 3 (This is possible since Bi is a cograph.)
• Relabel vertices in Bi with label 3 into 2.
• Create ai with label 1 and the edges between ai and Bi with the join operation 1,2.
In this case we get the 4-expression
i = 1,2(1(ai)⊕ 3→2(i ))
deﬁning Gi .
If Dj
i
= ∅ then, by Lemma 5, Dj
i
consists of the vertex dj
i
.
• Create all vertices in N(dj
i
) ∩ Bi with a 2-expression i using labels 2 and 3. This is possible since Bi is a cograph.
• Relabel vertices in N(dj
i
) ∩ Bi with label 2 into 3.
• Create all vertices in Bi\N(dji ) with label 2. Note that by Lemma 3(b), Bi\N(dji ) forms a stable set.• Create ai with label 1.
• Create the edges between ai and Bi with the join operations 1,3 and 1,2.
In this way, we get the 4-expression
i = 1,3(1,2(1(ai)⊕ 2[Bi\N(dji )] ⊕ 2→3(i )))
deﬁning Gi .
Induction hypothesis: Lemma 8 holds for all Gi where Bi has level hi <h in T.
Induction step: Let Bi have level hi = h in T, and let Bi1 , Bi2 , . . . , Bimi , mi1 be the sons of Bi in T. Let j be an arbitrary
index such that Bi ⊂ Bj .
For each k ∈ {1, . . . , mi}, Bik has level hi − 1 in T. By the induction hypothesis, there exist 4-expressions ik using labels
1, 2, 3 and 4 constructingGik such that A-vertices inGik get label 1, vertices in Bik get label 2 ifD
j
ik
=∅, and if dj
ik
exists then
vertices in N(dj
ik
) ∩ Bik have label 3 and vertices in Bi\N(djik ) have label 2.
For constructing Gi , we consider two cases:
Case 1: Dj
i
= ∅.
First, for each k ∈ {1, . . . , mi}, we construct a 4-expression ∗ik constructing G[Gik ∪Diik ]:
• If Di
ik
= ∅ then ∗
ik
= 2→3(ik ).
• If Di
ik
= ∅ then
◦ Create di
ik
with label 4.
◦ Create the edges between di
ik
and N(di
ik
) ∩ Bik with the join operation 4,3.◦ Relabel all vertices in Bik ∪ {dik } into label 3:
• ∗ik = 4→3(2→3(4,3(4(diik )⊕ ik ))).
Note that after this step,
all vertices in G[Bik ∪Diik ] get label 3 and all A-vertices in Gik have label 1. (∗)
Now, we can construct Gi as follows:
• shrink all Bik ∪Diik to a vertex vik .
• Note that by Lemma 6, this is always possible. Let B∗
i
denote Bi after shrinking all Bik ∪ Diik to a vertex vik . Clearly, by
Lemma 4, B∗
i
again induces a cograph.
• Create B∗
i
with a 2-expression i using labels 2 and 4. This is always possible since B∗i is a cograph.• For each k ∈ {1, . . . , mi} and a label  ∈ {2, 4}, replace in i the (unique) subexpression (vik ) by the subexpression
3→(∗ik ). We call the resulting expression 
∗
i
. Note that for each k ∈ {1, . . . , mi}, i must contain a unique subexpression
of the form (vik ) corresponding to the initial label of vik in the construction of B
∗
i
. Moreover, by (∗) and by Lemma 4,
3→(∗ik ) deﬁnes Gik correctly.
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• Relabel all vertices of Bi with label 4 into 2.
• Create ai with label 4.
• Create the edges between ai and Bi with the join operation 4,2.
• Relabel ai into label 1.
After these steps,
i = 4→1(4,2(4(ai)⊕ (4→2(∗i ))))
is a 4-expression deﬁning Gi which settles Case 1.
Case 2: Dj
i
= ∅. Due to Lemma 7, we distinguish between two subcases:
Subcase 2.1: dj
i
is adjacent to all vertices in⋃mi
k=1(Bik ∪Diik ):
• for each k ∈ {1, . . . , mi}, we construct a 4-expression ∗ik constructing G[Gik ∪Diik ] as in Case D
j
i
= ∅.
• shrink all Bik ∪Diik to a vertex vik to get B∗i as in Case 1.
• Create (N(dj
i
) ∩ Bi)∗ with a 2-expression i using labels 2 and 4.
Here we write (N(dj
i
) ∩ Bi)∗ for the neighborhood of dji in Bi after shrinking all Bik ∪Diik to a vertex vik . Recall that in
this subcase, all vik belongs to (N(d
j
i
) ∩ Bi)∗.
• For each k ∈ {1, . . . , mi} and a label  ∈ {2, 4}, replace in i the (unique) subexpression (vik ) by the subexpression
3→(∗ik ). We call the resulting expression 
∗
i
.
• Relabel all vertices of N(dj
i
) ∩ Bi into label 3 (different from Case 1!)
• Create nonneighbors of dj
i
in Bi with label 2.
• Create ai with label 4.
• Create the edges between ai and Bi with the join operation.
• Relabel ai into label 1.
Now, the 4-expression
i = 4→1(4,2(4,3(4(ai)⊕ 2[Bi\N(djik )] ⊕ (4→3(2→3(
∗
i ))))))
deﬁnes Gi which settles Subcase 2.1.
Subcase 2.2: There exists an index k ∈ {1, . . . , mi}, mi1, such that dji distinguishes vertices of Bik . In this case, by
Lemma 7, we know that mi = 1, Dii1 = ∅, N(d
j
i
) ∩ Bi = N(dji ) ∩ Bi1 and Bi\Bi1 is a stable set. Here, a 4-expression i
constructing Gi can be obtained as follows:
• Create vertices in Bi\Bi1 with label 2.
As N(dj
i
) ∩ Bi =N(dji ) ∩ Bi1 , by Lemma 3(a) and (b), there is no edge between Bi\Bi1 and Bi1 .• Create ai with label 4 and the edges between ai and Bi with the join operation.
• Relabel ai into label 1:
Then, we have that
i = 4→1(4,3(4,2(4(ai)⊕ 2[Bi\Bi1 ] ⊕ i1)))
deﬁnes Gi .
Note that in this subcase we cannot shrink Bi1 ∪ {dji1 } to a vertex since Bi1 ∪ {d
j
i1
}Bi .
Theorem 2. The clique-width of co-chordal gem-free graphs is at most 4.
Proof. This follows from Lemma 8; we can construct G=G0 with the same steps as in Case 1. 
Clearly, the proof of Lemma8 implicitly provides a polynomial time algorithm for the construction of a 4-expression generating
a given co-chordal gem-free graph.
Theorem 2 and Proposition 1 imply
Theorem 3. The clique-width of chordal co-gem-free graphs is at most 8.
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4. Clique-width of (P5, gem)-free graphs
In [4], the following structure results Theorem 4 and Corollary 1 for (P5,gem)-free graphs are shown:
Theorem 4 (Brandstädt and Kratsch [4]). If G is a prime (P5, gem)-free graph with at least 10 vertices then one of the following
conditions holds:
(i) G is a matched co-bipartite graph;
(ii) G is a co-chordal gem-free graph;
(iii) G does not fulﬁll any of the conditions (i)–(ii),G is (2K2, C6, gem)-free, and for every C5 C = v1v2v3v4v5v1 in G, G has
a partition into the C5 C, a nonempty stable set A of 0-vertices to C, and a nonempty cograph B of 3-vertices to C being
adjacent to the same C-vertices, say v2, v4 and v5.
Corollary 1 (Brandstädt and Kratsch [4]). Let G = (V ,E) be a prime (P5, gem)-free graph satisfying condition (iii) of
Theorem 4. Let C = v1v2v3v4v5v1 be a C5 in G as in Theorem 4, (iii). Then the following conditions hold:
(i) The vertices v1 and v3 have degree 2 in G.
(ii) The vertices v2, v4 and v5 form a homogeneous set in G\{v1, v3}.
(iii) The C5’s in G are pairwise vertex-disjoint.
Theorem 5. The clique-width of (P5, gem)-free graphs is at most 5.
Proof. Courcelle observed (cf. [20, Remark 4.1]) that for every graph G with n3 vertices, there is an (n − 1)-expression
constructing G. Thus, for n9 there is an 8-expression using labels 1, 2, . . . , 8 constructing G. A more careful analysis of the
cases where G has at most 9 vertices given in [4] shows that all these speciﬁc graphs can be constructed with 5-expressions.
Now assume that G has at least 10 vertices. By Proposition 1, we can assume that G is prime. By Theorem 4, we distinguish
between three cases:
Case 1: G is matched co-bipartite. Then there is a 4-expression for G.
Case 2: G is co-chordal gem-free. By Theorem 2, there is a 4-expression for G.
Case 3: G satisﬁes condition (iii) in Theorem 4. In this case, we construct the following graphG∗ from G: For every C5 C of
G, we delete the two vertices of degree 2 and two of the other three vertices i.e.G∗ contains only one vertex xC from C namely
one of degree larger than two; xC is called the representative vertex for C. Note that G∗ is an induced subgraph of G and thus
G∗ is (2K2,C6,gem)-free; in particular it contains no Ck for k ∈ {4, 6, 7, . . .}. By Corollary 1, (iii),G∗ contains no C5 and thus
is co-chordal gem-free. By Theorem 2, there is a 4-expression ∗ constructingG∗ and using labels 1, 2, 3, 4. Now, we construct
a 5-expression  for G as follows: For every subexpression (xC) in ∗ (where the representative vertex xC is created with label
), replace (xC) by a subexpression C constructing the C5 C such that the vertices of degree 2 have ﬁnal label 0 in C and the
three vertices of degree larger than 2 have ﬁnal label  in C .
It is easy to see that there is a suitable expression C for C; as an example, we give C using labels 0, 1, 2, 3, where ﬁnally
vertices v1, v3 get label 0 and vertices v2, v4, v5 get label 3:
2 = 1→0(2→3(1,2(2(v2)⊕ 2→3(2,3(1,2(1(v1)⊕ 2(v5))⊕ 1,3(1(v3)⊕ 3(v4))))))).
Since by Corollary 1, the two vertices of degree 2 do not have any other edge in G and the three vertices of degree larger 2
have the same edges in G as xC in G∗,  is a 5-expression for G. 
5. Classiﬁcation and summary
According to Theorem 3, chordal co-gem-free graphs have bounded clique-width. Since distance-hereditary graphs have
bounded clique-width [17], and chordal graphs are C4- and hole-free, chordal gem-free graphs are distance-hereditary and thus
have bounded clique-width as well. Since unit interval graphs have unbounded clique-width as shown in [17], and chordal
graphs are P-, C5- and co-P5-free, chordal H-free graphs have unbounded clique-width for H being a P, C5, or co-P5. In [20],
Makowsky and Rotics have shown that split graphs and certain grids have unbounded clique-width. This implies in particular
that chordal H-free graphs have unbounded clique-width for H being a P5, chair, co-P, bull, or co-chair.
Problems. 1. Can one construct k-expressions for chordal co-gem-free graphs (co-chordal gem-free graphs, (P5,gem)-free
graphs, (house,co-gem)-free graphs) in linear time?
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2. Can one recognize chordal co-gem-free graphs (co-chordal gem-free graphs) in linear time?
3. Is the upper bound 4 in Theorem 2 (5 in Theorem 5) best possible?
Another remark concerns the following generalization of bipartite chain graphs: We call a bipartite graph B = (X, Y,E) an
Y-overlap-free graph (X-overlap-free graph) if the neighborhoods of X-vertices inY (the neighborhoods ofY-vertices in X) do not
overlap. A bipartite graph is a overlap-free graph if it is either an X-overlap-free graph or a Y-overlap-free graph. The inclusion
tree of the neighborhoods is deﬁned in the same way as before.
Obviously, bipartite overlap-free graphs have bounded clique-width. Bipartite chain graphs are overlap-free graphs; their
inclusion tree is a path.
Bipartite overlap-free graphs are obviously hole- and domino-free and thus, they are distance-hereditary. The P6 is an example
of a bipartite graph being distance-hereditary but not overlap-free.
Problems. 1. Can one construct k-expressions for bipartite overlap-free graphs in linear time?
2. Can one recognize bipartite overlap-free graphs in linear time?
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