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Abstract. This paper is concerned with defining causality semantics for
infinite executions of Petri nets with inhibitor arcs. We first show how one
can deal with infinite step sequences and the corresponding occurrence
nets (processes) and causal structures. We then discuss how to improve
the succinctness of both finite and infinite processes generated from step
sequences. In the latter case, the proposed constructions avoid infinite
branching in the case of bounded PTI-nets.
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1 Introduction
Petri nets are a formal model of concurrent computation that has been the
subject of extensive development in the past few decades (see [6, 12]). In the
standard formalisation, a Petri net consists of places (local states) and transitions
(actions). The latter can be executed if a specified set of local states is currently
active (or marked). Such a model is usually referred to as Place/Transition nets
(PT-nets). In the case of Petri nets with inhibitor arcs (PTI-nets), executing a
transition can also depend on some specific local states being unmarked. PTI-
nets are well suited to model situations involving testing for a specific condition,
rather than producing and consuming resources, and proved to be useful in areas
such as communication protocols [2] and performance analysis [4]. Particularly
attractive from a modelling point of view are PTI-nets supporting weighted
inhibitor arcs which can be used for testing whether a place does not contain
more than a certain threshold number of tokens [10].
This paper is a continuation of the work of [7] on elementary net systems with
inhibitor arcs, which has been further developed in [10]. Its key aspect is to use
so-called stratified order structures, generalising partial orders in order to provide
a causality semantics consistent with the operational semantics defined in terms
of finite step sequences. In order to obtain such a semantics, one unfolds a given
net into an occurrence net with additional activator arcs reflecting the role of
inhibitor arcs. The resulting activator occurrence net (or process) is acyclic in a
sense which also includes the activator arcs, allowing one to extract a (labelled)
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stratified order structure which describes precisely the causality relationships
between the events in the given run. An axiomatic characterisation of processes
that can be obtained in this way can also be provided.
The work on causality semantics of PTI-nets in [7, 10] assumed that all ex-
ecutions are finite, and so are the corresponding processes and structures. In
this paper, we relax this assumption by considering infinite step sequences and
infinite activator occurrence nets. Such an extension is needed for the definition
of branching processes of PTI-nets in the style of [5], and their subsequent ap-
plication in the development of efficient model checking techniques for PTI-nets
(in the style of, e.g., [11] and [9]).
We will proceed by adopting those notions which were effective in the finite
case. In particular, we will take advantage of the so-called semantical framework
developed in [10] providing a uniform platform on which issues relating to exe-
cutions, processes and causality can be expressed, and their mutual consistency
evaluated. A crucial technical aspect which needs to be addressed is related to
the well-foundedness of stratified order structures and processes. As it turns out
a suitable treatment for the former has already been proposed in [8].
The paper consists of two parts. In the first one (sections 3–6), we show how
one can instantiate the semantical framework of [10] to deal with infinite step
sequences and infinite activator occurrence nets generated by PTI-nets (and,
using a different technique, also by a subclass of PTI-nets with complemented
inhibitor places, or PTCI-nets). In doing so, we assume basic familiarity with the
technical development in [10] and avoid repeating explanations and discussions
which can be found there. What is also important is that we do not repeat proofs
developed for the finite case whenever they would be applicable almost verbatim
to the infinite case.1
Activator occurrence nets corresponding to finite and infinite step sequences
may and usually do exhibit a certain degree of redundancy in the number of
arcs and/or nodes they contain. This is clearly not desirable if, for instance, one
is interested in using them as a basis for model checking algorithms. Moreover,
the limit constructions used in the definitions of processes can lead to infinite
branching. Therefore, in the second part of this paper (section 7), we address the
problem of excessive branching in the processes of PTI-nets, and show how one
can improve the succinctness of both finite and infinite processes. In the latter
case, the proposed constructions avoid infinite branching in the case of bounded
PTI-nets.
1 This transfer of proofs is possible mainly due to the fact that when generating
processes we work with finite objects, and the only thing is that we never stop which
does not impact on the majority of properties and results relating to relationships
between, say, pairs of individual events. The argument used in the finite case typically
refers to the past history of an event, and so it readily carries over to the infinite
case due to the well-foundedness of causal structures and processes.
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2 Preliminaries
We use the standard mathematical notation. In particular, ] denotes disjoint
set union, N the set of natural numbers (including 0) and N+ the set of positive
natural numbers. The powerset of a set X is denoted by P(X).
Functions. The standard notation for the composition of functions is used also
in the special case of two functions, f : X → P(Y ) and g : Y → P(Z), for which
(g ◦ f) : X → P(Z) is defined by g ◦ f(x)
df
=
⋃
y∈f(x) g(y), for all x ∈ X. The
restriction of a function f : X → Y to a set Z ⊆ X is denoted by f |Z .
Binary relations. We will sometimes use an infix notation and write xPy rather
than (x, y) ∈ P . Moreover, domP
df
= {x | (x, y) ∈ P} and codomP
df
= {y | (x, y) ∈
P}. The composition of two relations, P ⊆ X × Y and Q ⊆ Y × Z, is given by
P ◦Q
df
= {(x, z) | ∃y ∈ Y : (x, y) ∈ P ∧ (y, z) ∈ Q}. The restriction of a relation
P ⊆ X×Y to a set Z ⊆ X×Y is denoted by P |Z . By idX we denote the identity
relation on a set X. Relation P ⊆ X × X is reflexive if idX ⊆ P ; irreflexive if
idX ∩P = ∅; and transitive if P ◦P ⊆ P . The transitive closure of P is denoted
by P+, and the transitive and reflexive closure by P ?.
Multisets. A multiset over a set X is a function m : X → N, and a subset of
X may be viewed through its characteristic function as a multiset over X. m is
finite if there are finitely many x ∈ X such that m(x) ≥ 1; the cardinality of m
is then defined as |m|
df
=
∑
x∈X m(x). The sum of two multisets over X, m and
m
′, is the multiset given by (m + m′)(x)
df
= m(x) + m′(x) for all x ∈ X.
Sequences. We use the notation σ = 〈xi〉I to represent an infinite x1x2 . . . or
finite x1x2 . . . xn sequence σ, including the empty one ε. In the former case
I = N+ and in the latter I = {1, 2, . . . , n} or I = ∅, respectively. For example,
〈xyz〉
N+
= xyzxyzxyz . . . . We will also denote I0
df
= I ∪ {0}. If all the xi’s are
sets then
⋃
σ
df
=
⋃
i∈I xi. If each xi is a finite multiset, then we refer to σ as a
step sequence.
Petri nets. A net is a triple N
df
= (P, T,W ) such that P and T are disjoint sets,
and W : (T × P ) ∪ (P × T ) → N. The elements of P and T are respectively
the places and transitions, and W is the weight function. In diagrams, places
are drawn as circles, and transitions as rectangles. If W (x, y) ≥ 1 for some
(x, y) ∈ (T × P ) ∪ (P × T ), then (x, y) is an arc leading from x to y. As usual,
an arc is annotated with its weight if the latter is greater than 1.
The pre- and post-multiset of a transition (or place) x are multisets of places
(resp. transitions), preN (x) and postN (x), respectively given by
preN (x)(y)
df
= W (y, x) and postN (x)(y)
df
= W (x, y) .
We assume that preN (x) and postN (x) are non-empty for every transition x.
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κ
Fig. 1. The semantical setup (bold arcs indicate mappings to powersets and the dashed
arc indicates a partial function). The meaning of various semantical domains is as
follows: STS are executions of inhibitor nets in PNI; IFLAON are nets used to
define processes of inhibitor nets; LSTS are executions of nets in IFLAON ; and
IFLSOS are structures capturing the causality in nets in IFLAON .
A marking is a multiset M of places.2 In diagrams, it is represented by
drawing in each place p exactly M(p) tokens (small black dots).
A step is a finite non-empty multiset U of transitions. It is enabled at a
marking M if M(p) ≥
∑
t∈T U(t) · preN (t)(p) for all p ∈ P . In such a case, U
can be executed leading to the marking M ′ given by
M ′(p)
df
= M(p)−
∑
t∈T
U(t) · preN (t)(p) +
∑
t∈T
U(t) · postN (t)(p)
for all p ∈ P . We also write M [U〉M ′.
A (possibly infinite) sequence σ = 〈Ui〉I of non-empty steps is a step sequence
from a marking M0 if there are markings 〈Mi〉I satisfying Mi−1[Ui〉Mi for every
i ∈ I. For a finite I, if I = ∅ then σ = ε is a step sequence from M0 to M0;
otherwise σ is a step sequence from M0 to Mn, where n is the largest index in I.
If σ is a step sequence from M we write M [σ〉, and if σ is a step sequence from
M to M ′ we write M [σ〉M ′, calling M ′ reachable from M . If we want to make
it clear which net we are dealing with, we may add a subscript N and write [·〉N
rather than [·〉.
3 Semantical framework
In this section, we instantiate the generic semantical framework of [10], which
aims at a systematic presentation of processes and the causality semantics for
different classes of Petri nets. The concrete setup is shown in figure 1, and its
various components are described in the rest of this section.
2 For technical reasons, we do not require that M be finite.
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3.1 Inhibitor nets PNI and their executions STS
The family PNI of nets we consider consists of PT-nets with inhibitor arcs (or
PTI-nets). A PTI-net is a tuple NI
df
= (P, T,W, I,M0) such that und(NI )
df
=
(P, T,W ), its underlying net, is finite (i.e., P and T are finite sets), I : P ×T →
N∪{∞}, and M0 is the initial marking. If I(p, t) = k ∈ N, then p is an inhibitor
place of t, and t can only be executed if p does not contain more than k tokens.
In diagrams, we draw an arrow from p to t with a small circle as arrowhead and
annotated with its weight k whenever k > 0. The notations introduced above for
transitions, places and markings are defined for NI through its underlying net.
We also consider the class PNCI ⊂ PNI of PT-nets with complemented in-
hibitor places (or PTCI-nets). This means that every inhibitor place p has a des-
ignated complement place, denoted by pcpl , such that preNI (p) = postNI (p
cpl )
and postNI (p) = preNI (p
cpl ). We will then denote bndNI (p) = bndNI (p
cpl )
df
=
M0(p) + M0(p
cpl ).
In NI , a step U is enabled at a marking M if it is enabled at M in und(NI )
and, in addition, there is no transition t and place p such that U(t) ≥ 1 and
M(p) > I(p, t).3 Step sequences and related notions are defined as for ordinary
nets, using the modified notion of enabledness.
We use step sequences STS to model the operational (or behavioural) seman-
tics of a PTI-net NI . The set of step sequences of NI is the set ω(NI ) comprising
all step sequences starting from the initial marking M0.
3.2 Causal structures IFLSOS
IFLSOS are initially finite labelled stratified order structures (or ifso-structures)
defining an abstract causality semantics of PTI-nets. An ifso-structure is a tuple
ifsos
df
= (X,≺,<, `), where: X is a countable set (the domain); ` is a labelling
for X; and ≺, < are two binary relations over X such that for all x, y, z ∈ X
the following hold: (C0) there are only finitely many y such that y < x; (C1) <
is irreflexive; (C2) ≺ is included in <; (C3) x < y < z and x 6= z implies x < z;
and (C4) x < y ≺ z or x ≺ y < z implies x ≺ z. In diagrams, ≺ is represented
by normal arcs, and < by dashed arcs. We sometimes omit arcs that can be
deduced using (C1)-(C4) (see figure 2(f)).
The ♦–closure ([7]) is an operation which constructs an ifso-structure from
a relational structure rs = (X,≺,<, `), where: X is a countable set; ` is a
labelling for X; and ≺, < are two binary relations over X. The ♦–closure of
such a structure is rs♦ = (X,≺′,<′, `), where
≺′
df
= (≺ ∪ <)?◦≺◦(≺ ∪ <)? and <′
df
= (≺ ∪ <)?\idX .
We say that rs is ♦–acyclic if ≺′ is irreflexive, and ♦–initially finite if for every
x in X there are only finitely many y such that y <′ x.
3 This definition of enabledness is based on an a priori condition: the inhibitor places
of transitions occurring in a step should obey the inhibitor constraints before the
step is executed. In the a posteriori approach [3], the condition is strengthened so
that the inhibitor place property must also be true after executing U .
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Proposition 1. rs♦ is an ifso-structure iff rs is ♦–acyclic and ♦–initially fi-
nite.
Proof. By proceeding similarly as in [7] one can show that (C1)-(C4) hold for
rs♦ iff rs is ♦–acyclic. Moreover, (C0) holds for rs♦ iff rs is ♦–initially finite. ut
3.3 Activator occurrence nets IFLAON and their causal
structures
The acyclic nets IFLAON underpinning abstract processes of inhibitor nets
are initially finite labelled activator occurrence nets (or ifao-nets). An ifao-net is
a tuple AON
df
= (B,E,R,Act , `) such that:
– und(AON )
df
= (B,E,R) is a countable underlying net (i.e., B and E are
countable sets) such that R ⊆ (B ×E) ∪ (E ×B),4 and Act ⊆ B ×E is the
set of activator arcs drawn with small black dots as arrowheads.
– For every b ∈ B, |preAON (b)| ≤ 1 and |postAON (b)| ≤ 1.
– The structure rsAON
df
= (E,≺loc ,<loc , `|E) is ♦–acyclic and ♦–initially fi-
nite, where ≺loc and <loc are relations respectively given by (R ◦R)|E×E ∪
(R ◦ Act) and Act−1 ◦R.
– ` is a labelling for B ∪E.
The various notations introduced above for transitions in E (called events),
places in B (called conditions) and markings are defined for AON through its
underlying net. Moreover, the set minAON
df
= {b ∈ B | |preAON (b)| = 0} is
called the implicit initial marking of AON .
The relations ≺loc and <loc represent local information about the causal
relationships between the events contained in AON , and figure 2(a,b,c) shows
how they are derived. These causal relationships can be extracted by the mapping
κ using the notion of ♦–closure, by stating that the ifso-structure generated by
AON is κ(AON) = (E,≺AON ,<AON , `|E)
df
= rsAON
♦ (see figure 2(d,e)).
Proposition 2. κ(AON) is an ifso-structure.
Proof. Follows from proposition 1 and the definition of an ifso-structure. ut
If (b, e) ∈ Act , then e can only be executed if b contains a token whose
presence is tested without the implication of it being consumed by e. Formally, in
AON , a step U is enabled at a marking M if it is enabled at M in und(AON ) and,
in addition, there is no event e and condition b such that U(e) ≥ 1, (b, e) ∈ Act
and M(b) = 0.5 Step sequences and related notions are defined as for ordinary
nets, using the modified notion of enabledness.
4 The weight function R is treated as a binary relation which always returns 0 or 1.
5 This definition of enabledness is again based on the a priori condition. For alternative
definitions see [3, 14].
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(a)
e f
(b)
e f
(c)
e f
(d)
e
f g
(e)
e f
g
(f)
e f
g
Fig. 2. Two cases defining e ≺loc f (a, b); one case defining e <loc f (c); an ifao-net (d)
with identity labelling; the ifso-structure it generates (e); and an abbreviated drawing
of this ifso-structure where an arc has been omitted as it could be deduced using C4
(f). Notice that e ≺AON g, whereas e ≺
?
loc g does not hold.
It is easy to check that the underlying net und(AON ) of an ifao-net AON
is a standard occurrence net [1, 13], and so one can import several of its well-
established properties; in particular, it is the case that if 〈Ei〉I is a step sequence
of und(AON ) from the marking minAON , then the Ei’s are mutually disjoint
finite sets. Moreover, we can easily relate the step sequences generated by the
two nets.
Proposition 3. Let σ = 〈Ei〉I be a step sequence.
1. σ is a step sequence of AON from minAON iff σ is a step sequence of
und(AON ) from minAON and for all i ∈ I and e ∈ Ei, f ≺loc e implies
f ∈
⋃
j<i Ej, and f <loc e implies f 6∈
⋃
j>i Ej.
2. If σ is a step sequence of AON from minAON then the Ei’s are mutually
disjoint finite sets.
Proof. The result can be shown similarly as proposition 5.10 in [10]. ut
This provides a useful characterisation of step sequences executed by ifao-
nets; however, a fuller account of their operational semantics will also include
the labelling `, as described next.
3.4 Labelled executions LSTS of acyclic nets and causal structures
We use labelled step sequences LSTS to model the operational semantics of ifao-
nets. A labelled step sequence is a pair $
df
= (σ, `) such that σ = 〈Xi〉I is a step
sequence consisting of mutually disjoint finite sets, and ` is a labelling for the
set
⋃
σ called the domain of $. Moreover, for every x in this domain, ind($,x)
is the index of the unique set Xi such that x ∈ Xi. With $ we also associate the
step sequence φ($)
df
= 〈`〈Xi〉〉I , where `〈{x1, . . . , xk}〉
df
= {`(x1)}+ · · ·+ {`(xk)}
thus defining the function φ of figure 1.
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For an ifao-net AON = (B,E,R,Act , `), the set of labelled step sequences
λ(AON ) comprises all $ = (σ, `|E) such that σ is a step sequence of AON from
minAON and E =
⋃
σ. Note that λ is well-defined due to proposition 3.
Similarly, the set (ifsos) of labelled step sequences of an ifso-structure ifsos =
(X,≺,<, `) comprises all $ = (σ, `) such that X =
⋃
σ and for all x, y ∈ X:
x ≺ y implies ind($,x) < ind($, y), and x < y implies ind($,x) ≤ ind($, y).
Related to  is a partial mapping which allows one to associate a causal
structure with a set of labelled step sequences. The ifso-structure intersection
of a non-empty set LSTS of labelled step sequences with the same domain X
and labelling ` is defined as ı(LSTS )
df
= (X,≺,<, `), where ≺ and < are binary
relations on X such that for all x, y ∈ X: x ≺ y if ind($,x) < ind($, y) for all
$ ∈ LSTS , and x < y if ind($,x) ≤ ind($, y) for all $ ∈ LSTS .
3.5 Aims and properties
The arcs in figure 1 indicate mappings defining and relating three different views
on the semantics of a PTI-net NI . Our overall goal is to show that these different
semantics agree in the sense that processes (IFLAON ) and causal structures
(IFLSOS) describe relations between events consistent with the chosen oper-
ational semantics (STS). In particular, the (as yet undefined) mapping α asso-
ciates with NI a non-empty set of ifao-nets (processes) satisfying certain axioms,
and an ifao-net is given an operational semantics through the mapping λ which
associates with it a non-empty set of labelled step sequences. Labelled step se-
quences can be interpreted as ordinary step sequences (of the original PTI-net
NI ) by forgetting some irrelevant information through the total function φ. Fi-
nally, the (also not yet defined) partial function piNI gives, for each step sequence
of NI , a non-empty set of ifao-nets which can be viewed as operationally defined
processes of NI .
Three aims can be formulated which, when fulfilled, mean that the axiomatic
and behavioural process definition as well as the operational semantics of nets
in PNI are in full agreement: the axiomatic processes of NI (defined through
α) coincide with the operational processes of NI (defined through piNI ◦ ω); the
operational semantics of NI (defined through ω) coincides with the operational
semantics of the processes of NI (defined through φ ◦ λ ◦ α); and the causality
in a process of NI (defined through κ) coincides with the causality structure
implied by its operational semantics (defined through ı ◦ λ). More formally, we
have the following:
Aim 1 α = piN ◦ ω.
Aim 2 ω = φ ◦ λ ◦ α.
Aim 3 κ = ı ◦ λ.
The two corollaries below provide further justification of the consistency of
the process and abstract causality semantics of the PTI-net NI with its oper-
ational semantics given by the function ω (which captures the dynamics of the
nets in PNI given through step sequences).
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Corollary 1. ω = φ ◦ λ ◦ piN ◦ ω.
Corollary 2. ω = φ ◦  ◦ κ ◦ α.
As shown in [10], the above consistency characteristics hold whenever the
five properties formulated below are satisfied.
Property 1. The following functions are total: (i) ω, (ii) α, (iii) λ, (iv) φ, and (v)
piNI |ω(NI ). Moreover, the following functions never return the empty set: (vi) ω,
(vii) α, (viii) λ, and (ix) piNI |ω(NI ).
Property 2. For all σ ∈ STS and AON ∈ IFLAON ,
σ ∈ ω(NI ) ∧AON ∈ piNI (σ) iff AON ∈ α(NI ) ∧ σ ∈ φ(λ(AON )) .
Property 3. The following functions are total: (i) κ, (ii) , and (iii) ı|λ(IFLAON ).
Moreover, the following function never returns the empty set: (iv) .
Property 4. ı ◦  = idIFLSOS .
Property 5. λ =  ◦ κ.
To complete the first part of the paper, we will show that the above five
behavioural properties are indeed satisfied for the concrete set-up in figure 1,
and also provide the still missing definitions of two mappings, α and piNI .
3.6 Proofs of some of the behavioural properties
We start by proving a number of behavioural properties which are independent
of the way processes of PTI-nets are defined through the mappings α and piNI .
Proof of property 1(i). Follows from the definition.
Proof of property 1(iii). By proposition 3 and the standard properties of occur-
rence nets, each step sequence of an ifao-net from the implicit initial marking
consists of mutually disjoint sets.
Proof of property 1(iv). Follows from the definition.
Proof of property 1(vi). Follows from the fact that the empty step sequence is
executed by every PTI-net.
Proof of property 1(viii). Follows from property 3(iv) and property 5 which are
proved independently below.
Proof of property 3(i). Follows from proposition 2.
Proof of property 3(ii). Follows from the definition.
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Proof of property 3(iii). Follows from property 1(viii).
Proof of property 3(iv). Follows from theorem 2.9 in [8].
Proof of property 4. Follows from theorem 2.9 and proposition 2.6(ii) (with
X = S) in [8].
Proof of property 5. Let AON = (B,E,R,Act , `) be an ifao-net. To show the (⊆)
inclusion, suppose that σ = 〈Ei〉I is a step sequence of AON from minAON such
that
⋃
σ = E. Then, by proposition 3, for all i ∈ I and e ∈ Ei: f ≺AON e implies
f ∈
⋃
j<i Ei, and f <AON e implies f ∈
⋃
j≤i Ei. Hence (σ, `|E) ∈ (κ(AON )).
To show the (⊇) inclusion, suppose that (σ, `|E) ∈ (κ(AON )). Since R
+ ∩
(E×E) ⊆≺AON , it follows from the standard properties of occurrence nets that
σ is a step sequence of und(AON ) from minAON . Thus, by proposition 3, σ is
a step sequence of AON from minAON . ut
To complete the development of the semantical framework in figure 1, we need
to define two missing functions, α and piNI , and show that property 1(ii,v,vii,ix)
and property 2 are satisfied. As in [10], we will define two pairs of such mappings:
one specifically for PTCI-nets and the other for general PTI-nets.
4 Marking reachability in ifao-nets
For the standard occurrence nets, marking reachability from their implicit initial
markings can be treated using the notions of a slice and configuration. In the
case of ifao-nets, the situation is much more complex even in the finite case,
as reported in [10]. Below we show how the results of [10] can be extended to
ifao-nets.
Let AON
df
= (B,E,R,Act , `) be an ifao-net and ON = und(AON ) be its
underlying occurrence net. We will say that a set S of conditions has a finite
past if there are only finitely many events e such that (e, b) ∈ R+ for some b ∈ S.
We first recall a few notions and results taken from the theory of occurrence
nets [13]. A configuration of ON is a finite set D ⊆ E which comprises events
together with their causal predecessors, i.e., e ∈ D, f ∈ E and (f, e) ∈ R+ implies
f ∈ D. We denote this by D ∈ cnf(ON ). A slice of ON is a maximal w.r.t.
set inclusion set S ⊆ B with finite past, such that the conditions it comprises
are causally unrelated, i.e., (S × S) ∩R+ = ∅. We denote this by S ∈ sl(ON ).
It can be seen that sl(ON ) coincides with the set of all markings reachable in
ON from minAON ; and that cnf(ON ) coincides with the sets of events which
can be executed by finite step sequences starting from minAON . For ifao-nets,
however, we have to distinguish in addition two different kinds of configurations
and slices, described next.
A finite set D ⊆ E is a strong configuration of AON , denoted by D ∈
scnf(AON ), if e ∈ D and (f, e) ∈≺+loc implies f ∈ D; similarly, D is a weak
configuration of AON , if e ∈ D and (f, e) ∈ (≺loc ∪ <loc)
+ implies f ∈ D.
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Clearly, cnf(ON ) ⊇ scnf(AON ) ⊇ wcnf(AON ), and if Act = ∅ then both
inclusions become equalities.
Proposition 4. If σ is a finite step sequence of AON from minAON , then
⋃
σ
is a strong configuration of AON .
Proof. Follows from proposition 3. ut
The two new kinds of slices for ifao-nets are defined using two relations
generalising the idea of causally related conditions: slin(AON )
df
= (R◦ ≺?loc
◦R)|B×B and wlin(AON )
df
= (R ◦ (≺loc ∪ <loc)
? ◦ R)|B×B . Clearly, R
+|B×B ⊆
slin(AON ) ⊆ wlin(AON ), and if Act = ∅ then both inclusions become equal-
ities.
A strong (weak) slice of AON is a maximal w.r.t. set inclusion set S ⊆ B
with finite past, such that the conditions it comprises are incomparable w.r.t.
slin(AON ) (resp. wlin(AON )), i.e., (S×S)∩ slin(AON ) = ∅ (resp. (S×S)∩
wlin(AON ) = ∅). We denote this by S ∈ ssl(AON ) (resp. S ∈ wsl(AON )).
By using a similar argument as in [10] for the finite case, one can show that
wsl(AON ) ⊆ ssl(AON ) ⊆ sl(ON ), and if Act = ∅ then both inclusions be-
come equalities.
As an example, consider the ifao-net in figure 2(d). In this net, the marking M
reached after executing f is a strong slice. It is however not a weak slice. Moreover
there is no marking reachable from M at which e could still be executed. In
general, we have the following result.
Proposition 5. Let σ be a finite step sequence of AON from minAON to a
marking M . Then the following statements are equivalent:
1. There exists a step sequence σ′ of AON from M such that
⋃
σσ′ = E.
2.
⋃
σ ∈ wcnf(AON ).
3. M ∈ wsl(AON ).
Proof. The implications (1) ⇒ (2) and (2) ⇒ (3) can be shown similarly as for
the finite case in [10]. Below we re-prove the (3) ⇒ (1) implication.
Let AON ′ be the net obtained from AON by deleting all the events in E ′ =⋃
σ together with all the conditions b ∈ B such that (b, e) ∈ R+ for some e ∈ E′,
and all the adjacent arcs. Using proposition 3 and the standard properties of
occurrence nets, one can show that AON ′ is an ifao-net and M = minAON ′ .
Moreover, since M is a weak slice, each step sequence from minAON ′ in AON
′ is
also a step sequence from M in AON . By property 1(viii), there is a step sequence
σ′ of AON ′ from minAON ′ in AON
′ such that
⋃
σ′ = E \E′. Consequently, σσ′
is a step sequence of AON from minAON such that
⋃
σσ′ = E. ut
A crucial property which can be used in the reachability analysis of ifao-nets
is that strong slices of AON coincide with the markings reachable from minAON
in AON , and the weak ones with those from which in addition all the ‘unused’
events can be executed.
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Proposition 6. Let M ∈M if M is a marking of AON reachable from minAON .
Moreover, M ∈M′ if M ∈M and there is a step sequence σ′ of AON from M
such that σσ′ comprises all the events of AON . Then
ssl(AON ) = M = {mar(D) | D ∈ scnf(AON )}
wsl(AON ) = M′ = {mar(D) | D ∈ wcnf(AON )} ,
where mar(D)
df
= minAON ∪ {b | ∃e ∈ D : (e, b) ∈ R} \ {b | ∃e ∈ D : (b, e) ∈ R}.
Proof. The result can be shown similarly as for the finite case in [10], using
propositions 4 and 5. ut
5 Process semantics of PTCI-nets
Let NCI = (P, T,W, I,M0) be a PTCI-net, fixed for the rest of this section. In
this section, we will define the mappings α and piNI of figure 1 for this kind of
net, which will be denoted by αcpl and picplNCI , respectively.
We first provide the operational process definition which takes a step sequence
and constructs a corresponding ifao-net.
Definition 1. Let σ = 〈Ui〉I be a step sequence of NCI . A complement activa-
tor process ( ca-process) generated by σ is a labelled net with activator arcs
AON = (B,E,R,Act , `)
df
=
( ⋃
k∈I0
Bk,
⋃
k∈I0
Ek,
⋃
k∈I0
Rk,
⋃
k∈I0
Actk,
⋃
k∈I0
`k
)
obtained as the limit of a sequence 〈Nk〉I0 of nets, where for k ∈ I0:
Nk = (Bk, Ek, Rk,Actk, `k)
df
=
(
k⊎
i=0
Bi,
k⊎
i=0
Ei,
k⊎
i=0
Ri,
k⊎
i=0
Act i,
k⊎
i=0
`i
)
is constructed in the following way (in this, and a similar definition later on,
it is assumed that the sets of conditions, events and arcs do not contain any
elements other than those specified explicitly).
– For i ∈ I0, `
i : Bi ∪ Ei → P ∪ T is a labelling defined below.
– E0 = ∅ and for i ∈ I, Ei comprises a distinct event for each transition
occurrence in Ui. The event corresponding to the j-th occurrence of t in Ui
is t–labelled and denoted by ti,j.
– B0 comprises a distinct condition for each place occurrence in M0. The con-
dition corresponding to the j-th occurrence of s in M0 is s–labelled and de-
noted by sj.
– For i ∈ I and for every e ∈ Ei, Bi comprises a distinct condition for each
place occurrence in postNCI (`i(e)). The condition corresponding to the j-th
occurrence of p in postNCI (`i(e)) is p–labelled and denoted by p
e,j.
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– R0 = ∅, and for i ∈ I and every e ∈ Ei:
• We add an arc (e, pe,j) to Ri for each pe,j ∈ Bi.
• We choose a disjoint (i.e., Bf∩Bg = ∅ whenever f 6= g) set of conditions
Be ⊆ Bi−1\domRi−1 such that `i〈Be〉 = preNCI (`i(e)) and add an arc
(b, e) to Ri for each b ∈ Be.
– Act0 = ∅, and for i ∈ I and every e ∈ Ek, if p is an inhibitor place of `k(e)
then we choose a set Ae of exactly bndNCI (p)− inhNCI (`k(e))(p) conditions
in Bk−1\domRk−1 labelled by p
cpl . After that we add an activator arc (b, e)
to Act i for each b ∈ Ae.
We will denote this by AON ∈ picplNCI (σ).
Note that the above definition (as well as the further three process definitions) is
a conservative extension of that defined in [10] for the finite nets. It may happen
that Ae ∩Af 6= ∅ for e 6= f . Moreover, as the next result indicates, the required
sets Ae can always be found.
Proposition 7 ([10]). Let k ∈ I, e ∈ Ek and p be an inhibitor place of `(e).
Then
|{b ∈ Bk−1\domRk−1 | `(b) = p
cpl}| ≥ bndNCI (p)− inhNCI (`(e))(p) .
Figure 3 shows a PTCI-net NCI and three different ca-processes for the infi-
nite step sequence σ = 〈{w,w}{t}{u, u}〉
N+
. Note that bndNI (q) = bndNI (r) =
2 and r = qcpl . The horizontal dashed lines indicate the stages in which the first
of the three process was constructed. Moreover, figure 4 shows the ifso-structures
generated by these ifao-nets. It is easy to check that ca-processes generated by
step sequences are ifao-nets.
Proposition 8. If σ ∈ ω(NCI ) then picplNCI (σ) ⊆ IFLAON .
Proof. In view of a similar result proved in [10], all we need to do is check that
rsAON
df
= (E,≺loc ,<loc , `|E) is ♦–initially finite for the AON in definition 1.
This follows directly from the finiteness of steps and the following observation:
if e ∈ Ei and f ∈ Ej then e ≺loc f implies i < j, and e <loc f implies i ≤ j. ut
We next provide an axiomatic definition for the ca-processes of PTCI-nets.
Definition 2. A complement activator process (or ca-process) of NCI is an
ifao-net AON = (B,E,R,Act , `) such that
– ` is a labelling function for B ∪ E such that `(B) ⊆ P and `(E) ⊆ T .
– For all e ∈ E,
preNCI (`(e)) = `〈preAON (e)〉 and postNCI (`(e)) = `〈postAON (e)〉 .
– If e ∈ E and p is an inhibitor place of `(e) then
|{b ∈ `−1(pcpl ) | (b, e) ∈ Act}| = bndNCI (p)− inhNCI (`(e))(p) .
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Fig. 3. A PTCI-net and three ca-processes generated by σ = 〈{w, w}{t}{u, u}〉
N+
.
– minAON is finite and M0 = `〈minAON 〉.
We will denote the set of ca-processes of NCI by αcpl (NCI ).
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Fig. 4. ifso-structures generated by ca-processes of figure 3.
Intuitively, the third condition means that if event e is enabled then there are
enough tokens in pcpl to ensure that p does not inhibit transition `(e).
Every ca-process generated by a step sequence of NCI satisfies definition 2
and is therefore a ca-process of NCI .
Proposition 9. If σ ∈ ω(NCI ) then picplNCI (σ) ⊆ α
cpl (NCI ).
Proof. Assume the notation from definition 1. By proposition 8, AON is an
ifao-net and, by construction, the third and fourth conditions in definition 2 are
satisfied. Hence AON ∈ αcpl(NCI ). ut
We now can show the missing behavioural properties for the PTCI-nets.
5.1 Proofs of the remaining behavioural properties for PTCI-nets
Proof of property 1(v,ix). Follows from definition 1 and proposition 8.
Proof of property 1(ii,vii). Follows from definition 2 and proposition 9.
Proof of property 2. (=⇒) Suppose that σ ∈ ω(NCI ) and AON ∈ picplNCI (σ). By
proposition 9, we have AON ∈ αcpl (NCI ). Moreover, by proceeding similarly as
in [10], one can show that σ ∈ φ(λ(AON )).
(⇐=) Suppose that AON ∈ αcpl (NCI ) and σ ∈ φ(λ(AON )). By proceeding
similarly as in [10], one can show that σ ∈ ω(NCI ) and AON ∈ picplNCI (σ).
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6 Process semantics of general PTI-nets
In this section, we will define a process semantics for general PTI-nets by extend-
ing that given in [10]. Since we cannot rely on complements of inhibitor places,
another feature is needed to test that an inhibitor place does not contain too
many tokens. The solution in [10] is to add ‘on demand’ new artificial conditions
(labelled by the special symbol f) with activator arcs to fulfill this role.
Let NI = (P, T,W, I,M0) be a PTI-net fixed for the rest of this section.
If p ∈ P and t, w ∈ T are such that inhNI (t)(p) 6= ∞ and preNI (w)(p) +
postNI (w)(p) 6= 0, then we denote w
p
( t, or simply w ( t. Similarly, for an
ifao-net AON = (B,E,R,Act , `), if b ∈ B and e, f ∈ E are such that (b, e) ∈ Act
and preAON (f)(b)+postAON (f)(b) 6= 0, then we denote f
b
(• e, or simply f(• e.
The main idea behind the construction presented next is to ensure that if
w ( t then any two occurrences, f of w and e of t, are adjacent to a com-
mon condition so that f(• e, and thus are related in the corresponding causal
structure.
First we define the operational process semantics and demonstrate how to
construct an ifao-net for a given step sequence of NI .
Definition 3. Let σ = 〈Ui〉I be a step sequence of NI . An activator process
(or a-process) generated by σ is a labelled net with activator arcs
AON = (B,E,R,Act , `)
df
=
( ⋃
k∈I0
Bk ∪ B˜k,
⋃
k∈I0
Ek,
⋃
k∈I0
Rk,
⋃
k∈I0
Actk,
⋃
k∈I0
`k
)
obtained as the limit of a sequence 〈Nk〉I0 of nets, where for k ∈ I0:
Nk=(Bk]B˜k, Ek, Rk,Actk, `k)
df
=
(
k⊎
i=0
Bi ]
k⊎
i=0
B˜i,
k⊎
i=0
Ei,
k⊎
i=0
Ri,
k⊎
i=0
Act i,
k⊎
i=0
`i
)
is constructed as in definition 1, except that B˜0 = Act0
df
= ∅ and, for k ∈ I:
– `k(b)
df
= f for all b ∈ B˜k.
– If e ∈ Ek and f ∈ Ej (for j < k) are such that `k(f) ( `k(e) then we create
exactly one condition b ∈ B˜k and add two arcs: (f, b) ∈ Rk and (b, e) ∈ Actk.
– If f ∈ Ek and e ∈ Ej (for j ≤ k) are such that `k(f) ( `k(e) then we create
exactly one condition b ∈ B˜k and add two arcs: (b, f) ∈ Rk and (b, e) ∈ Actk.
We will denote this by AON ∈ piNI (σ).
Definition 3 is illustrated in figure 5 for a PTI-net (which is not a PTCI-net)
and one of its infinite step sequences, σ = 〈{w}{t, u}〉
N+
. As before, horizontal
lines indicate the stages of construction.
In the construction of definition 3, whenever an event f is introduced before
an event e and `(f) ( `(e), then this will always lead to f ≺ e in the generated
ifso-structure. Similarly, whenever an event e is introduced not later than an
event f and `(f) ( `(e), then this will always lead to e < f .
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Fig. 5. A PTI-net and an a-process generated by σ = 〈{w}{t, u}〉
N+
.
Proposition 10. If σ ∈ ω(NI ) then piNI (σ) ⊆ IFLAON .
Proof. In view of a similar result proved in [10], all we need to do is check that
rsAON
df
= (E,≺loc ,<loc , `|E) is ♦–initially finite for the AON in definition 3.
This follows directly from the finiteness of steps and the following observation:
if e ∈ Ei and f ∈ Ej then e ≺loc f implies i < j, and e <loc f implies i ≤ j.
We next have an axiomatic definition of a-processes of PTI-nets.
Definition 4. An activator process (or a-process) of NI is an ifao-net AON =
(B ] B˜, E,R,Act , `) satisfying the following:
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1. `(B) ⊆ P and `(E) ⊆ T .
2. The conditions in B˜ = domAct are labelled by the special symbol f.
3. minAON ∩B is finite and M0 = `〈minAON ∩B〉.
4. For all e ∈ E,
preNI (`(e)) = `〈preAON (e) ∩B〉 and postNI (`(e)) = `〈postAON (e) ∩B〉.
5. For all b ∈ B˜, there are unique g, h ∈ E such that (b, h) ∈ ActAON , `(g) (
`(h) and preAON (b) + postAON (b) = {g}.
6. For all e, f ∈ E, if `(f) ( `(e) then there is exactly one c ∈ B˜ such that
f c(• e.
7. For all e ∈ E and S ∈ ssl(AON ), if preAON (e)∪{b | (b, e) ∈ ActAON } ⊆ S
then `〈S ∩B〉 ≤ inhNI (`(e)).
6
We will denote the set of a-processes of NI by α(NI ).
Definition 4(1,3,4) guarantees that und(AON ), after deleting B˜ and the ad-
jacent arcs, is a process of und(NI ). Definition 4(5) describes the immediate
neighbourhood of a f–labelled condition, which has to correspond to an in-
hibitor arc in NI . Conversely, definition 4(6) requires that whenever events in
AON represent transitions related through an inhibitor place, there should be
a f–labelled condition relating these events. Finally, definition 4(7) refers to
proposition 6, and requires that the strong slices of AON (i.e., markings reach-
able from minAON ) properly reflect the inhibitor constraints present in NI : an
event can only occur at a strong slice if there are not too many conditions cor-
responding to tokens in the inhibitor places of its counterpart in NI .
Every a-process generated by a step sequence of NI satisfies definition 4 and
thus is an a-process of NI .
Proposition 11. If σ ∈ ω(NI ) then piNI (σ) ⊆ α(NI ).
Proof. Similar to the corresponding result for the finite case. ut
We now can show the missing behavioural properties for PTI-nets, and in
doing so complete the first part of the paper.
6.1 Proofs of the remaining behavioural properties for PTI-nets
Proof of property 1(v,ix). Follows from definition 3 and proposition 10.
Proof of property 1(ii,vii). Follows from definition 4 and proposition 11.
Proof of property 2. (=⇒) Suppose that σ ∈ ω(NCI ) and AON ∈ piNI (σ). By
proposition 11, we have AON ∈ α(NI ). Moreover, by proceeding similarly as
in [10], one can show that σ ∈ φ(λ(AON )).
(⇐=) Suppose that AON ∈ α(NI ) and σ ∈ φ(λ(AON )). By proceeding
similarly as in [10], one can show that σ ∈ ω(NI ) and AON ∈ piNI (σ).
6 One can easily see that S ∩B is a finite set.
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7 Reducing branching in process nets
We now look at the constructions described in definitions 1 and 3 in the context
of the PTCI-net shown in figure 6 together with a ca-process and a-process.
Focus is on the feature that some of the events and conditions in such processes
may exhibit infinite branching (with respect to ordinary arcs or activator arcs
in either direction) something which is not true of occurrence nets generated
by infinite step sequences of PT-nets. In other words, all infinite branching is
related to dealing with inhibitor arcs since the underlying occurrence nets are
always finitely branching and have, in fact, non-branching conditions. We will
now propose two modifications to the original definitions which attempt to rectify
this problem.
7.1 Modifying the construction of ca-processes
Let us consider a ca-process AON = (B,E,R,Act , `) constructed in definition 1
with the view of deleting as many of its activator arcs as possible without chang-
ing the induced ifso-structure. We first introduce an auxiliary notation.
For every condition b ∈ B, let Act b be the set of all events such that (b, e) ∈
Act . Moreover, let Actminb (Act
max
b ) be the set of all e ∈ Actb for which there is
no f ∈ Actb such that fR
+e (resp. eR+f). We propose the following modification
to AON .
Modification 1 Delete each activator arc (b, e) ∈ Act such that e /∈ Actminb ∪
Actmaxb , denoting the result by AON
cmod.
When applied to the ca-process in figure 6(b), the modification results in
the ifao-net shown in figure 6(c), where the previously infinitely branching ca-
process has become finitely branching (note that in this case Actmaxb = ∅). The
modification works in the sense that the causality relationships generated by the
original and modified constructions are the same.
Proposition 12. κ(AON ) = κ(AON cmod).
Proof. Clearly, all causal relationships generated by AON cmod are included in
those generated by AON . To show that the reverse also holds, suppose that
(b, e) ∈ Act is a deleted activator arc and consider two cases. Note that the two
cases directly relate to the way the relations ≺loc and <loc were introduced in
order to define the ifso-structure generated by an ifao-net (see also figure 2(b,c)).
Case 1: (f, b) ∈ R. Then, since κ(AON ) satisfies (C0), there is g ∈ Actminb
such that (g, e) ∈ R+. Moreover, the activator arc (b, g) ∈ Act is not deleted
by modification 1. Hence the direct causal relationship induced by (f, b) ∈ R ∧
(b, e) ∈ Act in AON is represented in AON cmod by (f, b) ∈ R ∧ (b, g) ∈ Act ∧
(g, e) ∈ R+.
Case 2: (b, f) ∈ R. Then, since b ∈ domR the set Actb is finite. Hence there
is g ∈ Actmaxb such that (e, g) ∈ R
+. Moreover, the activator arc (b, g) ∈ Act
is not deleted by modification 1. Hence the direct causal relationship induced
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Fig. 6. A PTCI-net (a); ca-process generated by {w}〈{t}〉
N+
(b); modified ca-process
(c); a-process generated by 〈{w}{t}{u}〉
N+
(d); and modified a-process (e).
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by (b, f) ∈ R ∧ (b, e) ∈ Act in AON is represented in AON cmod by (b, f) ∈
R ∧ (b, g) ∈ Act ∧ (e, g) ∈ R+. ut
The above modification typically results in a reduction in branching; more-
over, we can show that infinite branching disappears provided that the under-
lying net with the initial marking taken from NCI is bounded (i.e., there is an
upper bound on the size of markings reachable in und(NCI ) from M0).
Proposition 13. If und(NCI ) with the initial marking M0 is bounded, then
AON cmod is finitely branching.
Proof. If AON cmod is not finitely branching, then there is b ∈ B such that
Actminb ∪ Act
max
b is infinite. Thus at least one of Act
min
b and Act
max
b is an
infinite set of events. Moreover, no two events in this set are related by R+.
Hence, from the standard properties of occurrence nets of PT-nets, it follows
that there is no upper bound on the size of markings reachable in und(NCI )
from M0, a contradiction. ut
7.2 Modifying the construction of a-processes
Let us now consider the construction of an a-process for a PTI-net NI =
(P, T,W, I,M0) as described in definition 3. We now also intend to discuss the
expectation that, when constructing an a-process for NI , only a ‘small’ set of
the nodes generated so far (call it a frontier) would be necessary to construct
new events and conditions. Clearly, for PTCI-nets and ca-processes constructed
in definition 1, a suitable frontier consists only of the conditions without out-
going arcs. However, in definition 3 the frontier can be much bigger, as it also
must include some of the events already generated. Indeed, the construction re-
quires that all (and only) the events labelled by transitions adjacent to inhibitor
places be included in the frontier. This is, in many cases, excessive and a possible
remedy is directly motivated by the transitivity properties (C4).
Assuming the notation as in definition 3 and k ∈ I, let Fk be the set of all
events e in Ek such that there is no event f ∈ Ek with the same label as e and
satisfying eR+k f .
Modification 2 Replace the last two items of definition 3 by the following:
– If e ∈ Ek and f ∈ Fk−1 are such that `k(f) ( `k(e) and it is not the case
that (f, e) ∈ Rk−1◦Actk−1◦R
+
k , then we create exactly one condition b ∈ B˜
k
and add two arcs: (f, b) ∈ Rk and (b, e) ∈ Actk.
– If f ∈ Ek and e ∈ Ek ∪ Fk−1 are such that `k(f) ( `k(e) and it is not the
case that (e, f) ∈ Act−1k−1 ◦ Rk−1 ◦ R
+
k , then we create exactly one condition
b ∈ B˜k and add two arcs: (b, f) ∈ Rk and (b, e) ∈ Actk.
Denote the result by AON mod.
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The above is illustrated in figure 6(e), which in contrast to the previously
infinitely branching a-process shown in figure 6(d), is finitely branching.
Note that with every modified a-process AON mod constructed as just de-
scribed corresponds a normally constructed a-process (denoted AON ). Their
only difference is that AON mod may have less f-labelled conditions and hence
less activator arcs and ordinary arcs connected to these places.
The causality relationships generated by the original and modified construc-
tions are the same.
Proposition 14. κ(AON ) = κ(AON mod).
Proof. Clearly, all causal relationships generated by AON mod are included in
those generated by AON . To show that the reverse also holds, we consider two
cases (below, the primed components are related to AON mod). Again, the two
cases directly relate to the way the relations ≺loc and <loc were introduced in
order to define the ifso-structure generated by an ifao-net (see also figure 2(b,c)).
In our argument we use the fact that for two events g and h, if (g, h) ∈ R? then
(g, h) ∈ (R′)?.
Case 1: (f, e) ∈ R ◦ Act . Suppose that e has been added in the k-th step
of both constructions. To start with, f ∈ Ek−1 and so, since Nk is finite, there
is f ′ ∈ Fk−1 such that (f, f
′) ∈ R? and f, f ′ have the same label. If (f ′, e) ∈
R′k−1 ◦Act
′
k−1 ◦ (R
′
k)
+ then we have (f, e) ∈ (R′)+ ◦Act ′ ◦ (R′)+. Otherwise, we
have (f ′, e) ∈ R′k ◦ Act
′
k, and so (f, e) ∈ (R
′)+ ◦Act ′.
Case 2: (e, f) ∈ Act−1 ◦R. Suppose that f has been added in the k-th step of
both constructions. If e ∈ Ek then one can easily see that (e, f) ∈ (Act ′)−1 ◦R′.
Otherwise, e ∈ Ek−1 and, similarly as before, there is e
′ ∈ Fk−1 such that
(e, e′) ∈ R? and e, e′ have the same label. If (e′, f) ∈ Act−1k−1 ◦Rk−1 ◦R
+
k then we
have (e, f) ∈ (R′)? ◦ (Act ′)−1 ◦ (R′)+. Otherwise, we have (e′, f) ∈ Act−1k ◦ R
′
k,
and so (e, f) ∈ (R′)? ◦ (Act ′)−1 ◦R′. ut
Similarly as before, one can show that infinite branching completely disap-
pears for bounded underlying nets.
Proposition 15. If und(NI ) with the initial marking M0 is bounded, then
AON mod is finitely branching.
Proof. If AON mod is not finitely branching then there are events e, e1, e2, . . .
such that (e, ei) ∈ R◦Act , for all i ≥ 1; or (e, ei) ∈ Act
−1 ◦R, for all i ≥ 1. Since
und(NI ) with the initial marking M0 is bounded, there are ek and el such that
(ek, el) ∈ R
+. We then obtain a contradiction with modification 2. ut
We can also estimate the number of the frontier events in the bounded case,
which follows from the fact that in any occurrence net generated from und(NI )
with the initial marking M0, there can be no more causally unrelated instances
of a given transition than the maximal size of the reachable markings.
Proposition 16. If und(NI ) with the initial marking M0 is bounded, then
|Fk| ≤ |T | · β for every k, where β is the maximal size of markings reachable
from M0 in und(NI ).
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We can therefore conclude that for NI the size of a frontier, which includes
all conditions without outgoing directed arcs together with Fk, is bounded by
(1+ |T |) ·β. Even a tighter upper bound can be obtained in the safe case, which
follows from the fact that in an occurrence net generated from a safe PT-net,
any two occurrences of the same transition are causally related.
Proposition 17. If und(NI ) with the initial marking M0 is safe (i.e., each
marking reachable from M0 in und(NI ) is a set) then |Fk| ≤ min(|T |, |P |) for
every k.
Hence in this case, the size of a frontier is bounded by 2|P |.
8 Final remarks
In this paper we have introduced and discussed infinite processes of PTI-nets.
It is our intention to use the results obtained here in the definition of branching
processes of PTI-nets, leading to an extension of the theory developed in [5].
It is worth mentioning that the two ways of deriving processes of PT-nets with
inhibitor arcs are not too distant, and in essence overlap for a wide range of
nets. For example, using a result proven in [10], it is immediate that if a PTCI-
net NCI is an ordinary inhibitor net (i.e., I(p, t) ∈ {0,∞} for all p and t),
then κ(αcpl(NCI )) = κ(α(NCI )). This means that the two semantical mappings
result in identical descriptions of the causalities in the net NCI .
We will now briefly discuss some issues related to the two modifications
proposed in the last section.
To start with, modification 1 might look somewhat unsatisfactory since it
involves deleting redundant activator arcs rather than not generating them in
the first place. This, however, seems to be in general unavoidable since it may
be impossible to predict whether a newly generated event will eventually belong
to Actmaxb . However, if the underlying net is safe, it is always possible to check
this by looking at the transitions occurring in the original step sequence.
Let us now consider modification 2 for unbounded PTI-nets. In such a case
the frontier can grow indefinitely, as it can for PT-nets [1] (there is no upper
bound on the size of reachable markings). Moreover, we lose the finite branching
property which holds for infinite processes of PT-nets. Consider the example in
figure 7. The a-process there has been obtained using the modified version of
our construction (which in this particular case does not have any effect), yet it
still contains an infinitely branching event e. One might, of course, hope that
the situation could be improved in some way (notice that gluing all f-labelled
conditions together only shifts the source of infinite branching), but one can see
that there is no finitely branching ifao-net which would generate the same ifso-
structure as that in figure 7. Indeed, to generate the causalities e ≺ ei, we cannot
use (as an intermediary) the fi’s since this would introduce causalities between
e and (some of) the gi’s. Moreover, no el can be used to generate causalities
between e and another ej since the ei’s are unrelated. We therefore conclude
that infinite branching is in general unavoidable when generating unfoldings of
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Fig. 7. A PTI-net (a); its modified a-process generated by {w}〈{u}{z}{t}〉
N+
(b); and
the corresponding causality relationship (c).
unbounded PTI-nets. This somewhat pessimistic remark should however not
impact on the application to model checking of the constructions proposed here,
as the latter typically applies only to bounded Petri nets (see, e.g., [9, 11]).
Finally, the above argument essentially implies that the ifso-structure in fig-
ure 7 can only be generated by an ifao-net exhibiting infinite branching. Since
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the PTI-net in figure 7 has exactly the same a priori and a posteriori step
sequences, what we have just observed would not be changed by adopting a
different operational semantics for PTI-nets.
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