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Abstract. This paper proposes an extension of Chaitin’s halting probability 0to
measurement operator in $\mathrm{a}\mathrm{a}\mathrm{n}$ infinite dimensional quantum system. Chaitin’s $\Omega$ is defined
as the probability that the universal self-delimiting Turing machine $U$ halts, and plays
acentral role in the development of algorithmic information theory. Iri the theory, there
are two equivalent ways to define the program-size complexity $H(s)$ of agiven finite
binary string $\mathrm{s}$ . In the standard way, $H(s)$ is defined as the length of the shortest
input string for $U$ to output 8. In the other way, the s0-called universal probability
$\Pi \mathrm{L}$ is introduced first, and then $H(s)$ is defined as $-\log_{2}m(\mathrm{I}\mathrm{F})$ without reference to the
concept of program-size.
Mathematically, the statistics of outcomes in aquantum measurement are described
by apositive operator-valued measure (POVM) in the most general setting. Based
on the theory of computability structures on aBanach space developed by Pour-El
and Richards, we extend the universal probability to an analogue of POVM in an
infinite dimensional quantum system, called universal semi-POVM. We also give another
characterization of Chaitin’s $\Omega$ numbers by universal probabilities. Then, based on this
characterization, we propose to define an extension of $\Omega$ as asum of the POVM elements
of auniversal semi-POVM. The validity of this definition is discussed.
1Introduction
Algorithmic information theory is afiamework to
apply information-theoretic and probabilistic ideas
to recursive function theory. One of the primary
concepts of algorithmic information theory is the
program-size $compl_{6\mathrm{f}\mathrm{f}\dot{i}}\not\in y$ (or Kolmogorov complez-
$\dot{i}ty)\mathrm{H}\{\mathrm{s}$ ) of afinite binary string $s$ , which is de-
fined as the length of the shortest binary input
for the universal self-delimiting Turing machine to
output $s$ . By the definition, $H(s)$ can be thought
of as the information content of individual finite
binary string $s$ . In fact, algorithmic information
theory has precisely the formal properties of clas-
sical information theory (see [2]), The concept
of program-size complexity plays acrucial role in
characterizing the randomness of afinite or infinite
binary string. In [2] Chaitin introduced the halt-
ing probability $\Omega$ as an example of random infinite
string. His $\Omega$ is defined as the probability that
the universal self-delimiting Turing machine halts,
arrd plays acentral role in the development of alg0-
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rithmic information theory. The first ffl bits of the
base-two expansion of 0solves the halting problem
for aprogram of size not greater than $n$ . By this
property, the base-two expansion of $\Omega$ is shown to
be an instance of arandom infinite binary string.
In [3] Chaitin encoded this random property of $\Omega$
onto an exponential Diophantine equation in the
manner that acertain property of the set of the
solutions of the equation is indistinguishable from
coin tosses. Moreover, based on this random Prop-
erty of the equation, Chaitin derived several quan-
titative versions of C\"odel’s incompleteness the0-
rems.
In [7] we generalized Chaitin’s halting probabil-
ity $\Omega$ to $\Omega^{E\mathrm{J}}$ so that the degree of randomness of
$\Omega^{l\mathit{1}}$ can be controled by areal number $l\mathrm{J}$ with
$0<D$ $\leq 1$ . As $D$ becomes $1_{\mathrm{f}\mathrm{f}\mathrm{i}\mathrm{i}}\mathrm{g}\mathrm{e}\mathrm{r}$ , the degree of
randomness of $\Omega^{D}$ increases. When $D$ $=1,$ $\Omega^{D}$
becomes arandom real number, i.e., $\Omega^{1}=\Omega$ . The
properties of $\Omega^{E}$ and its relations to self-similar
sets were studied in [7]. In the present paper, how-
ever, we generalize Chaitin’s fl to a different direc-
tion fiom [7]. The aim of the present paper is to
1426 2005 212-218
213
extend Chaitin’s halting probability $\Omega$ to measure
ment operator in an infinite dimensional quantum
system ($\mathrm{i}.\mathrm{e}.,$ a quantum system whose state space
has infinite dimension).
The program-size complexity $H(s)$ is originally
defined using the concept of program-size, as
stated above. However, it is possible to define $\mathrm{H}(\mathrm{s})$
without referring to such aconcept, $\mathrm{i}.\mathrm{e}.$ , we first in-
troduce auniversal probability $m$ , and then define
$\mathrm{H}(\mathrm{s})ffi$ $-\log_{\Xi}$ $\mathrm{m}(\mathrm{s})$ . Auniversal probability is de-
fined through the following two definitions. We
denote by $\Xi^{*}$ the set of finite binary strings, by
$\mathrm{E}^{+}$ the set of positive integers, and by $\mathrm{E}$ the set of
rational numbers.
Definition 1.1. For fiffiy $r$ : $\mathrm{E}^{*}arrow[0_{\mathrm{f}}1]$ , we say
that $r$ iff $ai$ lower-computable semi-measure if $r$
satisfies the two conditions: $\zeta ij$ $\mathrm{Z}E\in \mathrm{z}*\mathrm{r}(\mathrm{s})$ $\leq 1$
and (ii) there exists $a\mathrm{i}$ total $re\mathrm{i}\mathrm{c}uu\mathrm{i}rs\dot{\#}lJ\mathrm{E}fuTBCtio\tau t$
$f:\mathrm{E}^{+}1\mathrm{i}$ $\mathrm{E}^{*}arrow \mathbb{Q}$ such that, for each $s$ $\in\Sigma^{\neq}$ ,
$\lim_{r\mathrm{L}arrow \mathrm{f}\mathrm{f}\mathrm{l}}f(n, s)$ $=r(s)$ and $\forall n$ $\in \mathrm{E}^{+}0\leq f$ ($n,$ Is)\leq
$f(n +1, s)$ .
Definition 1.2. Let $m$ be a lower-computable
semi-measure. We say ffinf $\tau n$ is $a\mathrm{i}$ universal proba-
bifify if for any lower-computable semi-measure $r_{\mathrm{J}}$
there exists $a\mathrm{i}$ real number $c>$ [$\rfloor$ such that, for all
$s$ $\in \mathrm{E}_{\mathrm{J}}^{*}cr(15)$ $\leq\pi\iota(s)$ .
In quantum mechanics, apositive operator-
valued measure (POVM) is the mathematical tool
which describes the statistics of outcomes in $\mathrm{a}$
quantum measurement in the most general setting.
In this paper we extend the universal probability to
an analogue of aPOVIVI in an infinite dimensional
quantum system, called auniversal semi-POVM
Then, based on universal $\mathrm{s}\mathrm{e}\mathrm{m}\mathrm{i}- \mathrm{P}\mathrm{O}\mathrm{V}\mathrm{M}_{1}$ we in r0-
duce the extension $\Omega\wedge$ of Chaitin’s $\Omega$ to measure
ment operator in an infinite dimensional quantum
system.
In the previous work [S], we developed the the-
ory of universal semi-POVM for finite dimensional
quantum system. In this paper we try to extend
the work [8] over infinite dimensional setting.
1.1 Quantum measurements
Let $X$ be aseparable complex Hilbert space. We
assume that the inner product { $\mathrm{u}$ , $v\rangle$ of $X$ is linear
in the first variable $u$ and conjugate linear in the
second variable $v_{1}$ arrd it is related to the norm by
$||u||=\{u_{5}u\rangle^{1/\mathrm{Z}}$ . $B(X)$ is the set of bounded $\mathrm{o}\mathrm{p}\mathrm{e}\mathrm{r}rightarrow$
ators in $X$ . We denote the identity operator in $X$
by $I$ . For each $T$ $\in B(X)_{\mathrm{I}}$ the adjoint operator of
$T$ is denoted $ffi$ $T^{*}\in E(X)$ . We say $T\in B(X)$ is
Hermitian if $T$ $=T^{*}$ . $B_{h}(X)$ is the set of Hermi-
tian operators in $X$ . We say $T$ $\in B(X)$ is positive
if $\langle T_{\mathrm{J}\mathrm{i}},\mathrm{i}\mathrm{z}\rangle$ $\geq 0$ for all $li$ $\in X$ . $B(X)_{+}\mathrm{i}\mathrm{H}$ the set of
positive operators in $X$ . For each $\mathrm{S},\mathrm{T}$ $\in B_{\mathrm{b}}(X)_{1}$
we write $S$ $\leq T$ if $T$ $-S$ is positive.
With every quantum system there is associated
aseparable complex Hilbert space $X$ . The states of
the system are described by the nonzero elements
in $X$ . In the present $\mathrm{p}\mathrm{a}\mathrm{p}\mathrm{e}\mathrm{r}_{\mathrm{J}}$ we consider the case
where $X$ is aHilbert space of infinite dimension.
That is, we consider infinite dimensional quantum
systems.
Let us consider aquantum measurement Per-
formed upon aquantum system. We first define
aPOVM on a $\sigma$ -field as follows.
Definition 1.3. Let $F$ be $\mathrm{r}\mathrm{i}$ $a$ -field in $a\mathrm{i}$ $se\mathrm{f}$ $\Phi$ . We
$sny$ $\mathrm{J}f:F$ $arrow B(X)_{+}i\mathit{8}$ $a\mathrm{i}$ POVM on $\sigma$-field?if the
following holds for $M$ :If {Bj} is a countable $\mathrm{P}^{\mathrm{f}\mathrm{f}1r-}$
tition $\mathrm{f}\mathrm{J}f$ $\Phi$ inton pairwise disjoint subsets in $F$, then
$\sum_{\mathrm{j}}Bf(f\exists_{\mathrm{j}})=I$ where the series $co\mathrm{r}\iota v\mathrm{f}\mathrm{i}rges$ strongly.
In the most general setting, the statistics of out-
comes in aquantum measurement are described
by aPOVM $M$ on aa-field in aset $\Phi$ . The 4is a
set of outcomes possible under the quantum mea-
surement. If the state of the quantu$\mathrm{L}\mathrm{n}$ system is
described by an $x$ $\in X$ with $||x||=1$ immediately
before the measurement, then the probability dis-
tribution of the measurement outcomes is given by
$\langle M(B)x, x\rangle$ . (See e.g. [5] for the treatment of the
mathematical foundation of quantum mechanics.)
In this paPer, we relate an argument 5 of a
universal $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{b}\mathrm{a}\mathrm{t}_{\mathrm{J}}\mathrm{i}1\mathrm{i}\mathrm{t}\mathrm{y}m(s)$ to an individual out-
come which may occur in aquantum measure-
ment. Thus, since $m(s)$ is defined for all finite
binary strings $s_{5}$ we focus our thought on aPOVM
measurement with countably infinite measurement
outcomes, such as the measurement of energy level
of a harmonic oscillator. Since $\Phi$ is a countably
infinite set for our purpose, we particularly define
the notion of POVM on $a\mathrm{i}$ countably infinite set as
follows.
Definition 1.1. Let $\mathit{1}\mathrm{S}$ be $\mathrm{f}\mathrm{J}$ countably infinite $s\not\in\exists t$,
and let $R:S$ $arrow B(X)+\cdot W_{\mathrm{E}\mathrm{i}}$ saay $\mathrm{f}R$ $i_{l}g$ a POVM $\iota \mathrm{J}n$
cIiuuiTBfffibly $\dot{\mathrm{B}}nfi\mathrm{r}l\dot{\mathrm{f}}tese\mathrm{f}S$ if fi Bfflfisfies $\sum_{\mathrm{w}\in\Xi}\mathrm{H}(\mathrm{s})$ $=$
I where the $\mathrm{B}\mathrm{E}\mathrm{f}\mathrm{f}\dot{\mathrm{i}}es$ converges strongly.
Let $S$ be acountably infinite set, and let $F$
be the set of all subsets of E. Assume that
$R:1\mathrm{S}$ $arrow B(X)_{+}$ is aPOVM on countably infi-
write set $S$ in Definition 1.4. Then, by settin
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$M(B)$ $= \sum_{\mathrm{w}\in E}R(1\mathrm{J})$ for every $B$ $\in F$ , we cart
show that $M:F$ $arrow B(X)$ is a POVM on a-field $F$
in Definition 1.3. Thus Definition 1.4 is sufficient
for our purpose. Each operator $R(v)$ $\in B(X)_{+}$ is
called aPOVM element
In POVM measurement with countably infiinite
measurement outcomes, we represent each $\mathrm{m}\mathrm{e}\pi$
surement outcome by just a finite binary string
in perfect register with an argument of universal
probability. Thus we consider the notion of POVM
on $\Sigma^{*}$ which is aspecial case of POVM on acount-
abIy infinite set.
Definition 1.5 (POVM on $\Sigma^{*}$ ). We say
$\mathrm{f}R$ : $\Sigma^{*}arrow B(X)_{+}$ is $n$ POVM on $\mathrm{E}^{*}$ if $R$ is $a\mathrm{i}$
POVM on countably infinite set $\mathrm{E}^{*}$ .
In aquantum measurement described by a
POVM on $\mathrm{E}_{3}^{\neq}$ an experimenter gets afinite binary
string as ameasurement outcome.
Any universal probability $m$ satisfies
$\sum_{s\in \mathrm{E}^{\mathrm{r}}}\mathrm{m}[\mathrm{b}$ ) $<1$ . This relation is incompati-
ble with the relation $\sum_{B\in\Sigma^{*}}\mathrm{f}R(15)=I$ satisfied by
aPOVM $R$ on $\mathrm{E}^{*}$ . Hence we further introduce the
notion of semi-POVM on $\Sigma^{*}$ , which is appropriate
for an extension of universal probability.
Definition 1.6 (semi-POVM on $\Sigma^{*}$). We say
$R$ : $\Sigma^{*}arrow E(X)_{+}$ is $\mathrm{t}\mathrm{i}$ $sem\dot{\mathrm{f}}$ POVM on $\Sigma^{\neq}if$ $R$ sat-
isfies $\sum_{E\mathrm{E}\mathrm{E}^{\mathrm{r}}}\mathrm{R}(\mathrm{v})$ $\leq I$ ulhere the series converges
strongly.
Obviously, any POVM on $\mathrm{E}^{*}$ is asemi-POVM
on $\Sigma^{*}$ . Let $R$ be asemi-POVM on $\mathrm{E}^{*}$ . It is easy to
convert $fR$ into aPOVM on acountably infinite set
by appending an appropriate positive operator to
$R$ as follows. We fix any one object $ul$ which is rrot
-
in $\mathrm{E}^{*}$ . Let $\Omega_{H}=\sum_{s\in \mathrm{E}^{\mathrm{B}}}R(s)$ . Then $0\leq\Omega_{fl}\leq I$
and $\sum_{s\in \mathrm{E}^{\mathrm{b}}}\mathrm{R}(\mathrm{v})$ $+(I -\tilde{\Omega}_{R})=I$ . Thus, by setting
$\overline{R}(s)$ $=R(s$} for every $s$ $\in \mathrm{E}^{*}$ arzd $\overline{R}(w)=I$ $-\overline{\Omega}R$,
we see that 7?: $\Sigma^{*}\cup\{u\mathrm{f}\}$ $arrow B(X)_{+}$ is aPOVM
on countably infinite set $\Sigma^{*}\cup\{w\}$ in Definition
1.4. Therefore asemi-POVM on $\Sigma^{*}$ has aphysical
meaning in the same way as aPOVM on acount-
ably infinite set. Hence, hereafter, we say that a
POVM measurement $.M$ is described by asemi-
POVM $fR$ on $\Sigma^{*}$ if $A4$ is described by the POVM
$\overline{R}$ on countably infinite set C’ $\cup\{w\}$ . Let us can
sider the quantum measurement described by the
$fR$ performed upon aquantum system. We then see
that ifthe state of the quantum system is described
by an $\mathrm{f}\mathrm{f}\mathrm{i}$ $\in X$ with $||x||=1$ immediately before the
measurement then, for each $s$ $\in\Sigma^{*}$ , the probability
that the result 8occurs is given by $\langle R(s)x,x\}$ .
2Preliminaries
2.1 Notation
We start with some notation about numbers and
matrices which will be used in this paper.
$\mathrm{E}$ $\equiv\{0,1, 2, 3, \ldots \}$ is the set of natural numbers,
and $\mathrm{N}^{+}$ is the set of positive integers. $\ovalbox{\tt\small REJECT}$ is the set
of rational numbers. $\mathbb{R}$ is the set of real numbers,
and $\mathbb{C}$ is the set of complex numbers. $\pi$ is the set
of the complex numbers in the form of $\mathrm{f}\mathrm{B}$ $+ib$ with
$a,$ $b$ $\in \mathrm{Q}$. Let $N$ $\in \mathrm{I}\mathrm{q}+$ . Her(iV) is the set of $N\mathrm{x}\mathit{1}\mathrm{V}$
Hermittan matrices. For each $A$ $\in \mathrm{H}\mathrm{e}\mathrm{r}(N)$ , the
norm of $A4$ is denoted by $||A||_{\mathrm{a}}\mathrm{i}.\mathrm{e}.$ , $||A||= \max\{|\mathrm{I}/||$
$\nu$ is an eigenvalue of $A$}. For each $A,$ $E$ $\in \mathrm{H}\mathrm{e}\mathrm{r}(\mathrm{A} )$ ,
we write $A$ $\leq B$ if $B$ $-A$ is positive semi-definite.
Herop(N) is the set of $N\mathrm{x}l\mathrm{V}$ Hermitian matrices
whose elements are in $\not\in \mathrm{h}$ .
2.2 Algorithmic information theory
In the following we concisely review some defini-
tions artd results of algorithmic information theory
$[2, 3]$ . We assume that the reader is familiar with
algorithmic information theory in addition to the
theory of computable analysis. (See e.g. Chapter
0of [6] for the treatment of the computability of
complex numbers and complex functions on adis-
write set.)
$\Sigma^{\neq}\equiv$ { $\mathrm{A}$ , 0, 1, 00, 01, $10_{1}11$ , $0\mathrm{O}\mathrm{D},$ $001$ , O1D, $\ldots$ } is
the set of finite binary strings where Adenotes the
empty sting, arrd $\Sigma^{*}$ is ordered as indicated. We
identify any string in $\mathrm{E}^{*}$ with apositive integer in
this order. For any $s$ $\in \mathrm{E}_{1}^{*}|\mathrm{s}|$ is the length of $s$ . A
subset $S$ of $\Sigma^{*}$ is called a $prefi\Pi$-free set if no string
in $S$ is aprefix of another string in $S$ .
Acomputer is apartial recursive function
$O$ : $\Sigma^{\neq}$ $arrow$ $\Sigma^{\neq}$ whose domain of definition is
a prefix-tree set. For each computer $C$ and
each $s$ $\in$ $\Sigma^{\neq},$ $H_{\mathrm{c}}(\mathrm{B})$ is defined by $H\epsilon \mathrm{j}(s)$ $\equiv$
$\min$ { $|p|$ $|p\in \mathrm{E}^{*}$ &C(p)=s}. Acomputer $U$ is
said to be optimal if for each computer $C$ there
exists aconstant $\mathrm{s}\mathrm{i}\mathrm{m}(\mathrm{C})$ with the following prop-
erty; if $G(p)$ is defined, then there is a $p’$ for which
$U( \oint)=\mathrm{C}(\mathrm{p})$ arrd $|p^{J}|\leq|p|+\mathrm{s}\mathrm{i}\mathrm{m}(\mathrm{C})$ . It is then
shown that there exists ffil optimal computer. We
choose any one optimal computer [$J$ as the stan-
dard one, and define $H(s)$ $\equiv H_{U}(s)$ , which is re-
ferred to as the program-size complexity of 8, the
information content of $\mathrm{B}$ , or the Kolmogorov $C1\mathrm{J}$m-
plezity of $s$ .
Let $V$ be any optimal computer. Chaitin’s halt
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For any $\mathrm{f}\mathrm{f}\mathrm{i}$ $\in(0_{\mathrm{I}}1$ ], we say that $\mathrm{f}\mathrm{f}\mathrm{i}$ is random if
there exists $c\in \mathrm{N}$ such that, for any $ln$ $\in \mathrm{E}^{+}$ ,
$n$ $-c\leq H(\mathrm{f}\mathrm{H}_{\mathrm{f}1})$ where $\alpha_{r\iota}$ is the first $7\mathrm{L}$ bits of the
base-two expansion of $\mathrm{f}\mathrm{f}\mathrm{i}$ . Then [2] showed that, for
any optimal computer $V$ , $\Omega v$ is rffildom.
The class of computers is equal to the class of
functions which are computed by self-delimiting
Turing machines. Aself-delimiting Turing ma-
chine is acertain tyPe of deterministic Turing ma
chine which has two tapes, aprogram (input) tape
and awork tape. A self-delimiting Turing machine
is called universal if it computes an optimal com-
puter. Let My be auniversal self-delimiting Rr-
ing machine which computes an optimal computer
V. there $\Omega v$ is the probability that My halts (and
outputs some finite $\mathrm{b}\mathrm{i}\mathrm{n}\mathrm{a}\mathrm{r}_{v}\mathrm{v}$ string) when $M_{V}$ starts
on the program tape filled with an infinite binary
string generated by infinitely repeated tosses of a
fair coin.
[2] showed that, for arty optimal computer $V_{\}}$
$2^{-H_{V}[s]}$ is auniversal probability, Therefore we
see that, for any universal probability $m,$ $\mathrm{H}(\mathrm{s})$ $=$
$-\log_{2}\mathrm{m}(\mathrm{s})$ $+O(1)$ . Thus it is possible to define
$\mathrm{H}(\mathrm{s})$ $as-\log_{2}m(s)$ with any one universal proba-
bility $\tau n$ instead of as $H_{U}(s)$ . We can give another
characterization of $\Omega_{V}$ also using auniversal prob-
ability} as seen in the following theorem. In the
proof of the theorem, Theorem 6.6 of [1] is used.
Theorem 2.1. For $\{rn!g\mathrm{f}\mathrm{f}\mathrm{l}$ $\in \mathbb{R}$, $\alpha$ $= \sum_{s\in \mathrm{E}^{\mathrm{R}}}m(s)$
for some universal $p\mathrm{r}\mathrm{r}pb_{\mathrm{f}\mathrm{B}}b\dot{\tau}\mathrm{I}\acute{\mathrm{z}}tym\dot{\mathrm{z}}f$ and fJflly $\dot{\mathrm{p}}f_{\mathrm{f}\mathrm{E}}=$
$\Omega v$ for some optimal computer $V$ .
In the present $\mathrm{p}\mathrm{a}\mathrm{p}\mathrm{e}\mathrm{r}_{1}$ we extend auniversal prob-
ability to asemi-POVM on $\Sigma^{\neq}$ . ThuB, Theorem 2.1
suggests that an extension of $\Omega_{v}$ to an operator
can be defined as the sum of the POVM elements
of such asemi-POVFvl on $\Sigma^{*}$ . Therefore the most
important thing is how to extend auniversal prob-
ability to semi-POVM on $\Sigma^{*}$ on aHilbert space of
infinite dimension. We do this first in what follows.
3Extension of univereal proba-
bility
In order to extend auniversal probability to semi-
POVM on $\mathrm{E}^{*}$ which operates on an infinite dimen-
sional Hilbert space, we have to develop a theory
of computability for points and operators of such
aspace. We can construct the theory on any con-
crete Hilbert spaces such as $l^{2}$ and $L^{2}(\mathbb{R}^{\mathrm{B}n})$ with
$n\in \mathrm{E}^{+}$ . For the purpose of generality, however,
we here adopt an axiomatic approach which en-
compasses avariety of spaces. Thus we consider
the notion of computability structure on $\mathrm{f}B$ Banach
space which was introduced by [66] in the late $1980\mathrm{s}$ .
3.1 Computability structures on aBa-
such space
Let $X$ be acomplex Banach space with anorm
$||\cdot$ $||$ , and let $\varphi$ be anonempty set of sequences in
$X$ . We say $\varphi$ is acomputability structure on $X$ if
the following three axioms; Axiom 3.1, 3.2, and 3.3
hold. Asequence in $l\rho$ is regarded as acomputable
sequefice in $X$ .
Axiom 3.1 (Linear Forms). Let $\{\mathrm{f}\mathrm{i}\mathrm{i}_{\mathrm{f}1}\}$ and $\{y_{\mathrm{n}}\}$
be in $\iota\rho_{\mathrm{J}}$ let $\{\mathrm{f}\mathrm{E}_{\mathrm{n}k}\}$ and $\{\beta_{\Pi}\#\mathrm{i}\}$ be computable double
sequences of complex numbers, and let $d$ : $\mathrm{E}^{+}arrow$
$\mathrm{E}^{+}b\in \mathrm{i}$ [1 total recursive function. Then the sequence
$s_{\mathrm{I}\mathrm{b}}= \sum_{k=1}^{d[\mathrm{f}\mathrm{b}\}}(\alpha_{nk}x_{h}+\beta_{T\mathrm{b}h}y_{h})$
is in $\varphi$ .
For any double sequence $\{\mathrm{i}\mathrm{E}_{\mathrm{f}\mathrm{b}\Pi\iota}\}$ in $X$ , we say
$\{x_{nm}\}$ is computable with respect to {$p$ if it is
mapped to asequence in $\varphi$ by any one recursive
bijection from $\mathrm{E}^{+}$ to $\mathrm{E}^{+}\mathrm{x}$ $\mathrm{E}^{+}$ . An element $\Pi \mathrm{j}$ $\in X$
is called computable with respect to $\varphi$ if the se-
quenc[\exists $\{x, x_{t}x, \ldots\}$ is in $\varphi$ .
Axiom 3.2 (Limits). Suppose that $a\mathrm{i}$ double se-
quence $\{\mathrm{f}\mathrm{f}\mathrm{i}_{\mathrm{n}m}\}$ in $X$ is computable with respect to
$\varphi$ , $\{y_{\mathrm{n}}\}$ is $ai$ sequence in $X_{P}$ and there eists $a\mathrm{i}$ t0-
tal recursive function $e:\mathrm{E}^{+}\mathrm{x}$ $\mathrm{E}^{+}arrow \mathrm{E}^{+}$ such that
$||\mathrm{f}\mathrm{i}\mathrm{i}_{\mathrm{f}\mathrm{L}\mathrm{G}\{,h]}\Pi$
$-y_{\mathrm{f}1}||\leq 2^{-h}$ for all $nn_{\mathrm{f}}h$ $\in \mathrm{E}^{+}$ . $Th_{\mathrm{f}\mathrm{f}T\mathrm{L}}\{y_{7l}\}$
is innn $\varphi$ .
Axiom 3.3(Norms). If $\{x_{\tau\iota}\}$ is in $Ip_{\mathit{3}}$ then $fhe$
norms $\{||x_{\mathrm{f}1}||\}$ form $ai$ computable sequence of real
numbers.
We say asequence $\{e_{\mathrm{f}1}\}$ in $X$ is agenerating set
for $X$ or abasis for $X$ if the set of all finite linear
combinations of the $\mathrm{f}e_{\mathrm{l}}$ is dense in $X$ .
Definition 3.4. Let $X$ be $\iota I$ Banach spaace wifh $\mathrm{f}\mathrm{E}$
computability structure $\varphi$ . We sffiy the pair $(X, \varphi)$
is $Eiffecti\tau JHy$ separable if there exists $a\mathrm{i}$ sequence
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$\{e_{\mathrm{n}}\}$ in {$\rho$ which is a generating set for $\mathrm{X}$ , Such $a\mathrm{i}$
sequence $\{e_{fl}\}$ is called an effective generating set
for $(X, \varphi)$ or a $c\mathrm{r}\mathrm{J}mp_{7l}t\iota \mathrm{i}ble\mathrm{f}_{\mathrm{J}\mathrm{f}}\mathrm{i}sis$ $f_{[]}r(X, \varphi)$ .
Throughout the rest of this PaPer, we assume
that $X$ is an arbitrary complex Hilbert space of in-
finite dimension with acomputability structure $\varphi$
such that $(X, \varphi)$ is effectively separable. We choose
any one such acomputability structure {$\rho$ on $X$ as
the standard one throughout the rest of this paper,
and we do not refer to $\varphi$ hereafter. For example,
we will simply say asequence $\{\mathrm{f}\mathrm{f}\mathrm{i}_{Tb}\}$ is computable
instead of saying $\{x_{\mathrm{n}}\}$ is in $\mathrm{t}\mathrm{p}$ .
We next define the notion of the computability
for asemi-POVM on $\Sigma^{\neq}\mathrm{f}\mathrm{f}\mathrm{i}$ a natural extension of
effectively determined bounded operator which is
defined in [6].
Definition 3.5. Let $R$ be $\mathrm{f}l$ $semi$-POVM fJfl $\Sigma^{*}$ .
We say $R$ is computable if there exists an effec-
tive generating set $\{e_{\mathrm{n}}\}$ for $X$ such that the maap-
ping $(s, n)\succ-arrow(R(s))\mathrm{f}e_{\mathrm{f}\mathrm{l}}$ is $a\mathrm{i}$ computable $d_{\mathrm{f}\mathrm{J}}ubl_{\mathrm{f}\mathrm{i}}$
sequence in $X$ .
B.2 Universal semi-POVM
We first introduce the notion of lower-computable
semi-POVM on $\mathrm{E}_{\mathrm{J}}^{*}$ which is an extension of
the notion of lower-computable semi-measure over
semi-POVM on $\Sigma^{*}$ . The following Definition
H.fi is needed to introduce the notion of lower-
computable semi-POVM on $\Sigma^{*}$ . We say abasis
$\{e_{\mathrm{n}}\}$ for $X$ is orfhhonorrrbfil if $\langle$ $e_{\mathrm{m}}$ , $\mathrm{f}\mathrm{f}\mathrm{i}\}$ $=\mathrm{f}\mathrm{f}_{\mathrm{m}\mathrm{n}}$ for
any $m,\tau\iota\in \mathrm{E}^{+}$ . As shown in Chapter 4of [6],
we can assume that there exists acomputable or-
thonormal basis for $X$ .
Definition 3.6. Let $\{ei\}$ be an orthonormal basis
for X. For fJfiy $T$ $\in H(X)$ and $vn$ $\in \mathrm{E}^{+}$ , we say $T$
$\dot{\mathrm{E}}B$ $a\mathrm{i}n$ $m$ -square operator fPTB $\{e_{\dot{\mathrm{g}}}\}$ if for all $k$ , $l$ $\in \mathrm{E}^{+}$
if $k>m\mathrm{f}lrl>$ $m$ then $\langle T_{\mathrm{E}\mathrm{i}}k, \in \mathrm{i}l\rangle$ $=0$ . Furfher-
more, we IFfly $T$ is an m-square rational operator
on $\{e_{i}\}$ if $T$ is an $m$ -square $[]pera_{\mathrm{J}}tor$ on $\{\mathrm{e}\mathrm{i}\}$ and
for $aII$ $k_{\mathrm{f}}l$ $\in \mathrm{E}^{+}$ , $\{Tek,$ $e1\rangle\in \mathbb{H}$
The following Lemma 3.7 is suggestive to fix the
definition of lower-computable semi-POVM on $\Sigma^{*}$ .
By Lemma 3.7, we can effectively check whether
$\mathrm{l}\mathrm{F}$ $\leq T$ holds or not, given 5, $T$ $\in B_{h}(X)$ and $r\mathrm{n}$ $\in$
$\mathrm{E}^{+}$ such that $S$ and $T$ are $m$-square operators on
an orthonormal basis for $X$ .
Leemma 3.7. $Lei$ $T\in B_{\mathrm{b}}(X)$ , $air\iota d$ let $\{e_{i}\}$ be an
orthonormal basis for X. Then, the following tulfJ
conditions (i) and $\zeta i\dot{\mathrm{z}}j$ are equivalent to each other.
(i) $T$ is $aa$ positive operator,
(ii) For all finite sequence $\mathrm{I}/1$ , $\ldots$ : $\nu_{rn}$ $\in \mathrm{E}^{+}$ with
$1\prime_{1}<\cdots<$ $\mathrm{I}J_{\mathrm{f}\mathrm{R}\mathrm{P}}$
$\det$ $(\begin{array}{lll}\langle T\epsilon_{\mathrm{I}J}\epsilon_{\mathrm{I}J}\}1\}1 \{T\epsilon_{\mathrm{I}^{f}\mathrm{l}}\epsilon_{\nu_{\mathrm{m}}}\}\mathrm{l}\vdots \vdots\langle T\epsilon_{\nu_{\mathrm{m}}},\epsilon_{\nu_{1}}\rangle \cdots \{T_{E_{\mu_{\mathrm{m}^{\mathrm{j}}}}}\epsilon_{\nu_{\mathrm{m}}}\}\end{array})$ $\geq 0$ .
We recall that, for any lower-computable semi-
measure $\prime r_{1}$ there exists atotal recursive function
$f:\mathrm{E}^{+}>\mathrm{i}$ C’ \rightarrow @such that, for each $s$ $\in\Sigma^{*}$ ,
$\mathrm{h}.\mathrm{m}_{\mathrm{n}arrow \mathrm{f}\mathrm{f}\mathrm{J}}f(n_{1}s)$ $=r(s)$ and $\forall n$ $\in \mathrm{E}^{+}0\leq f(n, s)\leq$
$f(n +1, s)$ $\leq r(s)$ . We here consider how to ex-
tend this $f$ to an operator in order to define a
lower-computable semi-POVM $R$ on $\Sigma^{*}$ . Let $\mathrm{t}_{\mathrm{i}}$ }
be an orthonormal basis for $X$ . When we prove
the existence of universal semi-POVM (i.e., The
orem $3.15)_{1}$ we have to be able to decide whether
$f(\tau\iota, s)\leq f(n+1, s)$ in the sequence $\{f(n_{;}s)\}_{\mathrm{n}\in \mathrm{N}}+$
ofoperators which converges to $R(s)$ . Thus, firstly,
it is necessary for each $f(B,n)$ to be an $m$-square ra-
tional operator on $\{e_{\mathrm{t}}\}$ for some $m$ $\in \mathrm{N}^{+}$ . If so we
can use Lemma S.7 to check $f(n, s)\leq f(\tau l +1_{1}s)$ .
On that basis, in order to complete the defini-
tion of alower-computable semi-POVM, it seems
at first glance that we have only to require that
$0\leq f$ (ni, $s$ ) $\leq f(n +1_{3}s)$ $\leq R(s)$ and $f(n, s)$ can
verges to $\mathrm{R}(\mathrm{s})$ in an appropriate sense. Note that
each operator $f(n, s)$ in the sequence has to be Pos-
itive in order to guarantee that the limit $R(s)$ is
positive. However, this passing idea does not work
properly as shown by the following consideration.
For simplicity, we consider matrices in Her(A)
with $N$ $\in \mathrm{E}^{+}$ instead of operators in $X$ . We show
that for some computable matrix $A$ $\geq 0$ there
does rxot exist atotal recursive function $F:\mathrm{E}^{+}arrow$
$\mathrm{H}\mathrm{e}\mathrm{r}\mathbb{Q}(N)$ such that
$\lim_{\mathrm{n}arrow \mathrm{m}}\mathrm{F}(\mathrm{n})$
$=A$ and $\forall$ $n\in \mathrm{E}^{+}\mathrm{O}\leq \mathrm{F}(\mathrm{n})$ $\leq A$ . (2)
This follows fiom Example B.9 below, which is
based on the following result of linear algebra.
Proposition 3.8. Let $A_{1}B$ $\in \mathrm{H}\mathrm{e}\mathrm{r}(N)$ . Suppose
that i&nkA $=1\mathrm{t}ir\iota d$ $0\leq B$ $\leq A$ . Then $B$ $=\tau A$
for some $\tau\in[0_{5}1]$ .
Example $3.\mathrm{B}$ . We $con\mathrm{i}_{B\dot{i}}deer$ the matrix $A$ $\in$
Her(2) given by
$A$ $=($ $\frac{\frac{\mathrm{z}}{\sqrt{\mathrm{B}}^{3}}}{\mathrm{B}}$ $\frac{\sqrt{2}}{\frac{\mathrm{B}1}{\mathrm{s}}}$ ).
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Obviously $A$ is computable. However, since
rank $A$ $=1_{l}$ by Proposition 3.8 there does not exist
any nonzero $B$ $\in \mathrm{H}\mathrm{e}\mathrm{r}\mathbb{Q}(2)$ such that $0\leq B$ $\leq A$ .
Thus, even in non-effective manner, we cannot
get asequence $\{F(n)\}\subseteq \mathrm{H}\mathrm{e}\mathrm{r}_{\#\Sigma}(N)$ which satisfies
the condition (2). On the other $\mathrm{h}\mathrm{a}\mathrm{n}\mathrm{d}_{\mathrm{i}}$ for any Pos-
itive semi-definite $A$ $\in \mathrm{H}\mathrm{e}\mathrm{r}(\mathrm{A} )$ and any $n$ $\in \mathrm{E}_{3}^{+}$
there exists a $B$ $\in \mathrm{H}\mathrm{e}\mathrm{r}\mathbb{Q}(N)$ such that $0\leq B$ $\leq$
$A$ $+2^{-\mathrm{n}}E_{1}$ where E. is the identity matrix. This is
because, since Herq (N) is dense in Her(A) with re-
spect to the norm $||\cdot||$ , there exists a $B$ $\in \mathrm{H}\mathrm{e}\mathrm{r}\mathrm{q}$ (! v)
such that $||A+2^{-\tau\iota+1}/3E-B||\leq 2^{-\mathrm{f}\mathrm{L}}/3$. Thus we
have $0\leq A$ $+2^{-\mathrm{n}}/3E\leq B$ $\leq A$ $+2^{-r\mathrm{L}}E$ . Fur-
thermore we can show that, for any positive semi-
infinite $A$ $\in \mathrm{H}\mathrm{e}\mathrm{r}(\mathrm{J}\mathrm{V})$ , if $A$ is computable, then there
exists atotal recursive function $F$ : $\mathrm{E}^{+}arrow \mathrm{H}\mathrm{t}\exists \mathrm{r}\mathbb{Q}(N)$
such that (i) $\lim_{\mathrm{n}arrow \mathrm{m}}F(n)=A_{1}(\mathrm{i}\mathrm{i})0\leq F$($n\},$ and
(iii) $\mathrm{F}(\mathrm{n})$ $-2^{-l\mathrm{t}}E$ $\leq F(n+1)-2^{-\{n+1\}}E$ $\leq A$ . Note
that apositive semi-definite matrix $A$ with rank 1
aconsidered in Example 3.9 is not an atypical ex-
ample as aPOVM elements, since such aPOVM
element is common in afamiliar projective mea-
surement.
The foregoing consideration suggests the follow-
irtg definition of alower-computable semi-POVM
on an infinite dimensional Hilbert space.
Definition 3.10. Let $\{e\mathrm{i}\}$ be $a\mathrm{i}$ computable or-
thonormal basis for $X$ , and let $R$ be a semi-POVM
on $\Sigma^{*}$ . We say $R$ is lower-computable with respect
$fq$ $\{e_{i}\}$ if there $e\mathrm{f}\mathrm{f}\mathrm{i}\dot{\mathrm{L}}\mathrm{f}\mathrm{f}\mathrm{f}j$ an $f:\mathrm{E}^{+}\mathrm{x}$ $\mathrm{E}^{*}arrow B(X)+and$
a total recursive function $g$ : $\mathrm{E}^{+}\mathrm{x}$ $\mathrm{E}^{*}arrow \mathrm{E}^{+}$ such
that
fij for each s $\in \mathrm{E}^{*}$ , $f(\mathrm{f}\mathrm{f}\mathrm{l}_{1}\mathrm{B})$ converges strongly to
$R(s)$ as ni $arrow \mathrm{m}$ ,
(ii)
$f\mathrm{r}Jrall\mathrm{f}\mathrm{f}\mathrm{l}\mathrm{f}1\mathrm{f}1ds_{f}2^{-[_{\mathrm{R}}+1]}I_{\mathrm{f}}f$
(ffl, $s$ ) $-2^{-n}I$
$\leq f(ffi +1, s)$
$-$
$\int\dot{\mathrm{p}}\dot{\mathrm{g}}\dot{\mathrm{g}}j$ for fill $T\mathrm{L}$ aind $s_{\mathrm{P}}f(\mathrm{n}_{3}s)$ is $a\mathrm{i}$ $g(\mathrm{f}\mathrm{f}\mathrm{l}, s)- squll\Gamma B$ raa-
tional operator on $\{e_{\mathrm{i}}\}$ , and
$(i)$ the mapping $\mathrm{E}^{+}\mathrm{x}$ $\mathrm{E}^{*}\mathrm{x}$ $\mathrm{E}^{+}\mathrm{x}$ $\mathrm{N}^{+}$ $\ni$
$(n, s, i, j)\mapsto\langle f(n, s)e_{i_{5}^{\mathrm{f}\exists}\mathrm{j}}\rangle$ is $a\mathrm{i}$ total recur-
sive function.
In the above definition, we choose the sequence
$\{2^{-7\mathrm{I}}\}$ as the coefficients of I in the inequality of
the condition (ii). Note, how ever, that in the def-
inition we can equivalently replace $\{2^{-\mathrm{f}1}\}$ by any
recursive nonincreasing sequence of non-negative
rational numbers which converges to 0.
We can show that the lower-computability of
semi-POVM on $\mathrm{E}^{*}$ given in Definition 3.10 does
not depend on the choice of acomputable or-
thonormal basis used in the definition. This fact
is verified using the folowing Lemma 3.11, which
follows from Lemma 3.7,
Lemma 3.11. Let $T\in B_{h}(X)$ be an $\tau n$-square $[]$P-
erator on an orthonormal basis $\{e_{\dot{\mathrm{B}}}\}$ for X. For
any real number $aa>$ $0_{\mathrm{J}}0\leq T+a\mathrm{i}I$ if and only if
$0\leq T$ $+aI_{\Pi \mathrm{I}}$ where $I_{\mathrm{J}7l}$ is the operator in $B_{h}(X)$
such ffiffif $I_{\pi t}e_{i}=e_{i}$ if $i\leq m$ and $I_{\pi \mathrm{b}}e_{\dot{\mathrm{z}}}=0$ other
wise.
By Lemma 3.11, in order to check whether the
condition (ii) of Definition 3.10 holds, we can
equivalently check the condition that $0\leq f(ffi$ $+$
$1$ , $s)-f(\tau\iota, s)$ $+2^{-\mathrm{n}-1}I_{\Pi 1}$ if $f(n, s)$ and $f(n+1, \mathrm{B})$
are $w\iota$-square operators on an orthonormal basis
$\{e_{i}\}$ for $X$ .
Thus, we define the notion of alower-
computable semi-POVM on $\Sigma^{*}$ independently of
achoice of acomputable orthonormal basis for $X$ .
Definition 3.12. Lei fl be a semi-POVM on $\Sigma^{*}$ .
We say $fR$ is lower-computable there eists $\mathrm{f}B$ com-
putable orthonormal basis $\{e_{i}\}$ for $X$ such that $R$
is low er-computable with reeSP to $\{e_{\mathrm{P}}\}$ .
Any compubable function $r:\Sigma^{\neq}arrow[0, 1]$ with
$\sum_{\Xi\in\Sigma^{*}}r(s)\leq 1$ is shown to be alower-computable
semi-measure. Corresponding to this fact we can
show Theorem 3.13 below. For each $T$ $\in B(X)$ , we
define $||T||\mathrm{z}$ as $( \sum_{i=1}^{\mathrm{c}\mathrm{o}}||Tei||^{2})^{1/2}\in[0_{1}\propto \mathrm{l}]$ , where
$\{e_{71}\}$ is an arbitrary orthonormal basis for $X$ .
Theorem 3.13. Suppose that $\zeta\dot{\mathrm{z}}jR$ : $\mathrm{E}^{*}arrow B(X)$
is $ai$ computable semi-PO $VM\mathrm{f}\mathrm{J}n$ $\mathrm{E}_{\mathrm{J}}^{*}$ $\int i_{\dot{l}}jR(s)$
is Hilbert-Schmidt for every $s$ $\in \mathrm{E}_{\mathrm{J}}^{*}$ aand $\oint i_{\dot{\mathrm{f}}}ij$
$\{||R(s)||_{2}\}_{s\in \mathrm{E}}*$ is $a\mathrm{i}$ $c\circ mputaibl_{\mathrm{f}i}$ sequence of real
numbers. TherB $R$ is $loww\mathrm{i}_{\mathrm{f}\exists}r$ computable.
As anatural generalization of universal probabil-
ity, the notion of universal semi-POVM is defined
as follows.
Definition B.14 (universal semi-POVM).
Let $M$ be $a\mathrm{i}$ lower-computable semi-PO$VM$ on
$\mathrm{E}^{*}$ . We say that $M$ is $a\mathrm{i}$ universal semi-POVM $\dot{\mathrm{z}}f$
for each $lottt\mathrm{f}i\Gamma$-cornpuftible semi POVM $Ro\mathrm{f}l$ $\Sigma^{*}$ ,
$ther\epsilon \mathrm{i}$ exists $a\mathrm{i}$ real number $\mathrm{c}>0$ such $\mathrm{f}hat_{1}$ for all
$\mathrm{B}$ $\in\Sigma_{\mathrm{J}}^{*}cR(s)$ $\leq M(s)$ .
Most importantly we can prove the existence of
universal semi-POVM.
Theorem 3.15. $Th_{\mathrm{E}\mathrm{f}\mathrm{f}}\mathrm{i}$ exists $aa$ $uni_{tJ}ers$ffiI $s$ emmmi-
POVM
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4Extension of $\mathrm{C}\mathrm{h}\mathrm{a}\mathrm{i}\mathrm{t}^{*}1\mathrm{n}’ \mathrm{s}\Omega$
Now, based on the irrtuitiort obtained fiom Then,
rem 2.1, we propose to define an extension $\Omega \mathrm{A}$ of
Chaitin’s $\Omega$ as follows.
Definition 4.1 (extension of 0to operator).
For each universal semi-POVM $M,\hat{\Omega}_{\mathrm{A}\mathrm{f}}$ is defined
by $\hat{\Omega}_{M}\equiv\sum_{s\in \mathrm{E}^{*}}M(s)$ .
Let $M$ be auniversal semi-POVM. Then, obvi-
ously, $\hat{\Omega}_{M}\in E(X)_{+}$ and $\overline{\Omega}_{M}\leq I$. We cart further
show that $cI\leq\hat{\Omega}_{M}$ for some real number $c>0$ .
We cart show the following theorem, which sup-
ports the above proposal.
Theorem 4.2. Let $M$ be $a\mathrm{i}$ universal semi-
POVM If $ffx$ is $\mathrm{f}\mathrm{i}$ computable point in $X$ with
$||\mathrm{i}\mathrm{E}||=1$ , then (i) there exists an optimal computer
$V$ such that $\langle^{\Lambda}\Omega_{M^{\mathrm{i}\mathrm{E},\mathrm{f}\mathrm{f}\mathrm{i}}}\rangle=\Omega_{V_{\mathrm{J}}}$ and fiij $\langle\hat{\Omega}$Af, $\mathrm{f}\mathrm{f}\mathrm{i}\rangle$
is $\mathrm{t}\mathrm{i}$ random real number.
Let $M$ be any universal semi-POVM, and let
$\mathrm{i}\mathrm{I}\mathrm{i}$ be any point in $X$ with $||x||=1$ . Consider the
POVM measurement $M$ described by the $M$ . This
measurement produces one of countably many out-
comes; elements in $\mathrm{E}^{*}$ artd one more something
which corresponds to the POVM element $I$ $-\Omega_{M}$ .
If the measurement At is performed upon the state
described by the $\mathrm{f}\mathrm{f}\mathrm{i}$ immediately before the mea-
surement, then the probability that aresult $\mathrm{s}$ $\in\Sigma^{*}$
occurs is given by { $M(s)x,x\rangle$ . Therefore $\langle*\Omega_{M^{\mathrm{i}\mathrm{E}\mathrm{B}}}$, $\rangle$
is the probability of getting some finite binary
string as ameasurement outcome in $M$ .
Now, assume that $x$ is computable. Recall that,
for any optimal computer $V_{5}\Omega_{V}$ is the probabil-
ity that $V$ halts and outputs some finite string,
which results from infinitely repeated tosses of a
fair coin. Thus, by Theorem 4,2, $\langle\hat{\Omega}_{M^{\mathrm{i}}}\mathrm{r}_{3}x\rangle$ has
ameaning of classical probability that auniver-
sal self-delimiting Turing machine generates some
finite string. Hence $\langle\Omega\wedge \mathrm{f}1\mathrm{f}^{\mathrm{i}E,\mathrm{i}\mathrm{E}}\rangle$ has ameaning of
probability of producing some finite string in the
contexts of both quantum mechanics and algorith-
mic information theory. Thus, in the case where
ir is c0mputab1e, algorithmic information theory
is consistent with quantum mechanics in acertain
sense.
5Concluding remarks
Based on the universal $\mathrm{s}\mathrm{e}\mathrm{m}\mathrm{i}- \mathrm{P}\mathrm{O}\mathrm{V}\mathrm{M}_{1}$ we have in-
troduced $\dot{\Omega}_{M}$ which is an Extension of Chaitin’s
$\Omega_{U}$ to ameasurement operator in infinite dimen-
sional quantum system. In algorithmic infor-
mation theory, however, $\Omega_{U}$ is originally defined
through (1) as the halting probability of the uni-
versal self-delimiting Turing machine which com-
putes $U$ . Thus $\Omega_{U}$ is directly related to abehavior
of acomputing machine. Therefore, in order to de-
velop our operator version of algorithmic informa-
tion theory further, it is necessary to find more con-
crete definition of $\hat{\Omega}_{M}$ which is immediately based
on abehavior of some sort of computing machine.
We leave the identification of such amachine to a
future study.
The author is grateful to the 21st Century COE
program of Chuo University for the financial sup-
port.
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