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In this paper we consider certain (0, 1)matrices A of size v×vwith
exactly k ones in each row and each column where k < v. We say
that A is (α, β)-isolated if there is a single zero entry in some α ×β
submatrix of A. The submatrix need not be contiguous, i.e. formed
from α consecutive rows and β consecutive columns of A. A is said
to be (α, β)-stable if A contains no (α, β)-isolated zeros. Several
examples are presented. We show that if A is (λ, 2)-stable where
λ ≥ 3 then v ≥ k(k+λ−2)
2(λ−2) and we characterize the case of equality,
when the matrix is not equivalent to a direct sum of Jk matrices.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Recall that A is (α, β)-stable if it has no (α, β)-isolated 0s. A is α-stable if it is (α, α) stable. For
instance if Jk is the k × k matrix of all 1s then the direct sum of Jk ⊕ Jk is (2, 2)-stable or a 2-stable
matrix, i.e. it has no 2 × 2 submatrix containing precisely one zero.
For example J4 ⊕ J4 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
is 2-stable.
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An especially interesting example of a 4-stable matrix occurs in geometry. This goes back to a
famous theorem (the “regulus theorem") concerning properties of lines in a projective space over a
commutative field. Indeed, this example was the starting point for the investigations in [4,5].
For other papers concerning (0,1) matrices with forbidden configurations see [7] as well as various
papers by Anstee [1,3,2]. In a previous paper [6], α-stable (0, 1) matrices were considered. Here we
are concerned with (λ, 2) stable matrices where λ ≥ 3. The case λ = 2 is considered in [6].
1.1. Examples
We now provide some examples of (α, β)-stable matrices that arise in various contexts.
Example 1.
Let G be any finite group and H a subgroup of G, where 1 < |H| < |G|. Let A be the square matrix
of size |G| whose rows and columns are indexed by G, such that:
aij =
{
1 if gig
−1
j is in H
0 otherwise
Then A is 2-stable since any two (right) cosets are either disjoint or identical. Hence A is (λ, 2)-
stable for λ ≥ 2.
Example 2.
Let U, V be two distinct sets of pairwise skew lines in Σ = PG(3, F) where |U| = |V |. Put
auv =
{
1 if lu intersects lv
0 otherwise
Then A = (auv) is 4-stable. This is the “regulus theorem” alluded to earlier [4,5].
Example 3.
Consider all the 2-subsets S1, . . . , S(t2)
of a set S of t distinct elements. Put:
aij =
{
1 if element j is in subset Si
0 otherwise
Then the
(
t
2
)
× t matrix A is (λ, 2) stable for λ ≥ 3 but not (2, 2)-stable (see Section 5).
2. Definitions and notations
LetMm,n(F2) denote the set of allm × nmatrices whose entries in F2 are 0 and 1 the additive and
multiplicative identity respectively. We shortenMm,m(F2) toMm(F2).
Consider A ∈ Mm,n(F2). Let A(i) denote the ith row of A and A(j) the jth column of A. The standard
dot product of columns A(k) and A(l) is denoted by A(k) · A(l).
Mkm(F2) is the subset of allMm(F2)matrices with exactly k 1
s in each row and k 1s in each column.
Jm,n is them × nmatrix of all 1’s. Then matrix Jn,n is denoted by Jn.
0m,n is them × nmatrix of all 0’s. Then matrix 0n,n is denoted by 0n.
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Consider A ∈ Mkm(F2). Let Cl denote the set of all columns whose dot product with column A(l) is k.
Thus, a column A(j) is in Cl if (and only if) A(j) = A(l). In such a case, Cj = Cl .
We say that a row A(i) (resp. column A
(j)) is incident with a column A(j) (resp. row A(i)) if (aij) = 1.
LetRl denote the set of all rows that are incident with column A(l). Then |Rl| = k.
Let S be a finite set of n elements, i.e. S = s1, ..., sn and S1, ..., Sm a set of m subsets of S . Then
A = (aij) ∈ Mm,n(F2) is an incidence matrix for that family of subsets if
aij =
{
1 if sj ∈ Si
0 otherwise
Remark 2.1. Observe that if A ∈ Mkm(F2) then for any two columns A(i) and A(j), A(i) · A(j) is equal to
|R| where R is the set of rows that are incident with both column A(i) and column A(j). In particular
A(i) · A(j) ≤ k with equality if (and only if) column A(j) (resp. column A(i)) is in Ci (resp. Cj).
3. Lower bound
The main result for the section is as follows.
Theorem 3.1. Let A ∈ Mkv(F2) be a (λ, 2)-stable matrix with two columns A(i) and A(j) such that 1 ≤
A(i) · A(j) < k where λ ≥ 3. Then v ≥ k(k+λ−2)
2(λ−2) with equality only if any two non-identical columns have
dot product (λ − 2) and |Cl| = k2 for all l.
Proof. Note that 1 ≤ |Ci| < k as |Ci| is at most k and there is a column A(j) such that 1 ≤ A(i) ·A(j) < k
by assumption. Then we claim that:
(k)(k − |Ci|) ≤ (v − |Ci|)(λ − 2) (1)
To see this, note that the left hand side of the inequality is obtained by counting the number of 1s
contained in the k rowsRi that are not contained in a columnof Ci. The right hand side of the inequality
is an upper bound on the number of these 1s but counting by column. More explicitly, the right hand
side considers the (v − |Ci|) columns of A not in Ci, noting that for any column not in Ci that column
has at most (λ − 2) 1s inRi as A is (λ, 2)-stable.
Rearranging gives:
v ≥ |Ci|(λ − 2 − k) + k
2
λ − 2 (2)
If |Ci| ≤ k2 and λ ≤ k + 2 then by inequality (2),
v ≥ k(k + λ − 2)
2(λ − 2) (3)
withstrict inequality if |Ci| < k2 .Note that ifλ > k+2thenasv ≥ k, inequality (3)holds strictlyaswell.
Similarly, if |Cj| ≤ k2 , then replacing A(i) by A(j) in the previous paragraphs gives inequality (3) with
strict inequality if |Cj| < k2 as well. Note that, since by assumption 1 ≤ A(i) · A(j), then there is a row
that is incident with all the columns of Ci and Cj . From this,
1 ≤ |Ci| + |Cj| ≤ k
and hence at least one of |Ci| ≤ k2 or |Cj| ≤ k2 , giving inequality (3).
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Finally, suppose that v = k(k+λ−2)
2(λ−2) . Then |Ci| = k2 by the above paragraphs. Suppose there is some
column A(l) such that A(i) · A(l) < λ − 2. Then
(k)(k − |Ci|) = (k)(k − k
2
) ≤ (A(i) · A(l)) + (v − |Ci| − 1)(λ − 2)
= (A(i) · A(l)) + (v − k
2
− 1)(λ − 2)
which is obtained as in inequality (1) by considering column A(l) separately. Rearranging gives
v >
k(k + λ − 2)
2(λ − 2) .
Then v ≥ k(k+λ−2)
2(λ−2) with equality only if any two non-identical columns have dot product (λ− 2) and
|Cl| = k2 for all l. 
Note that if A ∈ Mkv(F2) is a (λ, 2)-stable matrix which does not contain two columns A(i) and A(j)
such that 1 ≤ A(i) · A(j) < k then the bound does not necessarily hold. For instance the J4 ⊕ J4 matrix
of size 8× 8 is not only (2, 2)-stable but (λ, 2) stable for λ ≥ 3. However, applying Theorem 3.1 with
k = 4 and λ = 3 gives a lower bound on v of (4)(4+1)
2(1)
= 10 which is greater than 8.
4. A construction
Here, we will show that the lower bound given on v in Theorem 3.1 can be achieved by the matrix
A = B ⊗ J where B is an incidence matrix of all
(
t
2
)
2-subsets with t = k+λ−2
λ−2 and J = Jλ−2, k2 . Then,
A = B ⊗ J =
⎛
⎜⎜⎜⎝
b1,1J ... b1,t J
... ... ...
b(t2),1
J ... b(t2),t
J
⎞
⎟⎟⎟⎠
where bijJ is a (λ − 2) × k2 “block" of 0s or 1s.
The main theorem of the section is as follows.
Theorem 4.1. Suppose that λ ≥ 3, 2|k, (λ − 2)|k and A = B ⊗ Jλ−2, k
2
where B is an incidence matrix of
all
(
t
2
)
2-subsets of a set of size t = k+λ−2
λ−2 . Then A ∈ Mkv(F2)where v = k(k+λ−2)2(λ−2) and A is (λ, 2) stable.
Proof. First consider the matrix B where B is the incidence matrix of all
(
t
2
)
2-subsets of a set of t
elements where t = k+λ−2
λ−2 . The number of rows of B is then
( k+λ−2
λ−2
2
)
= k(k+λ−2)
2(λ−2)2 and the number of
columns is k+λ−2
λ−2 . There are
k
λ−2 1
s in each column and 2 1s in each row.
The dot product of any two columns is either k
λ−2 (both columns identical) or 1 if the columns are
distinct since any two distinct elements of the t elements are contained in a unique 2-subset.
The matrix A has
k(k+λ−2)
2(λ−2)2 (λ− 2) = k(k+λ−2)2(λ−2) = v rows and (k+λ−2)λ−2 k2 = k(k+λ−2)2(λ−2) = v columns.
Moreover,Ahas k
λ−2 (λ − 2)(= k)1s in each rowand2( k2 )(= k)1s in each column. Thedot product
of any two columnsofA is either k or (λ−2) as canbe seenbyusing theproperties ofB. ThenA is (λ, 2)-
stable since otherwise there would be a pair of columns A(i) and A(j) where λ− 2 < A(i) · A(j) < k. 
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5. Digression on incidence matrices
Let B be an incidence matrix of all
(
t
2
)
2-subsets of a set of t distinct elements. Then B has two 1s in
each row, (t − 1) 1s in each column and the dot product of any two distinct columns is 1 (properties
used in the proof of Theorem 4.1).
Conversely, any matrix of size
(
t
2
)
× t of 0s and 1s satisfying the three properties above is indeed
an incidence matrix of all the 2-subsets of a t element set.
In fact, any
(
t
2
)
× t matrix of 0s and 1s, with two 1s in each row where every row is distinct (but
with no condition on the columns) is a 2-subset incidence matrix for a set of t elements.
Finally, note that if B is a 2-subset incidence matrix of a set of t distinct elements then it is readily
seen that B is not 2-stable or (2, 2) stable. However, since the dot product of any two distinct columns
must be 1, then B is (λ, 2)-stable for λ ≥ 3.
6. Converse to Theorem 4.1
Finally, we consider the case of a (λ, 2) stable matrix A ∈ Mkv(F2), where v = k(k+λ−2)2(λ−2) and give a
converse to Theorem 4.1.
Note that the condition that A has two columns A(i) and A(j) such that 1 ≤ A(i) · A(j) < k (used in
Theorem 3.1) is equivalent to assuming that A is not equal to a direct sum of Jk matrices, following any
permutation of the rows or columns.
Lemma 6.1. Consider a (λ, 2) stable matrix A ∈ Mkv(F2), where λ ≥ 3, v = k(k+λ−2)2(λ−2) and A is not equal
to a direct sum of Jk matrices following any permutation of the rows or columns. Then 2|k, (λ − 2)|k and
the 1s of A can be partitioned into Jλ−2, k
2
submatrices, so that for each submatrix:
(i) The k
2
columns of A that are incident with all (λ − 2) rows of the given submatrix consist precisely
of all the columns in some single Ci.
(ii) The λ − 2 rows of A that are incident with all the columns of the given submatrix, are incident with
all the columns of another Jλ−2, k
2
submatrix and with no other columns.
(iii) The k columns that are incident with all the λ − 2 rows of each such ‘pair’ of submatrices in ii) are
not all incident with any other single row.
Proof. Consider any 1 in the matrix A. It is contained in some row A(r) and some column A
(i) where
by Theorem 3.1, |Ci| = k2 . Hence 2|k and k2 |v. Moreover since v = (k+λ−2)k2(λ−2) is an integer and k2 |v,
(λ − 2)|k, which establishes the second divisibility condition as well.
Now, since |Ci| = k2 , any row of 1s incidentwith every column in Ci, and in particular A(r) is incident
with some column A(j) not in Ci. Then A(i) ·A(j) = λ−2 by Theorem3.1 and hence there areλ−2 rows,
including A(r) that are incident with all the columns of Ci and Cj . Then we can form a Jλ−2, k
2
submatrix
using those λ − 2 rows and the columns of Ci, which establishes part (i).
If we consider the 1 in A that is contained in row A(r) as well as column A
(j) then by interchanging
the role A(i) and A(j) in the previous paragraphs, we can establish part ii) of the theorem.
Finally, to establish part (iii), note that for each column A(i), then for any column A(j) not in Ci,
A(i) · A(j) = λ − 2, by Theorem 3.1. 
Theorem 6.2. Consider a (λ, 2) stable matrix A ∈ Mkv(F2), where λ ≥ 3, v = k(k+λ−2)2(λ−2) and A is not equal
to a direct sum of Jk matrices following any permutation of rows and columns. Then 2|k, (λ− 2)|k and the
rows and columns of A can be permuted so that A = B ⊗ Jλ−2, k
2
where B is an incidence matrix of all
(
t
2
)
2-subsets with t = k+λ−2
λ−2 .
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Proof. We apply Lemma 6.1 to obtain the divisibility conditions and a partition of the 1s of A into
Jλ−2, k
2
submatrices as described in Lemma 6.1.
First, permute the columns of A so that the k
2
columns of each distinct Ci are adjacent, and so that
within each Ci the columns are ordered in accordancewith the Jλ−2, k
2
submatrices, resulting in amatrix
A
′
.
Now, consider any ‘pair’ of distinct Jλ−2, k
2
submatrices found in Lemma 6.1 (ii). Partition the rows
of A′ into subsets of size λ − 2, so that each subset of rows contains all the rows that are incident
with all the columns of a distinct ‘pair’ of submatrices. Order all these ‘pairs’ of submatrices and hence
the partition of the rows arbitrarily. Then, permute the rows of A′, so that the first λ − 2 rows of the
permuted matrix A′′ are incident with all the columns of the first pair of submatrices, and so forth.
Then within each distinct Ci, the first (and subsequent) λ − 2 rows consist of “blocks” of size
(λ−2)× k
2
of all 0s or all 1s. Then Ci can be written as B(i) ⊗ Jλ−2, k
2
where B(i) is a column vector with
v
λ−2 =
(
t
2
)
rows where t = k+λ−2
λ−2 . Then A
′′ = B⊗ Jλ−2, k
2
where B is a
(
t
2
)
× t matrix since there are
exactly v 2
k
= (k+λ−2)k
2(λ−2)
2
k
= t distinct Ci.
By the parts (ii) and (iii) of Lemma 6.1, B has two 1s in each row and the rows of Bmust be distinct.
Hence B is an incidence matrix of all
(
t
2
)
2-subsets by the digression of incidence matrices, with
t = k+λ−2
λ−2 . Then A = B ⊗ Jλ−2, k2 following some permutation of the rows and columns. 
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