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Abstract
This paper investigates representations of the Borel subgroup of the general linear group called
agged Weyl modules, associated to shapes in the plane having two columns. Two formulas for
the characters of these modules are given, namely, a recurrence and a generating function over
certain column-strict tableaux. Explicit Schubert ltrations (in the sense of Polo) are constructed
for the duals of these modules. c© 1999 Elsevier Science B.V. All rights reserved.
MSC: 05E10; 22E46
1. Introduction
To each shape D (nite subset of pairs of positive integers) there is an associ-
ated agged Weyl module FlagWeylD, carrying an action of the Borel subgroup B of
upper triangular matrices in a general linear group. These representations are closely
related to the Weyl modules, introduced by Weyl [20] for Ferrers shapes of partitions
as a construction of the irreducible nite dimensional representations of the general
linear group over elds of characteristic zero. The agged modules were introduced
by Kraskiewicz and Pragacz [9], who showed that the formal character of the agged
Weyl module for the shape given by the inversion diagram of a permutation w, is the
Schubert polynomial Sw of Lascoux and Schutzenberger [11]. It was observed in [17]
that for certain shapes called keys, the agged Weyl modules are dual to Demazure
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modules [4]. In [14,18], a much more general class of shapes called %-avoiding were
studied, and formulas for the characters of their modules were computed. The class
of %-avoiding shapes encompasses nearly all of the classes of shapes whose Weyl or
agged Weyl modules had been studied.
This paper is one of the rst attempts to understand the structure of agged Weyl
modules and their characters for shapes outside the %-avoiding class, by examining the
somewhat tractable case where the shape D has two columns. Another investigation of
shapes outside of the %-avoiding class was undertaken by Magyar and van der Kallen
[15], who produced a character formula for (unagged) Weyl modules of shapes with
three rows. We prove three main results:
 A recursive formula (Theorem 3) for the formal character of the agged Weyl
module of a two column shape, involving the isobaric divided dierence operators
appearing in the Demazure character formula [4].
 A non-recursive formula (Theorem 8) for the same character, which expresses it as
the generating function for a certain set of column-strict tableaux.
 An explicit B-module ltration (Theorem 25) for these agged Weyl modules which
is dual to a Schubert ltration in the sense of Polo [16].
The paper is structured as follows. Section 2 reviews some denitions relating to
shapes, agged Weyl modules, and their formal characters. Section 3 proves the rst
main result and Section 4 uses it to prove the second main result.
Sections 5 and 6 prove some technical lemmas (Propositions 21, 22, and 24, and
(6.1)) necessary for the third main result in Section 7. These lemmas assert a duality
between agged Weyl modules and agged Schur modules, and identify certain gen-
eralized agged Schur modules as the spaces of global sections of a line bundle over
a union of Schubert varieties in the ag variety.
Section 7 adapts for agged Weyl modules a technique devised by James and Peel
[7] for producing ltrations of Specht modules of the symmetric group. This tech-
nique is used to prove the third main result, the B-module ltration Theorem 25. The
non-recursive character formula Theorem 8 is used as a key ingredient in establish-
ing the properties of the ltration. The other ingredient is a character formula for
the B-modules given by spaces of global sections of line bundles over unions of
Schubert varieties in the ag variety, provided by standard monomial theory [10].
Some corollaries and a conjecture appear at the end of the section.
2. Denitions
Two descriptions of agged Weyl modules are given, a functorial denition in the
spirit of [2,9], and an explicit denition as the span of vectors indexed by llings
of shapes. The formal character is dened. The classical Garnir relations are also re-
counted, as they are used several times in the proof of the recurrence for the characters
of two-column agged Weyl modules (Theorem 3).
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First we give denitions for shapes and llings. A shape is a nite subset of pairs
of positive integers, which is viewed as a subset of positions in an innite matrix. An
element (i; j) of a shape is called a cell and is regarded as the entry in row i and
column j. For our applications all shapes will be contained in the rst n rows. Let
rowi(D) (resp. colj(D)) be the subset of cells in row i (resp. column j) of D. Often
by abuse of notation we regard rowi(D) as the set fj: (i; j) 2 Dg of column indices
of cells appearing in row i of D (similarly for colj(D)). A lling of the shape D is
a map S :D ! [n], where [n] = f1; 2; 3; : : : ; ng. A lling is viewed as a partial matrix
with the number S(i; j) placed in position (i; j) for each (i; j) 2 D. Let rowi(S) (resp.
colj(S)) denote the word obtained by reading row i (resp. column j) of S from left to
right (resp. top to bottom). A lling S is said to be row-weak if rowi(S) is a weakly
increasing word for all i. Let f=(f1; f2; : : : ; fn) be a sequence of integers 1  fi  n.
Say that the lling S of D is f-agged if the value of each of the entries in row i of
S is at most fi, that is, S(i; j)  fi for all (i; j) 2 D. Say that the lling S of D is
agged if it is f-agged where f = (1; 2; : : : ; n).
Let E be an n-dimensional vector space over a eld F, which for simplicity is
assumed to be algebraically closed, although all our constructions can be dened over
the integers. Let G = GL(E) the general linear group. Let Div(E),
V
(E), Sym(E),
and T (E) denote the divided power, exterior, symmetric, and tensor algebras of E,
respectively. Each is naturally a G-module. Each has a Hopf algebra structure whose
multiplication map m and comultiplication map  are both G-equivariant. If A is a
nite set, let DivA(E),
VA(E), SymA(E), and TA(E) denote the jAjth divided, exterior,
symmetric, and tensor power of E, respectively, with tensor positions indexed by the
elements of A. If A is the empty set then each of these modules is dened to be the
trivial G-module F. The Weyl module WeylD(E) of shape D is dened to be the image
of the G-equivariant map !D given by the compositionN
i
Divrowi(D)(E)
⊗⊗−−−−−! N
i
T rowi(D)(E)??yN
j
^colj(D)(E) m⊗⊗m −−−−− N
j
T colj(D)(E)
(2.1)
To dene the agged Weyl module, consider a complete ag of subspaces
E: = (0 = E0E1E2   En = E)
where Er has dimension r for 1  r  n. Let B(E:) be the Borel subgroup of
G that stabilizes each Er . Let f = (f1; f2; : : : ; fn) be a sequence of integers with
1  fi  n for all i. The agged Weyl module FlagWeylD;f(E:) is the B(E:)-module
given by the restriction of the map !D to the B(E:)-stable subspace
N
i Divrowi(D)(Efi).
If the sequence f is omitted then it is assumed that fi = i for 1  i  n. Note that
WeylD(E) = FlagWeylD;f(E:) where f = (n; n; : : : ; n).
These denitions are now made explicit. Choose once and for all a distinguished
ordered basis fei: 1  i  ng for E. This denes a distinguished ag of subspaces
E: where Er is the span of the rst r basis vectors. An automorphism g 2 GL(E) is
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identied with an invertible n  n matrix (gij) in GL(n; F) by gej =
P
i gijei. Under
this identication the Borel subgroup B = B(E:) is the subgroup of upper triangular
matrices.
The r-divided power Divr(E) has a basis fdug indexed by weakly increasing words
u of length r in the alphabet [n] = f1; 2; : : : ; ng, given by
du =
nY
i=1
e(mi(u))i
where mi(u) is the multiplicity of the letter i in u and e
(p)
i is the pth divided power
of ei.
The module
N
i Divrowi(D)(E) has basis fdSg indexed by the row-weak llings of
D, where
dS = drow1(S) ⊗ drow2(S) ⊗    ⊗ drown(S):
Similarly the B-module
N
i Divrowi(D)(Efi) has basis fdSg where S runs over the
row-weak f-agged llings of D.
The tensor power T r(E) has a basis fug indexed by the words u of length r; the
word u = u1u2 : : : ur is identied with the tensor eu1 ⊗ eu2 ⊗    ⊗ eur . Similarly, the
module
N
i T
rowi(D)(E) or
N
j T
colj(D)(E) has a basis fSg indexed by all llings of D,
where S is identied with the vector whose (i; j)th tensor position contains the vector
eS(i; j) for all (i; j) 2 D.
The map  : Diva+b(E)! Diva(E)⊗ Divb(E) is given by
(du) =
X
v
dv ⊗ dv0 (2.2)
where u is a weakly increasing word of length a+b, and the sum extends over distinct
subwords v of u of length a, and v0 is the word obtained from u by erasing the subword
v. Identifying T r(E) with T r(Div1(E)), the map  : Divr(E) ! T r(E) (computed by
\iterating" the map (2.2)) is given by
(du) =
X
v
v
where u is a weakly increasing word of length r and v runs over all distinct rear-
rangements of the word u. Thus Divr(E) can be identied with T r(E)Sr , the tensors
of degree r that are invariant under the right action of the symmetric group Sr that
permutes tensor positions.
For the word u of length r, write
fu = eu1 ^ eu2 ^    ^ eur :
The G-module
Vr(E) has a basis ffug indexed by the strictly increasing words u of
length r. A basis ffSg for
N
j
Vcolj(D)(E) indexed by the llings of S such that colj(S)
is strictly increasing for all j, where
fS = ^col1(S) ⊗ ^col2(S) ⊗    : (2.3)
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Finally, for the lling T of D, dene the element eT 2 WeylD(E) by eT = !D(dT ).
Explicitly,
eT =
X
S
fS (2.4)
where S runs over the set of distinct llings of D that are row-equivalent to T in
the sense that rowi(S) is a rearrangement of rowi(T ) for all i. Since spanning sets
map to spanning sets under surjections, feTg is a spanning set for WeylD(E) (resp.
FlagWeylD;f(E:)) as T runs over the row-weak (resp. f-agged row-weak) llings
of D.
Next we discuss the formal character of a nite-dimensional H -module, where H
is the subgroup of diagonal matrices in G. A character of H is a homomorphism of
algebraic groups H ! F where F is the multiplicative group of non-zero elements
of the eld F. Let H^ denote the group of characters of H . There is a group isomor-
phism Zn ! H^ that sends the sequence of integers = (1; 2; : : : ; n) to the character
diag(x) 7! x =Qni=1 xii , where diag(x) is the diagonal matrix with diagonal entries
x1 through xn. By abuse of notation we sometimes write  instead of the character
diag(x) 7! x. A vector v in an H -module M is called a weight vector if it generates
a one-dimensional H -submodule of M . In this case there is a character  of H such
that diag(x)v= xv for all diag(x) 2 H ; v is called a vector of weight . The -weight
space M of M is the H -submodule consisting of the vectors of weight . There is a
canonical direct sum decomposition
M = L
2H^
M:
Let M be a nite dimensional H -module. Then the formal character char(M) of M
is the Laurent polynomial in the variable set fxi: 1  i  ng dened by
char(M) = tr(xjM) =
X
2Zn
dim(M)x;
the trace of the action of x on M .
Suppose B is a set of llings of D such that feT : T 2 Bg is a basis of FlagWeylD;f.
Dene the content of a lling T , denoted content(T ), to be the n-tuple (m1(T ); m2(T );
: : : ; mn(T )) where mi(T ) is the multiplicity of the letter i in T . It is easy to see that
eT is a vector of weight content(T ), that is, diag(x)eT = xT eT , where
xT = xcontent(T ) =
Y
(i; j)2D
xT (i; j):
Then
char(FlagWeylD;f) =
X
T2B
xT : (2.5)
For general shapes D it is a challenging problem to nd such bases by giving explicit
descriptions of such sets B of llings.
An example where such a set of llings is known is the classical case given by
the basis of the Weyl module for skew shapes indexed by column-strict tableaux. This
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case is recounted here since some techniques from this case are used later. A partition
= (1  2      n) is a weakly decreasing sequence of non-negative integers i.
The Ferrers shape of a partition  (also denoted ) is dened by
= f(i; j): 1  i  n; 1  j  ig:
A skew shape is the set dierence of Ferrers shapes of partitions. A column-strict
tableau T of the skew shape D is a row-weak lling of D that is also strictly increasing
from top to bottom along columns.
It is well-known that for skew shapes D, WeylD(E) has the basis feTg where T
ranges over the column-strict tableaux of shape D. The classical argument showing
that this is a spanning set is based on the Garnir relations.
Lemma 1. Let D be any shape; i1 and i2 two row indices; T a lling of D such that
rowi1 (T ) = uv and rowi2 (T ) = yz; where u; v; y; and z are words such that the sum
of the lengths of the subwords v and y is strictly greater than the number of column
indices j such that either (i1; j) 2 D or (i2; j) 2 D (or both): ThenX
S
cSeS = 0
where S runs over the distinct llings of D that agree with T except in rows i1 and i2;
which; respectively; have the form uv0 and y0z; where v0 and y0 are weakly increasing
words such that v0y0 is a rearrangement of vy; and the constants cS are given by
cS = c(u; v0) c(y0; z);
c(u; v) =
Y
i

mi(u) + mi(v)
mi(u)

:
Example 2. Let D be the Ferrers shape of the partition (3; 2), with
T =
2 2 3
1 2
;
i1 = 1, i2 = 2, u empty, v= 223, y = 1, and z = 2. Then one has the relation
e 2 2 3
1 2
+ 2  e 1 2 3
2 2
+ e 1 2 2
3 2
= 0:
In the usual proof for a skew shape D that WeylD(E) is spanned by feTg with T a
column-strict tableaux, the Garnir relations are applied in the following way. For the
lling T of D, let word(T ) be the concatenation : : : row2(T )row1(T ). For row-weak
llings S and T of D, say that S <T if word(S)<word(T ) in the lexicographic
order. Extend this to a preorder on all llings S and T of D by saying that S <T if
S 0<T 0 where S 0 and T 0 are the row-weak llings that are row-equivalent to S and T ,
respectively. Recall that WeylD has a spanning set feTg indexed by row-weak llings
T . Consider eT where T is row-weak but is not a column-strict tableau, so that T has
a vertical violation of the form T (i; j)  T (i + 1; j). Among such violations, choose i
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maximal, then j minimal, that is, choose the violation such that the letter T (i + 1; j)
appears earliest in word(T ). Let uv = rowi(T ) and yz = rowi+1(T ) where v consists
of the letters weakly to the right of column j in rowi(T ) and y consists of the letters
weakly to the left of column j in rowi+1(T ). It is easy to check that Lemma 1 applies.
In the resulting Garnir relation, eT occurs with coecient 1 and all other terms eS
satisfy T >S. Thus eT can be written as a sum of earlier terms, proving that the set
feTg indexed by the column-strict tableaux T of shape D, span WeylD(E).
3. A recurrence for characters
The goal of this section is to produce a recurrence for the formal character of the
agged Weyl module for a two column shape D.
Let r be a positive integer and f a polynomial in the innite variable set x1; x2; : : : .
The isobaric divided dierence or Demazure operator r is dened by
r(f) =
xrf − xr+1sr(f)
xr − xr+1
where sr(f) exchanges the variables xr and xr+1 in f [4,13]. It is easy to check that
 r(f) is a polynomial,
 r(f) is symmetric in xr and xr+1,
 r(f) = f if and only if f is symmetric in xr and xr+1,
 r(f) = 0 if and only if f is divisible by xr+1 and f=xr+1 is symmetric in xr and
xr+1.
Let " f denote the substitution of xi+1 for xi in f for all i.
The main theorem of this section is:
Theorem 3. The character sD = char(FlagWeylD) of the agged Weyl module for a
two column shape D satises the following recurrence:
(R1) If D has no rows of size two; it consists of two disjoint columns C1 and C2;
and
sD = sC1 sC2
where for any single column C = fc1; : : : ; ckg we have
sC =
X
i1< i2<< ik
ij  cj 8j
xi1xi2    xik :
(R2) If jrow1(D)j= 2; then
sD = x21 " sD
where D is obtained from D by removing the rst row and moving all remaining
cells up by a row.
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(R3) If jrowr+1(D)j= 2 for some r > 1; then
sD = rssrD
where srD is the diagram obtained from D by exchanging rows r and r + 1.
Note that this recurrence uniquely denes the value of sD by induction on the number
of cells jDj and on dominance order <dom on the row sizes of D, where D1<dom D2
means that for each i, the sum of the sizes of the rst i rows of D1 is at most the
same sum for D2. Given D, either there is no row of size two so that (R1) applies,
or jrow1(D)j= 2 so that (R2) applies with jDj< jDj, or there is a row index r such
that jrowr(D)j  1 and jrowr+1(D)j= 2, so that (R3) applies with srD<dom D.
Example 4. Theorem 3 is applied below to calculate sD, where (by abuse of notation)
we write the shape D in place of its character sD.
 
 
 
 
 
= 213432
0
BBBB@
 
 
 
 
 
1
CCCCA
= 213432
0
@x21 "
0
@x21 "
0
@   
 
1
A
1
A
1
A
= 213432(x21 " (x21 " ((x1 + x2 + x3)x1)))
Proof. To prove (R1), observe that when D has no rows of size 2, there is an iso-
morphism of B-modules
FlagWeylD = FlagWeylC1 ⊗ FlagWeylC2
which yields the equality
sD = sC1 ⊗ sC2 :
The expression for sC asserted in (R1) for the single column C, follows immediately
from the easily veried basis for FlagWeylC consisting of all agged llings of C that
strictly increase from top to bottom.
To prove (R2), observe that when jrow1(D)j=2, there is a bijection T 7! T  between
agged llings of D and agged llings of D. Let T  be the result of removing the
top row of T (which necessarily equals 11 by the ag condition), and moving each
remaining entry up by a row and subtracting one from its value. The map eT 7! eT 
is a well-dened linear isomorphism, since any relation of the form
P
T  cT eT = 0 in
FlagWeylD implies the relation
P
T  cT eT  = 0 in FlagWeylD and vice versa. Since
xT = x21 " xT , this isomorphism combined with (2.5) implies (R2).
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The proof of (R3) requires the most work. We begin by making some observations
and reformulations.
Lemma 5. If D is any shape; and rowr(D) rowr+1(D); then the character sD is
symmetric in xr and xr+1.
Proof. Consider the sequence f = (1; 2; : : : ; r − 1; r + 1; r + 1; r + 2; : : : ; n). Note that
FlagWeylD;f(E:) is not only a B-module, but also a Pr-module, where Pr is the minimal
parabolic subgroup of the general linear group generated by B and the permutation ma-
trix corresponding to the adjacent transposition sr . It follows that char(FlagWeylD;f(E:))
is symmetric in xr and xr+1.
As a consequence, it suces to show that FlagWeylD =FlagWeylD;f. By denition,
FlagWeylDFlagWeylD;f, so the reverse inclusion must be proven. It is enough to
show that eT 2 FlagWeylD, for each f-agged lling T of D. If T is agged, then
eT 2 FlagWeylD, so suppose otherwise, that is, the entry r + 1 appears at least once
in rowr(T ). Since rowr(D) rowr+1(D), the columns of D may be permuted so that
rows r and r + 1 form a two-row skew shape. Using the Garnir relations (Lemma 1),
the vector eT can be written as a sum of vectors of the form eS , where the restriction
of each S to these two rows is a column-strict skew tableau. Consider such a lling
S. Now T is f-agged, so that its entries in row r and r + 1 are less than or equal
to r + 1 in value. The same holds for S, since the Garnir relation shues entries in
these two rows. Each entry in rowr(S) sits atop (and hence is strictly smaller than)
an entry in rowr+1(S), and the latter has value at most r + 1. By column-strictness
each entry in rowr(S) is at most r, so that S is a agged lling of D. It follows that
eT 2 FlagWeylD.
As a consequence of the lemma, rsD = sD. The formula in (R3) can then be
rephrased as:
rssrD = sD;
rssrD = rsD;
r(sD − ssrD) = 0;
sD − ssrD
xr+1
is symmetric in xr and xr+1:
We also observe that sD − ssrD is the character of a certain quotient module. In the
proof of Lemma 5 it was shown that FlagWeylD = FlagWeylD;f where f = (1; 2; : : : ;
r − 1; r + 1; r + 1; r + 2; : : : ; n). There is an isomorphism
FlagWeylD;f ! FlagWeylsrD;f
induced by exchanging rows r and r+1. Since FlagWeylsrD is a B-stable subspace of
FlagWeylsrD;f, the quotient vector space Q=FlagWeylsrD;f=FlagWeylsrD is a B-module
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with character
char(Q) = char(FlagWeylsrD;f)− char(FlagWeylsrD)
= char(FlagWeylD;f)− char(FlagWeylsrD)
= char(FlagWeylD)− char(FlagWeylsrD)
= sD − ssrD:
It remains to show that char(Q)=xr+1 is symmetric in xr and xr+1. Consider a basis for Q
of the form feTg where T runs over some set T of f-agged llings of srD. We have
char(Q)
xr+1
=
X
T2T
xT
xr+1
: (3.1)
We now examine the weight spaces of Q, that is, the eigenspaces of Q corresponding
to a xed eigenvalue of the diagonal matrix x. Let T 2T. Any particular entry occurs
at most twice in T , for otherwise eT =0 since D has two columns. Furthermore, r+1
appears at least once in rowr(T ), for otherwise T is a agged lling of srD and eT
vanishes in the quotient Q. Let a and b denote the respective number of occurrences
of r and r + 1 in T . The previous two assertions limit the possibilities for the pair
(a; b) to the following list:
(0; 1); (1; 1); (0; 2); (2; 1); (1; 2); (2; 2):
Next we show that T cannot contain two occurrences of the entry r, so that (a; b)=
(2; 1) or (2; 2) are also ruled out. Suppose T has two occurrences of the entry r, say
in rows r1  r2. Note that r  r1 since T is f-agged. Consider the subshape D0 of
srD consisting of the rows r, r1, and r2. It is straightforward to check that the Garnir
relations (Lemma 1) can be used to write eT as a sum of elements eS where each
lling S is f-agged and rowr(S) = rr. But this implies that S is agged and hence
eS vanishes in Q.
This leaves the possibilities (a; b) 2 f(0; 1); (1; 1); (0; 2); (1; 2)g. If the lling T has
(a; b) = (0; 1) or (1; 2), then the term xT =xr+1 which it contributes to (3.1) is already
symmetric in xr and xr+1.
Therefore it is enough to show that the restriction of (3.1) to the llings T with
(a; b) = (1; 1); (0; 2), yields a polynomial that is symmetric in xr and xr+1. Fix the
multiplicities i for each i 62 fr; r+1g, and let Q;a;b denote the subspace of Q spanned
by eT as T ranges over the f-agged llings of srD that have exactly i occurrences
of the entry i, and a occurrences of the entry r, and b occurrences of the entry r + 1.
It suces to show that for any xed , the subspaces Q;1;1 and Q;0;2 have the same
dimension.
By a similar argument to the one used to show that a  1, given any lling T
corresponding to a basis element eT in Q;1;1 or Q;0;2, one can use the Garnir relations
(Lemma 1) to write eT as a sum of terms eS such that either S is a agged lling,
or rowr(S) consists of the two entries from fr; r + 1g. Therefore Q;1;1 is spanned by
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llings eT such that rowr(T ) = r(r + 1), while Q;0;2 is spanned by llings eT where
rowr(T )= (r+1)(r+1). For an f-agged lling T of D with rowr(T )= r(r+1), let
(T ) be the lling given by replacing row r of T by (r + 1)(r + 1). Dene a linear
map (also called ) Q;1;1 ! Q;0;2 such that (eT ) = e(T ). Since there are no other
occurrences of r or r + 1 in these llings outside of row r, it follows that one has a
relation of the form
X
T
cT eT = 0
involving such llings T , if and only if
X
T
cT e(T ) = 0:
This shows that the linear map  is well-dened and injective. But  is surjective since
its image contains a spanning set.
Before closing this section, we point out that the recurrence (R1) can be rened.
This renement will be used in the next section to prove a non-recursive character
formula for the agged Weyl modules for two-column shapes.
To establish notation, for a column C = fc1; c2; : : : ; ckg with c1<   <ck , let C
be the smaller column fc2; c3; : : : ; ckg. If c1> 1, let # C be the column fc1 − 1; c2 −
1; : : : ; ck − 1g.
Proposition 6. For any shape D with two disjoint columns C1 and C2; the character
sD satises the following recurrence:
(R1a) If rowr(D) is empty and rowr+1(D) is not; then
sD = rssrD:
(R1b) If row1(D) contains a cell (say in C1; without loss of generality); then
sD = x1 " sDy + x21 " sDz
where Dy is the shape with two disjoint columns # C1 and # C2; and Dz is the shape
with two disjoint columns # C1 and # C2.
Proof. Both (R1a) and (R1b) follow easily from (R1). For (R1a), a direct calculation
shows that for a single column C,
rsC =

sC−frg+fr+1g if r 2 C and r + 1 62 C;
sC otherwise:
(R1b) is proven by classifying the monomials of sD=sC1sC2 according to whether they
are divisible by x21 or not.
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4. The character as a generating function for tableaux
The goal of this section is to give a formula for the character sD of the agged
Weyl module associated to a shape D with two columns, as the generating function
for a certain set of tableaux.
Say that a shape K is a key if each of its rows is an initial segment of the positive
integers. A composition is a sequence of non-negative integers =(1; 2; : : : ; n). There
is a bijection from key shapes K to compositions  given by i = jrowi(K)j.
For each column-strict tableau P of partition shape there is an associated key shape
K+P which was introduced by Lascoux and Schutzenberger [12]. This construction is
equivalent to the canonical lift of P dened by [10]. We give the construction of K+P
when P has two columns. Let P be a tableau of a shape  having two columns. Then
K+P will be a key shape with two columns K1 and K2, where K2 has cells precisely
in the rows indexed by the entries of the 2nd column of P. To describe K1, perform
the following \greedy matching" between entries of the 2nd and 1st columns of P:
pick the largest entry in the 2nd column of P, and match it with the largest entry in
the 1st column of P which does not exceed it. Then pick the next largest entry in the
2nd column of P and match it with the largest entry in the 1st column which has not
already been matched and which does not exceed it. Repeat until all entries in the 2nd
column of P are matched to some entry in the 1st. Then K1 is the column having those
cells whose row index is either contained in the entries of the 2nd column of P or is
an unmatched entry from the 1st column of P. The column-strictness of P guarantees
that it is possible to nd the necessary matches at each step in the algorithm.
Example 7. Consider the tableaux of shape = (2; 2; 2; 2; 1; 1; 1; 1)
P =
1 1
3 5
4 10
6 11
7
8
10
13
The greedy matching is indicated below by placing an entry from the 2nd column of
P next to the entry in the 1st column with which it is matched.
1 1
3
4 5
6
7
8 10
10 11
13
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The second column of K+P has cells in rows 1; 5; 10; 11 since these are the entries in
the 2nd column of P. From the above matching, the rst column of K+P has cells in
rows 1; 3; 5; 6; 7; 10; 11; 13, so we have
K+P =
 
 
 
 
 
 
 
 
 
 
 
 
 
The non-recursive formula for sD requires us to dene a certain binary relation \ "
on shapes. Say that D D0 if there exists a bijection f : D! D0 having the following
properties:
 For each cell x=(i; j) of D, the cell f(x)= (i0; j0) in D0 has i0  i. In other words,
the map f moves cells \weakly upward".
 If two cells x1 and x2 lie in the same column of D, then their images f(x1) and
f(x2) lie in dierent rows of D0.
 If two cells x1 and x2 lie in the same row of D, then their images f(x1) and f(x2)
lie in dierent columns of D0.
In this situation the map f is called the witness to D D0. The witness map need
not be unique.
We can now state the main result of this section.
Theorem 8. For any shape D with two columns;
sD =
X
tableaux P
D  K+P
xP:
Example 9. For the following diagram D
 
 
 
 
 
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the set of key shapes K for which D K is8>>>><
>>>>:
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
9>>>>=
>>>>;
and the set of column-strict tableaux P for which K+P lies in the above set is8>>>><
>>>>:
1 1
2
3
4
5
1 2
2
3
4
5
1 1
2 2
4
5
1 1
2 2
3
5
1 1
2 2
3
4
1 2
2 4
3
4
1 2
2 3
3
4
1 1
2 4
3
4
1 1
2 3
3
4
1 1
2 2
4 4
1 1
2 2
3 4
1 1
2 2
3 3
9>>>>=
>>>>;
:
Therefore the character sD is their generating function
sD = x21x2x3x4x5 + x1x
2
2x3x4x5 + x
2
1x
2
2x4x5 + x
2
1x
2
2x3x5 + x
2
1x
2
2x3x4 + x1x
2
2x3x
2
4
+ x1x22x
2
3x4 + x
2
1x2x3x
2
4 + x
2
1x2x
2
3x4 + x
2
1x
2
2x
2
4 + x
2
1x
2
2x3x4 + x
2
1x
2
2x
2
3 :
The remainder of this section is devoted to the proof of this theorem. Let
s 0D =
X
tableaux P
D  K+P
xP :
It suces to show that s 0D satises the recurrence in Theorem 3. The fact that s
0
D
satises (R2) comes from the following lemma.
Lemma 10. Let D be a two column shape having two cells in row 1. Then any
tableau P for which D K+P must have two occurrences of the entry 1 in its rst
row; and the operation P 7! P dened by removing the top row and lowering all
entries by 1; gives a bijection
ftableaux P: D K+Pg $ ftableaux P: D K+Pg
such that xP = x21 " xP .
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Proof. Let D K+P. Since D has two cells in the rst row, K+P must also have
two cells in the rst row which are the images of these cells under the witness map
f : D! K+P. Then P must contain the entry 1 in its 2nd column (necessarily in cell
(1; 2)), and by column-strictness must also have the entry 1 in position (1; 1). This
proves the rst assertion, and shows that the map P 7! P is dened.
It must be shown that this map is a bijection between the desired sets. First notice
that K+(P) = (K+P), so that the restriction of the witness f : D! K+P to the rows
of D other than row 1 gives a witness to D K+P. This shows that the image of
P 7! P lies in the correct set. To see that it is injective, dene the inverse mapping
on a tableau P which raises each entry by 1, then adds a new top row containing two
cells both holding the entry 1. It is easy to see that if D K+P, then the witness
map f : D! K+P can be extended to a witness map f : D! K+P by sending the
rst row to the rst row. Therefore the image of the inverse map lies in the correct
set, and the map is a bijection.
Our next step is to show that s 0D satises (R1b) from Proposition 6. Assume that the
two column shape D consists of two disjoint columns C1 and C2, and that C1 contains
a square in row 1. Recall the operations Dy; Dz on shapes. We now dene analogous
operations on tableaux. Given a two column tableau P whose rst row contains two
ones, let Pz be obtained from P by removing the rst row and lowering all other
entries by 1. Given a two column tableau P having exactly one entry equal to 1 in the
rst row, let Py be obtained from P by removing the 1 in the (1; 1) cell, moving all
other entries in the 1st column of P up by one row, and then lowering the value of
all remaining entries by 1. The lling Py need not be a tableau.
Example 11. For the tableaux
P1 =
1 1
2 4
3 5
5
P2 =
1 3
2 4
3 5
5
P3 =
1 2
2 3
4 4
5
;
we have the llings
Pz1 =
1 3
2 4
4
Py2 =
1 2
2 3
4 4
Py3 =
1 1
3 2
4 3
Note that Py3 is not a tableau.
The following lemma explains why s 0D satises (R1b) in this context.
Lemma 12. Let D be a two column shape with no rows of size 2; consisting of two
disjoint columns C1 and C2 where C1 has a cell in row 1. Then we have the following
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decomposition (disjoint union):
ftableaux P: D K+Pg=
n
tableaux P: D  K+P
P has two 1’s in row 1
o
an tableaux P: D  K+P
P has one 1 in row 1
o
Furthermore;
 the map P 7! Py restricts to a bijection
n
tableaux P: D  K+P
P has one 1 in row 1
o
$ ftableaux Py: Dy  K+(Py)g
satisfying xP = x1 xPy ; and
 the map P 7! Pz restricts to a bijection
n
tableaux P: D  K+P
P has two 1’s in row 1
o
$ ftableaux Pz: Dz  K+(Pz)g
satisfying xP = x21 xPy .
Proof. We begin with the assertion of the disjoint union. Since D has a cell in row
1, if D K+P, then K+P must also have a cell in row 1, namely, the image of the
cell from row 1 of D under the witness map f : D! K+P. This implies P must have
some entry equal to 1, since the row indices of cells in K+P all come from entries
of P. The assertion of the disjoint union then follows, since P can have either one or
two occurrences of the entry 1, and they must occur in row 1 since P is a tableau.
The second asserted bijection is the easier of the two. If P has two 1’s in row 1,
then K+P has two cells in row 1. Let D K+P. We claim that there is a witness
map f : D ! K+P that sends the topmost (that is, corresponding to the smallest row
indices) cells c1 and c2 of C1 and C2, respectively, to the two cells in row 1 of K+P.
To prove the claim, let x1 and x2 be the inverse images of row 1 of K+P under f.
By the denition of  we may assume that x1 and x2 lie in C1 and C2, respectively.
Then one can check that the map given by precomposing f with the map swapping x1
for c1 and x2 for c2 is still a witness, having the claimed property. So let f be such
a witness. Since K+(Pz) = (K+P)z, the restriction of f to the rows other than row 1
gives a witness for Dz  K+(Pz).
Conversely, given a tableau Pz such that Dz  K+(Pz), the witness fz : Dz !
K+(Pz) can be augmented to a witness f : D! K+P by sending the topmost cells c1
and c2 to the two cells in row 1 of K+P, where P is obtained from Pz by raising all
entries by 1 and adding on new 1st row with two 1’s in it.
The rst asserted bijection is slightly more work, since it must rst be shown that
when D K+P, the lling Py is a tableau. To see this, we assume not and reach
a contradiction. If Py is not a tableau, by denition of P 7! Py, Py is not weakly
increasing from left-to-right in some row i. This means
P(i + 1; 1) = Py(i; 1)>Py(i; 2) = P(i; 2):
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As a consequence, one checks that in the greedy matching used to dene K+P the
entry P(j; 2) matches with P(j; 1) for j = 1; 2; : : : ; i. In particular, the only occurrence
of 1 in P (located in the cell (1; 1)) is matched with P(2; 1)> 1, so K+P has no cells
in row 1. Since D has a cell in row 1, this gives the desired contradiction to D K+P.
In proving that the map P 7! Py gives a bijection between the sets described, a
further observation is necessary: since P has only one occurrence of the entry 1, the
shape K+P can have at most one cell in row 1, and hence has exactly one cell in row
1. Consequently, if f witnesses D K+P, then we know f maps the cell in D in row
1 (i.e. the cell c1 at the top of column C1) to the unique cell in row 1 of K+P, and so
its restriction of f to D− c1 gives rise to a witness fy for Dy  K+(Py). Conversely,
given a tableau Py such that Dy  K+(Py), dene the tableau P from Py by raising
all entries by 1, moving all the entries in the 1st column down by a row, and putting
a 1 in the empty (1; 1) cell. One can check that this process gives a tableau P whose
right key K+P has a unique cell in row 1 (by the reverse of the argument given in the
previous paragraph). Thus any witness fy for Dy  Py can be extended to a witness
f for D P by sending the unique cell in row 1 of D to the unique cell in row 1 of
K+P.
In order to complete the proof of Theorem 8, it only remains to show that s 0D satises
(R1a) and (R3), i.e. whenever D is a two column shape with row r contained properly
in row r + 1, we have
s 0D = rs
0
srD: (4.1)
The proof of this will occupy the rest of the section, and requires us to understand
better the structure of the set of tableaux P for which D K+P.
We begin by observing that the binary relation  is not a partial order since it is
not transitive, e.g.
D1 =
 
   D2 =
 
   D3 =
 
 
but it is not true that D1  D3. However, when restricted to key shapes having the
same column sizes, it closely related to the classical (strong) Bruhat order, which we
now recall from [12]. Given two columns C and C0 of the same size, say that C0 B C
if C  C0, i.e. there is a bijection f : C ! C0 of their cells which moves cells weakly
upward. This order is extended in a componentwise fashion to key shapes K and K 0
having columns C1; : : : ; Ck and C01; : : : ; C
0
k of the same size (i.e. jCij= jC0i j) by saying
K B K 0 if Ci B C0i for each i.
We also introduce a partial ordering JP on the set of all shapes D, which is dened
to be the the transitive closure of two other relations <im and <ker (we have named
JP after G.D. James and M.H. Peel for their work [7] which has been a source of
our ideas). Given two shapes D and D0, say that D0<im D (resp. D0<ker D) if there
exist two columns Cj1 and Cj2 (resp. two rows Ri1 and Ri2 with i1<i2) of D such that
D0 may be obtained from D by replacing Cj1 with the union Cj1 [ Cj2 and Cj2 with
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the intersection Cj1 \Cj2 (resp. replacing Ri1 with the union Ri1 [ Ri2 and Ri2 with the
intersection Ri1 \ Ri2 ).
Notice that there is a slight asymmetry in the denitions of <im and <ker in that
we require i1<i2, but no such condition is imposed on j1 and j2, since agged Weyl
modules depend up to isomorphism upon the ordering of rows, but not on the ordering
of columns. Let JP be the smallest transitive binary relation on shapes which contains
<im and <ker . It is easy to see that JP is a partial order, i.e. the transitive closure of
<im and <ker creates no cycles, since D0<im D (resp. D0<ker D) implies the vector
of row-sizes (resp. weakly decreasing rearrangement of column-sizes) for D0 is larger
in <dom than those of D. The choice of terminology <im and <ker will be explained
by Proposition 28 below. In the context of two-column shapes, note that if D0<im D
then one column of D0 is contained in the other, so that up to exchanging the two
columns, D0 is a key shape. With this in mind, from now on if we write D0<im D, it
indicates that D0 is the unique key shape K such that K <im D.
Proposition 13. The following are equivalent for any two-column key shapes K and
K 0 having the same set of row sizes:
B1: K 0 B K .
B2: K 0 JP K .
B3: K  K 0.
Proof. Let K (resp. K 0) have columns C1 and C2 (resp. C01 and C
0
2). Note that
jCjj = jC0jj for j = 1; 2 by the assumption that K and K 0 are keys with the same
set of row sizes. Notice also that when dealing with key shapes, the relation K 0<im K
used in dening JP is irrelevant, since any two columns in a key shape are comparable
under inclusion.
B1, B2: Because the <im relations are irrelevant, this is essentially the equivalence
between the classical denition of Bruhat order and the tableau criterion discovered by
Ehresmann, Lehmann, and others (see Deodhar [3]).
B1) B3: An easy exercise in the denitions.
B3) B1: Assume K  K 0 with witness map f : K ! K 0. The idea is to adjust the
witness f until it maps Cj into C0j for j=1; 2, and then we will have shown K
0 B K .
This is achieved as follows. Let x 2 C1 such that f(x) = y 2 C02, y0 the cell in C01
having the same row index as y, and x0=f−1(y0). Since f witnesses K  K 0, x0 must
be in C2. Let x00 be the cell in C1 in the same row as x0. If x 6= x00 then f cannot
witness K  K 0, so x and x0 are in the same row of K . Let f^ : K ! K 0 agree with f
except on the cells x and x0, where f^(x)=y0 and f^(x0)=y. It is clear that f^ witnesses
K  K 0 which sends fewer cells in the rst column of K to the second column of K 0,
than f did. We can repeat this alteration process until we have a witness to K  K 0
that maps Cj into C0j for 1  j  2.
The next theorem gives a characterization of the key shapes K for which D K
in terms of the order JP , and uses the previous proposition as the base case for an
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induction. The theorem is useful for the following reasons:
 it is the key to proving (R1a) and (R3) for s 0D,
 it is the key to the Schubert ltration (Theorem 25) in Section 7,
 it gives a concrete, algorithmic description for the set of key shapes K satisfying
D K .
Theorem 14. For any two-column shape D
fkeysK : D Kg= fkeysK : K JP Dg:
Proof. The proof proceeds by induction on the JP order on two-column shapes. In
the base case D is a key shape, and the result follows from Proposition 13.
For the inductive step, let D be a two-column shape that is not a key. Then there is
a shape Dim such that Dim <im D. Without loss of generality, assume that Dim is a key.
There may be many shapes D0<ker D. The denition of JP gives the following
description:
fkeysK : K JP Dg= fkeysK : K JP Dimg [
[
D0<kerD
fkeysK : K JP D0g:
It would suce by induction to show a similar decomposition exists for the keys K
with D K . Note that if D K , then K cannot have more (non-empty) rows than
D, since K has as many non-empty rows as the length of its rst column and under
the inverse image of the witness map f : D ! K each cell in this column maps to a
cell in a dierent row of D. The following decomposition is then clear:
fkeysK : D Kg= fkeysK : D K and K has as many rows as Dga
fkeysK : D K and K has fewer rows than Dg:
(4.2)
It suces then to prove the following three assertions:
(i)
fkeysK : D K and K has as many rows as Dg= fkeysK : Dim  Kg;
(ii) [
D0<kerD
fkeysK : D0  KgfkeysK : D Kg;
(iii)
fkeysK : D K and K has fewer rows than Dg
[
D0<kerD
fkeysK : D0  Kg:
We begin with assertion (i), and start by showing the left-hand side is contained
in the right-hand side. So assume D K and K has as many rows as D. Note that
Dim is a key shape, say with columns C1; C2, and the two columns C01; C
0
2 of K can
be indexed so that jC1j= jC01j; jC2j= jC02j since K has the same number of rows as D
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(or Dim). Note that as sets, C1 is the set of row indices of non-empty rows of D, and
C2 is the set of row indices of rows having two cells in D. It suces by Proposition
13 to show that C1  C01 and C2  C
0
2. Pick a witness f : D ! K to D K . Since
f−1(C01) has at most one cell from each row of D, it follows from jC1j = jC01j that
f−1(C01) is a cross-section of the non-empty rows of D, which means that f leads to
a witness for C1  C01. Since f
−1(C02) has at least one cell from each row with two
cells in D, it follows from jC2j= jC02j that f−1(C02) is a cross-section of the rows with
two cells in D, which means that f leads to a witness for C2  C02.
To show the reverse inclusion in assertion (i), assume Dim  K with witness
f0 : Dim ! K . Let  : D ! Dim be any map for which (x) is in the same row
as x. Dene f : D ! K by f = f0  . Note that f sends cells in the same row
of D to dierent columns of D, and moves cells weakly upward; both of these prop-
erties are inherited from f0 since  preserves row indices. As given, f may violate
the witness properties by having multiple occurrences of the following problem: there
are two cells y and y0 in the same row of K with f−1(y) and f−1(y0) in the same
column of D. However, this is correctable: one of the two cells y or y0 (say y) will
have the property that f−1(y) shares a row in D with some other cell x, and we can
alter the map f to send x 7! y and f−1(y) 7! f(x). This does not aect the fact that
f preserves row indices, so all these corrections may be performed simultaneously.
To show assertion (ii), assume D0<ker D and D0  K with witness f0 : D0 ! K .
We need to produce a witness f : D! K to D K . Since D0<ker D there are exactly
two rows i1 and i2 with i1<i2 where D0 and D dier. There is an obvious bijection
 : D! D0 given by
(i; j) =

(i1; j) if i = i2 and (i1; j) 62 D;
(i; j) otherwise:
(4.3)
Let f=f0  . It is easy to check that in most cases, f witnesses D K . This only
goes wrong if row i1 of D has one cell x1 and row i2 of D has two cells x2 and x3,
with x3 in the same column as x1, and f maps x2 and x3 to the same column of K .
The shapes D and D0 must look like this:
row i1 ! x1  x1 x2
...
...
...
...
row i2 ! x3 x2 x3 
...
...
...
...
D D0
Suppose that f(x1) and f(x2) lie in the same row of K . In this case f may be
adjusted by exchanging the images of x1 and x2, and it can be veried (using the fact
that the original map f0 : D0 ! K was a witness to D0  K) that this produces a
witness to D K .
Otherwise suppose f(x1) and f(x2) lie in dierent rows. Let f(a) and f(b) be the
cells that share a row of K with f(x1) and f(x2) respectively; the cells f(a) (resp.
f(b)) are not present if f(x1) (resp. f(x2)) lie in single-cell rows of K . Suppose rst
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that f(x3) is in a single-cell row of K . Then the map f can be altered as follows, to
produce a witness to D K .
f(x2) f(b)
...
...
f(a) f(x1)
...
...
f(x3) 
!
f(a) f(b)
...
...
f(x2) f(x1)
...
...
f(x3) 
:
(It is possible that before the alteration, the row of K containing f(x1) was above the
row containing f(x2).)
The only non-trivial condition to check is that f(a) and f(b) are allowed to be in
the same row of K , that is, a and b lie in dierent columns of D (or equivalently in
D0). If a and b were in the same column of D (equivalently D0) then either the pair of
cells a and x1, or the pair b and x2, would be in the same column of D0, contradicting
the assumption that f0 is a witness to D0  K .
The last case is where f(x3) lies in a row of K that contains another cell f(c). The
map f can be altered by exchanging the images of c and x2, to produce a witness to
D K .
f(x2) f(b)
...
...
f(a) f(x1)
...
...
f(x3) f(c)
!
f(c) f(b)
...
...
f(a) f(x1)
...
...
f(x3) f(x2)
(Again the rows of K containing f(x1) and f(x2) could occur in the other order.)
Most of the verication that f witnesses D K is routine; checking that b and c
(resp. c and a) are not in the same column (resp. row) of D requires an argument
similar to that in the previous case involving a and b.
To show assertion (iii), assume D K and that K has fewer rows than D. It must
be shown that there is some D0<ker D for which D0  K . First we must nd the
appropriate rows i1 and i2 of D that yield the relation D0<ker D. To this end, let
f : D! K witness D K , and let  be the weakest equivalence relation on the cells
of D for which x  x0 if x and x0 lie in the same row of D, or if f(x) and f(x0)
lie in the same row of K . Note that each -equivalence class E is a union of rows
of D, and its image f(E) is a union of rows of K . Since K has fewer rows than D,
there must exist such an equivalence class E0 for which f(E0) has fewer rows than
E0. Clearly E0 must contain at least two single-cell rows. In fact, there must be exactly
two single-cell rows in E0, since the graph of the -relation restricted to E0
 is connected,
 has every vertex of degree at most 2,
 has at least 2 vertices of degree 1 corresponding to the single-cell rows,
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and hence must be a path P connecting exactly two vertices of degree 1. Let i1 be the
smaller of the row indices of the two-single cell rows in E0, and assume (by relabelling
the column indices if necessary) that the vacant and non-vacant locations in row i1 of
E0 occur in columns 1 and 2 respectively. We claim that there must exist a pair of
cells x1 and x2 in D such that
(a) f(x1) and f(x2) lie in the same row.
(b) x1 and x2 lie in columns 1 and 2 respectively.
(c) x1 has row index strictly greater than i1, and x2 has row index weakly less
than i1.
To see this, start with candidates (x1; x2) where x2 is the unique cell in row i1, and x1
is the other endpoint of its edge in the path P. These candidates satisfy (a) and (b) by
construction, but may not satisfy (c). If they do not, then notice that they correspond to
the rst edge on the path P starting at the cell in row i1, so try the third edge, the fth
edge, etc. until one of them gives a pair which works. This must eventually happen or
else the cells of E0 having row indices weakly below i1, would be disconnected from
those having row indices strictly above i1. Given the pair of cells x1 and x2, let i2 be
the row index of x1. The row indices i1<i2 dene a shape D0<ker D.
Dene f0 : D0 ! K by f0 =f  using the obvious map  : D0 ! D. It is enough
to show that f0 is a witness to D0  K . Properties (a) and (c) ensure that f0 maps
cells weakly upward. Most of the conditions that f0 be a witness to D0  K follow
immediately from the fact that f is a witness to D K . It only remains to check that
the two cells x and x0 in row i1 of D0 are sent by f0 to dierent columns of K . Note
that  maps one of them, say x, to x1 in D, and maps x0 to the unique cell x3 of row
i1 in D. By construction, these cells x1 and x3 are an odd number of steps apart in
the path P. Therefore f0 sends them to dierent columns of K , because every second
edge in P consists of two vertices which must map under f0 to dierent columns of
K , and since K has only two columns, this implies that two vertices map to the same
column of K exactly when they are an even number of steps apart on the path P.
The proof of the preceding result implies a stronger statement which will be useful
later.
Corollary 15. For any two-column shape D and key shape K; we have D  K if
and only if there exists a shape K 0 and a sequence of shapes D1; : : : ; Dm such that
K JP K 0<im D1<ker D2<ker   <ker Dm = D
and Di has strictly fewer non-empty rows than Di+1 for 1  i<m.
Proof. The backward implication follows immediately from the previous theorem. The
forward implication is proven by induction on the dierence in number of non-empty
rows between D and K . If K and D have the same number of non-empty rows, then
the result follows from assertion (ii) in the proof of the previous theorem by taking
K 0 =Dim. If K has fewer nonempty rows than D, then the argument for assertion (iii)
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in the proof of the previous theorem produces a shape D0 having the properties that
D0  K , D0<ker D, and D0 has fewer nonempty rows than D.
The next lemma shows that the relation D  K has a property reminiscent of the
zig-zag or Z-property of the Bruhat order (see [3]). Say that rows i1 and i2 of D
are nested if one contains the other. Clearly every pair of rows in a key shape are
nested. Say that D is r-dominant (resp. r-Grassmannian) if rowr(D) rowr+1(D) (resp.
rowr(D) rowr+1(D)). Say that D is strictly r-dominant (resp. strictly r-Grassmannian)
if the containment is proper. If rows r and r + 1 of D are nested, dene +r D (resp.
*r D) by replacing rows r and r + 1 in D with their union and intersection (resp.
intersection and union). In other words,
+r D =

D if D is r-dominant;
srD if D is r-Grassmannian;
*r D =

D if D is r-Grassmannian;
srD if D is r-dominant:
Lemma 16. Let D1 and D2 be two-column shapes with rows r and r +1 nested; and
K1 and K2 two-column key shapes; satisfying *r D1 = D2 and *r K1 = K2. Then the
following are equivalent:
(i) D2  K2.
(ii) D2  K1.
(iii) D1  K1.
Proof. The implications (i)) (ii) and (iii)) (ii) are both clear from Theorem 14 by
transitivity of the partial order JP since K1 JP K2 and D1 JP D2. For the remaining
implications, it is enough to show that if D has rows r and r+1 nested and D  K ,
then
*r D  *r K;
+r D  +r K: (4.4)
Observe that in Corollary 15, if D has the additional property that rows r and r+1 are
nested, then each of the shapes Di retains this property. By induction on m it suces
to prove that if rows r and r + 1 are nested in both D and D0, then
(a) D0<im D ) *r D0<im *r D.
(b) D0<im D ) +r D0<im +r D.
(c) D0<ker D ) *r D0<ker *r D.
(d) D0<ker D ) +r D0<ker +r D.
Assertions (a) and (b) are easy to check. To prove assertions (c) and (d), as-
sume that D0 and D dier in rows fi1; i2g. Consider the cardinality of the intersection
fr; r + 1g \ fi1; i2g.
If the intersection is empty, then the relation <ker obviously commutes with the *r
and +r operations. If the intersection has cardinality two, i.e. fr; r + 1g= fi1; i2g, then
*r D0= *r D and +r D0= +r D, so the assertions are trivial.
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So assume that the intersection has cardinality one. Without loss of generality, by
restricting D to the three rows fr; r + 1; i1; i2g) the proof reduces to the case where D
has three rows. Some simplifying assumptions can be made.
1. D 6= D0, for otherwise (c) and (d) are trivial.
2. The restriction of D to rows fr; r + 1; i1; i2g is not a key shape, else (c) and (d)
follow from the usual zig-zag property of the Bruhat order (see [3]).
3. When checking assertion (c), D0 6=*r D0, else (c) follows by transitivity of JP .
Similarly, when checking assertion (d), D 6=+r D.
With these assumptions, the number of remaining cases is not too large, and their
routine verications are omitted.
By Lemma 13 and Theorem 14, the set
fkey shapes K :D  Kg: (4.5)
is a Bruhat order ideal, so it is determined by its maximal elements. The next two
results indicate how this set changes when D is replaced by *r D as in the recurrences
(R1a) and (R3).
Lemma 17. Let D be a two-column shape and K a key shape that is Bruhat-maximal
with respect to the property D  K . Then
1. K is r-Grassmannian if D is r-Grassmannian.
2. K is r-dominant if D is strictly r-dominant.
Proof. For 1, suppose that D is r-Grassmannian. By Lemma 16, D= *r D  *r K .
But K B*r K and K is maximal, so K= *r K and K is r-Grassmannian, proving 1.
To prove 2, suppose D is strictly r-dominant. By Corollary 15 and the maximality
of K , there is a sequence of shapes
K <im D1<ker D2<ker   <ker Dm = D
where Di has strictly fewer rows than Di+1. If m=1 then it is clear that K is r-dominant,
so assume m> 1. Let p be maximal such that Dp is strictly r-dominant but Dp−1 is not.
Since Dp−1 has strictly fewer rows than Dp does, there are single-cell (non-nested)
rows i1<i2 in Dp that are merged into a two-cell row i1 in Dp−1. Consider the
cardinality of the intersection fr; r + 1g \ fi1; i2g, which must be at most one since
rows i1 and i2 are not nested in Dp. If this cardinality is zero then Dp−1 is strictly
r-dominant, which contradicts the choice of p. So assume that this cardinality is one.
There are four cases pictured below. In each case the three relevant rows and the
transition from Dp to Dp−1 are indicated.
In the rst two cases, Dp−1 is strictly r-dominant, which is a contradiction.
i1    
r   !  
r + 1 = i2    
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r = i1    
r + 1   !  
i2    
The other two cases are given below.
i1    
r = i2   !  
r + 1    
r    
r + 1 = i1   !  
i2    
Each of the relations Di <ker Di+1 reduce the number of non-empty rows, so Di and
Di+1 only dier by the merging of pairs of single-cell rows in Di+1 into a two-cell
row in Di. In particular, rows r and r+1, which are both full or both empty in Dp−1,
remain unchanged in passing from Dp−1 to D1. In the nal step K <im D1 this pair
of rows is again unchanged, and the result follows.
Given any set K of key shapes, let *r K:=f*r K : K 2Kg.
Lemma 18. For any two-column shape D with rows r and r + 1 nested;
fBruhat-maximal keys K with respect to *r D  Kg
= *r fBruhat-maximal keys K 0 with respect to D  K 0g:
Proof. Suppose that D is r-Grassmannian, that is, *r D=D. In this case it suces to
check that *r K = K for every K that is Bruhat-maximal with respect to D  K , but
this holds by Lemma 17.
Otherwise assume that D is strictly r-dominant. It suces to show that the map
K 0 7!*r K 0 = K gives a bijection from the set of keys K 0 that are Bruhat-maximal
with respect to D  K 0, to the set of keys K that are Bruhat-maximal with respect to
*r D  K .
Let K 0 and K be dened as above. First it must be shown that the map is well-dened,
that is, K lies in the correct set. By Corollary 16, *r D  *r K 0 = K . To show that
K is Bruhat-maximal with respect to *r D  K , suppose K B K 00 where K 00 is
Bruhat-maximal with respect to *r D  K 00. By Corollary 16, D= +r*r D  +r K 00.
Also
K 0= +r*r K 0= + K B+r K 00
by Lemma 17. By the maximality of K 0; K 0= +r K 00. Thus
K= *r K 0= *r+r K 00 = K 00
by another application of Lemma 17. This shows that K is Bruhat-maximal with respect
to *r D  K , so that the above map is well-dened.
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For injectivity, suppose *r K1= *r K2 where K1 and K2 are both Bruhat-maximal
with respect to D  K1 and D  K2. Then by Lemma 17,
K1= +r*r K1= +r*r K2 = K2:
For surjectivity, let K be Bruhat-maximal with respect to *r D  K . Dene K 0= +r
K . By Lemma 16, D= +r*r D  +r K = K 0. To show that K 0 is Bruhat-maximal
with respect to D  K 0, suppose K 00 is Bruhat-maximal with respect to D  K 00 and
K 0 B K 00. By Lemma 16, *r D  *r K 00. By Lemma 17,
K= *r+r K= *r K 0 B*r K 00:
Then K= *r K 00 by the maximality of K . Again by Lemma 17,
K 0= +r K= +r*r K 00 = K 00
so K 0 is maximal. Finally, K= *r K 0 by substituting K 00 for K 0.
We now show that s 0D satises (R1a) and (R3). These recurrences can be rephrased
as follows. If D is a two-column shape with rows r and r + 1 nested, then
rs 0D = s
0
*rD: (4.6)
For any set M of key shapes, let M be the set of keys K such that K B K 0 for
some K 0 2M. Dene
M =
X
tableaux P:
K+P2M
xP: (4.7)
In light of Proposition 13, Theorem 14, and Lemma 18, the following lemma suces
to prove (4:6) and hence Theorem 8.
Lemma 19. For any collection M of key shapes;
rM = *rM:
The proof of Lemma 19 requires a few more denitions. Given a composition ,
dene the polynomial
U =
X
tableaux P
K+P=
xP
where we identify a key shape with its associated composition. In this expression, K+P
refers to the general right key construction (see [12,17]).
The polynomial U has a formula in terms of divided dierence operators. Dene
the operator r = r − id. The following formulas are well-known and easy to prove.
2r = r;
rr+1r = r+1rr+1;
rt = tr if jr − tj> 1:
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It is straightforward to show that
2r =− r;
r r+1 r = r+1 r r+1;
r t = t r if jr − tj> 1:
(4.8)
Let w be a permutation and w = sa1sa2 : : : sap a reduced decomposition (factorization
into a minimal number of reections sr) of w. Dene the operator
w = a1 a2 : : : ap ;
which does not depend on the choice of reduced decomposition for w due to (4:8).
The important step in proving Lemma 19 is the following theorem.
Theorem 20 (Lascoux and Schutzenberger [12]). Let + be the unique partition of
which  is a rearrangement; and w the shortest permutation such that w+ = .
Then
U = wx
+
where x =
Q
r x
r
r .
By Theorem 20 and (4:8);
rU =
8<
:
Usr if r >r+1;
0 if r = r+1;
−U if r <r+1:
(4.9)
or equivalently,
rU =
8<
:
U + Usr if r >r+1;
U if r = r+1;
0 if r <r+1:
(4.10)
We now prove Lemma 19. By Theorem 20 and (4:10),
rM =r
 X
2M
r>r+1
sr 62M
U +
X
2M
r>r+1
sr2M
(U + Usr) +
X
2M
r=r+1
U

=
X
2M
r>r+1
sr 62M
(U + Usr) +
X
2M
r>r+1
sr2M
(U + Usr) +
X
2M
r=r+1
U
=r*rM:
This completes the proof of Theorem 8.
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5. Duality of agged Weyl modules
To establish a ltration for agged Weyl modules of two-column shapes
(Theorem 25), it is convenient to introduce the duals of Weyl and agged Weyl mod-
ules, known as (agged) Schur modules.
The Schur module SchurD(E) of shape D is by denition the image of the G-equi-
variant map  D :
N
j
Vcolj(D)(E)!Ni Symrowi(D)(E) given by the composition of the
maps N
j
^colj(D)(E) ⊗⊗−−−−−!N
j
T colj(D)(E)??yN
i
Symrowi(D)(E)
m⊗⊗m −−−−−N
i
T rowi(D)(E)
(5.1)
The maps  : Divr(E)! T r(E) and m : T r(E)! Symr(E) are dual. Similarly for
m : T r(E) ! Vr(E) and  : Vr(E) ! T r(E). Immediately it follows that the maps
whose images dene the modules WeylD(E
) and SchurD(E), are dual. Since the dual
of the image of a linear map is naturally isomorphic to the image of the dual map,
there is a linear isomorphism [2]
 : SchurD(E) = WeylD(E): (5.2)
Recall the anti-isomorphism
GL(E)! GL(E)
g 7! g
(g(f))(v) = f(g(v))
for all g 2 GL(E), f 2 E and v 2 E. The map  of (5:2) satises
(gF) = g(F) (5.3)
for all g 2 GL(E) and F 2 SchurD(E).
It is easy to show that if the action of g 2 G on E is written as an n  n matrix
(gij) with respect to the ordered basis fei: 1  i  ng, then the action of the element
g 2 GL(E) with respect to the dual basis fei : 1  i  ng is given by the transpose
matrix (gji). So the map  is H -equivariant where H is the subgroup of diagonal
matrices in G, since H is xed by taking transposes. In particular char(SchurD(E))=
char(WeylD(E
)). Now if M is a rational G-module, then M is naturally a rational
G-module with action (gf)(m) = f(g−1m) for all g 2 G; f 2 M; m 2 M . This and
the functoriality of the map ! show that
char(SchurD(E)) = char(WeylD(E)):
We now introduce the agged Schur module. Let Q: be a complete ag of quotient
spaces of E, where
Q: = (E = Qn ! Qn−1 !    ! Q1 ! Q0 = 0):
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and Qi+1 ! Qi is a surjective linear map. Two ags of quotients Q: and Q0: are
identied with each other if the kernels of the surjections E ! Qi and E ! Q0i
are equal. Let B(Q:) be the Borel subgroup that xes the complete ag of subspaces
E0: where E
0
i is the kernel of the map E ! Qn−i. Then the agged Schur module
FlagSchurD;f(Q:) is dened to be the image of the composition of the map  D followed
by the B(Q:)-equivariant projectionN
i
Symrowi(D)(E)!
N
i
Symrowi(D)(Qfi): (5.4)
We now discuss the duality between the agged Weyl and Schur modules. Recall
that if U is a subspace of V , the short exact sequence
0! U ! V ! V=U ! 0
induces the dual short exact sequence
0 U   V   U 0  0 (5.5)
where U 0 is the subspace of linear functionals on V that vanish on U .
This gives a natural duality between the complete ags Q: of quotient spaces of E
and the complete ags (E): of subspaces of E. Given Q:, dene (E)r to be the
subspace of E comprised of the linear functionals on E that vanish on the kernel of
the surjection E ! Qr . Conversely, given (E):, let Qr be the quotient of E by the
largest subspace upon which all the linear functionals in (E)r vanish.
Having established this notation, the following result is straightforward:
Proposition 21. When Q: and (E): are dual ags; the map in (5:2) induces a linear
isomorphism
FlagSchurD;f(Q:)
 = FlagWeylD;f((E):):
Furthermore, the anti-isomorphism GL(E)! GL(E) restricts to an anti-isomorphism
B(Q:) ! B((E):). Thus the isomorphism in the previous proposition intertwines the
action of B(Q:) and B((E):) by (5:3).
We now give an explicit construction for the (agged) Schur module. Let fei : 1 
i  ng be the dual basis to the distinguished basis of E and (E)r the span of the rst
r dual basis vectors. The ag Q: dual to the ag (E): is clearly given by Qr=E=E0n−r ,
where E0n−r is the span of the last n−r basis vectors of E. Then B(Q:) (resp. B((E):))
is identied with the lower (resp. upper) triangular matrices in GL(n; F). As before we
have
char(FlagSchurD;f(Q:)) = char(FlagWeylD;f(E:)): (5.6)
The map  :
Va+b(E)! Va(E)⊗Vb(E) is given by the signed shue
(^u) =
X
v
sign(u; v) ^v ⊗^v0 (5.7)
where u is a strictly increasing word of length a+b, v runs over the subwords of u of
length a, v0 is obtained from u by erasing the subword v, and sign(u; v) is the sign of
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the permutation w where vv0 = uw, where uw is the permuted word uw(1)uw(2) : : : uw(n).
Iteration yields the map  :
Vr(E)! T r(E) given by
(fu) =
X
w
(−1)wuw
where u is a strictly increasing word of length r.
Recall the basis (2:3) of ⊗j
Vcolj(D)(E). Let fT be such a basis element. Then the
image of fT under the map ⊗j
Vcolj(D)(E)! ⊗jT colj(D)(E) is given byX
S
sign(S)S
where S runs over the llings of D that are column-equivalent to T in the sense that
for each j, there is a permutation wj such that colj(S) = (colj(T ))w
j
, and sign(S) =Q
j (−1)w
j
.
There is an isomorphism Sym(E) ! F[zi: 1  i  n] such that the composite map
T (E) ! Sym(E) ! F[zi] is given by ei 7! zi for all i. Symr(E) corresponds to the
homogeneous polynomials of degree r in the variables fzig. There is an isomorphism
⊗ni=1Sym(E)! F[zij: 1  i; j  n] where the subalgebra F[zij: 1  j  n] corresponds
to the ith tensor factor Sym(E). So ⊗iSymrowi(D)(E) corresponds to the multihomoge-
neous component of F[zij] that has degree jrowi(D)j in the subset of variables fzij: 1 
j  ng for all i. This space has basis
zS =
Y
(i; j)2D
zi;S(i; j)
where S runs over the row-weak llings of D. Clearly the elements e0T =  (
V
T ) span
SchurD for llings T with strictly increasing columns. By direct calculation,
e0T =
Y
j
det(zjcolj(D);colj(T )) (5.8)
where det(zju;v) is the minor of the generic matrix (zij)1i; jn with row and column
indices given by the words u and v respectively.
To obtain a more explicit description of FlagSchurD;f(Q:), consider the map (5:4).
It is the restriction of the map
nN
i=1
Sym(E)!
nN
i=1
Sym(Qfi) (5.9)
to SchurD. Under the above identications, (5:9) becomes
F[zij]! F[zij]=If (5.10)
where If is the ideal in F[zij] generated by the variables zij for f(i)<j. Viewing
SchurD as a submodule of F[zij], the maps (5:4) and (5:10) give the following:
Proposition 22.
FlagSchurD;f(Q:) = SchurD(E)=(SchurD(E) \ If):
In particular, FlagSchurD;f(Q:) has a spanning set given by the image of the spanning
set fe0Tg of SchurD under the projection modulo SchurD \ If.
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6. Demazure modules
Say that a collection D of shapes is cohesive if every shape D 2 D can be obtained
by reordering the rows of some xed shape D 0. We associate to each such D a
B-submodule FlagWeylD of WeylD 0 . Such modules are precisely the kind that will
occur as terms and successive quotients in the dual Schubert ltration of FlagWeylD
for two column shapes D given in Section 7. The goal of this section is to show that
when D 0 is a partition shape , a suitable dual of FlagWeylD is isomorphic to the
space of global sections of a line bundle L over a union of Schubert varieties in the
ag variety.
Suppose D is a cohesive collection of shapes with D 0 as in the denition, and
D 2 D. Let w be a permutation acting on row indices that sends D 0 to D, that is,
the map (w; id): (i; j) 7! (w(i); j) restricts to a bijection D 0 ! D. This induces an
isomorphism
WeylD 0 = WeylD;
eT 7! sign(D 0; w)eT(w−1 ; id);
sign(D 0; w) =
Y
1i<jn
w(i)>w( j)
(−1)jrowi(D 0)\rowj(D 0)j;
where T is a lling of D 0. The sign comes from the reordering of the exterior powers
according to w. This isomorphism denes an embedding of FlagWeylD in WeylD 0 given
by the preimage FlagWeylD 0 ;w WeylD 0 of FlagWeylD. This embedding depends only
on D and not on w. To see this, let w0D 0=D. Then w0 and w are in the same left coset
of the subgroup of permutations that x the rows of D 0. This subgroup is generated by
transpositions t = (r1; r2) such that rowr1 (D
0) = rowr2 (D
0). Without loss of generality
assume that w0 = wt where t is such a transposition. Note that a lling T of D 0 is
w-agged if and only if the lling T  (t; id) of D 0 obtained by exchanging rows r1
and r2, is w0-agged. A direct computation using the explicit formula (2:4) shows that
eT = (−1)jrowr1 (D 0)jeT(t; id);
so that FlagWeylD 0 ;w = FlagWeylD 0 ;w0 .
This given, dene FlagWeylD(E:) to be the sum of B-submodules of WeylD 0 (E)
given by
FlagWeylD(E:) =
X
D2D
FlagWeylD 0 ;wD 0 ;D(E:)
where wD 0 ;D is a permutation such that wD 0 ;D D 0 = D. Recall the pair of dual ags
(E): and Q: from Section 5. In light of Proposition 21, dene
FlagSchurD(Q:) = FlagWeylD((E
):): (6.1)
It follows from this denition that FlagSchurD(Q:) and FlagWeylD(E:) have the same
formal character.
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For the rest of the section assume that D 0 is a partition shape , so that D is a
collection of key shapes whose compositions are rearrangements of . In what follows
a key shape is often identied with its composition. We will use the notation w from
Theorem 20.
If D contains a single composition , then by Proposition 22 there is a B(Q:)-module
isomorphism
FlagSchurfg(Q:) = FlagSchur;w(Q:)
= Schur(E)=Schur(E) \ Iw : (6.2)
Suppose D has more than one composition. If fUi: 1  i  pg is a family of sub-
modules of V , then
(U1 + U2 +   + Up)0 = U 01 \ U 02 \    \ U 0p
where ( )0 is taken inside V  (see (5:5)). Since FlagWeylD is a sum of B-submodules
of Weyl, (6:2) implies that
FlagSchurD(Q:) = Schur(E)=(Schur(E) \
\
2D
Iw : (6.3)
Let us now describe the well-known geometric realization of FlagSchurD(Q:) [10,19].
Let B=B(Q:) be the lower triangular Borel subgroup of G=GL(n; F); X=BnG the ag
variety, where the coset Bg is identied with the complete ag of subspaces E: where
Ei is the span of the rst i rows of the matrix g. Let L denote the G-equivariant line
bundle on X whose ber over the identity coset is the one-dimensional B-module F
(with generator v, say) aording the character : bv=(b)v=
Qn
i=1 b
i
ii v. Explicitly,
L is the orbit space B n (G  F), where B acts on G  F by b(g; v) = (bg; (b)v)
and the projection map  : L ! X is given by B(g; v) 7! Bg. A global section of
the line bundle L is by denition a morphism s : X ! L such that   s = idX .
A section s gives rise to a regular function f: G ! F such that s(Bg) = B(g; f(g)v).
For s to be well-dened, f must satisfy f(bg) = (b)f(g) for all b 2 B and g 2 G.
Conversely, such a function f determines a section s. Since G acts on X by right
translation, H 0(X;L) has the left action dened by (g0s)(Bg) = B(g; (g0f)(g)v) =
B(g; f(gg0)v) for all g and g0 in G. From now on we deal with the function f rather
than s.
It is well-known that
Schur(E) = H 0(X;L) (6.4)
as G-modules. In fact, for each lling T of , the polynomial e0T can be viewed
as a function on G, where the variable zij is the (i; j)th matrix entry function. By
direct computation using (5.8), it is not hard to show that e0T denes a section (that
is, e0T (bg) = (b)e
0
T (g)) and is an eigenvector for the diagonal matrix x with eigen-
value xT .
The space of sections H 0(X;L) can also be viewed as a certain multihomogeneous
component of the homogeneous coordinate ring F[X ] of the ag variety X . F[X ] has
the following well-known presentation. Consider the polynomial ring F[pu: u [n]]
V. Reiner, M. Shimozono / Journal of Pure and Applied Algebra 141 (1999) 59{100 91
generated by indeterminates pu that are indexed by subsets of [n], or equivalently,
strictly increasing words u = u1u2 : : : ur with ui 2 [n]. Consider the homomorphism
 :F[pu: u [n]]! F[zij: 1  i; j  n] that sends pu to the Plucker coordinate e0u given
by the minor of the generic matrix (zij) with row index set [r] and column index set
u. The kernel Q of  is a prime ideal that is generated by the preimage of Garnir-like
relations among the elements e0T where T is a lling of a two column partition shape.
Then F[X ] = F[pu: u [n]]=Q. The ring F[X ] inherits the multihomogeneous grading of
F[pu] indexed by partitions, in which the th component is generated by the monomials
in the variables pu such that the number of columns of  of size r is the number of
variables pu (counted with multiplicity) indexed by words u of length r. It is not hard
to see that H 0(X;L) is the th component of F[X ].
The B-module FlagSchurD(Q:) is realized as a space of global sections of the re-
striction of L to a union of Schubert varieties in X . We recall some standard facts
about Schubert varieties (see, e.g. [5] or [19]). For the permutation w 2 Sn, by abuse
of notation let w denote the permutation matrix in G whose (i; j)th entry is w(i); j.
Dene the Schubert cell X ow = B n BwB, the right B-orbit of the point Bw in X . All
B-orbits in X are of this form. There is an explicit isomorphism from the ane space
A‘(w) of dimension ‘(w), to the Schubert cell X ow given as follows. The coordinates of
the ane space may be indexed by the Rothe diagram D(w) or the inversion diagram
I(w) of the permutation w, dened by
D(w) = f(i; j): 1  j<w(i) and 1  i<w−1(j)g;
I(w) = f(i; j): 1  i< j  n and w(i)>w(j)g:
The shape D(w) has cardinality ‘(w) = jI(w)j, since the map (i; j) 7! (i; w(j)) gives
a bijection I(w) ! D(w). Let the coordinates of the ane space be given by zij for
(i; j) 2 D(w). An isomorphism A‘(w) ! X ow is given by sending the tuple (zij: (i; j) 2
D(w)), to the right B-coset of the matrix whose (i; j)th entry equals8>><
>>:
zij if (i; j) 2 D(w);
1 if j = w(i);
0 otherwise:
(6.5)
For example, if w = 25143 then the matrix is given by
z11 1 0 0 0
z21 0 z23 z24 1
1 0 0 0 0
0 0 z43 1 0
0 0 1 0 0
:
Let u = u1u2 : : : ur be a strictly increasing word with ui 2 [n]. Using the form of the
matrix (6.5), it is not hard to see that the Plucker coordinate pu vanishes on X ow if and
only if
u  (w(1)w(2) : : : w(r))− (6.6)
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where v− is the increasing rearrangement of v and u  v means that ui  vi for
all i.
The Schubert variety Xw is by denition the Zariski closure of the Schubert cell
X ow in the projective variety X . Since Xw is the closure of a B-orbit, it is a union of
B-orbits, namely,
Xw =
[
vw
X ov (6.7)
where v  w means that (v(1) : : : v(r))−  (w(1) : : : w(r))− for all 1  r  n. This is
known as the strong Bruhat order on permutations.
It is convenient to prove the following version of [5, Exercise 10.5.11]. The key
step in the proof uses standard monomial theory.
Lemma 23. Let I =
Tm
k=1 Ik ; where Ik is a B-stable ideal in F[zij] generated by a
subset of the variables zij and J is the kernel of the composite of the map  with the
natural projection:
F[X ]! F[zij]! F[zij]=I: (6.8)
Then J is the radical ideal associated to a union of Schubert varieties Y =
Sm
k=1 Xw k
in X; and is generated by the Plucker coordinates pu such that u does not satisfy
Eq. (6:6) for any of the permutations wk .
Proof. Suppose rst that k = 1. F[zij]=I is isomorphic to a polynomial ring, so I is
prime. It follows that J is prime as well. Let Y be the subvariety of X given by the
zero set of J . Since I is B-stable and the map (6.8) is B-equivariant, J is also B-stable.
It follows from the action (bf)(x) = f(xb) of B on X that Y is right B-stable. Thus
Y is an irreducible closed B-stable subset of X , that is, Y is a single Schubert variety
Xw for some w. Let J 0 be the ideal in F[X ] generated by the Plucker coordinates pu
such that (6.6) does not hold for w. By [19, Theorem III.4.4], J 0 is a radical ideal in
F[X ] whose zero set is a union of Schubert varieties Y 0. In light of (6.6), Y 0Xw.
Suppose that Y 0 6= Xw. Let X ov be a Schubert cell contained in Y 0 that is not in Xw.
This means that v 
 w. Let 1  r  n be an index such that (v(1)v(2) : : : v(r))− 

(w(1)w(2) : : : w(r))−, and u=(v(1)v(2) : : : v(r))−. But pu is a generator of the ideal J 0
by denition, so pu vanishes on Y 0 and hence on the subset X ov . But this contradicts
(6.6). Therefore Y 0 = Xw.
Applying this argument to the B-stable ideal Ik , let Xw k be the resulting Schubert
variety. A similar argument (starting with the B-stable radical ideal I) proves the
general case.
Let Y =
S
2D Xw and let iY : Y X be the inclusion map. Since Y is right B-stable,
the space of global sections H 0(Y; iYL) has the left B-action (bf)(y)=f(yb) where
f 2 F[Y ] represents a section in H 0(Y; iYL), y 2 Y , and b 2 B. The B-module
H 0(Y; iYL) is clearly the th multihomogeneous component of the coordinate ring
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F[Y ]. Let ID =
T
2D Iw (see Proposition 22). By Lemma 23, the ideal I(Y ) of Y in
F[X ] has the description
I(Y ) = F[X ] \
\
 −1(ID):
As a consequence of this discussion we have the following:
Proposition 24. There is a B-module isomorphism
FlagSchurD(Q:) = Schur=Schur \ ID
= Schur=Schur \ (I(Y )) = H 0(Y; iYL):
7. Schubert ltration
A Schubert ltration of a B(Q:)-module M is a ltration
0 =M0M1   Mr =M
by B(Q:)-modules Mi such that each successive quotient Mi=Mi−1 is isomorphic to a
B(Q:)-module of the form H 0(Y; iYL) for some union of Schubert varieties Y and
some partition  [8]. If each of the varieties Y is a single Schubert variety, then the
ltration is called excellent. If M and the Mi are also G-modules and each Y is the
entire ag variety, then the ltration is called good.
For two-column shapes D, we produce an explicit B(E:)-module ltration of
FlagWeylD(E:). Taking duals, one obtains a Schubert ltration for FlagSchurD(Q:).
For any cohesive family D of two-column shapes, let
Pict(D) = fkeys K : D K for some D 2 Dg;
and Pict(D) be the set of keys in Pict(D) whose associated composition  satises
+ = . For the rest of this section, unless otherwise specied, let B= B(E:).
Theorem 25. For any two-column shape D; FlagWeylD has a B-module ltration
whose successive quotients are isomorphic to FlagWeylPict(D) as  runs over the
two-column Ferrers shapes .
Example 26. For the diagram D which we considered in Example 9
 
 
 
 
 
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the sets Pict(D) representing successive quotients in the ltration are shown
below:
Pict(2;1;1;1;1)(D) =
8>>>>><
>>>>>:
   
   
   
   
   
9>>>>>=
>>>>>;
Pict(2;2;1;1)(D) =
8>>>>><
>>>>>:
             
             
             
             
             
9>>>>>=
>>>>>;
Pict(2;2;2)(D) =
8>>>>><
>>>>>:
   
   
   
   
   
9>>>>>=
>>>>>;
The rst step is to produce a candidate ltration whose successive quotients are big
enough.
Lemma 27. Let D be a cohesive collection of two-column shapes. Then the B-module
FlagWeylD has a ltration such that for every partition ; the module FlagWeylPict(D)
appears as the homomorphic image of a successive quotient.
The proof of this lemma requires an adaptation to agged Weyl modules of a method
devised by James and Peel [7] for constructing ltrations of Specht modules of skew
shapes. Their method is to piece together many short exact sequences of a certain form
which we now describe.
Given a shape D, let c(D) denote the number of pairs of cells (i1; j1) and (i2; j2)
such that i1 6= i2, j1 6= j2, (i1; j1) 2 D, (i2; j2) 2 D, but (i1; j2) 62 D and (i2; j1) 62
D. Note that c(D) = 0 if and only if D can be obtained from a partition shape by
row and column rearrangement. Suppose c(D)> 0 and (i1; j1) and (i2; j2) are such
a pair of cells. Let Dim be the shape whose columns agree with those of D except
that colj1 (Dim) = colj1 (D) [ colj2 (D) and colj2 (Dim) = colj1 (D) \ colj2 (D). Likewise,
let Dker be the shape whose rows agree with those of D, except that rowi1 (Dker) =
rowi1 (D) [ rowi2 (D) and rowi2 (Dker) = rowi1 (D) \ rowi2 (D). Note that in
this situation, we have Dim <im D and Dker <ker D, in the terminology of
Section 4.
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Proposition 28. Let D be any shape; (i1; j1) and (i2; j2) a pair of cells as above; and
w a permutation such that w(i1)<w(i2). Then there is a short chain complex
0! FlagWeylDker ;w
−!FlagWeylD;w
p−!FlagWeylDim;w ! 0 (7.1)
that is exact at both ends; but not necessarily in the middle.
Proof. First let us describe the map . Consider the G-equivariant map
 :
N
i
Divrowi(Dker)(E)!
N
i
^rowi(D)(E)
given by the composite map
N
i
Divrowi(Dker)(E)
permute
??y
N
i 62fi1 ; i2g
Divrowi(Dker)(E)⊗ Divrowi1 (Dker)(E)⊗ Divrowi2 (Dker)(E)
id⊗⊗id
??y
N
i 62fi1 ; i2g
Divrowi(Dker)(E)
⊗Divrowi1 (D)(E)⊗ Divrowi2 (D)−rowi1 (D)(E)⊗ Divrowi2 (Dker)(E)
id⊗id⊗m
??y
N
i 62fi1 ; i2g
^rowi(D)(E)⊗ Divrowi1 (D)(E)⊗ Divrowi2 (D)(E)
permute
??yN
i
Divrowi(D)(E) (7.2)
The following diagram of B-modules and B-equivariant maps commutes:
N
i
Divrowi(Dker)(Ew(i))
−! N
i
Divrowi(D)(Ew(i))
!Dker
??y ??y !D
N
j
^colj(Dker)(E) = N
j
^colj(D)(E)
In light of Lemma 30 below, it is enough to show that the diagram commutes when
applied to the element drowllDker ;w . This can be veried by an explicit computation. In
particular, the map  induces the inclusion FlagWeylDker ;w FlagWeylD;w.
The map p is given as follows. Consider the G-equivariant map
p:
N
j
^colj(D)(E)!N
j
^colj(Dim)(E)
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given by the composite map N
j
^colj(D)(E)
permute
??yN
j 62fj1 ; j2g
^colj(D)(E)⊗ ^colj1 (D)(E)⊗ ^colj2 (D)(E)
id⊗id⊗
??yN
j 62fj1 ; j2g
^colj(D)(E)⊗ ^colj1 (D)(E)⊗ ^colj2 (D)−colj1 (D)(E)⊗ ^colj1 (D)\colj2 (D)(E)
id⊗m⊗id
??yN
j 62fj1 ; j2g
^colj(Dim)(E)⊗ ^colj1 (Dim) ⊗ ^colj2 (Dim)
permute
??yN
j
^colj(Dim)(E)
(7.3)
This map restricts to a surjection
FlagWeylD;w ! FlagWeylDim;w:
This follows from Lemma 30 and a direct calculation that yields p(erowllD;w)=erowllDim;w .
The last fact to verify is that the composite map
p   : FlagWeylDker ;w ! FlagWeylDim;w
is zero. Again by Lemma 30 it is enough to check this for the generator erowllDker ;w ,
which can be veried routinely.
Remark 29. Note that if one exchanges the columns j1 and j2 in Dim, then Proposition
28 still holds.
Lemma 30. The B-module FlagWeylD;w is cyclic.
Proof. The tensor product of divided powersN
i
Divrowi(D)(Ew(i))
is cyclic as a B-module with generator drowllD;w where rowllD;w is the lling of D
given by rowllD;w(i; j)=w(i) for (i; j) 2 D [1, (5)]. Since the map ! is B-equivariant,
FlagWeylD;w is cyclic with generator !(drowllD;w) = erowllD;w .
Remark 31. Lemma 30 requires that the sequence w have distinct values and that the
base eld be innite. The latter condition can be removed if one uses the action of the
Schur algebra of B on FlagWeylD;w rather than B.
We can now prove Lemma 27.
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Proof of Lemma 27. The proof proceeds by induction on c(D), the number given
by c(D) (dened in the paragraph preceding Proposition 28) for any shape D in the
cohesive collection D. Note that c(D) = 0 if and only if D is a collection of keys all
of which are row rearrangements of a single two-column partition . In this base case,
the equality
FlagWeylD = FlagWeylPict(D)
follows from Proposition 13 and the fact that K B K 0 implies FlagWeylK FlagWeylK0 .
Suppose that c(D)> 0. Let
Dim = fD0: D0<im D for some D 2 Dg
Dker = fD0 with one fewer nonempty rows than D
such that D0<ker D for some D 2 Dg:
Next we show that there is a short chain complex of B-modules
0! FlagWeylDker
−!FlagWeylD
p−!FlagWeylDim ! 0 (7.4)
that is exact at both ends, where  is the inclusion map. To dene p, let D 0 be a xed
shape such that every D 2 D is a row rearrangement of D0. Let D 0im be the unique
key shape such that D 0im <im D
0. Let p be the restriction of the B-equivariant map
(7.3) to the B-submodule FlagWeylD. To see that p is surjective, let D1 2 Dim with
permutation w such that wD 0im =D1. Let D be the shape such that wD
0 =D. It is not
hard to see that D 2 D. By Lemma 28 the restriction of p to FlagWeylD 0 ;w, has image
FlagWeylD 0im;w. Thus p is surjective since it maps onto a generating set.
It must be shown that FlagWeylDker lies in the kernel of p. Let D1 2 Dker with D 2 D
such that D1<ker D. By Lemma 28 it follows that each of the dening summands of
FlagWeylDker are contained in the kernel of p. This concludes the construction of the
desired short chain complex (7.4).
As a consequence of this short chain complex, there is a B-module epimorphism
FlagWeylD=FlagWeylDker ! FlagWeylD=kerp = FlagWeylDim :
Note that Dker is a cohesive collection of shapes with c(Dker)<c(D), and Dim is a
cohesive collection of shapes with c(Dim)=0. Therefore the assertion of the proposition
will follow by induction on c(D) if we can show the decomposition
Pict(D) = Pict(Dker)qPict(Dim):
To see this decomposition, let min be the two-column partition shape which has the
same number of non-empty rows (and the same size) as D 0. By the proof of Theorem
14, it is not hard to see that Dim=Pictmin(D); Pictmin(Dker) is empty, and that for all
two-column partitions  6= min, Pict(D) = Pict(Dker). The decomposition follows.
To complete the proof of Theorem 25, it is enough to show that for two-column
shapes D,
char(FlagWeylD) =
X

char(FlagWeylPict(D)): (7.5)
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since this would imply that all of the short chain complexes which are pieced together
in the proof of Lemma 27 are exact (else the left-hand side of Eq. (7.5) would be
coecientwise larger than the right-hand side). This equation follows from a sequence
of equalities,
char(FlagWeylD) =
X
tableaux P
D  K+P
xP =
X

Pict(D) =
X

char(FlagWeylPict(D)):
The rst and second equalities hold by Theorem 4:7 and denition (4.7) of . For
the third equality, it suces to show that if D is a cohesive collection of key shapes
(that are rearrangements of the partition , say), and Y is the corresponding union of
Schubert varieties, then
D = char(H 0(Y; iY (L))) = char(FlagSchurD) = char(FlagWeylD):
The rst equality here follows from the description of the standard monomial basis
[10], the second equality from Proposition 24, and the last equality from (6.1).
This completes the proof of Theorem 25. Before closing we mention a corollary and
some conjectures for agged Schur modules. Analogous corollaries hold for agged
Weyl modules as well.
Conjecture 32. For any shape D and sequence f; FlagSchurD;f(Q:) has a Schubert
ltration.
If a B-module has a Schubert ltration then it behaves nicely with respect to induction
up to a parabolic. Again let us assume that the base ring is an algebraically closed
eld. Recall that Pr is the minimal parabolic subgroup, generated by B and the simple
reection sr 2 Sn. Let M be a nite dimensional B-module. Dene the induced module
IndPrB M to be the Pr-module of polynomial functions f :Pr ! M such that f(bx) =
bf(x) for all b 2 B and x 2 Pr , with Pr action (pf)(x) = f(xp) for p 2 Pr . Write
Hr = ResPrB Ind
Pr
B .
Theorem 33 (van der Kallen [8]). Let M be a nite dimensional B-module with a
Schubert ltration. Then for any r; M is IndPrB -acyclic; and char(Ind
Pr
B M)=r char(M).
Conjecture 34. Let D be any shape and f a sequence of positive integers that contains
the value r only once; say fi=r. Let f+ be the sequence obtained from f by replacing
the ith entry fi=r by r+1. Then there is a B-module isomorphism HrFlagSchurD;f =
FlagSchurD;f+ .
This conjecture gives an explicit formula for the formal characters for many of the
agged Schur modules of two-column shapes. For example, using Conjecture 34 one
can start with (1; 2; : : : ; n) and reach f = (f1; f2; : : : ; fn) for any weakly increasing
sequence f such that i  fi  n.
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Corollary 35. If D has two columns; then the functor FlagSchurD is universally free;
that is; for any commutative ring R with unit; FlagSchurD(R
n) is R-free of rank
independent of R.
Proof. Let f = (1; 2; 3; : : : ; n). Note that both the functorial denition of the agged
Schur module FlagSchurD;f and its explicit description (as the span of the polynomials
e0T modulo the ideal If) are valid over R. Let jR be the R-module map
jR :R⊗Z FlagSchurD(Zn)! R⊗ Z[zij]=If = R[zij: i  j];
which clearly has image FlagSchurD;f(R
n). It is clear that the map jZ is injective and
that its image is free. Note that the formula in Theorem 8 for the formal character of
FlagSchurD;f is valid over any algebraically closed eld F, which implies that the rank
of the map jF is constant for F algebraically closed. Now extending scalars from a
eld to a extension eld does not change the rank of a linear map, so the rank of jF is
constant for any eld, including the prime elds Z=pZ. Since jZ=pZ is injective for all
primes p, the coimage of jZ is torsion-free, or equivalently, jZ is split injective, that
is, there is a map q :Z[zij: i  j] ! FlagSchurD;f(Zn) such that q  j is the identity
[6, Lemma 4.7d]. Tensoring with R, it follows that jR is split injective, giving the
isomorphism R⊗ FlagSchurD(Zn) = FlagSchurD(Rn).
Conjecture 36. For any shape D and sequence f; FlagSchurD;f is a universally free
functor.
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