Abstract. When a figure is only partially visible and its contours represent a small fraction of total image contours (as when there is much background clutter), a fast contour classification mechanism may filter non-figure contours in order to restrict the size of the input to subsequent contour grouping mechanisms. The results of two psychophysical experiments suggest that the human visual system can classify figure from non-figure contours on the basis of a difference in some contour property (eg length, orientation, curvature, etc). While certain contour properties (eg orientation, curvature) require only local analysis for classification, other contour properties (eg length) may require more global analysis of the retinal image. We constructed a pyramid-based computational model based on these observations and performed two simulations of experiment 1: one simulation with classification enabled and the other simulation with classification disabled. The classification-based simulation gave the superior account of human performance in experiment 1. When a figure is partially visible, with few contours relative to the number of non-figure contours, contour classification followed by contour grouping can be more efficient than contour grouping alone, owing to smaller input to grouping mechanisms. salient by human observers, where`saliency' may depend on global rather than local characteristics of the structure. Williams and Thornber (2000) defined the saliency of an edge (contour fragment) in terms of the number of closed random walks from that edge. By emphasizing that random walks be closed (ie starting from and ending at the edge under consideration), their model favors contour groupings that correspond to whole figures. A systematic comparison showed that their model outperforms several others (including the saliency network of Sha'ashua and Ullman 1988) in detecting boundaries of natural objects against a cluttered background. While computer vision studies usually do not directly test the human contour grouping process, such studies can reveal important issues that purely human vision studies may not. Computer vision studies generally use complex synthetic and/or natural images to test models, whereas human vision studies tend to use simpler synthetic images to test the human visual system. By using more realistic images, the potential time complexity of contour grouping becomes evident. First, the size of input to the contour grouping process can be quite large for realistic images. For instance, Elder et al (2003) determined that the number of contour fragments in satellite test images of lake scenes ranged from about 3000 to 42 000, with an average of 19 000 contour fragments per image. Second, the time complexity of contour grouping algorithms robust enough to handle realistic images must be considered. Williams and Thornber (2000) , in the comparison of their model to five other popular computer vision models, noted that the definition of saliency for all six models is a function of affinity between edge pairs. In short, based on the calculation of affinity between edge pairs, the time complexity of these algorithms for an image with n edges appears to be O(n 2 )X (1) While such time complexity may be suitable for computer vision applications, even when faced with large inputs, we conjecture that the human visual system is smarter than this. Specifically, we propose a fast contour classification stage that precedes the contour grouping process, in order to reduce the size of the input to it where possible. As we will show, the proposed classification mechanism has a time complexity that is linear in the number of contour fragments (edges). Although contour grouping is still presumed to occur after this classification stage, the quadratic time complexity of contour grouping may be tolerable when the subset of contours belonging to a potential figure of interest is much smaller than the total set of image contours.
Consider figure 1a . It demonstrates what Sha'ashua and Ullman (1988) referred to as`structural saliency'. That is, the triangle as a whole is salient owing to the global arrangement of its constituent parts. Figure 1b , on the other hand, demonstrates what Sha'ashua and Ullman called`local saliency'. Each fragment of the triangle is salient, owing to its intensity contrast with the non-triangle fragments. (2) Many contour properties, in addition to intensity, may give rise to local saliency of contour fragments: eg color, orientation, curvature, depth, etc. When contour fragments with local saliency exist, it is quite possible that the human visual system considers just these fragments for subsequent grouping, while ignoring other (eg background) contours. With the presence of local saliency, such contour classification seems natural. However, the contours which compose a figure of interest may not have purely local saliency with respect to other image contours. We conjecture that real-world scenes often fall between the two extremes of purely local saliency of figure contours and purely structural saliency of whole figures. In yet other scenes, such as where camouflage is perfect, neither a whole figure nor its individual contours may be salient at all. We propose that a classification mechanism operates on any retinal image, in order to reduce the size of input (ie the number of contour fragments) for subsequent contour grouping. In the extreme case
(1) Alter and Basri (1998) determined the time complexity of the saliency network of Sha'ashua and Ullman (1988) to be O( p 3 ), where p is the number of pixels in an image. Thus, time complexity of the saliency network has been given in terms of image size, rather than number of edges. (2) Note that the structural saliency of the triangle as a whole is still present in figure 1b as well.
of purely structural saliency, as well as the case of no saliency (local or structural) at all, this proposed classification mechanism fails and all image contour fragments are input to the contour grouping process.
Attempting to classify image contours according to the role they play in a scene is a well-known approach in computer vision. In the line-labeling schemes of Huffman (1971) and Clowes (1971) , for example, a contour may be classified as corresponding to a convex, concave, or one of two types of occlusion edge in the scene. Similarly, the approach of Mackworth (1973) classifies an image contour as either a`connect' edge (`a visible edge joining two visible surfaces') or`non-connect' edge in the scene. In the perceptual-psychology literature, the concept of classifying contours (prior to a stage of contour grouping) also has prior support. In the context of partial occlusion of one figure by another, Nakayama et al (1989) proposed that the`intrinsic' contours of an occluded figure are classified apart from those of the occluding figure (`extrinsic' contours) on the basis of stereoscopic depth. Subsequent grouping and recognition processes then consider just those contours classified as belonging to the partially occluded figure. Takeichi (1999) confirmed that stereoscopic depth cues may indeed be used for contour segmentation rather than directly for completion of a partially occluded figure. That stereoscopic depth may readily facilitate contour classification is not surprising, given that it is a contour property that is locally salient in an image. The more interesting idea (for our purposes) is that classification of contours based on stereoscopic depth is used in their theory (Nakayama et al 1989) to restrict the number of contours input to the subsequent grouping and recognition processes. The difference between their theory and ours is that the classification mechanism we propose operates not only when contours have local saliency due to some contour property, as in the Nakayama et al study, but also when more global aspects of image contours (but not purely structural saliency) must be taken into account. Briefly, the classification mechanism that we propose partitions image contours into those judged to belong to a figure of interest and those judged not to belong to it, on the basis of a difference in any contour property (3) between the two sets of image contours. Such a difference may be sharp, as with local saliency, or it may be more subtle, as when (3) Our conjecture that image contours may be partitioned into those judged to belong to a figure of interest and those not so judged, by using any of a variety of contour properties (eg length, orientation, curvature, depth, etc), is very similar to the idea of`feature maps' in feature integration theory (Treisman and Gelade 1980) . As with feature maps, the statistics for contour properties here are presumably computed separately and pre-attentively (in parallel). However, the studies of feature integration theory seemed to focus on dimensions where features could be determined locally. We focus on contour properties (dimensions) where the threshold (feature) that separates figure contours from non-figure contours may either be determined locally (as with orientation, curvature, depth, etc) or with more global analysis of the image (as with length).
frequency distributions for image figure and ground contours overlap for some contour property. In this latter case, the classification mechanism must perform a more global analysis of image contours in selecting a threshold for separating the two contour distributions. In the case of purely structural saliency, there is no perceived difference in any contour property between image figure and ground contours. Thus, classification would fail and all image contours would be input to a subsequent contour grouping process. Finally, in the case where there is no saliencyönot local, not structural, nor anything in-betweenöclassification would also fail. (The subsequent attempt at contour grouping may also fail as well in this case.) In testing our hypothesis of a pre-contour grouping classification mechanism, we used complex synthetic stimuli (see next section). This allowed us to strike a balance between the use of simple synthetic images, which mask the computational burden of a perceptual task, and the use of natural images, which make difficult the design of rigorous, controlled psychophysical experiments for testing the operation of early human visual processes. A typical characteristic of the target figure in each stimulus was that portions of its bounding contour were removed in a random, irregular way. Because missing figure contour may require interpolation, such stimuli allowed us to further evaluate our classification hypothesis in the context of support ratio. Support ratio (Shipley and Kellman 1992) is defined as the total length of physically present pieces of a contour divided by total length of the physically present and interpolated pieces of a contour. Shipley and Kellman proposed that the perceptual strength of interpolation is a function of the support ratio of the resulting contour. Our results suggest that support ratio may not be the most important factor in explaining the perception of partially visible figures.
Stimuli
In the experiments reported here, a subject's task was to respond whether a figure was presented in its`normal' or reflected orientation. Figure 2 shows the set of figures used, each in its normal orientation. Black and white distractors were added to each stimulus to make this discrimination challenging. Further details of the construction of the stimuli are given below.
Stimuli were designed to satisfy two requirements. First, a stimulus must not have purely structural saliency with respect to contours (eg figure 1a) . As noted, when purely structural saliency is present, contour processing may in effect involve only contour grouping. Therefore, to test our conjecture of a pre-contour grouping classification stage, a stimulus did not possess purely structural saliency. To make our test challenging though, the stimuli used in experiment 1 also did not possess purely local saliency (eg figure 1b) . Second, stimuli should capture at least some of the complexity of realworld images, while still providing complete experimenter control over all possible experimental factors. Towards this end, we used complex synthetic images. Such images may better facilitate rigorous human psychophysics than natural images, yet still provide much of the randomness and irregularity often found in natural images. As inspiration for our stimuli, we used the classic Dalmatian image (see figure 3) . Such an image is especially interesting because it shares properties with natural images containing either camouflage or low contrast between portions of some figure of interest and its background. However, in order to have the ability to generate hundreds of random stimuli for which all aspects are under experimental control, we used geometrical figures instead of a Dalmatian [for an analysis of perception of the Dalmatian itself, see van Tonder and Ejima (2000) ].
Each stimulus contained one of the five black figures shown in figure 2 randomly positioned within a larger white background, with distractors randomly added over the entire image. Each of the figures in figure 2 consisted of four 2006100 pixel rectangles. Two types of distractor were used öwhite and black. White distractors served to degrade the black figure in a stimulus and to erase some of its bounding contour. Black distractors, when these fell outside the perimeter of the figure, served to reduce the role of region cues, because both the figure and ground portions of a stimulus image could be composed of both black and white patches (as with the Dalmatian). For each stimulus image, there were always equal numbers of white and black distractors, and they were always the same size. (Note that white distractors effectively disappear when they fall completely outside the figural region of an image.) In the experiments reported below, the only thing that varied between experimental conditions was the nature of the distractors. In experiment 1, only square distractors were used, while in experiment 2, either square, diamond, or circle distractors were used in any given condition (see figure 4 for examples).
Experiment 1
In order to test the notion of a pre-contour grouping classification mechanism, contours belonging (ie intrinsic) to a target figure must differ in some way from contours that belong to distractors. To provide a challenging test, the property for which there is a difference between the two sets of contours should lead to cases that lie between local saliency and purely structural saliency. We used square white and black distractors, where length of the contours (sides) of a square can be easily manipulated relative to the length of the contours of a target figure. (We define`contour length' as the length of straight segments of the contour.) Using contour length as the classification property did not give rise to purely local saliency of target-figure contours with respect to distractor contours. To understand why, consider that both white and black distractors are randomly placed in an image. Therefore, even when small square distractors are used and the lengths of the distractor contours are short relative to the length of target-figure contours, sometimes several smaller black distractors can roughly align in a portion of the image where the target figure is not located, resulting in a spuriously long extrinsic contour. Similarly, several smaller white distractors may overlap a side of a target figure in such a way as to leave only short pieces of intrinsic contour on that side of the target figure. Thus, classification based on contour length should be less than perfect even when square-distractor contours are shorter than target-figure contours. As square-distractor size increases, classification should become more difficult. Use of square white and black distractors with the figures shown in figure 2 also prevented differences in other contour properties between a target figure and distractors. This allowed the role of contour length to be tested independently of other contour properties. Where black distractors fell outside the perimeter of the target figure, new contours extrinsic to the target figure were added. Where white distractors fell inside the perimeter of the target figure, new contours extrinsic to the target figure were also added. Figures 4a and 4b illustrate these points, but also show that stimuli contained region as well as contour information. As mentioned in the previous section, the role of region information was likely diminished because there were typically black and white patches both inside and outside the portion of a stimulus image occupied by the target figure. However, the contribution from region information was not entirely eliminated. This will be considered further in section 3.3. The advantage of retaining region information in the stimuli while testing the role of contours was that it captured some of the complexity of natural images, where contours do not normally appear in isolation.
In this experiment, small, intermediate, and large (relative to the target figure) square distractors were used. Target-figure identification performance was predicted to decrease with increasing distractor size. Since the length of the contours of larger square distractors was closer to the length of the contours of the target figure, contour classification was expected to be more difficult in the larger square-distractor conditions than in the smaller square-distractor conditions. At this point, it may be tempting to resort to a prediction in terms of a`spatial frequencies' hypothesis, rather than in terms of an explicit contour classification hypothesis. However, figure 5 demonstrates the problem with the`spatial frequencies' hypothesis. The upper left panel shows a sample stimulus, where the target is the middle shape of figure 2 rotated by 1808. The remaining panels of figure 5, (a)^(d) clockwise from upper left, show this stimulus after blurring with a 35635 pixel low-pass Gaussian filter with s 4, 16, and 64, respectively (greater s yields more blurring). Clearly, small square-distractor contours are not simply removed by low-pass Gaussian filtering (blurring). On the contrary, with increased blurring small black square distractors bleed into one another (and even into the target figure) in several places, creating spurious long irregular pieces of contour. Similarly, small white square distractors overlap the target figure enough on its left side to create a long irregular piece of contour after blurring. In the lower left panel of figure 5 , how then should thresholding be performed such that the target figure is sufficiently segregated for the purposes of recognition? With the pre-contour grouping classification mechanism proposed in this paper, we show that thresholding of image contours (not image intensities) can be performed in an efficient, psychologically plausible manner that does not require a`spatial-frequencies' analysis.
3.1 Methods 3.1.1 Subjects. Three subjects participated (SG, ZP, MS), including both authors. SG was naive with regard to the hypothesis being tested. All subjects had practice in the task prior to the experiment such that their performance in the task was asymptotic prior to the start of the experiment. All subjects were myopes and used their corrective lenses. Viewing was monocular from a distance of 82 cm. A chin-forehead rest supported a subject's head.
3.1.2 Stimuli. Stimuli were as described in the previous section, with the additional specification that, for all conditions in experiment 1, stimuli used square distractors. The primary factor manipulated in experiment 1 was the distractor size. Three sizes of distractor were used: 40640, 63663, and 1006100 pixels, subtending 0.85, 1.34, and 2.13 deg of visual angle, respectively. The values 40, 63, and 100 represented a linear increase of the size ratio (ie 63/40 9 100/63). The target figures (figure 2) subtended 8.5, 12.8, 6.4, 12.8, and 10.6 deg, respectively. (The display itself subtended 22.6 deg.) Total area used by distractors was another factor manipulated in this experiment. Obviously, the greater the total area of the distractors used, the worse the performance should be in the task. The same total distractor area was used for both white and black distractors in a given stimulus image. Three total distractor areas were used: 480 000, 540 000, and 600 000 pixels. This represented 40.8%, 45.9%, and 51% of the total display area, respectively. (Since distractors were randomly placed in the display, there was typically much overlap of distractors. Thus, these percentages represented upper bounds.) These two experimental factorsödistractor size and total distractor areaö were orthogonal. For each total distractor area, there were three separate experimental conditions, one for each distractor size. For example, for a given total distractor area, there was a session with a large number of small distractors, a session with an intermediate number of intermediate-sized distractors, and a session with a small number of large distractors. To illustrate, figures 4a and 4b show small and large square-distractor cases for a fixed value of total distractor area (the intermediate-sized square-distractor case is not shown).
3.1.3 Procedure. There were nine experimental conditions representing all combinations of the three total distractor areas and three distractor sizes. The order of conditions was random and different for different subjects. Each experimental condition consisted of 500 experimental trials, which were preceded by 50 practice trials (subjects had the option to repeat the practice set as many times as they wished and they were informed of their performance after each such set). An identification task was used.
Each trial began with a fixation cross at the center of the screen. When the subject pressed the mouse button, a stimulus was presented for 100 ms. A stimulus contained one of the five figures shown in figure 2 or its 1808-rotated version. The particular figure used in a given trial was randomly selected and each figure was presented in an equal number of trials. A figure was presented amid white and black distractors, as described previously. Half of the trials contained a figure in its normal orientation and the other half in the rotated orientation. Because location of the target figure in a stimulus varied randomly across trials, as did placement of the white and black distractors, the stimulus in each trial was unique. After the stimulus disappeared, the subject was shown images of the normal and the reflected versions of the figure (without distractors) and was asked to identify which one had been presented in the stimulus. As feedback, subjects heard a tone at the end of each trial in which the normal-orientation version of a figure had been presented. When a`next trial' button was clicked, the fixation cross reappeared, signaling the start of the next trial. Average proportion correct was used as the performance measure.
Results
The results are shown in figure 6. The abscissa represents size of the distractor, the ordinate represents average proportion correct. Individual curves represent different total distractor areas. The result of primary interest is represented by the downward slope of the curves: as distractor size increases, average proportion correct decreases. Since each curve represents constant total distractor area (many small distractors versus fewer large distractors), the downward slope of the curves cannot be attributed to thè amount' of the figure occluded. The effect of the total distractor area itself is represented by the difference in heights among the curvesöaverage proportion correct decreases with increasing total distractor area.
A three-factor ANOVA with total distractor area, distractor size, and target figure as factors corroborates these observations. The ANOVA showed a main effect of total distractor area (F 2 4 64X36, p 0X0009), and a main effect of distractor size , (F 2 4 92X95, p 0X0004). There was also a main effect of target figure (F 4 8 34X51, p 0X0001), and an interaction between total distractor area and target figure (F 8 16 3X34, p 0X019). There were no other significant interactions. The target-figure effect is related to the fact that all subjects had worse performance on two of the target figures than on the others, and they all had better performance on one of the target figures than on the others. These differences across target figures are illustrated by the large error bars in figure 6. The total distractor area/target-figure interaction could be explained by a`floor' effect for difficult target figures.
Discussion
In experiment 1, two main effects were found: an effect of total distractor area and an effect of distractor size. The effect of distractor size is new, but the effect of total distractor area is not. Total distractor area is related to the concept of support ratio (Shipley and Kellman 1992) . As stated before, support ratio is the length of the visible (physically present) portion of a contour divided by total contour length. It has been shown that as the support ratio of an interpolated contour increases, perceptual strength of the interpolated contour also increases (Shipley and Kellman 1992) . When a distractor which is of the same color as the background overlaps a contour of a figure, it erases part of that contour and thus reduces its support ratio. With larger total distractor area more contour will be removed. Therefore, support ratio decreases as total distractor area increases. As shown by the difference in heights of the three curves for each subject in figure 6, the support-ratio effect reported by Shipley and Kellman (1992) is confirmed. But the effect of distractor size found in our experiment cannot be accounted for by a support-ratio explanation. Each curve in figure 6 represents a constant total distractor area, yet reflects decreasing performance with increasing distractor size. Therefore, while support ratio appears to have been an important factor, it was not the only factor. Distractor size was also a factor here. In section 5.4, we show that a computational model based on our contour classification hypothesis better accounts for the results of experiment 1 than a model based on support ratio.
Why did small distractor size lead to more success in solving this task? Possibly because the length of distractor contours was readily distinguishable from the length of target-figure contours. Though classification of target-figure contours was not expected to be perfect, for reasons given at the beginning of this section, it still was expected to be quite good, and this may have led to good performance in the small-distractor conditions. One might instead argue that, for a given total distractor area, the reason why performance was worse when using larger distractors is that larger (white) distractors tended to erase more informative parts of a (black) target figure. Experiment 2, described in the next section, tested this alternative explanation. Before proceeding, however, we comment briefly on the possible role of region information in experiment 1.
In an experiment similar to those reported here, Scheessele and Perez (2005) showed that, when region information was removed from stimuli such as those depicted in figures 4a^4d, overall performance decreased, yet was still above chance. Further, performance also decreased with increasing square-distractor size (this decrease was not as steep when region information was absent, but it was possible that there was a floor effect for the large square-distractor condition when region was absent). Additionally, in section 5.4, we show that a computational model based on our contour classification hypothesis (and which does not currently incorporate region information) accounts well for the results of experiment 1. Thus, while region information likely played some role in experiment 1, it was not the sole contributor to performance. Region information may simply have elevated overall performance across experimental conditions, without changing the basic pattern of performance.
Experiment 2
In experiment 1, performance decreased with increasing square-distractor size. Larger square distractors obviously had longer bounding contours than smaller square distractors. Since target figures were also bounded by longer contours, contour classification based on contour length may have been more difficult in larger square-distractor conditions. This may have led to worse performance in larger square-distractor conditions, particularly if target-figure perception depended upon contour classification. An alternative explanation might be that larger square white distractors simply erased more informative parts of a black target figure than smaller square white distractors. In experiment 2 we tested this possibility.
If classification of intrinsic versus extrinsic contours is critical for perception of partially visible figures, then any property which distinguishes between these two types of contours should lead to such perception. In other words, not just contour length, but also contour orientation, contour curvature, etc, should be used by a pre-contour grouping classification mechanism. From the`pop out' phenomenon described by Treisman (1986) , we know that a straight oblique contour would pop out from a field of straight horizontal and vertical contours. Similarly, a curved contour would pop out from a field of straight horizontal and vertical contours. Thus, if a target figure has straight horizontal and vertical contours (as in figure 2 ), while distractors have either straight oblique or curved contours, then the target figure should be readily perceived. Accordingly, diamond and circle distractors, in addition to square distractors, were used in experiment 2. When either diamond or circle distractors are used, the intrinsic contours of any of the targets (or their reflections) from figure 2 will have local saliency as described by Sha'ashua and Ullman (1988) . When square distractors are used, however, salient targets may possess a quality between local saliency and purely structural saliency (as previously discussed). Therefore, if contour classification is critical for perception of a target figure, better performance might be expected in diamond-distractor and circle-distractor conditions, than in square-distractor conditions. Also, there should be little or no decrease in performance with increasing size of diamond or circle distractors (ie classification should be easy whether small or large distractors are used). On the other hand, if contour classification is not crucial for perception of a target figure, and if the alternative hypothesis is correct (ie large white distractors erase more informative parts of a black target figure than small white distractors), there should be a decrease in performance, comparable to that for square distractors, with increasing size of diamond or circle distractors.
4.1 Methods 4.1.1 Subjects. Three subjects (GW, ZP, MS), including both authors, participated. GW was naive with regard to the hypothesis being tested. All subjects had practice in the task before the experiment, such that their performance in the task was asymptotic before the start of the experiment. Subjects ZP and MS were myopes and used their corrective lenses. Viewing was monocular from a distance of 82 cm. A chin-forehead rest supported a subject's head. 4.1.2 Stimuli. The two factors manipulated in experiment 2 were distractor type and distractor size. For distractor type, either square (testing relative contour length), diamond (testing relative contour orientation), or circle (testing relative contour curvature) distractors were used. Two sizes of distractor were used: 40640 pixels and 1006100 pixels. For all conditions, a total distractor area of 540 000 pixels was used (this represented the intermediate TDA of experiment 1). In all other respects, stimuli were identical to those of experiment 1.
4.1.3
Procedure. There were six experimental conditions representing all combinations of the three total distractor types and two distractor sizes. The order of conditions was random and different for different subjects. Figure 4 shows an example stimulus from each condition. All other details were identical to those of experiment 1.
Results and discussion
The results are shown in figure 7. Performance is clearly better when either diamond or circle distractors are used than when square distractors are used. An interesting result is that while performance drops off with increasing distractor size in the case of square distractors, this decrease in performance is not as large when either diamond or circle distractors are used. This suggests that large white distractors per se do not remove more informative parts of the black figure than small ones. Results in the case of diamond or circle distractors support the hypothesis of a pre-contour grouping classification mechanism. Further, these results suggest that this mechanism can take advantage of a difference in various contour properties (eg contour orientation, contour curvature, etc)önot just contour length. Performance in these conditions was superior to the (still good) performance in the small squaredistractor condition possibly owing to local saliency of target-figure contours in the diamond-and circle-distractor conditions. In these conditions, the visual system would have needed only to consider a local portion of the retinal image in order to classify any contour. In the small square-distractor condition, with overlap of the intrinsic contour length and the extrinsic contour length distributions, contour classification would not have been error-free. If contour classification is performed in perception of partially visible figures, poorer (though still good) performance in the small squaredistractor condition would be expected.
There is a possible alternative explanation for the results of the diamond-and circle-distractor conditions. In these conditions, note that a white diamond distractor or white circle distractor (whether small or large) may not appear to erase part of the black target figure, as intended. Instead, either may appear as a white illusory shape in front of the black target figure (see figures 4c^4f ) . Indeed, prior work (Muise et al 1993) suggests that illusory shapes can be perceived with approximately 10 ms exposure durationöfar less than the 100 ms exposure duration used in experiments 1 and 2. The alternative explanation then could be that illusory white diamonds or circles acted as partial occluders of a black target figure. If this alternative explanation is correct, performance in the diamond-and circle-distractor conditions could be explained by a difference in perceived depth of contours intrinsic to the target figure versus those extrinsic to it. In other words, the results shown here would just be a confirmation of Nakayama et al (1989) . However, this alternative explanation is not likely to be correct. First, Sekuler and Palmer (1992) demonstrated that completion of a partially occluded object occurs within 200^400 ms of stimulus onset. This is well beyond the exposure duration of 100 ms used in experiments 1 and 2. Also, Scheessele and Perez (2005) directly tested this alternative hypothesis. Note that removing region information from stimuli such as those in experiments 1 and 2 (and presenting subjects with just the contour information) precludes the possibility of amodal completion. In their tests they used small and large diamond-distractor conditions. Each condition was presented twice: with region information present (as in experiments 1 and 2) and with region information absent. Removing region information not only would preclude possible amodal completion for these stimuli, but also should make perception more difficult for other reasons. After controlling for decrease in performance due to removal of region information, they found no evidence of a decrease in performance due to eliminating possible amodal completion. Therefore, the alternative`partial occluder' explanation likely does not account for the performance in the diamond-and circledistractor conditions of experiment 2.
Exponential pyramid model
The psychophysical results of experiments 1 and 2 suggest that, in order to achieve perception of a partially visible figure, contours that belong to the figure must first be classified from those that do not. We conjecture that any contour property which facilitates such classification may be used. In addition to relative contour depth (Nakayama et al 1989) , some contour properties that may be used for such classification are relative contour orientation, relative contour curvature, and relative contour length. While some contour properties (eg relative contour depth, orientation, curvature) provide locally salient cues for contour classification, other properties, such as relative contour length, may require more global analysis of the image by the human visual system. From these principles, we developed a computational model based on the exponential pyramid architecture from computer vision. We tested the model by simulating the human psychophysical conditions of experiment 1 and found that the model accounts well for the human data. Further, we compared this model to one based on support ratio (Shipley and Kellman 1992) and found that our proposed model gave a better account of the human data from experiment 1. The remainder of this section describes the main aspects of the exponential pyramid-based structure and function of the model, provides a time complexity analysis of the model, and describes model simulations performed.
Structure
The exponential pyramid architecture has been analyzed and shown to possess features useful in modeling certain Gestalt grouping principles (Rosenfeld 1990; Pizlo et al 1997) . A typical structure (the one used here) is a`non-overlapped quad-pyramid'. Assume that the bottom layer of the pyramid has n processing nodes. The next layer has n/4 nodes, the one above that n/16 nodes, and so on. The top layer has only one node. Each node in a layer connects with four distinct`child' nodes in the immediately lower layer and one`parent' node in the immediately higher layer. Such a pyramid has (log 4 n) 1 layers. (4) Each node in the pyramid has limited memory and processing capability. Each node represents a receptive field, with nodes at higher layers in the pyramid having larger receptive fields. The input image is presented to the bottom layer of the pyramid (Jolion and Rosenfeld 1994) . There are three characteristics of a pyramid:
(1) Local, parallel processing: different parts of an image can be processed simultaneously. (2) Multiscale: different layers represent different spatial scales. (3) Hierarchical processing: processing can go in two directions, bottom^up (fine-tocoarse) and top^down (coarse-to-fine).
Function
Given a set of image contours as input, the function of the model is to determine whether there exists some contour property (eg orientation, curvature, length, depth) that partitions the set into two subsets (ie contours judged to be intrinsic to a target figure and contours judged extrinsic to it), and, if necessary, to choose a threshold value for that contour property. If such a property exists, the set of image contours can then be partitioned on the basis of this property. Details of how the model chooses a threshold for a contour property, in order to partition image contours, will now be illustrated with an example. (Testing the psychological plausibility of this threshold selection technique will be presented in section 5.4.)
Consider the image in figure 8 . Assume in this image that relative contour length is the candidate property that will be used for classifying contours. (Recall that in our theory various contour properties could potentially be used for such classification.) In order for the pyramid model to perform this contour classification, it first needs to determine a threshold value for contour length that allows classifying those contours judged to belong to the target figure from those judged not to belong to it. Bottom^up (or fine-to-coarse) processing accomplishes this in the pyramid model. Bottom^up processing begins when all image contours are input to the bottom layer of the pyramid. For the example of figure 8, a three-layer pyramid is assumed: the bottom layer has 16 nodes or`receptive fields', the middle layer has 4 receptive fields, and the top layer consists of just 1 receptive field, which spans the entire image. Each receptive field in (4) We used a pyramid with eight layers in our simulations. Choice of the number of layers may be arbitraryöwe chose eight, on the basis of stimulus size and other implementation considerations, but this was probably not a necessary choice. a layer processes just those contours`visible' to it; thus, all receptive fields in a given layer may process contours in parallel on distinct parts of the image. The model uses the`root detection' technique (Jolion and Rosenfeld 1994) to choose the threshold value for a contour property. This technique is illustrated in figure 8 .
Consider the top-left receptive field in the bottom pyramid layer in figure 8 . Most of the contours in this receptive field are of the same length, so the variance of the contour-length property will be quite small. There are two pieces of contour, belonging to the target figure (reflection of the middle target in figure 2), in this receptive field. However, because these two pieces extend into neighboring receptive fields and a receptive field only processes those contours that are completely visible to it, these two pieces of contour will not be processed until the next higher pyramid layer. For the contour-length property,`processing' a contour means calculating the Euclidean distance between the two endpoints of the contour (a straight line segment). As processing proceeds to the next higher layer in the pyramid, the receptive field size becomes larger (here each receptive field spans one quadrant of the image). Consider the upper-left quadrant, which is the parent of the receptive field just processed in the bottom layer. This parent receptive field contains contours belonging to the larger polygonal (target) figure and to the smaller squares. Since contours belonging to the target figure tend to be longer, the variance of contour length is much greater than in the child's receptive field. Second from left: bottom layer of pyramid, divided into 16 receptive fields, takes image contours as input. Each receptive field considers only those contours which fit completely within the receptive field, when calculating the variance of the selected contour propertyöhere contour length. Processing of contours which do not completely fit in a single receptive field is deferred to the next higher layer in the pyramid. Second from right: intermediate layer of pyramid, divided into 4 receptive fields. Each receptive field compares its contour length variance to that of each of its 4 child receptive fields in the bottom layer. If this contour length`variance ratio' is sufficiently large, the parent receptive field`knows' that the target figure is in its field of view and selects a provisional contour length threshold for classifying figure versus nonfigure contours. Top right: top layer of pyramid consists of just 1 receptive field that spans the entire image. This receptive field compares its contour length variance to that of its 4 children in the intermediate layer and makes the final determination of a contour length threshold for classifying figure versus non-figure contours. This threshold is then used in the top^down processing stage (not shown) to classify individual image contours.
The parent receptive field computes the ratio of its contour length variance to that of its child (actually it does this for each of its 4 children). If this ratio exceeds some cutoff, (5) it selects the provisional contour length threshold to be just greater than the minimum of the maximum length contours taken from the 4 child receptive fields. Processing continues in this way to the top layer of the pyramid. At the top layer, there is just 1 receptive field that spans the entire image. At this point, the final contour length threshold is chosen. In particular, note that global information is used in determining the threshold for contour length (ie the entire image is considered). Thus, this model will work for global (eg relative contour length) as well as local (eg relative contour orientation, curvature, depth) contour properties. In subsequent top^down (or coarse-to-fine) processing, the pyramid uses the threshold value to classify image contours as belonging to the target figure or not. Figure 9 demonstrates model performance on selected examples.
Time complexity analysis
Because the human visual system seems to accomplish contour grouping with ease under many circumstances, a plausible pre-contour grouping classification mechanism should meet at least the following criteria: (a) the proposed contour classification mechanism should be efficient; (b) the action of this mechanism, under some circumstances, should reduce the burden on the subsequent contour grouping mechanisms.
Determining the efficiency of the proposed contour classification mechanism requires identification of the main operations performed in the bottom^up and top^down pyramid processing phases. Performance is measured in terms of the number of input image contours n, and a worst case (`big-oh') time-complexity analysis is assumed.
(5) Empirically, we found 1.25 to be a suitable choice. In the bottom^up phase there are two key operations. Assume that a classification threshold must be chosen for some contour property (eg length, orientation, curvature, depth). One key operation potentially performed by each receptive field in each pyramid layer is the histogramming of all image contours completely visible to the receptive field that have not been previously histogrammed (perhaps by a receptive field at a lower layer). A finite number of histogram bins discretizes the range of possible values that can be assigned to a contour property. Then, a receptive field determines the value of this property for each contour that falls completely within its field of view, updating the corresponding bin in the histogram. Once a contour has been histogrammed, the contour itself is no longer needed in determining the threshold for the contour property. Thus, if there are p contour properties for which a threshold must be selected, the time required for histogramming all image contours n is proportional to:
Those image contours that do not fit completely within a single receptive field (in all layers below the top pyramid layer) are passed up to the parent of that receptive field. This is the second key operation in the bottom^up processing phase ödetermining whether a contour fits in the receptive field under consideration, and, if not, passing the contour up to the parent receptive field. In the worst (but unlikely) case, an image contour spans the entire image, such that only the single receptive field in the top layer of the pyramid completely contains the contour. In this worst case, the number of times a portion of the contour would be passed to a parent receptive field from a child receptive field would be:
where h is the number of pyramid layers. If this worst (but unlikely) case held for all image contours n, the time requirement would be proportional to:
All other operations in the bottom^up processing phase do not have time requirements that grow with size of input (the image contours), and therefore have a time requirement that can be represented by the constant c. Combining this constant term with equations (1) and (3) yields the following time requirement for the bottom^up pyramid processing phase:
Assuming only one contour property is finally chosen to threshold image contours, the top^down pyramid processing phase requires only that the n image contours be classified according to the threshold. Thus, the total time requirement for bottom^up and top^down pyramid processing is:
which corresponds (6) to a time complexity of O(n). While the proposed contour classification mechanism is reasonably efficient, with linear time complexity in the number of image contours, it should also reduce the burden of the subsequent contour grouping mechanisms. Recall that the time complexity of (6) Keep in mind that this is a worst-case analysis, where all image contours span the entire imageöprobably an unlikely scenario. Similarly, the quadratic time complexity stated for the computer vision models described in Williams and Thornber (2000) also reflects a worst-case analysis.
current contour grouping algorithms appears to be O(n 2 ), where n represents number of contours (or edges). In an image containing a partially visible figure, the image contours can be partitioned into the set i of contours intrinsic to the figure and the set e of contours extrinsic to the figure. Thus,
with time complexity of contour grouping equal to O([i e] 2 ). By adding a pre-contour grouping classification mechanism, already shown to have time complexity O(n), there would be four scenarios. First, assume that image contours have local saliency, allowing ready distinction between the contours of a figure and other image contours. In this case, classification would easily succeed and time complexity of the subsequent contour grouping stage would be O(i 2 ). Second, assume that image contours are not perfectly locally salient, requiring more global analysis of the image, but that the figure itself does not have purely structural saliency, either. Assuming that a reasonable classification threshold is selected, resulting in minimal errors in classification, time complexity of the subsequent contour grouping stage would also be O(i 2 ). Third, assume that the figure has purely structural saliency. Then, a pyramid approach would fail (Sha'ashua and Ullman 1988) and time complexity of the subsequent contour grouping stage would be O ([i e] 2 ). Fourth, assume that neither local saliency, purely structural saliency, nor anything in-between holds. That is, figure contours are perfectly camouflaged amongst the image contours. Then, pyramid classification would also fail and time complexity of the subsequent contour grouping stage would also be O ([i e] 2 ). (Observe that contour grouping would also likely fail in this case.) For the latter two scenarios where contour classification fails, the total processing time for the classification and grouping attempts would be proportional to n 2 (grouping mechanisms) n (classification mechanism). In the event of classification failure then, the classification mechanism would increase processing time without benefit. Even so, the time complexity for the combined classification and grouping stages would theoretically be O(n 2 ), since the quadratic term dominates. Now, consider the first two scenarios, where classification succeeds. Here, the total time for classification and grouping would be proportional to i 2 (grouping mechanisms) n (classification mechanism). When i 5 n, as may occur when the background is very cluttered, the combined classification and grouping stages may have a time complexity closer to O(n) than O(n 2 ). For example, consider domains where i 4 n 1a2 . In such domains, the combined classification and grouping stages would have a time complexity of O(n).
Given that contour classification and grouping combined can have a better time complexity than contour grouping alone, consider the two scenarios under which contour classification should succeed. The first scenario, where figure contours have local saliency relative to other image contours, likely occurs frequently. One typical example is occlusion, where the contours of a partially occluded figure would have a different depth than occluding contours. Another example may be an image of a building surrounded by hills, where the building is represented by straight contours but the hill contours are gently curving. The second scenario, where an image has neither purely local saliency of figure contours nor purely structural saliency of the figure itself, may occur where either accidental or purposeful camouflage is present (but not perfect) in an image. Accidental camouflage refers to images where parts of a figure may blend in to the background for spurious reasons, such as when a shadow overlaps both figure and ground. Purposeful camouflage has the goal of figure concealment. While both types of camouflage may result in disruption of the contours of a figure, if the figure contours remain distinct in some way from other image contours, it may be possible for an observer to break camouflage and perceive the figure.
Model simulations
Evaluation of model performance was conceptually simpleötreat the model as an additional subject in an experiment. Model performance was compared to the human performance of two subjects from experiment 1. Subject MS repeated the nine conditions of experiment 1, using the same sets of stimuli that were used by subject ZP in that experiment. Thus, the same nine sets of stimuli were used for each subject and the model to facilitate direct comparison between the model and each subject. The results of MS from the repetition of experiment 1 were very similar to his original results from experiment 1.
The model has one free parameter: the magnitude of noise in the perceptual representation of intrinsic contours. This parameter is the variance s of the psychometric function obtained from fitting the model to a subject's data using probit analysis.
(Such a psychometric function also has the parameter m, but this was always close to 0 in the analyses reported here. Therefore, it is not considered further.) For simulations, the model performed two actions for each stimulus: (i) the intrinsic/extrinsic contour classification described previously; (ii) template matching. In the template matching part, the intrinsic contours extracted from the image were compared to both the normal orientation template and the 1808-rotated orientation template (reflection) of the target. For each template, the total length of intrinsic contours matched was computed. Then, the difference I M between the total length of intrinsic contours matched for the normal and rotated templates was computed. A positive difference indicated the response`normal', a negative difference indicated the response`rotated'.
Experiment 1 involved a total of nine conditions: there were three levels of the distractor size and three levels of the total distractor area. If the pyramid model is psychologically plausible, it would be able to account for psychophysical results from all nine different experimental conditions in experiment 1 using just one free parameter ö the s of the psychometric function fit for all nine conditions combined. If, however, the model is inadequate, there would be no reason to expect that this psychometric function would provide a good fit to each of the nine conditions of experiment 1.
Two simulations were performed for each of the nine experimental conditions. The first simulation (I M ) produced classification of intrinsic and extrinsic contours as has been described. In the second simulation (I *), no classification of intrinsic versus extrinsic contours was performed öall image contours were passed directly to the template matching module. Thus, the first simulation for a given condition produced detected support ratio (in the form of I M ), while the second simulation produced actual support ratio (7) (in the form of I *). While the first set of (I M ) simulations facilitated testing the pyramid model proposed here, the second set of (I *) simulations permitted testing the predictive power of actual support ratio (Shipley and Kellman 1992) .
We first fit psychometric functions to the individual nine conditions of experiment 1. We then fit a psychometric function for all nine conditions combined. The estimated ss of these psychometric functions are shown in figure 10 . Each graph in this figure shows the estimated s for the curve fitted to the combined square-distractor conditions (dashed horizontal line), and the estimated s for the curves individually fitted for each of the nine square-distractor conditions of experiment 1 (nine data points).
(7) Guttman et al (2003) , in a study of amodal completion, pointed out the difficulty in referring to the support ratio of the entire boundary of a figure, when that boundary is discontinuous. Specifically, should all sides of the figure be included in computing the support ratio or just the sides that are occluded? However, in experiments 1 and 2, owing to the number and the random placement of distractors, it would be atypical if an entire side of a figure were not at least partially disrupted. Therefore,`support ratio' is used here in reference to the entire boundary of a target figure. Also, in our usage, support ratio is lowered not only by erasure of target-figure boundary due to white distractors, but also by overlap of black distractors with the boundary of the black target figure.
There is one graph for I M and for I * for each subject. The data points representing the ss of the individual conditions fall closer to the dashed horizontal line representing the estimated s for the curve fitted to the combined square-distractor conditions in the case of I M . This fact illustrates that the psychometric function estimated for the nine conditions combined can indeed account well for the results from the individual conditions in experiment 1 when I M (but not I *) is used as the independent variable. (8) Figure 11a shows the I M histograms for each of the nine individual conditions. The top row represents small TDA, the middle row represents medium TDA, and the bottom row represents large TDA. Figure 11b shows the corresponding I * histograms for the nine conditions. Note that all I * histograms for a level of TDA are similar to Scheessele and Pizlo (2003) also ran an experiment with small and large diamond distractors. They performed I M and I * model simulations on the same stimuli as those used by both subjects in that experiment. Then, they fit psychometric functions for the small-diamond condition, the largediamond condition, and for these two conditions combined. They found that the psychometric function for the two conditions combined accounted well for the results from the two individual conditions with I M as the independent variable. Further, the s estimated for each subject (also ZP and MS, as in experiment 1 here) for the combined diamond-distractor conditions was similar to the s estimated for the combined square-distractor conditions of experiment 1 here. This implies that the psychometric function estimated for the combined diamond-distractor conditions accounts well for the results from the individual square-distractor conditions of experiment 1 in the present study.
one another. The I M histograms, on the other hand, do vary substantially across conditions for a given level of total distractor area. The conditions that were easy for subjects led to many large absolute values of I M . Those that were difficult for subjects led to many small absolute values of I M . This observation led to the following analysis. According to model predictions, one psychometric function can account for all nine conditions. The differences in the difficulty would be entirely attributable to the absolute magnitude of I M as detected by the model (see histograms). If that is the case, then the proportion correct for each of the nine conditions of experiment 1 for each Figure 11 . (a) Frequency histograms for I M simulation of all nine conditions of experiment 1; (b) frequency histograms for I * simulation of all nine conditions of experiment 1. In both (a) and (b), total distractor area increases going from row 1 to row 3 (different rows represent different total distractor areas). Distractor size increases going from left to right columns (different columns represent different distractor sizes).
subject can be predicted from the histograms of I M and the noise inherent in the perceptual representation of intrinsic contour as estimated by s of the psychometric function for all nine conditions combined. This prediction is made as follows. From the`combined' fitted curve P(I M ), the proportion of correct responses, p, for any value of I M can be determined. Assume a vector of such proportions, p. Next, assume a vector of n i , where i experimental condition 1, ..., 9 and where each element of n i is the number of trials falling in a particular interval of I M (see histograms). Then, the overall predicted proportion correct for a subject for a given experimental condition i (from experiment 1) is given by:
(where 1 is a column vector of ones). If the model is psychologically plausible, then p i H computed from equation (7) should be equal to the proportion correct from the corresponding condition i in experiment 1 for a subject. So, if estimated proportion correct p i H is plotted against actual proportion correct from the experiment, the data points should be on a diagonal. If, however, the model has no relationship to perceptual mechanisms, then the data points should fall on a horizontal line. Formula (7) was applied to both the I M and I * cases, and the results are shown in figure 12 . The solid line is the diagonal. The circles represent the data points which correspond to predicted proportion correct based on histograms of I M for each of the nine conditions for the subject. The crosses are the data points corresponding to the predicted proportion correct where the prediction was based on the histograms of I *. A regression line was fitted to the points produced by I M and to those produced by I *. As figure 12 shows, the slope of the regression line fitted for the I * predictions is not much different from horizontal. A statistical analysis confirmed that the slope for the I * line was not significantly different than zero for either subject (ZP: slope 0X072, standard error 0X073; MS: slope 0X115, standard error 0X142). This means that I * has no predictive value across the experimental conditions used in experiment 1. On the other hand, the slope of the regression line fitted for the I M predictions is much greater than zero for both subjects. For subject MS, this slope was close to 1 (slope 1X226, standard error 0X176). For subject ZP, the slope for the I M line was 0.653 (standard error 0X084). These results clearly show that the model that produces I M is a much better model of human performance than the one which produces I *. The fact that the regression line for I M for each subject is shifted down relative to the diagonal indicates that there is yet some other factor besides detected support ratio. This other factor likely represents the contribution of region information as shown by Scheessele and Perez (2005) . From this graph, however, it is clear that detected support ratio is a more important factor than actual support ratio. To summarize, the simulation results presented above suggest that the proposed classification model is psychologically plausible. Use of contour classification (I M simulations) provided a good account of the psychophysical results from experiment 1 for two subjects. The relationship between model and human results was much stronger than when classification was not used (I * simulations). Not only does this corroborate the hypothesis of a pre-contour grouping classification mechanism, but it also implies that detected support ratio is a more important factor than actual support ratio (Shipley and Kellman 1992) in the perception of partially visible figures.
We would like to emphasise that the classification technique used by our model involves global processing of the image. Only after the entire image has been analyzed does the model obtain a threshold value for a given contour property that can then be used to reliably classify those image contours belonging to the figure. A purely locally based analysis is unlikely to produce the required classification when purely local saliency of figure contours does not exist. The strong account of the psychophysical data provided by this model suggests that humans also use this kind of global processing in classifying contours. This conclusion is consistent with the Gestalt idea that something about the whole may guide how the parts are grouped into that whole (Wertheimer 1923 (Wertheimer /1958 Koffka 1935) , since contours classified as intrinsic to a whole would serve as input to subsequent contour grouping mechanisms.
Conclusions
The human psychophysics and model simulations reported here support the hypothesis of a pre-contour grouping classification mechanism, as previously suggested by Nakayama et al (1989) . However, the classification mechanism proposed here supports classification on the basis of contour properties that require global processing of an image, as well as on the basis of contour properties that give figure contours local saliency with respect to other image contours. The significance of the proposed contour classification model is that it can reduce the size of the input to subsequent contour grouping mechanisms, when either local saliency of figure contours is present or when more global processing of image contours is needed (but purely structural saliency of a whole figure is not present). As shown, when the number of figure contours is very small in comparison to the total number of image contours, the worst-case time complexity of contour classification and contour grouping combined may be approximately linear in the number of image contours. By contrast, current contour grouping algorithms have a worst-case time complexity that is quadratic in the number of image contours. The condition that the number of figure contours be very small in comparison to the total number of image contours holds when a figure is presented against a cluttered background and much of the bounding contour of the figure has been disrupted, as may happen in the presence of (imperfect) camouflage. Finally, the model simulations demonstrate that detected support ratio (as predicted by the proposed classification model) may be more important than actual support ratio in perception of a partially visible figure. 
