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Introduction
In aftermath of the Global Financial Crisis (GFC) of [2008] [2009] , critical analyses of financial risk management failures and the role of quantitative models such as Value-at-Risk (VaR) continue unabated (Danielsson et al., 2014; US Senate, 2013) . How to Manage Risk (After Risk Management Has Failed) (Borison & Hamm, 2010) in Sloan Management Review is one such article addressed to risk management executives, decision-makers, and modelers. Its authors' Bayesian vs. VaR argument advocates for wider adoption of Bayesian inference to replace Value-at-Risk (VaR) models. Their central message is that choosing Bayesian instead of VaR models would minimize risk management failures because of the key role of 'subjective judgment' in the Bayesian methodology. They specifically assert that if Bayesian inference had been used in Finance practice instead of VaR, then risk management failures of GFC would have been minimal. Their basis for choosing Bayesian over VaR is subjective judgment which has its advantages, it is however a key limitation as recognized by Bayesian statisticians (Kruschke, 2011; Lynch, 2007) . Further, since before GFC, both non-Bayesian and Bayesian VaR models have been used in Finance practice (Danielsson et al., 2014; Hull & White, 1998; Venkataraman, 1997; Zangari, 1996) . Hence, the Bayesian vs. VaR dilemma needs to be resolved in order to minimize model specification and estimation errors in risk modeling (Boucher et al., 2014) .
Current research contributes to congruent theme of improving financial risk management practices focused on model risk management. The key problem of model risk in any risk model such as VaR results from the fact that risk cannot be measured, but must be estimated using a statistical model (Boucher et al., 2014; Danielsson et al., 2014) . Hence, model risk occurs because a statistical model is used for risk estimation: model use entails model risk (Derman, 1996; Morini, 2011) . Using range of different plausible models which can be robustly discriminated between, the disagreement between their range of readings is a succinct measure of model risk (Danielsson et al., 2014) . We apply this notion of model risk and model risk management methodology empirically in course of fund-of-funds portfolio construction and optimization for a top Wall Street investment bank which we discuss here.
VaR, originally invented by JP Morgan, introduced quantitative rigor to fathom multidimensional complexity of risk with a simple and easy to implement measure (Hull & White, 1998; Jackson et al., 1998) . It became the "de facto industry standard" for risk management practices among financial institutions as well as their regulators (Simons, 1996) . Despite its well-known limitations (e.g. (Berkowitz et al., 2011; Berkowitz & O'Brien, 2002) ) just like all 2 other quantitative models (Derman, 1996; Morini, 2011), VaR -[mostly] non-Bayesian and
[increasingly] Bayesian -remains the "methodological common root" of Finance risk modeling underlying risk management and regulation (Danielsson et al., 2014) . It is therefore important to advance beyond the Bayesian vs. VaR dilemma to focus on model risk management for all models -including Bayesian, VaR, and, Bayesian VaR -as that is what really matters (Derman, 1996; Morini, 2011; US Fed & OCC, 2011) . Hence, the contributions of this paper are as follows.
First, we modulate the 'silver bullet' expectations about 'replacing' VaR with Bayesian models with realities of computational statistical modeling. Specifically, we inform the Baysian vs. VaR debate by outlining analytical frameworks of Bayesian inference (based on (Kruschke, 2011)) and VaR (based on (Darbyshire & Hampton, 2012 , 2014 ). Bayesian statistical inference methodology is anticipated to overcome known limitations of null hypothesis based frequentist significance testing (NHST) statistical inference methodology. Modeling of 'Bayesian priors' -referred by some as 'subjective judgment' -remains a key challenge and limitation of Bayesian methodology. Feasibility as well as precision and accuracy of Bayesian modeling depend on computational statistical algorithms such as Markov Chain Monte Carlo (MCMC) which are themselves reliant upon exponential computing powers (Kruschke, 2011; Lynch, 2007) . Such computing power accessibility is becoming available in recent years for mainstream use which explains recent re-emergence of applied interest in Bayesian inference.
Second, we resolve the Bayesian vs. VaR dilemma by providing analytical frameworks of Bayesian inference modeling and VaR modeling and advance beyond to empirical model risk management. Related discussion elucidates the central concern of model risk management which is relevant to every model -including Bayesian, VaR, and, Bayesian VaR -and necessary for minimizing modeling related risk management failures by minimizing model risk. Our current choice of empirical methodology and risk modeling framework is based upon the contextual domain and related current real world practice for risk modeling for multi-asset portfolio hedge funds. Our empirical focus on risk modeling and VaR frameworks for construction and optimization of fund-of-funds portfolio helps fathom the multi-dimensional complexity of financial risk modeling. We empirically examine multiple risk models and measures to cross-validate convergent findings across various levels of risk analysis as one such method of model risk management by applying VaR using classical methodology.
The outline of the paper is as follows. In section 2 we discuss the analytical framework of the Bayesian statistical inference methodology as a viable contender for the classical frequentist 3 methodologies of statistical inference. In section 3 we discuss the quantitative risk modeling frameworks including VaR that are relevant to the contextual domain and related current real world practice for risk modeling of multi-asset portfolio hedge funds. Section 4 presents the empirical context that applies the risk modeling frameworks including VaR in multi-asset portfolio hedge fund risk modeling for a half-trillion dollar fund-of-funds portfolio comprised of diverse equity, currency, commodity, alternative investments, and, hedge fund asset classes.
Empirical findings in section 5 illustrate the use of multiple risk measures and models at various levels of analysis to find convergence across the observations. Section 6 concludes our discussion outlining limitations and directions for future research.
Bayesian Modeling
To align expectations of practice with the challenges of computational statistical modeling inherent in Bayesian modeling, we outline the following analytical framework. The proposed framework aims to facilitate Bayesian estimation of parameter values, prediction of data values, and model comparison (based on (Kruschke, 2011) ). Our synthesis advances beyond the ambiguity of the Bayesian vs. VaR dilemma by clarifying central concerns that characterize Bayesian modeling. First, the role of 'subjective judgment' known more formally as 'Bayesian priors' is recognized as key challenge and limitation of Bayesian inference by its strongest critics and proponents alike (Kruschke, 2011; Lynch, 2007) . Second, statistical computational complexity necessary for realizing more sophisticated Bayesian inference even when overcome at much expense may not necessarily result in more accurate or precise model. Hence, regardless of models being used, VaR or Bayesian, model risk management is necessary for minimizing risk management failures. Readers informed by this framework should be wiser in considering the prescriptive advice about 'replacing VaR models with Bayesian' (Borison & Hamm, 2010) .
Those new to Bayesian statistical inference probabilistic modeling may find Appendix 1 Bayesian Inference: Probability Background relevant.
Bayes' Rule
Bayes' rule is based on conditional probability, the probability of one event given that we know that the other event is true. Conjoint probability is the probability of two outcome events occurring together when considering a conjunction of the two events. Given conjoint events x and y, total probability of occurrence of a specific value of x regardless of the probability of any value for y is called marginal probability of x. Marginal probability of a specific value of x regardless of any value of y equals sum of all conjoint probabilities p(x, y) for the specific value of x. 4 Marginal probability of x = ( ) = ∑ ( , ) when x and y are discrete, ( ) = ∫ ( , ) when x and y are continuous.
Above process is called marginalizing over y or integrating out the variable y (Kruschke, 2011 ).
Probability of a specific outcome of y given known outcome of x could differ from its probability if outcome of x is not known. Conditional probability of event y is then limited by the conjoint probability of x and y for that specific value of y given the specific value of x [for all values of y]. Conditional probability of y given x denoted as ( | ) equals the conjoint probability of x and y divided by the sum of conjoint probabilities for the specific value of x over all values of y where ( , ) = ( , ).
( ) given discrete x and y,
( ) given continuous x and y.
In summary, (Conditional Probability = Conjoint Probability / Marginal Probability), which can also be expressed as (Conjoint Probability = Conditional Probability * Marginal Probability). From above expressions, it also follows that:
( | ) should not be interpreted as denoting temporal order implying that y precedes x. It only implies limiting the calculations of probability to a particular subset of possible events: among all events with value y, ( | ) of them also have value x (Kruschke, 2011) . When two events x and y have no influence on each other, they are called independent events.
When value of y has no influence on value of x, in general, ( | ) = ( ) =
. Likewise, when value of x has no influence on value of y, in general, ( | ) = ( ) =
Hence for two independent events x and y, conjoint probability ( , ) equals the product of marginal probabilities ( ) ( ). Symmetrically, when ( , ) = ( ) ( ) for all values of x and y, then ( | ) = ( ) and ( | ) = ( ). Both expressions specify independence of attributes. The relationship between ( | ) and ( | ) called Bayes' Rule is derived as follows.
From above expressions, ( | ) ( ) = ( , ) , and, ( | ) ( ) = ( , )
As noted earlier, marginal probability of x is ( ) = ∑ ( , ) when x and y are discrete, and, ( ) = ∫ ( , ) when x and y are continuous. As ( , )= ( | ) ( ), it follows:
Above two expressions (1) and (2) called the Bayes' Rule are at the core of Bayesian Inference.
Bayes' Rule holds when x and y are independent as well as when x and y are not independent. (Kruschke, 2011) . Prior simply means the probability distribution of beliefs held without including a particular set of data. In contrast, posterior simply means the probability distribution of beliefs held after including, i.e., after taking into consideration that particular set of data. Bayesian inference transforms prior beliefs into posterior beliefs.
Key Objectives of Bayesian Inference
Statistical inference based on data observations typically fulfills one of the following three Complex models, being more flexible, will fit the data better as well as fit random noise better than simpler models (Kruschke, 2011) .
Bayes' Rule Applied to Models and Data
In context of application to models and data, a key application of Bayes' Rule is in assessment of conditional probabilities of observed data values and related model parameter values. Its crucial application is in determining the probability of a model when given a set of data. The model itself provides the probability of the data, given specific parameter values and the model structure. Specifically, Bayes' Rule helps to get from the probability of the data, given the model to the probability of the model, given the data.
Having observed some data, Bayes' Rule is then applied to determine strength of our beliefs across competing parameter values in a model, and, also to determine strength of our beliefs across competing models. Beliefs held prior to the observation of data are called prior beliefs or priors. Observed data may modify those priors and result in posterior beliefs or posteriors.
Again, the notion of "historical data" (Borison & Hamm, 2010) (Kruschke, 2011) . Prior simply means the probability distribution of beliefs held without including a particular set of data. In contrast, posterior simply means the probability distribution of beliefs held after including, i.e., after taking into consideration that particular set of data. Bayesian inference transforms prior beliefs into posterior beliefs thus helping us make inference from data to uncertain beliefs. Uncertainty in beliefs results from differing likelihood of diverse possibilities. By helping precisely determine likelihood of diverse possibilities, statistical inference models help precisely define such uncertainty with precise numerical bounds. This is particularly useful with increasing variance in data and increasing uncertainty in beliefs.
7
Data denotes the observable sample statistic observed for a process to estimate corresponding parameter of the process which cannot be directly observed. The first set of assumptions about the process that generates probabilistic observable data outcomes for the unobservable parameter is the model of observable events. The second set of assumptions about our beliefs regarding the likelihood of different levels of the specific process parameter is the model of our beliefs. Bayes' rule can be visualized spatially (Kruschke, 2011) in terms of events x listed in i rows Ri and events y listed in intersecting j columns Cj wherein any specific intersection of the two is the conjoint probability ( , ) = ( | ) ( ) = ( | ) ( ). Then, normalization of probabilities in row Ri by dividing conjoint probabilities by p(Ri) yields the following.
Applying Bayes' Rule in spatial representation to data values Di in rows and intersecting
column parameter values θi, we get the following expressions about the Bayesian inference for model given data. The following expressions are based upon the earlier observation that conjoint probability equals the product of conditional probability and marginal probability. The first expression is that of the posterior for which we need to avoid the computation of large complex integral in the denominator for ease of computation.
Bayes Rule helps us determine how strongly we believe in the model given the data. It helps us get from the probability of the data given the model ( │ ) to probability of the model given the data ( │ ) (Kruschke 2011) . Writing expression (1b) as follows helps clarify the Bayesian analysis notation.
where Posterior ( | ) denotes strength of our belief in parameter when data is considered.
Prior ( ) denotes strength of our belief in parameter without considering data .
Likelihood ( | ) denotes probability that data could be generated by model with parameter . 
Because parameter value θi makes sense only in context of the respective model, it helps to make the specific model explicit.
Above assessment of the strength of [posterior] beliefs given data for a specific model can be extended to the case of comparison of strength of belief in two different models M1 and M2
given observed data.
Equating the ratios of LHS and RHS above, we get,
where the ratio of evidence terms
is called the
Bayes' Factor.
Hence, for comparison of 1 and 2 , ratio of posterior beliefs equals Bayes' Factor times the ratio of priors.
What Makes Bayesian Inference Challenging
Beyond estimation of model parameters, Bayesian methodology is far more flexible in evaluating model fit and comparing models, producing parameters samples not directly estimated within the model, handling missing data, while capturing greater uncertainty than the classical approach in prediction and forecasting (Lynch, 2007 (Kruschke, 2011) . with associated probability densities, it uses discrete finite values of and aggregates respective probability masses as shown below. (Gelfand & Smith, 1990; Malhotra, 2014 (Gelfand & Smith, 1990; Malhotra, 2014) .
'Subjective Judgment' Limitations of Bayesian Inference
A key limitation of Bayesian inference is often attributed to the choice of the appropriate and reasonable
prior distribution. For all parameters, proper priors have to be used in order to avoid possible non-integrability of the posterior parameter distribution which would make the Bayesian model selection rather questionable (Kass & Raftery, 1995) . Choice of suitable priors is generally a 'contentious issue' (Miazhynskaia et al., 2003) : "One wants the priors to reflect one's believes about parameter values and at the same time to use non-informative (flat) priors that does not favor particular values of the parameter over other values." To avoid the "subjectivity" criticism of Bayesian approach as in choice of 'subjective' priors when contrasted from the classical approach, many Bayesian analyses have used uniform, reference, or otherwise 'non-informative' priors (Lynch, 2007) . This has lessened the use of priors as a distinguishing characteristic of Bayesian analyses even though most Bayesian analyses specifically attempt to minimize the effect of the prior such as by excluding the 'burn in' period. It may be however argued that explicit priors should be used because prior beliefs influence rational inference from data because new data modifies beliefs from what they were prior to the new data. However, it must be recognized that prior beliefs are not capricious and idiosyncratic and unknowable but based on publicly agreed facts and theories and admissible by a skeptical scientific audience (Kruschke, 2011) . Hence, it must be emphasized that Bayesian analysis doesn't ipso facto imply reliance upon ad hoc and subjective personal judgment but is rather based upon use of priors that are agreeable to a skeptical audience (Kruschke, 2011 
Value at Risk (VaR) Modeling
The following discussion focus is on VaR and ES models most widely used in hedge fund risk modeling practice (Darbyshire & Hampton, 2012 , 2014 J.P. Morgan, 2008) . These risk models are used for empirical analysis as described in the next section. Other sophisticated risk management models which share the "methodological common root" of VaR (Danielsson et al., 2014) are reviewed in the concluding discussion of the current section.
Key Concept of Value-at-Risk
For a given portfolio of assets, Value at Risk (VaR) quantifies how much at most can be lost with a given probability over a specific time horizon. Value-at-Risk denotes the worst expected loss over a given time horizon at a given confidence level under normal market conditions (J.P. Morgan, 2008) . VaR provides a single number summarizing the firm's exposure to market risk and the likelihood of an unfavorable move in the portfolio's positions. It also provides a predictive tool to prevent portfolio managers from exceeding risk tolerances defined in the portfolio policies. It can be measured at the portfolio, sector, asset class, and security levels.
VaR is just an estimate and not a uniquely defined value (J.P. Morgan, 2008) . Unlike, Expected
Shortfall discussed later, VaR does not provide any information on losses that exceed its value, i.e., VaR is not the 'worst case scenario'(J.P. Morgan, 2008) . for the next month is no more than zασ, i.e. zα standard deviations below the mean µ. For c% = 95% and corresponding critical value zα = -1.645, VaRc = VaR1-α implies 95% probability of portfolio loss not exceeding 1.645σ, i.e., 5% probability of portfolio loss worse than 1.645σ.
Similarly, for c% = 99% and corresponding critical value zα = -2.2326, VaRc = VaR1-α implies 99% probability of portfolio loss not exceeding 2.2326σ, i.e. 1% probability of portfolio loss worse than 2.2326σ. VaR does not specify the amount of loss expected in excess of VaR for the respective time period, but only specifies that there is only α% probability (i.e., event occurrences out of 100) resulting in loss of at least zασ.
Traditional methods for estimating VaR
Hedge fund industry traditional methods for estimation of VaR for funds-of-funds risk management practices include the following (Darbyshire & Hampton, 2012 , 2014 J.P. Morgan, 2008) : i. Historical Simulation, ii. Parametric Method, and, iii. Monte Carlo Simulation.
While Historical Simulation is based upon actual data, Parametric Method uses the data only for generating the necessary parameters for specifying the distribution, and Monte Carlo generates data using simulation. Each of the three methods is different in terms of how it defines distribution of losses and has its advantages and limitations as discussed below.
i. Historical Simulation based VaR
Historical simulation relies upon the past data of returns based upon the assumption that historic monthly returns are an accurate representation of future returns with no specific assumptions about the return distribution. The data set of historical monthly % returns needs 13 to be adequately large to calculate for each historical % return a corresponding simulated P&L value by multiplying the % return with the index AuM. The simulated P&L values are then sorted in order of decreasing losses and increasing profits so that the highest loss is on the top and highest profit on the bottom. For each simulated P&L value, an associated cumulative weight is computed based upon total number of data points starting from the highest profit on the bottom for which the cumulative weight is simply the inverse of the number of data points.
That value is incremented for each subsequent lower value of profit (or higher value of loss) with lowest profit (or highest loss) accumulating a final cumulative weight of 100%. The P&L value corresponding to c% confidence level value of the cumulative weights, where c% could be based upon interpolation between the adjacent P&L cumulative weights, is the estimated VaR for the specific confidence interval represented as VaRc. Its key feature is that it is independent of any assumptions about the underlying statistical distribution or related parameters and is thus non-parametric in nature. Its advantages are the following: it is easy to calculate, easy to understand, does not assume normal distribution, not as data intensive as
Monte Carlo, and can be applied to various time periods (J.P. Morgan, 2008) . However, historical returns may not be an accurate representation of the future returns. Hence, its disadvantage lie in its assumption that historical correlations will repeat (J.P. Morgan, 2008) .
ii. Parametric Method based VaR
For a portfolio of N risky assets, the portfolio variance is given by the expression:
where W T is the matrix transpose of W, the vector of individual asset class weights wi, and, ∑, the variance-covariance matrix of the individual assets w1 thru wn: The portfolio variance listed above follows from the following expressions:
Parametric approach is mathematically simple and intuitive to understand and implement using matrices. Hence, its advantages include the following: it is easy to calculate, easy to understand, has minimal data requirements, and can be applied to various time periods (J.P. 
iii. Monte Carlo Simulation based VaR
Monte Carlo (MC) methods based VaR is based on the premise that the portfolio returns can be characterized by a stochastic model typically based upon a non-deterministic component. Monte Carlo (MCMC) algorithms (Gelfand & Smith, 1990; Malhotra, 2014) are often used in such cases for portfolio modeling especially in case of Bayesian inference models. Advantages of Monte Carlo VaR thus include their ability to use any return distribution or asset correlation and greatest suitability for non-linear assets while disadvantages include requirements of too many assumptions and extensive computing power and time (J.P. Morgan, 2008) .
In addition to the traditional VaR methods, portfolio managers also run stress tests for testing sensitivity of the models to magnified values of parameters and risk factors to allow for extreme or adverse events that could result in catastrophic losses. From portfolio optimization perspective, stress testing also includes sensitivity analysis that shocks one or several risk factors by a relative small change such as +/-5 basis points and revalues the portfolio to ascertain the sensitivity of the portfolio to the small change in one or several risk factors (J.P. Morgan, 2008) . Similarly, they may also run scenario analyses using historical data and associated parameters to test for comparability with high turbulence market events such as the market crash of 1987 and the financial crisis of 2008.
Modified VaR
The normality assumption is the greatest drawback of the above traditional VaR approaches despite use of stress testing and scenario analysis practices. Particularly, hedge fund and fund- (Cornish & Fisher, 1937) to get the MSR. Cornish-Fisher expansion transformation helps transform a standard
Gaussian random variable ∝ into a non-Gaussian random variable as follows:
where sample skew is given by:
and sample excess kurtosis by: where is the annualized return and is the annualized risk-free rate computed using T-bill as a proxy.
The above expression for Modified VaR MVaR1-α represents a more accurate estimate of VaR at a c% confidence level, where c = 100(1 -α), µ = mean of the portfolio returns, and ∝ = critical value from the normal distribution for the specific confidence interval.
A limitation of the Modified VaR relates to higher confidence intervals (e.g. 99%) leading further into the left tail of the distribution and to inaccurate results. Another limitation is unreliability of MVaR in case of highly skewed and fat-tailed returns or P&L distributions.
Expected Shortfall
In addition to the non-normality and non-linearity related limitations of traditional VaR methodologies, VaR has additional limitation of not being a coherent risk measure (Artzner et al., 1999) . A risk measure R (such as VaR) that is a coherent risk measure should satisfy all four following axioms for a random loss L.
o Risk of portfolio of two assets should not be greater than the sum of risk of individual assets  Positive homogeneity (scaling) ( ) = ( ), for every > 0
o Increasing size of portfolio by -times should increase risk by a multiple of
o Higher risk is associated with higher loss and lesser risk with lesser loss, i.e., more +ve returns
o Adding cash or risk-free asset of value a should reduce risk by an equivalent amount a.
As VaR doesn't satisfy the first axiom of subadditivity, an alternative measure called Expected Shortfall was developed (Tasche, 2002) . Expected Shortfall (ES) also known as Conditional
VaR is the average of all the losses greater than (conditionally to going beyond VaR) VaR specified with the same confidence interval that VaR was estimated (J.P. Morgan, 2008 (Embrechts et al., 1999; Gumbel, 2004; Pickands III, 1975) (Hull & White, 1998; Venkataraman, 1997; Zangari, 1996) . That being said, it is important to observe that both statistical inference paradigms, NHST as well as Bayesian, are moving away from point-estimates toward range based-estimates. In Bayesian VaR approaches, point estimates for parameters are substituted by distributions of parameters reflecting prior knowledge about the various parameter values with posterior distribution of parameters used for further analysis (Aussenegg & Miazhynskaia, 2006; Hoogerheide & van Dijk, 2008 (Aussenegg & Miazhynskaia, 2006; Casarin et al., 2013; Danielsson et al., 2014; Hoogerheide & van Dijk, 2008; Meucci, 2009; Miazhynskaia et al., 2003; Osiewalski & Pajor, 2010) .
Data and Empirical Research Design
Empirical focus was on quantitative risk modeling of a half-trillion dollar fund-of-funds asset As noted, the key problem of model risk in any risk model such as VaR results from the fact that risk cannot be measured, but must be estimated using a statistical model (Danielsson et al., 2014) . In other words, model risk occurs because a statistical model is used for estimation of risk: use of a model in itself entails model risk (Derman, 1996; Morini, 2011) . Consistent with industry practice guidelines, we used a range of different plausible risk models used in hedge fund risk modeling and analysis practice which can be robustly discriminated between, so that the disagreement between their range of readings could help us succinctly assess model risk (Danielsson et al., 2014 VaR as a coherent risk measure. In addition to stressing of return to risk ratios for the various asset classes by modifying the assumptions, the portfolio was also stress tested using sensitivity analysis tests including use of equal weights for all asset classes, minimizing variance, maximizing return, and targeting a specific return. Portfolio modeling with the Returns Maximizing portfolio was examined for volatility and chosen for further advanced analysis using VaR, CVAR, ARCH/GARCH, and EVT.
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Empirical Results
In this section, we discuss the main findings of market risk modeling of a half-trillion dollar fund-of-funds asset portfolio for a top Wall Street investment bank, 21-year monthly returns of 12 different asset classes. The two tracking error measures, quadratic standard deviation (SD) and linear mean absolute deviations (MAD), for each asset class are shown in Table 1 .
HFRIMAI tracks the S&P index most closely, whereas MXEF tracks S&P index least closely.
Basic performance plots shown in Table 2 Tables 1 and 2 , and, Fig 1 which shows their comparison over the years. Table 3 shows the comparison of the empirical distributions of the benchmark return. Besides visual analysis of normality and respective Q-Q normality plots, normality of the distributions is also assessed using the Jarque-Barra Test that jointly checks for skewness and excess kurtosis. In addition to the above findings, Mean-variance optimization was used to compute portfolio asset allocations for minimizing variance and for maximizing returns and compared with portfolio containing equal weights for all asset classes. The covariance matrix created for portfolio mean-variance optimization is shown in Table 5 . Modified VaR takes into consideration and accounts for non-normality of the returns.
Expected Shortfall takes into consideration subadditivity responsible for portfolio diversification of risk with diverse assets, a factor missing from VaR models. explicitly accounts for the non-normality of hedge fund returns by taking into account skewness and excess kurtosis using the Cornish-Fisher expansion for the ∝ critical value from the normal distribution for the respective confidence interval c. (Borison & Hamm, 2010) . Consistently, the current research focused on resolving the Bayesian vs. VaR dilemma to minimize model specification and estimation errors in risk modeling (Boucher et al., 2014) . (Aussenegg & Miazhynskaia, 2006; Casarin et al., 2013; Danielsson et al., 2014; Hoogerheide & van Dijk, 2008; Meucci, 2009; Miazhynskaia et al., 2003; Osiewalski & Pajor, 2010) , it is apparent that the need for model risk management is probably even more. This is not counterintuitive as often parsimony and transparency of modeling methods and modeling inference methodologies are recommended and preferred for this very reason.
This study has several limitations as choice of any quantitative statistical model or methodology entails model risk (Derman, 1996; Morini, 2011 well-known advantages of Bayesian over frequentist inference (Kruschke, 2011) as well as its growing feasibility with MCMC (Gelfand & Smith, 1990; Malhotra, 2014) -3.00 -2.00 -1.00 0.00 1.00 2.00 3.00 -3.00 -2.00 -1.00 0.00 1.00 2.00 3.00 15.00 -3.00 -2.00 -1.00 0.00 1.00 2.00 3.00
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Frequency Simulated P&L ($)
MVaR 95% = -$1,884,524
PORT Index AuM ($) 100,000,000 -22000000 -21000000 -20000000 -19000000 -18000000 -17000000 -16000000 -15000000 -14000000 -13000000 -12000000 -11000000 -10000000 -9000000 -8000000 -7000000 -6000000 -5000000 -4000000 -3000000 -2000000 -1000000 0 1000000 2000000 3000000 4000000 5000000 6000000 7000000 8000000 9000000 10000000 11000000 12000000 13000000 14000000 continuous data values between 0 and 1. When a specific process is sampled, it is sampled from the parameter sample space. For the specific parameter sampled, the outcome events are then sampled from the outcome events sample space. For specific outcome events that can be observed, probability of occurrence of any specific event is its long-run relative frequency. Such long-run relative frequency can be observed by actually sampling from the sample space and tracking counts of different outcomes. Sampling can be done using computerized simulation in which the computer generates the outcomes randomly. A long run, being a finite random sample, can only approximate the probability by long-run relative frequency. Or, it can be calculated with greater precision by deriving it mathematically based on known properties of the process.
Probabilities are non-negative numbers assigned to the set of MECE possibilities. The probabilities should sum to 1.0 for all MECE possibilities. For two mutually exclusive, i.e., independent events, the probability that one or the other occurs equals the sum of respective individual probabilities. Probability distribution is the list of all possible MECE outcomes and their corresponding probabilities. The probability of discrete outcome value is called probability mass to distinguish it from the probability of continuous outcome value which is called probability density. If a continuous distribution is discretized then the amount of the probability in a specific interval is given by its probability mass. Probability density of an interval is the probability mass of that interval divided by the interval width. For a continuous distribution, since the probability of any specific discrete exact infinitesimal point is zero, probability is denoted as probability density which is the ratio of the probability to the respective interval width. Hence for a uniform scale that is divided into N intervals, the probability of any infinitesimal interval converges to zero in the limit as N grows to infinity. However, its probability density which is the ratio of probability mass (1/N) to its width (1/N) always remains 1 = ((1/N)/ (1/N)).
Probability mass cannot exceed 1, however probability density being a ratio of probability mass to respective interval width can be lesser or greater than 1. If the uniform interval scale is changed from 0-1 to 0-0.5, then the amount of probability per unit interval width doubles, hence probability density becomes 2 everywhere (((1/N)/ (0.5/N))). In case of a logarithmic scale, every additional unit interval width contains lesser and lesser probability in a smaller interval width thus having exponentially smaller probability density. For instance a log-10 circular scale will contain 1 to 10 (10 
Appendix 2. Hedge Fund Industry Risk-Adjusted Return Metrics
Tracking Error, or Standard Deviation of Excess Return, is a statistical measure of dispersion measuring volatility of excess returns over a given period (J.P. Morgan, 2008) . For each asset class modeled, tracking error was measured in terms of quadratic standard deviation (SD) and linear mean absolute deviations (MAD). The tracking error measures how closely the fund follows the index to which it is benchmarked: lower the error, more closely the fund follows risk-and-return characteristics of the benchmark. While SD being the quadratic form may be more difficult to interpret, its linear alternative MAD seems more intuitive for hedge fund managers who may prefer seeing it in linear terms.
Quadratic Tracking Error
Linear Tracking Error (Markowitz, 1952) was used to compute the portfolio asset allocations for minimizing variance and for maximizing returns and then compared with the portfolio with equally weighted asset classes.
Relative risk and returns behavior of different asset classes and robustness in consistency of their behavior was monitored in course of risk modeling using different models. Different risk measures based on varying risk estimation assumptions facilitated stress testing and sensitivity analysis. As risk and returns may not vary proportionally for all indexes or portfolios, their relative performance can be more accurately measured by using risk-adjusted return measures. Risk Adjusted Return is an ex-post risk measure in which the portfolio return is adjusted by the standard deviation or beta of the portfolio (J.P. Morgan, 2008) . Most commonly used risk-adjusted return measures in the hedge fund industry are based upon the ratio of risk free returns to risk:
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The risk-adjusted return measures help assess the true performance of the hedge fund managers delivering real alpha (reflecting real skill) compared to others delivering sophisticated alternative beta (available at a lower cost) or traditional market beta (available free). Alpha is a measure of performance on a risk-adjusted basis as it takes into consideration the risk-free rate. In current context, it refers to the excess return of the portfolio relative to the return of the benchmark. Beta is a measure of the volatility, or systematic risk, of a fund or portfolio in relation to the overall market. Beta of 1 indicates moment in same direction and by same percentage as the overall market. Beta greater (lesser) than 1 indicates that the fund is expected to move more (less) than the market and hence is more (less)
risky. Portfolio Beta is the weighted average of the Betas of the various assets held in the portfolio.
The ratio of annualized first and second moments of distributions is another such measure:
1/ 2 = .
In the above computation, is the annualized return while is the annualized risk-free rate (such as for a US treasury bill). Sharpe ratio (Sharpe, 1994) uses the volatility of returns as the measure of risk:
Also known as the "reward to variability ratio, it relates the reward to the portfolio's risk, as measured by the portfolio's standard deviation (J.P. Morgan, 2008) . By using the standard deviation, Sharpe Ratio measures the total risk of the portfolio, not just risk in relation to the market. As compared with prior measure M1/M2, Sharpe Ratio introduces a static benchmark to the numerator by subtracting the riskfree rate from the return. Sharpe ratio thus penalizes the fund manager whose return is lower than riskfree rate and shows negative Sharpe ratio for managers delivering returns lower than the risk-free rate.
The Modified Sharpe Ratio introduced earlier in the discussion on MVaR accounts for the third and fourth moments of the returns (and P&L) distribution, skewnes and excess kurtosis, and is given by:
The Sortino Ratio (Sortino & Forsey, 1996) modifies Sharpe Ratio so that the fund manager is penalized only for downside risk (volatitlity) but not for upside volatility which enhances returns. It uses the concept of the minimum acceptable return (MAR). It divides the returns into those that are greater than MAR and those that are less than MAR. Higher Sortino ratio implies that the manager is better at controlling downside risk and is not penalized for producing high upside returns. Maximum drawdown is defined as maximum loss in VAMI or NAV terms from the preceding highest high to the lowest low during the period that the fund has not recovered its value to the last highest high. Variants of Drawdown Ratio include the Sterling Ratio which uses an average of the most significant drawdowns and the Burke Ratio which uses the square root of the sum of the squares of each drawdown. The key idea in both the variations is about penalizing significant long-term drawdowns relative to several milder drawdowns.
The Information Ratio (Goodwin, 1998 ) measures a portfolio's performance against risk and return relative to a benchmark or alternative measure. The higher the Information Ratio, the greater the added value for a given level of risk, relative to the benchmark. Information Ratio uses a market reference benchmark instead of the risk-free rate. Thus, greater added value for a given level of risk, relative to the benchmark, i.e. excess returns on a benchmark portfolio B in period t, can be described as:
and their arithmetic average from t = 1 to T is given by:
. Then, standard deviation of the excess returns from the benchmark is given by ∆ =√ 1 ∑ (∆ − ∆ ̅ ) 2
=1
. Then,
.
.
The M-Squared Metric helps see how the hedge fund outperforms the benchmark return to which it has had its risk profile matched. It does so by interpreting the fund's return as the return that would have been produced had the fund's volatility been equal to that of the market benchmark.
= ( − ) − .
The Treynor Ratio, also known as the "reward to volatility ratio," measures the excess return achieved by a fund manager per unit of risk incurred (J.P. Morgan, 2008) . Based on systematic risk, it uses the beta of the fund relative to a benchmark as the risk measure in the denominator:
Treynor Ratio, just like Information Ratio, is more commonly used for active traditional equity portfolios.
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Jensen's Alpha (Jensen, 1967 ) is used to determine the Excess Return over the required rate of return as predicted by the Capital Asset Pricing Model (CAPM) given the portfolio's beta and the average market return (J.P. Morgan, 2008) . It is the sum of risk-free rate and beta adjusted market excess returns subtracted from fund's net return:
The above expression highlights the three parts that make up a hedge fund return: alpha (measurable skill), beta continuum (from skill to no skill) (Anson 2008) and the risk-free rate (no skill).
Jensen's Alpha Ratio (J.P. Morgan, 2008 ) is a risk-adjusted performance measure that represents the average return on a portfolio over and above that predicted by the Capital Asset Pricing Model (CAPM), given the portfolio's beta and the average market return (Jensen's Alpha).
Jensen's Alpha Ratio
= ' ℎ . . ' ℎ .
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Appendix 3. Value Added Monthly Index (VAMI) Method
The VAMI method generally assumes an initial investment of $100 or $1,000 and shows how such an investment would have fared over a certain period of time. In order to calculate annual ROR using VAMI, you must first calculate the value of the investment at the end of each subperiod or month based upon the monthly RORs computed in accordance with one of the above mentioned methods. The following calculation assuming initial investment of $1,000 (National Futures Association, 2013):
Annual and Year-to-Date Rates of Return
In the first month of the period: VAMI for month = (1 + ROR for month) x 1000 For all subsequent months: VAMI for month = (1 + ROR for month) x VAMI for prior month Annual ROR would then be calculated as follows:
Annual ROR = (year-end VAMI -$1,000) divided by $1,000. When calculating the annual RORs for subsequent years, the value of the initial investment should be the prior year-end VAMI.
Computing Monthly and Peak-to-Valley Draw-Downs
Draw-down means losses experienced by a pool or trading program over a specified period.
Worst monthly draw-down is simply the trading program's worst monthly percentage ROR.
Worst peak-to-valley draw-down is the greatest cumulative percentage decline in month-end net asset value (NAV) due to losses sustained by the accounts during any period in which the initial month-end NAV is not equaled or exceeded by a subsequent month-end NAV. In order to calculate this amount, the firm should calculate a continuous VAMI for the time period presented. Using this method the firm should determine the first month in which the VAMI is not followed by a VAMI that is greater than or equal to that month's VAMI. This would be the first peak. The next peak would be the next month in which the VAMI is greater than the previous peak's VAMI and is followed by a lower VAMI. Once all the peaks have been identified, determine all the months that have the lowest VAMIs during a period between two peaks. These would be the valleys. Then determine the percentage change between each peak and valley using the following calculation:
(Valley VAMI -Peak VAMI) divided by Peak VAMI
The worst peak-to-valley draw-down will be the largest percentage change from a peak to a valley. The peak month and the valley month should be reported in the capsule. A peak-to-valley draw-down that began prior to the beginning of the most recent five calendar years is deemed to have occurred during such five calendar year period.
