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Tocˇkovni procesi s klasterima jedan su od najvazˇnijih modela tocˇkovnih procesa i
u teoriji i primjenama. Prirodno se namec´u u modeliranju lokacija razlicˇitih obje-
kata. Ti su objekti primjerice: biljke, molekule, ljudske nastambe, zvijezde, galaksije,
epicentri potresa, erupcije vulkana i slicˇno. Nas najviˇse zanima primjena procesa s
klasterima u aktuarstvu, posebno nezˇivotnom osiguranju.
Pretpostavimo da nam je dan jedan tocˇkovni proces. Nazovimo ga procesom cen-
tara ili srediˇsta. Svaka tocˇka ili atom tog procesa poticˇe jednu skupinu, nakupinu
ili kaster aktivnosti. Mi uvijek pretpostavljamo da su klasteri medusobno nezavisni.
U terminima nezˇivotnoga osiguranja, tocˇke procesa centara interpretiramo kao vre-
mena dolazaka zahtjeva za isplatu sˇteta. Tocˇke klastera interpretiramo kao vremena
isplata pripadnoga zahtjeva. Jedan od najvazˇnijih problema u aktuarstvu svakako
je predvidanje buduc´ega broja zahtjeva i ukupnoga iznosa sˇteta koje treba isplatiti
osiguranicima.
Ako su tocˇke procesa centara tocˇke Poissonove slucˇajne mjere (Poissonovoga pro-
cesa), govorimo o Poissonovu procesu s klasterima. To je najvazˇniji matematicˇki mo-
del tocˇkovnih klaster procesa. Posebno nas zanima slucˇaj u kojem je taj Poissonov
proces homogen. Cilj ovog diplomskog rada proucˇavanje je tog procesa te njegovih
osnovnih svojstava kao sˇto su ocˇekivanje, varijanca i kovarijacijska struktura. Za ra-
zumijevanje rada predvideno je poznavanje osnovnih rezultata teorije mjere i teorije
vjerojatnosti.
Rad se sastoji od tri poglavlja. Prvo poglavlje sadrzˇi osnovne definicije u teoriji
tocˇkovnih procesa. Precizno c´e biti definiran tocˇkovni proces i uveden najvazˇniji
primjer tocˇkovnih procesa, Poissonov tocˇkovni proces. Bit c´e definiran i pojam La-
placeova funkcionala koji je kljucˇan alat za razumijevanje razdiobe tocˇkovnih procesa.
Ovo poglavlje sadrzˇi i kratak uvod u mjere momenata tocˇkovnih procesa.
U drugom c´e poglavlju biti matematicˇki definiran opc´eniti proces s nezavisnim klas-
terima te Poissonov proces s klasterima. Poglavlje sadrzˇi i primjere Poissonova
tocˇkovnog procesa s klasterima koji se koriste u praksi. Neki od primjera sadrzˇavat
c´e i ilustracije koje imaju cilj cˇitatelju olaksˇati razumijevanje procesa s klasterima.
Trec´e poglavlje bavi se primjenama u aktuarstvu. U njemu c´e biti uvedena dodatna
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svojstva procesa koji se koriste u matematici nezˇivotnog osiguranja. Kratko c´emo
se osvrnuti na Poissonove procese s Poissonovim klasterima. Vidjet c´emo koje sve
pretpostavke treba uvesti ako zˇelimo dosad poznate modele koristiti za previdanje
spomenutog broja zahtjeva i iznosa sˇteta koji pristizˇu u buduc´nosti.
Rad se uglavnom bavi procesima s klasterima koji su Poissonovi, no ne treba zane-
mariti vazˇnost drugih modela u tocˇkovnim procesima s klasterima.
Posebno se zˇelim zahvaliti svome mentoru, prof. dr. sc. Bojanu Basraku na mnogim
korisnim savjetima koji su mi jako pomogli u pisanju diplomskoga rada.
Poglavlje 1
Osnovni pojmovi o tocˇkovnim
procesima
Iz teorije vjerojatnosti znamo da je ponekad korisno promatrati vrijednosti slucˇajnih
varijabli, odnosno slucˇajnih vektora kao slucˇajno odabrane tocˇke. U ovom c´emo po-
glavlju definirati nove slucˇajne elemente cˇije c´e realizacije biti slucˇajne tocˇkovne mjere
i zvat c´emo ih tocˇkovnim procesima.
Proucˇit c´emo najvazˇnije primjere tocˇkovnih procesa. Dalje c´emo uvesti pojam La-
placeova funkcionala tocˇkovnoga procesa koji jedinstveno odreduje distribuciju tog
procesa. Na kraju poglavlja rec´i c´emo i nesˇto o mjerama momenata tocˇkovnih pro-
cesa.
Veliki dio teorije tocˇkovnih procesa mozˇe se razviti na potpunim separabilnim me-
tricˇkim prostorima. Buduc´i da su u ovome radu svi primjeri tocˇkovnih procesa vezani
za neki konacˇno-dimenzionalni euklidski prostor X, skup stanja tocˇkovnog procesa
kod nas je uvijek Borel izmjeriv podskup od X, a cˇesto i sam X.
1.1 Osnovne definicije
Prije nego sˇto precizno definiramo slucˇajni element koji zovemo tocˇkovnim procesom,
dat c´emo jednu intuitivnu definiciju i ilustraciju kao motivaciju.
Neka je X neki konacˇno-dimenzionalan euklidski prostor i BpXq σ-algebra Bore-
lovih skupova na X. Promatrajmo niz pXn : n P Nq slucˇajnih vektora s vrijednostima
E P BpXq. Za svaki B Ă E definirajmo
NpBq :“ card tn ě 1 : Xnpωq P Bu, (1.1)
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za ω P Ω.
Dakle, NpBq broji koliko se tocˇaka niza pXnpωq, n P N q nalazi u skupu B. Ilus-
tracija je dana slikom 1.1. Iz definicije vidimo da NpBq ovisi i o ω P Ω, a ne samo
o skupu B pa bi pravilnije bilo pisati NpB,ωq umjesto NpBq. Pokazat c´emo da je
za dani skup B, NpBq slucˇajna varijabla s vrijednostima u skupu t0, 1, . . . ,`8u .
Za fiksni ω P Ω , Np¨, ωq definira jednu brojec´u mjeru s tocˇkama ili ”atomima”
pXnpωq, n P N q .
Slika 1.1: Slucˇajne tocˇke Xi na p0,8q2. Broj tocˇaka koji upadne u skup B modelira
slucˇajna varijabla NpBq; u ovom je slucˇaju NpB,ωq “ 6.
Oznacˇimo sa E σ-algebru Borelovih skupova na E. Za tocˇku x P E definiramo
preslikavanje δx : E Ñ r0,`8s sa
δxpBq :“
#
1 x P B,
0 x R B.
Lako se pokazˇe da je δx mjera na izmjerivom prostoru pE, E q koju zovemo Diracovom
mjerom u tocˇki x ili mjerom koncentriranom u tocˇki x.
POGLAVLJE 1. OSNOVNI POJMOVI O TOCˇKOVNIM PROCESIMA 5




δxnpBq “ card tn ě 1 : xn P Bu, B P E (1.2)
Lako se vidi da je m mjera na pE, E q. Zovemo ju brojec´om mjerom ili mjerom pre-
brojavanja. Ako je josˇ i mpBq ă `8 za sve ogranicˇene B P E , m nazivamo tocˇkovnom
mjerom.
Oznacˇimo sa N#pEq prostor svih tocˇkovnih mjera na E te sa N#pEq pripadnu σ-
algebru koja sadrzˇi skupove oblika
tm P N#pEq : mpBq P A u (1.3)
za B P E i proizvoljan skup A P Bp r0,`8s q. Lako se pokazˇe da je N#pEq najmanja
σ-algebra takva da je za svaki B P E preslikavanje m ÞÑ mpBq izmjerivo.
Definicija 1.1.1. Neka je pΩ,F ,Pq vjerojatnosni prostor. Tocˇkovni proces N na E
izmjerivo je preslikavanje
N : pΩ, F q Ñ pN#pEq, N#pEq q. (1.4)
Tocˇkovni je proces slucˇajni element ili slucˇajna funkcija cˇije su vrijednosti tocˇkovne
mjere. Za svaki ω P Ω, funkcija mp¨q “ Np¨, ωq tocˇkovna je mjera. Posebno je
NpBq ă `8 za ogranicˇene skupove B P E , ali NpBq mozˇe poprimiti vrijednost `8
na neogranicˇenom Borelovom skupu B.
Sljedec´a lema opravdava interpretaciju tocˇkovnoga procesa kao skupa tNpBquB P E
slucˇajnih varijabli NpBq koje poprimaju vrijednosti iz skupa t0, 1, . . . ,8u.
Lema 1.1.2. Preslikavanje N sa pΩ, F q u pN#pEq, N#pEq q tocˇkovni je proces
na E ako i samo ako je za svaki B P E, NpBq slucˇajna varijabla s vrijednostima u
skupu t0, 1, . . . ,`8u te vrijedi da je NpBq ă `8 za ogranicˇene B P E.
Dokaz. Pretpostavimo da jeN tocˇkovni proces na E. Po definiciji tocˇkovnoga procesa
preslikavanje ω ÞÑ Np¨, ωq izmjerivo je sa pΩ, F q u pN#pEq, N#pEq q. Kako je σ-
algebra N#pEq generirana skupovima (1.3), preslikavanje φB : pN#pEq, N#pEq q Ñ
p r0,`8s, Bp r0,`8s q q definirano sa φBpmq :“ mpBq je izmjerivo. Kako je kompozi-
cija izmjerivih preslikavanja izmjeriva, slijedi da je NpB,ωq “ φBpNp¨, ωqq izmjerivo
sa pΩ, F q u p r0,`8s, Bp r0,`8s q q. Stoga je NpB,ωq “ NpBq slucˇajna varijabla po
definiciji te NpBq ă `8 za sve ogranicˇene B P E zbog definicije tocˇkovnoga procesa.
Za dokaz obrata pogledajte Resnick [6], Propozicija 3.1.
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Neka je pXn : n P Nq niz slucˇajnih vektora u euklidskom prostoru E cˇije c´e slucˇajne
vrijednosti biti tocˇke tocˇkovnoga procesa. Pokazat c´emo da se mnogi tocˇkovni procesi










tocˇkovna mjera na E . Kako bismo pokazali da je N definiran u (1.5) tocˇkovni proces
po definiciji treba pokazati da je za proizvoljni skup C P N#pEq#








n“1 δXnpωqp¨q tocˇkovna mjera na E , po definiciji (1.3) skupa C dovoljno je
pokazati da za svaki B P E vrijedi#






za svaki A P Bp r0,`8s q. Po Lebesgueovom teoremu o monotonoj konvergen-
ciji
ř`8
n“1 1BpXnq slucˇajna je varijabla sa Ω u r0,`8s kao limes slucˇajnih varijabliřk
n“1 1BpXnq. (Da je
řk
n“1 1BpXnq slucˇajna varijabla slijedi iz cˇinjenice da je kom-
pozicija i zbroj slucˇajnih varijabli opet slucˇajna varijabla.)
Stoga vrijedi#













pa je N definiran sa (1.5) tocˇkovni proces.
Najvazˇniji primjer tocˇkovnih procesa je Poissonov proces. Njega c´emo definirati u
jednom od sljedec´ih potpoglavlja. Spomenimo sad jedan jednostavni primjer. Neka
je X slucˇajni vektor na E. Tada je za N “ δX po upravo dokazanome N tocˇkovni
proces. Josˇ puno primjera tocˇkovnih procesa mozˇete pogledati u Mikosch [4].
POGLAVLJE 1. OSNOVNI POJMOVI O TOCˇKOVNIM PROCESIMA 7
1.2 Laplaceova transformacija
Laplaceova je transformacija integralna transformacija koja se koristi u raznim gra-
nama matematike. Nas zanima posebno njena primjena u teoriji vjerojatnosti pa
c´emo ovdje dati kratki pregled osnovnih definicija i svojstava vezanih uz tu transfor-
maciju.
Definicija 1.2.1. Neka je f : r0, `8q Ñ R funkcija. Ako integral
Lpfqpsq “ F psq :“
`8ż
0
e´st fptq dt, s P R
konvergira za funkciju f , onda preslikavanje L nazivamo Laplaceovom transformaci-
jom funkcije f .
Ako je f funkcija gustoc´e nenegativne slucˇajne varijable T , Laplaceova transformacija






e´st fptq dt “: F psq.
Definirajmo i Laplaceovu transformaciju slucˇajnog vektora.
Definicija 1.2.2. Neka je X : Ω Ñ Rn` nenegativan slucˇajni vektor. Laplaceova
je transformacija vektora X “ pX1, X2, . . . , Xnq funkcija FX : Rn` Ñ R` definirana
relacijom








(a) Laplaceova transformacija slucˇajnoga vektora jedinstveno odreduje njegovu raz-
diobu, tj. iz Laplaceove se transformacije slucˇajnoga vektora mozˇe dobiti njegova
funkcija distribucije. Za dokaz vidjeti Billingsley [2].
(b) Prisjetimo se da su slucˇajne varijable X1, X2, . . . , Xn definirane na istom vje-
rojatnostnom prostoru pΩ,F ,Pq nezavisne ako i samo ako je




Dokaz mozˇete pogledati u Sarapa [7], Teorem 11.1., str. 354.
Detaljnije o teoriji Laplaceove transformacije mozˇete procˇitati u Mimica [5].
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1.3 Laplaceov funkcional
Prisjetimo se da su realizacije tocˇkovnoga procesa tocˇkovne mjere. Stoga je distribu-
cija tocˇkovnoga procesa N definirana sa
PNpBq :“ PpN P B q, B P N#pEq
Distribuciju tocˇkovnog procesa puno je tezˇe razumjeti od distribucije slucˇajne vari-
jable. No, ona je jedinstveno odredena familijom konacˇno-dimenzionalnim distribu-
cijama slucˇajnih vektora
pNpB1q, NpB2q, . . . , NpBkq q (1.8)
za proizvoljne ogranicˇene skupove B1, B2, . . . , Bk iz E i za svako k P N . Skup svih
ovih distribucija zovemo konacˇno-dimenzionalnim distribucijama tocˇkovnoga procesa.
Distribucije cjelobrojnih k-dimenzionalnih slucˇajnih vektora u (1.8) u potpunosti su
odredene vjerojatnostima oblika
PkpB1, . . . , Bk; n1, , . . . , nkq “ P pNpB1q “ n1, . . . , NpBkq “ nk q (1.9)
za proizvoljne cjelobrojne n1, n2, . . . , nk i proizvoljno k P N. Vjerojatnosti (1.9) su
u literaturi poznate i pod nazivom konacˇno-dimenzionalne vjerojatnosti. Ocˇito je
puno jednostavnije zamisliti konacˇno-dimenzionalne distribucije tocˇkovnoga procesa
od distribucije samoga procesa.
Rad s funkcijama distribucije slucˇajnih objekata u teoriji vjerojatnosti katkad je vrlo
slozˇen, pa je uobicˇajeno prijec´i na neki analiticˇki aparat. Primjerice, mnoge pro-
bleme vezane za funkcije distribucije slucˇajnih varijabli laksˇe je bilo rijesˇiti pomoc´u
njihovih karakteristicˇnih funkcija (vidjeti Sarapa [7], str. 442). Posebno, u slucˇaju
cjelobrojnih slucˇajnih varijabli koristili smo vjerojatnosne funkcije izvodnice. Preko
njih se definiraja jedna od transformacija tocˇkovnih procesa, vjerojatnosni funkcional
izvodnica, koji omoguc´uje bolje razumijevanje distribucije samoga procesa. Viˇse o
vjerojatnosnom funkcionalu izvodnici mozˇete procˇitati u Daley i Vere-Jones [3]. Za
prikaz distribucije tocˇkovnoga procesa mi c´emo koristiti Laplaceov funkcional koji se
jednostavno mozˇe dobiti iz funkcionala izvodnice.









za proizvoljnu nenegativnu, ogranicˇenu i izmjerivu funkciju f : E Ñ R.
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Uocˇimo da je ocˇekivanje u (1.10) uvijek konacˇno, tocˇnije ogranicˇeno sa 1 zbog mo-




definiran Lebesgue-Stieltjesov integral, a poznat je i pod nazivom Poissonov intergral.
Oznacˇavamo ga sa Npfq.
Napomena 1.3.2. Pretpostavimo da se za niz slucˇajnih vektora pXn, n P N q s
vrijednostima u E tocˇkovni proces N mozˇe zapisati kao N “ ř`8n“1 δXn . Pomoc´u














dN “ NpBq (1.12)
za proizvoljno B P E.
Teorem 1.3.3. Laplaceov funkcional ΨNpfq tocˇkovnoga procesa N jedinstveno odreduje
distribuciju PN .
Dokaz. Promatramo nenegativne i ogranicˇene funkcije fz : E Ñ R oblika
fz “ z11B1 ` z21B2 ` . . . zk1Bk ,


































“ E r exp p ´ p z1NpB1q ` z2NpB2q ` . . . zkNpBkq q q s
sˇto je Laplaceova transformacija slucˇajnoga vektora pNpB1q, . . . , NpBkqq. Znamo da
ona jedinstveno odreduje razdiobu tog slucˇajnog vektora. Stoga, skup svih ΨNpfzq za
zi ě 0 i sve i “ 1, 2, . . . , k odreduje konacˇno-dimenzionalne distribucije tocˇkovnoga
procesa N . Kako smo vec´ komentirali, one odreduju distribuciju PN promatranoga
procesa N .
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1.4 Mjere momenata
Pretpostavimo da je k-ti moment tocˇkovnoga procesa N konacˇan, tj. da vrijedi
µk “ E
“
NpXqk‰ ă 8 za neko k “ 1, 2, . . .. Tada, za svaki Borelov skup A P BpXq
definiramo
MkpA kq “ E
“
NpAqk‰ ,
gdje je A k “ Aˆ Aˆ ¨ ¨ ¨ ˆ Alooooooooomooooooooon
k-puta
P BkpXq sˇto je σ-algebra produktnoga prostora X k “
Xˆ Xˆ ¨ ¨ ¨ ˆ Xlooooooooomooooooooon
k-puta
.
Neka je µ1 “ E rNpXqs ă 8. Definiramo mjeru ocˇekivanja M sa
MpAq :“ M1pAq “ E rNpAqs , za svaki A P BpXq.
Iz Fubinijeva se teorema lako vidi da M nasljeduje svojstvo σ-aditivnosti od N te je
stoga M mjera na BpXq. Za k ą 1 mozˇemo prosˇiriti definiciju Mk na proizvoljne
pravokutnike oblika
A k11 ˆ A k22 ˆ ¨ ¨ ¨ ˆ A krr ,
pri cˇemu je tk1, k2, . . . kru particija broja k (tj. kr ě 1, a k1 ` k2 ` . . .` kr “ k ),
a Ai su disjunktni skupovi iz BpXq , i “ 1, 2, . . . , r. Vrijedi
Mk
`
A k11 ˆ A k22 ˆ ¨ ¨ ¨ ˆ A krr
˘ “ E “NpA1qk1 NpA2qk2 ¨ ¨ ¨NpArqkr‰ . (1.13)
Lako se pokazˇe da je M σ-aditivna na skupu ovakvih pravokutnika pa se stoga defini-
cija mozˇe prosˇiriti do mjere na Borelovim skupovima iz BpXq. Funkciju Mk mozˇemo
smatrati mjerom ocˇekivanja tocˇkovnoga procesa na X k. Takav se proces sastoji od
k-dimenzionalnih nizova (u kojima su dopusˇtena ponavljanja) tocˇaka originalnoga
procesa, tj. N k produkt je k kopija procesa N . Stoga, Mk predstavlja ocˇekivani broj
takvih k-dimenzionalnih nizova u proizvoljnom skupu iz B kpXq. Mjeru Mk zovemo
mjerom k-tog momenta procesa N .
Na slicˇan nacˇin uvest c´emo i mjeru k-tog faktorijel momenta, no prisjetimo se prije
toga jednoga poznatoga pojma. Za r “ 0, 1, . . . , r-tu (padajuc´u) faktorijel potenciju
broja n definiramo sa:
nrrs “
#
npn´ 1q ¨ ¨ ¨ pn´ r ` 1q r “ 0, 1, . . . , n,
0 r ą n.
To je motivacija za sljedec´u definiciju.
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Definicija 1.4.1. Za r “ 0, 1, . . ., r-ti faktorijel moment mrks nenegativne cjelo-





Ako je zakon razdiobe slucˇajne varijable X dan sa PXpnq “ PpX “ nq “ pn , za





Ako je distribucija slucˇajne varijableX koncentrirana na konacˇnom skupu t0, . . . , n0u,
svi su faktorijel momenti vec´i od n0 po definiciji jednaki nuli. Kako pretvoriti fakto-
rijel momente u obicˇne i obrnuto mozˇe se procˇitati u Daley i Vere-Jones [3], str. 114.
Sad smo spremni za definiciju mjere k-tog faktorijel momenta u oznaci Mrks. Vri-
jedi, naravno, da je M1 “ Mr1s “ M . Za k ą 1 samo zamijenimo obicˇne potencije
faktorijel potencijama u (1.13) te imamo
MrkspA k11 ˆ A k22 ˆ ¨ ¨ ¨ ˆ A krr q “ E
“
NpA1qrk1sNpA2qrk2s ¨ ¨ ¨NpArqrkrs
‰
. (1.14)
MjeraMrks mozˇe se takoder interpretirati kao mjera ocˇekivanja odredenoga tocˇkovnoga
procesa na X k. U ovom se slucˇaju realizacije novoga slucˇajnoga procesa sastoje od
svih k-dimenzionalnih nizova razlicˇitih tocˇaka originalnoga procesa. Ako tocˇkovni
proces ima viˇsestruke tocˇke, njih treba prebrojati u skladu s njihovim multiplicite-
tima. Primjerice, ako N ima duplu tocˇku, smatramo ju dvjema tocˇkama s istim
koordinatama pri konstrukciji k-dimenzionalnih nizova.
1.5 Poissonov tocˇkovni proces
Poissonov tocˇkovni proces ili Poissonova slucˇajna mjera najvazˇniji je primjer tocˇkovnih
procesa. Ona se pojavljuje kao limes
”
bionomnih tocˇkovnih procesa”, tj. tocˇkovnih
procesa cˇije su tocˇke nezavisne. Primijetimo slicˇnost s Poissonovim granicˇnim teore-
mom koji kazˇe da je Poissonova slucˇajna varijabla limes po distribuciji niza binomnih
slucˇajnih varijabli.
U ovom c´emo poglavlju definirati Poissonov tocˇkovni proces, dati jedan primjer i
pokazati jedan od nacˇina konstrukcije novoga Poissonova tocˇkovnoga procesa iz pos-
tojec´ega.
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Poissonova slucˇajna mjera
Definicija 1.5.1. Neka je µ Radonova mjera na prostoru stanja. Tocˇkovni proces
N naziva se Poissonovim procesom ili Poissonovom slucˇajnom mjerom s mjerom
intenziteta µ (piˇsemo PRM(µ)) ako su zadovoljena sljedec´a dva uvjeta:
(1) Za A P E i k ě 0




, ako je µpAq ă 8
0, ako je µpAq “ `8 .
(1.15)
(2) Ako su za proizvoljno m ě 1 , A1, A2, . . . , Am medusobno disjunktni podskupovi
iz E, onda su NpA1q, NpA2q, . . . NpAmq medusobno nezavisne slucˇajne varija-
ble.
Napomena 1.5.2.
(a) Kako je ErNpAq s “ µpAq , naziv mjera intenziteta opravdan je.
(b) Iz definicije (1.15) vidimo da µ odreduje razdiobu tocˇkovnoga procesa N slicˇno
kao sˇto parametar λ odreduje razdiobu Poissonove slucˇajne varijable.
(c) Prisjetimo se da je µ Radonova mjera ako je µpAq ă 8 za kompaktne skupove
A Ă E. Iz toga slijedi da je za kompaktne skupove A, ErNpAq s “ µpAq ă 8
(g.s.), tj. N je po definiciji tocˇkovni proces.
Viˇse o PRM mozˇete procˇitati u Resnick [6], str. 132.
Primjer 1.5.3. (Homogeni Poissonov proces)
Neka je N PRM(µ) na konacˇno-dimenzionalnom euklidskom prostoru X i | ¨ | Le-
besgueova mjera na X. Neka je µ viˇsekratnik Lebesgueove mjere na X, u smislu da
postoji parametar λ ą 0 takav da je N PRM(λ | ¨ |). Vrijedi dakle, NpAq „ P pλ |A|q,
za svaki A P BpXq. Takav proces nazivamo homogena Poissonova slucˇajna mjera
ili homogeni PRM s intenzitetom λ. Ovako definiran proces prirodno je prosˇirenje
homogenog Poissonova procesa na r0,`8q u oznaci rNptq :“ Npr0, tsq koji je poznat
kao brojc´i proces koji krec´e iz nule (mozˇete pogledati Vondracˇek [8]).
Slijedi teorem o Laplaceovom funkcionalu PRM-a te konacˇnosti i nenegativnosti Po-
issonovih integrala. On c´e nam biti od koristi pri proucˇavanju Poissonova procesa s
klasterima.
Teorem 1.5.4. Laplaceov funkcional tocˇkovnoga procesa N koji je PRM(µ) na pros-
toru stanja E Ă X dan je sa
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(1)





p1´ e´fpxqqµpdxq ‚˛ (1.16)
za proizvoljnu (ne nuzˇno ogranicˇenu) izmjerivu funkciju f ě 0 .




(g.s.) ako i samo ako vrijediż
E
minp fpxq, 1 qµpdxq ă 8. (1.17)
Uvjet (1.17) ekvivalentan je konacˇnosti Laplaceova funkcionala (1.16). Dokaz te tvrd-
nje kao i dokaz samoga teorema mozˇete procˇitati u Mikosch [4], str. 233.
Navest c´emo i nekoliko lema o nekim od svojstava Poissonova integrala koje c´e nam
trebati kasnije. Leme navodimo bez dokaza, a detaljnije o njima mozˇe se procˇitati u
Mikosch [4] str. 237 - 241.




f dN postoji i konacˇan je (g.s.) ako i samo ako jeş
E




fi dN , i “ 1, 2, . . . imaju korisno svojstvo: nezavisni su ako
fukncije fi imaju disjunktne nosacˇe. Preciznije, vrijedi sljedec´a lema:
Lema 1.5.6. (Nezavisnost Poissonovih integrala s disjunktnim nosacˇima) Neka je
N PRM(µ) na prostoru stanja E Ă X i fi : E Ñ R za i “ 1, 2, . . . , k izmjerive
funkcije s disjunktnim nosacˇima. Pretpostavimo da integrali
ş
E
fi dN postoje i da su
konacˇni (g.s.). Tada su slucˇajne varijable
ş
E
fi dN medusobno nezavisne.
Lema 1.5.7. (Ocˇekivanje, varijanca i kovarijanca opc´enitih Poissonovih integrala)
Neka je PRM(µ) na prostoru stanja E Ă X i f, g : E Ñ R izmjerive funkcije.
(1) Pretpostavimo da je
ş
E




f dN‚˛ “ ż
E
fpxqµpdxq. (1.18)
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(2) Pretpostavimo da je ż
E
max





f dN‚˛ “ ż
E
rfpxqs2 µpdxq. (1.20)
i desna je strana konacˇna.











Novi Poissonovi tocˇkovni procesi mogu se iz danoga Poissonova procesa, tj. Poisso-
nove slucˇajne mjere (PRM) konstruirati:
• izmjerivim transformacijama tocˇaka PRM-a,
• nezavisnim oznacˇavanjem tocˇaka PRM-a,
• zbrajanjem nezavisnih PRM-ova.
Od ova tri nacˇina, nas zanima nezavisno oznacˇavanje tocˇaka PRM-a. (Viˇse o kons-
trukciji novih Poissonovih slucˇajnih mjera iz postojec´ih mozˇete procˇitati u Mikosch
[4], str. 244.)
Dani PRM oznacˇavamo tako da njegovim tocˇkama dodajemo koordinate koje su
nezavisne s tocˇkama. Tako dodanu koordinatu zovemo oznakom. Vidjet c´emo da
je uz odredene uvjete na distribuciju niza oznaka novoga procesa, taj novi proces
takoder PRM na vec´em prostoru stanja. To je sadrzˇaj sljedec´e propozicije koju samo
iskazujemo (za detalje vidjeti Mikosch [4], str. 246).
Propozicija 1.5.8. Neka je NX “ ř8i“1 δXi PRM(µ) na prostoru stanja E1 Ă
Rd . Neka je pYnqně1 niz nezavisnih jednako distribuiranih vektora s vrijednostima na
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prostoru stanja E2 Ă Rm i zajednicˇkom funkcijom distribucije F . Ako su pXnqně1 i





PRM(µˆ µF ) na prostoru stanja E “ E1 ˆ E2 .
Napomena 1.5.9. Mjera µF iz Propozicije 1.5.8 mjera je na Rm koja je u 1 ´ 1
korespondenciji s funkcijom distribucije F . Za detalje mozˇete pogledati Sarapa [7],
Teorem 9.3. i relaciju p9q na str. 270.
Slijedi primjer koji pokazuje da nezavisno oznacˇavanje danoga PRM-a mozˇe rezulti-
rati nezavisnim stanjivanjem toga PRM-a.
Primjer 1.5.10. Neka je NX PRM(µ) na skupu E Ă X s tocˇkama Xi, i “ 1, 2, . . .
Oznacˇimo proces N nizom nezavisnih jednako distribuiranih simetricˇnih Bernoullije-
vih slucˇajnih varijabli pYnq. Neka je PpYn “ 1q “ p i PpYn “ ´1q “ 1 ´ p “: q, pri













δXi 1tYi“´1u “ NX,Y p¨ X E ˆ t´1uq, (1.24)
nezavisni, jer su definirani na disjunktnim skupovima E ˆ t1u i E ˆ t´1u. Sˇtoviˇse,
mozˇe se pokazati da je N`X PRM(p µ), a N
´
X PRM(q µ) na istom skupu stanja E.
Ti su tocˇkovni procesi primjeri jednostavnog procesa stanjivanja procesa NX . Naime,
svaka tocˇka Xi procesa NX ostaje ili se iskljucˇuje iz procesa ovisno o tome je li Yn “ 1
ili Yn “ ´1.
Poglavlje 2
Procesi s klasterima
Procesi s klasterima sastoje se od dvije komponente - lokacija samih klastera koje su
odredene takozvanim centrima klastera i elemenata unutar klastera. Zbrajanje eleme-
nata po klasterima cˇini opazˇeni proces. Kako bismo modelirali elemente u klasteru,
uvodimo prebrojivu familiju tocˇkovnih procesa Nyi indeksiranu po centrima klastera
tyiu. Sˇto se lokacija klastera ticˇe, pretpostavljamo da nam je dan tocˇkovni proces
centara klastera Nc koji je cˇesto neopazˇen i cˇije se realizacije sastoje od skupa tocˇaka
tyiu Ă Y. Cˇesto c´e vrijediti Y “ X (primjerice kod stacionarnih procesa).
2.1 Definicija
Neka su X i Y konacˇno-dimenzionalni euklidski prostori i neka nam je dana fami-
lija tNy, y P Y u tocˇkovnih procesa s vrijednostima u skupu X. Ova familija tvori
izmjerivu familiju ako je za svaki skup A P N#pXq preslikavanje y ÞÑ PNypAq sa
pY ,BpYqq u p r0, 1s, Bpr0, 1sqq izmjerivo, pri cˇemu je
PNypAq “ PpNy P A q, (2.1)
tj. PNypAq zakon je razdiobe tocˇkovnoga procesa Ny.
Primjer 2.1.1. Neka je ε „ Np0, σ2q. Znamo da je δε tocˇkovni proces. Uzmemo li
da je Ny
d“ δy`ε , vrijedi
PNypAq “ Pp δy`ε P A q.
Sljedec´a propozicija govori da je klaster sa slucˇajno odabranim centrom - slucˇajnom
varijablom Y takoder tocˇkovni proces.
16
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Propozicija 2.1.2. Neka je dana
(a) izmjeriva familija tocˇkovnih procesa s razdiobama PNypAq definirana na X i
indeksirana po skupu Y i
(b) slucˇajna varijabla Y s vrijednostima u Y i zakonom razdiobe PY .
Tada integral




definira vjerojatnosnu mjeru P na N#pXq te stoga i tocˇkovni proces na X.
Za detalje pogledajte Daley i Vere-Jones [3], Propozicija 6.1.II , str. 165.
Primjer 2.1.3. Uzmimo familiju tocˇkovnih procesa kao u Primjeru 2.1.1 te slucˇajnu
varijablu Y „ Expp1q . Tocˇkovni proces δY`p¨q dobro je definiran po Propoziciji
2.1.2.
Sljedec´a lema daje nuzˇne i dovoljne uvjete da indeksirana familija tocˇkovnih procesa
tvori izmjerivu familiju.
Lema 2.1.4. Da bi familija tNy uyPY tocˇkovnih procesa bila izmjeriva familija nuzˇno
je i dovoljno da su za sve pozitivne cijele brojeve k, konacˇne unije disjunktnih skupova
pB1, B2, . . . , Bkq i sve nenegativne cijele brojeve pn1, n2, . . . , nkq konacˇno-dimenzional-
ne vjerojatnosti
P yk pB1, . . . , Bk; n1, . . . , nk q “ P pNypB1q “ n1, . . . , NypBkq “ nk q
izmjeriva preslikavanja sa pY,BpYq q u p r0, 1s,Bpr0, 1sq q.
Lemu 2.1.4 mozˇemo odmah primijeniti za odredivanje dovoljnih uvjeta koje je znatno
laksˇe provjeriti od onih iz Propozicije 2.1.2.
Korolar 2.1.5. Neka nam je dana slucˇajna varijabla Y definirana na Y sa zakonom
razdiobe PY i neka familija konacˇno-dimenzionalnih vjerojatnosti P yk pB1, B2, . . . , Bk;
n1, n2, . . . , nkq zadovoljava uvjet iz Leme 2.1.4. Tada postoji dobro definiran tocˇkovni
proces na X cˇije su konacˇno-dimenzionalne vjerojatnosti dane sa:




P yk pB1, B2, . . . , Bk;n1, n2, . . . , nk qPY pdyq .
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Definicija 2.1.6. N je proces s klasterima na euklidskom prostoru X s procesom
centara Nc na euklidskom prostoru Y i komponentnim procesima koje cˇine izmjerive







NyipAq ă 8 pg.s.q (2.3)
Mi c´emo zahtijevati da komponentni procesi - klasteri budu medusobno nezavisni,
tj. smatrati da oni dolaze iz nezavisne izmjerive familije. U tom slucˇaju govorimo o
nezavisnim procesima s klasterima. Takoder, u ovoj se definiciji podrazumijeva da c´e
se pojavljivati viˇsestruke nezavisne kopije procesa Ny ako je y centar viˇse od jednog
klastera.
Uvjet (g.s.) konacˇnosti (2.3) iz definicije za nezavisne procese s klasterima mozˇe se
izrec´i i na sljedec´i nacˇin.
Lema 2.1.7. Nezavisni proces s klasterima postoji ako i samo ako za svaki ogranicˇeni





pApyiq ă 8 Pc - (g.s.) , (2.4)
gdje je pApyq “ PpNypAq ą 0 q za y P Y i A P BpXq te Pc vjerojatnosna mjera
procesa centara klastera.
Dokaz leme mozˇe se procˇitati u Daley i Vere-Jones [3].
Napomena 2.1.8. Ako je Y “ X , mozˇe se dodati i ogranicˇenje da su translatirane
komponente NypA ´ yq jednako distribuirane. Tada kazˇemo da razdioba klastera
ovisi samo o poziciji tocˇaka u odnosu na centar klastera. Ako je uz to proces centara
stacionaran, govorimo o stacionarnom procesu s klasterima. Tocˇkovni je proces, pri-
mjerice na X “ R stacionaran ako za svaki r “ 1, 2, . . . te sve ogranicˇene Borelove
skupove B1, B2, . . . , Br zajednicˇka razdioba slucˇajnih varijabli
pNpB1 ` tq, NpB2 ` tq, . . . , NpBr ` tq q
ne ovisi o t P R.
Da bi stacionaran proces s klasterima postojao, dovoljna je konacˇnost ocˇekivanja
klastera s centrom u nuli, tj. srediˇsnjega klastera. Za postojanje Poissonova procesa
s klasterima, taj uvjet cˇak i nije nuzˇan. Detaljnije argumente za obje tvrdnje mozˇete
procˇitati u Daley i Vere-Jones [3].
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Ako je poznat proces centara klastera, mjera ocˇekivanja procesa s klasterima uvjetno
na taj proces glasi:







Pritom, My1 oznacˇava mjeru ocˇekivanja klastera koji ima centar u y. Iz pretpostavke
da komponentni procesi cˇine izmjerivu familiju, slijedi da, ukoliko postoji, My1 pAq
definira izmjerivu jezgru (za fiksni y, My mjera je na pX,BpXqq, a za fiksni A P BpXq,
y ÞÑ MypAq izmjeriva je funkcija). Uzmemo li ocˇekivanje od ocˇekivanja procesa s
klasterima obzirom na procesa centara dobivamo mjeru prvoga momenta procesa s
klasterima
ErNpAq s “ E rErNpAq |Nc s s “
ż
Y
My1 pAqM cpdyq, (2.6)
gdje je M c “ ErNc s mjera ocˇekivanja tocˇkovnoga procesa centara klastera. Ocˇito
mjera prvoga momenta pripadnog procesa postoji ako i samo ako je integral u (2.6)
konacˇan za sve ogranicˇene skupove A P BpXq . Na slicˇan nacˇin mozˇemo dobiti repre-
zentacije mjera viˇsih momenata.
Kod mjera faktorijel momenata, reprezentacija mjere faktorijel momenta odgova-
rajuc´eg procesa nesˇto je slozˇenija. Recimo da na primjeru mjere drugog faktorijel
momenta zˇelimo proucˇiti sve moguc´nosti da dvije razlicˇite tocˇke upadnu u produktni
skup A ˆ B pA, B P BpXqq. Postoje samo dvije moguc´nosti: ili obje tocˇke dolaze
iz istoga klastera ili dolaze iz dva razlicˇita klaster procesa. Uzimajuc´i to u obzir i uz
pretpostavku da nam je dan proces centara, vrijedi







My11 pAqMy21 pBqN r2sc pdy1 ˆ dy2q. (2.7)
Eksponent u N r2s oznacˇava proces razlicˇitih parova iz N , a u drugom integralu koris-
tili smo pretpostavku o nezavisnosti klastera. Uzimanjem ocˇekivanja od ocˇekivanja
odgovarajuc´eg procesa uvjetno na proces centara klastera dobivamo mjeru drugog




Myr2spAˆB qM cpdyq `
ż
Y2
My11 pAqMy21 pBqM cr2s pdy1 ˆ dy2q. (2.8)
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Neka je ΨNyp f q “ Er expp´Nypfqq s Laplaceov funkcional komponentnog klastera
Ny za nenegativnu, ogranicˇenu izmjerivu funkciju f na X . Za proces s klasterima
N “ řyiPNc Nyi zbog nezavisnosti komponentnih klastera vrijedi














E r exp p´Nyipfqq s “
ź
yiPNc









log ΨNyp f qNcpdyq.
Laplaceov funkcional odgovarajuc´eg procesa s klasterima dobijemo kao ocˇekivanje
Laplaceova funkcionala obzirom na dani proces centara, tj. vrijedi






´ log ΨNyp f qNcpdyq ‚˛
fifl
“ ΨNc p´ log ΨN‚ p f q q . (2.9)
Jedna vrsta procesa s klasterima jako je vazˇna u primjenama. Nju karakteriziraju
sljedec´i uvjeti:
(1) srediˇsta klastera tocˇke su Poissonova procesa
(2) klasteri su nezavisni i konacˇni s vjerojatnosˇc´u 1.
Klaster proces za koji je ispunjen uvjet (1) zovemo Poissonovim procesom s klaste-
rima. Neka od osnovnih svojstava toga procesa dana su u sljedec´oj propoziciji.
Propozicija 2.1.9. Neka je proces centara klastera Poissonov s mjerom intenziteta
µc i neka komponente klaster procesa cˇine nezavisnu izmjerivu familiju. Tada vrijedi
(1) Nuzˇan i dovoljan uvjet za egzistenciju pripadnoga procesa s klasterima jeż
Y
pApyqµcpdyq ă 8 , (2.10)
gdje je A P BpXq ogranicˇen skup.
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(2) Ako proces postoji, njegov je Laplaceov funkcional oblika





p1´ΨNyp f qq µcpdyq‚˛. (2.11)
(3) Pripadni proces ima mjere prvog i drugog faktorijel momenta koje su za pro-








Myr2spAˆB qµcpdyq `M1pAqM1pBq. (2.13)
Dokaz. Kako je ErNcpdyq s “ M cpdyq “ µcpdyq za Poissonov proces s klasterima,
onda uvjet (2.10) povlacˇi konvergenciju (g.s.) integrala u (2.4) te stoga i egzistenciju
procesa, tj. pokazali smo dovoljnost od (2.10).
Ako proces postoji, iz izraza (2.9) i Teorema 1.5.4 slijedi












p 1´ΨNyp f q qµcpdyq ‚˛.
Dakle, vrijedi (2).
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Uzmemo li da je fpxq “ 1Apxq , vrijedi
1´ΨNyp1A q “ 1´ Er e´NypAq s “ 1´
8ÿ
k“0




PpNypAq “ k q ´ PpNypAq “ 0 q ´
8ÿ
k“1




PpNypAq “ k q ´ PpNypAq “ 0 q
“ PpNypAq ě 0 q ´ PpNypAq “ 0 q
“ PpNypAq ą 0 q
iz cˇega slijedi nuzˇnost uvjeta (2.10), jer vrijedi (2.11). Time smo pokazali da vrijedi
(1).
Relacije (2.12) i (2.13) poseban su slucˇaj relacija (2.6) i (2.8) za Poissonov proces.
2.2 Primjeri
Primjer 2.2.1. (Bartlett-Lewisov model; klaster proces slucˇajne sˇetnje; Poissonov
proces grananja.) Pretpostavimo da je X “ Y i da su tocˇke klastera uzastopne tocˇke
u konacˇnoj slucˇajnoj sˇetnji pocˇevsˇi od centra klastera kojega ukljucˇujemo u klaster
proces. Poseban je slucˇaj slucˇajna sˇetnja s koracima u jednom smjeru u R (tj. konacˇni
proces obnavljanja.). Preciznije, neka je pXnqně1 niz nezavisnih slucˇajnih varijabli.
Definiramo li slucˇajnu sˇetnju sa S0 :“ 0 , a Sn “ X1 ` X2 ` . . . Xn , za svako
n P N , odgovarajuc´i klaster proces sa srediˇstem u y mozˇemo zapisati kao Ny “ř
nďK δy`Sn. Pritom je K diskretna slucˇajna varijabla koja poprima vrijednosti iz
skupa t0, 1, . . . ,8u. Primjerice K ima geometrijsku razdiobu, tj. K „ Gppq , p P
p0, 1q . Slucˇajne varijable Xn modeliraju tocˇke klastera sa srediˇstem u y (razlicˇite od
samoga srediˇsta y), a K broj tocˇaka nakon kojih zavrsˇava sˇetnja koja je krenula iz y.
Ovaj primjer slucˇajne sˇetnje koriˇsten je za modeliranje cestovnoga prometa (Bartlett,
1963.) te modeliranje nekih kompjuterskih kvarova (Lewis, 1964.).
Cˇini se da zatvoreni oblik za ΨNyp f q ne postoji. Pretpostavimo li da su i duljine
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koraka i broj koraka sˇetnje nezavisni od mjesta centra klastera, vrijedi






fpy ` x1qF pdx1q ` q2
ż
X2
fpy ` x1q fpy ` x1 ` x2qF pdx1qF pdx2q ` . . . ‚˛,
gdje je qj vjerojatnost da sˇetnja zavrsˇi nakon j P N0 koraka, a F zajednicˇka dis-
tribucija duljine koraka sˇetnje. Uocˇimo da zbog pretpostavke o nezavisnosti duljina i





tj. klaster proces je stacionaran. Kao ilustraciju mozˇete pogledati sliku 2.1. Zbrojimo
li tocˇke po horizontalnim linijama dobivamo opisani proces s klasterima. Neformalno
recˇeno, jedan klaster cˇini njegovo srediˇste i tocˇke pripadne jednosmjerne slucˇajne
sˇetnje u R. Taj je klaster prikazan na odgovarajuc´oj horizontalnoj osi na slici. Njegov
je centar na slici istaknut trokutom.
Izrazi za najbliˇzu tocˇku i najmanju udaljenost dvije susjedne tocˇke mogu se dobiti za
slucˇaj jednosmjerne sˇetnje u X “ R s pripadnom funkcijom distribucije F . Naime,
vjerojatnost pyptq da klaster s centrom u y ima tocˇku u intervalu p0, tq dana je sa
pyptq “
$’’’&’’’%
0 y ą t,






rF p |y| ` t´ x q ´ F p |y| ´ x q s dF i˚pxq y ă 0,
gdje je ri “ ř8j“i qj , a F i˚ i-ta konvolucija funkcije distribucije sa samom sobom,
tj. F i˚ “ F pi´1q ˚ F .
Promotrimo sad i jedan poseban slucˇaj ovoga procesa. I dalje pretpostavljamo da je
X “ Y.
Primjer 2.2.2. (Gauss-Poissonov proces: proces koreliranih parova; Bol’shakov,
1969.; Newman, 1970.; Milne i Wescott, 1972.) Kod ovoga procesa klasteri sadrzˇe ili
jednu ili dvije tocˇke, pa proces postoji ako i samo ako proces centara klastera postoji.
Jedna od tocˇaka predstavlja centar klastera. Oznacˇimo sa F pdx | yq distribuciju druge
tocˇke uvjetovanu prvom te neka su q1pyq, q2pyq vjerojatnosti pojavljivanja jedne, od-
nosno dvije tocˇke, respektivno za centar u tocˇki y . Uocˇimo da su tocˇke korelirane, tj.
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Slika 2.1: Proces s klasterima koje cˇine srediˇsta klastera i tocˇke konacˇne jednostrane
slucˇajne sˇetnje na p0,8q. Tocˇke klastera mozˇemo interpretirati kao vremena nasta-
naka kompjuterskih kvarova. Tocˇke na pojedinoj horizontalnoj liniji pripadaju istom
klasteru. Centar klastera oznacˇena je sa Ĳ .
nemamo pretpostavku nezavisnosti iz prethodnoga primjera. Zato se proces i zove pro-
cesom koreliranih parova. Tada je, slicˇno kao u Primjeru 2.2.1 Laplaceov funkcional
za ´ log f dan je sa
ΨNyp´ log f q “ fpyq q1pyq ` fpyq q2pyq
ż
X
fpxqF pdx | yq.
Uzimajuc´i u obzir da je q1pyq`q2pyq “ 1 te
ş
X F pdx | yq “ 1 iz (2.11) za odgovarajuc´i
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proces dobivamo
log pΨNp´ logpfqq q “
ż
X









q1pyq pfpyq ´ 1q ` q2pyqfpyq
ż
X
fpxqF pdx | yq ´ q2pxq
ż
X









q2pyq pfpyqfpxq ´ 1qF pdx | yqµpdyq.
Poglavlje 3
Primjene u aktuarstvu
U ovom c´emo se poglavlju baviti primjenama procesa s klasterima u aktuarstvu.
Svaka tocˇka tocˇkovnog procesa centara na p0,8q predstavlja pocˇetak jedne skupine
aktivnosti. Tu tocˇku interpretiramo kao vrijeme dolaska zahtjeva za isplatu sˇtete
koji pokrec´e niz slucˇajnih isplata sˇteta osiguranicima. U ovom su poglavlju srediˇsta
klastera tocˇke homogenoga Poissonova procesa. Model ukljucˇuje i takozvanu chain
ladder metodu koja aktuarima sluzˇi kako bi na temelju podataka iz prosˇlih godina
procijenili ukupni broj isplata i ukupni iznos isplata u nekom buduc´em periodu.
Proucˇit c´emo i problem predvidanja buduc´eg broja, odnosno iznosa isplata u slucˇaju
kad je proces ispate Poissonov.
3.1 Opc´eniti klaster proces u aktuarstvu
Prisjetimo se definicije procesa s klasterima i Propozicije 2.1.2 koja kazˇe da je i klaster
sa slucˇajno odabranim centrom tocˇkovni proces. Pretpostavimo da vrijede sljedec´i
uvjeti:
(1) Zahtjevi za isplatu sˇteta dolaze u slucˇajnim vremenima 0 ă Y1 ă Y2 ă ..., za
i “ 1, 2, . . . koja predstavljaju tocˇke procesa centara Nc .
(2) Zahtjev i uzrokuje slucˇajan niz ili klaster isplata osiguraniku, a isplata j zah-
tjeva i pozitivna je slucˇajna varijabla Zij koja se izvrsˇi u vremenu
Yij “ Yi `
jÿ
k“1
Xik, 1 ď j ď Ki,
gdje je pXikqkě1 niz pozitivnih slucˇajnih varijabli i Ki pozitivna cjelobrojna
slucˇajna varijabla.
26
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δY2j ` . . . .
Kako je u aktuarstvu bitno pamtiti i iznose isplate, a ne samo vremena isplata, nasˇa
definicija procesa s klasterima nije dovoljna. Posluzˇit c´emo se oznacˇenim tocˇkovnim
procesima.
Uocˇimo da je proces ispate i´toga zahtjeva opisan slucˇajnim parom pYij, Zijq, j “
1, 2, . . . Ki. i´ti je zahtjev isplac´en u vremenu YiKi “ Yi `
řKi
k“1Xij i on ima iznosřK´i
k“1 Zij. Za ilustraciju mozˇete vidjeti sliku 3.1.
Vrijeme dolaska zahtjeva za isplatu Yi oznacˇavamo slucˇajnim elementom Ai : Ω Ñ EA
definiranim sa
Aipωq “ p pXikpωqqkě1, pZikpωqqkě1, Kipωq q, i “ 1, 2, . . . ,
gdje je EA “ p0,8q8 ˆ p0,8q8 ˆ N, a p0,8q8 oznacˇava prostor nizova s pozitivnim
komponentama, tj.
p0,8q8 “ t pxkqkě1 : xk P p0,8q u.




δ pYi, Aiq, (3.1)
tj. to je oznacˇeni proces na prostoru E “ p0,8q ˆ EA. No, je li prostor E uopc´e






¨ |xk ´ yk|
1` |xk ´ yk|
cˇini p p0,8q8, ρ q potpunim separabilnim metricˇkim prostorom (vidjeti Billingsley
[1], Dodatak 1). Produktni su prostori EA i E “ p0,8q ˆ EA takoder potpuni
separabilni metricˇki prostori. Stoga mozˇemo definirati otvorene skupove u E, odnosno
EA koji generiraju pripadne Borelove σ´algebre (vidjeti Billingsley [1] za uvod u
teoriju vjerojatnosti na potpunim metricˇki prostorima).
Chain ladder metoda
Chain ladder model koristi se cˇesto za procjenu pricˇuva. Za opis modela uvodimo
vremenske periode (recimo godine):
Ci “ p i´ 1, i s, i “ 1, 2, . . .
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Slika 3.1: Vizualizacija vremena isplate zahtjeva. Svaka horizontalna linija odgo-
vara jednom zahtjevu za isplatu sˇtete, odnosno jednom klasteru. Srediˇsta klastera
oznacˇena su sa ˝. Ona ne pripadaju samom klasteru. Iznimno, ako nakon nekog vre-
mena pristizanja zahtjeva ne slijedi niti jedno vrijeme isplate, onda vrijeme dolaska
zahtjeva, tj. srediˇste klastera cˇini taj klaster.
te zdruzˇene vremenske periode
Ci,i`j “ Ci Y . . .Y Ci`j “ p i´ 1, i` j s, j “ 0, 1, . . . .
Sa Ni,i`j i Si,i`j oznacˇimo broj i iznos ukupnih zahtjeva koji su pristigli u godini
Ci i za koje se isplata izvrsˇila u periodu Ci,i`j, j “ 0, 1, . . . . Za proces s klasterima
definiran sa (3.1) broj pristiglih zahtjeva ima sljedec´i oblik:





























1t y PCi, y`px1`...xl q PCi,i`j uNp dy, dpxrq, dpzrq, dk q, j “ 0, 1, . . . ,
gdje je u predzadnjoj jednakosti koriˇsteno (1.11).





























zl 1t y PCi, y`px1`...xl q PCi,i`j uNp dy, dpxrq, dpzrq, dk q, j “ 0, 1, . . .
Chain ladder niz je parova pNi,i`j, Si,i`jq i “ 1, 2, . . . ,m, 1 ď i ` j ď m sljedec´eg
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oblika:
pN11, S11q pN12, S12q pN13, S13q . . . pN1m, S1mq
pN22, S22q pN23, S23q . . . pN2m, S2mq




Ako Cm predstavlja sadasˇnju godinu, chain ladder niz sadrzˇi potpune (viˇse)godiˇsnje
informacije o svim isplatama zahtjeva u prethodnim i sadasˇnjoj godini. Informacija
se sastoji od broja isplata Ni,i`j i odgovarajuc´eg iznosa Si,i`j za zahtjev koji je
pristigao u godini Ci za neko i ď m i koji je isplac´en u periodu Ci,i`j, i` j ď m.
Predvidanje elemenata Nij i Sij jedan je od najvazˇnijih prakticˇnih problema u aktu-
arstvu.
3.2 Poissonov proces s klasterima u aktuarstvu
Pretpostavke modela




δ pYi, Aiq i Ai “ p pXikqkě1, pZikqkě1, Ki q, i “ 1, 2, . . . .
Osim uvjeta (1) i (2) na stranici 26 pretpostavimo i sljedec´e:
(3) Vremena dolazaka zahtjeva 0 ă Y1 ă Y2 ă . . . tocˇke su homogenog Poissonova
procesa na p0, 8q s intenzitetom λ ą 0.
(4) Niz A :“ pAiqiě1 sastoji se od nezavisnih i jednako distribuiranih elemenata s
funkcijom distribucije FA na EA. To znacˇi da su razlicˇiti zahtjevi medusobno
nezavisni i imaju istu distribuciju.
(5) Nizovi A “ pAiqiě1 i Y :“ pYiqiě1 medusobno su nezavisni.
(6) Niz Z :“ pZikqkě1 sastoji se od pozitivnih iznosa sˇteta koji imaju funkciju
distribucije F .
(7) Za svako i ě 1, cjelobrojna slucˇajna varijabla Ki i nizovi Z “ pZikqkě1 i
X :“ pXikqkě1 medusobno su nezavisni.
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Oznacˇimo josˇ sa FX i FK zajednicˇku funkciju distribucije niza X, odnosno niza K.
Iako je Ki cjelobrojna slucˇajna varijabla, proucˇavat c´emo i slucˇaj kad je Ki “ 8
(g.s.), primjerice kad tocˇke
řj
k“1Xik, j “ 1, 2, . . . tvore Poissonov proces.
Tocˇke pYi, Aiq, i “ 1, 2, . . . predstavljaju tocˇke Poissonove slucˇajne mjere N na pros-
toru E. Kako je distribucija PRM-a N odredena njegovom mjerom ocˇekivanja na E,
a N oznacˇeni PRM, njegova mjera ocˇekivanja ima produktni oblik
λ | ¨ | ˆ µA,
gdje je µA mjera na EA koja je u 1 ´ 1 korespondenciji sa FA. Ona takoder ima
produktni oblik
µA “ µX ˆ µZ ˆ µK ,
gdje su µX , µZ i µK mjere koje su u 1 ´ 1 korespondenciji s funkcijama distribucije
FX , FZ , odnosno FK . Uocˇimo josˇ da je FZ “ F8 “ F ˆF ˆ ¨ ¨ ¨ beskonacˇni produkt
funkcija distribucije koje su u 1 ´ 1 korespondenciji s mjerom na p0,8q, buduc´i da
je Z niz nezavisnih jednako distribuiranih slucˇajnih varijabli s funkcijom distribucije
F .





Za ovakav tocˇkovni proces mozˇemo definirati Poissonove integrale i oni c´e imati ista
svojstva kao integrali na konacˇno-dimenzionalnom euklidskom prostoru E.
Napomena 3.2.1. Primijetimo da vrijedi












1t y`px1`...xl q PCi,i`j uNp dy, dpxrq, dpzrq, dk q, j ě 0 (3.2)













zi1t y`px1`...xl q PCi,i`j uNp dy, dpxrq, dpzrq, dk q, j ě 0.
(3.3)
Nizovi ppNi,i`j, Si,i`jqqjě0 za i “ 1, 2, . . . medusobno su nezavisni. To slijedi iz
cˇinjenice da su podrucˇja integracije CiˆEA u Poissonovim integralima u (3.2)
i (3.3) disjunktna za razlicˇite godine Ci i Leme 1.5.6 primijenjene za slucˇaj
opc´enitog prostora stanja E.
(b) Vrijedi da je pNi,i`jqjě0 d“ pN1,1`jqjě0 te pSi,i`jqjě0 d“ pS1,1`jqjě0 . To slijedi
iz medusobne nezavisnosti nizova pYnq i pAnq te homogenosti Poissonova procesa
centara s tocˇkama Yn. Stoga su nizovi Poissonovih integrala ppNi,i`j, Si,i`jqqjě0
za i “ 1, 2, . . . nezavisni i jednako distribuirani. Detalji su dani u Mikosch [4],
str. 389.
(c) Za danu godinu Ci integrandi Poissonovih integrala Ni,i`j, Si,i`j za j “ 0, 1, . . .
opc´enito nemaju disjunktne nosacˇe te su stoga pripadni integrali zavisni.
Analiza prvih i drugih momenata
Promatramo oznacˇene tocˇkovne procese iz prethodnoga potpoglavlja bez komponente
koja je predstavljala iznos sˇtete, tj. bez niza pZikqkě1. Koristit c´emo iste simbole u
tocˇkovnom procesu i njegovim oznakama. Dakle, N “ ř8i“1 δpYi,Aiq oznacˇeni je
PRM(λ | ¨ | ˆ µA) na prostoru E “ p0,8q ˆ EA, gdje je EA “ p0,8q8 ˆ N i
Ai “ ppXikqkě1, Kiq.






1 ty`px1`...xlqPp0,bsuNp dy, dpxrq, dk q, b ě 1. (3.4)
Za fiksni b ě 1 slucˇajna varijabla Hpbq modelira broj isplata sˇteta u periodu p0, bs
za koje su zahtjevi pristigli u prvoj godini C1 “ p0, 1s. Prvi i drugi moment procesa
H daju uvid u red velicˇine slucˇajnih varijabli Hpbq, b ě 1 te njihovu strukturu
zavisnosti. Teorem 1.5.4 i Lemu 1.5.7 primjenjujemo u slucˇaju metricˇkoga prostora
E oznacˇenoga procesa N za dokaz sljedec´e leme.
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Lema 3.2.2. Neka je U uniformna slucˇajna varijabla U „ Up0, 1q nezavisna od niza
pXnq “ pX1nq. Oznacˇimo josˇ Wl “ X1 `X2 ` . . . Xl, l ě 1 i FK “ 1´ FK.
(1) Poissonovi su integrali Hpbq, b ě 1 (g.s.) konacˇni.




FKpl ´ 1qPpU `Wl ď b q, b ě 1. (3.5)
(3) Ako josˇ vrijedi i ErK2s ă 8, tada za 1 ď b1 ď b2
CovpHpb1q, Hpb2q q “ λ
8ÿ
l“1







PpU `Wl1 ď b1, U `Wl2 ď b2 q.




p2l ´ 1qFKpl ´ 1qPpU `Wl ď b q ă 8 . (3.7)












1t yPp0,1s, y`wlPp0,bsuNp dy, dpxrq, dk q
konacˇna s vjerojatnosˇc´u 1.
Promatrajmo funkciju




pri cˇemu je py, x, kq P p0, 1sˆEA i wl “ x1` . . . xl za niz x “ pxrqrě1. Kako gb ě 0 po
definiciji te je izmjeriva funkcija, a nizovi Y i A po pretpostavci medusobno nezavisni
vrijedi ż
E
minp gbpy, x, kq, 1q dy FApdx, dkq ď
ż
E
F p dy, dx, dk q “ 1 ă 8.
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Po Teoremu 1.5.4 (2) vrijedi da je Poissonov integral Hpbq “ ş
E
qb dN ă 8 (g.s.).




gbpy, x, kqNp dy, dx, dk q ď
ż
E
k Np dy, dx, dk q .




k Np dy, dx, dk q
fifl “ λ ż
E











k PpK “ kq “ λEK.
U drugoj je jednakosti koriˇsten Fubinijev teorem i cˇinjenica da su zbog pretpostavlje-
nih uvjeta (5) i (7) na stranici 30 za svako i slucˇajna varijabla Ki i niz pYi, pXikqkě1q
nezavisni.
Iz pretpostavke da je EK ă 8 slijedi da slucˇajna varijabla Hpbq ima konacˇno
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P pU `Wl ď b q
ff
,
gdje je U uniformno distribuirana slucˇajna varijabla, U „ Up0, 1q. Uocˇimo da su K,























FKpl ´ 1qPpU `Wl ď b q, b ě 1 .
Dokaz za (3) mozˇete procˇitati u Mikosch [4], str. 391.
Primjer 3.2.3. (Broj isplata je konstantan)
Pretpostavimo li da je broj isplata sˇteta Ki i´toga zahtjeva u prvoj godini neki una-









p2l ´ 1qPpU `Wl ď b q, b ě 1 . (3.9)
Primjer 3.2.4. (Isplate sˇteta na pocˇetku Poissonova procesa zaustavljanja)
Neka u svakom vremenu dolaska Yi zahtjeva zapocˇinje homogeni Poissonov proces
s intenzitetom γ ą 0 i tocˇkama Yij ´ Yi. Poznato je da je pX1kq “ pXkqkě1 niz
nezavisnih i jednako distribuiranih Exppγq slucˇajnih varijabli te stoga Wl “ X1`. . . Xl
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ima Γpl, 1{γq distribuciju. Za neprekidne Markovljeve lance slucˇajne varijable Xk
zovemo vremenima cˇekanja, a slucˇajne varijable Wl vremenima skokova pripadnog
Markovljeva lanca. Poznat nam je i brojec´i proces koji odgovara nasˇem homogenom
Poissonov procesu (osim sˇto je pocˇetak tog procesa uvijek bio u nuli). Detalje mozˇete
pronac´i u Vondracˇek [8].
Prisjetimo se da je funkcija gustoc´e gama razdiobe s parametrima l i 1{γ dana sa
fWlpsq “ e´ γ sγ l
s l´1































FKpl ´ 1q e´ γ s ps γq
l´1












Oznacˇimo sa rN “ p rNqsě0 homogeni Poissonov proces na p0,8q s intenzitetom
γ ą 0 i pretpostavimo da je rN nezavisan od K. Vrijedi
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PpK ě rNpsq ` 1 q ds dt.
Pretpostavimo da je K „ Gppq, tj. geometrijska slucˇajna varijabla s parametrom
p P p0, 1q . Tada je PpK “ kq “ pp1´ pq k´1, za k “ 1, 2, . . . . Primjenom Fubinijeva
teorema i jednostavnim racˇunom dobivamo
ErHpbqs “ λ γ
»– b´1ż
0
e´γ p s ds`
bż
b´1










Poissonov proces s Poissonovim klasterima
Pretpostavimo sad da je Ki “ 8 (g.s.) te da tocˇke Yij ´ Yi “ řjk“1 Xik cˇine
Poissonov proces na p0,8q s mjerom intenziteta µ. Stoga, opisani PRM N ima tocˇke
pYi, Ai q , gdje je
Ai “ ppXikqkě1, pZikqkě1q i “ 1, 2, . . . .
Prostor je stanja E “ p0,8qˆEA , gdje je EA “ p0,8q8 ˆ p0,8q8. Zanimaju nas
slucˇajni procesi
























Zil 1 tYiPp0,1s, YilPp0,bs u, b ě 1.
Mpbq predstavlja broj isplata osiguraniku u periodu p0, bs, a Spbq pripadni iznos
isplata sˇteta cˇiji su zahtjevi pristigli u periodu p0, 1s. Reprezentacija tih velicˇina











hb dN, gdje je hbpy, x, zq “
8ÿ
l“1
zl 1 ty`wlPp0,bsu .
Uvedimo oznaku µpyq :“ µr0, ys, za y ě 0.
Lema 3.2.5. (Ocˇekivanje, varijanca i kovarijacijska struktura H(b) i S(b))








pri cˇemu pretpostavljamo da je EZ11 ă 8 (za ErSpbqs).
(2) Za 1 ď b1 ď b2,
CovpHpb1q, Hpb2qq “ λ
bż
b´1
µpyq r 1` µpb2 ´ b1 ` yq s dy,
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CovpSpb1q, Spb2qq “ λ
bż
b´1
µpyq rEpZ211q ` pEZ11q2 µpb2 ´ b1 ` yq s dy,
pri cˇemu pretpostavljamo da je VarpZ11q ă 8 (za CovpSpb1q, Spb2qq).







δWlpp0, ysq, y ą 0
Poissonov proces na p0,8q s mjerom intenziteta µ. Iz Leme 1.5.7 (1) i reprezentacije




























Pritom smo u zadnjoj jednakosti koristili jednostavne zamjene varijabli s “ b´ y te
t “ s. Slicˇno, za niz nezavisnih i jednako distribuiranih slucˇajnih varijabli pZlq “



































Dakle, vrijedi (1). Pretpostavimo da je 1 ď b1 ď b2 . Kako su prirasti Poisso-
nova procesa nezavisni, lako se dokazˇe da je CovpΠpsq, Πptqq “ CovpΠpsq, Πpsqq “
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1 ty`Wl1 ď b1u
8ÿ
l“12










µpb1 ´ yq r 1` µpb2 ´ yq s dy “
b1ż
b1´1
µpyq r 1` µpb1 ´ b2 ` yq s dy.
U predzadnjem redu primijenili smo jednostavnu cˇinjenicu da je CovpX, Y q “ EpXY q´
EX EY . U posljednjoj smo jednakosti koristili supstitucije s “ b1 ´ y te y “ s .







Zl 1tWlď yu, y ě 0.
On takoder ima nezavisne priraste, pa za njegovu kovarijacijsku funkciju vrijedi
CovpCpsq, Cptqq “ VarpCpsqq, za svako s ď t. Stoga vrijedi












Zl1 1 ty`Wl1 ď b1u
8ÿ
l“12














µpyq “EpZ211q ` pEZ11q2µpb2 ´ b1 ` yq ‰ dy.
Predvidanje broja zahtjeva i ukupnog iznosa sˇteta
Zˇelimo izracˇunati sljedec´a uvjetna ocˇekivanja
ErHpb, b` xs |Hpbqs i ErSpb, b` xs |Hpbqs za b ě 1,
pri cˇemu su Hpb, b`xs i Spb, b`xs prirasti procesa pHpsqqsě1 i pSpsqqsě1, respektivno
na intervalu pb, b ` xs za proizvoljno x ą 0. Drugim rijecˇima, zˇelim predvidjeti (u
srednje kvadratnom smislu) broj isplata u periodu pb, b`xs i pripadajuc´i ukupni iznos
























1 tWklďyu , rNpyq “ 8ÿ
k“1
1 tYkďyu , y ě 0.
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Niz pΠkq sastoji se od nezavisnih i jednako distribuiranih Poissonovih procesa na
p0,8q sa zajednicˇkom mjerom intenziteta µ te je nezavisan od homogenoga Poisso-
nova procesa rN koji ima intenzitet λ.
Iz (3.10) vidimo da je σ-algebra generirana sa Hpbq sadrzˇana u σ´algebri generiranoj
nizovima pΠipb´ Yiqq i pYiq. Stoga vrijedi









































1 tYkďyu µpb´ Yk, b` x´ Ykq |Hpbq
‰
U racˇunu smo redom koristili uvjetni Beppo-Levijev teorem, nezavisnost nizova pΠipb´
Yiqq i pYiq i jedno od svojstava uvjetnoga matematicˇkog ocˇekivanja, pa ponovno
uvjetni Bepp-Levijev teorem i na kraju nezavisnost prirasta procesa Πk i jedno od
svojstava uvjetnog matematicˇkog ocˇekivanja.
Slicˇno, uvjetno na Hpbq dobijemo















“ EZ11 ErHpb, b` xs |Hpbqs.
Ako je Π homogeni Poissonov proces, mozˇemo eksplicitno izracˇunati ErHpb, b `
xs |Hpbqs. To je sadrzˇaj sljedec´e propozicije.
Propozicija 3.2.6. Pretpostavimo da je Π homogeni Poissonov proces na p0, 8q s
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intenzitetom γ ą 0. Za proizvoljno m “ 0, 1, . . . i b ą 0 vrijedi


















2 m-te derivacije Laplace-Stieltjesove transformacije slucˇajne
varijable
řL`1
i“1 pb ´ Uiq, odnosno
řL
i“1pb ´ Uiq, a L Poissonova slucˇajna varijabla,
tj. vrijedi L „ P pλq koja je nezavisna od niza nezavisnih i jednako distribuiranih
slucˇajnih varijabli pUiq sa zajednicˇkom uniformnom distribucijom Up0, 1q.
Dokaz propozicije mozˇete procˇitati u Mikosch [4], str. 399, mi ga ovdje nec´emo
navoditi. Zbog uvjeta pretpostavljenih za ovaj model, procjenitelj za Hpj, j ` 1s
uz dano Hp1q, Hp2q, . . . Hpjq ne mozˇe biti linearna funkcija. Drugim rijecˇima ne
postoje nenegativni realni brojevi fj tako da vrijedi
EpHpj, j ` 1s|Hp1q, Hp2q, . . . Hpjq q “ pfj ´ 1qHpjq, j “ 1, 2, . . . . (3.11)
Uvjet (3.11) jedan je od uvjeta Mackova modela. Taj model sadrzˇi i pretpostavku
da su Nj i Sj iz chain ladder modela (g.s.) pozitivni. Zato distribucija od Nj ne
mozˇe biti primjerice Poissonova ili binomna, a distribucija od Sj ne mozˇe biti slozˇena
Poissonova. Upravo zato nismo proucˇavali Mackov model u ovom diplomskom radu.
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Cilj je ovog diplomskog rada bio proucˇiti Poissonov proces s klasterima i njegova
osnovna svojstva. Nakon prvoga poglavlja, cˇitatelju su poznate definicija tocˇkovnih
procesa, mjera njihovih momenata te primjene tzv. Laplaceove transformacije i La-
placeova funkcionala tocˇkovnoga procesa. Navedeno je i nekoliko primjera tocˇkovnih
procesa te najvazˇniji tocˇkovni proces, opc´eniti Poissonov tocˇkovni proces ili Poisso-
nova slucˇajna mjera (PRM). Pokazano je i kako se dodavanjem nezavisne koordinate
tocˇkama poznatoga PRM-a mozˇe konstruirati novi PRM. Dalje je navedena definicija
i jedna karakterizacija opc´enitih tocˇkovnih procesa s klasterima. Pretpostavljamo da
nam je poznat proces centara klastera. Tocˇke tog procesa generiraju klastere koji
su takoder tocˇkovni procesi. Zbrajanje elemenata po klasterima cˇini opazˇeni proces.
Ako su srediˇsta klastera tocˇke Poissonova procesa, rijecˇ je o Poissonovom procesu s
klasterima. U zadnjem poglavlju bavimo se primjenom Poissonova procesa s klaste-
rima u matematici nezˇivotnoga osiguranja. Tocˇku Poissonova procesa interpretiramo
kao vrijeme dolaska zahtjeva za isplatu sˇtete, a klaster koji ona uzrokuje opisuje vre-
mena i iznose isplate tog zahtjeva. Proucˇavamo i chain ladder model. Na kraju se
bavimo Poissonovim procesima s Poissonovim klasterima. Analiziramo njihove prve
i druge momente kako bismo predvidjeli broj i ukupan iznos isplata sˇteta. Chain
ladder model i Poissnov proces s klasterima cˇesto se koriste za procjenu pricˇuva, sˇto
je jedan od najvazˇnijih prakticˇnih problema u aktuarstvu.
Summary
The aim of this thesis was to study the Poisson cluster process as well as its basic
properties. After the first chapter the reader is familiar with the definition of point
processes, their moment measures, and the application of the so called Laplace tran-
sform and the Laplace functional of the point processes. There are several examples of
point processes including the most important one, the general Poisson point process
or Poisson random measure (PRM). It is also shown how one can adhere an indepen-
dent coordinate to the points of given PRM to construct a new PRM. In addition,
there is a definition and a characterization of general point process with independent
clusters. We suppose a point process of cluster centers is known. The points of the
center process generate the clusters, which are also point processes. The superposi-
tion of the elements within clusters constitutes the observed process. If the cluster
centers are the points of a Poisson process, we speak of a Poisson cluster process. In
the final chapter we consider the applications of the Poisson cluster process in non-life
insurance mathematics. A Poisson process point is interpreted as the arrival time of
a claim, and the cluster that point triggers describes the times and amounts of the
payment for this particular claim. We also study the chain ladder model. Lastly, we
concentrate on the Poisson processes with Poisson clusters. We analyze the first and
second moments of those processes in order to predict the claim number and total
claim amounts. Chain ladder model and Poisson cluster process are often used to
estimate reserves, which is one of the most important insurance practice problems.
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