The main target of the energy revolution in the new period is coal, but the proportion of coal in primary energy consumption will gradually decrease. As coal is a major producer and consumer of energy, analyzing the trend of coal demand in the future is of great significance for formulating the policy of coal development planning and driving the revolution of energy sources in China. In order to predict coal demand scientifically and accurately, firstly, the index system of influencing factors of coal demand was constructed, and the grey relational analysis method was used to select key indicators as input variables of the model. Then, the kernel function of SVM (support vector machine) was optimized by taking advantage of the fast convergence speed of GSA (gravitational search algorithm), and the memory function and boundary mutation strategy of PSO (particle swarm optimization) were introduced to improve the gravitational search algorithm, and the improved GSA (IGSA)-SVM prediction model was obtained. After that, the effectiveness of IGSA-SVM in predicting coal demand was further proven through empirical and comparative analysis. Finally, IGSA-SVM was used to forecast China's coal demand in 2018-2025. According to the forecasting results, relevant suggestions about coal supply, consumption, and transformation are put forward, providing scientific basis for formulating an energy development strategy.
Introduction
The coal industry is an important basic industry related to national economic and energy security. At the stage of high-quality development, the environment of coal industry development is more complex, and the problems of unbalanced, uncoordinated, and unsustainable development are still outstanding. With the acceleration of the energy revolution, the proportion of coal in primary energy consumption will gradually decrease, but the main energy status will not change for a long time in China [1] . Coal has made irreplaceable contributions to the growth of the national economy. The shortage and surplus of coal supply will seriously interfere with the normal operation of the national economy.
As coal is a major producer and consumer of energy, due to the lack of scientific planning, the imbalance between supply and demand has been affecting the healthy development of the coal industry and national economy for a long time in China. At the same time, given the dominance of coal in China's energy structure, it is the leading source of carbon dioxide emissions. Thus, the change in coal demand is closely related to China's low-carbon and clean energy transition. Therefore, the timely adjustment of energy strategic planning with the help of scientific and accurate prediction of coal demand will not only help the coal industry to achieve the balance between supply and demand but also play an important role in promoting the establishment of modern energy systems and realizing the energy revolution.
In order to study the operation rules and characteristics of coal and guide the healthy and sustainable development of the coal industry, it is necessary to focus on the influencing factors of coal demand and coal demand forecasting. Coal demand forecasting is a very complex system. Rational estimation of each component of coal demand will be affected and restricted by many factors. The accuracy of coal demand forecasting depends on the detailed consumption data of major coal-consuming industries and the scientificness of forecasting methods and models. This paper chose the improved gravity search algorithm to optimize the parameters of the support vector machine algorithm and then used the optimized algorithm to predict the values of key factors. This improved intelligent algorithm model can greatly improve the prediction accuracy. The innovations of this article are as follows:
(1) In the analysis of the influencing factors of coal demand, combined with the actual situation of coal production and consumption, economic, social, and environmental constraints, this paper systematically selected 15 impact indicators from the four dimensions of economy, energy, industry, and environment. The grey correlation method was used to select the key indicators as the input variables of the forecasting model. (2) Forecasting of coal demand based on the improved gravitational search algorithm-support vector machine (IGSA-SVM). Compared to the traditional optimization algorithm, GSA has the characteristics of fast convergence and strong pioneering performance when optimizing SVM. By introducing the memory function and boundary mutation strategy of particle swarm optimization, it avoids falling into the local optimum when GSA optimizes the parameters of SVM.
The remainder of this study is organized as follows. Section 2 mainly presents some literature related to coal demand forecasting and methods for energy demand forecasting. Section 3 screens the main influencing factors based on grey relational analysis and presents the IGSA-SVM adopted in this paper. The effectiveness of IGSA-SVM in predicting coal demand is further proven by comparing the errors of back propagation (BP), SVM, GSA-SVM, and IGSA-SVM in predicting coal demand, and IGSA-SVM is used to forecast China's coal demand in 2018-2025 in Section 4. Finally, we summarize the conclusions of this paper and put forward several recommendations in Section 5.
Relevant Literature Review
This section summarizes the relevant research from two aspects: coal demand forecasting and energy methods for energy demand forecasting.
Relevant Research on Coal Demand Forecasting
Coal demand forecasting is a complex system engineering involving economy, energy, and the environment. Scholars' research mainly focuses on two aspects: influencing factors of demand and coal demand forecasting.
In terms of influencing factors of coal demand, Michieka and Fletcher [2] used the vector autoregressive model and modified Granger causality test to study the relationship between urban population, gross domestic product (GDP), electricity output, and coal consumption. Chong et al. [3] used the logarithmic average Dirichlet decomposition method and found that rapid economic development is the biggest driving factor for the growth of coal consumption, and the improvement of coal utilization efficiency is the main factor to restrain the growth of coal consumption. Kulshreshtha [4] believes that economic development has a great impact on coal consumption. When Lin Boqiang [5] studied the deviation between China's coal demand growth and economic growth, he believed that technological progress, coal quality change, energy structure adjustment, industrial structure change, environmental governance, and carbon dioxide emissions were the important reasons for the change of coal demand.
In terms of coal demand forecasting, including direct forecasting and indirect forecasting, direct prediction is to get the change of coal consumption through the development and change of various departments which mainly consume coal resources. Reference [6] presented the formulation of forecasting models to get the total coal consumption by forecasting the coal consumption of different sectors in India, including domestic, transportation, and electricity. Reference [7] chose exponential smoothing (ETS) and the Holt-Winters model and used R language software to predict coal consumption in seven major coal-consuming industries. The indirect forecasting method is to construct the model by estimating the internal relationship between coal demand and its driving factors, so as to provide reference for coal demand forecasting. Reference [8] constructed an inverted U-shaped environmental Kuznets curve (EKC), which described the relationship between coal consumption per capita and GDP per capita in China, to predict China's coal consumption. Reference [9] predicted coal demand of electric power through the Granger causality test and predicted the trend of Chinese coal demand.
Due to the increasingly stringent constraints of climate, resources, and the environment, the complex and changeable market environment, people's awareness of energy conservation and emission reduction, and other factors, the influencing factors of coal demand should also be considered in a more comprehensive way to adapt to the new environmental requirements. Meanwhile, the forecasting method should keep pace with the times and be combined with the intelligent algorithm to realize coal demand forecasting more scientifically and efficiently.
Relevant Methods for Energy Demand Forecasting
Research on energy demand forecasting can be roughly divided into two categories: One is to use a single model for forecasting. The other is the combination forecasting method.
Among the single forecasting methods, there is the elastic coefficient method [10, 11] , regression method [12, 13] , system dynamics method [14, 15] , grey forecasting method [16, 17] , neural network method [18, 19] , support vector machine [20, 21] , etc. Damrongkulkamjorn et al. [22] introduced a new method combining ARIMA (autoregressive integrated moving average) with classical decomposition techniques. Reference [23] proposed a novel approach that incorporates ensemble empirical mode decomposition, which is widely used in time series analysis, sparse Bayesian learning for forecasting crude oil prices. Reference [24] used the system dynamics method to simulate and analyze China's energy consumption and carbon dioxide emissions under the target constraints of 2020. Reference [25] proposed a forecasting model combining the imperialist competitive algorithm with the back-propagation (BP) neural network. Cao and Wu [26] used the support vector regression machine to forecast the power demand series of China and the United States. The drosophila algorithm was used to optimize the parameters of the Support Vector Regression (SVR) model, and then the forecast results were revised according to seasonal index. Reference [27] introduced an accurate deep neural algorithm for short-term load forecasting, which displayed very high forecasting accuracy by comparing with other five artificial intelligence algorithms that are commonly used in load forecasting.
In combination forecasting methods, the prediction accuracy of the combination forecasting model is usually higher than that of single model. At present, there are three kinds of commonly used combination forecasting models. One is the combination model of classical forecasting methods. Reference [28] forecasted energy demand of transport in 2010, 2015, and 2020 based on the partial least square regression (PLSR) method. Reference [29] presented regression models of 34 customer energy sales and total energy sales based on the least squares technique, which considers economic and air temperature influencing factors. Secondly, based on the grey model, it combines with other statistical models. Reference [30] optimized the traditional Grey Model (GM (1,1) ) model via the genetic algorithm, established the genetic algorithm-based remnant GM (1,1) (GARGM (1,1) ) model, and used this model to forecast China's future energy demand. Reference [13] predicted China's total Thirdly, the combination model was formed by various intelligent algorithms. Compared with traditional prediction methods, the intelligent algorithm has obvious advantages in speed and accuracy. Reference [31] made the adaptive bat algorithm based on exponential annealing (ABA-ESA) to establish the energy demand forecasting model. A new hybrid algorithm was formed by combining the ant colony algorithm and artificial bee colony algorithm, and it is used for probabilistic optimal allocation and classification of distributed energy resources [32] . Rahman et al. [33] combined the large data analysis technology based on Hadoop and other software with some machine learning methods such as artificial neural network (ANN) and back-propagation neural networks (BPNN) to forecast American power production. Reference [34] introduced a forecasting model combining data preprocessing with the extreme learning machine optimized by the cuckoo algorithm. Dai [35] proposed a novel model EEMD-ISFLA-LSSVM (Ensemble Empirical Mode Decomposition and Least Squares Support Vector Machine Optimized by Improved Shuffled Frog Leaping Algorithm) for forecasting the energy consumption in China. Reference [36] proposed a novel TS-PSO (particle swarm optimization)-LSSVM forecasting model. When predicting the energy consumption of China from 2017 to 2030, it was proven to be effective.
In conclusion, it can be seen that different prediction methods have their own advantages and disadvantages. In this paper, the intelligent algorithm was selected to solve the problem of coal demand forecasting. Through a literature review, it was found that BP and SVM are most widely used in prediction, while SVM operation results are more stable and reliable when the number of test samples is relatively small [37] . However, it is easy for SVM to fall into the local optimum when forecasting. Therefore, scholars adopted the genetic algorithm [38, 39] , particle swarm optimization [40, 41] , ant colony algorithm [42] , gray Wolf algorithm [43] , artificial swarm algorithm [44] , and so on to optimize SVM. In this paper, the gravitational search algorithm (GSA) was used to optimize SVM. GSA is a new swarm intelligence optimization algorithm proposed by Professor Esmat Rashedi [45] in 2009. This algorithm searches the global optimal solution by simulating gravitation in physics. It makes use of the idea that the whole is larger than the part and has the characteristics of the whole search. These are the abilities and characteristics that some algorithms cannot achieve using a single individual to solve the optimal problem. Reference [46] introduced a mathematical model for predicting the enthalpy of steam turbine exhaust using the GSA to optimize the penalty factor of the LSSVM and two parameters of the radial range of the kernel. Reference [47] proposed a GSA-SVM network security situation prediction model, improving the accuracy and speed of network security situation prediction. In order to avoid premature convergence of GSA, Reference [48] introduced inertia decreasing weight and a local search operator for acceleration and velocity and predicted menstrual flow in dry season through SVM improved by IGSA. In a word, the improved combined prediction model can significantly improve the global search ability and avoid falling into the local optimal solution. In summary, it is not difficult to find that coal demand forecasting has been the focus of scholars' attention. However, the accuracy of the prediction results is restricted by many factors, such as the contradiction between the comprehensiveness of the variable selection process and the independence and the availability of data, and the scientific value of each variable in the prediction period, which all affect the prediction effect of the model to some extent. The intelligent algorithm has made great progress in energy demand forecasting, but the research on coal demand forecasting needs to be further studied.
Methods and Models
This section presents the methods and model adopted in this paper. The main influencing factors were screened according to grey relational analysis, and an IGSA-SVM forecasting model was constructed, combining the advantages of SVM and IGSA. 
Screening of the Main Influencing Factors Based on Grey Relational Analysis
In order to predict coal demand scientifically, a set of scientific and reasonable index systems should firstly be established. Therefore, drawing on the experience of experts and scholars, combining with the actual development of China's coal industry, the following indicators were selected from the economy, energy, industry, and environment dimensions as alternative indicators: GDP (gross domestic product), total population, CPI (consumer price index), value added of secondary industry, urbanization rate, energy consumption intensity, the proportion of coal consumption to energy consumption, coal reserves, inventory of coal and products, quantity of imported coal, average annual price of Shanxi premium blended coal in Qinhuangdao Port, new productivity increased in raw coal mining, national railway coal freight volume, completion of investment in industrial pollution control, and sulfur dioxide emissions, and the index system is constructed, as shown in Figure 1 . selected from the economy, energy, industry, and environment dimensions as alternative indicators: GDP (gross domestic product), total population, CPI (consumer price index), value added of secondary industry, urbanization rate, energy consumption intensity, the proportion of coal consumption to energy consumption, coal reserves, inventory of coal and products, quantity of imported coal, average annual price of Shanxi premium blended coal in Qinhuangdao Port, new productivity increased in raw coal mining, national railway coal freight volume, completion of investment in industrial pollution control, and sulfur dioxide emissions, and the index system is constructed, as shown in Figure 1 . In order to avoid the poor effect of the prediction model caused by too many input factors, the grey relational analysis [49] was used to screen the key factors affecting coal demand. The steps of calculating grey correlation degree are as follows:
Step 1 Determining the sequence of analysis The time series of coal consumption is expressed as:
The time series of factors affecting coal demand are expressed as follows:
Step 2 Standardized processing. Due to the different units of each influencing factor, the In order to avoid the poor effect of the prediction model caused by too many input factors, the grey relational analysis [49] was used to screen the key factors affecting coal demand. The steps of calculating grey correlation degree are as follows:
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Step 2 Standardized processing. Due to the different units of each influencing factor, the absolute value difference is also great, which affects the accuracy of prediction. Therefore, all influencing factors need to be standardized before calculating the correlation degree, with dimension reduction for each sequence.
Step 3 Calculating correlation coefficient The correlation coefficient between y j (k) and y 0 (k) is expressed as:
Step 4 Calculating correlation degree The correlation degree between X j and X 0 is expressed as:
Step 5 Ranking of correlation degree According to the grey relational degree, when judging the coal demand, the higher the value is, the greater the influence of factors will be.
Construction of IGSA-SVM Forecasting Model
This section introduced the principle of the SVM and GSA algorithm firstly and then improved the GSA algorithm by introducing the memory function of the particle swarm optimization and boundary mutation strategy, and then the IGSA-SVM forecasting model was obtained.
Support Vector Machine
SVM is a machine learning theory [50] . Firstly, the input space is transformed into a high-dimensional feature space by the nonlinear transformation of the kernel function, so that it can be linearly separable, and then the optimal classification hyperplane is obtained in this feature space.
Supposing that the sample set is T = (x i , y i ) i = 1, 2, . . . , N , the optimal classification hyperplane (ω·x) + b = 0 can be obtained by nonlinear mapping, then the optimal classification hyperplane can be translated into the following optimization problems:
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where ω is normal vector for hyperplane, b is a deviation; C is a penalty parameter, and ξ i is a relaxation variable. For solving this quadratic programming problem, the Lagrange function is introduced, and the dual principle is used to transform the original optimization problem into:
where α i is Lagrange multiplier, K x i , x j is a kernel function. We chose the Gauss radial Bbsis Kernel function, which is expressed as follows:
where g is a kernel parameter, controlling the range of action of the Gauss kernel, and is an important parameter affecting the classification performance of SVM. The decision function obtained using the Gauss radial basis function is as follows:
Gravitational Search Algorithm
GSA (gravitational search algorithm) is a new swarm intelligence optimization algorithm proposed, and the Schematic diagram of the GSA algorithm is shown as Figure 2 . 
where g is a kernel parameter, controlling the range of action of the Gauss kernel, and is an important parameter affecting the classification performance of SVM. The decision function obtained using the Gauss radial basis function is as follows: In Figure 2 , M1, M2, M3, and M4 represent four objects with different masses. The larger the area, the greater the mass. Object M1 is subject to gravity F12, F13, and F14 of object M2, M3, and M4, respectively, producing a reasonable F1 and corresponding acceleration a1. Under the action of the resultant F, Object M1 moves towards an F1 direction. It can be seen from the figure that F1 direction and F13 direction are close to each other. In the figure, object M3 has the maximum mass. Under the action of the surrounding gravity, object M1 will approach the object with the maximum mass nearby. This approach is actually the optimization process of the gravity search algorithm. Therefore, the optimization process of the GSA algorithm is actually the process of finding the individual with the largest mass, and the quality of the optimization result is judged by the size of the individual mass.
Assuming a population of N particles i X , in D-dimensional search space, defining the position and velocity of the first particle are ( ) 1 2 , , , ,
, , , , In Figure 2 , M 1 , M 2 , M 3 , and M 4 represent four objects with different masses. The larger the area, the greater the mass. Object M 1 is subject to gravity F 12 , F 13 , and F 14 of object M 2 , M 3 , and M 4 , respectively, producing a reasonable F 1 and corresponding acceleration a 1 . Under the action of the resultant F, Object M 1 moves towards an F 1 direction. It can be seen from the figure that F 1 direction and F 13 direction are close to each other. In the figure, object M 3 has the maximum mass. Under the action of the surrounding gravity, object M 1 will approach the object with the maximum mass nearby. This approach is actually the optimization process of the gravity search algorithm. Therefore, the optimization process of the GSA algorithm is actually the process of finding the individual with the largest mass, and the quality of the optimization result is judged by the size of the individual mass.
Assuming a population of N particles X i , in D-dimensional search space, defining the position and velocity of the first particle are particle i on the k-dimension, respectively. Then the mass and gravity of each particle are determined through evaluating the objective function values of each particle, calculating the acceleration and updating the speed and position on this basis.
Firstly, population initialization is carried out, including the initialization of position, velocity, acceleration, and mass of particles. Then, the mass of each particle is calculated. When carrying out the t-th iteration, the inertia mass M i (t) of particle i can be updated according to its fitness value. The updated formula is as follows:
where f it i (t) denotes the fitness of particle i at iteration t-th, i = 1, 2, · · · , N. For solving the minimum optimization problem, the optimal fitness best(t) and the worst(t) fitness word are expressed as follows:
Conversely, it can be applied to the maximum optimization problem. Then, calculating the gravity of each particle, when carrying out the t-th iteration, the mutual attraction of particle i and particle j in K-dimension is defined as:
where M j and M i represent the inertia mass of particle i and j, respectively. ε is constant. G(t) denotes the gravitation coefficient for t-th iterations. R ij (t) denotes the distance between particle i and particle j (generally taking the Euclidean distance), shown as follows:
where G 0 represents the universal gravitational constant of the universe at its earliest moments. α denotes the attenuation factor of the gravitational coefficient and is generally taken as a constant, and T represents the maximum number of iterations. In GSA, the total force acting on the t-th iteration particle i in the K-dimension can be expressed as:
where rand i denotes a random number of [0, 1]. The initial value of Kbest is N, which gradually decreases to 1 over time. It is defined as:
Among them, f inal_per represents the percentage of particles that exert forces on other particles. Finally, the particles' position movement is calculated. According to Newton's second law, when the t-th iteration is performed, the acceleration of particle i on the K-dimension can be defined as:
In each iteration of the GSA, the particle updates the velocity v and position x of particle i according to the following formula:
Improved Gravitational Search Algorithm
When predicting via SVM, the different choices of penalty parameter C and kernel parameter g in the Gauss kernel function have a great impact on the prediction accuracy. In order to avoid falling into the local optimum when the gravitational search algorithm optimizes the parameters of the support vector machine, the improved gravitational search algorithm (IGSA) in this paper was constructed by introducing the memory function and boundary mutation strategy of PSO (particle swarm optimization), shown as follows:
1. Introducing the memory function of PSO. When updating particles, GSA only considers the influence of the current position of particles but does not take the memory of particles into account. Therefore, the global memory function of particle swarm optimization was introduced in this paper. GSA is embedded in the memory function, that is to say, the idea of the best position that the whole population has searched so far was added to the velocity update equation, so as to improve the local development ability of GSA:
where c 1 is learning factor and C means the best location the whole group has found so far. 2. Introducing the boundary mutation strategy of PSO. In the process of GSA iteration, under the action of the law of gravitation and Newton's second law, if the particle's position exceeds the set range [x min , x max ], the standard GSA will force the particle to return to the boundary. If the particle gathers too much on the boundary of the feasible region, it is not conducive to the convergence of GSA. In order to improve the convergence of GSA, the boundary mutation strategy is introduced as follows:
After the boundary mutation, the particles do not gather on the boundary, which increases the diversity of the population and helps the algorithm to find the optimal solution faster.
IGSA-SVM Forecasting Model
The improved IGSA was used to optimize the parameters of SVM to ensure good prediction results. The specific steps are as follows.
Step 1 Initialization of parameter. Setting N as population size, x k i , and v k i represents position and velocity of N particles, respectively. Then determining the number of iterations t, the learning factor c 1 , and the range of parameters C and g.
Step 2 Calculating the fitness of the particle and finding out the optimal solution Kbest and the position gbest of the optimal particle.
Step 3 Updating the inertial mass M i (t) of particles by Equations (10)- (13), the gravitational constant G(t) by Equation (15) , and calculating Euclidean distance R ij (t) among particles by Equation (16) .
Step 4 Calculating the sum of forces F k i (t) in each direction of the particle by Equation (17), and the acceleration of the particle according to Equation (19) .
Step 5 Updating the position and velocity of particles by Equations (20)- (22).
Step 6 Judging whether the boundary conditions are satisfied by Equation (23) .
Step 7 Return to step 2 and iterate until the maximum number of iterations or accuracy requirements are met, and output (C, g).
Step 8 The IGSA is used to optimize the parameter values of SVM, and the forecasting model is obtained.
Forecasting Process
According to the previous analysis, coal demand forecasting is affected by many factors. In order to predict coal demand scientifically and accurately, firstly, sample data of 15 influencing factors were collected. Then, according to the grey relational analysis method, the main influencing factors of coal demand were selected and used as the input value of the IGSA-SVM model. On that basis, according to the steps 1-8 above, forecasting the coal demand was based on IGSA-SVM. Repeat the above steps until the number of iterations is reached. Finally, the IGSA-SVM forecasting model was obtained to forecast the coal demand. The prediction process is shown in Figure 3 . Step 4 Calculating the sum of forces ( ) k i F t in each direction of the particle by Equation (17), and the acceleration of the particle according to Equation (19) .
According to the previous analysis, coal demand forecasting is affected by many factors. In order to predict coal demand scientifically and accurately, firstly, sample data of 15 influencing factors were collected. Then, according to the grey relational analysis method, the main influencing factors of coal demand were selected and used as the input value of the IGSA-SVM model. On that basis, according to the steps 1-8 above, forecasting the coal demand was based on IGSA-SVM. Repeat the above steps until the number of iterations is reached. Finally, the IGSA-SVM forecasting model was obtained to forecast the coal demand. The prediction process is shown in Figure 3 . 
Empirical and Comparative Analysis
In this section, influencing factor screening for model input was determined first. Then the effectiveness of IGSA-SVM in predicting coal demand was further proven by comparing the errors of BP, SVM, and GSA-SVM. Through empirical and comparative analysis, the IGSA-SVM was used to forecast China's coal demand in 2018-2024. 
Influencing Factor Screening for Model Input

Empirical and Comparative Analysis
In this section, influencing factor screening for model input was determined first. Then the effectiveness of IGSA-SVM in predicting coal demand was further proven by comparing the errors of 
Influencing Factor Screening for Model Input
According to the influence factors selected in Figure 1 , this paper selected the relevant data, that is, GDP, total population, CPI, value added of secondary industry, urbanization rate, energy consumption intensity, the proportion of coal consumption to energy consumption, coal reserves, inventory of coal and products, quantity of imported coal, average annual price of Shanxi premium blended coal in Qinhuangdao Port, new productivity increased in raw coal mining, national railway coal freight volume, completion of investment in industrial pollution control, and sulfur dioxide emissions, from 1990 to 2017 as the research object. Among them, in addition to the average annual price of Shanxi premium blended coal in Qinhuangdao Port and new productivity increased in raw coal mining indicators' data from the China coal industry association, the other indicators' data came from the relevant data issued by the National Bureau of Statistics and the Statistical Yearbook.
In order to determine the input index of the prediction model, the grey correlation analysis was used to analyze the correlation degree between influencing factors and coal demand, as shown in Table 1 . The six factors whose grey relational degree was greater than 0.95 were selected as the coal consumption forecasting model input. They are CPI, value added of secondary industry, urbanization rate, the proportion of coal consumption to energy consumption, national railway coal freight volume, and completion of investment in industrial pollution control. The model output is the power grid investment, as shown in Table 2 . 
Forecasting and Comparative Analysis
Taking 1990-2009 as the training set and 2010-2017 data as the test set to forecast, the model parameters settings are as follows: population size N = 20, maximum number of iterations MAX_IT = 100, the optimal range of penalty parameter C is [1, 500] , the optimum range of kernel parameter g is [0.001,200], G0 = 100, α = 20, and c1 = 2. The forecasting results and the residuals are shown in Figure  4 . According to Figure 3 , it can be seen that IGSA-SVM has a good fitting effect on predicting coal consumption. Furthermore, the errors of IGSA-SVM, GSA-SVM, SVM, and BP in predicting coal demand in 2010-2017 were compared and analyzed, including RMSE (root mean square deviation), MAE (mean absolute error), and MAPE (mean absolute percent error). The comparison results are shown in Tables 3 below. According to Figure 3 , it can be seen that IGSA-SVM has a good fitting effect on predicting coal consumption. Furthermore, the errors of IGSA-SVM, GSA-SVM, SVM, and BP in predicting coal demand in 2010-2017 were compared and analyzed, including RMSE (root mean square deviation), MAE (mean absolute error), and MAPE (mean absolute percent error). The comparison results are shown in Table 3 below. From the comparative analysis of the errors in Table 3 , it can be seen that the IGSA-SVM prediction has the smallest errors among the four models. The values of RMSE, MAE, and MAPE are 8721.86, 7694.94, and 2.82%, respectively. Then, there are the GSA-SVM and SVM prediction models. The BP model has the worst prediction effect, and the MAPE reached 6.87%. The main reason is that BP prediction needs more historical data for training.
From the comparison of the predictions in Figure 5 , it can be seen that the IGSA-SVM forecasting model fits well with the real data when predicting coal consumption. Combining Table 3 and Figure 5 , it can be concluded that the order of prediction accuracy of the four prediction models is IGSA-SVM > GSA-SVM > SVM > BP. Therefore, we chose IGSA-SVM to forecast China's coal consumption. 
Forecasting Based on the IGSA-SVM
According to the data of six key factors from 1990 to 2017, the data of six factors from 2018 to 2025 were predicted by SVM, as shown in Figure 6 , as input variables of the IGSA-SVM forecasting model, and the forecasted results are shown in Figure 7 . 
According to the data of six key factors from 1990 to 2017, the data of six factors from 2018 to 2025 were predicted by SVM, as shown in Figure 6 , as input variables of the IGSA-SVM forecasting model, and the forecasted results are shown in Figure 7 .
As we can see from Figure 6 , combined with the change trend of six key factors affecting coal demand selected in this paper, the following findings are made. CPI is on a slight upward trend. Value added of secondary industry is on a slight downward trend. Urbanization rate is on a slight upward trend. The proportion of coal consumption to energy consumption is on a steady downward trend. Finally, the national railway coal freight volume fluctuates between increase and decrease. Completion of investment in industrial pollution control shows a downward trend.
Affected by these factors, as we can see from Figure 7 , coal consumption grew slowly in 2018 to 2025, peaked in 2019, and began to decline gradually. According to the predicted results, combined with the impact of the factors, value added of secondary industry, the proportion of coal consumption to energy consumption, and completion of investment in industrial pollution control are the key factors leading to the turning point of demand. This means that the decline in coal demand is related to policy constraints, such as the increase of the proportion of tertiary industry output and the reduction of the proportion of coal consumption, as well as the gradual saturation of industrial pollution control projects. If we want to further reduce the demand for coal in China, energy efficiency must be comprehensive, and the coal-based energy consumption structure needs further optimization. In terms of future energy development, we must be committed to adjusting the structure of the energy industry, developing new energy sources, improving the level of re-electrification, and realizing clean substitution and electric energy substitution.
The forecasting results are in line with the development trend of the energy revolution, especially the peak value forecasting results, and are helpful to energy strategic planning, overall planning of coal production and consumption, and ensuring the healthy and coordinated development of the coal industry. According to the prediction results of the model, the base line of coal safety supply in each year is calculated according to the coefficient of raw coal converted into standard coal. In addition, the coal production capacity can be controlled at this bottom line, providing an important reference value for the reduction of production capacity. 
(a) As we can see from Figure 6 , combined with the change trend of six key factors affecting coal demand selected in this paper, the following findings are made. CPI is on a slight upward trend. Value added of secondary industry is on a slight downward trend. Urbanization rate is on a slight upward trend. The proportion of coal consumption to energy consumption is on a steady downward trend. Finally, the national railway coal freight volume fluctuates between increase and decrease. Completion of investment in industrial pollution control shows a downward trend. Affected by these factors, as we can see from Figure 7 , coal consumption grew slowly in 2018 to 2025, peaked in 2019, and began to decline gradually. According to the predicted results, combined with the impact of the factors, value added of secondary industry, the proportion of coal consumption to energy consumption, and completion of investment in industrial pollution control are the key factors leading to the turning point of demand. This means that the decline in coal 
Conclusions
In order to predict China's coal demand more accurately, firstly, we selected 15 influence factors that affect coal consumption from the four dimensions of economy, energy, coal industry, and environmental constraints, and the grey correlation analysis method was used to select six key influence factors as input variables of the IGSA-SVM prediction model. Then, PSO was used to improve the GSA, which is used to optimize the kernel function of SVM, and the IGSA-SVM algorithm was obtained. Next, the data from 1990 to 2009 were selected as the training set, and the data from 2010 to 2017 were used as the test set. The errors of BP, SVM, GSA-SVM, and IGSA-SVM in prediction were compared, which further proved the effectiveness of IGSA-SVM in coal demand prediction.
Finally, the IGSA-SVM was used to forecast China's coal demand in 2018-2025. According to the forecasting results, it can be seen that China's coal consumption from 2018 to 2025 will have a trend from growth to decrease. According to the forecasting results, it will be better to have an active response for the government and industry, enacting the relevant policies, further optimizing the structure of the coal industry, transforming and upgrading it and eliminating backward production capacity, improving the efficiency of coal utilization, establishing an effective modern supervision system of coal, solving the excess capacity, and promoting a healthy development of the coal industry through speeding up clean technology innovation and development.
In the future, the application scope of IGSA-SVM can be further expanded, and the coal demand of different industries and provinces can be predicted. This is of great significance to the transformation and development of high energy-consuming industries and coal resource-based provinces and to adapt to the energy revolution. 
