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OPTICAL INVESTIGATIONS OF NANOSTRUCTURED OXIDES AND
SEMICONDUCTORS
Patrick R. Irvin, PhD
University of Pittsburgh, 2009
This work is motivated by the prospect of building a quantum computer: a device that would allow
physicists to explore quantum mechanics more deeply, and allow everyone else to keep their credit
card numbers safe on the internet. In this thesis we explore two classes of materials that are relevant
to a proposed quantum computer architecture: oxides and semiconductors.
Systems with a ferroelectric to paraelectric transition in the vicinity of room temperature are
useful for devices. We investigate strained-SrTiO3, which is ferroelectric at room-temperature, and
a composite material of (Ba,Sr)TiO3 and MgO.
We present optical techniques to measure electron spin dynamics with GHz dynamical band-
width, transform-limited spectral selectivity, and phase-sensitive detection. We demonstrate this
technique by measuring GHz-spin precession in n-GaAs. We also describe our efforts to optically
probe InAs/GaAs and GaAs/AlGaAs quantum dots.
Nanoscale devices with photonic properties have been the subject of intense research over the
past decade. Potential nanophotonic applications include communications, polarization-sensitive
detectors, and solar power generation. Here we show photosensitivity of a nanoscale detector
written at the interface between two oxides.
iv
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1.0 INTRODUCTION
The motivation for this thesis, in other words, the glue that holds it together, is quantum informa-
tion processing. Quantum information processing, and its more specific incarnations as quantum
communication and quantum computing, date to proposals by Feynman [1] and Deutsch [2] in the
early-1980s. Just as quantum mechanics provides a more complete description of the world than
Newtonian mechanics does, they believed that a quantum system could become a more complete
(and more powerful) computer.
1.1 QUANTUM INFORMATION PROCESSING AND QUANTUM COMPUTING
The fundamental unit of classical information is the bit, which can take on two values: 0 or 1. A
quantum bit (qubit1), on the other hand, is a vector with basis elements |0〉 or |1〉. A qubit can then
be expressed as a superposition of |0〉 and |1〉:
|ψ〉 = a |0〉 + b |1〉 , (1.1)
where a and b are complex numbers such that
|a|2 + |b|2 = 1. (1.2)
A measurement of |ψ〉 will yield |0〉 with probability |a|2 and |1〉 with probability |b|2.
1Qubit is a homophone of cubit. For a discussion of alternate spelling, see N. David Mermin’s articles in Physics
Today (April 2007, p. 8; October 2007, p. 10)
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If we have N qubits then they will exist in a Hilbert space of 2N dimensions. For two qubits
we have a 22-dimensional vector,
|ψ〉 = a0 |00〉 + a1 |01〉 + a2 |10〉 + a3 |11〉 . (1.3)




ai |i〉 . (1.4)
Here |i〉 represents a state of N qubits given by a binary number corresponding to i.2 We also have
the normalization condition ∑
i=0
|ai|2 = 1. (1.5)
The probability of measuring |i〉 is |ai|2 if we measure all N qubits.
In order to realize a quantum computer, DiVincenzo describes five requirements that must be
fulfilled [3]. We must have:
1. “well-characterized” qubits in a scalable physical system,
2. the ability to initialize to a known state (such as |ψ0〉 = |00 · · · 0〉),
3. a decoherence time of the qubit that is much longer than the gate time,
4. a universal set of quantum gates, and
5. the ability to measure the state of specific qubits.
Having well-characterized qubits means understanding the environment in which they reside. We
must know how a qubit couples to external fields and how it interacts with its neighboring qubits,
all of which is important to know in order to manipulate the qubits during initialization and for
constructing quantum gates. Not all physical systems possess the same interactions: in each pro-
posed physical system one must specify how the interactions are used to construct the quantum
gates. For example, in quantum dots the only two-body interaction available is exchange between
neighboring spins, and in NMR there are interactions which cannot be turned off. The decoher-
ence time of a qubit is an indication of how it interacts with its environment. DiVincenzo points
out that we need to only worry about the relevant decoherence times. For example, we can ignore
orbital decoherence if we encode the qubit using spin angular momentum. Analysis in the context
2For example, in 22 dimensions |i = 2〉 = |10〉.
2
of quantum error correction (discussed later) has shown that the execution time for a single gate
should be 10−5 to 10−4 times the decoherence time [4]. In order to create a universal quantum gate
it has been shown that all that is needed are single-qubit operations combined with a two-qubit
operation such as controlled-NOT (“CNOT”) [5] or square-root swap (“
√
SWAP”) [6, 7].
While giving the experimentalist specific goals to keep in mind, DiVincenzo’s five require-
ments also suggest how a quantum computation would proceed. First, we gather our qubits (all
N of them) and initialize to |ψ0〉. Next we apply a unitary transformation U(t) to put the system
into the state |ψ1〉 = U(t) |ψ0〉. Finally, we perform a measurement to project each qubit into the
{|0〉 , |1〉} basis. Because of the quantum mechanical nature of the system, this is called a proba-
bilistic algorithm, meaning we only get the “right” answer with probability |ai|2. In many cases this
is OK because it is typically easy to run the computation again or to verify the result classically (as
in Shor’s algorithm).
A classical computer can simulate a quantum system (after all we do have Schrödinger’s equa-
tion), but the size of the phase space grows beyond the capacity of a classical computer for even
a moderate number of qubits (for N = 100, 2N = 2100 ∼ 1030). What makes a quantum computer
so powerful is known as “quantum parallelism.” That is, as a result of superposition in the Hilbert
space, a quantum computer acts simultaneously on the |0〉 and |1〉 states. This is the feature that
made a quantum computer desirable to Feynman and Deutsch: the idea that quantum parallelism
could be used to simulate a quantum system.
Up to this point, a physicist might have the idea that quantum computation is interesting be-
cause it is a means to learn more about quantum mechanics. Other people began to find it useful
in 1994 when Peter Shor demonstrated an efficient quantum algorithm for factoring large numbers
[8]. The assumption that to factor the product (n) of two primes (p and q) is hard is the underlying
principle of the RSA cryptography system [9]. RSA is used worldwide for secure exchange of in-
formation between two parties; the information can be financial transactions between large banks
or state secrets by the CIA. The mere potential of a quantum computer to break RSA encryption
threatens the security backbone of the internet. Quantum computation is therefore of great interest
to the Department of Defense and the National Security Agency, regardless of whether efforts to
create a working quantum computer are successful or not.
3
A second major development that helped to show that a quantum computer is possible was
the discovery of quantum error correction [10]. The difficulty in constructing a quantum computer
is perhaps best embodied in the following quote from Asher Peres [11]: “Quantum phenomena
do not occur in Hilbert space; they occur in a laboratory.” Our carefully prepared qubit state will
always be in contact with its environment and it may wander away from the state that we think it
is in. The interaction of a quantum system with its environment is known as decoherence and is an
important concept for understanding the transition from a quantum to classical world.
A classical computer is also subject to decoherence and also requires that error correction be
implemented (at least in the early days of computers). The simplest classical error correction








which is easily corrected by a simple majority voting. In summary
0→ 000→ 001→ 0
1→ 111→ 110→ 1
. (1.8)
It turns out that as long as the probability that each bit has the correct value is greater than 0.5,
simple majority voting will work. This so called N-bit repetition code is far from the most efficient
algorithm.
A quantum computer can also have bit-flip errors (|0〉 → |1〉), but it may accumulate other
types of errors as well. A quantum computer can also have phase errors,
a |0〉 + b |1〉 → a |0〉 − b |1〉 , (1.9)
resulting in a state orthogonal to what we started with (for |a| = |b|). A third type of error that
changes the normalization coefficients is known as a small-error:
a |0〉 + b |1〉 → (a + ) |0〉 + b |1〉 , (1.10)
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which can become a large, significant error over time. Classical error correction has no provisions
for small errors or phase errors (only large bit-flip errors). There are also fundamental reasons to
prevent us from using classical error correction schemes such as the repetition scheme. The first
is the need to perform a measurement without destroying the quantum information. The second is
the fact that we cannot copy an unknown quantum state with perfect fidelity (due to the no-cloning
theorem).
Fortunately, once again Peter Shor had been thinking very hard about quantum computation.
Quantum error correction (QEC) [13] relies on quantum entanglement and measurement of specific
qubits during the computation to detect and correct errors. In Shor’s QEC scheme [14], encoding
a qubit in a three-qubit space, ∣∣∣0¯〉 = |0〉 ⊗ |0〉 ⊗ |0〉 ≡ |000〉∣∣∣1¯〉 = |1〉 ⊗ |1〉 ⊗ |1〉 ≡ |111〉 , (1.11)
is sufficient to protect against bit flip errors, small errors, and furthermore avoids the measurement
problem by measuring two-qubit observables. For example, by measuring the product observables
σ(1)z ⊗σ(2)z and σ(2)z ⊗σ(3)z we can determine which of the three qubits has flipped without revealing
the individual qubit values, thereby preserving the entanglement of the encoded state. The answer
is readout from an introduced ancilla qubit. As we have accomplished this through qubit redun-
dancy, we can also protect ourselves from phase errors by encoding the phase redundantly as three
clusters, ∣∣∣0¯〉 = 2−3/2 ((|000〉 + |111〉) (|000〉 + |111〉) (|000〉 + |111〉))∣∣∣1¯〉 = 2−3/2 ((|000〉 − |111〉) (|000〉 − |111〉) (|000〉 − |111〉)) . (1.12)
Each cluster also has qubit redundancy. Phase errors can be corrected by measurement of the
six-qubit observable σ(1)x ⊗ σ(2)x ⊗ σ(3)x ⊗ σ(4)x ⊗ σ(5)x ⊗ σ(6)x . These sorts of multi-qubit observables
can be realized through the application of a sequence of two-qubit entanglement operations [15].
Encoding quantum information plus the use of quantum entanglement can in fact achieve the goals
of quantum error correction.
To be useful for factoring meaningfully large numbers (as presently used in the RSA encryp-
tion algorithm), we need on the order of ten thousand qubits. While this might seem like an overly
difficult and unattainable goal to be able to scale to this number of qubits, the research is still in
the early stages (thus it is research and not technology). On the other hand, quantum computing
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research can have other ancillary benefits as well. Quantum computing has served to unite research
groups across many academic disciplines including computer science, physics, and materials en-
gineering. In 2004 [16] there were nearly 150 research groups investigating dozens of approaches
to quantum computing, some of which will be discussed in §1.2.
One can also form an analogy with the space race that began in the 1960s. That also was an ex-
tremely ambitious goal (to send a person over 200,000 miles to the Moon, and back), and even if we
hadn’t achieved that goal we still would have benefited from the associated technological advance-
ments. In experimental condensed matter physics we benefit quite directly from well-developed
vacuum equipment and cryogenic liquids3 industries. The general public now readily uses satellite
communications and navigation.4 Quantum computation research also has the potential to spin-off
similar technological advances. Already now materials inspired by quantum computing have been
created that can be used in other devices and physicists have benefited from unprecedented control
over quantum systems.
1.2 PHYSICAL REALIZATION OF A QUANTUM COMPUTER
There have been many proposals and attempts at building the components of a quantum computer.
These include (but are certainly not limited to) using nuclear magnetic resonance (NMR) [17],
trapped ions [18], superconductors [19], nuclear spins in semiconductors [20], electron spins in
semiconductors [21, 22, 23], and nitrogen vacancies in diamond [24]. Table 1.1 summarizes the
achievements of several quantum computing approaches in meeting these requirements. This sec-
tion will introduce what some consider to be the two most successful implementations thus far,
using trapped ions and liquid NMR.
1.2.1 Ions
In an ion trap quantum computer, ions are confined in a Paul trap [25] using static and oscillating
electric fields. A qubit is encoded in the ground state (|g〉) and in a long-lived excited state (|e〉) of
3Condensed gases are necessary for rocket propellant and life support in space.
4I will leave it to a footnote to mention the clichéd Velcro and freeze-dried ice cream.
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Table 1.1: Quantum computation road map: achievements as of 2004. (Adapted from Ref. 16.)
DiVincenzo Requirement








an approach has achieved proof of principle
Legend viable approach has been proposed, but no proof of principle
no known approach
#1 scalable physical qubits
#2 initialization ability
Requirement #3 qubit decoherence time > gate time
#4 universal quantum gates
#5 measurement capability
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the ion such that we can create the superposition
|ψ〉 = a |g〉 + be−iωt |e〉 . (1.13)
The excited state |e〉 is either an excited state of the ion5 or in a hyperfine-split ground state. The
remainder of this section will focus on hyperfine qubits.
Because the hyperfine splitting is so small (E < 1 meV and λ ∼ 1 cm) a single laser cannot
be used to drive a transition. Instead, a pair of laser beams are focused on each ion. By properly
tuning the energy of each laser they will excite the ion from |g〉 to a virtual state before stimulating
a transition to |e〉. This procedure is essentially a stimulated Raman transition between the internal
hyperfine states of the ion. By pulsing the laser and controlling its duration, we can leave the ion
in a particular state, resulting in a one-qubit gate operation.
There is no direct interaction between ions to implement a two-qubit gate so the vibrational
motion of the ion chain provides the basis for two-qubit gate operations [18]. Because of the
Coulomb repulsion between the ions, at low enough temperatures they will vibrate in a coherent,
quantized motion. We will call the ground state |0〉cm and the first excited “phonon” |1〉cm . Now






A properly tuned laser focused on the nth ion will exchange momentum with the ion and excite a
“phonon” mode |0〉cm → |1〉cm. While this laser pulse obviously did not change the internal state of
the mth ion, it still affected it by changing the collective motion of the ions.
Readout is performed by tuning the laser to excite from |g〉 to a short-lived excited state |e′〉,
which will then emit a photon (fluoresces) before relaxing back to |g〉. Qubits initially in the |e〉
state remain dark.
The trapping of ions is a complicated experiment and the ions must be cooled to sub-microKelvin
temperatures. Because of the ultralow temperatures, the main source of decoherence is heating due
5Known as an optical qubit, in reference to the way a laser couples to the ion.
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to the trapping electrodes. The use of a vibrational state provides an additional channel for cou-
pling to the environment. A recent experiment uses 9Be+ ions as qubits and simultaneously trapped
24Mg+ ions (for sympathetically cooling) to demonstrate all of the fundamental elements of a quan-
tum computer [26]. In addition to using the Paul trap, ion quantum computers are being considered
that trap the ions on a monolithic semiconductor chip [27, 28].
1.2.2 NMR
A nuclear magnetic resonance (NMR) quantum computer [17, 29] uses a designer molecule that
contains on the order of ten “backbone” atoms, such as five 19F and two 13C atoms. It is on the
nuclear spin of these atoms that qubits are encoded, such that
|↑〉 = |0〉 ,
|↓〉 = |1〉 .
(1.15)
The qubits are initialized by thermalization in an applied, constant magnetic field. A pulsed, ro-
tating field can induce Rabi oscillations, thus providing a single qubit gate. Two-qubit operations
are possible through dipole-dipole interactions between the spins and by taking advantage of the
refocusing techniques available in NMR.
One cannot perform NMR on a single spin,6 but the sample actually contains on the order of
1023 molecules, each a tiny quantum computer. Because we have all of these different computers
what actually gets measured is the average spin state. The good news is, because of this massive
averaging, an NMR computer can actually operate at room-temperature. However, this also leads
to serious scaling problems. Although an NMR quantum computer was the first to factor 15 into its
primes (p = 3 and q = 5) using 7 qubits [31] it will be a great challenge to perform a computation
with more than order 10 qubits. One reason for this is that the way in which the computer is
initialized is essentially random. The number of spins that end up in the state |0〉 is proportional to
2−N . Furthermore, because we are unable to measure the state of a single qubit (only the average)
implementation of quantum error correction is restricted. And regarding the ∼ 10 qubit limit, recall
that Shor’s QEC algorithm uses 9 qubits to encode a single logical qubit.
6The minimum number is on the order of 1012 [30].
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Figure 1.1: (a) Ge/Si quantum dots (QD) grown on top of a SiC nucleation site overlayed with
poled-ferroelectric film. (b) a light field modulates the ferroelectric polarization which in turn
controls the exchange interaction of neighboring electrons.
1.3 COSMQC
The motivation for this work is the device structure proposed by my advisor [23] and is the focus of
research here at the Center for Oxide Semiconductor Materials for Quantum Computation (COS-
MQC). In the COSMQC architecture, shown in Figure 1.1a, a qubit is encoded by an electron spin
confined in a quantum dot. A ferroelectric capping layer provides static confinement of the dots
along with a means to perform gate operations between adjacent spins.
The COSMQC proposal uses Ge/Si quantum dots to confine electrons. Beginning with a Si
substrate, an electron beam lithography tool can be used to deposit a carbon dot array template
[32]. Figure 1.2a shows an AFM image of C dots. The substrate is annealed to form SiC dots,
which then act as nucleation sites for Ge growth [33, 34]. Finally, a Si capping layer is deposited
over the Ge dots. Because of the Type-II band alignment between Si and Ge, the hole is strongly
confined in the Ge and the electron is spatially separate and remains in the Si. This is particularly
advantageous for quantum computing because of the very long spin lifetime found in Si [35]. Si

















Figure 1.2: Materials important for a COSMQC quantum computer. (a) Atomic force micro-
scope (AFM) image of C-dots patterned on Si. (b) Piezoforce microscope (PFM) image of 6 ML
SrTiO3/Si. The PFM image shows the structure of the material in which it is written. Data origi-
nally published in Reference 37.
fields. However, it has been predicted that as the size of the Ge/Si dot goes below 10 nm the
quantum dots will develop a direct bandgap [36]. Ge growth on Si naturally forms dots greater
than 20 nm, but the C precursor (in addition to providing templated growth) changes the growth
mode such that quantum dots with size less than 10 nm form. Because of this engineered direct
bandgap, a qubit can be initialized by optical pumping with a circularly polarized laser.
On top of the Si capping layer is deposited a ferroelectric film with out-of-plane (c-axis) polar-
ization. c-axis BaTiO3 has been grown on Si using a (Ba,Sr)TiO3 buffer layer [38] and ferroelectric
SrTiO3 can be grown directly on Si [37]. Domains are written in the ferroelectric using an atomic
force microscope (AFM) tip as shown in Figure 1.2b. The qubit electron in Si is only weakly
bound to the Ge dot by the exciton binding energy and the static polarization of the ferroelectric
helps to confine the electrons laterally.
Gate operations are performed by controlling the exchange interaction between neighboring
spins, which is mediated by electro-optic modulation of the ferroelectric polarization. Optical
rectification is a phenomenon where a non-linear polarization P(2)(t) is induced in a material by a
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where r is the electro-optic coefficient, n is the refractive index, and c is the speed of light. When
a laser pulse is focused onto the ferroelectric layer, optical rectification serves to modulate the
polarization on the same time scale as the laser pulse. It is important to note that the laser modulates
the polarization on the spatial scale of the patterned domains, which is much smaller than the focal
spot of the laser. In this way a diffraction limited laser spot (∼ 500 nm) can control the interaction
between 10 nm quantum dots. Figure 1.1b shows how an appropriate ferroelectric domain poling
pattern can be used to control the electrons’ spacing and therefore their exchange interaction.
The Heisenberg exchange interaction between two spins, given by
H(t) = J(t)S1 · S2, (1.17)
provides the basis for two qubit operations. In the adiabatic approximation this can induce a unitary









We can define an angle ϑ such that ϑ =
∫ T
0
J(t)dt. By varying the laser duration and intensity (see
Equation 1.16) we can control the interaction strength of the qubits. For example if ϑ = pi/2 then
two qubits can be entangled, which is a “
√
SWAP.” ϑ = pi is a “SWAP” operation.
The original COSMQC proposal does not specify a specific read-out scheme. It suggested an
electronic method such as a single electron transistor (SET) most likely would have to be used.
Recently, single spins have been measured optically with Faraday rotation [39] and this also has
been a focus of our research, as described in Chapters 6 and 7. All of the optical methods mentioned
have been performed on III-V semiconductors
1.4 MATERIALS
Oxides and semiconductors are integral components of our digital world. An oxide is a material
with at least one oxygen atom. Oxides have many diverse properties and there are technologi-
cal applications that make use of their ability to function both as insulators (SiO2 and HfO2 are
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extremely important to the microelectronics industry for making field effect transistors) and con-
ductors (In2O3:SnO2 (ITO) is a transparent conductor used in LCD monitors and toy light sabres).
In this thesis we will study oxides that are ferroelectric and oxides that are used to form a two-
dimensional electron gas.
Semiconductors are materials with conductivity intermediate between insulators and conduc-
tors. Semiconductors have a bandgap in range the range of 0.5 eV to 4 eV. At absolute zero
temperatures all degenerate or intrinsic semiconductors are essentially insulators. As the temper-
ature is increased electrons may be thermally excited to partially occupy the conduction band.
An important characteristic of a semiconductor is that it may be doped to have either positive or
negative charge carriers. This feature is used to construct n- and p-type transistors that are then
combined to form a complementary metal-oxide-semiconductor (CMOS), a fundamental compo-
nent of logic gates. Semiconductors couple readily to light and are used as both photodetectors
and light-emitting diodes. In this thesis we will study spins in a bulk semiconductor and study the
properties of semiconductor nanostructures, known as quantum dots.
1.4.1 Ferroelectrics
Ferroelectrics are a class of materials that have a permanent electric polarization. The polarization
spontaneously appears below a transition temperature known as the Curie temperature, TC. Above
TC the material is paraelectric, meaning it only has a polarization in the presence of an electric
field. In the ferroelectric phase an applied electric field can reverse the polarization direction, and
in the absence of an applied electric field a remnant polarization will remain. The polarization
versus electric field curve is typically hysteretic. The origin of the hysteresis is due to ferroelectric
domains growing or shrinking as the electric field is swept. The paraelectric to ferroelectric phase
transition is typically classified as one of two types: order-disorder or displacive. An order-disorder
ferroelectric has a unit cell with a permanent, field-reversible dipole, but above TC the dipoles
become randomly oriented. In a displacive ferroelectric an ion will be displaced such that the local







Figure 1.3: Diagram showing perovskite ABO3 in the cubic phase. The “B” cation is schematically
displaced to represent the two polarization orientations at ±PS C. The Gibbs free energy G is plotted
as a function of polarization (See Equation 1.21).
The ferroelectrics studied in this thesis (BaTiO3 and SrTiO3) have the perovskite structure,7
which has the general chemical formula ABO3. The perovskite structure is cubic in the high-
temperature phase, with type “A” cations on the corners, oxygen anions on the faces, and a type
“B” cation at the center of the cube, as shown in Figure 1.3. BaTiO3 is a displacive ferroelectric
and undergoes a structural phase transition from cubic to tetragonal at ∼ 393 K. In the tetragonal
phase the symmetry of the crystal is lifted and the Ti4+ ion will find a more energetically favorable
state if it is displaced from the center of the unit cell.
The ferroelectric phase transition is associated with a softening of the transverse optical mode.







relates the frequencies of the transverse and longitudinal optical phonons, ωT and ωL, to the static
dielectric constant and the dielectric constant at optical frequencies, 0 and ∞. This relationship
7named after the crystal perovskite (CaTiO3)
8k → 0, where k is the wave vector of the phonon.
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is a consequence of the nature of each type of phonon: a longitudinal optical phonon will have a
polarization in the same direction as the wavevector while a transverse optical phonon will have a
polarization perpendicular to the wavevector. The need for the polarizations of each type of phonon
to satisfy Maxwell’s equations results in the LST relation [41]. As the temperature is lowered the
transverse mode softens (meaning ωT → 0). From Equation 1.19 we see that as ωT → 0, 0 → ∞,
resulting in an instability and the crystal undergoing a structural phase transition. In a perovskite
ferroelectric, this phonon mode represents the relative motion of the Ti4+ ion and its surrounding
octahedron of O2− ions [42]. As the mode softens it becomes “frozen,” resulting in the transition
to the ferroelectric phase.
Ginzburg-Landau theory (first developed for superconductivity) can provide a phenomenolog-
ical model of the phase transition by applying principles of thermodynamic. The differential form
of the Gibbs free energy of a material with cubic symmetry, subjected to stresses and electric fields,
is given by [43]
dG = −S dT +
3∑
i=1
xidXi + EdP, (1.20)
where S is entropy, T is temperature, xi is strain, Xi is stress, and E and P are the electric field
and polarization in one dimension. For zero stress and strain, we can expand G in terms of the
polarization P,










where any temperature dependence is contained in the coefficients α, γ, and δ. In the unpolarized
state the crystal is centrosymmetric and therefore there are no odd powers of P.
Devonshire theory assumes that α is a linear function of temperature near TC: α = β (T − T0),
where T0 is known as the Curie-Weiss temperature [44]. From Equation 1.20 we can see that the




= E = β (T − T0) P + γP3 + δP5. (1.22)




β (T − T0) . (1.23)
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Finally, we can calculate the transition temperature TC. The ferroelectric phase is stable at the
minima of the Gibbs free energy. From Equation 1.21:
1
2






δP6S C = 0. (1.25)
PS C is the spontaneous polarization at TC, which exists at E = 0, and therefore from Equation 1.22:
β (T − T0) PS C + γP3S C + δP5S C = 0. (1.26)
Equations 1.25 and 1.26 can then be solved for P2S C and TC, from which we find














SrTiO3 was studied extensively in the 1950s and ‘60s as a potential artificial diamond substitute.
The properties of SrTiO3 are so diverse that it has been said that “if SrTiO3 had magnetic prop-
erties, a complete study of this material would require a thorough knowledge of all of solid state
physics.”9 In other words, it is an insulator, semiconductor, and superconductor. SrTiO3 is a quan-
tum paraelectric, meaning the ferroelectric phase transition would be 4 K were it not for quantum
fluctuations [46]. There are ways to have it undergo a phase transition, including chemical sub-
stitution of Ba for Sr to form BaxSr1−xTiO3, however, this method broadens the phase transition
and degrades the device tunability. The ferroelectric phase transition of SrTiO3 can be shifted to
room-temperature through strain engineering by growth on a lattice-mismatched substrate such as
Si [37] or DyScO3 [47], which is the subject of Chapter 3.
SrTiO3, a non-polar oxide, can itself be used as a substrate for growth of LaAlO3, a polar oxide.
As was discovered by Ohtomo and Hwang in 2004 [48], a high mobility two-dimensional electron
gas (2DEG) forms at the interface of these materials. When the LaAlO3 thickness exceeds a
critical value (∼3 unit cells) there is “polarization catastrophe” in which an electronic restructuring
occurs, transferring e/2 charge per unit cell to the interface, resulting in the 2DEG formation.
An alternative model is the creation of oxygen vacancies in the SrTiO3 substrate during LaAlO3
growth. This in effect dopes the SrTiO3 near the interface and creates the high-mobility region.
Atomic force microscopy has been used to probe the cross sectional resistance near the interface
and has shown that the carrier density profile away from the interface (and thus the dominant mode
of 2DEG formation) can vary depending on the growth conditions [49].
Thiel et al. [50] have demonstrated that an electric field can be used to reversibly induce the
2DEG. Also by masking the sample and selectively growing epitaxial and amorphous LaAlO3, the
2DEG can be laterally patterned [51]. Cheng Cen in our group has used a conducting AFM probe
to pattern nanoscale devices in the interface [52, 53]. Wires with width as small as 2.1 nm have
been drawn by applying a positive bias to an AFM tip in contact with the sample. By varying the
magnitude of the tip bias the potential profile can be modulated. Experiments performed in vacuum
demonstrate the switching performance of a transistor is not degraded after nine days. These wires
9Originally quoted by Marvin L. Cohen in Ref. 45.
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are used as building blocks for more complicated structures like diodes and transistors. We use
these patterned devices to make nanoscale photodetectors, which will be discussed in Chapter 8.
One explanation for why the AFM is able to pattern the 2DEG is that the AFM tip creates
oxygen vacancies (positively charged regions) on the LaAlO3 surface by the electrostatic removal
of polar molecules (i.e. water). This results in “lateral modulation doping” and can simultaneously
produce a nanoscale wire and a micrometer-wide potential profile. This picture is supported by an
experiment with parallel wires in which the conductance saturates as the number of wires increases.
1.4.3 Quantum Dots
A semiconductor heterostructure can be grown such that a semiconductor with a small bandgap
is sandwiched between semiconductors with a large bandgap to form a two-dimensional object
known as a quantum well (see Figure 1.4a). An electron is confined, by energy, normal to the
layers (z), but is free to move in the xy-plane. Further confinement in the x and y dimensions
produces a quantum dot. A semiconductor quantum dot [54] is a quasi-zero-dimensional material,
meaning electrons are confined in all three spatial directions.
Quantum dots can be realized in several ways. First are colloidal quantum dots that are chem-
ically synthesized in solution [55], as shown in Figure 1.4b. These are typically formed by con-
trollably heating and cooling a solution of nanocrystals (for example, Cd and Se or Pb and S)
such that semiconductor nanocrystals (CdSe or PbS) of a desired size nucleate out of solution.
While a nearly continuous energy spectrum can be created by precisely controlling the size of the
nanocrystals, one disadvantage of this system is that it is challenging to make electrical contact to
them.10
A second type of quantum dot is formed from a high quality GaAs/AlGaAs quantum well
(Figures 1.4c and d). A 2D electron gas is formed by doping the AlGaAs layer with Si. Lateral
confinement is then accomplished by etching a mesa structure [56] or by forming lateral electrodes
[57] using electron beam lithography. By applying a bias to the lateral contacts, the electrons in
the 2DEG are depleted, thus forming a region with a potential minimum defined by the electrodes.
10Although we did perform experiments with infrared PbS quantum dots (bought from Evident Technologies, Inc.),
none of the results are presented in this thesis.
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Figure 1.4: Types of quantum dots.
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These types of quantum dots allow extraordinary control over the carriers and have been used to
measure single spins [58] electrically.
A third type of quantum dot, represented in Figure 1.4e and which are the type studied in this
thesis, are formed during growth and provide confinement based on the material structure, either
(1) by interface roughness in a quantum well structure or (2) by the epitaxial layer forming islands
on the substrate. The first type are known as interface fluctuation quantum dots [59, 60] and are
made by pausing the growth of the quantum well material, during which time the atoms migrate
to form large monolayer islands. The second type are self-assembled quantum dots, which form
because of strain between the substrate and epitaxial layer. The different growth modes of self-
assembled quantum dots are classified as Stranski-Krastanow (SK) or Volmer-Weber (VW). SK
growth is characterized by the initial formation of a few monolayers of the epitaxial material on the
substrate, which is known as the wetting layer. At some point layer growth becomes unfavorable
because of strain and islands begin to form. This is considered the “normal” growth mode for for
hetero-epitaxial growth and is what occurs for growth of Ge on Si and InAs on GaAs. VW growth
is the direct formation of islands of the epitaxial material on the substrate. This occurs because the
epitaxial molecules bond more strongly to each other than the substrate. As alluded to in §1.3, SK
growth of Ge on Si will produce ∼20 nm dots, however if a nucleation layer of C is first deposited,
Ge will grow in the VW growth mode and form dots with size <10 nm.
1.5 CONTENT SUMMARY
This chapter has described a unifying motivation for this thesis, namely quantum computation. In
addition, I have discussed a specific solid state quantum computer architecture, known as COS-
MQC, along with the relevant material systems. In Chapter 2 I will cover the experimental tech-
niques used in this thesis as well as their physical origins.
As discussed previously, an oxide ferroelectric is proposed as a building block for constructing
quantum gates, however, ferroelectrics can have additional applications as well. The experiments
in this thesis focus on the properties of ferroelectric materials that would make them useful as com-
ponents of microwave frequency devices. Chapter 3 presents the use of strain engineering to make
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SrTiO3 ferroelectric at room-temperature and Chapter 4 discusses microwave measurements on
the same material. In Chapter 5 we use second harmonic generation to study a (Ba,Sr)TiO3/MgO
composite, a material that attempts to lower the dielectric constant by mixing in MgO yet still
retaining the microwave properties of the ferroelectric.
In addition to using oxide ferroelectrics, the COSMQC architecture proposes to use single
spins confined in Si/Ge quantum dots as qubits. We wish to characterize the materials using the
optical technique of Kerr rotation microscopy. In order to get to the single spin level we have
developed a continuous wave laser measurement technique that we hope can resonantly enhance
the Kerr rotation spectrum from a single spin. The development of this instrument is presented
in Chapter 6. The creation of Si/Ge quantum dots is an ongoing research project, and we have
therefore focused our optical measurements on other more well-developed quantum dot systems
made from group III and V atomic elements. Our efforts to optically measure single electrons in
these materials are described in Chapter 7.
While not part of the original COSMQC proposal, the high-mobility interface of LaAlO3 and
SrTiO3 is an exciting new material system in which to explore physics. This system has been in-
formally proposed as a method to construct lateral confining gates for quantum dots in a Si 2DEG,
a system which could potentially be used to construct a Si-based quantum computer [61]. Recent
low-temperature experiments indicate that this material (along with its ability to form nanostruc-
tures) may be suitable as the foundation of a topological quantum computer [62, 63]. I have focused
on exploring the optical properties of the LaAlO3/SrTiO3 interface, and the creation of rewritable,
nanoscale photodetectors is shown in Chapter 8.
Chapter 9 will summarize this work and provides some future directions in which it can taken.
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2.0 EXPERIMENTAL METHODS
This chapter will explain the physical origin of the experimental methods we use to investigate
oxides and semiconductors. After a discussion of optical methods used in the study of ferro-
electric materials, I will present optical experiments for semiconductors and techniques used to
characterize semiconductor quantum dots. Finally, this section will conclude with a discussion of
photoconductivity measurements that are used to characterize oxide nanostructures.
2.1 ELECTRO-OPTIC EFFECT
The electro-optic effect occurs in a medium that possesses an electric field-dependent index of
refraction, n(E) (Ref. 64). We will first consider an isotropic material, one in which n is the same
for light traveling in all directions. If n varies slightly with E we can perform a Maclaurin series
expansion,
n(E) = n0 + a1E + 12a2E
2 + · · · , (2.1)
where n0 = n(0), a1 = dn/dE, and a2 = d2n/dE2. It is convenient to rewrite Equation 2.1 in terms
of new coefficients r = −2a1/n3 and s = −a2/n3:
∆n = n(E) − n0 = 12rn3E − 12 sn3E2 + · · · . (2.2)
If a materials only has a linear dependence on the electric field then we have the equation
∆nP ≈ −12rn3E. (2.3)
This is known as the Pockels effect. r is the Pockels coefficient, which is also known as the linear
electro-optic coefficient.
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In many materials the index of refraction must be a symmetric function of the electric field
such that under the transformation r → −r the material retains the same index of refraction. This
notably occurs in gases, liquids, and even some semiconductors such as Si and Ge. This also means
the first derivative of the electric field must vanish and in this case we encounter the Kerr effect:
∆nK ≈ −12 sn3E2, (2.4)
where s is the Kerr coefficient or quadratic electro-optic coefficient.
To consider the anisotropic case, it is useful to consider the electric impermeability η = 0/ =
1/n2. The change in impermeability is ∆η = (dη/dn)∆n such that
∆η = (−2/n3)(−12rn3E − 12 sn3E2) = rE + sE2, (2.5)
and therefore
η(E) ≈ η0 + rE + sE2. (2.6)
An anisotropic material will have an index ellipsoid, such that∑
ηi jxix j = 1, (2.7)
where ηi j = η ji = −1i j are elements of the impermeability tensor. Now, equation 2.6 becomes

















Figure 2.1: Principle of Confocal Scanning Optical Microscopy (CSOM). Light is focused through
a pinhole then collected and focused onto the sample of interest. The reflected light is collected
though the same pinhole, and out of focus light is rejected by the pinhole.
2.1.1 Confocal Scanning Optical Microscopy
Confocal scanning optical microscopy (CSOM) is a technique used to increase optical resolution.
Figure 2.1 shows the principle of CSOM. Light is passed through a pinhole before being focused
onto the sample surface by a microscope objective. The reflected light is then collected through
the same pinhole. The pinhole serves two purposes: (1) initially, the pinhole acts as a spatial filter
to remove modes other than Gaussian, and (2) after reflection from the sample, the pinhole rejects
scattered light that does not originate from the focal plane. In this way both lateral and axial spatial
resolution can be improved.












If one uses polarized light, CSOM can be used as a sensitive detector of small changes in
refractive index (∆n/n ∼ 10−7). In a ferroelectric material, an electric field can be used to modulate
the electric field-dependent index of refraction, dn/dE, and a lock-in amplifier can be used to
measure this small signal. The Fresnel expression for reflection at normal incidence is
R = (n − 1)2/(n + 1)2. (2.11)



















Normalization by R (which is straightforward experimentally) will compensate for topography-




























Now consider Equation 2.8. If we rewrite the polarization as a sum Pi = Psi + P
′
i and expand
about P′i , one finds that





Next express P′k = χk∆Ek (because electric and optical fields point along crystallographic axes).










= −n3s′i jklχkPsl . (2.17)












Therefore, the quantity that CSOM is sensitive to is the product of the linear susceptibility χx and
polarization along the direction of the applied field E.
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Figure 2.2: Photographs of a galloping horse by Eadweard J. Muybridge. (These images are in the
public domain.)
2.1.2 Time-Resolved CSOM
We can collect time-resolved information about the ferroelectric polarization by performing a stro-
boscopic measurement. As this technique to gather time-resolved information is distinct from the
non-sampling method that we will discuss in §2.4.1, I will describe it in some detail.
A stroboscopic measurement is in principle the same as the stop-motion photography tech-
niques pioneered by Eadweard J. Muybridge to film a galloping horse in motion (Fig. 2.2). The
subject with a time dependence, be it a galloping horse or changing ferroelectric polarization, is
measured at different times of its motion. As discussed previously, we can interrogate the ferro-
electric polarization with a linear-polarized laser and to measure its time dependence we can use a
pulsed laser.
To perform a time-resolved CSOM (TR-CSOM) measurement we derive a microwave-frequency
electrical signal that is phase-locked to a harmonic of the pulsed laser repetition rate. For a typical
repetition rate of 76 MHz the phase-locked microwaves will be in the range 2 − 4 GHz. The mi-
crowave signal is applied in-plane to the sample. The microwaves are delayed relative to the laser
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pulses using an electrical delay line. By probing the sample at different time delays we can map
out the changing ferroelectric polarization for a full cycle of the microwave signal. TR-CSOM
has been used to measure the local dynamic response in (Ba,Sr)TiO3 thin films, revealing a meso-
scopic dispersion at microwave frequencies [65]. Hongzhou Ma has combined this time-resolved
technique with a sub-diffraction limit probe (ANSOM) to measure the dynamics of ferroelectrics
on sub-100 nm spatial scales [66].
2.1.3 Spectroscopic Time-Resolved CSOM
We also investigate the spectral response of the ferroelectric to different applied microwave fre-
quencies. We can programmatically adjust the frequency multiplier to study the full range of
harmonics we are able to produce from the PLO. This experiment then produces a 4-dimensional
data set: two spatial (x and y), time (t), and frequency ( f ). A full experiment takes on the order of
12 hours to complete, so careful control of temperature to minimize sample drift is employed.
Even though we are able to control the temperature to ∼ 0.02 K, it is still necessary to perform
image alignment before data analysis. Scripts using LabVIEW and ImageJ are used to align image
stacks using reflectivity images as references. The reflectivity image stack is shifted and aligned,
and the images containing the time and frequency dependence are shifted by the same amount.
The image alignment and data processing procedures are described in more detail in Appendix A.
2.2 SECOND HARMONIC GENERATION
Not until the invention of the laser in 1960 was light with a sufficiently high intensity available
to observe nonlinear optical effects. Second harmonic generation (SHG) is a nonlinear optical
phenomenon where incident light with frequency ω is doubled so that ω′ = 2ω and, equivalently,
λ′ = λ/2. This effect was first observed in 1961 [67] by shining light from a pulsed Ruby laser
(λ ∼ 694 nm) onto a quartz plate. The second harmonic light (λ′ ∼ 347 nm) was separated from
the fundamental using a prism spectrometer. Infamously, the journal editors mistakenly thought
the faint second harmonic line was an error and blanked it before publication.
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We can expand the polarization P in a material in powers of the electric field E. In scalar form
we can write this as
P(t) = χE(t) + χa1E(t)2 + χa2E(t)3 + · · · . (2.19)
Second harmonic generation will result from the second term. For an incident optical field with
frequency ω, we can write its electric field as
E(t) = E0 sin (ωt) . (2.20)
By inserting Equation 2.20 into the second term of Equation 2.19, we find the quadratic field
contribution to the polarization, P(2)(t),
P(2)(t) = χa1E20 sin
2 (ωt) . (2.21)








χa1E20 cos (2ωt) . (2.22)
The first term is the polarization that contributes to the Kerr effect (Eq. 2.4). The second term, with
a cos (2ωt) dependence, results in the generation of light with frequency 2ω from the material.
While the above analysis was performed for an isotropic material (for mathematical simplic-
ity), it is actually the case that an isotropic material (or one with a center of inversion symmetry)
will not have a second harmonic response. In these materials the polarization must reverse sign
if the electric field reverses sign. This means there can be no terms in Equation 2.19 with even
powers of E. Materials with a ferroelectric phase generally lack a center of inversion symmetry.
This, along with their relatively large susceptibility, allow ferroelectrics to have a second harmonic
response.
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Figure 2.3: Photograph of second harmonic detection experiment. The sample is mounted on a
three-axis stage, the red “L” in the center of the photo. Above the sample is a white box, which
is the APD. For a time-resolved measurement, the reflected infrared light is directed back through
the beam path to a balanced photodiode. The Ar+ pump laser is the black box in the background
with the red stripe, behind which is the Ti:sapphire pulsed laser.
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2.2.1 Second-Harmonic CSOM
We use second harmonic generation, in conjunction with CSOM, to study ferroelectricity in a
ferroelectric/dielectric composite material (See Chapter 5). A photograph of our second-harmonic
detection experiment is shown in Figure 2.3 Light from a Ti:sapphire laser is focused onto the
sample after reflection from an ultrafast mirror. The ultrafast mirror acts as a dichroic mirror and
passes any frequency-doubled light generated by the sample. The SH light is then collected by a
thermoelectrically-cooled, ultraviolet-enhanced avalanche photodetector.
2.3 OPTICAL SELECTION RULES
Although we are motivated to use group IV materials such as Ge/Si quantum dots for quantum
computing, the experiments done in this thesis are performed on III-V materials: bulk n-GaAs,
GaAs/AlGaAs quantum dots, and InAs/GaAs quantum dots. These experiments will be described
in more detail in Chapters 6 and 7, as well as our reasons for studying these systems. This section
will describe optical orientation (the control of carrier spin with light) [68] in GaAs and related
structures.
GaAs has a zinc-blende lattice structure, as shown in Figure 2.4. This lattice can be thought
of as two overlapping face-center cubic (fcc) lattices, one of atomic species Ga and the other As.
The origin of one lattice is located at (0, 0, 0) and the other at (a/4)(1, 1, 1), where a = 5.65 Å for
GaAs.
The band structure of GaAs is shown schematically in Figure 2.5. GaAs is a direct-bandgap
semiconductor, meaning the bottom of the conduction band and the top of the valence band are
located at the same point in k-space. The direct bandgap of GaAs is 1.424 eV at room temperature
and is located at the Γ-point, the center of the Brillouin zone. The conduction band results from
s-orbitals and the states are “s-like,” meaning the orbital angular momentum is zero (l = 0). The
valence band states are “p-like,” meaning l = 1. The valence band consists of three sub-bands: the
heavy-hole band, the light-hole band, and the split-off band. Each band, including the conduction
band, is twice degenerate in spin.
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Figure 2.4: Unit cell of GaAs showing the zinc-blende crystal structure. Brown and purple spheres
















Figure 2.5: GaAs band diagram. Near the Γ-point the energy spectrum is parabolic with the general
form E(k) = ~2k2/2m∗, where m∗ is the effective mass of the particle in the relevant band. Eg is the
band gap and ∆ is the spin-orbit coupling energy.
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Because l = 1, the eigenstates of the valence band are described by eigenvalues of J and Jz.
Near the zone-center the bands are nearly parabolic. The energy spectrum of the conduction band
and heavy- and light- hole bands are given by
i = ~
2k2/2m∗
where m∗ is the effective mass of the carriers in their respective bands. The mass of an electron in
the conduction band is mc = 0.154m0, where m0 is the free electron mass. The mass of a heavy
hole ( j = 3/2, m j = ±3/2) is mh = m0/ (γ1 − 2γ) = 0.45m0. The mass of a light hole ( j = 3/2,
m j = ±1/2) is ml = m0/ (γ1 + 2γ) = 0.082m0. γ = (2γ2 + 3γ3) /5, where γ1 ∼ 7, γ2 ∼ 2, γ3 ∼ 3
are Luttinger’s parameters. Mixing of states in the light-hole and the split-off bands result in the
spectrum developing nonparabolicity, although near the zone-center we can typically ignore this.
A circularly polarized photon will have spin angular momentum parallel or antiparallel to its
propagation vector for right and left circularly polarized light, respectively. This momentum will
be transferred to the electron as it is excited from the valence band to the conduction band. If it is
unable to be transferred, then this transition is considered “dark” or “forbidden.”









where Tb←a is the transition rate for going from state a to b. For light exciting a quantum transition
we can use the dipole approximation and thus we are interested in the matrix elements of the




∣∣∣∣e~r · ~E∣∣∣∣a〉. Light with left- and right-circular polarization has the electric field
oriented along ~r = − (xˆ ± iyˆ) /√2. Making this substitution gives us
Vb←a = 〈b|xˆ ± iyˆ|a〉 . (2.24)





∣∣∣T (1)±1 ∣∣∣a〉 . (2.25)
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As an example, we will calculate the transition probability for exciting a spin-up electron from
a spin-up heavy hole with left-circular (σ+) polarized light. The initial state is |a〉 =
∣∣∣ j,m j〉 =∣∣∣3
2 ,−32
〉











∣∣∣∣∣xˆ + iyˆ∣∣∣∣∣32 ,−32
〉
. (2.26)







∣∣∣∣∣T (1)+1 ∣∣∣∣∣32 ,−32
〉
, (2.27)
allows us to apply the Wigner-Eckart Theorem, which tells us that the matrix element of a ten-
sor operation on angular momentum eigenstates is the product of a Clebsch-Gordan coefficient〈
j, k; m j, q
∣∣∣ j, k; j′,m′j〉 with a number, A, that is independent of j, where k and q are the order and









































If we perform the calculation for the same two initial and final states with σ− polarized light,
we would find the transition probability is zero, indicating these are forbidden transitions. These
results are summarized in Figure 2.6, which shows the relative transition probabilities (i.e., 12/
1
6 =
3) for transitions from the heavy- and light-hole sub-bands to the conduction band.
We can thus use circularly polarized light to create a population of electrons in the conduction
band that has a majority spin population oriented along one direction. The previous analysis,
which is relevant for bulk GaAs, tells us that if we pump the system with σ+ light, for every four
photons we would create 3 spin up electrons and 1 spin down electron, resulting in a maximum P =
(3 − 1) / (3 + 1) = 50% spin polarization. Experimentally, one typically pumps with alternating σ+
and σ− light and then take the difference, thus having the additional effect of canceling any signals
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Figure 2.6: Selection rules near the zone-center.. Numbers in boxes and width of lines indicate the
relative strength of the transition.
2.4 FARADAY ROTATION
The Faraday effect is the rotation of the polarization axis of linearly polarized light as it passes
through a material with a non-zero magnetization. It is also known as Faraday rotation and, in a
reflection geometry, Kerr rotation. This effect was first observed by Michael Faraday in 1845 [70].
His experiment consisted of first creating linearly polarized light from an oil lamp. He then oriented
a polarizer such that it extinguished the polarized light. By placing “silicated borate of lead” glass
in the beam path, and turning on a magnetic field in the direction of the beam propagation direction,
he could restore the extinguished light “at pleasure.”
Faraday rotation has found technological applications as an optical isolator1 to prevent scat-
tered light from reentering a laser cavity. Faraday (and Kerr) rotation can also be used as a very
sensitive optical magnetometer in a variety of materials. It has been used to measure a single
monolayer of Fe [71], to image the spin Hall effect in a semiconductor [72], and the hard drive
industry uses it to verify the magnetic properties of thin-film hard drive disks.
1Essentially an optical diode for a specific polarization orientation.
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The magnetization in a material may arise spontaneously (ferromagnetism), by application of
an external field H such that M = χH (as done by Faraday), or optically in a semiconductor (as
discussed in §2.3). The last situation is what we will be concerned with.
The rotary power of a material, ρ (an angle per unit length), is a product of magnetic flux B and
the Verdet constant V such that the Faraday rotation angle (after transmission through a material
of length L) is given by
ϑF = ρL = VBL. (2.30)
We can re-express this in terms of the frequency of light, ω, and the index of refraction of left- and




(n+(ω) − n−(ω)) . (2.31)
In other words, Faraday rotation results because of a circular birefringence in the material.
To see how a circular birefringence can rotate the polarization of linearly polarized light,
consider the electric field of monochromatic light polarized in the xˆ-direction:
E(0, t) = E0 cos(ωt)xˆ. (2.32)




{(cos(ωt)xˆ + sin(ωt)yˆ) + (cos(ωt)xˆ − sin(ωt)yˆ)} . (2.33)














(xˆ + iyˆ) + (xˆ − iyˆ)] e−iωt} .
Now consider propagation in the z-direction. Light with σ± polarization will propagate with























Now rewrite the term in square brackets:
Ω = (xˆ + iyˆ) eiϕ+ + (xˆ − iyˆ) eiϕ− . (2.37)
Ω = (xˆ + iyˆ) (cosϕ+ + i sinϕ+) + (xˆ − iyˆ) (cosϕ− + i sinϕ−) . (2.38)
Expand and collect terms
Ω = (cosϕ+ + cosϕ−) xˆ + i (sinϕ+ + sinϕ−) xˆ − (sinϕ+ − sinϕ−) yˆ + i (cosϕ+ − cosϕ−) yˆ. (2.39)































































(ϕ+ − ϕ−) = ωL2c (n+ − n−) . (2.43)
It is noted that Faraday or Kerr rotation is only sensitive to magnetization (spin orientation) along
the light propagation direction. By adjusting the incident angle of the light on the sample one can
measure spins oriented normal to the sample (polar geometry) or in the sample plane (longitudinal
or transversal geometry).
To think about the origin of the Faraday effect, consider a material with majority spin-up car-
riers that occupy the lowest energy states in the conduction band. For more carriers to absorb σ+
photons the light would need enough energy to excite spin-up carriers into the unoccupied states.
In other words, the lowest occupied states are Pauli-blocked. Thus the absorption edge for σ+
light is shifted to higher energy relative to σ−. One can then use the Kramers-Kronig dispersion
relations to see that the indices of refraction are likewise shifted.
36
To measure Kerr rotation experimentally linearly polarized light is focused onto the sample.
The reflected light is directed to an optical polarization bridge consisting of a polarizing beamsplit-
ter and two detectors. The beamsplitter sends vertically and horizontally polarized light to the two
detectors, V and H. If the light enters the bridge at 45◦ the difference signal from the detectors,
V − H, will be zero, in other words, the detector is balanced. However, if the sample develops
an unbalanced spin population, the light will be rotated and the detector will become unbalanced.
By applying a small angle approximation, it is straightforward to show how the signals from the





While being sensitive to optical rotation, an added benefit (that is perhaps equally important) is that
noise from the laser (manifested as intensity fluctuations) will be sent to each arm of the detector
equally and therefore will be canceled.
To measure time-resolved Faraday rotation one can use a stroboscopic technique, as was dis-
cussed in §2.1.2. Although in contrast to measuring the dynamics of ferroelectrics, Faraday rota-
tion is an all-optical experiment and therefore uses a pulsed laser as both pump and probe. Light
from a mode-locked laser is split into two beams. One beam, the pump, is made to be circularly
polarized and will create spin polarized electrons in the conduction band due to optical selection
rules (discussed in §2.3). The second beam, the probe, is linearly polarized and goes through an
optical delay line (a retroreflecting mirror mounted on a sliding car) before going to the sample.
The delay line retards the probe pulse a time δt relative to the pump pulse. The rotation angle ϑF
is measured as a function of δt by scanning the delay line and measuring the reflected probe light
with the same polarization bridge described above. Although this measurement scheme can probe
spin dynamics on picosecond time scales, because it is a sampling technique the detector needs to
only have a bandwidth high enough to detect any modulation used for lock-in detection (typically
fR < 100 kHz).
37
2.4.1 GHz Optical Spin Transceiver
In order to measure the single spin dynamics in a single quantum dot, we have pursued a different
type of time-resolved experiment than the stroboscopic measurement presented in §2.1.2. In this
case, we have replaced the pulsed probe laser with a continuous wave (CW) laser, in other words,
one that is always on. Time resolution is then achieved by using fast detectors and electronics to
digitize the signal in real time. There are several advantages to this approach, as discussed below.
We call our measurement technique a GHz Optical Spin Transceiver (GHOST). Although we
have developed this technique to measure the dynamics of single spins (hence the name) it is
applicable to other physical systems as well. We still retain a pulsed laser to pump the spins, which
creates our “zero” time delay. The CW probe laser is then focused to the same spot as the pump,
where its polarization angle is rotated by the out-of plane spin population. The reflected probe laser
is collected and its polarization angle is analyzed by a polarization bridge with fast photodetectors.
The output of the bridge is sent to a high-bandwidth oscilloscope where it digitizes 1.6 ms of data
in real time. This data goes into the on-board fast SiGe memory. From there it is transferred to
conventional “slow” Si memory so that our LabVIEW software can access it for processing.
Our original motivation for pursuing this measurement technique was to resonantly enhance
the signal from a single quantum dot. The linewidth of a single exciton transitions of less than
40 µeV, as measured by photoluminescence [60]. The spectrum of a pulsed laser is limited by the
time-energy uncertainty principle,
∆E ≥ ~/(2∆t),
where ∆E is the spectral width, ~ is Plank’s constant, and ∆t is the temporal width of the laser
pulse. As the pulse width narrows, the spectrum necessarily broadens. Pulses from a Ti:Sapphire
laser with 150 fs pulsewidth at λ = 750 nm will have a transform-limited spectral width of ∆E ∼
12 meV. However for a CW laser, the energy bandwidth can become extremely narrow: a laser
with bandwidth of 1 MHz has a transform-limited spectrum of less than 1 neV. It should be noted
that our ∼ 1 GHz detection bandwidth limits us to ∼1 µeV energy resolution. This works to our
advantage because the Faraday rotation signal is also very narrow, and we can thus resonantly
enhance the FR signal.
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A second advantage is in the mechanics of the measurement technique itself. Performing an
optical pump-probe time-resolved measurement requires the scanning of a long mechanical delay
line (60 cm for a modest 4 ns of delay), which can be cumbersome to align and time-consuming
to scan. Our method of using a CW laser uses a fast photodetector and oscilloscope to digitize
the signal in real time and the maximum time delay accessible automatically becomes the laser
repetition rate. This becomes especially convenient if one uses a pulse picker or other device to
reduce the repetition rate to sub-MHz or even kHz rates, which would require a kilometer-long
delay line.
Perhaps more important than the ease of accessing very long delay times, the continuous wave
measurement has the advantage of always collecting data. When using a pulsed laser, the delay
line is fixed a certain time delay and the experimenter is only measuring data at that time delay. All
of the other times in the experiment are inaccessible. In our measurement we are always collecting
data and therefore we can take less time to achieve our desired signal to noise ratio. This becomes
even more significant when our signal of interest contains fluctuations.
One reason this technique should be so valuable for single spin measurements is that it samples
the noise better than a pump-probe experiment using pulsed beams. Essentially the cw probe is
always measuring the system. Because of imperfect coupling between the optical field and the
spin, the spin may not always be in the state that one wishes to put it into. The GHOST technique
is able to average over these events. This is what leads to what we call "intrinsic noise" of the
experiment.
The Faraday rotation signal from a semiconductor can be quite small, on the order of 10−5
radians for a single electron. Using a fully quantum-mechanical model of Faraday rotation, Ma
and Levy [74] have found that there exists an intrinsic noise term, not related to shot noise, that is
the result of the circularly polarized pump photon sometimes creates a mixed state instead of the
expected pure spin-up or down state. They found the following expression for the fluctuation of
the Faraday angle when neglecting hyperfine interactions:
∆θF (t, τ) =
√
1/4N + τ (1 − τ) (θ+ − θ−)2, (2.45)
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where θ± is the Faraday rotation angle for an initially pure spin state, and τ is a measure of the
purity of the state (τ = 1/2 is a fully mixed state). The first term under the radical is related to
photon shot noise and the second term is a measure of the intrinsic noise.
The existence of intrinsic noise can be minimized by continuous measurement. Unfortunately,
to accomplish this task requires electronics that are not commercially available. The original
GHOST experiments were performed with a high bandwidth (6 GHz) oscilloscope and DSP done
in software on a PC. The oscilloscope can acquire 1.6 ms of continuous data, which corresponds
to about 120,000experiments (120k pump laser repetitions), but the scope requires on the order of
10 seconds to "recover" before the next 1.6 ms acquisition can begin.
To overcome this problem we have entered into a collaboration with MaxTek/Tektronix to use
hardware that they are developing that combines a fast ADC (12 GS/s) with a field-programmable
gate array (FPGA). The FPGA allows us to process the high-speed data in real time before trans-
ferring the data to a computer. This so-called FPGA GHOST is not used in this thesis and will be
the subject of some future work.
2.5 PHOTOLUMINESCENCE
Luminescence is the process by which an excited system relaxes to the ground state by emitting
a photon to conserve energy. If the system is initially excited by a photon this process is known
as photoluminescence. A photoluminescence spectroscopy measurement is typically performed
by exciting carriers non-resonantly with above-bandgap light. The carriers then recombine by
emitting a photon, the energy of which will tell us about the internal states of the material. Carriers
may radiatively recombine across the band gap, between donors or acceptors, with or without
phonon assistance, or by annihilation of an exciton.
The optical selection rules described in §2.3 are also valid for carrier recombination. Thus,
detecting the polarization of photoluminescence can give us information about the spin orientation
of electrons and holes. This effect is used in a Hanle measurement, which measures the depolar-
ization of spins in a magnetic field. A circularly polarized laser is used to excite spin-polarized
electrons. Applying a magnetic field transverse to the initial spin orientation will cause the spins to
40
precess. Measurement of the circular polarization of the photoluminescence will reveal the average
number of spins oriented along the measurement direction.
Photoluminescence spectroscopy has been used as a sensitive probe of the internal electronic
states in quantum dot. Photoluminescence on single quantum dots has measured neutral excitons
by varying the pump power [75] and charged excitons by varying the quantum dot occupancy [76].
A quantum dot molecule is two or more adjacent coupled quantum dots. Photoluminescence on
these quantum dot molecules [77, 78] has revealed tunneling between the dots and the coupled
charge and spin degrees of freedom are manifested in observable singlet and triplet states. We
perform photoluminescence on single quantum dots as a diagnostic tool to identify the energy of
single exciton transitions. In this way we will know in what vicinity to tune our probe laser’s
energy for an absorption of Faraday rotation measurement.
2.6 PHOTOCONDUCTIVITY
If a material changes its conductivity in response to some radiation then it is known as a photo-
conductor [79]. This property was first observed by Smith in 1873 [80] during experiments he was
performing on selenium. In fact, photoconductive selenium was a central component in the first
automated photocopiers. A photoconductive drum roller is initially charged. Projecting an image
of the document onto the drum causes some of the areas to become conducting and the charge in
those regions are able to dissipate. When the charged toner is introduced it will thus only stick to
the charged regions.
In general, all materials that are not metals have some degree of photoconductivity. When
above-bandgap light creates free electrons in the conductance band (and holes in the valence band),
the conductivity of the material increases, which is known as intrinsic photoconductivity. In a
doped semiconductor, light with energy much below the bandgap can excite electrons from the
impurities into the conduction band. This energy will be on the order of tens of meV and thus
can be used as a far-infrared detector. If a doped semiconductor is cooled to low temperature, the
carriers will freeze onto the impurities. Light can then ionize the impurities, which is known as
extrinsic photoconductivity. Raising the temperature allows one to optically excite carriers into
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excited bound states which are then thermally excited into the conduction. This technique, called
photothermal ionization spectroscopy, measures the ionization energies of the impurities.
In nanowire devices it is desirable to measure the local photoconductivity because the devices
most likely do not have uniform internal electric fields. So called scanning photocurrent imaging
has been used to measure Si nanowires [81] and the authors found the nanowires’ energy bands
are bent at the source and drain contacts. This same technique has been used on Ge nanowires [82]
and CdS nanowires [83].
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3.0 ROOM TEMPERATURE FERROELECTRICITY IN STRAINED STO
1 Systems with a ferroelectric to paraelectric transition in the vicinity of room temperature are use-
ful for devices. Adjusting the ferroelectric transition temperature (TC) is traditionally accomplished
by chemical substitution-as in BaxSr1−xTiO3, the material widely investigated for microwave de-
vices in which the dielectric constant (r) at GHz frequencies is tuned by applying a quasi-static
electric field [84, 85]. Heterogeneity associated with chemical substitution in such films, however,
can broaden this phase transition by hundreds of degrees [86], which is detrimental to tunabillity
and microwave device performance. An alternative way to adjust TC in ferroelectric films is strain
[87, 88, 89, 90, 91]. Here we show that epitaxial strain from a newly developed substrate can be
harnessed to increase TC by hundreds of degrees and produce room-temperature ferroelectricity
in strontium titanate, a material that is not normally ferroelectric at any temperature. This strain-
induced enhancement in TC is the largest ever reported. Spatially resolved images of the local
polarization state reveal a uniformity that far exceeds films tailored by chemical substitution. The
high  at room temperature in these films (nearly 7,000 at 10 GHz) and its sharp dependence on
electric field are promising for device applications [84, 85].
3.1 INTRODUCTION
Enormous strains can be imparted to thin films and have previously been used to alter the TC of
ferromagnetic [92, 93] and superconducting [94, 95, 96] materials. For such phenomena, strain-
induced enhancements in TC as large as tens of degrees have been observed [92]. Owing to the
1Originally published in a different form in Nature [47].
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strong coupling between strain and ferroelectricity, much larger TC shifts are expected [87, 89],
and have been observed [90, 91], in ferroelectric materials.
In its pure, unstressed form, strontium titanate (SrTiO3) is an incipient ferroelectric. It remains
paraelectric down to 0 K, although chemical [97, 98] or isotopic substitution [99], as well as
the application of stress [88], easily disturb this delicate state, resulting in ferroelectricity. The
boundary conditions imposed by a substrate profoundly affect ferroelectricity in thin films. Figure
3.1 shows the predicted [88] shift in TC for SrTiO3 [100] under biaxial strain S = (a‖ − a0)/a0,
where a0 is the lattice parameter of free-standing SrTiO3 and a‖ is the in-plane lattice parameter of
a biaxially strained (100) SrTiO3 film. The hatched region shows the range in predicted TC due to
the spread in reported property coefficients for SrTiO3 [101, 102] that enter into the thermodynamic
analysis. For example, for positive s and T > 120 K, the enhancement in TC is given by ∆TC =
2S 0C(Q11 + Q12)/(s11 + s12), where 0 is the permittivity of free space, C is the Curie constant,
Q11 and Q12 are the electrostrictive coefficients, and s11 and s12 are elastic compliances of SrTiO3.
The breadth of the hatched region in Figure 3.1 for TC is mainly due to the nearly factor-of-two
variation in the ratio of (Q11 + Q12)/(s11 + s12) for what are considered the most accurate reported
values of these constants. These predictions imply that a biaxial tensile strain of order 1% will
shift the TC of SrTiO3 to the vicinity of room temperature.
In practice, the synthesis of uniformly strained ferroelectric films is challenging. Epitaxial fer-
roelectric films are usually grown to thicknesses greatly exceeding their critical values, resulting
in undesirable relaxation towards a zero-strain state by the introduction of dislocations. Disloca-
tion densities of ∼ 1011 cm−2 are typical in epitaxial BaxSr1−xTiO3 films [103], and the resulting
inhomogeneous strain further smears the phase transition, in addition to the effects of chemical
heterogeneity mentioned above. Our approach to controlling the properties of ferroelectric SrTiO3
films centers on the development of new substrates that enable the growth of uniformly strained
films below, or at least far closer to, the critical thickness for relaxation.
Depending on the choice of substrate, films may be grown under compressive or tensile strain.
Commercially available substrates that are larger than SrTiO3, such as KTaO3 (a = 3.989 Å) [104,
105] or MgO (a = 4.212 Å) [104, 105], are unsuitable for high-quality SrTiO3 (a = 3.905 Å) [101]
growth because of their excessively large lattice mismatches (2.2% and 7.7%, respectively). On

























Figure 3.1: Expected shift in TC of (100) SrTiO3 with biaxial in-plane strain, based on thermody-
namic analysis. The arrows indicate the predicted direction of the polarization for strained SrTiO3:
in-plane for biaxial tensile strain and out-of-plane for biaxial compressive strain. The s values for
SrTiO3 fully constrained (commensurate) to the lattice constants of LSAT and (110) DyScO3 sub-
strates are indicated by the positions of the corresponding arrows. The cross shows the observed
TC shift of a 500 Å-thick SrTiO3 film epitaxially grown on (110) DyScO3.
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have very large mosaic spread. As the critical thickness at which dislocations begin to form varies
approximately inversely with lattice mismatch, lower mismatch is desired to allow strained, low-
dislocation density SrTiO3 films to be grown that are thick enough to allow their ferroelectric
properties to be conveniently probed. To produce a closer lattice match, we have developed single
crystals of a new substrate material, DyScO3, for the growth of SrTiO3 films under uniform biaxial
tensile strain. DyScO3 is orthorhombic with lattice constants [106] a = 5.440 Å, b = 5.731 Å, and
c = 7.887 Å. It is not ferroelectric down to 4 K. The (110) DyScO3 surface has a nearly square
surface mesh with an in-plane lattice spacing a‖ = 3.944 Å, resulting in a tensile lattice mismatch at
room temperature (25◦C) of +1.0% with (100) SrTiO3. For comparison, the commercial substrate
(LaAlO3)0.29(SrAl0.5Ta0.5O3)0.71 (LSAT [107], a = 3.869 Å) with a lattice mismatch of -0.9% at
room temperature was also used to grow epitaxial (100) SrTiO3 films under uniform compressive
strain. The low dielectric constants of both DyScO3 (11 = 22.0, 22 = 18.8, and 33 = 35.5) and
LSAT (r = 22.5) [108] reduce field penetration in the substrate and facilitate modeling of the
in-plane r of the SrTiO3 films when interdigitated electrodes are used [109], as in this study.
3.2 SAMPLE GROWTH AND CHARACTERIZATION
Reactive molecular beam epitaxy (MBE) was used to grow epitaxial SrTiO3 films on both (110)
DyScO3 and (100) LSAT substrates. During growth the substrates were held at 650◦C and im-
mersed in 5.0 × 10−7 torr (background pressure) of oxygen plus approx 10% ozone. Reflection
high-energy electron diffraction (RHEED) intensity oscillations were monitored to ensure that
complete SrO and TiO2 monolayers were deposited alternately to form the SrTiO3 films [110].
Although many samples were grown and characterized, the properties of a 500 Å-thick film grown
on each substrate are compared below to show the effect of strain state on the ferroelectric proper-
ties of SrTiO3.
X-ray diffraction scans show the out-of-plane lattice constant to be compressed (a⊥ = 3.88 ±
0.01 Å) for the films grown on DyScO3, and extended (a⊥ = 3.93 ± 0.01 Å) for the films grown
on LSAT, as expected from the boundary conditions imparted by the substrates. High-resolution
X-ray diffraction measurements of the 500 Å-thick SrTiO3 film grown on DyScO3 reveal that its in-
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plane lattice constant at room temperature is a‖ = 3.935 ± 0.002 Å, corresponding to 0.8% biaxial
tensile strain. Its out-of-plane lattice constant is a⊥ = 3.8785 ± 0.0005 Å. Although somewhat
beyond the critical thickness at which relaxation begins to occur, the rocking curve full-width
at half-maximum (FWHM) of the (200) SrTiO3 X-ray diffraction peak is 13 arcsec (0.004◦), the
narrowest ever reported for an epitaxial SrTiO3 film. This, and other aspects of the X-ray scattering
measurements, indicate that this film has a higher degree of uniformity and structural perfection
than is typical of BaxSr1−xTiO3 films. The rocking curve FWHM of the (200) SrTiO3 peak of the
500 Å-thick SrTiO3 film grown on LSAT was also quite narrow, 21.5 arcsec (0.006◦).
Measurements of the complex dielectric permittivity were performed on the SrTiO3 films as a
function of frequency (1-20 GHz), temperature (75-330 K), and direct current (d.c.) electric field
(±40 V across 6 µm) using interdigitated electrodes. The 1-2 µm-thick Ag interdigitated electrodes
had 80 µm finger lengths and 6 µm finger gaps for the room-temperature measurements and 40 µm
finger lengths and 12 µm finger gaps for the temperature-dependent measurements. The fingers
were aligned parallel to the 〈110〉 in-plane directions of the SrTiO3 films.
Figure 3.2 shows the temperature-dependent in-plane [109] r and loss tangent, tan δ, of the 500
Å SrTiO3/DyScO3 film measured at 10 GHz. These data are from a device acting as a microwave
varactor (a voltage-tunable capacitor) with 2:1 tuning, demonstrating the technological significance
of these films. The curves agree well with expected Curie-Weiss behavior (inset) for a uniformly
strained film, exhibiting a maximum in r and tan δ at TC ≈ 293 K and a Curie constant typical
of displacive ferroelectrics. The peak r of nearly 7,000 at 10 GHz is higher and the width of the
peak in r versus T is narrower than any value reported for Ba1−xSrxTiO3 thin films. By contrast,
SrTiO3/LSAT has a much lower dielectric constant and there is no peak in r versus T . This result
is fully consistent with the biaxial strain state causing the ferroelectric polarization to lie in the
plane of the film for SrTiO3 on DyScO3, the direction sensed by the interdigitated electrodes, but
lying out-of-plane of the SrTiO3 grown on LSAT.
The observed TC shift surpasses all prior records [90, 91] and gives credence to prior work
on SrTiO3/SrZrO3 superlattices where ferroelectricity at room temperature in 8 nm-thick strained
SrTiO3 layers was assumed to be responsible for the dielectric properties of the composite superlat-
tice [111]. Our results are consistent with a strain-induced phenomena; the possibility that minute
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Figure 3.2: In-plane dielectric constant (r) and dielectric loss (tan δ) in strained epitaxial SrTiO3
films as a function of temperature and film thickness at a measurement frequency ( f ) of 10 GHz.
(a), (b) Contrast of in-plane r and tan δ, respectively, of 500 Å-thick SrTiO3/(110) DyScO3 and
SrTiO3/(100) LSAT epitaxial films. These films are under biaxial tensile and compressive strain,
respectively. The peak in r of about 7,000 and the simultaneous peak in tan δ indicate that the TC
of SrTiO3 under biaxial tension of s = 0.008 is about 293 K. The inset in (a) shows a Curie-Weiss
fit to 1/r. Owing to systemic errors involved in the measurement and calculation of the in-plane
dielectric constant, the vertical scale in (a) may be off by as much as 10%. The shaded region in (a)
corresponds to the expected value of the in-plane r for a SrTiO3 film commensurately strained to
LSAT (s = −0.009), based on thermodynamic analysis and the range of relevant reported property





















Figure 3.3: Dielectric tunability of the same 500 Å-thick SrTiO3 films grown on DyScO3 and
LSAT as shown in Fig. 3.2. The film grown on DyScO3 shows 82% tuning between 0 and ±40 V
at room temperature, with slight hysteresis. The film grown on LSAT exhibits approximately 0%
tunability with the application of ±40 V at room temperature.
Sc doping from the DyScO3 substrate is in part responsible for the dramatic changes in dielectric
behavior is also being investigated, although no such effects have ever been reported [112].
The remarkable field sensitivity of r, which drops by 82% for an applied voltage of 40 V
across 6 µm gaps, is shown in Figure 3.3. Such large tuning with modest fields makes these films
applicable to a variety of microwave applications.
As is typical of ferroelectric thin films, their properties depend on thickness (Figure 3.4). These
films, except the one marked “as-grown,” have been annealed at 700 ◦C for 1 h in 1 atm of air af-
ter growth. The drop in measured capacitance with SrTiO3 film thickness is consistent with the
ferroelectricity being in the SrTiO3 film and not associated with the DyScO3 substrate itself or a
ferroelectric interfacial layer. The decrease in Cmax (the height of the maximum of the capacitance
as a function of temperature from the background capacitance value) with decreasing film thick-
ness is a result of nonferroelectric (parasitic) contributions to the capacitance. Such behavior as
a function of thickness is commonly seen in (Ba,Sr)TiO3 films and is expected. From the partial
capacitance approach [109], the thickness dependence of the total measured capacitance of the
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a b c
Figure 3.4: Thickness dependence of SrTiO3 thin films. (a) The thickness dependence of the
measured capacitance is shown for SrTiO3/(110) DyScO3 films of thickness 100 Å, 200 Å, 500
Å, and 1000 Å. (b) The thickness dependence of the dielectric tunability is shown for the same
SrTiO3/(110) DyScO3 films shown in (a). (c) The thickness dependence of the dielectric tun-
ability of SrTiO3/(100) LSAT films with corresponding thicknesses and growth conditions to the
SrTiO3/DyScO3 films is shown in (a) and (b). No tunability is seen in SrTiO3/LSAT at room
temperature, regardless of film thickness.
interdigitated capacitor is Cmeasured ≈ C0 + 0
(
 f ilm − sub
)
Lh/s, where 0 is the permittivity of free
space;  f ilm and sub are the dielectric constants of the ferroelectric film and substrate, respectively;
h is the thickness of the ferroelectric film; s and L are the width and total length of the slot between
the electrodes, respectively; and C0 is the contribution of the air and substrate to the total capac-
itance of the interdigitated capacitor, which is independent of h . This approximation is valid for
L >> s >> h , which is the case for our interdigitated capacitors.
3.3 CSOMMEASUREMENTS
Optical measurements of the ferroelectric polarization at microwave driving fields were performed
using time-resolved confocal scanning optical microscopy (TR-CSOM) [113, 65]. The in-phase
and out-of-phase response at the microwave driving frequency correspond to the real and imaginary


































Figure 3.5: Comparison of the morphology and microwave electro-optic response of tunable di-
electric films at room temperature (just above TC). The scale bars are 1 µm for all images. (a) An
AFM image of the same 500 Å-thick SrTiO3 film grown on DyScO3 shown in Fig. 3.2. In addition
to unit-cell-high steps on the surface of the SrTiO3 film, four diagonal linear features that protrude
∼ 50 Å from the surface are evident. Similar surface imperfections are seen on the bare sub-
strates, suggesting that they are associated with polishing. (b) Image of the phase shift between the
electro-optic response and microwave driving field (3.27 GHz) for the same SrTiO3/DyScO3 film
(but not the identical region) as in (a), revealing uniform in-plane polarization separated by clear
boundaries like the ones observed by AFM. (c) TR-CSOM image (at one time delay) of a typical
epitaxial Ba0.5Sr0.5TiO3/MgO film at 2.06 GHz, showing inhomogeneous in-plane polarization.
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Figure 3.5b shows a typical TR-CSOM image of the phase shift between linear electro-optic
response and a microwave driving field (3.27 GHz), measured for the 500 Å SrTiO3/DyScO3 film.
The electro-optic phase is computed from a fit to the temporal response at various points in the
microwave drive cycle [113, 65]. Most striking are the large regions in which the phase is essen-
tially uniform, separated by sharp boundaries at which the phase changes by 90◦ or 180◦. These
boundaries correspond to features observed by atomic force microscopy (AFM) on the film (Fig-
ure 3.5a) as well as on bare DyScO3 substrates, and may be due to surface imperfections that
break the in-plane symmetry and produce an easy axis for the SrTiO3 films. For sake of compar-
ison, Figure 3.5c shows a typical TR-CSOM image (at a fixed time delay) for a ferroelectric film
(Ba0.5Sr0.5TiO3/MgO) that has not been strain-engineered. The strong fluctuations in the electro-
optic response on sub-micrometer scales are typical of films that are inhomogeneously strained.
3.4 CONCLUSIONS
The remarkable dielectric properties of SrTiO3, while recognized for many decades, have previ-
ously only been accessible in the bulk and at cryogenic temperatures. Efforts to shape the properties
of ferroelectric films have been restricted by available substrates. Through controlled substrate en-
gineering, often overlooked in the growth of thin films, we have achieved r and tunability at room
temperature in SrTiO3 films with properties comparable to bulk SrTiO3 at cryogenic temperatures.
In addition to radically enhanced dielectric properties, we expect other ferroelectric properties (in-
cluding pyroelectricity, piezoelectricity, and nonlinear optical effects) of SrTiO3 to be accessible at
room temperature through the application of appropriate homogeneous strain.
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4.0 LOCALIZED MICROWAVE RESONANCES IN STRAINED STO
1 Local frequency-dependent polar dynamics of strained SrTiO3 films grown on DyScO3 are in-
vestigated using time-resolved confocal scanning optical microscopy. Spectroscopic information
is obtained with < 1 µm spatial resolution over the frequency range 2-4 GHz. Most of the DyScO3
film is found to be spatially homogeneous, in contrast to relaxed films. A strong correlation be-
tween spatial and spectral homogeneity is revealed. In addition, resonant structures are discovered
that are localized both in space and in frequency.
4.1 INTRODUCTION
Understanding the relationship between the polar structure and dynamic response of ferroelectrics
is critical for the development of integrated devices. There are many factors which can produce
dielectric dispersion in these systems. Some are intrinsic to the phase transition itself, while others
depend on the existence of domain structures and their dispersive properties. Arlt et al. have
predicted that stripe domain patterns in bulk BaTiO3 single crystals will produce strong dispersion
in the GHz regime [115]. Similarly, polar complexes observed in relaxor ferroelectrics have been
identified by their characteristic frequency response [116, 117]. McNeal and coworkers have linked
the domain state of BaTiO3 (by way of grain and particle size) with microwave resonances [118].
The relevant length scales for ferroelectrics span an unusually wide range, from the atomic [119]
to the crystal dimension itself [120], and frequency responses can also span from quasi-dc (∼ 1
Hz) [121] to the ferroelectric soft mode (∼ 1011 Hz) [122, 123]. Understanding how polar structure
at a given length scale relates to the dynamic response at a given frequency scale can shed light on
1Originally published in a different form in Applied Physics Letters [114].
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basic issues for device fabrication such as the fundamental limitations for domain switching and
mechanisms of microwave dielectric loss.
The dielectric constant of capacitors fabricated from ferroelectric thin films can be changed
with modest applied DC voltages, making them suitable for tunable microwave devices such as
phase shifters [124] and filters [125]. A widely investigated material system is BaxSr1−xTiO3,
whose Curie temperature TC can be varied from nearly 0 K for pure SrTiO3 (x = 0) to 400 K for
pure BaTiO3 (x = 1) [85]. For thin films grown under most conditions, non-uniform strain as well
as stoichiometry fluctuations can lead to an inhomogeneous broadening of TC over hundreds of
degrees. The growth of high-quality ferroelectric films is complicated by a lack of suitably lattice
matched substrates. Recently, bulk single crystals of DyScO3 have been synthesized and used to
grow uniformly strained SrTiO3 films by molecular beam epitaxy [110, 47]. The large biaxial
tensile strain in this system results in ferroelectric behavior at room temperature [47, 126].
Here we describe local spectroscopic investigations of polar dynamics in a 500 Å-thick SrTiO3
film grown on DyScO3 [47], We have developed an extension of time-resolved confocal scanning
optical microscopy (TR-CSOM) that enables local polar dynamics to be measured as a function
of frequency as well as spatial location. Using the electro-optic response to reveal polar dynam-
ics in the SrTiO3 film, we identify localized resonant features associated with the periodic domain
boundaries. While the domain structure appears to be templated by the DyScO3 substrate, the exis-
tence of these resonant features represent the first direct experimental evidence linking microwave
resonances to domain structures.
4.2 SPECTROSCOPIC MICROWAVE CSOM
A schematic of the experiment is shown in Figure 4.1. An ultrafast (∼ 120 fs) mode-locked
Ti:sapphire laser is used to generate both the microwave electrical “pump” field and the optical
probe pulse. The microwave pump signal is derived from a phase-locked oscillator (PLO) that is
locked to a high harmonic of the repetition rate of the laser, f1 = 76 MHz. The electrical signal
is applied to the SrTiO3 film using Ag interdigitated electrodes deposited on the film surface (gap














Figure 4.1: Pulses from a mode-locked Ti:Sapphire laser are sampled by a fast photodiode (PD)
that provides a reference for a microwave-frequency phase-locked oscillator (PLO) whose fre-
quency is locked to a high harmonic of the fundamental repetition rate ( f1 = 76 MHz) of the laser.
This microwave signal is then applied to the sample by using interdigitated silver electrodes. The
microwave signal at the sample is delayed in time relative to the incoming laser pulses using a
programmable delay line. The samples are raster scanned relative to the microscope objective with
a piezoelectric stage to produce images. A single-crystal LiNbO3 sample is used to produce a
reference phase at the different frequencies.
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preparation can be found elsewhere [110, 47]. The laser pulses, focused to a diffraction-limited
spot using a microscope objective (NA = 0.85), probe the electro-optic response at a fixed phase of
the microwave signal. The relative phase between electrical and optical signals is controlled using
an electrical delay line. The amplitude of the microwave field is modulated at a low frequency (∼ 1
kHz) and the resulting electro-optic signal is detected using an optical bridge and lock-in amplifier
[113]. The reflected polarization of the laser light probes the electro-optic response. The temporal
response provides direct information about local polar contributions to the microwave permittivity
of the film [86].
TR-CSOM images are acquired by raster scanning the sample relative to the laser spot. Images
are taken at ten different time delays td (step size δt = 50 ps) for 27 different microwave frequencies
fn = n f1, 26 ≤ n ≤ 53, spanning the range 2-4 GHz. An entire scan of frequencies, time delays,
and spatial locations takes approximately 12 hours to complete; thermal control of the TR-CSOM
apparatus is maintained to within T ∼ 0.02 K in order to stabilize the images sufficiently. The
experiment is preformed at room temperature (295 K), which is above TC in this sample. Post-
processing of the images is also performed to account for residual drift over the acquisition period.
There is no intrinsic method for defining the absolute phase of the incident microwave field
relative to the optical probe, and the measured phase changes in an uncontrolled way from one
microwave frequency to another. To produce a stable reference phase, TR-CSOM measurements
were also taken under identical conditions on a single-crystal LiNbO3 reference sample, located
several millimeters away from and connected in parallel with the SrTiO3 film. The phase of the
linear electro-optic response of the LiNbO3, assumed to be constant over the frequency range
explored, is used to define a reference phase for the frequency-dependent SrTiO3 measurements.
4.3 DATA ANALYSIS
The polar response of the SrTiO3 film is well described by Fourier components at angular driving
frequency ωn = 2pi fn and second harmonic 2ωn [65]:








Figure 4.2: Phase of ferroelectric response, ϕ, plotted as a function of location in the sample for
six microwave driving frequencies. (a) 2.2 GHz, (b) 2.43 GHz, (c) 2.74 GHz, (d) 2.96 GHz, (e)
3.27 GHz, (f) 3.5 GHz.
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At each driving frequency, the sequence of images at various time delays is used to produce a fit
to Eq. 4.1 at each spatial location. The result is an image of each of the four Fourier coefficients,
{F1, F2, P1, P2}. This analysis is performed for each of the 27 discrete frequencies investigated.
Figure 4.2 shows images of the phase at six representative driving frequencies. The large
uniform regions visible in Figure 4.2 are characteristic of the high quality of the SrTiO3 film, and
are observed only with uniformly strained samples grown on DyScO3 substrates [47]. The stripes
correspond to regions that are responding uniformly over the entire frequency range investigated.
Alternating stripes differ in phase by approximately pi, which is consistent with the existence of
a domain wall boundary separating them. These domain boundary regions exhibit a microwave
response that is much less uniform, and which exhibit dispersive behavior that is localized in space
and in frequency.
To illustrate the ferroelectric response within domains and near the domain walls, we analyze
subsections from the datasets shown in the boxed region in Figure 4.2a. Figure 4.3 shows vector
field plots of the linear electro-optic response at two microwave frequencies and two different dc
bias voltages. Arrows are colored according to the magnitude of the response, while their direction
indicates the local phase relative to the LiNbO3 single crystal. Regions of the sample that are far
from the domain boundaries have a uniform response, irrespective of applied frequency or DC bias.
However, select regions that are closer to the domain boundaries show significant local dispersion
when a DC bias is applied.
To further investigate the local dynamics, the complex electro-optic response F = F1 + iF2 is
compared for several regions of the sample. In Figure 4.4, the linear electro-optic response for the
16 sub-regions identified in Figure 4.3 are averaged and plotted as a function of applied electric
field frequency. Highly dispersive responses are observed at 2.4 GHz and 3.5 GHz. When a DC
bias is applied, the dispersion increases at 2.4 GHz while decreasing somewhat at 3.5 GHz.
4.4 CONCLUSIONS
A typical characteristic of relaxor ferroelectrics is their dielectric dispersion characteristics, many
of which can be understood by sound emission due to domain walls vibration [127]. Biegalski et al.
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Figure 4.3: Vector plots showing magnitude (color) and phase (angle) in the region identified in
Fig. 4.2 (a). (a) and (b) compare DC biases of 0 V and 5 V, respectively, at 2.2 GHz. (c) and (d)































Figure 4.4: In- and out-of-phase components of ferroelectric response plotted as a function of
driving field frequency. Curves are taken from the area shown in Fig. 4.3 and each line is an
average over each of the 16 sub-regions identified in Fig. 4.3(a).
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have shown that these SrTiO3/DyScO3 films show relaxor behavior in this frequency range [128].
Additionally, the periodic domain structures observed by TR-CSOM may produce shear waves that
interfere constructively or destructively, depending on the driving frequency [115]. In addition to
providing evidence of uniform ferroelectric response, the stripe domain pattern we observe could
also be the source of the resonances we detect near the domain boundaries and within the domains
themselves.
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5.0 THREE-DIMENSIONAL POLARIZATION IMAGING OF BST:MGO
1 The dielectric tuning and loss of (Ba,Sr)TiO3:MgO bulk composites depend strongly on the
connectivity and interaction among the two phases. To investigate this relationship, the polar
structure and dynamics of these composites is mapped as a function of space and time using a
pair of three-dimensional probes: second-harmonic confocal scanning optical microscopy (SH-
CSOM), which maps ferroelectric polarization in three dimensions, and time-resolved scanning
optical microscopy (TR-CSOM), which maps polarization dynamics along two spatial dimensions
and one time dimension. SH-CSOM measurements reveal a high degree of homogeneity within
the (Ba,Sr)TiO3 regions, while TR-CSOM measurements indicate that topologically connected
regions respond with a spatially uniform phase.
5.1 INTRODUCTION
Over the past decade, a variety of ferroelectric materials (including (Ba,Sr)TiO3, (Pb,Sr)TiO3,
SrTiO3, KTaO3, Cd2Nb2O7, etc.) have been investigated for frequency-agile microwave electronics
(FAME). It is highly desirable that materials selected for such devices have suitable dielectric
constants and high tunability figure of merit defined by κ = (0 − E) / (0 tan δ), where tan δ is the
dielectric loss, and 0 and E are the dielectric permittivity at zero and E electric fields. Many
of the materials being investigated possess spatially non-uniform structure and properties, and
hence it is important to understand how local ferroelectric properties (i.e., polarization state, local
permittivity) correlate with the figure of merit, so that improvements in device performance can be
made.
1Originally published in a different form in Applied Physics Letters [129].
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Of all the materials investigated for FAME applications, (Ba,Sr)TiO3 (BST) has received the
most attention [130, 131, 132, 133] due to its intrinsic high dielectric tunability and capacity to
optimize the figure of merit at a given temperature by changing the Ba/Sr ratio. Most studies of
BST for FAME applications have been carried out in thin films [130, 131]. For bulk applications in
microwave phase shifters, varactors, etc., lower dielectric constants than are achievable with BST
are required. For this reason, several bulk composites have been developed using BST and MgO
[132, 133]. The relatively low dielectric constant and loss of MgO helps to reduce the effective
dielectric constant and loss of the composite while maintaining respectable tunability. In these
composites, the connectivity of the two phases plays an important role in the reproducibility of the
properties.
5.2 SECOND-HARMONIC CSOM
Optical techniques have long been used to image properties of interest in ferroelectric materials.
Electro-optic contrast in ferroelectrics has been exploited since the discovery of BaTiO3 [134], and
has more recently been refined with advances in laser and optical technologies [86]. Imaging is
typically performed by collecting information as a function of two spatial dimensions. To better
understand the properties of bulk materials and composites, adding a third dimension is especially
helpful. With second-harmonic confocal scanning optical microscopy (SH-CSOM) it is possible
to probe for a ferroelectric response within the bulk of the material. Alternatively, the temporal
response of a material can be regarded as a third dimension. Time-resolved confocal scanning op-
tical microscopy (TR-CSOM) substitutes time for the third dimension, enabling polar dynamics to
be recorded within a single microwave cycle. Both methods provide important and complementary
information about the nature of dielectric tuning in these composite single crystal materials.
Three-dimensional maps of the polar response of single crystal composites of Ba0.6Sr0.4TiO3:
MgO are obtained using both SH-CSOM and TR-CSOM. A Ba0.6Sr0.4TiO3 composition, with TC
close to room temperature, is selected for these studies. Single crystals of BST:MgO are grown
by the laser heated pedestal growth (LHPG) technique. The details of the growth experiments are
reported elsewhere [135]. The c-axis oriented composite crystal plates are cut and polished from
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the LHPG grown crystals. Surfaces of the plates are polished using 0.1 µm size alumina powder
and annealed at 500◦C in order to reduce the mechanical surface strain caused during the polishing.
Figure 5.1a shows an SEM image of a typical sample used for these experiments. Energy
dispersive spectroscopy (EDS) of individual grains shows the chemical constituents of the grain
chemistry. Figure 5.1b reveals negligible intermixing of the BST and MgO components [136].
Silver electrodes are deposited on the surface of the crystal, with a gap spacing of 30 µm.
The second harmonic response of a material is highly sensitive to the breaking of inversion
symmetry [137], and has been exploited in diverse applications, from probing living cells [138]
to semiconductor quantum dots [139]. Second harmonic generation has been applied to ferroelec-
tric materials to image ferroelectric domain walls in KTiOPO4 (KTP), LiNbO3 [140], and BaTiO3
[141]; to distinguish between surface and bulk effects in SrTiO3 [142]; and to produce three di-
mensional images in lithium triborate [143].
Here SH-CSOM is used to collect second harmonic light as a function of three spatial di-
mensions for the BST:MgO composite. Light from a mode-locked Ti: sapphire laser (wavelength
λ = 800 nm) passes through a spatial filter and is focused with a high numerical aperture mi-
croscope objective (NA = 0.8) to a V = 0.5 × 0.5 × 1.0 µm3 region within the sample volume
(Figure 5.3a). The high peak intensity of the ultrashort light pulse (∼ 130 fs pulse duration) pro-
duces a strong second-harmonic response in the BST, locally generating light with wavelength
λS H = 400 nm. The microscope objective collects both the reflected IR light and SH light; an
ultrafast mirror and shortwave pass filter allow only the frequency doubled light to be detected by
a near-ultraviolet sensitive avalanche photodiode (APD). By scanning the laser spot over a vol-
ume of sample a three-dimensional representation of the ferroelectric polarization in BST: MgO
composite is produced.
A series of SH-CSOM images is shown in Figures 5.3b and c. The bright regions correspond
to areas in which a large amount of SH light is collected, corresponding to volumes in which BST
is present. MgO possesses a center of symmetry and therefore no SH light is produced; dark areas
therefore correspond to volumes containing MgO. Imaging the SH response of the material allows
us to probe the sample at different depths, and therefore produce a three-dimensional polar image
























Figure 5.1: (a) SEM image showing grain distribution of BST (light) and MgO (dark). (b) EDS









Figure 5.2: (a) Schematic of SH-CSOM technique.
response, which gives a clearer view of the distinct BST and MgO regions. The solid objects in
the rendering are areas where there exists a second harmonic response, namely, regions of BST.
TR-CSOM maps the dynamic response of ferroelectric materials to applied microwave fre-
quency electric fields [113]. A diagram of the experiment is shown in Figure 5.4. The same
confocal setup used for SH-CSOM is used to focus 800 nm light pulses from the Ti:Sapphire laser
to a diffraction-limited spot on the sample surface. A sampled portion of the beam is used to gen-
erate a reference for a phase-locked oscillator (PLO). The PLO produces electric fields between
2 − 4 GHz that have a fixed phase with respect to the laser pulses. By scanning an electrical delay
line, the time-resolved images of the electro-optic response of the sample are obtained.
Figures 5.5a and b show TR-CSOM images at two representative time delays, 100 ps and 400
ps, respectively. The temporal response for two distinct BST grains in the BST:MgO composite
is shown in Figure 5.5c. Note that the responses of the two grains are approximately out of phase
by 180◦. This out of phase relationship indicates that the static polarization of the two domains is
approximately antiparallel: the application of an electric field causes the polarization to increase in
one region and decrease in the other. The polar response at each spatial location in a time-sequence











Figure 5.3: (a-b) SH-CSOM images acquired at depths 1.6 µm and 4.0 µm below the surface. The
bright regions correspond to areas with strong SH collected, and correspond to the BST grains,
while the dark regions correspond to MgO. (c) Three-dimensional rendering of SH response of
BST: MgO taken over an 8.8 × 8.8 × 4.0 µm3 volume using confocal sectioning. Solid objects are










Figure 5.4: Diagram of TRCSOM experiment.
Images of the magnitude and phase of the Fourier coefficients are shown in Figures 5.5d and
e, respectively. The length scales over which polarization is uniform in magnitude correspond
roughly to those imaged by SH-CSOM. Hence, the BST regions appear to be either few- or single-
domain, based on the spatial uniformity of the microwave response.
5.3 CONCLUSIONS
Both SH-CSOM and TR-CSOM images of BST: MgO composite show evidence of distinct BST
and MgO regions and the TR-CSOM images illustrate that the ferroelectric polarization behaves
nearly uniformly within individual grains at microwave frequencies. In addition, there is negligible
microwave dispersion within the grains, in contrast to observations made for BST thin films [65].






























Figure 5.5: (a-b) TR-CSOM images of BST: MgO at two distinct time delays tD = 100 ps (a)
and tD = 400 ps (b). (c) TR-CSOM curves, S (t) obtained at two locations indicated by square
markers in (a-b), corresponding to two distinct BST grains. The temporal response indicates an
out-of-phase relationships between the two grains. (d-e) Spatial maps of the magnitude and phase
of the TR-CSOM response.
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considerations and differential thermal contraction after growth, the MgO appears to have little
impact on the microwave properties of the BST, thus fulfilling its requirements as a low-loss, low
dielectric constant spacer material.
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6.0 GIGAHERTZ OPTICAL SPIN TRANSCEIVER (GHOST)
1 We present a time-resolved optical technique to measure electron spin dynamics with GHz dy-
namical bandwidth, transform-limited spectral selectivity, and phase-sensitive (lock-in) detection.
Use of a continuous-wave (CW) laser and fast optical bridge enables greatly improved signal-
to-noise characteristics compared to traditional optical sampling (pump-probe) techniques. We
demonstrate the technique with a measurement of GHz-spin precession in n-GaAs. This approach
may be applicable to other physical systems where stroboscopic techniques cannot be used because
of either noise or spectral limitations.
6.1 INTRODUCTION
Electron spin in semiconductors [146] has been extensively measured using a variety of techniques
including Kerr rotation (KR) [147], Hanle effect [148], electrical detection with ferromagnetic
electrodes [149], and noise spectroscopy [150]. The spin dynamics in these systems have generally
been studied using stroboscopic techniques which utilize the temporal properties of mode-locked
[151] or pulsed diode lasers [152].
Ultrafast spectroscopy provides exceptional time resolution, but there are drawbacks to the
stroboscopic pump-probe approach for some investigations. Ultrashort optical pulses are limited
in their spectral resolution by the time-energy uncertainty relation (∆E · ∆t ≥ ~). High spectral
resolution becomes particularly important if one is interested in probing the dynamics of a sys-
tem with sharp optical transitions, such as semiconductor quantum dots or defect states, without
influence or disturbance from nearby systems. For example, pulses from a Ti:Sapphire laser with
1Originally published in a different form in Optics Express [145].
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150 fs pulsewidth at λ = 750 nm will have a transform-limited spectral width of ∆E ∼ 12 meV;
by contrast, the linewidth of a typical quantum dot is less than 40 µeV [60]. A second, less fun-
damental limitation relates to acquisition of dynamics over long time scales comparable to the
repetition rate for the experiment. Mechanical delay lines become cumbersome for pump-probe
delays > 5 ns; acquisition speed is limited by the rate at which these delay lines can be scanned.
Other optical techniques that infer dynamics from continuous wave optical sources, for example
fluorescence correlation spectroscopy [153], lack phase information that may be critical for some
investigations.
While many of these limitations can be remedied by suitable choice of lasers, e.g., pulsed
laser diodes with narrower spectra [152] and asynchronous optical sampling to address limitations
associated with mechanical delay lines [154], there is a more subtle effect that impacts the signal-
to-noise ratio (SNR) in stroboscopic or sampling experiments. In a typical pump-probe experiment
the dynamics are sampled only for a small fraction of the interval in which the dynamics takes
place. This fraction, ∆t/T (where ∆t is the sampling time and T is the period of the pulsed laser
system), undersamples both the signal and any intrinsic noise (other than shot noise). In order to
achieve an optimal SNR, it is advantageous to sample (hence average) the intrinsic noise as much
as possible.
For purposes of illustration, one can assume that the signal of interest S (t) is periodic with
period T and is sampled by an optical probe with intensity profile I(t). One may consider two
limiting cases where the optical profile is either constant (I(t) = I0) or pulsed with a width t0 (I(t) =
I0 · T/t0 , 0 < t < t0, and zero otherwise). Assuming that the intensity fluctuations in the optical
signal are only limited by shot noise, one can model the physical system as
S (t) = S 0(t) + η(t), (6.1)
where S 0(t) is a noise-free periodic function and η(t) represents an intrinsic noise term (assumed
here to be white: 〈η(t) · η(0)〉 = δ(t)). The system is sampled by a shot-noise limited photon
field I(t), and the measured signal consists of averaging the product S (t) · I(t) over many periods.
Comparison of the two results (Figure 6.1a) for the same number of measurement photons shows
that continuous measurement results in a maximum SNR improvement ∼ (T/∆t)1/2 over sampling
























Figure 6.1: Simulation of noise reduction when comparing a sampling technique (pulsed probe)
with a continuous detection one (CW probe): (a) Averaged data for CW and stroboscopic acqui-
sition. Here S 0 (t) = exp (−T · t) cos (ω · t). The intrinsic noise is η0 = 0.3 and the pulse width is
t0 = 1. (b) Comparison of SNR for CW and stroboscopic acquisition.
Here we report on a realization of this approach to time-resolved optical detection based on
the continuous detection method outlined above. Our approach utilizes a CW laser and high-
bandwidth balanced photoreceiver to measure spin dynamics in semiconductors with superior
noise characteristics compared to pump-probe (sampling) techniques. The functionality of this de-
tection scheme is demonstrated by investigating spin dynamics in a well-studied sample, n-GaAs
[151].
6.2 EXPERIMENTAL SET-UP
In the investigation of spin dynamics in semiconductors, the Kerr effect provides direct information
about the spin orientation. Upon reflection from a magnetic material, a linearly polarized laser will
have its polarization direction rotated by an amount proportional to the magnetic moment along
the propagation direction [155]. A diagram of our experiment is shown in Fig. 6.2. A pulsed laser
is used to create a population of spin polarized electrons and a continuous-wave laser monitors the
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fast photodiode
























Figure 6.2: Schematic drawing of the experimental setup for the detection of electron spin co-
herence in semiconductors. (GLP) Glan-Laser polarizer; (WP) quarter wavelength plate; (PEM)
photoelastic modulators; (BS) beamsplitters; (M) mirrors; (DSP) digital signal processor.
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spin polarization by using the Kerr effect. In order to perform lock-in detection, the pump beam is
modulated in helicity at frequency f1 by a photoelastic modulator (Hinds PEM-90) to alternately
create majority spin up and spin down electrons. The probe beam is intensity modulated with a
PEM at frequency f2. By tuning the probe wavelength one can measure the wavelength dependence
of the Kerr signal. Additionally, this detection scheme also allows one to perform electro-optic
measurements with comparable bandwidths.
A fast detector converts the polarization into an electrical signal that is then sent to a real-time,
digitizing oscilloscope (LeCroy Wavemaster 8500A-VL) with 20 GS/s sampling rate. Oscillo-
scope acquisition is initiated by a pair of triggers: after first detecting a rising edge of the optical
modulation, fr ( f1, f2), the oscilloscope then triggers on the first detected laser pulse. After being
triggered, the oscilloscope simultaneously acquires two waveforms until the fast memory (32 MB)
is filled, corresponding to 1.6 ms of continuous data. One waveform corresponds to the signal from
the fast detector, while the other channel acquires a waveform representing the pump laser. This
second waveform is necessary to determine the time of the pump events because the pump laser is
not phase-locked to the sampling clock of the oscilloscope, as discussed in Section 6.3.
6.3 DIGITAL SIGNAL PROCESSING
The 32 MB waveforms acquired by the detection electronics are transferred over gigabit Ethernet
to a single processor Pentium PC (2.4 GHz clock speed, 2 GB memory), which performs the digital
signal processing while the oscilloscope acquires the next dataset. The main steps of the digital
processing algorithm implemented are: demodulation, time slicing, and averaging of the data.
As mentioned above, the pump and probe laser beams are modulated in polarization and in-
tensity, respectively, allowing the implementation of a phase sensitive lock-in detection scheme by
applying a Fourier decomposition method to the acquired time-dependent digital signal of samples.
For the frequency of interest, fr, one can define a basis of square-integrable functions:
X˜0 (t) ≡ 1/
√
2
X˜i (t) ≡ cos (2pii frt) , i = 1, 2, . . .
































Figure 6.3: Data processing steps: (a) the acquired data is demodulated at the reference frequency
fr; (b) the independently acquired laser pulses are used as a reference for slicing the data waveform
into segments commensurate with the excitation laser period; and (c) the resulting time-resolved
Kerr rotation after processing 1.6 ms of acquired data.
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with the property that
〈
X˜i
∣∣∣Y˜ j〉 = 0 and 〈X˜i∣∣∣X˜ j〉 = δi j, where δi j is the Kronecker delta function. The











∣∣∣X˜i〉, b j = 〈S˜ ∣∣∣Y˜ j〉 and the upper limit n = tsamp/ (2 · fr), with the sampling period
tsamp = 1/20 GHz = 50 ps. In the simple case this allows the in- and out-of-phase components
of the Kerr rotation at the reference frequency fr to be extracted. The phase is determined by an
autophase sequence similar to a conventional lock-in amplifier when the data is processed off-line.
For a typical pump laser repetition rate of 80 MHz and a data acquisition time of 1.6 ms, the
sample is excited ∼ 128, 000 times. Consequently, the acquired waveform contains an equivalent
number of snapshots of the spin dynamics, with each time interval being approximately TL ≈
13 ns long and digitized in nL = 264 samples. Using the independently acquired waveform of
the laser pulses, the demodulated data can be partitioned into one-period segments, which are
averaged together (Figure 6.3c) to produce a final waveform with 264 samples. The demodulation,
time slicing, and averaging are thus equivalent to nL parallel lock-in amplifiers. Therefore the
speed at which dynamic data can be acquired is proportionally increased compared with traditional
scanning mechanical delay stage, pump-probe experiments.
6.4 EXPERIMENTAL RESULTS
We have implemented our detection scheme to characterize the electron spin dynamics in n-GaAs
(1016 cm−3 Si doped) epilayers. The sample was placed in the Voigt geometry in a magneto-optical
cryostat which allows magnetic fields to be applied parallel to the sample surface. The sample
was held at 15 K for the duration of the experiment. The electron spin direction is initialized with
circularly polarized laser pulses (150 fs pulsewidth) generated by a mode locked Ti:Sapphire laser
(50 mW), tuned above the bandgap of GaAs (815 nm). A linearly polarized continuous wave Ti:
Sapphire laser (20 mW) is tuned to 822 nm to be near the absorption edge of GaAs. (Although our
probe beam has a higher power than is generally used, the peak power is approximately five orders
of magnitude less than when using femtosecond pulses.) The probe beam monitors the component
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of the electron spin magnetization along the light propagation direction. The time-dependent Kerr
signal is detected using a pair of fast balanced photodiodes (New Focus Si 650 MHz balanced
receiver). Demodulation was performed at the sum frequency: fr = f1 + f2.
In a transverse magnetic field, the initialized electron spin population precesses around the
magnetic field direction at the Larmor frequency, which is proportional to the magnetic field B and
the electronic g factor. The instantaneous component of the electron population perpendicular to
the magnetic field can be described by
S z (t) = A exp
(−t/T ∗1) cos (ωLt) , (6.4)
where A is the transversal magnetization of the electron spins at t = 0, ωL = gµBB/~ is the Larmor
frequency (where g is the Landé g-factor, µB is the Bohr magneton, and B is the magnetic field),
and an exponential envelope for the oscillatory signal is introduced to account for decoherence of
the spin system with the inhomogeneous transverse dephasing time [151].
Figure 6.4a depicts the Kerr rotation data recorded for the n-GaAs epilayers as a function of
time and magnetic field. The magnetic field is swept from −200 to +200 mT in steps of 1 mT;
16 ms of data is acquired at each field step. The experimental data is in good agreement with
simulated data obtained using g = −0.41 and a transverse spin decoherence time of T2 = 10 ns.
The small offset from zero field arises from trapped flux in the superconducting magnet. In GaAs,
the spin decoherence time is particularly long compared with the laser repetition rate so we have
used a modified version of Equation 6.4 [151]:


















This equation accounts for the polarization of the electron spin remaining beyond the 13 ns period
between consecutive laser pulses.
A consequence of this long decoherence time is the observation of resonant spin amplification
at specific magnetic fields for which the Larmor precession frequency is commensurate with the
laser repetition rate (Figure 6.5) [151]. One of the experimental features not accounted for in the
simulation is the higher intensity of the resonant spin amplification signal at B = 0 T. However,
in our simulation we have not considered the field dependence of the spin life time which for

























































Figure 6.4: (a) Acquired Kerr rotation data for n-GaAs as a function of the delay time (horizontal
axis) and external magnetic field (vertical axis); (b) Fast Fourier Transform (FFT) of the data giving
the Larmor precession frequency as a function of the magnetic field; (c) Line cuts through the Kerr
rotation plot at different magnetic fields (0, 100 and 200 mT); (d) Line cuts through the FFT data




















Figure 6.5: Kerr rotation as a function of magnetic field. Rapid oscillation visible at 1 ns is due to
resonant spin amplification. Slow oscillations visible at 2.5 and 5 ns are due to changing precession
frequency with field. Curves are offset for clarity.
6.5 DISCUSSION
The estimated speed of collecting and processing the information is similar to that of scanning
mechanical delay pump-probe experiments. The major bottleneck in the presented implementation
is the PCI architecture of the oscilloscope, in which the data stream requires a Tr ∼ 13 s recovery
time after each 1.6 ms segment of data is acquired by the fast memory in the oscilloscope. With
the use of dedicated field programmable gate arrays (FPGA) for the DSP, the current architecture





: a factor of 104 speedup for a given SNR.
Given the above potential for improving the data collection efficiency, is it reasonable to think
that the GHOST technique has the ability to detect the signal from a single spin? Mikkelsen and
Berezovsky et al. [156] were able to use conventional sampling TRKR to measure single spin
dynamics (albeit with a rather long probe pulse and long integration times). The KR signal they
measured, ϑMB, was about 10 µrad. As their quantum dots were embedded in a Fabry-Perot cavity,
they got an approximately 15× enhancement of the signal. Therefore, we conclude that the KR
angle from a single spin without a cavity is ϑS S = 0.67 µrad. They observe approximately 6
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Table 6.1: Summary of noise calculation comparing the GHOST measurement technique with the
single spin dynamics measured by Mikkelsen and Berezovsky et al. (Ref. 156).




ϑS S (µrad) 0.67 *
Tmin (sec) 43 0.043
µrad of noise. When compensating for the cavity amplification, and accounting for the T = 2 min
integration time, we calculate their noise equivalent power (NEP) to be δϑMB,NEP = 7.8 µrad /
√
Hz.
It is not straightforward to directly measure the KR angle using the GHOST setup because the
fast detector does not output the sum signal or the signal from each channel individually. (Recall
from Chapter 2 that the expression for Kerr angle is ϑF ≈ 12 (V − H) / (V + H), where V − H is
what is measured by GHOST.) We can, however, estimate V + H from the probe laser power at the
sample and our knowledge of the losses for the reflected beam going to the detector. In this way,
we have calculated the angle of the data, as shown in Figure 6.3c. After subtracting a fit to the data,
we find the noise to be δϑGHOS T = 179 µrad. To calculate the NEP we use the integration time of
T = 1.6 ms divided by the number of points, nL = 264 (because GHOST uses parallel acquisition
technique). In this way we determine that δϑGHOS T,NEP = 0.78 µrad /
√
Hz. Table 6.1 summarizes
these results and shows the minimum integration time, Tmin, to have a signal to noise ratio of one
(assuming that the rotation angle from a single spin is ϑS S = 0.67 µrad).
As shown above, by calculating the noise power we can estimate how long we must integrate
to get to the signal from a single spin, and we conclude that it is in principle possible to measure
the signal levels produced by a single spin with the GHOST technique. Furthermore, as pointed
out by Berezovsky [157], the KR angle from a single spin is not N times smaller than the KR angle
from N spins. The signal from a single spin has a Lorentzian lineshape of the form
ϑKR (E) ∝ E − Ec,v(























Figure 6.6: Modeling the Kerr rotation angle of an ensemble of spins. One can see that the single
from a single spin is not 105 times smaller than the signal from 105 spins. The inset shows the
modeled KR as a function of energy, where each curve is a summation of Equation 6.6 from N = 1
to 100, 000 spins. Curves are offset for clarity.
where Ec,v is the energy of the transition and Γv is the linewidth. The signal from an ensemble
of spins will be given by summing Equation 6.6 over the number spins and inhomogeneously
broadening Ec,v. Figure 6.6 shows how the KR angle scales sub-linearly with the number of spins.
6.6 CONCLUSIONS
In summary, we have presented a method for acquiring time-resolved optical signals using CW
optical probes. Using this method, it is possible to work close to the time-energy uncertainty
limit and obtain simultaneously high spectral selectivity and temporal resolution. This method is
able to provide improved signal to noise characteristics compared to sampling techniques. With
signal processing improvements, the method presented here may enable the real-time monitoring
of electron spin dynamics in spectrally narrow systems, such as semiconductor quantum dots.
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7.0 TOWARDS SINGLE SPIN DETECTION IN SEMICONDUCTORS
For spintronics and solid-state quantum computing applications, controlling and interacting with
single electrons is an important requirement. Many solid-state quantum computing proposals in-
tend to use electron spin (a natural two-level system) as a qubit. In semiconductors with a direct
bandgap, optical selection rules can be used to create a spin polarization, and in low-dimensional
systems, such as quantum dots, optical pumping can achieve 100% spin polarization. A central
component of the COSMQC proposal (reviewed in Chapter 1) are single electrons confined in a
Ge/Si quantum dots. In this chapter I will discuss our efforts to develop optical experiments that are
sensitive to single quantum dots. Unless stated otherwise, all optical experiments are performed at
10 K in a continuous flow cryostat.
7.1 INDIUM ARSENIDE QUANTUM DOTS
A central component of a COSMQC quantum computer is the use of single spins confined in
Ge/Si quantum dots as qubits. As discussed in Chapter 1, important reasons for this material
choice are an established method for patterning ordered arrays of Ge/Si quantum dots [34] and the
long (millisecond) coherence times of spins in Si. These are features that represent important steps
in satisfying two of DiVincenzo’s requirements: scalability and long qubit lifetimes.
Although Ge/Si quantum dots sound like a promising system, creating an ordered array of
dots with a direct bandgap (d < 10 nm) was and still is an ongoing research project in itself. We
therefore pursued, in parallel, developing measurement techniques on a quantum dot system that
is iso-energetic with Ge/Si: InAs/GaAs quantum dots. These are III-V quantum dots with a direct
bandgap, and therefore performing optical measurements should be more straightforward.
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InAs quantum dots with energies of ∼ 1 eV were grown by molecular beam epitaxy at LNLS
in Campinas, Brazil [158, 159]. A buffer layer of epitaxial GaAs is initially grown on a GaAs
wafer. A Si-doped GaAs back contact is grown before an undoped GaAs tunnel barrier. InAs QDs
are grown on top of this buffer layer. The quantum dots are capped by an undoped GaAs layer.
Photolithography is used to define contacts. Ohmic contacts are formed by annealing Ni/Au/Ge in
a forming gas atmosphere. Schottky contacts are made by depositing Ni, Ti, or Pt on the GaAs cap
before finishing with a bonding layer of Au.
Initial attempts to perform single dot measured measurements focused on applying lock-in
measurement techniques to high-resolution spectroscopy [160]. The goal of this approach was
to measure the small signals originating from single dots by spectrally separating the signal of
interest from the background of the neighboring dots. This instrument used a 2 m spectrometer
with an InGaAs focal plane array detector. The spectrometer dispersed light onto the x-axis of the
detector. An acoustic optic modulator (AOM) synchronized with a pulse laser source deflected the
beam onto the y-axis of the detector, giving access to dynamical information as well as spectral.
Fourier processing of the time axis gave access to the signal at the frequency of interest, fr.
Our next attempt at boosting the signal involved putting the quantum dot layer in the middle
of a Fabry-Perot cavity. In this way we hoped to not only boost the signal (for example from
photoluminescence or Faraday rotation) by increasing the coupling in the transmission window of
the cavity, but we also wished to extinguish the signal from dots outside of it. Placing a quantum
well or quantum dots inside a cavity has been used before to enhance the FR signal [161, 162].
The structure of our cavity is shown in Figure 7.1a. The sample is grown by molecular beam
epitaxy (MBE). The end mirrors are distributed Bragg reflectors (DBRs) and are formed by grow-
ing twelve repeated layers of Al0.15Ga0.85As: Al0.96Ga0.04As. Between the two reflectors, InAs
quantum dots are grown in a GaAs matrix. The length of the InAs/GaAs region determines the
transmission window of the cavity. Figure 7.1b shows the transmission of the cavity (blue curve)
along side the photoluminescence (red curve). From this graph one can see that the photolumi-
nescence profile is related more to the passband of the cavity rather than the intrinsic quantum dot
energy profile. This made it difficult to identify the charge state of the quantum dots in the cavity
window. Future experiments would require carefully growing quantum dots in a cavity structure














































































































Figure 7.1: InAs/GaAs quantum dots in a DBR cavity. (a) Device structure. DBR mirrors are
formed from 12 layers of Al0.15Ga0.85As:Al0.96Ga0.04As. (b) Comparison of photoluminescence at














































































































Figure 7.2: Photoluminescence and transmission of InAs quantum dots in DBR cavity. (a) Pho-
toluminescence as a function of temperature. (b) and (c) Photoluminescence and transmission at
different positions on the wafer.
85
layer above the quantum dots and then mask and etch away the top DBR stack in a selected area.
Although because AlGaAs is typically used as an etch stop for GaAs, it is not immediately obvi-
ous how to go about this process. Additionally, the quantum dots are in a λ-cavity of only ∼ 1 µm
thickness, so this structure would require a very delicate processing procedure.
Photoluminescence as a function of temperature is shown in Figure 7.2a. The luminescence
shifts to shorter wavelengths (higher energies) as the temperature is lowered, as expected [163,
164]. Photoluminescence at 10 K (Figure 7.2b) and transmission at 300 K (Figure 7.2c) demon-
strate how the cavity can be tuned by changing positions on the wafer. This was done intentionally
by varying the DBR parameters (cavity transmission and mirror reflectivities) during growth. The
substrate was rotated during the quantum dot growth stage, so they should be generally uniform.
Ultimately these experiments were unsuccessful as single dot probes. As mentioned above, it
was very difficult to identify the photoluminescence features. Another major problem was that we
lacked the ability to gate the dots through the DBR stacks. Without this control we were unable
to put the dot into an initial, known configuration. Another problem the cavity revealed was the
noise inherent in our InGaAs detectors. We were able to fabricate cavities with quality factors (Q )
exceeding 100, and even with the associated signal enhancement we could still not observe single
dot processes.
Our first attempt to move to shorter wavelength quantum dots, and thus lower-noise Si detec-
tors, was to anneal InAs/GaAs quantum dots [165, 166, 167]. The quantum dots were loaded into
a rapid thermal annealer (RTA) and heated with a quartz lamp. Photoluminescence at different
stages of annealing is shown in Figure 7.3. By increasing the annealing temperature to 900◦C we
could shift the photoluminescence to 900 nm. This is a delicate process as annealing at too high of
a temperature has the potential to damage the sample through As or In lesion.
On these annealed dots we performed two types of measurements: photocurrent and photolu-
minescence. In order to gate the quantum dots we applied electrodes to the sample surface. An
Ohmic electrode is contacted below the quantum dots and a Schottky contact is deposited on the
surface. Various sizes of apertures are then defined using e-beam lithography and etched into the
top gate in order to isolate a small number of quantum dots. The sample structure with electrical

























Figure 7.3: Photoluminescence of InAs/GaAs quantum dots as a function of annealing temperature.
The yellow curve represents the typical responsivity of a Si detector (∼ 0.2 A/W at 1100 nm).

























Figure 7.4: Investigating annealed quantum dots with apertures. (a) Top: Top gate electrode pat-
tern showing 5, 2, and 1 µm apertures and markers. Bottom: Sample structure. Because of the
proximity of the quantum dots to the surface (20-50 nm) it is necessary to use a semitransparent
electrode under the aperture. (b) Reflectivity image of the top gate. (c) Simultaneously acquired





























Figure 7.5: Photocurrent as a function of pump power and bias across sample.
We performed scanning photocurrent microscopy by exciting non-resonantly and collecting
the photocurrent as a function of the laser position. In this way we can identify “good” apertures,
as shown in Figure 7.4c. Figure 7.5 shows photocurrent as a function of DC bias and pump power.
A positive bias will keep the electron-hole pairs in the dot, thus decreasing the photocurrent and
giving them a chance to recombine (and therefore also increases the photoluminescence signal, as
shown). Most of the 5 µm apertures are open, but only several 1 µm are open. A longer lift-off step
or harsher chemicals are needed. We then tuned the pump-laser to the PL transition energy to try
to resonantly excite a single dot. Unfortunately we were unable to observe signatures of single dot
absorption. We also tried to measure single dots using photoluminescence. By focusing the pump
laser on an aperture and lowering the power, we observed the highest occupied states drop from F
to D to P to S . However, again we were unable to observe single exciton transitions.
7.2 GALLIUM ARSENIDE QUANTUM DOTS
As one can see, we tried several methods of performing single quantum dots experiments on
InAs/GaAs quantum dots, unfortunately without much success. We then began to look for a differ-
ent system to study. The material we finally settled on, and had the most success with in performing












Figure 7.6: Sample structure of GaAs/AlGaAs quantum dots. (a) Physical structure of sample:
GaAs quantum dots formed by interface fluctuations are embedded in an AlGaAs matrix. (b)
Schematic band diagram of sample. Growth direction is to the left. The occupation of a quantum
dot can be changed (1) electrostatically or (2) by optical pumping.
first measured Faraday rotation in a single GaAs/AlGaAs quantum dot [39] and followed up that
work by measuring the dynamics [156] and coherent control of a single spin [168]. Part of the
reason these dots are so desirable is their size, which is ∼ 100 nm in diameter. Simply put, the
electron and hole wavefunctions occupy a larger area, compared to InAs/GaAs quantum dots, and
thus they have larger cross section in which to interact with photons, resulting in a larger Faraday
rotation angle. There are also other technical reasons to like this system, such as the fact that these
dots have energies that allow us to use Si photodetectors for optimal signal to noise.
Like the InAs/GaAs quantum dots, we use electric fields to tune the quantum dots. A “top” gate
electrode tunes the energy levels of the quantum dots relative to a “back” gate electrode. When the
levels become resonant with the Fermi sea of the back contact an electron is able to tunnel through
the barrier and into the quantum dot. A circularly polarized laser would then excite an exciton
with a spin-polarized electron in the conduction band. After the fast (∼ 1 ns) recombination
of the exciton, the dot would be left with a single electron of known spin orientation and long
lifetime. Photoluminescence is used to determine the energy of the exciton. A probe laser tuned to





























Figure 7.7: Sample with apertures. (a) Optical micrograph shown 1 µm apertures etched into
electrode. (b) Sample structure showing apertures etched into top gate. (c) Photoluminescence as
a function of power.
orientation via Kerr rotation (KR). The KR can study decoherence phenomena of the spin or its
response to external stimuli such as applied magnetic field, adjacent ferroelectric polarization, or
microwave electric fields.
Samples are grown by molecular beam epitaxy (MBE) at the University of California Santa
Barbara (UCSB). Figure 7.6 shows a schematic diagram of the sample. A 1 µm-thick, n-doped
Al0.3Ga0.7As layer is deposited on a GaAs substrate. Because of the thickness of the n-doped layer,
a thin (25 nm) p-doped AlGaAs layer is deposited to ensure the quantum dot energy levels will
be in resonance with the back gate at reasonable biasing conditions (±1 V). Following a 48 nm
AlGaAs barrier, a 4.2 nm-thick layer of GaAs is deposited. Quantum dots are formed by a growth
interruption technique [59, 60]. When the GaAs deposition is paused for several minutes, the
atoms will migrate on the surface to form large (100 nm), monolayer-thick islands. The GaAs is
then capped with 710 nm of intrinsic AlGaAs and finally with a thin 10 nm GaAs layer.
A back electrode is formed by masking an area with photoresist and etching through to the
n-doped region. An ohmic contact is formed by evaporating Ni/Au/Ge and subsequently annealing
at 500◦C for 1 min. The top gate is formed by depositing 80 nm of Ti on the top surface, which
will form a Shottky barrier.
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Figure 7.8: (a) Optical micrograph identifying apertures. (b) Photoluminescence of apertures iden-
tified in (a). Shaded region shows tuning range of probe laser.
Even though the quantum dots are “large,” there are still ∼10 dots within a diffraction-limited
laser spot. Our first attempt to isolate single dots is to use electron-beam lithography (EBL) to
define 1 µm diameter apertures in the top gate. While this is much larger than is typically used for
single dot experiments, the thick top barrier necessitates the use of large apertures, as one can see
from a simple geometrical argument. Figure 7.7 shows the result of forming the apertures: a broad
spectrum on an unpatterned area becomes discrete exciton transitions when exciting through an
aperture. The next step is to perform a systematic search in order to find an aperture that contains
a quantum dot with a well-defined charging event and energy that is separated from its neighbors.
Figure 7.8 shows the results of one such search. One can see for the large marker apertures (#2,
#7) the photoluminescence broadens due to contributions to the signal from a larger number of
quantum dots. Overlayed with the PL graph is the tuning range of our probe laser, which further
constrains which dots would be acceptable.
In order to charge the dots and tune the energy levels a bias is applied between the top and back
gates. The electric field bends the energy bands so that that the energy levels of the dot become
resonant with the back gate. Additionally, the energy levels can be “fine-tuned” due to the quantum
confined Stark effect. Photoluminescence as a function of applied bias is shown in Figure 7.9. The
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“jump” in exciton lines observed near 0.5 V is a charging event, most likely going from a neutral
(X0) to a charged exciton (X−1).
By applying an AC electric field (VAC) we can modulate the exciton energy at fR in order to
perform lock-in detection. Figure 7.10a shows photoluminescence versus VDC for VAC = 0 VPP.
Figure 7.10b shows the PL during which time VAC is ramped from 0 to 0.5 VPP while at the same
time holding fixed the DC bias at several discrete values.
We have demonstrated that we are able to use Stark-shift modulation [169] to measure the
absorption of a single exciton line. Figure 7.11a shows the photoluminescence overlayed with the
probe laser spectrum. Figure 7.11b shows the voltage-induced absorption change as a function
of VDC and VAC. The result is a negative signal on the low energy side of the absorption line
and a positive signal on the high energy side. Figure 7.11c shows the absorption measured as a
function of VDC and probe energy at a fixed AC field amplitude. The “jumps” in absorption are
well-correlated with the discrete tuning of the solid-state probe laser.
Even though up to this point we have achieved several important milestones,1 experiments to
measure KR from a single exciton were unsuccessful. Berezovsky and Mikkelson used a sample
structure that sandwiched their GaAs quantum dots inside a DBR cavity, an approach we previously
applied to our InAs/GaAs quantum dots. They reported an enhancement of the KR signal by a
factor of 15, which is consistent with similar experiments performed with DBR cavities [161, 162].
We did not have access to a DBR cavity for our GaAs sample, so we sought to improve the
coupling efficiency by utilizing index-matching from a zirconium oxide (ZnO2) solid immersion
lens (SIL) [170, 171]. A SIL has been used with a single semiconductor quantum dot to extinguish
the transmission of a laser beam by 12% [172]. The index of refraction of GaAs (n = 3.3) is such
that there is severe refraction at the solid-vacuum interface that limits the numerical aperture of
light coupled into the surface. While the refractive index of ZnO2 is high (n = 2.13)2, there will
still be unwanted refraction at the interface of GaAs and ZnO2. However, our efforts to obtain
GaAs hemispheres were unsuccessful.
1(1) lithographic processing to form gateable electrodes with apertures. (2) ability to detect photoluminescence
from single excitons. (3) use of the Stark effect to charge dots and modulate their energy in order to measure absorption
from a single exciton.
2ZnO2 is also known as cubic zirconia. Its clear color, high refractive index, and relatively low cost make it
























































































Figure 7.10: Photoluminescence versus DC and AC bias. (a) VAC = 0 (b) Photoluminescence
measured by fixing VDC and then sweeping VAC from 0 to 1 VPP. (c) Top: bias schematic. Bottom:
zoom of PL in area indicated in (b).
Attaching a SIL to the surface of our sample was not straightforward because of our need to
gate the quantum dots. The existence of the top electrode acted as a spacer, creating an air-gap be-
tween the SIL and the sample, thus diminishing the benefits of index-matching. We tried pressing
the SIL onto the electrode with a clamp, but this technique was not reliable. We therefore settled
on “gluing” the SIL with UV-curable epoxy (Norland NOA 60). While this had yet another index
of refraction (n = 1.56), this was more desirable than an air-gap. Even with the aforementioned
problems, Figure 7.13 shows the efficacy of this technique. We measured a factor of seven (7x)
enhancement of the photoluminescence from the same aperture with and without the SIL (Figure
7.13b).
A second type of enhancement due to the SIL is shown in Figures 7.13d-h. Each is an image
of the photoluminescence at a distinct energy from a sample with a SIL but without apertures.
The SIL improves the spatial resolution and allows us to use less excitation power (because of the
improved coupling) to the point of being able to spatially and energetically resolve single quantum
dots. However, apertures still are necessary for two reasons: (1) Gating with semi-transparent
electrodes proved to be problematic (for unknown reasons) and (2) the apertures provide a useful
























































Figure 7.11: Single exciton absorption. (a) Photoluminescence (blue) overlayed with representa-
tive probe spectrum (red). (b) Single exciton measured using Stark-shift modulation absorption.

















































































d e f g hc
Figure 7.13: Experiments using solid immersion lens (SIL). (a) Diagram of sample. A ZrO2
hemisphere is used as a SIL. (b) Comparison of PL with and without SIL on same aperture. An
enhancement of 7x is observed. (c) PL averaged over scan area shown in Figures (d) - (h). PL
images at discrete energies: (d) 1.6116 eV. (e) 1.6129 eV. (f) 1.6259 eV. (g) 1.6268 eV. (h) 1.6276
eV.
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aperture also provided a feedback mechanism: by monitoring the reflectivity we could fine-tune
and readjust the objective position because of sample drift. On the other hand, the resolution
enhancement provided by the SIL was such that during the “gluing” procedure we could look
through the SIL with an inspection microscope to center the SIL over a previously patterned array
of 1 µm apertures.
Unfortunately, even with the SIL we were still unable to observe KR from a single exciton.
As previously mentioned, the main difference between our sample and UCSB’s is the use of a
DBR cavity. We used a SIL to increase coupling, but that may not be optimal because of the need
to gate the structures. The gate electrode acts a spacer between the SIL and the sample, which
decreases the utility of using an index-matching materials. A more serious problem is more likely
the sample itself. The thick AlGaAs barriers necessitate a p-doped later adjacent to the GaAs to
bring the energy levels near resonance with the Fermi sea of the back contact under zero field
conditions. Berezovsky and Mikkelson were able to see a clear transition from neutral to charged
exciton (X0 → X−1) at +0.5 V. We have been unable to observe such a clear transition before charge
screening occurs at moderate positive bias. It is possible that the p-doped layer on our sample is
not the optimal thickness or doping concentration. A second problem is that the tuning range of our
probe laser is limited (shown in Figure 7.8b), leaving us unable to access higher-energy quantum
dots.
7.3 CONCLUSIONS
This chapter has presented our efforts to measure single spins. These measurements were initiated
on InAs/GaAs quantum dots that are energetically similar to the Ge/Si dots we are interested in for
quantum computing. Several experiments and sample modifications were done before switching
to GaAs/AlGaAs interface fluctuation quantum dots. This system has been used by other groups
to measure single spin dynamics. While we have made significant progress in performing these
measurements, we were unable to observe Faraday rotation from a single exciton. It was decided
that the sample itself may have been the source of our problems, either because it was not well
matched with the probe laser we have or because of the device doping prevented us from getting
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to the X−1 charge state. Measurements performed on quantum dots in a cavity could significantly
improve our prospects for measuring Faraday rotation on single spins and for ultimately applying
our GHOST measurement technique to single spin Faraday rotation.
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8.0 A REWRITABLE NANOSCALE OXIDE PHOTODETECTOR
1 Nanoscale devices with photonic properties have been the subject of intense research for the
past decade [173, 174, 175, 176, 177, 178, 179, 82]. Potential nanophotonic applications in-
clude telecommunications [177], polarization-sensitive detectors [174], and solar power generation
[180]. Although much progress has been made in the placement of nanowires [181] and combining
electronic and optical nanowire components on a single chip [182], the scaling of single nanowire
devices to macroscopic circuit sizes remains a major obstacle. Cen et al. [52, 53] have shown that
an atomic force microscope tip can be used to write, erase, and rewrite nanoscale devices such
as wires, diodes, and transistors into the interface between LaAlO3 and SrTiO3. Here we demon-
strate the photosensitivity of these devices. By writing a wire with a gap we are able to position a
nanoscale photodetector with nanometer accuracy. The detectors are sensitive to light with wave-
lengths from 532 nm to 1340 nm. Because the electrodes are made with standard photolithography
techniques before writing the sensor, we anticipate the scaling of these nanophotonic devices to
larger circuit dimensions.
8.1 INTRODUCTION
The recent discovery that a two-dimensional electron gas (2DEG) can be formed at the interface
between SrTiO3 and LaAlO3 [48] has generated tremendous interest from the research community.
The conductivity of the interface is tunable by varying the LaAlO3 thickness [51] or by the appli-
cation of an electric field [50]. In a sample with appropriate LaAlO3 thickness, an atomic force
microscope (AFM) probe can be used to write a nanoscale wire into the interface. The writing of















Figure 8.1: Diagram of sample and demonstration of optical sensitivity. (a) An atomic force
microscope (AFM) tip is used to write a wire, resulting in (b) a 2.5 nm-wide wire with a 2.5 nm
gap. (c) Optical measurements are performed by applying an electric field to the gap, shining
light, and measuring the resulting photocurrent. (d) - (g) Scanning photocurrent images of various
nanostructures. Images are 50 × 50 µm2. Dashed yellow lines show outline of electrodes; solid
yellow lines indicate position of nanowires. Width of line and gap separation exaggerated for
clarity. (d) When no structures are written there is no observed photocurrent. A single wire with a
gap can be written near (e) and far (f) from the electrodes. (g) A set of parallel wires with adjacent
gaps results in a photocurrent image elongated in one direction. (d) and (e) I ∼ 2.5 kW/cm2. (f)
and (g) I ∼ 3.8 kW/cm2. For all images: λ = 633 nm, VS D = 0.5 V, T = 300 K.
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dots and wires smaller than 5 nm, diodes, and transistors have all been demonstrated [52, 53, 183].
These devices are being explored for applications such as reprogrammable transistors and high
density data storage. In this chapter we explore the usefulness of these nanowire devices as optical
photodetectors.
Samples are grown by pulsed laser deposition. Low miscut (∼ 0.05◦) toward (001) SrTiO3
substrates were treated by a modified BHF etch and annealed in oxygen at 1000◦C for 2 hours
to produce a TiO2-terminated and atomically smooth surface with single unit cell (uc) steps, as
verified by AFM inspection. 2.9 uc of LaAlO3 were deposited at a temperature of 550-600◦C and
oxygen pressure of 10−3 mbar. A laser with energy density of 2 J/cm2 and repetition rate of 3 Hz
was used to vaporize the LaAlO3 single crystal target. In order to probe the interface of LaAlO3
and SrTiO3 low-resistance electrodes are contacted directly to the 2DEG. Ar ions from an ion beam
etching system are used to mill ∼25 nm deep into the SrTiO3. Electrodes are then formed by first
sputter-depositing a 2 nm Ti adhesion layer followed by ∼23 nm of Au into the etched region.
Wires with 2.5 nm width are drawn between the electrodes using an Asylum MFP3D AFM
in contact mode. A positive bias on the tip creates a wire and a negative bias will erase the wire.
Writing is done in atmosphere at room temperature and the AFM is kept in a dark environment
to suppress photo-doping of the SrTiO3 substrate (Eg = 3.2 eV). The conductivity of the 2DEG
is monitored with a Keithley picoammeter while writing: when the wire is connected to both
electrodes a sudden rise in conductance is observed. Similarly, the conductance is monitored while
cutting a wire. The distance over which the conductance drops is an indication of the wire width,
as shown in Figure 8.4. Writing and erasing of nanowires is reproducible for a given tip bias.
Optical measurements are performed by focusing light through a microscope objective (NA =
0.13 or 0.73) to the surface of the sample (Figure 8.1c). To perform lock-in measurements, the
light is amplitude modulated with a mechanical chopper at frequency fR. A bias is applied to a
source (VS D) electrode and the current is collected from a drain electrode (ID) and measured with
a lock-in amplifier at frequency fR. To create a scanning photocurrent (SPC) image, the objective
is raster scanned relative to the sample with a closed-loop, three-axis piezo stage. Because the
optical measurements are performed ex-situ from the AFM, as a precaution against possible device
degradation [53] all measurements are performed in a vacuum of < 1 mbar. To reduce the signals
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from thermally-activated carriers, some experiments are performed in a continuous flow cryostat
at T = 77 K.
8.2 CHARACTERIZATION
Demonstration of writing photosensitive wires is shown in Figures 8.1d-g. When no device is
written there is no photocurrent observed (Figure 8.1d). When a wire with a gap of 10 nm is
written we observe photocurrent that is produced only at the gap (Figures 8.1e,f). Figure 8.1g
demonstrates the creation of a photodetector with larger active area: seven parallel wires are drawn
between the source and drain electrodes with a tip bias of +10 V and a spacing of 2 µm. The AFM
tip is then moved perpendicular to the wires with a tip bias of −10 V in order to create adjacent
gaps in each wire of ∼10 nm. The resulting photocurrent image shows the expected stripe shape,
demonstrating that the photocurrent signal originates from all of the gaps. Even though the focused
spot size (∼ 0.5 µm) is smaller than the line spacing we cannot distinguish individual wires. This
is an indication of how far from the wire free carriers are generated. The appearance of two larger
peaks in the photocurrent stripe could be due to the AFM not creating wires with identical barriers
in the initial writing step.These devices can repeatably be switched on and off and at least as high
as 3 kHz, as shown in Figure 8.5.
In order to tune the conductance of the gap we can create a gate electrode by writing a wire
perpendicular to the source-drain wire (Figure 8.2). We make the gate a “T” shape to minimize
any gate-drain leakage current. Figure 8.2b shows a composite of scanning photocurrent images
at various source and gate biases. Each image is produced by scanning a 2 µW 633 nm laser. By
adjusting the gate voltage (VGD), we can extinguish the photocurrent at reverse gate bias.
To investigate the energy dependence of the device we image the photocurrent as a function of
laser energy. Excitation lasers with wavelengths of 532 nm, 633 nm, 735 nm, 1260 nm, and 1340
nm are used. Figure 8.3a shows the photocurrent measured as a function of laser wavelength and
power. For visible wavelengths the photocurrent shows a nearly linear dependence with power.
Remarkably, we see photosensitivity into near-infrared wavelengths, making these devices poten-


























cdata as taken: data rotated:
Figure 8.2: Tuning of photoconductivity. (a) Reflectivity image and (b) simultaneously acquired
scanning photocurrent (SPC) image at VS D,VGD = +10 V. Dashed yellow lines show outline of
electrodes and solid lines show nanostructures written with the AFM tip. Scan size is 50 µm
(c) Composite image of SPC images for an array of source and gate biases. We only observe
photocurrent where the photodetector was written. The photocurrent is suppressed for positive
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Figure 8.3: Wavelength and power dependence. (a) Photocurrent versus intensity for different laser
wavelengths. (b) Responsivity as a function of wavelength. Method for calculating responsivity
given in text. All data is taken on the same device as shown in Figure 8.2. VS D = 2 V and
VGD = 0 V. T = 77 K.
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visible wavelengths, scanning photocurrent images at 1340 nm show a similar active area of the
device (when accounting for the increased spot size) and the same tuning behavior as a function of
the source and gate biases (see Figure 8.6).
To calculate the responsivity R of our nanodetector we follow the method used by Hegg and
Lin [184], where they use the device size to calculate the effective photon flux in order to compute
R. The diffraction limited radius of a beam (w0) is given by the expression w0 = λ f /(piw), where λ
is the wavelength, f is the focal length of the lens, and w is the initial beam radius. Beginning with






we then integrate I(r) over the size of our detector, r = wD, to calculate the effective power incident

























PD = P0(1 − e−2w2D/w20). (8.5)
The drain current ID is calculated by fitting each SPC image to a 2-dimensional Gaussian function
of the form
f (x, y) = IB + ID exp
(
(x − x0)2 /2σ2x + (y − y0)2 /2σ2y
)
. (8.6)
IB is any DC background present in the image; x0 and y0 describe the location of the SPC spot in
the image; σx and σy are the widths of the SPC spot. The responsivity of the detector is given by
the drain current divided by the effective incident power, R = ID/PD.
Plotting R versus λ reveals a maximum in the responsivity near 630 nm (∼ 2 eV), as shown
in Figure 8.3b. The direct and indirect bandgaps of SrTiO3 are 3.75 eV and 3.25 eV, respectively
[185], and experiments performed on bulk SrTiO3 show a photocurrent response only for above-
bandgap excitation, λ < 400 nm [186, 187]. Therefore the mechanism by which we are exciting
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carriers with such below-bandgap light is not immediately obvious. We suspect that in our samples
we are exciting mid-bandgap states, of which there can be many types, as discussed below.
Feng observed an anomalous photocurrent peak at 390 nm, which was not visible in the absorp-
tion spectrum [188]. Based on infrared photoluminescence, the anomalous peak was tentatively
attributed to the internal transitions of a Cr3+ impurity. Other reports on SrTiO3 photoconductivity
have not observed such a peak [189], although it is well-known that there can be much variability
in the quality of SrTiO3 substrates [190]. Visible photoluminescence has been attributed to the re-
combination of a free hole to the conduction band. Blue luminescence has been induced in SrTiO3
by irradiating with Ar+ [191] (thereby creating oxygen vacancies) or by electronic doping with
La3+ or Nb5+ [192]. Photo-excited infrared absorption [193, 194] and multiple decay processes
observed in time-resolved photoluminescence experiments [195] have been attributed to electrons
and holes being captured by mid-gap traps, electrons forming polarons (which have energy be-
low the conduction band), or electrons and holes forming self-trapped excitons (which is possible
because SrTiO3 is an ionic crystal).
While the previously discussed experiments on bulk SrTiO3 did not show photoconduction
for sub-bandgap excitation, it is possible the electric field from the electrodes gave access to the
various mid-gap states by shifting the chemical potential. Shibuya et al. [196] have observed
an electric field-induced metal-insulator transition in SrTiO3. In SrTiO3 the Fermi level exists
slightly below the bottom of the conduction band and when a bias is applied to the gate electrode
injected electrons can become trapped in the vacant in-gap states. As the number of trapped carriers
increases, the Fermi level shifts toward the conduction band, at which point the conducting channel
becomes metallic.
The mechanism we therefore propose is the following. The electrodes inject carriers which are
then trapped by the mid-gap states. These carriers can then be excited into the conduction band
using sub-bandgap light. The nanowire created by the AFM finally provides a conducting path
for the current to flow to the drain electrode. A more comprehensive photoconductivity spectrum
measurement is underway, which may illuminate the nature of the mid-gap states. Additionally, a
measurement of the photocurrent as a function of wavelength and electric field may also confirm




















Figure 8.4: Wire width. Width of wire is determined by moving a reverse-biased tip across the
wire while monitoring the conductance. The change in conductance is fitted to the function G(x) =
G0 + G1 tanh (x/h). Also plotted is the deconvolved differential conductance (dG/dx)∗−1, from
which we determine the width of the nanowire.
the gap, and not everywhere along the nanowire, although it is possible that the high electric field
found in the gap (∼ 40 × 106 V/m) is necessary to accelerate the photo-excited carriers.
8.3 CONCLUSION
We have demonstrated a rewritable nanoscale photodetector. We can localize the detector with
nanometer accuracy on an oxide "canvas" by placing the photosensitive junction at the location
where we wish to sense a local light source. The use of pre-patterned electrodes, created using
standard photolithography techniques, facilitates the configuration of multiple device geometries.
Even though the direct bandgap of SrTiO3 is 3.2 eV, in the long UV, our detectors exhibit photosen-
sitivity to at least 1.34 µm, the limit of our measurement capability. We anticipate these devices can





























(ID ON- ID OFF)/ID ON
5 6 7 8 9100 2 3 4 5 6 7 8 91000 2 3 4 5
frequency (Hz)
Figure 8.5: Photocurrent versus time for blocking and unblocking light for different laser modula-
























Figure 8.6: Tuning the photoconductivity in the near-infrared. I = 4 W/cm2. Data taken at 77K.
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9.0 SUMMARY AND FUTURE OUTLOOK
This thesis has presented optical measurements on ferroelectric thin films and composites, bulk III-
V semiconductors and quantum dots, and polar oxide interfaces. Much of this work is motivated
by the COSMQC quantum computing proposal, a central component of which is Si. Although no
experiments on Si-based samples are presented in this thesis, the group has generally shifted to
materials that use Si in some capacity, as will be discussed below.
9.1 FERROELECTRICS
Chapters 3-5 presented the results of our optical measurements on two samples. The first was a
SrTiO3 thin film coherently strained by growth on a DyScO3 substrate, which raised TC above
room temperature. Our TR-CSOM measurements demonstrated the uniformity of such films as
compared to other room-temperature ferroelectric films like Ba0.5Sr0.5TiO3. Additionally, per-
forming TR-CSOM for a range of microwave frequencies revealed a correlation between spatial
and spectral uniformity.
The second sample was a mixture of Ba0.6Sr0.4TiO3 and MgO. The introduction of MgO pro-
vides an alternate method to reduce the dielectric constant and loss of the ferroelectric material,
which is desirable for device applications. Our experiments revealed that the ferroelectric polar-
ization behaves uniformly within individual (Ba,Sr)TiO3 grains.
At this point in time there are no optical experiments being performed on ferroelectrics in
our group. The most active experiments involve piezo force microscopy using an atomic force
microscope. These measurements were used to verify the ferroelectricity of SrTiO3 grown directly
on Si [37]. The AFM was also used to pattern the ferroelectric-a technical achievement required by
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the COSMQC proposal. Guanglei Cheng has been exploring the ferroelectric field effect in these
samples by constructing FETs with a SrTiO3 gate [197].
9.2 QUANTUM DOTS
In Chapters 6 and 7 we presented our efforts to measure single electron spin coherence in semicon-
ductors. We developed a time-resolved optical technique that uses a continuous wave probe laser
and high bandwidth electronics. This project has since focused on “porting” the GHOST code to
custom hardware from Maxtek/Tektronix that combines a 12 GS/s ADC with a user-programmable
FPGA in which we can implement the GHOST algorithm while letting the ADC run at full speed.
Our experiments on InAs/GaAs and GaAs/AlGaAs quantum dots have essentially come to a
completion, at least for now. One reason, as discussed in Chapter 7, is due to the materials not
being exactly what we needed. Another aspect is that now that Kerr rotation of a single dot has
been measured in a single quantum dot [39], we are essentially playing catch-up. We still feel
the GHOST technique is valuable for single spin Kerr rotation measurements: the UCSB group
resorted to long laser pulses but they still have a low signal to noise ratio. The new GHOST
hardware may see its next use in a different material system, for example in the oxide interface
experiments discussed below.
Our efforts to make Ge/Si quantum dots are continuing, although no optical studies are being
performed at the moment. Olivier Guise was able to pattern a carbon template [32] and subsequent
deposition of Ge nucleated onto the carbon sites [34], but we never observed optical effects in these
devices [198]. Reasons for this could be problems related to the growth of the Si capping layer
providing an inferior barrier, such as one with traps at the interface.
Experiments on patterned Ge/Si quantum dots are now being performed in our group by
Dongyue Yang in collaboration with the University of Virgina. This study focuses on materials




In Chapter 8 we demonstrated that we can make a nanoscale photodetector with a remarkably wide
sensitivity spectrum, going from visible to near-infrared wavelength. As a new project, optical ex-
periments at the LaAlO3/SrTiO3 interface have almost limitless potential. Our group was the first
to make nanoscale devices in the interface using AFM patterning, being first reported in 2008. The
first nano-photodetectors were made in mid-2009, after mere weeks of trying. Of course, one can
imagine more experiments to determine the origin of the signal at junction. One of these is a more
comprehensive photocurrent spectroscopy study, which is currently underway. Photoluminescence
experiments could help us understand the role of defects in the substrate. Near-field optical mea-
surements can perhaps localize the signals more to the vicinity of the junction and provide more
detailed information about the origin of the photoexcited carriers.
A simple time-resolved measurement would involve pumping the device with a short optical
pulse and then looking at the output on a fast scope, i.e. a GHOST measurement with the sample
itself as the fast detector. Preliminary work has been done on a two-pulse time-resolved correlation
experiment. A device based on GaAs photoconductive switches could also be created, even if the
individual photodetectors themselves have a fast turn-on and a slow turn off. However, if the
junctions do indeed have a femtosecond response, one could imagine this being a detector of
THz radiation, and perhaps even a source. Such a capability would be unique in that we could
locate these generators and detectors with molecular resolution, and they would have near-field
sensitivity.
One can try to modulate the reflectivity of the device by electrically driving it. By modifying
the chip carriers we currently use we can also attempt the same measurement in a transmission
geometry. An imaging device could be constructed from arrays of detectors, although it is not
immediately obvious how to address individual “pixels.”
Recently, our collaborators have succeeded in growing LaAlO3 on SrTiO3 grown on Si. Writ-
ing and erasing of nanowires on these Si-based devices has been demonstrated and the performance
is comparable to LaAlO3 on bulk SrTiO3 [199], which is promising for integrating oxide-interface
materials with the existing infrastructure of the silicon microelectronics industry. These samples




The spectroscopic TR-CSOM measurements presented in Chapters 3 and 4 took approximately 12
hours for a complete dataset. Analysis then involves fitting Equation 4.1 to each point in the image,
and then repeating this for each frequency. This process is shown in Figure A1 for one frequency.
Because we wish to compare the response for one point as a function of frequency it is im-
portant that the images overlap. Unfortunately, because of the duration of the experiment the
sample tended to drift. I therefore wrote some LabVIEW routines that used markers identified in
the reflectivity images to align the CSOM images. The first version of the code was implemented
entirely in LabVIEW, with LabVIEW calling routines from MATLAB to correlate the images. In
a later version the correlation was done in ImageJ [200], a free program available from the NIH.
LabVIEW is still retained to automate the process by organizing the data, creating files suitable for
use by ImageJ, and in the end doing the alignment and fitting. The “VolumeJ” plugin is required
for ImageJ, and LabVIEW must have access to IMAQ.
A.1 IMAGE ALIGNMENT SOURCE CODE
A.1.1 ImageAlignment_with_ImageJ.vi





















Figure A1: TR-CSOM analysis for one microwave driving frequency. Top panel shown CSOM
images at three different time delays (0 ps, 250 ps, 500 ps). The response at one spatial location is
plotted as a function of time delay for a LiNbO3 control sample. These curves are then fit, resulting
in images of the Fourier coefficients, as shown in the bottom panel.
113
Figure A2: “Write 3D Array to Tiff Sequence.vi” converts a 3D array stored in LabVIEW to a
sequence of Tiff images.
Figure A3: The free program ImageJ determines how the reference images (reflectivity) should be
aligned. The “VolumeJ” plug must be installed. The user exports the results to a text file, which
will be used in the next step: alignment of CSOM images. Note that the IMAQ software must be
installed for LabVIEW to be able to manipulate image files.
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Figure A4: “Shift Images Using ImageJ.vi” reads in the Tiff image sequence, converts each image
to an array, and then calls the subVI “Shift Array Using ImageJ.vi” to shift the images according




Data processing for the GHz Optical Spin Transceiver presented in Chapter 6 is implemented in
LabVIEW. This appendix will describe the software code and also how to run the program.
B.1 GHOST LABVIEW SOURCE CODE
B.1.1 _GHOST2.0__.vi
The source code for the top-level VI; “_GHOST2.0__.vi,” ; is shown in Figure B1. There are
five subroutines identified: “Initialization” and “Loops 1-4” (L1-L4). L1-L4 are implemented in
parallel loops using notifiers.
During the initialization routine, the oscilloscope is prepared by setting the acquisition mode,
active channels and gain, and timebase. The oscilloscope is also armed and triggered, meaning an
acquisition is initiated. When one acquisition is complete, the program moves to L1.
In L1 two things happen. First, a new acquisition is initiated, and, in parallel, the data from the
first acquisition (from the initialization routine) is transferred from the on-board SiGe memory to
a PC over an Ethernet bus. When both of these things are complete, L1 is started again, and the
program moves on to L2 and L3.
In L2, the program reads the data from the “Reference” channel, which contains a waveform
of the laser from a fast detector. The period of the laser is found using a peak-detection routine,
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, and then the GHOST algorithm, , is applied to the same reference waveform. This is useful
as a diagnostic tool: The signal of the reference channel at fR should be constant, but the signal at
f = 0 Hz should result in the averaged laser waveform.
In L3, the data channel is read and the GHOST routine is applied using the laser period found
in L2. Here there should be no result for f = 0 Hz. When L2 and L3 are complete, they start over
by reading the most recent data from the oscilloscope. L4 is then started, which simply reads the
results from L2 and L3 and saves them to disk.
B.1.2 Multiply in Sine in Steps 2.0.vi
The GHOST algorithm is implemented in “Multiply by Sine in Steps 2.0.vi,” , the source code
of which is shown in Figure B2. This VI first chops up the data from the oscilloscope (which is
typically 1.6 ms long) into segments that are commensurate with the laser repetition rate (typically
12 ns). Each of these segments is multiplied by sine and cosine of the frequency of interest (and
appropriate phase) by “Sine Lockin 1.1.vi,” .
“Shift PEM Frequency.vi,” , adjusts fR slightly in order to process an integer number of











































































































































This appendix will describe the use of the Janis cryostats that reside in OEH 121. They are both
visible in the photograph in Figure C1.
C.1 JANIS MAGNETO-OPTICAL CRYOSTAT
The large, Janis magneto-optical cryostat is a top-loading bath cryostat with integrated supercon-
ducting magnets and optical access. A schematic diagram is shown in Figure C2. The magnets can
apply an 8 T field in the z-direction (toward the ceiling) and 2 T in the x-direction. Both magnets
can be operated at the same time, although not in persistent mode and not at their respective max-
imum fields. Optical access is provided through a window on the bottom, thus revealing the need
for the cryostat to be sitting on “legs.”
The cryostat consists of three main chambers. The innermost chamber is where the sample
insert resides; I will refer to this as the “sample space.” Moving towards the outside of the cryostat
one next encounters the “He space.” This is where the liquid He (LHe) is stored and where the
superconducting magnets are mounted. Finally, the outermost chamber, and the one closest to the
top of the cryostat, is the “nitrogen space.” This is filled with liquid N2(LN) to provide a thermal
anchor to the top of the He space and to cool the radiation shield. Surrounding everything of course
is a vacuum jacket.
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Figure C1: Photograph of cryostats. The continuous flow cryostat is on left. The magneto-optical
cryostat is on the right. The plastic bag used for sample exchanges is visible at the top of the


















Figure C2: Schematic of magneto-optical cryostat. Green shade is the nitrogen space. Blue shade
is the helium space, in which the superconducting magnets (solenoid and split pair) reside. The
inner most chamber is the sample space, which is cooled with He vapor. White areas represent
vacuum or partial vacuum.
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C.1.1 Cooldown
The first step in the cooldown procedure is to make sure there are no leaks and to evacuate all
traces of gases (other than He) from the sample space and He space. Why there would be anything
other than He will become apparent in a moment when I discuss pre-cooling the magnets.
There are several hundred pounds of superconducting magnets in the He bath. Because of the
relative price of LN2 and LHe (and the inverse relationship of their heat capacities to price) it is
very important to pre-cool the magnets with LN2. This can either be done in two ways. The first
method is to evacuating the He bath and fill the nitrogen space with LN2. Keep it filled for several
days, and the magnets will cool to ∼ 100 K by conduction, and then you are ready to put LHe into
the He space. This is not what we do. The way we pre-cool the magnets is to fill the He space with
liquid nitrogen. This must be done through the He refill port, otherwise the pressure at the bottom
of the tube will be too great to transfer any liquid. Fill the chamber at the end of one day and go
home. The next morning the temperature on the vaporizer should be 100 K or less.
The next step is critical—removing the nitrogen. Insert a He transfer line into the initial He
fill port. Remove the 3 psi safety valve and pressurize the chamber with dry nitrogen (5 − 10 psi
is sufficient). Collect the nitrogen in some sort of container, a large, portable dewar is the safest.
After the last drops of liquid are expelled, remove the transfer line then flush the chamber several
times with dry He. At this time it is a good idea to open the needle valve and pump helium through
it both ways (from He space to sample space and vice versa).
Now you should be ready to complete the cooldown by transferring liquid He to the He space.
It is also a good idea now to open and close the needle valve several times while accumulating LHe
to make sure the needle valve stays clear.
C.1.2 Sample exchange
The procedure recommended by Janis to perform a sample exchange while the cryostat is cold is
to stop pumping on the sample chamber and open the needle valve to allow LHe to accumulate in
the chamber. The idea is that when the chamber is then opened to the atmosphere the LHe in the
sample space will boil off and prevent air from entering and condensing on either the window (bad
if you are doing optical measurements) or the capillary connecting the LHe bath and sample space
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(very bad in general). Once the sample insert is removed, seal the chamber and begin pumping
again. Don’t forget to close the needle valve.
Rarely does a sample exchange go this smoothly. In my experience the insert tends to freeze to
the chamber walls while pulling it out. This then requires jamming, pulling, and twisting motions
to unfreeze the insert. All of this adds time and a greater chance for air to enter the chamber. If
you do manage to remove the insert without condensation on the aforementioned delicate bits, you
are now in possession of a very cold insert. Say, is that sample sensitive to moisture? Some groups
deal with this by plunging their insert into a plastic tube chamber with a positive pressure of He
gas. This may be adequate in many cases, however for our Ti-ANSOM microscope insert, the
piezos are very sensitive to moisture and even a short time in the atmosphere could be detrimental
to their future performance
We have developed, and had moderate success with, the “bag method” of sample exchange.
We attach a long, plastic bag to the ceiling, the length of which will easily accommodate the sample
insert. The top is sealed and rope is pulled through and tied to the top of the insert. The rope goes
to a pulley on the ceiling and then back to the ground. A person can thus pull on this rope and raise
the sample insert. The bag is sealed to the flange below the insert. The bag is filled with He gas
which is continually allowed to flow to ensure a positive He pressure in the bag. A pressure relief
valve is attached to bag to prevent an explosion, although the numerous leaks at the top and bottom
seals, in addition to the pinholes in the plastic, typically provide enough pressure relief. Once the
sample chamber is brought to atmospheric pressure the rope is pulled on and the insert is lifted to
the ceiling. The chamber is then sealed off. The sample insert is allowed to warm up in the He
atmosphere.
A problem typically encountered is the freezing of the insert to the cryostat walls. In this case
the rope will not provide sufficient pulling force (and zero pushing force) to free the insert. The
bag must then be cut and the insert manipulated by hand. Now the chamber will be open longer
than it would have without the bag. A second problem relates to sealing the sample chamber after
the insert is removed: through an inflated bag one must keep track of an o-ring and blank sealing
flange and then manipulate them into position to seal the chamber.
The bag method is good in principle; it is basically a poor-man’s load-lock chamber. The fol-
lowing improvements must be made: (1) better sealing of the bag and (2) a more reliable chamber
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sealing. The first improvement can be made by machining some more specialized parts (large disks
for example) to which the bag can be sealed. It must be a temporary seal in order to allow the bag
to be changed after it develops leaks itself. The problem of the sealing chamber can be remedied
by placing a gate valve between the sample insert and the cryostat.
C.2 JANIS CONTINUOUS FLOW CRYOSTAT
The smaller cryostat in OEH121 is a continuous flow cryostat. A schematic diagram is shown in
Figure C3. A special LHe transfer line with integrated needle valve is left in the LHe storage dewar
while the cryostat is being cooled. We also have a special LN2 dewar that can cool the cryostat to
80 K for much less cost. The experiment time for an experiment at 80 K can be a factor of ∼ 5
longer than one at 10 K. The sample resides in vacuum and is cooled by conduction through a
Cu cold finger. Having good thermal contact between the cold finger and sample is thus critical.
Typically the sample is clamped to the cold finger with a small amount of Apiezon N grease in
between.
The main disadvantage of the continuous flow cryostat is the lack of a variable magnet. Rare
earth magnets can be incorporated into the cold finger, however you are stuck with that magnetic
field. More exotic arrangements of the magnets such as a wedge would allow for some control
of the magnetic field strength, but this approach is problematic for experiments involving a single
quantum dot, for example.
The advantages of the continuous flow cryostat are the short temperature cycling time and the
proximity of the sample to the laboratory space. The magneto-optical cryostat requires at least
2 days to cool down and 2 days to warm up. The continuous flow cryostat can be cycled daily,
allowing frequent sample exchanges. This is especially useful when developing sample processing
recipes.
The sample is separated from the atmosphere by only one window. This allows one to use
a microscope objective with a modest ∼ 5 mm working distance. For example, we have a 100x







Figure C3: Schematic of continuous flow cryostat.
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scope objective outside of the cryostat we can also more easily incorporate a closed-loop scanning
stage for imaging experiments.
As shown in the photograph (Figure C1), the cryostat is mounted “sideways.” This orientation
is chosen for two reasons. First of all, it keeps the optics close to the table. Second, by adding an
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