INTRODUCTION
Managing fluids in porous media is important as it aids with the management of reservoir processes such as efficient recovery of water, oil, and gas. In principle, the dynamics of the reservoir are governed by the flow in porous media equations (Chen et al., 2010; Gerritsen and Durlofsky, 2005) . Given reservoir parameters and the initial conditions, these equations can predict the time evolution of flow within the reservoir and therefore aid in its management. One major challenge in this field stems from the large number of unknown parameter functions in the flow equations. Quantities such as porosity, hydraulic conductivity, mobility functions, and capillary pressure functions are in many cases spatially dependent and unknown. These parameter functions are typically sampled sparsely in space and have a multi-scale structure. To alleviate the problem, historic flow data can be used to estimate the unknown parameters. Such a process is often referred to as history matching Chen, 2011, Dean et al., 2008) .
The basic idea of history matching is to intelligently modify the physical properties of the reservoir such that simulated flow data fits measured data. Technically, the process is rather challenging as it involves the solution of the forward problem (reservoir simulation), the computation of the gradients of the simulator with respect to the parameters, and the solution of a regularized optimization problem for the coefficients. An excellent review of the process can be found in Dean et al. (2008) . However, even though it is possible to estimate some physical properties that fit the flow data, these physical properties can be a highly inaccurate representation of the reservoir. The reason being that the large null space associated with the inverse problem is associated with a highly sparse sampling of the reservoir in space. To reduce the variance of the recovered earth models and to improve the flow, it is desired to add additional data and further sample the reservoir. While this is clearly one of the better ways to reduce the uncertainty in the recovery, it is often not practical to drill additional wells solely to improve the simulation capability. However, while direct measurements are difficult and expensive to obtain, indirect measurements of reservoir properties are cheap and relatively easy to perform. Such measurements include time lapse seismic and electromagnetic imaging data (Gosselin et al., 2003; Horesh and Haber, 2011) . Our interest in this paper is on using low frequency electromagnetic data.
Electromagnetic data can be collected in a number of different configurations. Typically a borehole to borehole/surface experiment is conducted using a time varying source and recording the response of the reservoir to the induced electric and magnetic fields. Electromagnetic methods are highly sensitive to changes in conductivity and thus can clearly detect water/oil and gas interfaces when a sufficient conductivity contrast exists. Nonetheless, electromagnetic methods typically suffer from very low resolution. This is due to the diffusive nature of the equations. In this work we develop a method to combine electromagnetic imaging and reservoir simulation. Rather than developing each process by itself, we develop a methodology that enables the incorporation of the flow equations in the imaging step and in turn using the imaging to improve the flow and its predictability.
The field of reservoir monitoring using geophysical methods is rather new (Gosselin et al., 2003; Lumley, 2001; Nenna et al., 2011) . All work known to us uses geophysical imaging (typically 4D seismic) to image the reservoir, practically ignoring the reservoir flow equations in the imaging step. This process has one major shortcoming. Since geophysical imaging is almost always ill-posed, the accuracy of the imaging is typically low. As we show, our approach can improve the imaging as well as the flow. While our approach is new, it has many similarities to the approach taken to solve the problem of super-resolution that is commonly solved in computer vision and medical imaging (Chung et al., 2006; Haber and Modersitzki 2004) . Super-resolution uses a number of blurred images that are shifted in space in order to recover a single high-resolution image. Similar to super-resolution both the displacement and the initial conditions are unknown. The main differences between super-resolution and the problem at hand are that our flow model is substantially more complex and the imaging technique is more difficult compared with simple image deblurring. In the following we present the methodology and show how it can be used in the context of
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enhanced oil recovery. We use flow models supplied by Kinder Morgan of the Yates field.
METHOD AND RESULTS
In this section we discuss the basic principles of our approach that combines imaging and flow simulation and show its applicability.
Flow Simulation
To integrate the imaging with the flow we need to have a robust flow simulator. We consider the case of 2-phase flow where the flow equations are given by Here s is the water/gas saturation, p is the pressure and u is the velocity. Given the initial saturation, the hydraulic conductivity, , the porosity  and the mobility functions  and  s we are able to integrate the equations in time and to predict the flow due to a particular pumping schedule given by the source q.
In our simulations we use the implicit pressure explicit saturation (IMPES) (Chen et al, 2010; Gerritsen and Durlofsky, 2005 ) method on a regular mesh to solve the nonlinear flow system. In this approach, a controlled volume is used to discretize the equations for the pressure and velocity by keeping mass balance and a linear system is solved for the pressure. We then use an explicit step for the saturation where the conservation law is discretize using an upwind method. This yields a robust flow simulator that enables us to predict the flow given all the flow parameters.
Our flow simulation is performed on the Yates oil field in Texas. An approximate porosity model is obtained by KinderMorgan and we run the simulations given an injection procedure. The Yates field model and the simulation results are presented in Figure 1 . As can be seen by the simulation in Figure 1 , the gas injected into the thin permeable layer propagates in time and pushes the oil away. Our goal is to image this process and use the imaging results for prediction.
Electromagnetic Simulation
To image the reservoir we must position electric sources and receivers that record the response of the reservoir over time as the injection process proceeds. To perform the electromagnetic simulations we discretize Maxwell's equations written in terms of the electric field e, the conductivity  and the magnetic permittivity . Note that we assume that the conductivity  is a function of the saturation. To discretize Maxwell's equations we use an OcTree mesh (see Horesh and Haber (2011) for details) presented in Figure 2 . This mesh allows us to increase the resolution in areas where large changes in the fields or physical properties arise. In our simulations, we use Archie's law to approximate the conductivity as a function of the saturation. rd International Geophysical Conference and Exhibition, 11-14 August 2013 -Melbourne, Australia
Figure 2. An Octree mesh used for the discretization of Maxwell's equations
For the sources in our experiments we use electric dipole sources. One side of the dipole is assumed to be inside a borehole while the other is assumed to be far away on the surface. Receivers are also placed down boreholes. The receivers and transmitters were positioned down the observation wells between depths of 300-500 meters. A map of the Yates site with the location of the observation wells is shown in Figure 3 . 
Electromagnetic Inversion
Data, in the form of electric fields are collected in the observation wells as fluids are injected in other wells. This yields a time series of data that can be inverted for the conductivity and saturation. To invert each data set we use an optimization-based approach where we minimize an objective function of the form Here, F(m) is the forward modeling (solving Maxwell's equations) and d is the electromagnetic data. To overcome the non-uniqueness that arises when inverting the data misfit term alone we add a regularization term. This regularization term has a special form that encodes a prior that is given by the flow equations. Note that the regularization is applied for a domain (t) that is we do not invert for the conductivity everywhere. Furthermore, we compute a time dependent reference model that is used to regularize the model. This is a crucial step in the inversion algorithm and one that helps in obtaining improved resolution in the imaging step. We now discuss the regularization term in detail.
Consider first an inversion without any a-priori information about the flow. In this case, the model is not limited to a particular region in space and the reference model is chosen by simple assumption, for example, a constant reference model is commonly used when no a-priori information is given. This leads to the usual regularization with smoothness prior. However, in the case where the model is the difference in fluid content it is defined to a very small region where the flow influences the material properties. Since the fluid cannot flow everywhere, we only need to treat the reservoir. Furthermore, there is no need to invert for the whole reservoir but rather concentrate on areas in the reservoir that are likely to be changing due to the fluid flow. Thus the goal is to use the information about the saturation when we choose the domain of inversion (t) and the reference model mref.
This can be achieved by using the flow equations. Given an approximate saturation s at time t, we use our reservoir simulator and estimate the saturation at time t+t. We define this step as a prediction step. Given our prediction for the saturation at t+t we now define the domain (t+t) as the domain that the saturation changes. The reference model is obtained using Archie's law. The domain, (t+t), is much smaller compared to the whole domain or reservoir and therefore, the inverse problem is rather well behaved as the number of degrees of freedom is small. Furthermore, the reference model typically gives a reasonable initial guess to be used in the inversion. To make sure we do not over regularize, we add a buffer zone to the inversion domain, inverting on a slightly larger domain that the flow simulation predicts.
Next, we solve the optimization problem for the conductivity on the small domain and obtain a correction for our estimation. This phase of our algorithm is the corrector phase. So far, the information from the flow simulation was helping the electromagnetic inversion. In the next step the information corrected by the inversion is transferring back to the simulation. To do that we use an empirical relation between conductivity and saturation and update the saturation based on the conductivity. This step yields an updated saturation that can improve the imaging in the next iteration.
Electromagnetic History Matching
Improving the imaging using the reservoir simulation is one of the advantages when using the combined approache. Another benefit is the ability to use the saturation, obtained from the conductivity to further improve the flow model. Assume that we obtained a number of images of the saturation using the process described in the previous section. These images can be used to change reservoir parameters. In this work we allow the hydraulic conductivity , and the porosity  to vary in order to fit the saturation inverted using electromagnetic imaging. We call this step electromagnetic history matching. To do that we solve the optimization problem We use the inverted saturation sinverted as data and modify the reservoir parameters , and  in order to fit the saturation. We use the known , and  as the reference conductivity and porosity. As a result of this stage we obtain a better reservoir model that can do better predictions of the flow, and therefore give better estimations for the imaging step.
Example -CO2 Injection in Yates field for Enhance Oil Recovery
We now use our methodology to recover the flow of CO2 injection within the Yates reservoir. The injection of CO2 is common in Enhanced Oil Recovery (EOR). We were given an initial estimate of the reservoir by Kinder Morgan. This estimate and the injection schedule are used in order to predict the flow. Electromagnetic data are inverted as discussed in the previous section and the flow as a function of time is recovered. The results of this recovery are plotted in Figure 4 . Note that the images are much less smooth than usual electromagnetic inversion results and have enhanced resolution. This resolution is obtained due to the special form of regularization that encapsulates the flow information. These results allow for better control of the process and this will be studied in the future.
CONCLUSIONS
In this work we have explored the combination of electromagnetic imaging and flow in porous media. We have proposed a methodology to include flow information within the imaging step. This methodology dramatically improves the resolution of electromagnetic methods by excluding parts of the model and by supplying an appropriate reference model. Next we have shown that the inverted results can be used for electromagnetic history matching -using inverted saturation to better estimate the reservoir properties. Our results could be used to better control the reservoir and improve productivity of oil fields.
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