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Este trabalho apresenta as especificações arquitetônicas e funcionais de uma rede ótica 
avançada, fundamentada na comutação óptica de rajadas e que objetiva um melhor 
aproveitamento dos enlaces ópticos e a redução do gargalo eletrônico decorrente das 
conversões eletro-ópticas. Uma proposta de concepção do núcleo de processamento 
de dados baseado em dispositivos lógicos programáveis e o projeto dos circuitos 
utilizados na etapa experimental, que compreendem uma placa comercial e três placas 
desenvolvidas serão apresentadas.  
Este trabalho tem como escopo apresentar uma nova arquitetura de rede de 
chaveamento de rajadas ópticas, seu princípio de funcionamento e a estrutura do nó de 
chaveamento óptico. É proposta uma estrutura para o núcleo de processamento de 
dados e apresentado o protótipo desenvolvido para a prova de conceito. 





This work presents the architectural and functional specifications of a new optical 
network, based on optical burst switching that aims at the better use of optical links and 
the reduction of the bottleneck resulting from electro-optics conversions. A proposed 
design of the core data-processing based on programmable logic devices and design of 
circuits used in the experimental stage, which include a business board and three 
boards developed exclusively for this project, will be presented. 
This work  aims to present a new architecture for an optical burst switching network, its 
basic operation and the structure of an optical switching node. The data processing core 
structure is proposed and the circuitry prototypes developed to do the proof of concept 
are presented. 
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Capítulo 1 -  Introdução 
A introdução dos serviços de comunicações digitais, visando à inclusão digital e a 
sociedade da informação, requer várias transformações nas infra-estruturas de 
comunicações existentes no Brasil ou em qualquer outro país.  
Em curto prazo essas transformações concentram-se na convergência dos serviços de 
voz, vídeo e dados para a Internet através do protocolo IP e de tecnologias como 
Ethernet e WiMax.  
Em médio e longo prazo essas transformações concentram-se na busca de um novo 
paradigma tecnológico e na definição de novas arquiteturas de rede, que tem como 
objetivo suportar serviços variados e ainda mais sofisticados que os atuais, atender 
demandas e situações imprevistas, facilitar expansões em capacidade e em distância 
de transporte, garantir a robustez perante falhas e a segurança das informações, bem 
como reduzir o custo de operação.  
O reconhecimento da necessidade de novas arquiteturas e tecnologias de rede tem 
levado muitas universidades e centros de pesquisa e desenvolvimento de excelência ao 
redor do mundo a investirem na busca de técnicas para o melhor aproveitamento da 
capacidade de transmissão dos links ópticos, reduzindo assim o chamado gargalo 
eletrônico. 
Sendo assim, estas arquiteturas representam uma mudança do paradigma existente, 
centrado em soluções que otimizam os aspectos de transmissão, o grande gargalo do 
passado, para um novo paradigma, centrado em soluções que reduzem o 
processamento eletrônico[1].  
Neste contexto, visa-se o desenvolvimento de redes de comutação de circuitos, OCS - 
Wavelength Routing, redes de comutação de pacotes, OPS - Optical Packet Switching, 
e redes de comutação de rajadas, OBS - Optical Burst Switching[2]. 
Estas redes possuem arquitetura avançada e são assim nomeadas e classificadas, pois 
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se baseiam em diferentes técnicas de comutação óptica. Cada uma apresenta 
vantagens e desvantagens em relação à outra, porém, no médio e longo prazo, a 
maioria dos esforços têm se concentrado nas duas últimas, em vista da maior 
flexibilidade que elas oferecem. 
1.1 Objetivo 
O objetivo deste trabalho é demonstrar a arquitetura do nó da rede de chaveamento de 
rajadas ópticas, suas funcionalidade e detalhes de implementação, uma análise da 
síntese de diversos códigos, que compõem a arquitetura proposta no trabalho, em um 
dispositivo FPGA e a prova de conceitos com a transmissão e recepção de informações 
utilizando o processo de montagem de rajadas. 
O trabalho está dividido da seguinte forma: 
O capítulo 2 apresenta um histórico sobre as comunicações ópticas e os conceitos das 
redes de chaveamento por circuitos, pacotes e rajadas. 
O capítulo 3 apresenta a rede de chaveamento de rajadas ópticas desenvolvida, sua 
arquitetura, funcionamento e características. 
O capítulo 4 descreve os blocos propostos para a construção do núcleo de 
processamento da interface de adaptação de dados da rede, apresentada no capítulo 3.  
No capítulo 5 são apresentadas todas as fases de desenvolvimento do circuito 
experimental. A descrição inclui detalhes técnicos do projeto eletrônico e considerações 
sobre a confecção do desenho da placa de circuito impresso.  
O capítulo 6 apresenta a conclusão deste trabalho e os resultados obtidos, assim como 
a análise da implementação de diversos blocos dentro de um dispositivo FPGA.  
O anexo A foi incluído para apresentar o código de linha 8B/10B utilizado na concepção 
dos blocos que compõem, especificamente, as etapas de transmissão e recepção das 
rajadas pelo canal óptico. 
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O anexo B apresenta sucintamente a linguagem de descrição de hardware VHDL, Very 
Hight Speed Integrated Circuit Hardware Description Language, que é a base da 
programação dos dispositivos lógicos programados. 
No anexo C são apresentados os conceitos de dispositivos lógicos programados, 
especificamente os dispositivos da família Stratix do fabricante Altera. 
A partir das propostas deste trabalho foram publicados 3 artigos: 
E. Mobilon, M. R. Salvador, L. R. Monte, P. J. Tatsch, V. G. de Oliveira , R. Bernardo, et 
al., “Hardware Design and Prototype of an Optical Packet-Switched Ring Network 
Node”, 49th IEEE International Midwest Symposium on Circuits and Systems, San Juan, 
Puerto Rico. 
E. Mobilon, M. R. Salvador, L. R. Monte, P. J. Tatsch, V. G. de Oliveira, R. Bernardo,  et 
al., “Hardware Architecture for Optical Packet and Burst Switching Applications”, 6th 
International Telecommunications Symposium, Fortaleza, Brazil. 
M. R. Salvador, E. Mobilon, L. R. Monte, P. J. Tatsch, V. G. de Oliveira, R. Bernardo, et 
al., “Arquitetura e Protótipo de Rede de Pacotes em Anel com Transmissão e 
Comutação no Domínio Óptico”, 24º Simpósio Brasileiro de Redes de Computadores, 
Curitiba,Brasil. 
1.2 Referências 
[1]. C. Qiao and M. Yoo. Optical burst switching (OBS) - a new paradigm for an 
optical Internet. Journal of High Speed Networks, 8(1):69–84, January 1999. 
[2]. J.P.Jue, V.M.Vokkarane, Optical Burst Switched Networks, eBook, Spring 
Science, USA, 2005. 
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Capítulo 2 -  Redes Ópticas 
Este capítulo apresenta um histórico sobre as comunicações ópticas, os conceitos 
sobre as redes de comutação de circuitos, pacotes e rajadas e os componentes ópticos 
que fazem parte de um sistema óptico de comunicação. 
2.1 Histórico 
A história dos sistemas de comunicações ópticas nos faz retornar ao telégrafo óptico 
inventado pelo engenheiro francês Claude Chappe, por volta de 1790 [3]. Ele usava 
uma série de semáforos instalados em torres e controlados por pessoas para transmitir 
um sinal de uma torre à outra. É claro que para isso as torres deveriam estar 
localizadas próximas o suficiente, de tal forma que a iluminação do semáforo pudesse 
ser visualizada. Este sistema estava susceptível a diversos problemas, principalmente 
às variações climáticas e a necessidade de elevação das torres. O telégrafo óptico foi 
substituído, em meados do século 19 pelo telégrafo elétrico e as transmissões elétricas 
passaram a ser usadas para longas distâncias. 
Alexander Graham Bell patenteou em 1880 um sistema de telefones ópticos chamados 
de photophone [5]. Entretanto sua invenção anterior, desenvolvida por volta de 1860, o 
telefone, era mais prática e usual. Bell sonhava em realizar transmissões pelo ar com o 
photophone, mas infelizmente a qualidade da transmissão de sinal óptico pelo ar se 
mostrou muito inferior à transmissão elétrica por cabos. A luz continuava a ser usada 
apenas para algumas aplicações, sendo a maioria delas voltadas à sinalização. Os 
sistemas de comunicações ópticas não tinham atingido os resultados esperados. 
Mais tarde, uma nova tecnologia começava a surgir e iria resolver as limitações 
impostas às comunicações ópticas, a fibra óptica. Ela levou muito tempo para ser 
adaptada e aceita para uso em transmissão de voz e dados. A transmissão de 
informação pela fibra óptica baseia-se na reflexão total da luz no interior da fibra [6]. 
Quando isto ocorre dizemos que a luz está confinada. 
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A fibra é composta de um determinado material, revestido por outro com menor índice 
de refração, como o vidro no ar, por exemplo. 
A Tabela 2-1 apresenta de forma cronológica os eventos que levaram à utilização da 
fibra-óptica. 
1840s Daniel Collodon e Jacques Babinet demonstraram que a luz poderia ser guiada por 
jatos de água 
1854 John Tyndall demonstrou interesse em guiar luz pela água fazendo isso por um jato 
de água fluindo de um reservatório 
1900s Vários inventores perceberam que a luz poderia ser guiada por bastões de quartzo. 
Patentearam o invento como iluminadores dentais 
1920s John L. Baird e Clarence W. Hansell patentearam a idéia de utilizar arranjos de 
tubos ocos ou bastões transparentes para transmitir imagens de televisão ou 
sistemas de fax. 
1930s Heinrich Lamn demonstrou uma transmissão de imagem através de um feixe de 
fibras ópticas. Ele usou a fibra para visualizar inacessíveis partes do corpo humano 
em uma aplicação médica, ficando assim documentado a possibilidade de se 
transmitir uma imagem por um feixe de fibras curtas. Entretanto, a imagem era de 
baixa qualidade. 
1940s Muitos médicos usavam depressores de língua com lentes Plexiglas iluminadas. 
1951 Holger Moller Hansen teve uma patente negada pelo escritório de patentes 
dinamarquês sobre imagens em fibras ópticas. 
1954 Abraham van Heel, Harold H. Hopkings e Narinder Kapanying geraram uma 
revolução na ulilização da fibra óptica na transmissão de imagens em feixes, 
mesmo sendo estas trasmissões a pequenas distâncias. 
1956 Lawrence Cutiss desenvolveu a fibra óptica baseada em folheados de vidro 
trabalhando em um projeto de um endoscópio capaz de analisar as imagens dentro 
do estômago. 
1960 As fibra ópticas possuíam perdas de aproximadamente 1dB por metro, o que a 
deixava útil apenas para uso medicinal, impossibilitando a utilização nas 
telecomunicações. 
1970 Maurer, Keck and Schultz fizeram a primeira fibra óptica com perdas 
suficientemente pequenas para o uso em telecomunicações, com uma capacidade 
de transmissão 65 mil vez mais veloz do que os sistemas cabeados. 
Tabela 2-1 - Linha de Tempo dos Sistemas Baseados em Óptica 
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2.1.1 A Necessidade de Banda 
A necessidade de um aumento na banda de transmissão fez com que muitos 
engenheiros da área de telecomunicações estudassem métodos para tornar isto 
possível.  
Devido ao aumento das transmissões envolvendo televisão e telefone, causado pela 
grande utilização das ondas de rádio e sistemas de microondas, os engenheiros 
buscavam às freqüências mais elevadas para suportar a maior demanda de tráfego. 
Muitos trabalhos na área das comunicações ópticas só tiveram início após o 
desenvolvimento do LASER de onda contínua de hélio-neônio. A transmissão era feita 
pelo ar e, embora o ar seja muito mais transparente para os comprimentos de onda da 
banda óptica do que para ondas milimétricas, em pouco tempo descobriu-se que 
chuvas, nuvens, neblina e turbulências atmosféricas limitavam a credibilidade das 
conexões atmosféricas a LASER em sistemas de longa distância. 
Até 1965 estava claro que os principais obstáculos técnicos estavam tanto no uso de 
ondas milimétricas quanto nas telecomunicações a LASER. Guias de ondas para ondas 
milimétricas apresentavam baixas perdas, porém, apenas se fossem perfeitamente 
retos.  
Além disso, os guias de ondas ópticos também apresentam grandes problemas. Grupos 
de pesquisa trabalhavam no desenvolvimento de sistemas de lentes destinados à 
concentrar os raios LASER no interior dos guias de onda, entretanto, as indústrias de 
telecomunicações acreditavam que a utilização dos guias para ondas milimétricas 
prevaleceria sobre os guias para ondas ópticas nas utilizações futuras. 
Com o desenvolvimento das fibras ópticas, estas passaram a atrair certa atenção 
devido à similaridade teórica com alguns guias de onda de dielétrico plástico utilizado 
em microondas. Entretanto, primeiramente, os pesquisadores acreditavam que a fibra 
óptica era excelente para aplicação no campo da medicina e não para uso em 
telecomunicações, pois as perdas por quilômetro estavam acima de 20dB. 
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Em setembro de 1970, Robert Maurer, Donald Keck e Peter Schultz anunciaram a 
fabricação de uma fibra com perdas inferiores a 20dB/Km, na região do comprimento de 
onda de 633nm do LASER de hélio-neônio. Esta fibra era fabricada com sílica e 
dopantes cuidadosamente inseridos para se criar os diferentes índices de refração. Este 
desenvolvimento abriu as portas para o início das comunicações ópticas com fibras. No 
mesmo ano pesquisadores projetaram o primeiro diodo LASER semicondutor capaz de 
operar em temperatura ambiente. 
Atualmente, mais de 90% do tráfego de longa distância contendo dados, voz e vídeo é 
realizado através de fibras ópticas, que, ainda, seguem o projeto original proposto por 
Maurer, Keck e Schultz.  
A primeira geração de sistemas de comunicações ópticas podia transmitir a informação 
em luz, usando LASERs com comprimento de onda de 850nm, por alguns quilômetros, 
sem a necessidade de repetidores, pois estava limitada a perdas em torno de 2dB/Km. 
A segunda geração, utilizando um comprimento de onda de 1300nm, tinha perda menor 
que 0,5dB/Km e a dispersão era inferior a do pulso em 850nm. Com isso passou a ser 
factível a utilização de cabos submarinos para comunicação de longa distância. 
Atualmente, muitos backbones e sistemas instalados ainda fazem uso deste 
comprimento de onda. 
No entanto, com o uso de LASERs com comprimento de onda de 1550nm e com as 
perdas por quilômetro chegando a 0.2dB, a maioria dos sistemas migraram para este 
novo padrão de 1550nm. Outro fato importante para a utilização de 1550nm foi o 
desenvolvimento de amplificadores ópticos com fibra dopada com érbio[8], que 
possibilitou o aumento dos enlaces sem a necessidade de uma regeneração elétrica do 
sinal, ou seja, dispensando a conversão ótica-elétrica-óptica. 
Assim, os sistemas ficam limitados basicamente à capacidade do processamento 
eletrônico da informação nas centrais de transmissão e recepção. Atualmente é comum 
falarmos em transmissão de 10Gbps e 40Gbps, com diversos estudos voltados para 
taxas de 100Gbps. 
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Com o passar dos tempos a utilização da fibra óptica foi se tornando cada vez mais 
viável economicamente e, num futuro não muito distante, deixaremos de usar a fibra 
óptica apenas nas aplicações de longa distância e no backbone das operadoras de 
telefonia, mas também as utilizaremos no acesso, o chamado Fiber-To-The-Home - 
FTTH. 
A Figura 2-1 apresenta um diagrama da evolução das comunicações ópticas a partir da 
década de 70. 
 
Figura 2-1 - Evolução das Comunicações Ópticas [7]. 
2.2 Conceitos 
Uma rede óptica é a interligação de diversos pontos por meio de uma fibra óptica.  A 
informação é transmitida entre os pontos que compõe a rede pela modulação da luz 
confinada na fibra [6]. Os sistemas de comunicações ópticas podem ser classificados 
em três categorias, conforme mostrado na Figura 2-2: redes de acesso, redes 
metropolitanas e redes de longa distância. 
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Figura 2-2 - Arquitetura da Rede Óptica. 
A Tabela 2-2 apresenta as diferenças básicas entre as três categorias. 
CATEGORIAS ABRANGÊNCIA ARQUITETURA 
Acesso Entre 1 e 10 km Anel 
Metropolitana Entre 10 e 100 km Anel 
Longa Distânicia Acima de 100 km Mesh 
Tabela 2-2 - Categorias de Redes Ópticas. 
2.2.1 LASER Semicondutor 
A palavra LASER vem do inglês Ligth Amplification by Stimulated Emission of Radiation, 
que significa amplificação da luz por emissão estimulada de radiação. O LASER é um 
feixe luz, monocromático e coerente, que se origina da excitação de átomos ou 
moléculas. 
Os LASERs são amplamente usados em fotônica [3] devido suas excelentes 
características, incluindo alta eficiência, longa vida útil, extensa faixa de comprimentos 
de onda disponíveis e baixo consumo de potência. 
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Em comunicações ópticas destacamos como qualidade do LASER sua largura espectral 
que pode ser de até 3nm. Em comparação, o LED - Ligth Emited Diode, ou diodo 
emissor de luz, que também é usado como fonte de luz, porém em menor escala, 
possui largura espectral entre 30 e 50nm. 
A Figura 2-3 ilustra esta comparação. 
 
Figura 2-3- Comparação entre LASER e LED. 
2.2.2 Transponders de Comprimento de Onda 
Transponders de comprimento de onda são equipamentos que permitem a conversão 
do comprimento de onda de um transmissor óptico para um comprimento de onda que 
obedece às normas estabelecidas pelo ITU-T, International Telecomunication Union.  
Temos basicamente 5 regiões, ou bandas, de comprimentos de onda usadas nas 
comunicações ópticas. A maioria dos sistemas se concentra na região da banda C, que 
compreende os comprimentos entre 1530 a 1565 nm. A Figura 2-4 apresenta esta 
divisão em bandas do espectro de freqüências ópticas. 
É por meio de transponders que os canais ópticos são inseridos na rede. 
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Figura 2-4 - Grade ITU-T. 
2.2.3 Amplificadores Ópticos 
Amplificadores ópticos são dispositivos que possibilitam a amplificação de todos os 
comprimentos de onda de um enlace, sem a necessidade de conversão óptica-elétrica-
óptica. 
Os amplificadores mais usados são os que utilizam fibra dopada com érbio, o 
EDFA[8][9], do inglês Erbium Doped Fiber Amplifier. Estes amplificadores são 
classificados como booster, de linha e pré, e ao longo do enlace são utilizados 
conforme apresentado na Figura 2-5 
 
Figura 2-5 - Utilização do EDFA - Booster, Linha (L) e Pré (P). 
Encontramos também os amplificadores ópticos a semicondutor, conhecidos como 
SOA, Semiconductor Optical Amplifier. Neste trabalho, os SOAs são empregados como 
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unidade de chaveamento, devido sua grande velocidade neste tipo de operação. 
2.2.4 Enlace Óptico 
Enlace óptico é o caminho entre o nó de origem e o nó de destino que uma 
determinada informação percorre. Os nós que fazem parte do enlace são os 
responsáveis pela análise da informação em tráfego.  
É necessário esclarecer que em cada nó podem ocorrer a remoção e a inserção de 
dados, em comprimentos de onda específicos, o que denominamos de canais. 
Os enlaces são formados conforme a topologia da rede em uso. Em uma rede ponto-a-
ponto o enlace será formado por apenas dois nós, o de origem e o de destino, e pelos 
amplificadores dispostos conforme o comprimento do enlace. Já em uma rede com 
arquitetura em anel, a estudada neste trabalho, os enlaces poderão possuir diversos 
nós. Dependo da posição do nó de origem e de destino, existirá entre eles, além dos 
amplificadores, os nós intermediários que apenas deixarão a informação em curso 
passar para o nó seguinte, sem que sofram alterações, Figura 2-6 . 
 
Figura 2-6 - Arquitetura Ponto-a-ponto e Anel. 
2.2.5 Gargalo Eletrônico - Bottleneck 
Com o crescimento exponencial, nos últimos anos, da capacidade de transmissão de 
dados nos sistemas ópticos, nota-se que existe uma grande diferença entre a 
velocidade da transmissão óptica e a capacidade de processamento eletrônico dos 
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dados. 
Em razão do aumento e da diversificação dos serviços de comunicações digitais, 
incluindo o crescimento da Internet, a utilização de aplicações como HDTV e vídeo-
conferências, bem como o crescimento das redes privadas virtuais, VPNs, existe uma 
grande necessidade de processamento eletrônico. Este fato resulta no chamado 
gargalo eletrônico, fenômeno que torna impossível, devido ao atual estado tecnológico 
dos componentes eletrônicos, o processamento dos dados na mesma velocidade da 
transmissão óptica[10]. 
O gargalo eletrônico é o fator principal para as ocorrências de congestionamento nas 
redes, pela perda de informações e no aumento do tempo, atraso, no transporte fim-a-
fim dos dados. Atraso este que, dependendo do estado da rede, torna-se variável, que 
se denomina jitter. 
2.2.6 Multiplexação por Divisão em Comprimento de Onda – WDM 
O WDM - Wavelength Division Multplexing[11] ou Multiplexação por Divisão em 
Comprimento de Onda, é uma técnica utilizada para aumentar o aproveitamento de uso 
da banda passante em fibras ópticas. Trata-se da combinação e transmissão de 
diversos canais ópticos distintos, λ, com o uso de multiplexadores e demultiplexadores, 
conforme mostrado na Figura 2-7. 
 
Figura 2-7 - Sistema WDM. 
No início o WDM era usado para multiplexar um pequeno número de canais ópticos, 
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portanto de baixa densidade. Atualmente os sistemas WDM operam em alta densidade, 
o que deu origem à multiplexação densa por divisão em comprimento de onda, DWDM. 
2.3 Redes de Chaveamento de Circuitos 
As redes ópticas por roteamento de comprimento de onda empregam o chaveamento 
de circuitos ópticos em todos os caminhos estabelecidos entre os nós de origem e 
destino. O estabelecimento de caminhos ópticos envolve tarefas como a descoberta da 
topologia, roteamento, atribuição de comprimento de onda, sinalização e reserva de 
recursos. 
A descoberta de topologia e recursos envolve a distribuição e a manutenção das 
informações de estado da rede. Tipicamente estas informações incluem dados sobre a 
topologia física da rede e o estado dos links. Nas redes WDM estas informações podem 
conter a disponibilidade dos comprimentos de onda em um determinado link. 
A descoberta de rotas e atribuição de comprimentos de onda é conhecido como RWA, 
Routing and Wavelength Assignment[12]. Tipicamente, as solicitações de conexões 
podem ser de dois tipos, estática e dinâmica. No estabelecimento de rotas estáticas o 
problema está em ajustar os caminhos ópticos minimizando a utilização de recursos da 
rede como o número de comprimento de ondas e o número de fibras ópticas. 
No estabelecimento dinâmico de rotas um caminho é configurado com a chegada de 
um pedido de conexão, sendo que a rota será liberada após um período de tempo. 
O objetivo do roteamento dinâmico é a configuração dos caminhos e a atribuição dos 
comprimentos de onda de forma a minimizar a quantidade de bloqueios e o aumento de 
conexões estabelecidas na rede em qualquer período de tempo. 
2.4 Redes de Chaveamento de Pacotes 
Com a evolução da tecnologia de chaveamento óptico ocorreu um crescimento no 
estudo de redes de chaveamento de pacotes ópticos. Nestas redes os pacotes são 
roteados e chaveados independentemente através da rede, tudo ocorrendo no domínio 
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óptico, sem a necessidade de conversão eletrônica em cada nó. 
Um pacote de dados, informações, é um agrupamento de bits ou bytes, com 
determinada estrutura, que as interfaces de rede têm de codificar e decodificar durante 
o processo de transmissão e recepção das informações. Estes pacotes devem possuir 
um tamanho pré-estabelecido e conhecido pelas interfaces da rede. 
A técnica de chaveamento de pacotes permite uma maior flexibilidade de multiplexação 
dos enlaces ópticos comparando-se com o chaveamento de circuitos. 
A Figura 2-8 ilustra uma arquitetura básica de uma rede de chaveamento de pacotes 
ópticos. 
 
Figura 2-8 - Arquitetura Básica da Rede de Chaveamento de Pacotes. 
É necessário uma chave óptica capaz de fazer o chaveamento pacote-a-pacote após a 
análise do cabeçalho da informação. O cabeçalho é um agrupamento de bits que 
contém informações sobre o estado da rede e se os dados que o seguem, payload, 
devem ser removidos ou não do anel óptico. Ele é processado eletronicamente e pode 
ser transmitido juntamente com o pacote, em um comprimento de onda diferente, ou até 
mesmo em um canal de controle separadamente, desde que o tempo de 
processamento deste cabeçalho seja respeitado antes de o nó fazer qualquer 
chaveamento de pacote. Assim, uma forma de atraso entre cabeçalho e dado deve ser 
criada. Na Figura 2-8 a linha de atraso é representada por enlaces de fibra óptica. O 
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comprimento deste atraso em fibra deve ser estabelecido após o conhecimento do 
tempo de processamento do quadro de controle pela unidade de controle. 
Para implementar o chaveamento de pacotes é necessário o uso de uma chave óptica 
rápida. Atualmente as chaves baseadas na tecnologia MEMs atingem um tempo entre 1 
e 10 ms, e chaves baseadas em amplificadores ópticos a semicondutor, SOA – 
Semiconductor Optical Amplifier, conseguem tempos inferiores a 1ns[13]. A 
desvantagem da utilização de SOA está no custo e também na necessidade de 
utilização de acopladores o que resulta em perda de potência. 
Pode-se dizer que a tecnologia atual não está apta a suprir todas as necessidades de 
uma rede de chaveamento de pacotes ópticos com custo viável. 
Um outro desafio para estas redes é a sincronização. Em redes com tamanho de 
pacotes fixos é necessário que exista um sincronismo dos pacotes na entrada dos nós, 
isto possibilita a diminuição da contenção, que ocorre quando mais de um pacote, ou 
até mesmo rajadas, precisam do mesmo recurso da rede ao mesmo tempo[14]. 
Atualmente existem diversos trabalhos de pesquisa envolvendo a técnica de 
chaveamento de pacotes ópticos. Dentre estes trabalhos podemos destacar as 
seguintes propostas: HORNET[15], MAWSON[16], RINGO[17] e FLAMINGO[18]. 
2.5 Redes de Chaveamento de Rajadas 
A rede óptica de chaveamento de rajadas foi planejada para se ter um nível 
intermediário entre a rede de chaveamento por circuito e a rede de chaveamento por 
pacotes. Neste tipo de rede a rajada de dados é composta por diversos pacotes que 
são chaveados opticamente ao longo da rota entre a fonte e o destino, conforme 
mostrado na Figura 2-9. Para que este chaveamento seja feito corretamente um pacote 
de controle é enviado como cabeçalho da rajada[19] contendo informações sobre a 
rede e configurando as chaves presentes na rota. 
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Figura 2-9 - Funcionamento Básico da Rede de Rajadas. a) Transmissão da Rajada       b) 
Recepção da Rajada. 
No diagrama apresentado na Figura 2-9 os dados são enviados para o anel óptico pelo 
cliente de origem. Estes dados podem ser de diferentes serviços e provenientes de 
diversos clientes conectados ao nó. Os dados são agrupados em rajadas e inseridos no 
anel óptico após o quadro de controle que contém as informações de estado da rede. 
No nó de saída as rajadas ópticas são desmontadas, após a análise do quadro de 
controle, e os dados são enviados aos diversos clientes conectados ao nó. 
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Capítulo 3 -  Rede de Chaveamento de Rajadas 
Ópticas 
O capítulo anterior apresentou um histórico sobre as redes ópticas e os conceitos 
teóricos sobre as redes de chaveamento por circuitos, pacotes e rajadas. Este capítulo 
apresenta a arquitetura, o funcionamento e as características da rede de chaveamento 
de rajadas ópticas desenvolvida e estudada neste trabalho. 
3.1 Arquitetura Básica e Funcionamento da Rede 
A arquitetura da rede óptica de rajadas desenvolvida neste trabalho foi concebida para 
aplicações metropolitanas[20], embora não esteja limitada a estas aplicações, onde os 
requisitos dos usuários e das aplicações fazem-se bastante presentes e, por esta razão, 
onde provavelmente estará o próximo gargalo das redes de telecomunicações. A 
arquitetura deve seguir, a princípio, os requisitos estabelecidos na Tabela 3-1. 
Esta arquitetura provê uma condição intermediária entre a arquitetura de chaveamento 
de circuito e a arquitetura de chaveamento de pacotes, onde se busca a maximização 
das vantagens destes dois modelos. 
A arquitetura de comutação de circuitos é orientada à conexão e, assim, possui melhor 
desempenho nas redes de acesso onde a tendência de tráfego é se manter constante 
ao longo do tempo. As arquiteturas de pacotes e rajadas são orientadas a tráfegos 
variáveis e dentro deste conceito a arquitetura de rajadas é mais simples e mais barata 









Atender à demanda de tráfego atual com baixa latência 
independentemente da característica de distribuição do tráfego 
Multiserviços Suportar múltiplos serviços para satisfazer os requisitos das aplicações 
Flexibilidade Suportar novos serviços sem mudanças na arquitetura 
Simplicidade 
Crescer em cobertura, em número de nós e em taxa de transmissão 
sem mudanças na arquitetura. 
Robustez Recuperar-se de falhas variadas rapidamente 
Eficiência 
Usar os recursos da rede eficientemente independente da característica 
e padrão de distribuição de tráfego 
Segurança 
Dificultar o acesso às informações em transito e facilitar a inclusão de 
mecanismos de criptografia 
Custo Ter baixo custo para facilitar a aceitação 
Tabela 3-1 - Requisitos da Rede de Chaveamento de Rajadas Proposta. 
A Figura 3-1 apresenta a visão geral da rede de chaveamento de rajadas ópticas. São 
dois anéis contra-propagantes por onde são trafegados os dados, a interface dos nós 
com as redes externas e a inteligência da rede representada pela unidade de gerência, 
plano de controle e plano de dados. 
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Figura 3-1 - Visão Geral da Rede de Chaveamento de Rajadas. 
Para atender aos requisitos das aplicações metropolitanas, a arquitetura da rede 
suporta serviços ethernet e serviços transparentes do tipo um-para-um e um-para-
muitos sob demanda. Especificamente a arquitetura oferece os serviços ethernet de 
melhor esforço, o que significa que, embora detecte erros, sua recuperação é deixada 
para protocolos de níveis superiores como o TCP, ethernet reservado, onde todos os 
nós fazem uso do mesmo protocolo, e transparente reservado, onde apenas alguns nós 
usam o protocolo, necessitando assim de recursos da rede fornecidos por um plano de 
controle. 
O foco nos serviços ethernet e o suporte a serviços transparentes conferem à 
arquitetura grande flexibilidade, necessária para atender a tecnologia ethernet na qual o 
transporte tende a convergir e outras, sejam elas legadas, como no SDH, ou ainda 
inexistentes. O mecanismo de proteção usa o roteamento alternativo no nó origem para 
recuperação rápida de uma falha e, ao contrário de SDH, não impede o uso de um anel 
de proteção enquanto este não for necessário na ocorrência de uma falha no anel de 
trabalho correspondente.  
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A rede contempla três planos funcionais bem definidos: gerência, controle e dados. O 
plano de gerência é responsável pela coordenação da rede de uma forma geral. O 
plano de controle é responsável pelo operacional da rede, e atua em ordens de tempo 
muito inferiores às do plano de gerência. O plano de dados é responsável pelo 
transporte de informações na rede.  
Para cada um destes planos pode haver uma ou mais unidades desempenhando as 
tarefas correspondentes, sendo que devem existir os seguintes mapeamentos entre as 
unidades dos diferentes planos: 
• Para cada unidade do plano de dados existe uma unidade do plano de controle 
dedicada. Em outras palavras, uma unidade do plano de controle sempre está 
associada à uma e somente uma unidade do plano de dados; 
• Todas as unidades do plano de controle e, conseqüentemente, todas as 
unidades do plano de dados estão associadas e são gerenciadas por uma única 
unidade do plano de gerência. 
A rede consiste basicamente de, no mínimo, um par de fibras ópticas paralelas 
dispostas em anel e em cada fibra devem trafegar no mínimo 2 comprimentos de ondas 
distintos, sendo um para a transmissão de dados e outro para o envio das informações 
de configuração da rede[21], denominado token.. Para isto ser possível cada nó deverá 
ser composto de duas ou mais interfaces ópticas com comprimento de onda na faixa 
pré-estabelecida para a transmissão do token e a mesma quantidade de interfaces, 
também em comprimento de onda pré-estabelecido, para a transmissão dos dados.  
Os anéis devem possuir tráfego contrapropagantes pois isto auxilia na proteção e na 
flexibilidade de roteamento[22]. As transmissões nos comprimentos de onda de um anel 
de fibra seguem uma direção, ao passo que as transmissões nos comprimentos de 
onda do outro anel de fibra seguem na direção contrária. 
Como pode ser visto na Figura 3-2, os nós podem utilizar o mesmo comprimento de 
onda para a transmissão de dados, desde que estejam em enlaces diferentes no anel. 
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Para controlar o acesso a um comprimento de onda há um protocolo de controle de 
acesso ao meio[25] que adota a rajada como unidade de transmissão. Uma rajada 
consiste de um grupo de pacotes, separados em unidades de transmissão ou 
agregados numa única unidade de transmissão, pertencentes à mesma classe de 
encaminhamento. Dois pacotes pertencem à mesma classe de encaminhamento 
quando apresentam certas características comuns como, por exemplo, mesmo nó 
destino.  
 
Figura 3-2 – Reuso de Lambda. 
O mecanismo de controle de acesso ao protocolo segue o modelo de reserva 
denominado tell-and-go[23][24]. Neste modelo não há a necessidade de pré-reserva de 
recursos. O conhecimento de um recurso disponível habilita o acesso imediatamente, 
bastando apenas informar os outros nós que o recurso será imediatamente ocupado e 
iniciar a transmissão dos dados[26]. 
O modelo de reserva usa tokens para sinalização[27][28]. Um token é um pacote com 
informações de controle que circula indefinidamente num comprimento de onda de 
controle e permite aos nós determinarem quando as informações podem ser inseridas 
no anel no comprimento de onda de dados correspondente, quando devem ser 
retiradas do anel, ou se devem ser encaminhadas transparentemente para o próximo 
nó. É possível também a remoção e o encaminhamento de uma mesma informação 
simultaneamente. 
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É criado um token para cada comprimento de onda de dados. Dado um anel com vários 
comprimentos de onda, os tokens correspondentes são espaçados de forma 
equidistante e os nós de rede processam eletronicamente cada um dos tokens, porém 
apenas o nó previamente definido como mestre poderá criar e inserir um token no anel 
mediante solicitação do plano de controle. 
Basicamente, um token consiste dos seguintes campos: 
• Identificador do anel; 
• Identificador do comprimento de onda de dados correspondente; 
• Vetor com N sub-campos de estado, cada um correspondendo a um enlace e 
indicando se aquele enlace esta ocioso ou sendo usado para transmissão para um nó 
identificado. 
Para determinar se uma rajada é destinada a ele, um nó de rede confronta o seu 
próprio endereço MAC com o endereço destino de cada um dos sub-campos de status 
em uso. A condição de igualdade indica que a rajada é de fato destinada para aquele 
nó. A condição de diferença indica que a rajada é destinada para outro nó. Se o 
endereço de um sub-campo de estado for do tipo broadcast, então o nó determina que 
ele deve tanto receber quanto encaminhar transparentemente a rajada. 
Ao contrário dos protocolos MAC tradicionais baseados em token, neste protocolo a 
posse do token por um nó não necessariamente da à este nó a permissão para 
transmitir. A transmissão é possível somente se os enlaces necessários estiverem 
ociosos, conforme indicado no token. Nesta condição o nó atualiza o token, transmite o 
token e, então, os dados. 
Para garantir que os nós da rede tenham oportunidades de transmissão iguais, um nó 
de rede que tenha alocado enlaces para transmissão é obrigado a liberar estes enlaces 
quando o token retornar. Ou seja, a permissão de acesso a um enlace tem validade 
definida pelo tempo de rotação do token verificado por aquele nó. 
A Figura 3-3 ilustra o funcionamento da rede. O cenário ilustrativo considera uma rede 
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de um único anel de fibra óptica com um único comprimento de onda de dados e três 
nós. O token gira no anel no sentido anti-horário e consiste de um vetor de três 
posições, onde o primeiro elemento indica o estado do enlace entre os nós A e B, o 
segundo elemento indica o estado do enlace entre os nós B e C e o terceiro elemento 
indica o estado do enlace entre os nós C e A. Em uma implementação real estas 
informações são insuficientes para a tomada de decisões local em cada nó de rede.  
O valor de cada campo do vetor indica as seguintes situações: 
• 0 (zero): indica enlace sem uso; 
• A, B ou C: indica o destinatário da rajada no enlace.  
Para facilidade de compreensão, o vetor t(y,w,z) representa o conteúdo do token. 
Na Figura 3-3(a) o nó A recebe t(0,0,0) e, baseado no seu conhecimento do estado da 
rede decide transmitir para o nó B. Conseqüentemente ele atualiza o token para t(B,0,0) 
e o envia para o nó B. Em seguida abre sua chave óptica para impedir qualquer tráfego 
em trânsito e começa a transmitir. 
 Ao receber t(B,0,0) o nó B abre sua chave óptica para receber o tráfego vindo de A , 
como mostrado na Figura 3-3(b). Ao mesmo tempo, baseado no seu conhecimento do 
estado da rede, o nó B decide transmitir para o nó C. Conseqüentemente ele atualiza o 
token para t(B,C,0), envia o token para o nó C e começa a transmitir.  
O nó C, ao receber t(B,C,0), abre sua chave óptica para receber o tráfego vindo de 
B,como mostrado na  Figura 3-3(c). Assumindo-se que ele não tenha dados a transmitir 
ou tenha encontrado os enlaces necessários já utlizados, o nó C envia o token para o 
nó A, sem qualquer alteração no seu conteúdo.  
Ao receber o token, Figura 3-3(d),e assumindo que não haja tráfego para transmitir ou 
que o tráfego existente exija enlaces já em uso, o nó A libera o enlace alocado na 
rotação anterior do token, atualiza-o para t(0,C,0), fecha a chave óptica para permitir a 
passagem de tráfego em trânsito e envia o token para o nó B.  
Assumindo-se que ele também esteja na mesma condição que o nó A, o nó B atualiza o 
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token para t(0,0,0), fecha a chave óptica para permitir a passagem de tráfego em 
trânsito e envia o token para o nó C, como mostrado na Figura 3-3(e) e Figura 3-3(f). 
 
Figura 3-3 - Funcionamento da Rede. 
3.2 Arquitetura do Nó da Rede 
O nó da rede é formado por três blocos funcionais: unidade de plano de controle, 
unidade de interface de adaptação e unidade de chaveamento óptico, como ilustra a 
Figura 3-4. 
 O plano de gerência é externo ao nó e é responsável pela coordenação da rede de 
forma geral. 
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Os equipamentos de acesso dos clientes à rede, como por exemplo, o roteador IP, 
também são externos ao nó da rede. E é por meio deles que os dados dos clientes são 
inseridos na interface de adaptação de dados da rede de chaveamento de rajadas.  
A unidade de plano de controle, como o próprio nome diz, desempenha funcionalidades 
de controle.  
A unidade de interface de adaptação e a unidade de chaveamento óptico compõem o 
plano de dados e desempenham as funcionalidades necessárias para o 
encaminhamento dos dados entrantes e de trânsito, nos domínios eletrônico e óptico. 
A principal funcionalidade da unidade de interface de adaptação é a montagem das 
rajadas e, além disso, oferece a funcionalidade de comutação, tal como num comutador 
comercial. Esta unidade suporta 2 interfaces de comunicação, sendo pelo menos uma 
para comunicação com a rede cliente e uma para a comunicação dentro da própria 
rede. 
 
Figura 3-4 - Arquitetura do Nó da Rede. 
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Toda rajada que chega a um nó é precedida do token correspondente. O nó de rede 
tem que processar o token para decidir o que fazer com a rajada em trânsito e com as 
rajadas prontas para serem inseridas por ele na rede. Assim, na entrada do nó há um 
acoplador que desvia o sinal óptico do comprimento de onda de controle para a unidade 
de plano de controle. Os sinais ópticos nos comprimentos de onda de dados seguem 
para uma linha de retardo, FDL - Fibre Delay Loop, onde ficam por um tempo fixo 
suficiente para que a unidade de plano de controle processe, transmita o token e 
configure a unidade de chaveamento óptico apropriadamente. Quando os dados 
chegam à unidade de chaveamento óptico, esta já foi configurada corretamente para 
que a rajada possa chegar ao seu destino. 
A remoção de uma rajada do anel ou a inserção de uma nova rajada é feita na unidade 
de chaveamento óptico. A recepção e processamento de uma rajada removida do anel 
são de responsabilidade da unidade de interface de adaptação, que desmontará a 
rajada e enviará os pacotes para a rede cliente. A montagem e transmissão de uma 
rajada a ser inserida no anel também são de responsabilidade da unidade de interface 
de adaptação. A inserção do token de volta ao anel é feita passando pelo acoplador na 
saída do nó da rede. 
 As seções subseqüentes abordam de forma mais detalhada cada unidade do nó da 
rede.  
3.2.1 Unidade de Plano de Controle 
A Figura 3-5 ilustra a arquitetura da unidade de plano de controle, responsável por 
processar solicitações do plano de gerência e do plano de controle da rede cliente, 
pelos procedimentos de iniciação da rede, de controle de acesso ao meio e de 
recuperação de falhas. 
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Figura 3-5- Arquitetura do Plano de Controle. 
O processo de iniciação da rede envolve um protocolo de eleição dos nós mestres e a 
inserção dos tokens pelo nó mestre ativo. No protocolo de eleição os nós de rede 
emitem mensagem contendo o seu identificador e o tempo de criação da mensagem. 
Cada nó de rede, ao detectar uma mensagem destas, ou registra seu conteúdo 
localmente e a encaminha para o próximo nó, se a mensagem for mais velha que a 
registrada localmente, ou a descarta sem registrá-la. Após certo período sem receber 
qualquer dessas mensagens, um nó assume o nó mestre como sendo aquele registrado 
localmente. 
O nó mestre, então, cria um token para cada comprimento de onda de dados e os 
insere um a um no comprimento de onda de controle, mantendo o mesmo espaço entre 
eles. O processo de iniciação chega ao fim quando o nó mestre recebe o primeiro token 
inserido na rede. 
Neste ponto em que todos os nós da rede detectaram pelo menos um token, ou pelo 
menos os comprimentos de onda correspondentes aos tokens, a interface de adaptação 
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de dados e consequentemente a rede se tornam disponíveis para transportar dados. 
Neste momento o protocolo de acesso ao meio entra em ação. 
O esquema de processamento do tokem é apresentado na Figura 3-5. 
Para determinar quando uma rajada de pacotes deve ser recebida ou encaminhada 
para o próximo nó, o protocolo MAC lê o conteúdo do token e compara o endereço 
destino de cada rajada com o endereço do próprio nó. Na condição de igualdade o 
plano de controle sinaliza a matriz de comutação para derivar o comprimento de onda 
apropriado. Na condição de encaminhamento o plano de controle sinaliza a matriz de 
comutação para não derivar o comprimento de onda apropriado. 
Para determinar a possibilidade de transmissão de uma rajada a unidade de plano de 
controle confronta as solicitações de transmissões recebidas da interface de adaptação 
com as informações de estado dos enlaces e dos receptores dos nós da rede, obtidas 
do token. Se a transmissão for possível, a unidade de plano de controle informa a 
unidade de interface de adaptação para transmitir a rajada selecionada no anel e o 
comprimento de onda de dados correspondentes. Em seguida a unidade de plano de 
controle também atualiza o conteúdo do token, transmite o token para o próximo nó e 
sinaliza a matriz de comutação para derivar o comprimento de onda apropriado, 
evitando colisões causadas por eventuais falhas nos nós anteriores. 
Um requisito importante da unidade de plano de controle é o tempo de processamento 
do token. Quanto mais rápido for o processamento menor será a linha de retardo e 
maior será a expansibilidade da rede em comprimento de anel e número de nós. Mais 
importante ainda, quanto mais estável for o tempo de processamento do token mais 
robusta e eficiente será a rede. 
3.2.2 Unidade de interface de adaptação 
A Figura 3-6 ilustra a unidade de interface de adaptação. A principal responsabilidade 
desta unidade é a montagem das rajadas de pacotes provenientes de redes clientes 
para transmissão na rede. 
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A unidade de interface de adaptação se comunica com as unidades externas ao nó via 
interfaces 1Gb ethernet. Estas interfaces são bastante simples, têm custo baixo e 
grande aceitação no mercado. As interfaces para comunicação dentro da própria rede 
também serão, preferencialmente, 1Gb ethernet. 
A comutação das informações trocadas entre a unidade de interface de adaptação e 
uma rede cliente se fará baseada nos quadros ethernet padrão. Em razão desta 
decisão e da demanda de comutação, esta unidade se parecerá com um comutador 
ethernet e exigirá implementação em hardware baseado em um tipo de controlador 
lógico programável denominado FPGA -  Field Programmable Gate Array. 
 
Figura 3-6 - Unidade de Interface de Adaptação. 
Para permitir a montagem de rajadas a unidade de interface de adaptação usa um 
sistema virtual de fila de saída denominada VOQ – Virtual Output Queuing. Neste 
sistema, para cada classe de serviço suportada, há um conjunto de N filas, sendo uma 
fila para cada nó destino possível na rede e uma fila para todos os nós da rede 
denominada broadcast.  
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Ao chegar um quadro, o classificador do cliente compara o endereço MAC ou o rótulo 
VLAN – Virtual Local Area Network, do quadro com os endereços, ou rótulos na sua 
tabela de comutação e decide em qual fila inserir o quadro. A montagem da tabela de 
comutação é de responsabilidade dos planos de controle e de gerência. Na chegada de 
um quadro com o endereço de broadcast o classificador pode replicá-lo em todas as 
filas ou inserí-lo apenas na fila de broadcast, dependendo da política de comutação 
definida pelo plano de gerência. 
Periodicamente o agendador do anel monta rajadas para serem transmitidas a partir 
dos quadros armazenados nas filas. Este processo, conhecido como agendamento a 
priori, envolve a seleção de todos os quadros que possam ser transmitidos 
completamente no tempo de rotação do anel, por exemplo, que caibam completamente 
na rajada, para cada fila, e a criação de uma lista ordenada de prioridade de 
transmissão destas rajadas. Esta lista é passada para a unidade de plano de controle. 
A transmissão de uma rajada ocorre efetivamente somente em resposta a uma 
solicitação explícita da unidade de plano de controle, que indica qual rajada transmitir, 
qual interface e, possivelmente, qual comprimento de onda usar para tal. Embora os 
pacotes componham uma rajada, eles podem ser transmitidos individualmente, um logo 
após o outro. 
O processo de recepção dos quadros é muito similar ao método de transmissão, porém 
mais simples. Quando o classificador do cliente recebe um quadro de uma rajada ele o 
comuta para a fila da interface do cliente correspondente, tal como na transmissão. 
Depois de separados por interfaces os quadros são transmitidos individualmente por 
intermédio do agendador do cliente. 
3.2.3 Unidade de Chaveamento Óptico 
A Figura 3-7 ilustra a matriz de comutação óptica. Esta matriz consiste de um 
demultiplexador na entrada, para separar os comprimentos de onda de dados, e várias 
chaves ópticas, cada uma atuando sobre um determinado comprimento de onda de 
dados. Na saída um multiplexador combina os comprimentos de onda de dados 
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novamente. 
A chave óptica consiste de um acoplador de 3 dB na entrada, para separar os sinais em 
dois caminhos distintos, e dois amplificadores ópticos a semicondutor, SOA. Estes são 
montados sobre uma placa de controle que configura o estado de cada SOA segundo 
determinação da unidade de plano de controle associada. 
 
Figura 3-7- Matriz de Comutação Óptica. 
A matriz de comutação possui três estados de funcionamento que são denominados de 
estado segue, estado deriva e estado deriva e segue.  
No estado deriva, o SOA superior de uma chave óptica fica ligado; o SOA inferior fica 
desligado. Neste estado toda a potência óptica, menos 3dB do acoplador, é desviada 
para a interface de adaptação associada. No estado segue, o SOA superior de uma 
chave óptica fica desligado; o SOA inferior fica ligado. Neste estado o tráfego segue 
adiante sem qualquer conversão para o domínio eletrônico. No estado deriva e segue, 
os dois SOAs de uma chave óptica ficam ligados, permitindo multicast, que é a entrega 
de informação para múltiplos destinatários simultaneamente, ou broadcast óptico, que é 
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a entrega da informação a todos os destinatários da rede. 
A transmissão de informações armazenadas na interface de adaptação requer a 
inserção de um comprimento de onda de dados no anel. Esta operação é possível 
somente quando a chave óptica correspondente estiver no estado deriva. 
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Capítulo 4 -  Núcleo de Processamento 
Este capítulo tem como finalidade propor uma arquitetura para o núcleo de 
processamento de dados da rede de chaveamento de rajadas ópticas apresentada no 
capítulo 3. As partes que compõem o núcleo de processamento foram divididas 
conforme a funcionalidade que cada uma possui: controle, transmissão e recepção. 
4.1 Visão Geral 
Conforme mencionado anteriormente a unidade de interface de adaptação é composta 
de um dispositivo do tipo FPGA de alta densidade que deve satisfazer aos requisitos de 
processamento e armazenamento das rajadas de dados. O núcleo de processamento, 
que contém toda lógica digital, seqüencial e combinacional, deve ser programado com 
um código escrito em linguagem de descrição de hardware, VHDL. 
A principal funcionalidade do núcleo de processamento é a montagem da rajada de 
dados. A Figura 4-1 apresenta a estrutura da rajada com todos os campos que a 
compõem. 
 
Figura 4-1 - Formado da Rajada de Dados. 
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• Preâmbulo: Possui uma seqüência de bits usados para recuperação de relógio e 
manutenção do sincronismo entre as interfaces da rede. 
• Cabeçalho: É formado pelos seguintes campos: 
o SOB: Start of Burst – Início da Rajada: Este campo deverá possuir um 
valor que especifique o início da rajada. 
o NOS: Number of Segments – Número de Segmentos: Este campo informa 
a quantidade de segmentos contidos na rajada. 
o CRC: Cyclic Redundancy Code – Código de Redundância Cíclica: 
Utilizado para verificação de erros no cabeçalho da rajada. 
• Carga Útil 
o Frames Ethernet: Campo que contém a informação útil a ser transmitida. 
o BP: Burst Padding – Preenchimento da Rajada: Este campo é utilizado 
quando um frame ethernet tem tamanho maior do que o espaço restante 
no seguimento. Nesta ocorrência um novo segmento será criado e o 
seguimento anterior deverá ser preenchidos até atingir o tamanho pré 
estabelecido. 
o PS: Padding Size – Tamanho do Preenchimento: Contém o tamanho do 
campo BP. 
o CRC: Cyclic Redundancy Code – Código de Redundância Cíclica: 
Utilizado para verificação de erros no segmento. 
Por ser extremamente complexo programar um circuito digital que realize toda operação 
de tratamento dos dados, este circuito foi divido em diversos blocos que, interligados, 
executam as funções de transmissão, recepção e controle das rajadas ópticas. 
A arquitetura apresentada na Figura 4-2 foi desenvolvida a partir de uma estrutura top-
dow [29], ou seja, partindo de uma visão macro, passando pela estruturação de cada 
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bloco até o ponto de codificação. 
Podemos ver na Figura 4-3 o fluxo de dados dentro do nó da rede chaveamento de 
rajadas ópticas. 
 
Figura 4-2 - Arquitetura Macro do Núcleo de Processamento. 
Seguindo o fluxo de transmissão, do cliente para anel óptico, temos como ponto de 
partida a inserção dos dados pelos clientes que estão conectados ao bloco Adaptador 
de Frame. Neste momento os pacotes de dados são acrescidos de dois bytes contendo 
o tamanho do quadro ethernet. Em seguida, os dados são classificados no Classificador 
de Entrada e armazenados em filas pelo Agendador de Entrada, que por sua vez envia 
os pacotes ao Transmissor de Rajadas quando um dos critérios de decisão de envio, 
tamanho de fila ou tempo de retenção do pacote, for atingido. Neste momento ocorre 
uma troca de sinalização com o plano de controle que informa a necessidade de se 
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iniciar um processo de montagem de rajadas. O Transmissor de Rajadas executa esta 
operação e faz a inserção da rajada no anel óptico. 
Do outro lado, na recepção, do anel óptico para cliente, os dados chegam ao núcleo de 
processamento pelo Receptor de Rajadas que é responsável por desmontar a rajada e 
encaminhar os quadros ethernet para o Classificador de Saída. Após a classificação os 
dados são armazenados em filas pelo Agendador de Saída e então enviados às 
interfaces de recepção dos clientes pelos blocos RX Cliente. 
 
Figura 4-3– Fluxo de Dados no Núcleo de Processamento. 
Na Figura 4-2 pode-se destacar também, além dos blocos citados anteriormente, os 
blocos de controle. O Controlador de Chaveamento é diretamente ligado à unidade de 
chaveamento, SOA, possibilitando a entrada e a saída das rajadas no módulo de 
chaveamento ótico. As Interfaces de Controle de Lambda são responsáveis pela 
recepção e transmissão dos tokens, que serão analisados e processados pelos 
processadores do tipo soft core [31][32] NIOS II Controle de Lambda e NIOS II 
Organizador. 
Outro bloco apresentado, que opera tanto na recepção como na transmissão é o 
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Controlador SDRAM que faz a interface de comunicação com os módulos de memória 
SDRAM onde são armazenadas as filas de dados dos agendadores. 
4.2 Processamento de Token - Blocos de Controle 
Os Blocos a seguir são responsáveis por todas as etapas de controle dos dados. Estas 
etapas compreendem a análise do token, pelos processadores soft core NIOS II, que 
contém as configurações da rede e as informações necessárias para que o nó saiba se 
os dados que seguem este token devem ser retirados ou não do anel mediante atuação 
das unidades de chaveamento. Os blocos classificados com estas características são: 
Interface de controle de Lambda, Controlador de Chaveamento, NIOS II Controlador de 
Lambda e NIOS II Organizador. 
A Figura 4-4 apresenta o fluxo de dados para o processamento do token. 
 
Figura 4-4 - Fluxo de Dados de Processamento de Token. 
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O fluxo de dados do processamento do token tem a seguinte seqüência: 
 1º - Token é recebido pelo bloco Interface de Controle de Lambda. 
 2º - Processador NIOS II Controlador de Lamba processa o token analisando as 
informações de estado da rede e estado do nó 
 3º - Processador NIOS II Controlador de Lambda atua na chave óptica enviando 
um sinal de controle pelo bloco Controlador de Lambda. 
 4º - Processador NIOS II Controlador de Lambda faz as atualizações necessárias 
no token e reinsere-o no anel pelo bloco Interface de Controle de Lambda.  
4.2.1 Interface de Controle de Lambda - ICL 
O módulo Interface de Controle de Lambda realiza a recepção e transmissão dos 
quadros de controle que circulam pelo canal de controle. 
É importante que o bloco não identifique nem utilize qualquer informação referente ao 
protocolo do plano de controle. Assim, qualquer eventual alteração nos protocolos não 
implicará em um novo projeto de hardware. 
Existem 2 modos de operação para esse bloco: sem jitter e com jitter. 
O primeiro modo, sem jitter, é fundamental para o correto funcionamento da rede. Isto 
significa que um quadro que entra no nó pelo anel voltará para o anel em um tempo 
determinado. Este modo de operação é necessário quando os tokens estão circulando 
pela rede, pois eles demandam esta característica. Para a implementação existe um 
contador de tempo, programável pelo plano de controle, que é iniciado quando o quadro 
chega e indica o vencimento do tempo para o transmissor, que retém o quadro já 
processado até o momento de enviá-lo. Caso ocorra o vencimento da temporização 
antes do quadro chegar, uma interrupção é disparada para o plano de controle 
indicando o erro. 
No segundo modo, com jitter, não existe um compromisso de reinserir um quadro na 
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rede dentro de um tempo determinado. Este modo de operação é utilizado na 
inicialização da rede, onde alguns protocolos são executados através do canal de 
controle. O registrador Operation Mode Reg indica em qual modo de operação os 
Handlers devem operar. 
 
Figura 4-5 – Diagrama de Blocos da Interface de Controle de Lambda. 
4.2.2 Controlador de Chave Óptica – CCO 
O controlador de Chave Óptica é comandado pelo NIOS II Controle de Lambda. Trata-
se de um sinal de controle que deverá ser enviado para a unidade de chaveamento 
quando existir a necessidade de se transmitir ou receber uma rajada de dados. Assim, o 
SOA será habilitado ou desabilitado conforme a necessidade de operação. 
4.2.3 NIOS II Organizador e NIOS II Controle de Lambda 
O NIOS II é um processador do tipo softcore que será implementado dentro do 
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dispositivo lógico programável. 
Nesta arquitetura será necessária a utilização de dois destes processadores. 
O primeiro, nomeado de NIOS II Organizador, será o responsável pela execução das 
tarefas do plano de controle. Nota-se que ele estará ligado a diversos outros blocos.  
O outro, o NIOS II Controle de Lambda, será o responsável pela leitura do token, 
verificação do estado dos enlaces e dos nós da rede, verificará a necessidade de 
transmissão de uma rajada e será o responsável pela atualização e reinserção do token 
no anel. 
4.3 Processamento de Transmissão - Blocos de Transmissão 
Os blocos a seguir são caracterizados como blocos de transmissão de dados, pois são 
responsáveis pelo processamento dos quadros ethernet provenientes do cliente até sua 
inserção, pela interface proprietária, ao anel óptico. 
Dentro desta classificação estão os seguintes módulos: Adaptador de Frame - AF, 
Classificador de Entrada - CE, Agendador de Entrada - AE e Transmissor de Rajadas - 
TR. 
A Figura 4-6 apresenta o fluxo de dados para o processamento de transmissão. 
Capítulo 4 - Núcleo de Processamento 
73 
 
Figura 4-6 - Fluxo de Dados de Transmissão. 
O fluxo de dados de transmissão tem a seguinte seqüência: 
1º - Os dados entram no núcleo de processamento pelo bloco Adaptador de Frame 
2º - Os dados são classificados pelo Classificador de Entrada e enviados para o 
Agendador de Entrada. 
3º - Os dados são armazenados em filas na memória RAM pelo bloco Agendador de 
Entrada. 
4º - Após vencido um dos critérios de transmissão da rajada os dados são enviados 
para o transmissor de Rajadas, em caso de transmissão das informações para o anel 
óptico ou enviados para o Classificador de Saída Interno no caso de um roteamento 
local ou quadros de broadcast. 
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5º - Transmissor de Rajadas monta a rajada e envia para o anel óptico. 
4.3.1 Adaptador de Frame - AF 
O Adaptador de Frame - AF é o primeiro bloco de interação dos dados do cliente, 
padrão ethernet, com o nó óptico.  
A principal funcionalidade do AF é incluir no quadro ethernet um campo contendo o 
tamanho total do frame, sendo que esta informação não é prevista pelo padrão ethernet 
802.3[30]. 
A inclusão deste campo no início de um quadro ethernet possibilita o desenvolvimento 
de códigos VHDL mais eficientes, uma vez que este campo permanece ao longo de 
todo processo de transmissão dos dados de um nó a outro, retirado apenas pelo RX 
Cliente - RXC no momento de envio dos dados ao cliente final. 
Um contador de 11 bits é necessário para a inclusão do tamanho do quadro ethernet 
que possui no máximo 1518 bytes. Para facilitar o processo de codificação, dois bytes 
são usados deixando os cinco bits mais significativos reservados para uso futuro. 
O valor armazenado no campo é o número de bytes total do frame modificado, ou seja, 
o tamanho do quadro ethernet acrescido de dois bytes. 
Por exemplo, um quadro ethernet com 1000 bytes irá gerar um frame modificado com 
1002 bytes. O primeiro byte será “XXXXX011” e o segundo byte “11101010”, X pode ser 
qualquer valor.  
Na Figura 4-7 pode-se ver a estrutura do quadro ethernet modificado pela atuação do 
AF. 
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Figura 4-7 – Quadro ethernet Modificado. 
O AF é responsável pelo recebimento dos quadros ethernet provenientes da placa de 
acesso cliente e entregá-los, já modificados, ao Classificador de Entrada.  
Para executar tal funcionalidade diversos componentes precisaram ser desenvolvidos 
conforme pode ser visto no diagrama de blocos da Figura 4-8.  
Por fazer a interface com a placa de acesso cliente, faz-se necessário o 
desenvolvimento de uma interface SPI-3, que é utilizada pelo controlador MAC IXF1104 
usado no desenvolvimento do protótipo do circuito. Esta interface tem seus sinais 
relacionados diretamente aos pinos do FPGA para uma ligação direta com o circuito 
integrado MAC. Esta interface fará todo o controle de transmissão de dados entre os 
dispositivos. 
Em seguida os bytes do quadro ethernet são contados e armazenados em uma 
memória do tipo FIFO - First-In-First-Out. Uma segunda FIFO é usada para armazenar 
o valor desta contagem. Encerrado este processo um sub-bloco denominado de União 
executa a função de montar o quadro ethernet modificado da maneira como foi visto na 
Figura 4-7, com os dois bytes mais significativos contendo o tamanho total do quadro 
modificado seguido dos dados. 
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Figura 4-8 - Diagrama de Blocos do Adaptador de Frame. 
4.3.2 Classificador de Entrada - CE 
O Classificador de Entrada - CE, mostrado na Figura 4-9, é responsável pela 
classificação dos dados provenientes do AF, que consiste na análise dos endereços de 
origem e destinos para a montagem das filas de rajadas que serão enviadas 
posteriormente pelo Agendador de Saída. 
Os quadros são entregues ao CE pelo bloco União do AF, e são repassados para o 
bloco Comparador de Tamanho e Controle de Fluxo que verificará se o tamanho do 
quadro é menor que o espaço livre na memória FIFO. Caso a memória FIFO atinja o 
seu limite o Comparador de Tamanho e Controlador de Fluxo envia um comando ao RX 
Cliente para que este transmita um quadro de stop para o cliente, ou seja, solicite ao 
cliente para que ele deixe de enviar dados, fazendo assim o controle de fluxo de 
informações. Ao mesmo tempo, se o cliente enviar um quadro de stop, o Comparador 
de Tamanho e Controlador de Fluxo o identificará e enviará um comando para o RX 
Cliente parar de transmitir momentaneamente. 
O bloco CE irá processar o cabeçalho dos quadros ethernet armazenados na FIFO, 
comparando o seu endereço de destino com os dados contidos em sua tabela de 
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roteamento criada pelo processador NIOS II Organizador. Depois de realizada a 
classificação é iniciada uma transmissão para um Agendador de Entrada no caso de 
transmissão para a rede óptica, ou para um Agendador de Saída, caso seja um 
roteamento local. 
Outra função do CE é identificar o endereço do cliente origem, ou seja, seu próprio 
cliente, e armazená-lo no Registrador de Endereço Cliente, para que o plano de 
controle possa obter o valor através do NIOS II Organizador. Cada vez que ocorrer uma 
troca no endereço do cliente será gerada uma interrupção para que o NIOS II 
Organizador possa atualizar a sua tabela de endereços dos clientes locais. 
 
Figura 4-9 – Diagrama de Blocos do Classificador de Entrada. 
4.3.3 Agendador de Entrada – AE 
O Agendador de Entrada - AE, mostrado na Figura 4-10 deve receber os quadros 
ethernet devidamente classificados, armazená-los na memória RAM externa, gravando-
os no endereço de fila correspondente, e gerenciá-los de acordo com os critérios de 
montagem de filas; melhor esforço ou circuito virtual. No critério de melhor esforço a 
solicitação de transmissão de fila ocorre devido a dois eventos: vencimento do quadro 
mais antigo ou alcance da capacidade da fila, o que ocorrer primeiro.  
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Existem quatro interfaces no AE, A interface I para a transferência de dados para a 
RAM externa, a interface II para a comunicação com o plano de controle onde são 
realizadas as solicitações de transmissão e o ajuste do modo de tratamento das filas, a 
interface III onde ocorre a entrada dos quadros classificados e a interface IV onde as 
filas são encaminhadas para os Transmissores de Rajadas ou o Classificador de Saída 
Interno.  
A Figura 4-11 apresenta um diagrama de blocos que indica o mecanismo de atuação do 
plano de controle no processo de montagem e gerenciamento das filas, atividade esta 
que é realizada pelo AE. 
Um conceito importante é que cada AE possui um número determinado de filas e uma 
fila não é exclusivamente associada a nenhum nó ou cliente. Cabe ao plano de controle 
fazer esta associação, montando a tabela de roteamento de cada AE da melhor forma 
possível. Isso resulta em maior flexibilidade, permitindo ao plano de controle realizar 
uma melhor partição de cargas. É importante notar que cada fila no AE possui 
replicações, pois após uma fila ser fechada existe um determinado tempo entre a 
solicitação de transmissão e o seu efetivo atendimento, ao passo que os quadros 
continuam chegando durante esse período. Assim as diversas réplicas de cada fila são 
ciclicamente utilizadas pelo Montador de Filas para evitar perda de quadros. 
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Figura 4-10 – Diagrama de Blocos do Agendador de Entrada. 
 
Figura 4-11 – Mecanismo de Atuação do Plano de Controle. 
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O AE pode também transmitir um fila mais de uma vez. Isso ocorre quando a fila é de 
broadcast e, deste modo, além de ser transmitida para o anel ela também deve ser 
encaminhada para o Classificador de Saída Interno para assim alcançar os clientes 
internos. 
4.3.4 Transmissor de Rajadas - TR 
O Transmissor de Rajadas - TR, apresentado na Figura 4-12, é o responsável por 
montar efetivamente a rajada, preparando a fila encaminhada a ele pelo AE  
É importante que assim como no Agendador de Entrada o Transmissor de Rajadas não 
trate nenhuma característica do protocolo ethernet. Deste modo, o Agendador de 
Entrada passa um mapeamento da rajada que tornam genéricas as informações a 
serem transmitidas. Através do mapeamento, armazenado em Mapeamento, o 
Transmissor de Rajadas pode segmentar a rajada corretamente, montar os cabeçalhos 
e realizar a transmissão na medida em que os dados chegam na memória FIFO. 
Deve-se observar ainda que não é necessária a transmissão total da fila para a 
montagem da rajada, pois isto demandaria uma quantidade muito grande de memória 
RAM. A transmissão da rajada se inicia antes de sua completa montagem. No início do 
quadro da rajada é inserido o preâmbulo para o sincronismo entre os módulos de 
chaveamento. Também por motivos de sincronismo é aplicado um código de linha 
8B/10B nos dados.  
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Figura 4-12 – Diagrama de Blocos do Transmissor de Rajadas. 
4.4 Processamento de Recepção - Blocos de Recepção. 
Os blocos a seguir são responsáveis pela recepção de dados, fazendo o 
processamento dos dados retirados do anel óptico e enviando-os ao destino correto. 
Dentro desta classificação encontram-se os seguintes blocos: Receptor de Rajadas - 
RR, Classificador de Saída - CS, Classificador de Saída Interno - CSI, Agendador de 
Saída - AS e RX Cliente - RXC. 
A Figura 4-13 apresenta o fluxo de dados para o processamento de recepção. 
Capítulo 4 - Núcleo de Processamento 
82 
 
Figura 4-13 - Fluxo de Dados de Recepção. 
1º - A rajada é recebida e desmontada pelo Receptor de Rajadas. 
2º - Os dados são classificados pelo Classificador de Saída e enviados para o 
Agendador de Saída. 
3º - Os dados são armazenados em filas na memória RAM pelo Agendador de Saída. 
4º - Assim que disponíveis nas filas os dados são enviados para o Bloco RX Cliente que 
por sua vez encaminha-os para a interface do cliente final. 
4.4.1 Receptor de Rajadas - RR 
O Receptor de Rajadas - RR, como pode ser visto na Figura 4-14, tem a função de 
receber as rajadas provenientes do anel óptico e encaminhá-las ao Classificador de 
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Saída. Dado que a comunicação ocorre apenas durante a transmissão dos dados não 
existe uma conexão permanente. Assim é necessário iniciar a transmissão 
acrescentando-se um preâmbulo que garantirá o sincronismo da interface de recepção. 
Da mesma forma é necessário garantir que não ocorram seqüências muito longas de 
bits 1 e/ou 0, o que é conseguido através do uso da codificação de linha 8B/10B no 
transmissor. Esta padrão de codificação é apresentado no Anexo A. 
De forma contínua, wire-speed, os dados da rajada são tratados e encaminhados para 
o Classificador de Saída. Para isso a rajada é segmentada e cada segmento contém o 
seu próprio CRC. No caso de erro de transmissão apenas os segmentos que sofreram 
erro serão descartados, ao contrário do tratamento tradicional onde toda a rajada seria 
desprezada. Isso aumenta a eficiência do sistema. 
Para o correto funcionamento os segmentos não devem quebrar os quadros ethernet, 
ou seja, cada segmento deve conter apenas quadros completos. O segmento também 
deve ser de tamanho fixo e, para isto, é necessária a utilização de bytes de 
preenchimento denominado padding. 
  
Figura 4-14 – Diagrama de Blocos do Receptor de Rajadas. 
Capítulo 4 - Núcleo de Processamento 
84 
4.4.2 Classificador de Saída - CS 
O módulo Classificador de Saída - CS, apresentado na  Figura 4-15, tem a função de 
classificar os quadros ethernet enviados pelo Receptor de Rajadas e encaminhá-los 
para o Agendador de Saída. Seu funcionamento é similar ao do Classificador de 
Entrada.  
Os quadros recebidos são armazenados em uma memória FIFO e em seguida são 
tratados pelo Classificador, que deve analisar o campo de endereçamento destino do 
quadro ethernet, compará-lo com os endereços de sua tabela de roteamento e mapeá-
lo para um endereço físico do dispositivo para onde o quadro deverá ser enviado ao 
Agendador de Saída. O endereço físico de cada dispositivo da arquitetura é definido 
pela conexão do bloco no barramento de transferência de dados internos do FPGA. 
Este barramento é chamado de Barramento Avalon[32]. 
Naturalmente ocorrerão concorrências caso dois ou mais módulos Classificador de 
Saída tentem escrever ao mesmo tempo em um mesmo dispositivo Agendador de 
Saída. Isso justifica a necessidade de uma memória FIFO.  
Uma consideração importante sobre a classificação dos quadros que chegam ao 
Classificador de Saída é relacionada aos quadros de broadcast. Pensando em futuras 
implementações que poderão suportar VLANs, o Classificador de Saída  deve tratar os 
quadros de broadcast de forma diferenciada. Ao recebê-los deve analisar o campo de 
endereço de origem, consultar uma outra tabela e somente então transmitir para uma 
fila específica. 
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Figura 4-15 – Diagrama de Blocos do Classificador de Saída. 
4.4.3 Classificador de Saída Interno - CSI 
O Classificador de Saída Interno - CSI, mostrado na Figura 4-16, existe para equalizar 
os quadros de broadcast. Quando uma fila de broadcast está pronta, o Agendador de 
Saída deve solicitar a transmissão para o plano de controle. Se a fila fosse transmitida 
apenas para o anel a informação seria repassada para todos os clientes da rede, com 
exceção dos clientes do mesmo nó de onde a transmissão foi originada. Evidentemente 
seria possível que o mesmo nó recebesse a informação se um comprimento de onda 
fosse completamente alocado na rede, mas isso geraria uma grande ineficiência. Desta 
forma, quando uma fila de broadcast do Agendador de Saída está pronta, ela deve 
receber o comando do plano de controle para ser transmitida por um Transmissor de 
Rajadas e, em seguida, pelo Classificador de Saída Interno. 
A estrutura do Classificador de Saída Interno é muito similar aos demais classificadores. 
Entretanto existe um registrador especial chamado Dummy Burst Map, cuja função é 
receber o mapeamento do Agendador de Entrada, uma vez que esse é o padrão de 
escrita nos Transmissores de Rajadas. O conteúdo deste registrador não é necessário 
para o Classificador de Saída Interno. Desta forma pode-se dizer que sua função é 
apenas manter a compatibilidade de escrita. 
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Figura 4-16 – Diagrama de Blocos do Classificador de Saída Interno. 
4.4.4 Agendador de Saída - AS 
O módulo Agendador de Saída - AS, apresentado na Figura 4-17, recebe os quadros já 
classificados dos Classificadores de Saída e do Classificador de Saída Interno, e os 
encaminha para os RX Clientes.  
Seu funcionamento é semelhante ao Agendador de Entrada, com a diferença que não é 
necessário solicitar a alocação de recurso quando a fila está pronta para a transmissão, 
já que os circuitos já estão comutados. Como a solicitação não ocorre, a principal 
diferença entre o Agendador de Saída e o Agendador de Entrada é que o Agendador de 
Saída, quando possui uma fila pronta para a transmissão, deve seguir uma tabela 
contendo todos os destinos que a transmissão deve atender para, somente depois de 
realizada estas transmissões, descartar a fila. Todas estas tabelas de tratamento são 
preenchidas pelo plano de controle. 
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Figura 4-17 – Diagrama de Blocos do Agendador de Saída. 
4.4.5 RX Cliente - RXC 
O RX Cliente - RXC, apresentado na Figura 4-18, deve receber os quadros destinados 
ao seu cliente e, para isto, ele deve atender as transmissões do Agendador de Saída. 
Quando inicia a sua transmissão o Agendador de Saída envia os dados da fila ao RX 
Cliente que, por sua vez, analisa o quadro ethernet verificando seu tamanho e 
encaminhando-o para o cliente. 
O RX Cliente também deve realizar o controle de fluxo do seu cliente. Assim, quando o 
Classificador de Entrada equivalente, do mesmo cliente, identifica um quadro stop, ele 
alertará o RXC, através do Registrador de Controle de Fluxo, para que a transmissão 
seja interrompida momentaneamente. Ao receber este dado o RX Cliente deve enviar 
um sinal de wait ao transmissor. Quando o Classificador de Entrada está 
sobrecarregado ele solicita que o RX Cliente envie um quadro de parada para o cliente. 
Existe também o Registrador de Endereço do Cliente que contém o valor do endereço 
MAC do cliente. Sua função é possibilitar que o Manipulador de Recepção possa filtrar 
os quadros enviados pelo próprio cliente. O preenchimento desse registrador é 
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realizado pelo plano de controle.  
 
Figura 4-18 – Diagrama de Blocos do RX Cliente. 
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Capítulo 5 -  Arquitetura do Circuito da 
Interface de Adaptação de Dados 
Este capítulo descreve de forma sucinta todo o circuito utilizado na fase experimental 
deste trabalho, constituído basicamente da escolha de uma placa de processamento de 
dados e do desenvolvimento das placas de acesso cliente, acesso anel óptico e 
chaveamento óptico.  
5.1 Projeto Eletrônico e Descrição de Funcionamento 
O projeto da interface de adaptação de dados foi concebido a partir de alguns circuitos 
integrados de diversos fabricantes. Dentre eles se destacam o controlador Mac 
IXF1104[33] da Intel, o SerDes TLK2201A[34] da Texas Instruments, e o FPGA Stratix 
EP1S30[35] da Altera. 
A Figura 5-1 apresenta o diagrama de blocos do módulo, mostrando as ligações 
básicas entre os principais componentes. 
 
Figura 5-1 – Diagrama de blocos do Módulo. 
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Estes circuitos integrados formam a base das três placas desenvolvidas que integram o 
projeto final. 
As frentes de desenvolvimento deste protótipo foram divididas conforme a 
funcionalidade que exercem, sendo elas: uma interface com o equipamento cliente, 
responsável pela comunicação gigabit ethernet entre o módulo e o cliente, uma unidade 
de processamento, responsável pelo controle dos dados, agendamento e montagem 
das rajadas, uma interface que proporciona o acesso ao anel óptico da rede, e a 
unidade de chaveamento óptico. 
5.1.1 Placa de Processamento 
A necessidade da rápida análise dos tokens e do chaveamento das rajadas fez com 
que o uso de uma tecnologia com requisitos de tempo e flexibilidade de programação 
fosse escolhida para esta placa. Assim optou-se pelo uso de uma placa comercial 
fabricada pela PLD Applications que contém um FPGA de alta densidade, banco de 
memórias suficiente para armazenamento das filas de dados e rápido processamento. 
Esta placa, que pode ser vista na Figura 5-2, contém as seguintes características: 
• FPGA Altera EP1S30F780 de 30 mil elementos lógicos. 
• Relógio de 125Mhz, podendo ser ampliado com o uso de PLLs internos. 
• Dois bancos de memórias SDRAM totalmente independentes de 4Mx32bits. 
• Conector PCI-X, usado como GPIO. 
• Conector PMC (PCI mezzanine card). 
• 191 pinos de uso geral (GPIO). 
• Interface JTAG 
 




Figura 5-2 – Placa de Processamento de Dados. 
5.1.2 Placa de Acesso Cliente 
Esta placa fornece uma interface gigabit ethernet aos clientes da rede; roteadores e 
computadores. Baseada no controlador MAC, circuito integrado IXF1104 da Intel, que 
possui quatro portas IEEE 802.3-compatível 10BASE-T/100BASE-TX/1000BASE-TX 
MAC, ela permite a comunicação do cliente por meio de uma interface óptica do tipo 
SFP - Small form Factor Pluggable. Por possuir, internamente implementado, um 
dispositivo SerDes - serializador/deserializador, o IXF1104 provê uma conexão direta, 
por linhas diferenciais de 1,25GHz, com o módulo SFP. 
A Figura 5-3 apresenta o diagrama de blocos desta placa. 
Os dados recebidos dos clientes são enviados para a unidade de processamento, 
FPGA, por uma interface SPI-3 suportando uma taxa de até 4Gbit/s. 
A placa de acesso cliente foi projetada para ser um placa filha do conjunto de placas 
que compõe o nó da rede de chaveamento óptico. Seu acoplamento com a placa de 
processamento é feito por um conector PMC. 
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Figura 5-3 – Diagrama de Blocos da Placa de Acesso Cliente. 
5.1.2.1 Esquema Elétrico e Desenho da Placa de Circuito Impresso 
O projeto eletrônico foi iniciado a partir da elaboração do diagrama esquemático da 
placa, utilizando-se uma ferramenta de automação de projetos eletrônicos, denominada 
Altium Designer. 
O esquema elétrico é a ligação gráfica dos símbolos que representam os componentes 
eletrônicos entre si, tomando sempre o cuidado para que todas as ligações sejam feitas 
de forma adequada. Para isto as recomendações das folhas de dados, datasheets, 
foram rigorosamente seguidas. 
Na Figura 5-4 pode-se ver parte do esquema elétrico.   
As interfaces de alta velocidade correspondente às ligações entre o controlador MAC e 
os módulos SFP são do tipo diferencial de 1.25GHz, projetadas como linhas de 
transmissão de 50 ohms de impedância característica. 
As linhas de alta velocidade correspondentes à conexão entre o controlador MAC com o 
FPGA seguem o padrão SPI-3 e também possuem impedância característica de 50 
ohms. 
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Um microcontrolador, arquitetura 8051, foi implementado para possibilitar a 
configuração dos registradores internos do IXF1104 conforme a necessidade de 
operação. A conexão entre estes dispositivos é feito por linhas de baixa velocidade do 
tipo GPIO - General Purpose Input Output, e não requerem maiores cuidados. 
Para a alimentação foram utilizados capacitores para filtros e um circuito integrado 
responsável por gerar um atraso entre a subida e decida das tensões durante o 
processo de ligação e desligamento da placa. Este atraso é necessário para que o 
IXF1104 inicialize e desligue corretamente. 
Reguladores de tensão não foram utilizados pois a alimentação da placa é feita por 
fontes externas. 
 
Figura 5-4 – Parte do Esquema Elétrico da Placa de Acesso Cliente. 
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Após a conclusão do diagrama esquemático o projeto prosseguiu com a elaboração do 
desenho da placa de circuito impresso utilizando-se a mesma ferramenta de 
desenvolvimento Altium Designer. 
A primeira atividade foi a criação de uma biblioteca com os símbolos mecânicos dos 
componentes utilizados na placa. Na fase seguinte foi realizado um estudo de 
posicionamento dos componentes, considerando fatores técnicos como o menor 
comprimento das trilhas, área de dissipação de calor e estéticos.  
Devido à alta densidade de conexões entre os componentes, incluindo as ligações de 
alimentação e o uso de circuitos integrados com encapsulamento do tipo BGA - Ball 
Grid Array, foi adotada a tecnologia de placa multicamadas. Assim é possível fazer um 
roteamemento das trilhas de forma mais simples e estruturada e também fazer o 
controle de impedância das trilhas de alta velocidade aproveitando-se o plano de 
alimentação imediatamente abaixo e acima da camada onde estas trilhas serão 
construídas. 
A placa foi projetada com 8 camadas, espessura final de aproximadamente 2mm e 
dimensão aproximada de 175mm por 95mm. A Figura 5-5 apresenta a estrutura 
construtiva desta placa. Das 8 camadas que a compõe temos 4 usadas para as trilhas 
de sinais, Top Layer, MidLayer1, MidLayer2 e Bottom Layer e 4 usadas para planos de 
alimentação, InternalPlane1, InternalPlane2, InternalPlane3 e InternalPlane4. 
 
Figura 5-5 – Estrutura Construtiva da Placa de Acesso Cliente. 
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Os cálculos para a determinação da largura das trilhas de dados e relógio foram 
realizados com o próprio software Altium Designer, a partir de parâmetros como a 
espessura da lâmina de cobre da placa, a impedância característica desejada, a 
espessura do dielétrico e sua constante dielétrica. A espessura escolhida para o 
dielétrico foi de 0,2 mm ou 7,87 mils para as camadas internas e de 0,1mm ou 3,93 mils 
para as externas. Sua constante dielétrica é 4,6 (a 1 MHz). A lâmina de cobre de todas 
as camadas tem espessura equivalente à deposição uniforme de 0,5 oz. Assim, para a 
impedância característica de 50 ohms, as trilhas deveriam ter 5 mils (aproximadamente 
0,127 mm) de largura. A Figura 5-6 e a Figura 5-7 mostram as telas do software para o 
cálculo da largura da trilha.  
 
Figura 5-6 – Tela de Cálculo da Largura da Trilha no Altium Designer (stripline). 
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Figura 5-7 - Tela de Cálculo da Largura da Trilha no Altium Designer (Microstrip). 
Os modelos de linhas de microfita, stripline e microstrip, foram utilizados no 
desenvolvimento desta placa. 
Para as linhas de alta velocidade entre os módulos SFP e o controlador MAC foram 
utilizadas striplines e para a conexão do MAC foram utilizados tanto striplines como 
microstrips, isto devido a alta densidades de trilhas. 
A Figura 5-8 mostra, em detalhes, as linhas de alta velocidade com impedância 
característica de 50 ohms durante a fase de traçado das linhas. 
 
Figura 5-8 – Trilhas com Impedância Característica de 50 ohms Durante a Fase de Roteamento. 
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As tensões de alimentação necessárias,1.8V, 2.5V, 3.3V e GND, foram dispostas em 
planos internos. 
A Figura 5-9 apresenta a placa de acesso cliente após o processo de fabricação e 





                      
           (b) 
Figura 5-9 – (a) Placa Toda (b) Detalhe das Interfaces Gigabit Ethernet (SFP). 
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5.1.2.2 Testes 
Para validação da montagem e fabricação da placa de circuito impresso foram 
realizados testes de loopback  nas comunicações entre o cliente e o IXF1104, 
garantindo assim o funcionamento das linhas diferenciais de 1.25GHz, e também das 
linhas de comunicação SPI-3 entre o IXF1104 e o FPGA. Neste  último teste as 
conexões de transmissão e recepção SPi-3 foram unidas internamente no FPGA. 
Os diagramas de blocos dos testes podem ser vistos na Figura 5-10 e na Figura 5-11. 
 
 
Figura 5-10 – Loopback Linhas Diferenciais. 
  
Figura 5-11 – Loopback Interface SPI-3. 
A configuração do controlador MAC para a elaboração dos testes foi feita utilizando-se 
uma interface serial do PC, hyperterminal, comunicando com o microcontrolador 8051. 
Este, por sua vez, configurando os devidos registradores do controlador MAC para 
executar a função desejada. 
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5.1.3 Placa de Acesso Anel Óptico 
Esta placa foi concebida para ser a interface entre o módulo de chaveamento óptico e o 
anel óptico. 
Sua construção é baseada nas funcionalidades do circuito integrado SerDes TLK2201A 
da Texas Instruments, que possui linhas paralelas 10-bit  de baixa velocidade; 125MHz, 
para a comunicação com a placa de processamento e linhas diferenciais de alta 
velocidade e 1,25GHz para a comunicação com os módulos SFPs, compatíveis em 
tensão com o padrão PECL, permitindo assim o acesso a uma rede de até dois anéis 
ópticos. 
A Figura 5-12 apresenta o diagrama de blocos da placa de acesso anel óptico. 
 
Figura 5-12 – Diagrama de Blocos da Placa de Acesso Anel Óptico. 
5.1.3.1 Desenho da Placa de Circuito Impresso 
As mesmas técnicas de desenvolvimento usadas na elaboração da placa de acesso 
cliente foram utilizadas para o projeto desta placa. 
A placa escolhida para este projeto foi de FR-4 com 4 camadas, sendo que os planos 
de alimentação foram dispostos nas camadas internas, Power 2 e Power 3, e as trilhas 
de dados nas faces, LVTTL1 e LVTTL4 como pode ser visto na Figura 5-13. 
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A espessura final é de aproximadamente 1,5mm e as dimensões são de 175 mm por 
114 mm   
 
Figura 5-13 - Estrutura Construtiva da Placa de Acesso Cliente. 
É importante ressaltar que as trilhas de dados devem possuir um mesmo comprimento 
para que não ocorram atrasos entre bits durante a transmissão e a recepção dos dados. 
A linhas de alta velocidade entre os módulos SFPs e o SerDes TLK2201 foram feitas 
com impedância controlada de 50 ohms usando, assim como na placa de acesso 
cliente, os cálculos fornecidos pelo software Altium Designer (Figura 5-6 e Figura 5-7). 
Na Figura 5-14 e na Figura 5-1 podemos ver o esquema elétrico e o desenho da placa 
em seu processo de desenvolvimento, respectivamente. 
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Figura 5-14 – Parte do Esquema Elétrico da Placa de Acesso Anel Óptico. 
 
Figura 5-15 –Layout da Placa de Acesso Anel Óptico. 
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Na Figura 5-16 podem-se notar os detalhes da placa já concluída.  
 
(a) 
               
(b)                                                                       (c) 
Figura 5-16 – (a) Placa Toda (b) Detalhe das Interfaces Ópticas (c) Detalhe dos Conectores de 
Alimentação. 
5.1.3.2 Testes 
Após o processo de soldagem dos componentes iniciou-se a etapa de testes que 
passou pelos seguintes passos: análise em microscópio para verificação das soldas e 
eliminação de possíveis curtos-circuitos, teste de loopback da interface óptica e 
loopback com a placa de processamento de dados. 
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O teste de loopback com o anel óptico foi realizado conforme o diagrama apresentado 
na Figura 5-17 e o teste de loopback com a placa de processamento conforme o 
diagrama da Figura 5-18. O circuito integrado TLK2201A possui uma funcionalidade de 
teste que gera uma seqüência de dados pseudo-aleatória. Assim é possível efetuar um 
loopback no lado da interface serial do circuito, interface óptica 1,25 Gbps, e verificar a 
ocorrência de erros durante a recuperação da seqüência PRBS. 
 
Figura 5-17 – Loopback Interface Óptica. 
 
Figura 5-18 - Teste de Loopback com FPGA. 
Outra funcionalidade deste dispositivo é a capacidade de, internamente, contornar a 
interface serial fazendo com que os dados enviados para a linha serial sejam 
internamente roteados para o canal de recepção serial. Desta forma é possível, com o 
uso da placa de processamento, transmitir dados de forma paralela de 10-bit para o 
SerDes e retornar estes dados para a placa de processamento onde é feita a análise 
dos erros. 
A ocorrência de erros na interface paralela pode ser verificada com o uso de uma 
ferramenta do software Quartus II, da Altera, denominada Signal Tap, que consiste 
basicamente na implementação de um analisador lógico interno no FPGA. 
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5.1.4 Placa de Chaveamento Óptico 
Esta unidade de chaveamento foi desenvolvida com a finalidade de operar como uma 
chave óptica amplificadora. Para isto ser possível foi utilizado um amplificador óptico à 
semicondutor, SOA, que faz o chaveamento do sinal óptico na entrada do módulo de 
chaveamento. 
Das três placas desenvolvidas para este projeto esta é a de mais simples confecção, 
precisando apenas de uma placa dupla face e eletrônica necessária para controle de 
corrente e temperatura do SOA. 
A Figura 5-19 apresenta o diagrama de blocos da unidade de chaveamento óptico. 
 
Figura 5-19 – Diagrama de Blocos da Unidade de Chaveamento Óptico. 
5.1.4.1 Desenho da Placa de Circuito Impresso 
Como mencionado anteriormente foi necessária uma placa de 2 camadas de material 
FR-4 dispostas conforme a estrutura construtiva da placa apresentada na Figura 5-20. 
Conforme mostrado na Figura 5-21 podemos perceber o traçado das trilhas, incluindo 
alimentação de +5 volts e controle de +3.3 volts. 
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Figura 5-20 – Estrutura Construtiva da Placa da Unidade de Chaveamento Óptico. 
 
Figura 5-21 – Unidade de Chaveamento Óptico. 
5.1.4.2 Testes 
Os testes para este módulo resumem-se na inserção de sinal óptico no SOA e 
chaveamento deste dispositivo, com o uso do sinal de controle. 
Assim pode-se fazer a caracterização dos dispositivos e correções dos problemas de 
solda e montagem dos componentes eletrônicos. 
5.2 Referências 
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Capítulo 6 -  Análise e Conclusões 
O objetivo deste trabalho foi o de apresentar uma nova arquitetura de rede para a 
próxima transição tecnológica das comunicações ópticas, focando na proposta de 
implementação de um núcleo de processamento para a interface de adaptação de 
dados. 
As etapas de estudo e desenvolvimento passaram pela apresentação da rede óptica de 
comutação de rajadas no capítulo 3, a proposta de desenvolvimento da estrutura do 
núcleo de processamento baseada em FPGA no capitulo 4 e o desenvolvimento do 
circuito necessário para a implementação desta arquitetura mostrado no capitulo 5. 
Dentre estas etapas destacam-se a prototipagem do circuito eletrônico e a 
implementação de alguns dos principais blocos que compõem o núcleo de 
processamento. 
O objetivo final é uma prova de conceitos com a utilização dos blocos desenvolvidos e 
com o protótipo de circuito eletrônico. 
6.1 Análise dos Blocos 
Os seguintes blocos foram desenvolvidos para a prova de conceitos: 
• Adaptador de Frame; 
• RX Cliente; 
• Transmissor de Rajadas; 
• Receptor de Rajadas. 
A Tabela 6-1 apresenta os dados gerados pela compilação individual dos blocos, 
enquanto que a Tabela 6-2 apresenta os dados gerados na compilação da união dos 
blocos. 
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Total de Elementos 
Lógicos 664 / 32.470 (2%) 440 / 32.470 (1%) 831 / 32.470 (2%) 
1.587 / 32.470 
(4%) 
Total de Pinos 24 / 598 (4 %) 52 / 598 (8 %) 50 / 598 (8 %) 50 / 598 (8 %) 
Pinos de Relógio 2 / 16 (12 %) 7 / 16 (43 %) 9 / 16 (56 %) 9 / 16 (56 %) 







Blocos M512s 1 / 295 (< 1 %) 0 / 295 (0 %) 2 / 295 (< 1 %) 2 / 295 (< 1 %) 
Blocos M4Ks 13 / 171 (7 %) 16 / 171 (9 %) 17 / 171 (9 %) 13 / 171 (7 %) 
Blocos           M-RAMs 0 / 4 (0 %) 0 / 4 (0 %) 0 / 4 (0 %) 2 / 4 (50 %) 
Blocos DSP de 9 bits 0 / 96 (0 %) 0 / 96 (0 %) 0 / 96 (0 %) 0 / 96 (0 %) 
Total PLLs 0 / 6 (0 %) 0 / 6 (0 %) 0 / 6 (0 %) 0 / 6 (0 %) 
Tabela 6-1 - Dados de Compilação. 
Recurso Projeto Unificado 
Total de Elementos Lógicos 5,099 / 32,470 (15 %) 
Total de Pinos 54 / 598 (9 %) 
Pinos de Relógio 4 / 16 (25 %) 
Total de Bits de Memória 1.861.808 / 3.317.184 (56 %) 
Blocos M512s 4 / 295 (1 %) 
Blocos M4Ks 71 / 171 (41 %) 
Blocos M-RAMs 4 / 4 (100 %) 
Blocos DSP de 9 bits 0 / 96 (0 %) 
Total PLLs 1 / 6 (16 %) 
Tabela 6-2 - Dados de Compilação do Projeto Unificado. 
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Podemos identificar pela análise destas tabelas que os blocos, quando compilados 
independentemente, ocupam pequenos percentuais dos diversos recursos do FPGA, 
porém, quando são unidos para a formação de um único projeto, o FPGA fica com uma 
ocupação mais densa.  
Duas situações ocorrem quando falamos em compilação individual e unificada. A 
primeira delas esta relacionada à utilização dos mesmos setores, ou recursos do FPGA, 
quando o código é sintetizado individualmente. Por exemplo, os setores de memórias 
utilizados pelos diversos blocos podem ser roteados dentro do FPGA na mesma 
localização interna do chip, na compilação individual, enquanto que na unificação do 
projeto isto não ocorre, e o roteamento de cada bloco é feito em uma região distinta. 
Isto faz com que o FPGA fique com uma densidade de ocupação maior. 
A segunda situação é quando os blocos compartilham recursos. Podemos perceber 
esta ocorrência analisando a informação dos pinos de relógio da Tabela 6-1 e da 
Tabela 6-2. O total de pinos de relógio do FPGA é 16. Se somarmos o utilizado por 
cada bloco, individualmente, teremos um total de 27 pinos, o que é superior ao máximo 
do FPGA. Quando os blocos são unificados eles passam a compartilhar os mesmos 
pinos e, neste caso, utilizam apenas 4. 
Outro fato importante a se notar com os dados das tabelas é a utilização dos blocos de 
memória. Percebemos que no projeto unificado temos uma ocupação de 56% do total 
de bits da memória RAM. Com esta informação estima-se que, com o desenvolvimento 
de todos os blocos da arquitetura geral do núcleo de processamento, apresentada no 
capítulo 4, o FPGA ficará próximo, ou atingirá o máximo de sua capacidade de memória 
e de outros recursos. Assim, faz se necessário um estudo sobre a viabilidade de 
utilização de um FPGA de maior densidade ou o desenvolvimento de uma placa 
processadora com mais de um FPGA, onde o processamento dos dados possa ser feito 
de forma distribuída. 
A Figura 6-1 apresenta o consumo do FPGA nas sínteses individuais e na síntese 
unificada. 
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Figura 6-1 - Consumo Interno do FPGA: a) Adaptador de Frame b) RX-Cliente c) Transmissor de 
Rajadas d) Receptor de Rajadas e) Projeto Unificado. 
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Como mencionado no capítulo 5 optou-se por uma placa processadora comercial de 
maneira a minimizar o tempo e os custos com um desenvolvimento complexo. Esta 
placa possui um oscilador de 125MHz, o que desde o principio tornou-se um problema 
pois, como a taxa escolhida para operação da rede foi a de 1.25GHz no domínio óptico, 
10 bits paralelos a 125MHz no domínio elétrico, o processamento deveria ser feito na 
máxima freqüência do oscilador. 
Sendo assim, notou-se que devido à densidade dos blocos compilados, muitas vezes, o 
roteamento interno do FPGA não atingia o desempenho desejado de freqüência, 
125MHz. 
Para este caso, o software Quartus II disponibiliza ferramentas de aprimoramento de 
roteamento, sendo a principal delas o Logic Lock, que consiste basicamente na 
definição, por parte do programador, de uma região do FPGA onde o bloco deverá ser 
criado. 
O Logic Lock pode ser verificado na Figura 6-1 b e na Figura 6-1 c, onde nota-se uma 
região bem definida na distribuição dos elementos dentro do FPGA. Os blocos da 
Figura 6-1 a e da Figura 6-1 d foram sintetizados sem a utilização deste recurso apenas 
para efeito de comparação. 
Outra forma de se resolver problemas como este é o aperfeiçoamento do código VHDL 
com técnicas que permitam a programação de forma mais eficiente, gerando um melhor 
roteamento. 
6.2 Teste Funcional 
Com os blocos desenvolvidos foi possível montar uma prova de conceitos, onde o teste 
consistia em fazer uma transmissão de vídeo entre dois clientes usando o processo de 
montagem e transmissão de rajadas. 
A arquitetura usada para este teste pode ser vista na Figura 6-2 e compreende uma 
parte da arquitetura geral apresentada no capítulo 4. 
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Figura 6-2 - Arquitetura de Teste. 
Nesta arquitetura fazemos uso de um Adaptador de Frame, um Transmissor de 
Rajadas, um Receptor de Rajadas, um RX-Cliente e um processador softcore NIOS II 
Organizador. 
O NIOS II Organizador, nesta situação, opera com uma função simplificada de um bloco 
Classificador. Neste caso o NIOS II Organizador foi o responsável pela análise do 
cabeçalho da informação, identificando o endereço MAC de origem e destino, e 
permitindo a recepção da rajada pelo bloco Receptor. 
O fluxo dos dados dentro da arquitetura de testes seguiu conforme demonstrado na 
Figura 6-3, onde cada bloco desempenha sua função como apresentado no capítulo 4. 
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Figura 6-3 - Fluxo de Dados na Arquitetura de Testes. 
Nesta arquitetura os dados provenientes dos clientes IPs entram no núcleo de 
processamento pelo adaptador de frame e são encaminhados diretamente para o 
transmissor de rajadas. No processo de recepção os dados entram pelo Receptor de 
Rajadas, são encaminhados para o RX-Cliente e por fim direcionados ao Cliente IP 
Como não foi  implementado o sistema de filas para armazenamento dos dados, uma 
rajada é gerada e enviada para o anel óptico para cada quadro ethernet recebido do 
cliente. 
Diante do exposto, percebe-se que existe um overhead muito grande na transmissão, 
onde independentemente do tamanho do quadro ethernet, que pode ter até 1518 bytes, 
são acrescidos os campos de controle necessários para a formação da rajada. A Figura 
6-4 apresenta o formato da rajada, ressaltando que para o teste realizado, no campo 
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Frames Ethernet, apenas um frame, ou quadro, era incluído. 
 
Figura 6-4 - Formato da Rajada. 
Os códigos dos blocos desenvolvidos podem ser vistos no Anexo D. 
A Figura 6-5 apresenta a montagem em bancada do setup de testes onde foram 
utilizados os seguintes equipamentos: 
• Dois computadores com sistema operacional LINUX; 
• Duas interfaces de adaptação de dados; 
• Duas unidades de chaveamento; 
• Dois carretéis de fibras ópticas com 25Km cada. 
 
Figura 6-5 - Montagem em Bancada do Setup de Testes. 
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Com a realização deste teste ficou comprovado o funcionamento das etapas de 
transmissão e recepção dos dados pelos clientes e a montagem e desmontagem das 
rajadas ópticas. 
Os blocos Adaptador de Frame, RX-Cliente, Transmissor de Rajadas e Receptor de 
Rajadas foram validados, comprovando assim, parte da estrutura do núcleo de 
processamento proposta. 
6.3 Trabalhos Futuros. 
O protótipo de circuito foi projetado para possuir quatro placas conforme apresentado 
no capítulo 5.  
• Placa de Processamento; 
• Placa de Acesso Cliente; 
• Placa de Acesso Anel Óptico; 
• Placa de Chaveamento Óptico. 
A documentação destas placas encontra-se no Anexo D 
Todas as placas possuem grande complexidade de projeto e principalmente de 
desenho. Devido a estas complexidades o custo de desenvolvimento de um protótipo 




Placa de Acesso 
Cliente 
Placa de Acesso 
Anel Óptico 




4.500,00 2.000,00 700,00 300,00 
Tabela 6-3 - Custo Individual Aproximado / Placa 
Conforme mencionado na análise dos blocos, serão propostas duas novas idéias para 
implementações futuras, envolvendo o desenvolvimento de uma placa processadora, 
seguindo a mesma linha da placa comercial utilizada, ou seja, com o uso de dispositivos 
lógicos programáveis. 
A primeira proposta refere-se ao projeto da placa processadora com um FPGA com 
maior quantidade de elementos lógicos, memórias, e maior freqüência de operação. 
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Em substituição ao STRATIX EP1S30 podem ser usados outros componentes do 
mesmo fabricante dentro da mesma família STRATIX, de outras famílias como os 
STRATIX II, III ou IV, ou até mesmo o uso de dispositivos de outros fabricantes, como a 
XILINX, por exemplo. 
Neste último caso, torna-se necessário também a modificação da estrutura da 
arquitetura geral do núcleo de processamento, pois o barramento de interconexão dos 
blocos, o Avalon, e os processadores NIOS II são de propriedade e estão 
implementados apenas nos dispositivos Altera. 
A Tabela 6-4 apresenta uma comparação dos recursos presentes nos componentes da 
família STRATIX. 
Recurso EP1S30 EP1S40 EP1S60 EP1S80 
Total de Elementos Lógicos 32.470 41.250 57.120 79.040 
Total de Pinos de Entrada e Saída 726 822 1.022 1.238 
Total de Bits de Memória 3.317.184 3.423.744 5.215.104 7.427.520 
Blocos M512s 295 394 574 767 
Blocos M4Ks 171 183 292 364 
Blocos M-RAMs 4 4 6 9 
Blocos DSP de 9 bits 12 14 18 22 
Total PLLs 10 12 12 12 
Custo aproximado em dólares(1) 1.155,00(2) 1.905,00(3) 2.825,00(4) 7.914,00(5) 
Tabela 6-4 - Comparação Entre os Modelos da Linha STARIX. 
                                            
(1) Valores cotados em www.digikey.com em jun/2009 
(2) Valor cotado para o part number EP1S30F780C6 
(3) Valor cotado para o part number EP1S40F780C5N 
(4) Valor cotado para o part number EP1S60B956C6N 
(5) Valor cotado para o part number EP1S80B956C6 
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A segunda proposta é o desenvolvimento da placa processadora com dois FPGAs, 
onde cada um será responsável por uma etapa do processamento. Estas etapas podem 
ser divididas em Transmissão e Recepção. 
O digrama de blocos da Figura 6-6 apresenta esta proposta e a Figura 6-7 com a Figura 





Figura 6-6 - Proposta de Placa Processadora com dois FPPGAs. 
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Figura 6-7 - Arquitetura de Núcleo para FPGA de Recepção. 
 
Figura 6-8 - Arquitetura de Núcleo para PFGA de Transmissão. 
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Note que será necessário o desenvolvimento de mais um bloco, nomeado de FPGA 
Interface, que será o responsável pela comunicação entre os dois FPGAs. Esta 
funcionalidade é essencial, pois os blocos de transmissão e recepção precisam trocar 
informações entre si. 
A proposta de desenvolvimento das placas com dispositivos lógicos programáveis 
segue uma tendência no desenvolvimento de equipamentos de alta complexidade, 
onde a necessidade de re-configuração e alteração dos circuitos digitais na fase de 
desenvolvimento, depuração e testes são necessárias. 
O trabalho apresentado em Switch architecture for optical burst switching networks [36] 
dos autores Monther Aldwairi, Mohame Guleda, Mark Cassada, Mike Pratt, Daniel 
Stevensonb e PaulFranzona segue esta mesma linha de desenvolvimento. Nomeado de 
JTIPAC, e mostrado na Figura 6-9, o protótipo utiliza o FPGA Altera 20K400E onde é 
implementado apenas o esquema de sinalização da rede, o que equivale ao bloco 
Controlador de Lambda proposto neste trabalho. Para demais processamentos o 
JITPAC comporta um processador Motorola MPC8260. 
 
Figura 6-9- JITPAC [36] 
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6.4 Conclusões 
De modo geral podemos dizer que vários desafios tecnológicos precisam ser vencidos 
para que a arquitetura descrita neste trabalho possa ser implementada.  
A unidade de chaveamento óptico deve ser bastante rápida sem impor limitações 
severas na transmissão e dinâmica da rede.  
Há a necessidade de uma rápida sincronização das interfaces internas da rede; tendo 
em vista as freqüentes configurações das chaves ópticas, as interfaces devem operar 
no modo rajada e conseguir sincronizar com uma rajada derivada de um anel o mais 
rápido possível, pois quanto mais rápida a sincronização maior a eficiência da rede. 
Outro fator de grande impacto na implementação desta arquitetura está na escolha 
correta do dispositivo lógico programável. Este dispositivo deve possuir elementos 
lógicos suficientes para suportar toda etapa de processamento e principalmente possuir 
freqüência de operação coerente com a taxa da comunicação desejada. 
O projeto do protótipo e posteriormente o desenvolvimento de um equipamento 
comercial necessitam de um grande investimento financeiro, tanto para a fabricação 
das placas e compra de componentes quanto para a aquisição de programas que 
possibilitem o desenvolvimento de um projeto de grande porte. 
Neste trabalho foram utilizados recursos do Funttel, Fundo para o Desenvolvimento 
Tecnológico das Telecomunicações, em uma pesquisa aplicada da Fundação CPqD 
6.4.1 Trabalhos Publicados 
E. Mobilon, M. R. Salvador, L. R. Monte, P. J. Tatsch, V. G. de Oliveira , R. Bernardo, et 
al., “Hardware Design and Prototype of an Optical Packet-Switched Ring Network 
Node”, 49th IEEE International Midwest Symposium on Circuits and Systems, San Juan, 
Puerto Rico. 
E. Mobilon, M. R. Salvador, L. R. Monte, P. J. Tatsch, V. G. de Oliveira, R. Bernardo,  et 
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al., “Hardware Architecture for Optical Packet and Burst Switching Applications”, 6th 
International Telecommunications Symposium, Fortaleza, Brazil. 
M. R. Salvador, E. Mobilon, L. R. Monte, P. J. Tatsch, V. G. de Oliveira, R. Bernardo, et 
al., “Arquitetura e Protótipo de Rede de Pacotes em Anel com Transmissão e 
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Anexo A -  Código de Linha 8b/10b 
Muitas transmissões de dados seriais utilizam o código 8b/10b para garantir transições 
de bits suficientes para a recuperação de relógio. Este anexo descreve o funcionamento 
e as características deste código. 
A.1 Descrição Funcional 
O esquema de codificação 8b/10b[37] foi inicialmente proposto por Albert X. Widmer e 
Peter A. Franaszek da IBM Corporation em 1983. Este esquema de codificação é usado 
nas transmissões seriais de alta velocidade. O codificador, no transmissor, mapeia os 8 
bits de entrada em uma saída de 10 bits. Estes 10 bits devem ser encaminhados a 
interface serial de alta velocidade. Os dados são transmitidos pelo meio serial até o 
receptor que faz a conversão serial para paralela de 10 bits. O decodificar faz o 
remapeamento dos dados, convertendo os 10 bits na palavra binária de 8 bits. 
Quando o código 8b/10b é empregado a comunicação serial fica balanceada, ou seja, 
existem aproximadamente a mesma quantidade de bits 0 e bits 1. A Figura A-1  
apresenta o diagrama de blocos de um sistema de comunicação serial que faz uso da 
codificação 8b/10b. 
Em comunicação serial a ocorrência de transições entre bits é fundamental para a 
recepção de dados e recuperação de relógio. Geralmente os dispositivos de recepção, 
como exemplo CDRs e SerDes, possuem um PLL interno que fazem uso destas 
transições para sincronizar em fase o relógio de recepção. 
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Figura A-1 - Codificação 8b/10b 
A.2 Mapeamento do Código 8b/10b 
O codificador 8b/10b converte os grupos de código de 8 bits em código de 10 bits. Este 
grupo de códigos é formado por 256 caracteres de dados chamados Dx,y e 12 
caracteres de controle chamados Kx,y. 
O esquema de codificação quebra a palavra original de 8 bits em duas partes. Três bits 
mais significativos e cinco bits menos significativos. Seguindo do mais para o menos 
significativo eles são chamados de H, G, F e E, D, C, B, A. O grupo de 3 bits mais 
significativos são convertidos em 4 bits que serão chamados de j, h, g, f. Da mesma 
forma o grupo de 5 bits menos significativos são convertidos em 6 bits chamados de i, 
e, d, c, b, a. Como pode ser visto na Figura A-2 a junção dos 4 bits com os 6 bits 
formam a palavra código de 10 bits. 
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Figura A-2 - Mapeamento do Código 8b/10b 
A Tabela A-1 - Codificação dos 3 bits em 4 bits 
apresenta a codificação dos 3 bits mais significativos enquanto que a Tabela A-2 
apresenta a codificação dos 5 bits menos signicativos. Na Tabela A-3 podemos ver o 
mapeamento do codificador/decodificador 8b/10b. 
A.3 Disparidade 
Para se ter uma linha de transmissão serial balanceada, mesma quantidade de bits 0 e 
bits 1, é empregado o conceito da disparidade. A disparidade de um determinado grupo 
ou palavra é calculada fazendo-se a subtração da quantidade de bits 1 pela quantidade 
de bits 0. Quando a disparidade é igual a zero ela é chamada de disparidade neutra. 
Se o conjunto de 4 bits e o conjunto de 6 bits de um código possuem disparidade zero, 
a codificação final de 10 bits possuirá disparidade neutra. Quando isto ocorre a linha 
serial possui balanceamento perfeito. Porém isto nem sempre é possível pois apenas 6 
dos 16 possíveis códigos do grupo de 4 bits possuem disparidade neutra. Igualmente, 
apenas 20 valores do grupo de 6 bits possuem este tipo de disparidade. 
Devido os blocos de 4 e 6 bits possuírem um número par de bits as disparidades 
deverão ser de +2 e –2.  
 
Anexo A - Código de Linha 8b/10b 
126 
3b Decimal 3b Binário (HGF) 4b Binário (fghi) 
0 000 0100 ou 1011 
1 001 1001 
2 010 0101 
3 011 0011 ou 1100 
4 100 0010 ou 1101 
5 101 1010 
6 110 0110 
7 111 0001 ou 1110 ou 1000 ou 0111 
Tabela A-1 - Codificação dos 3 bits em 4 bits 
5b Decimal 5b Binário (EDCBA) 6b Binário (abcdei) 
0 00000 100111 ou 011000 
1 00001 011101 ou 100010 
2 00010 101101 ou 010010 
3 00011 110001 
4 00100 110101 ou 001010 
5 00101 101001 
6 00110 011001 
7 00111 111000 ou 000111 
8 01000 111001 ou 000110 
9 01001 100101 
10 01010 010101 
11 01011 110100 
12 01100 001101 
13 01101 101100 
14 01110 011100 
15 01111 010111 ou 101000 
16 10000 011011 ou 100100 
17 10001 100011 
18 10010 010011 
19 10011 110010 
20 10100 001011 
21 10101 101010 
22 10110 011010 
23 10111 111010 ou 000101 
24 11000 110011 ou 001100 
25 11001 100110 
26 11010 010110 
27 11011 110110 ou 001001 
28 11100 001110 
29 11101 101110 ou 010001 
30 11110 011110 ou 100001 
31 11111 101011 ou 010100 
Tabela A-2 - Codificação dos 5 bits em 6 bits 































000  00000 
000  00001 
000  00010 
000  00011 
 
 
000  11111 
100111  0100 
011101  0100 
101101  0100 
110001  1011 
 
 
101011  0100 
011000  1011 
100010  1011 
010010  1011 
110001  0100 
 
 








001  00000 
001  00001 
001  00010 
001  00011 
 
 
001  11111 
100111  1001 
011101  1001 
101101  1001 
110001  1001 
 
 
101011  1001 
011000  1001 
100010  1001 
010010  1001 
110001  1001 
 
 








010  00000 
010  00001 
010  00010 
010  00011 
 
 
010  11111 
100111  0101 
011101  0101 
101101  0101 
110001  0101 
 
 
101011  0101 
011000  0101 
100010  0101 
010010  0101 
110001  0101 
 
 








011  00000 
011  00001 
011  00010 
011  00011 
 
 
011  11111 
100111  0101 
011101  0101 
101101  0101 
110001  0101 
 
 
101011  0101 
011000  1100 
100010  1100 
010010  1100 
110001  0011 
 
 








100  00000 
100  00001 
100  00010 
100  00011 
 
 
100  11111 
100111  0010 
011101  0010 
101101  0010 
110001  1101 
 
 
101011  0010 
011000  1101 
100010  1101 
010010  1101 
110001  0010 
 
 








101  00000 
101  00001 
101  00010 
101  00011 
 
 
101  11111 
100111  1010 
011101  1010 
101101  1010 
110001  1010 
 
 
101011  1010 
011000  1010 
100010  1010 
010010  1010 
110001  1010 
 
 








110  00000 
110  00001 
110  00010 
110  00011 
 
 
110  11111 
100111  0110 
011101  0110 
101101  0110 
110001  0110 
 
 
101011  0110 
011000  0110 
100010  0110 
010010  0110 
110001  0110 
 
 








111  00000 
111  00001 
111  00010 
111  00011 
 
 
111  11111 
100111  0001 
011101  0001 
101101  0001 
110001  1110 
 
 
101011  0001 
011000  1110 
100010  1110 
010010  1110 
110001  0001 
 
 













000  11100 
001  11100 
010  11100 
011  11100 
100  11100 
101  11100 
110  11100 
111  11100 
111  10111 
111  11011 
111  11101 
111  11110 
001111  0100 
001111  1001 
001111  0101 
001111  0011 
001111  0010 
001111  1010 
001111  0110 
001111  1000 
111010  1000 
110110  1000 
101110  1000 













    
Tabela A-3 - Mapeamento do Codificador/Decodificador 8b/10b 
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Como mencionado anteriormente teremos como pior caso a disparidade +2 ou –2. 
Nestes casos, em uma transmissão normal, podem ocorrer várias seqüências de código 
de 10 bits com a mesma disparidade, ocorrendo o não balanceamento da linha.  Para 
resolver este problema definem-se dois códigos de 10 bits para cada palavra de 8 bits, 
como pode ser visto nas colunas RD+ e RD- da Tabela A-3.   
Seguindo a estrutura da Figura A-3, a escolha dos códigos é feita com base no cálculo 
da disparidade do código anterior já enviado. 
 
Figura A-3 - Estado de Escolha dos Códigos de 10 bits 
A.4 Referências 
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Anexo B -  Linguagem VHDL 
B.1 Descriçao 
A linguagem VHDL, Very Hight Speed Integrated Circuit Hardware Description 
Language, é utilizada para descrever, através de um programa, o comportamento de 
um circuito ou componente digital. 
Inicialmente desenvolvida pela DARPA[38], departamento de defesa dos Estados 
Unidos, na década 80, tinha como finalidade descrever o funcionamento de ASICs 
substituindo os complexos manuais que descreviam estes circuitos integrados. 
A VHDL deixou rapidamente de ser apenas uma linguagem de descrição para se tornar 
uma importante ferramenta no projeto de circuitos, ou seja, a partir de uma descrição 
textual, um algoritmo, desenvolver um circuito, sem a necessidade de especificar 
explicitamente as ligações entre componentes. 
Após a padronização pelo IEEE, Institute of Electrical and Electronic Engeneers, a 
VHDL passou a ser amplamente utilizado e vem, desde então, sendo aprimorado e 
revisada. 
A Tabela B-1 apresenta uma linha cronológica dos fatos que deram origem à linguagem 
de descrição de hardware. 
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1968 Foram desenvolvidas as primeiras linguagens de descrição de 
hardware. Porém, em 1970, existiam inúmeras linguagens com sintaxe 
e semântica incompatíveis; 
1973 Surge o primeiro esforço de padronização da linguagem. Comandado 
pelo projeto CONLAN, CONsensus LANguage, cujo objetivo principal 
era definir formalmente uma linguagem com sintaxe única e semântica 
igual. Paralelamente, iniciou-se outro projeto financiado pelo DoD, 
Departament of Defense, Deparamento de Defesa dos Estados 
Unidos, cujo objetivo era criar uma linguagem de programação. 
1983 Em janeiro foram publicados os relatórios finais dos projetos CONLAN 
e DoD, dando origem à linguagem ADA. 
Em março, o DoD começou o programa VHSIC afim de melhorar a 
tecnologia de concepção, engenharia e construção nos EUA. 
Participaram deste projeto a IBM, Intermetrics e Texas Instruments 
1986 A Intermetrics desenvolveu um compilador e um simulador. Além disso 
foi criado um grupo de padronização da IEEE para VHDL 
1988 Primeiros códigos são comercializados. 
1991 Iniciou-se um novo processo de padronização, cujo objetivo era a 
coleta e análise de requisitos, definição dos objetivos e a especificação 
das modificações à linguagem. 
1992 As modificações propostas foram avaliadas e votadas. 
1993 Um novo padrão é publicado, o VHDL-93, padronizado IEEE Std 1164-
1993. 
1997 Em dezembro de 97 foi publicado o manual de referência da 
linguagem VHDL. 
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B.2 Componentes de um Projeto VHDL 
A estrutura de um programa VHDL baseia-se em quatro blocos [38]. 
• PACKAGE 
- Onde são declaradas as constantes, tipos de dados, sub-programas. 
• ENTITY 
- Onde ocorre a declaração dos pinos de entrada e saída. 
• ARCHITECTURE 
- define as implementações do projeto. 
• CONFIGURATION 
- define as arquiteturas que serão utilizadas. 






ENTITY exemplo IS 
PORT ( 




(PINOS DE I/O) 
ARCHITECTURE teste OF exemplo IS 
BEGIN 
PROCESS( <pinos de entrada e signal > ) 
BEGIN 





Tabela B-2 - Estrutura VHDL 
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Como exemplo segue o código de uma porta lógica E. 
-- Esta linha é um comentário 
 




-- Declara uma entidade 
entity PORTAE is 
port ( 
IN1 : in std_logic; 
IN2 : in std_logic; 
OUT1: out std_logic); 
end PORTAE; 
 









Os pacotes, bibliotecas, contêm uma coleção de elementos incluindo descrição dos 
tipos de dados. Podem ser relacionados aos #includes da Linguagem C. 
Os pacotes normalmente usados são: 
• IEEE.std_logic_arith 
- Funções aritméticas. 
• IEEE.std_logic_signed 
- Funções aritméticas com sinal. 
• IEEE.std_logic_unsigned 
- Funções aritméticas sem sinal. 
• IEEE.std_logic_1164 
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- Funções padrão IEEE e funções relacionadas. 
Para utilizar as bibliotecas devem ser feitas declarações da seguinte forma: 
LIBRARY  <nome_da_biblioteca> e/ou 
USE <nome_da_biblioteca>.all 
A indicação .all significa que todos os elementos da bibliotecas devem ser utilizados. 
Caso não seja acrescentado .all deve-se especificar os elementos que serão utilizados. 
B.2.2 Entity 
As entidades representam unidades de uma aplicação, ou seja, onde são declarados os 
valores de suas entradas e saídas que são acessadas pelo mundo externo. 
As entradas e saídas são declaradas como port, portas, e podem ser dos seguintes 
tipos: 
• IN – Porta de entrada. Não pode receber atribuições dentro do programa. 
• OUT – Porta de saída. Não pode ser utilizada como entrada por outro 
circuito. 
• INOUT – Porta de entrada e saída. 
• BUFFER – Porta de saída que pode ser atualizada por mais de uma 
fonte. 
• LINKAGE – O valor da porta pode ser lido e atualizado. 
À cada porta deve ser atribuído um tipo, que indica se a porta operará com apenas um 
bit, se será um vetor de bits ou possuirá algum outro tipo de valor. 
Os tipos disponíveis são: bit, bit_vector, std_logic, std_logic_vector, boolean, e real. 
No exemplo citado anteriormente, uma porta lógica E, pode-se verificar claramente a 
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definição das portas de entradas e saída e a atribuição do tipo de cada porta. 
B.2.3 Architecture 
Uma arquitetura é associada a uma entidade e a descreve funcionalmente. A 
arquitetura pode ser simples ou concorrente. Pode haver mais de uma arquitetura para 
uma mesma entidade.  
Na arquitetura simples existe apenas um processo, como pode ser visto no exemplo 
abaixo. 
Architecure topologia_arquitetura of teste is 
begin 
process(a,b) 
variable temp : bit; 
begin 
temp := a and b; 
z <= temp xor a; 
end process; 
end topologia_arquitetura; 
Na arquitetura concorrente temos uma forma mais complexa de descrever um sistema. 
Encontramos diversos processos dentro de uma mesma arquitetura. 
Na Figura B-1 e Figura B-2 são apresentados 2 programas com uma arquitetura 
contendo três processos, podendo ser ou não independentes. Estes processos são 
executados em paralelo, porém os processos apenas serão executados se algum sinal, 
A, B ou C, tiver seu estado alterado. Novamente tem-se um ganho de processamento 
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Figura B-1 - Exemplo de processamento paralelo 
 
Figura B-2 - Exemplo de processamento paralelo 
B.3 Semântica da Linguagem VHDL 
B.3.1 Comentários 
Os comentários em VHDL são iniciados por dois hífens adjacentes, --, podendo ser 
estendidos até o final da linha. 
Exemplo: 
-- a linha escrita  como um comentário deverá ter antes dela 
-- dois hífens adjacentes. 
Anexo B - Linguagem VHDL 
136 
B.3.2 Identificadores 
Quando se escreve um programa em VHDL deve-se tomar certos cuidados, com os 




Palavras seguidas do caractér subscrito _ , como por exemplo em teste_padrao, 
input_1_x. 
A linguagem não é sensivel à escrita maiúscula e minúscula. Exemplo: SOMA = soma 





Uso de palavras reservadas da linguagem com outras finalidades. 
Identificador começando com número  como em 7AB. 
Uso do caractér @  Ex.:  A@B 
O caractér subscrito no fim de um identificador. Exemplo: soma_ 
O uso de dois caracteres subscritos seguidos. Exemplo: IN__1 
B.3.3 Tipos de Dados Lógicos e Não Lógicos. 
Bit: assume valores ‘0’ e ‘1’, sendo bit_vector um conjunto de bits. Ex.: “010001” 
Boolean: assume valores true ou false 
Real: sempre com ponto decimal. Ex.: -3.2, 4.56, 6.0, -2.3E+2 
Inteiros: não é possível realizar conversão de inteiros. Ex.: 3, 546, -349 
Physical: representam uma medida física: voltagem, capacitância, tempo 
Tipos físicos pré-definidos: fs, ps, ns, um, ms, sec, min, hr. 
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Intervalos: permite determinar um intervalo de utilização dentro de um determinado 
tipo. 
range  <valor_menor> to <valor_maior> 
range  <valor_maior> downto <valor_menor> 
Array: em VHDL um array é definido como uma coleção de elementos todos do mesmo 
tipo. 
A Tabela B-3 apresenta alguns exemplos de array 
type word is array (31 downto 0) of bit; 
type memory is array (address) of Word; 
type transform is array (1 to 4, 1 to 4) of real; 
type vector is array (integer range<>) of real; 
type string is array (positive range<>) of character 
Exemplo: 
type b is array (1 to 5) of character; 
(‘t’, ‘e’,’s’,’t’,’e’) 
(1 =>’t’, 5 => ‘e’, 2 => ’e’, 3 => ‘s’, 4 => ‘t’) 
(3 => ‘s’, 2 => ‘e’, 5 => ‘e’, others => ‘t’) 
Tabela B-3 - Exemplos de arranjos 
Record: semelhante a struct da Linguagem C, ou seja, é uma coleção de elementos 
de tipos diferentes. Exemplos: 
type instruction is record 
Mneumonico : String; 
Code             : Bit_vector( 3 downto 0);; 
Ciclos            : integer; 
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end record; 
signal Instr1: instruction; 
Instr1.Mneumonico : “or reg1, reg2” 
Instr1. Code            : “0010” 
Instr1.Ciclos            : 3 
B.3.4 Operadores. 
Em VHDL existem os operadores numéricos, lógicos, relacionais e de concatenação. 
Os operadores numéricos são: 
• Soma, representado pelo símbolo + 
• subtração, representado pelo símbolo - 
• multiplicação, representado pelo símbolo * 
• divisão, representado pelo símbolo / 
• módulo, representado mod 
• Remanescente, representado por rem 
• Expoente, representado pelo símbolo ** 
• valor abusoluto, representado por abs 








Os operadores relacionais são: 
• igual, representado por = 
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• diferente, representado por /= 
• menor do que, representado por < 
• menor ou igual, representado por <= 
• maior do que, representado por > 
• maior ou igual, representado por >= 
Os operadores de deslocamento são 
• sll - shift left logical, 
• srl - shift right logical, 
• sla - shift left arithmetic, 
• sra - shift right arithmetic, 
• rol - rotate left logical, 
• ror - rotate right logical. 
Os operadores de concatenação são aqueles que possibilitam criar um novo vetor a 
partir de dois vetores já existentes, por exemplo: 
dado1 : bit_vector(0 to 7); 
[01011011] 
dado2 : bit_vector(0 to 7); 
[11010010] 
novo_dado : bit_vector(0 to 7); 
novo_dado <= (dado1(0 to 1) & dado2(2 to 5) & dado1(6 to 7)); 
[01010011] 
B.3.5 Comandos Seqüenciais 
São comandos utilizados para alterar o estado das variáveis e controlar o fluxo de 
execução dos modelos. 
B.3.5.1 Atribuição de Variáveis. 
Assim como em qualquer linguagem de programação, é dado um novo valor a uma 
variável usando o comando de atribuição da seguinte maneira: 
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__nome_variável := __expressão; 
B.3.5.2 Atribuição de Sinais 
__nome_sinal <= __expressão; 
B.3.5.3 Comando IF 
O IF é utilizado quando uma determinada rotina passa por uma situação condicional 
que depende do estado da variável em questão. A sintaxe é: 
IF __expressão THEN 
__declaração; 
__declaração; 







B.3.5.4 Comando Case 
Assim como no comando IF, o CASE, depende da condição da variável em questão. 
Sua sintaxe é: 
CASE __expressão IS 
WHEN __valor_constante => 
__declaração; 
__declaração; 
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WHEN __valor_constante => 
__declaração; 
__declaração; 





[38]. A. R. Terroso, Dispositivo Lógico Programável (FPGA) e Linguagem de 
Descrição de Hardware (VHDL), Minicurso 2, VII Semana da Engenharia PUCRS, 
1998 
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Anexo C -  Dispositivos Lógicos Programáveis 
Este anexo descreve os princípios de um dispositivo FPGA. Serão abordadas 
características e funcionalidades dos FPGAs Stratix do fabricante Altera. 
C.1 Conceitos 
O dispositivo lógico programável, mais precisamente uma FPGA, Field Programmable 
Gate Array, é um circuito integrado reconfigurável. Suas funcionalidades são definidas 
pelos usuários através de programação em linguagem VHDL ou linguagem de blocos. 
Desenvolvido pela Xilinx Inc. em 1985, é utilizado no processamento de sinais digitais 
sendo composto basicamente de arranjos de portas lógicas e memórias. 
Seus principais blocos internos são: 
• Blocos lógicos configuráveis - CLB: circuitos formados de agrupamentos de flip-
flops e lógicas combinacionais. A este agrupamento dá-se o nome de lookup-
table, LUT, e tem a configuração básica conforme pode ser visto na Figura C-1. 
 
Figura C-1 - Lookup-table 
• Blocos de entrada e saída -IOB: fazem o interfaceamento dos blocos lógicos com 
os pinos de entrada e saída do circuito integrado. 
• Chaves de interconexão: são as trilhas que farão as conexões internas no FPGA. 
Este processo de interconexão dos IOBs e dos  CLBs é conhecido como 
roteamento. 
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C.2 Introdução ao FPGA Stratix 
A família de FPGAs Stratix[39] é baseada em tecnologia de 1.5V e 0.13µm. Possui 
densidade de até 79.040 elementos lógicos e até 7.5 Mbits de RAM. Estes dispositivos 
oferecem até 22 blocos para processamento digital de sinais com até 176 
multiplicadores embarcados otimizados para aplicações de DSP, provendo alta 
eficiência para implementação de multiplicadores e filtros. 
Os FPGAs Stratix suportam diversos padrões de interfaces de entrada e saída e 
provêm uma solução completa de gerenciamento de clock com até 420MHz de 
desempenho e até 12 PLLs - Phase Locked Loops. 
A família Stratix possui as seguintes características: 
• 10.570 até 79.040 elementos lógicos 
• Até 7.427.520 bits de memória RAM 
• Blocos DSP de alta velocidade 
• Até 16 clocks globais 
• Até 12 PLLs 
• Entrada e Saída diferencial de alta velocidade 
• Suporte para barramentos de comunicação de alta velocidade como RapidIO, UTOPIA 
IV, CSIX, HyperTransportTM technology, 10G Ethernet XSBI, SPI-4 Phase 2 (POS-PHY 
Level 4), and SFI-4 
• Suporte para memórias externas de alta velocidade, SRAM, DDR SDRAM, DDR RAM e 
SDRAM. 
• Suporte para 66MHz PCI nos dispositivos com identificação de velocidade -6 
• Suporte para 33MHz PCI nos dispositivos com identificação de velocidade -8 
• Suporte para 66MHz PCI nos dispositivos com identificação de velocidade -6 
• Suporte para 133MHz PCI-X 1.0 nos dispositivos com identificação de velocidade -5 
• Suporte para 100MHz PCI-X 1.0 nos dispositivos com identificação de velocidade -6 
• Suporte para 66MHz PCI-X 1.0 nos dispositivos com identificação de velocidade -7 
 
 
Anexo C - Dispositivos Lógicos Programáveis 
145 
A Tabela C-1 apresenta as características para os diferentes chips da família Stratix. 
Os dispositivos Stratix estão disponíveis em encapsulamentos do tipo FLBGA e BGA. 
Todos estes dispositivos possuem migração vertical dentro do mesmo encapsulamento, 
ou seja, os dispositivos com maior quantidade de elementos lógicos e mesmo 
encapsulamento podem substituir dispositivos de menor densidade. 
Caracterísitca EP1S10 EP1S20 EP1S25 EP1S30 EP1S40 EP1S60 EP1S80 
Elementos 
Lógicos 
10.570 18.460 25.660 32.470 41.250 57.120 79.040 
Blocos M512 
RAM 
94 194 224 295 384 574 767 
Blocos M4K 
RAM 
60 82 138 171 183 292 364 
Blocos MRAM 1 2 2 4 4 6 9 
Total RAM bits 920.448 1.669.248 1.944.576 3.317.184 3.423.744 5.215.104 7.427.520 
Blocos DSP 6 10 10 12 14 18 22 
Multiplicadores 
Embarcados 
48 80 80 96 112 144 176 
PLLs 6 6 6 10 12 12 12 
Pinos de E/S 426 586 706 726 822 1.022 1.238 
Tabela C-1- Características da Família Stratix 
C.3 Arquitetura 
C.3.1 Descrição Funcional 
Os dispositivos da família Stratix possuem uma arquitetura baseada em um arranjo 
bidimensional de linhas e colunas para a implementação dos blocos lógicos. Diversas 
linhas e colunas de diferentes tamanhos e velocidade interconectam os arranjos de 
blocos lógicos, LAB, os blocos de memórias e os blocos de processamento digital de 
sinais, DSP. 
Cada LAB é formado por 10 elementos lógicos que é a menor unidade lógica na 
estrutura do FPGA. 
Anexo C - Dispositivos Lógicos Programáveis 
146 
Os blocos de memória são divididos em M512, M4K e M-RAM. Os M512 são blocos de 
memórias de duas portas com 512 bits mais paridade, num total de 576 bits. Estes 
blocos são agrupados em colunas e estão entre determinados LABs. Os M4K são 
blocos de memórias de duas portas com 4K bits mais paridade, num total de 4,608 K 
bits. Assim como os M512, estes blocos também estão agrupados em colunas e 
localizados entre certos LABs. Os M-RAM são blocos de memórias de duas portas com 
512 K bits mais paridade, num total de 589,824 Kbits. Estes blocos estão localizados 
individualmente ou em pares com os LABs. 
Os blocos de processamento digital de sinais podem implementar multiplicadores de 9 x 
9 bits, 18 x 18 bits e 36 x 36 bits. Incluem filtros FIR e IIR e são agrupados em duas 
colunas. 
Cada pino de entrada e saída do dispositivo Stratix é alimentado por um elemento de 
entrada e saída, IOE, localizados no final das linhas e colunas dos LABs. Cada IOE 
contem um buffer bidirecional e seis registradores. 
A Figura C-2 apresenta a construção interna do FPGA da família Stratix. 
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Figura C-2 - Arquitetura Stratix 
A posição dos blocos de memória M512, M4K e dos blocos DSP variam dependendo do 













EP1S10 4/94 2/60 1 2/6 40 30 
EP1S20 6/194 2/82 2 2/10 52 41 
EP1S30 6/224 3/138 2 2/10 62 46 
EP1S40 7/295 3/171 4 2/12 67 57 
EP1S60 8/384 3/183 4 2/14 77 61 
EP1S70 10/574 4/292 6 2/18 90 73 
EP1S80 11/767 4/364 9 2/22 101 91 
Tabela C-2 - Recursos do Stratix 
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C.3.2  Blocos de Arranjos Lógicos - LAB 
Cada bloco de arranjos lógicos é formado por 10 elementos lógicos, transportes de 
saída de elementos lógicos, sinais de controle, interconexões locais, cadeias de LUT e 
registradores das linhas de conexão. As interconexões locais transferem sinais entre 
elementos lógicos localizados no mesmo LAB. Os transportes de elementos lógicos 
interconectam a saída de um único elemento lógico de uma LUT para o elemento lógico 
adjacente.  
Cada LAB contém uma lógica dedicada para alimentar os sinais de controle de seus 
elementos lógicos. 
Os sinais de controle incluem dois relógios, dois relógios enables, dois clears 
assíncronos , um clear síncrono, um preset assíncrono, um load síncrono e sinais de 
controles de adição e subtração. Isto permite um máximo de 10 sinais de controle. O 
load síncrono e os sinais de clear são geralmente usados quando são implementados 
contadores, não limitados a esta função. 
Cada LAB pode usar dois relógios e dois sinais de relógios enables. Cada relógio dos 
LABs e os sinais de relógio enable são unidos. Por exemplo, qualquer elemento lógico 
em uma LAB usando um sinal de relógio usa também um sinal de relógio enable. 
Cada LAB pode usar dois sinais de clears assíncronos e um sinal de preset assíncrono.  
C.3.3 Elemento Lógico 
É a menor unidade lógica da arquitetura Stratix. Cada elemento lógico, mostrado na 
Figura C-3, é composto por LUT de quatro entradas, registradores programáveis e 
cadeias de transportes.  
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Figura C-3 - Elemento Lógico 
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