Let Γ be a bicovariant first order differential calculus on a Hopf algebra A.
1. It was S. L. Woronowicz who provided a general framework for bicovariant differential calculus on quantum groups [1] . Covariant first order differential calculi (abbreviated FODC) were constructed, studied and classified by many authors, see for instance [2, 3, 4, 5] . Despite the rather extensive literature on bicovariant FODC the corresponding differential calculi of higher order forms have been treated only in few cases. In [6] it was pointed out that the exterior algebra s Γ ∧ is a differential graded Hopf algebra. In [7] the de Rham cohomology of 4D ± calculi s Γ ∧ was calculated. After giving the talk at the conference we were informed about a paper of P. P. Pyatov and L. D. Faddeev [8] where the algebras s Γ ∧ ℓ and s Γ ∧ i on GL q (N ) were also investigated. The purpose of this paper is to compare three possible constructions of exterior algebras to a given bicovariant FODC. Consider the tensor algebra Γ ⊗ . Let u J be the two-sided ideal generated by the elements (r) ω(r (1) ) ⊗ ω(r (2) ), r ∈ R, where ω(a) = (a) S(a (1) )d(a (2) ) and R = ker ε ∩ ker ω. Let s J be generated by ker(I − σ), where σ is the braiding of Γ ⊗ A Γ . Finally let W J = k≥2 ker A k , where A k is the kth antisymmetrizer constructed from the braiding σ. Define the exterior algebras u Γ ∧ = Γ ⊗ / u J, s Γ ∧ = Γ ⊗ / s J, and W Γ ∧ = Γ ⊗ / W J and call them universal exterior algebra, "second antisymmetrizer" exterior algebra and Woronowicz' external algebra, respectively. The first main result stated in Theorem 1 and Theorem 2 is the calculation of Poincaré polynomials of the subalgebras of left-invariant and bi-invariant forms. Both coincide with the Poincaré polynomials of left-invariant and bi-invariant forms on the classical Lie group GL(N, Ê), respectively. Details of the proofs will be found in [9] . The second main result stated in Theorem 3 compares the three algebras of left-invariant forms. Suppose q to be transcendental, N ≥ 3, A = SL q (N ) and
In Section 2 we recall the basic definitions and preliminary facts on bicovariant bimodules, bicovariant FODC and the construction of bicovariant FODC on GL q (N ) and SL q (N ). In the last part we state the main results and prove Theorem 3.
2.
Let A be a Hopf algebra. We denote by ∆ the comultiplication, ε the counit, and S the antipode. The linear span of a set {a i : i ∈ I} is denoted by a i : i ∈ I . As usual v c (f c ) denotes the contragredient corepresentation (representation) of v (f ). We use Sweedler's notation for the coproduct ∆(a) =
The linear space of left-invariant (resp. right-invariant) elements of Γ is denoted by Γ ℓ (resp. Γ r ). The elements of Γ i = Γ ℓ ∩ Γ r are called bi-invariant. The structure of bicovariant bimodules over A is completely characterized by Theorems 2.3 and 2.4 in [1] . We recall the corresponding result: Let (Γ, ∆ ℓ , ∆ r ) be a bicovariant bimodule over A and let {ω i } be a linear basis of Γ ℓ . Then there exist matrices v = (v 
The set {ω i } is a free left module basis of Γ . We have set a * f = a (1) f (a (2) ) and f * a = a (1) f (a (2) ). Conversely, if {ω i } is a basis of a certain vector space Γ 0 and if v and f are matrices satisfying (ii) and (iii) then there exists a unique bicovariant bimodule Γ such that Γ ℓ = Γ 0 and (i) holds. In this situation we simply write Γ = (v, f ).
is also a bicovariant bimodule which will be denoted by Γ 1 ⊗ A Γ 2 . In this way Γ ⊗n = Γ ⊗ A · · · ⊗ A Γ (n factors), n ≥ 2, and Γ ⊗ = n≥0 Γ ⊗n , where Γ ⊗0 = A, Γ ⊗1 = Γ , become bicovariant bimodules as well. For a bicovariant bimodule Γ the space Γ ℓ becomes a right A-module via ρ ⊳ a = Sa (1) ρa (2) . Moreover, (ρ ω) ⊳ a = (a) (ρ ⊳ a (1) )(ω ⊳ a (2) ) in both Γ ⊗ and Γ ∧ . Shuffle decomposition and lift into braids. Let s 1 , . . . , s k−1 denote the nearest neighbor transpositions of the symmetric group S k . The elements of C ki = {p ∈ S k : p(m) < p(n) for 1 ≤ m < n ≤ i and i + 1 ≤ m < n ≤ k} are called shuffle per-mutations. Each p ∈ S k admits a unique representation p = p 1 p 2 p 3 where p 1 ∈ C ki and p 2 , p 3 ∈ S k leave the numbers {i + 1, . . . , k} respectively {1, . . . , i} pointwise fixed. Moreover, 
By the shuffle decomposition we obtain for i < k
Now we recall the construction of the external algebra W Γ ∧ due to [1] . There is a unique isomorphism σ of bicovariant bimodules σ :
Since σ fulfills the braid equation, it can be extended to a representation σ of the group algebra (B k ) in End A (Γ ⊗k ). The images σ(A k ) and σ(A ki ) of the antisymmetrizer and the shuffle sums will be denoted by A k and A ki , respectively. By (2),
algebra and a bicovariant bimodule over A.
Recall that an AE 0 -graded algebra H = n≥0 H n is called AE 0 -graded Hopf algebra
∈ H, and there are linear mappings ∆, ε, and S of degree 0 called coproduct, counit and antipode, respectively, such that the usual Hopf algebra axioms are fulfilled. We need the following results, see for instance [10] , Sections 13.2 and 14.4. Let Γ be a bicovariant bimodule over A. The Hopf algebra structure of A uniquely extends to an AE 0 -graded Hopf algebra structure on Γ ⊗ such that for ω ∈ Γ :
Moreover u J, s J, and W J are Hopf ideals in Γ ⊗ (see [6, 10] 
Adjoint corepresentation. For a ∈ A set Ad r a = a (2) ⊗ Sa (1) a (3) . The mapping Ad r : A → A ⊗ A is a right comodule map called the right adjoint corepresentation of A. A crucial role play the two mappings ω : A → Γ ℓ , ω(a) = Sa (1) da (2) , and (2) ). According to Theorems 1.5 and 1.8 in [1] there is a one-to-one correspondence between bicovariant FODC (Γ, d) and Ad r -invariant right ideals R in ker ε given by R = ker ε ∩ ker ω. The mappings ω and S are coupled by the Maurer-Cartan equation (see [10] , Sect. 14, Prop. 12): Let Γ be a bicovariant FODC over A and let Γ ∧ = Γ ⊗ /J be an arbitrary differential calculus over A containing Γ as its first order part. Then
for a ∈ A. In particular, inserting a ∈ R into (3), the left hand side vanishes by definition of R. Hence, ω(a (1) )∧ω(a (2) ) = 0 for a ∈ R and consequently u J ⊆ J. This proves the universal property
A bicovariant differential graded Hopf algebra is a pair (Γ, d) which is both an AE 0 -graded Hopf algebra and a bicovariant differential graded algebra such that the coproduct commutes with the differentiation, i. e. d ⊗ (∆(ω)) = ∆(dω), for ω ∈ Γ . Our main objects u Γ ∧ , s Γ ∧ , and W Γ ∧ are bicovariant differential graded Hopf algebras, see [10] for details. Bicovariant FODC on Quantized Simple Lie Groups. We follow the method of [4] to construct bicovariant FODC on quantizations of simple Lie groups. Let A be one of the quantum groups SL q (N ) or GL q (N ) as defined in [11] , Definition 3 and Remark 4. Let u = (u i j ) i, j=1,...,N be the fundamental matrix corepresentation. The deformation parameter q is assumed to be a transcendental complex number. We set Q = q − q −1 and
im nj and ℓ ± x : A → M N ( ) is a unital algebra homomorphism. For A = SL q (N ) we have to assume x N = q (see also [5] ). We define the bicovariant FODC Γ ±,z :
The structure of Γ ±,z can easily be described as follows. There exists a basis {ν 
For a = (u n m ) the commutation rules (4) can be written as
Now we formulate our main results.
Theorem 1.
Let q ∈ be transcendental and Γ one of the 
In particular, there is a unique up to scalars least left invariant form v of degree N 2 .
Theorem 2. Let A, q and Γ be as in Theorem 1. Let W Γ ∧ i be the subalgebra of W Γ ∧ consisting of all bi-invariant forms.
Different bi-invariant forms represent different de Rham cohomology classes.
Remark. The dimension dim( W Γ ∧k i ) is equal to the number of partitions of k into a sum of pairwise different odd numbers less than 2N . It is also equal to the number of symmetric Young diagrams (λ = λ ′ ) with λ 1 ≤ N . The least left-invariant form v is bi-invariant. 
Remarks. 1. For A = GL q (n|m) and Γ = Γ ±,1 (ii) was proved in [12] . 2. We expect the de Rham cohomology of u Γ ∧ ℓ in the case Γ = 4D ± to be acyclic, i. e. the cohomologies u H k ℓ vanish for k ≥ 1. Proof. (i) We recall a result of Tsygan [13] on the algebra of left-invariant forms on GL q (N ): The algebra s Γ ∧ ℓ for Γ = Γ τ,k is isomorphic to the quadratic unital complex algebra generated by N 2 variables T = (T i j ) subject to the relationŝ
with
Using transmutation theory invented by S. Majid [15] , L and the quantum matric bialgebra M q (N ) are isomorphic as graded linear spaces. Since moreover M q (N ) is a flat deformation of the algebra of polynomials with N 2 indeterminates one gets, L is also a flat deformation i. e. P (L , t) = (1 − t) −N 2 . Since L provides a Poincaré-Birkhoff-Witt basis, L is Koszul by Theorem 5.3 in [16] . Using Prop. 7, Sect. 9 of [14] the Poincaré series of the dual quadratic algebra is (8) , the ideals must be equal and we proved (i). The proofs of (ii) and (iii) are direct consequences of Proposition 4 below. 
as differential graded algebras.
(ii)
Proof. (9) . For the remainder of the proof we skip the symbol ∧ remembering that we multiply in u Γ ∧ ℓ . Our first step is to show 
Applying ( (12) and comparing both equations we get in matrix notation
Inserting (6) into (13) and using ν 1 ν 1 = 0 twice we get
Subtracting the whole left hand side we obtain (11). We complete the proof for the sample τ = +. Applying ⊳u to (11), using (7),R 2 = QR + I, and again (11) (to the underlined terms) we have
Since rz 2R is invertible, T = Υ satisfies the defining relations (9) . Consequently, u Γ ∧ ℓ is a quotient of the algebra s Γ ∧ ℓ . Putting both relations together will complete the proof of (i).
(ii) Throughout we sum over repeated indices. There are two Ad r -invariant elements W ± in R ∩ u i j , u i j u n l : i, j, n, l = 1, . . . , N , see [5] , formula (3) before Theorem 2.1:
where a = a−ε(a). The numbers µ ± τ,k are given in [5] . Recall that q k , k = 1, . . . , N , is an N th root of q 2 . Applying S to W ± one gets
where ω 2 = q −2i ω i n ⊗ A ω n i . The constants can be determined to be
It takes several pages to prove the following fact: If q is not a root of unity and not a root of the algebraic equation (iii) The above proof fails in case N = 2 since V − = 0. One can prove: If S (r) is bi-invariant then one can find an Ad r -invariant element r ′ ∈ R with S (r) = S (r ′ ). For A = SL q (2), q transcendental, the space A inv of Ad r -invariant elements is given by A inv = U k : k ∈ AE 0 . Set R inv = R ∩ A inv . One can check that S (R inv ) = 2ω 1 ⊗ A ω 1 +θ τ ω 2 , where θ τ = ±q −5 (q ∓1)(q 3 ∓1) for the 4D ± calculus. By Schur's lemma and irreducibility of Ad r on the subspaces (1.24) and (1.25) in [1] and since S (b 2 ) = (q + q −1 )ω(b)⊗ A ω(b) = 0 and S q −2 a + q −4 d ∓ (q −1 + q −5 ) b = 0, S is an isomorphism of Ad r and ∆ r on the above subspaces. Hence, dim S (R) = 9. Since S (R) ⊆ ker(I − σ) the proof of (iii) is complete.
