One of the commonly overlooked aspects to cloud computing is how best to provision EC2 instances when processing data on the cloud. In general most cloud applications simply resort to requiring the user to specify the number of EC2 instances to instantiate when the application is initiated then allow users to dynamically either allocate additional or terminate existing instances based on their observations. So in the simplest scenario when a user has 100 MS searches to execute and they intend to minimize the search time they would instantiate 100 EC2 instances. The amztpp program follows this same precedence by providing the "launch" and "terminate" commands and options such as "-ec2-num <x>" for specifying the number of nodes to operate on. And while this approach can in most scenarios minimize search time it does this by not considering the cost. To efficiently manage cost one has to consider the many other cloud properties such as:  EC2 instances are billed per hour regardless of how much time is actually used.  Data transfer rates that are affected by bandwidth limitations and flux at the client, Internet and Amazon.  Large variance in the execution time of different search programs and different search inputs.  Infrequent errors necessitating retries on data transfers or search executions.  The availability of the instances due to market price if using EC2 spot instances.
SS1: EC2 Provisioning in amztpp
One of the commonly overlooked aspects to cloud computing is how best to provision EC2 instances when processing data on the cloud. In general most cloud applications simply resort to requiring the user to specify the number of EC2 instances to instantiate when the application is initiated then allow users to dynamically either allocate additional or terminate existing instances based on their observations. So in the simplest scenario when a user has 100 MS searches to execute and they intend to minimize the search time they would instantiate 100 EC2 instances. The amztpp program follows this same precedence by providing the "launch" and "terminate" commands and options such as "-ec2-num <x>" for specifying the number of nodes to operate on. And while this approach can in most scenarios minimize search time it does this by not considering the cost. To efficiently manage cost one has to consider the many other cloud properties such as:
 EC2 instances are billed per hour regardless of how much time is actually used.  Data transfer rates that are affected by bandwidth limitations and flux at the client, Internet and Amazon.  Large variance in the execution time of different search programs and different search inputs.  Infrequent errors necessitating retries on data transfers or search executions.  The availability of the instances due to market price if using EC2 spot instances.
These factors affecting cost are particularly noticeable when large data sets are processed as the effect of the idle instances, substandard job scheduling, and data transfer rates can significantly increase the program's usage of AWS resources and subsequently increase overall AWS charges.
To address the issue of cost efficiency a minimal EC2 provisioning algorithm was implemented in the amztpp program. This algorithm is invoked periodically by a background process started by amztpp (which is also responsible for performing file uploads, downloads, and monitoring). Supplementary Figure 1 shows the decision tree that is used for the determination. Instantiating new EC2 instances is based on conditions including: pending jobs, maximum number of instances allowed, number of instances that are idle, and the number of pending is greater than the number started. Several additional provisions were added to limit the rate at which instances are launched. The first requires that the rate of pending jobs is increasing over time which implies that the jobs are being uploaded faster than being completed. The other limits the number of running instances to a configurable percentage of the number of pending jobs in order to not oversubscribe the number of instances. The decision to terminate EC2 instances is left up to the instances themselves which will shut down if no new jobs are available within the last two minutes of the current billing hour. The presumption here is that once an instance is started you might as well use the full hour already billed for. However it will cancel EC2 instance requests if they haven't yet been fulfilled and the pending jobs are trending downward under the presumption that the current work load is being handled. 
Supplementary

SS3: Comparison of different EC2 instance types
Amazon's EC2 provides a wide variety of different instance types from which to choose with different memory, disk storage, CPU, and networking capacity. Some of these are summarized in Supplementary Table 1 . Accurately comparing the performance of each EC2 type can be difficult, since while Amazon provides specifications for each EC2 type, these are minimum expected specifications. Studies have shown that actual performance measured between instances of the same EC2 type can vary as much as 60%. This variance is largely due to the different physical hardware configurations used to provide for the same types [1] . In order to evaluate the approximate performance of each EC2 types as related to proteomics needs, a representative mzML file containing 3,831 MS/MS spectra generated on a LTQ-Velos Orbitrap was searched with four of the supported search programs in triplicate on each of the EC2 types shown in Supplementary Table 2 . We present the results and the average search time of the three runs for each search engine on the different EC2 types. These data are also presented in Supplementary Figure 7 to illustrate cost versus time where cumulative time is the sum of the averages of all four searches and cost is calculated using the price per minute for the EC2 type (disregarding that EC2 instances are paid in increments of 1 hour).
The results show that an AWS c1.xlarge instance type with 20 equivalent cores is both the fastest and most efficient as measured by unit time per unit cost, approximately 20% more efficient than m1.xlarge and 60% more efficient than m1.large. The relative efficiency will, of course, vary somewhat by dataset and search engine. For the fastest EC2 types, m2.4xlarge was on average 25% faster than the c1.xlarge, but the cost difference was 3 times more expensive per hour. Similarly the c1.medium and m1.large timings were within 10% but the cost difference was over 50%. It is important to point out that AWS bills usage per unit hour on all EC2 types so cost savings will be affected by the fraction of the final hour that is not used for processing. 
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SS4: Evaluating the use of multiple EC2 instances for analysis
One advantage cloud resources affords is the ability to launch multiple EC2 instances to significantly reduce the overall analysis time when processing multiple MS/MS spectrum files. To further explore the relationship of time versus cost, a simple web based simulator, amzsim, has been developed and is freely available to the community at http://tools.proteomecenter.org/aws/amzsim. The simulator considers numerous parameters including the number of mzML files, the average upload/download speeds, average file sizes, and average search times. The simulated results include costs for EC2, SQS, and S3 services, a timeline of the simulated jobs, and a table containing all of the simulated data as shown in Supplementary Figure 8 . Clearly making temporary use of a large number of nodes is beneficial for swift analysis of data with relatively little increase in marginal cost. This is very difficult to achieve with a local computer cluster as it is very often either oversubscribed with impatient users waiting for their share of the available compute resources during work hours or running well below capacity, sometimes idle for significant periods of time such as evenings and weekends. With the cloud computing infrastructure demonstrated here, each user can have a large compute cluster of their own that only runs when there are data to be actively processed. There is no contention over CPU resources and data processing occurs quickly. The advantages and disadvantages of AWS cloud computing vs. a local compute cluster summarized in Supplementary Figure 10 . Nevertheless, if a user already has free access to a local compute cluster where the initial upfront purchase and installation investment has been made and maintenance appears nearly free due to centralized support staff paid by institutional overhead, the balance can tip strongly in favor of a local cluster. 
SS5: EC2 Spot Instances
For greater economy in using the TPP in cloud services, the ability to minimize the cost of usage by processing during periods of low cloud usage would be a big advantage. Amazon Web Services provides such a cost-saving feature called spot pricing, an attempt to turn computing capacity into another market-driven commodity. A user can gain guaranteed access to an EC2 node at a fixed price as shown in Supplementary Table 1 . However, if guaranteed access is not an important factor, then a user can bid an hourly rate that they are willing to pay. When the spot price of the desired nodes is below the bid price, then requested nodes are started. When the spot price is higher than the bid price, then the requested nodes are deferred until the price drops. In this scenario, users pay the spot price at the time the node is started, not the bid price. Therefore, one can bid higher than the spot price, but still pay the spot price for processing. Further, if the spot price goes above the bid price, it is possible (but not guaranteed) that an already-started node will be terminated to satisfy some other usage demand. Hence, while spot pricing can lead to significant savings, there are risks that jobs can be hindered by terminated nodes, and the job may not be completed as quickly as possible. Having just described this system, we note that with AWS, it is not completely transparent and understood, and there are observed anomalies in its behavior. For example, there is a tendency for large jobs to force up the spot price to its bid price, and it has been observed that a low bid price is likely to get the job done nearly as fast, and much more cheaply, than a higher bid price.
There still remains some effort to understand the vagaries of this market. However, the benefit of the amztpp toolset is that it is designed to be tolerant of the faults in the system, with automatic retries for file transfer failures, nodes that are terminated due to rising demand, and other complications when using commodity computing capacity. The amztpp system will complete a job at the spot pricing below the bid price, although it may take longer than if guaranteed node pricing was used. In our experience thus far, the cost savings can be significant (a factor of 5 or more), and the additional delay incurred is small. We note that when the individual search jobs are much shorter than an hour, there can be a cost benefit for nodes to be terminated prematurely since they can still complete some work, but there is no charge for the hour during which a node is terminated because the node is needed by a higher bidder. Consider an example where every started node is always terminated by Amazon before completing its first hour: all work could conceivably be done in the segments before termination and cumulatively complete all work at no cost, albeit with considerable time. There is no benefit when the individual searches take much longer than an hour. In the end, if it is most important to minimize cost, and analysis time is by far a secondary concern, it appears most efficient to bid just at the current spot price.
SS6: Application of AMZTPP on a Large MS/MS Dataset
To evaluate the cost effectiveness and performance of AWS for peptide identification in a real-world example, the amztpp client program was employed on a relatively large dataset consisting of 1110 mzML files containing MS/MS data collected from Canis familiaris samples. This dataset was organized in 41 folders and was collected from an LTQ Orbitrap Classic (719 files), an LTQ-Velos Orbitrap (7 files), an LTQ (288 files) and an LCQ Deca (96 files) for a total of 4.3 million MS/MS spectra. The data were searched using X!Tandem, Comet, MyriMatch, and OMSSA for a total of 4440 searches. The searches were performed EC2 spot instances of type c1.xlarge with a maximum spot price (--ec2-spot) of $0.112 (5 times cheaper than the $0.58 price of a reserved instance). At the time the average market price was $0.112 as reported by the AWS console. The maximum number of EC2 instances to start (--ec2-max) was set to 200 and the maximum number of parallel file upload/download processes (-P) was set to 10. Results of all searches were then run through TPP's PeptideProphet, iProphet, and ProteinProphet tools for further statistical analysis of the peptide and protein identifications. To calculate the total cost, a simple script was written to query the Amazon's account usage report interface and generate reports for SQS, S3, and EC2 before and after the execution of the searches and the difference between the records used in the cost calculations.
Supplementary Table 3 displays the cost breakdown for running the 4440 canine search dataset for all EC2, S3, and SQS usage including data transfer in and out. The total cost for searching all data with four different search algorithms was $88.12 and the searches were completed in 9.2 hours using 654 machine-hours, with 77% of the cost being represented in EC2 spot instance time. Supplementary Table 3. Cost breakdown for searching the Canine dataset of 1110 MS runs through four search engines on the AWS. All prices are given in USD.
Elastic Compute Cloud (EC2) Costs
Supplementary Figure 11 depicts several metrics of the four-engine searches of 1110 MS runs as a function of time. The purple line indicates the number of searches awaiting upload. All 4440 searches were uploaded by 4.2 hours into the job, indicating an approximate upload speed of 13.7 seconds per MS search; a total of 1,244 files where uploaded (duplicates are excluded and mzML files are compressed) equaling 9,108 MB and this translates to ~2.49 MB/s upload. The orange line indicates the number of running nodes on EC2 and the green line indicates the approximate number of active searches. By ~6 hours into the analysis all searches have been completed. By 6.96 hours all nodes have shut down (just under 1 hour after the last search completed in order to avoid an extra hour of billing). Downloading output files continues for another 1.7 hours. The red line shows the approximate number of searches in the queue. At the beginning of the time sequence this number grows until enough EC2 instances are provisioned to manage the influx of searches, as shown by the plateau and slight decline. Later idle nodes are indicated by the difference in active searches vs EC2 searches and subsequently these nodes are terminated as they near the next hour billing mark. A second increase in searches in the queue occurs at the 3 hour mark, presumably caused by a sharp increase in the job submission rates due to the majority of files to search having already been uploaded. The final blue line indicates the number of finished search results left to download. This value mostly increases during the first 2 hours, modulated by the upload speed, and then decreases slowly for 1.7 hours after all data are searched. 
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SS7: Effect of upload/download speeds on total processing time
Since proteomics data searching is both a data intensive process as well as a CPUintensive process, a practical limit in the number of simultaneous searches that can be performed is proportional to the ratio between the upload speed and the processing speed. For example, if each run takes 10 minutes to upload and 10 minutes to search, then it will be difficult to keep more than one EC2 instance busy. Often parallel uploads can boost the overall throughput over serial uploads, but this is typically limited to a factor of a few in improvement. Clearly more complex searches with more modifications and larger search spaces will benefit more greatly from cloud computing. For example, if uploads take 5 minutes per file and the searching takes an hour per file, a dozen nodes can easily # Awaiting Upload # Pending Searches # Awaiting Download # Running E2 Instances # Active Searches be utilized. Download speed can also have an impact, but search results tend to be much smaller than the input spectra, and therefore constitute a much smaller factor.
Note that if one is using the TWA hosted solution, and the files are already in S3 storage, then local upload speed is not an important factor and large amounts of parallelization can occur. There still remains a finite transfer speed between S3 nodes and compute nodes, so one still cannot scale to a huge number of nodes. Clearly there are also some speed improvements to be gained in reducing the size of the spectral information that must be transmitted to S3. In the amztpp search workflow, mzML files are uploaded compressed for improved efficiency. Additional efficiencies such as stripping out MS1 spectra in the data upload to S3 can help for datasets where quantitation software will not be executed on EC2.
