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Abstract
Left atrium shape has been shown to be an inde-
pendent predictor of recurrence after atrial fibrillation
(AF) ablation. Shape-based representation is impera-
tive to such an estimation process, where correspondence-
based representation offers the most flexibility and
ease-of-computation for population-level shape statistics.
Nonetheless, population-level shape representations in the
form of image segmentation and correspondence models
derived from cardiac MRI require significant human re-
sources with sufficient anatomy-specific expertise. In this
paper, we propose a machine learning approach that uses
deep networks to estimate AF recurrence by predicting
shape descriptors directly from MRI images, with NO im-
age pre-processing involved. We also propose a novel data
augmentation scheme to effectively train a deep network
in a limited training data setting. We compare this new
method of estimating shape descriptors from images with
the state-of-the-art correspondence-based shape modeling
that requires image segmentation and correspondence op-
timization. Results show that the proposed method and the
current state-of-the-art produce statistically similar out-
comes on AF recurrence, eliminating the need for expen-
sive pre-processing pipelines and associated human labor.
1. Introduction
Left atrium (LA) shape has been shown to be associ-
ated with atrial fibrillation (AF) [1, 2]. In the past three
decades, catheter ablation has evolved to a safe, effec-
tive, and clinically acceptable therapeutic option in pa-
tients with AF, and is recognized as the first-line therapy in
patients with symptomatic paroxysmal and persistent AF
[3], but with considerable post-ablation recurrence leading
to high rates of redo ablations that reach to 40% [3,4]. Re-
cent studies demonstrate the efficacy of using LA shape as
a predictor for AF recurrence after catheter ablation [5–7].
However, such studies rely heavily on patient-specific LA
shape representation that entails a time-consuming, expert-
driven, expensive, irreproducible, and error-prone work-
flow of segmenting patient’s LA from cardiac MRI vol-
umes followed by a processing pipeline of shape regis-
tration and dense placement of corresponding landmarks,
which requires significant amount of human resources and
anatomy-specific expertise.
Landmarks are the most popular choice as a light-
weight and general shape representation suitable for sta-
tistical analysis and visual communication of the results
[8]. Landmarks should be defined consistently within
a population to refer to the same, i.e., corresponding,
anatomical position on every shape instance, resulting
in correspondence-based models —aka point distribution
models (PDMs). Such models and derived population-
level statistics play an important role in ablation guidance,
fibrosis quantification, and biophysical modeling in AF pa-
tients [1, 3, 9]. Furthermore, these models are useful in de-
riving shape-driven LA segmentation methods to account
for misleading imaging information [10]. Nonetheless,
PDM generation state-of-the-art methods (e.g., [11–13])
rely on manual segmentations and a subsequent heavy pre-
processing of shape registration and correspondence opti-
mization (and associated algorithmic parameters tuning).
Recently, deep networks have found many uses in med-
ical image analysis. Their natural ability to learn complex
functions makes them ideal for more complex computer-
aided tasks such as automatic segmentation [14] and land-
mark detection [15]. In this paper, we propose an au-
tomated approach that rely on deep networks to gener-
ate a patient-specific landmark-based anatomy representa-
tion directly from 3D cardiac MRI, hence, negating any
need for manual pre-processing and segmentation. How-
ever, a deep network cannot be viably trained with lim-
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ited training samples —a typical situation in this appli-
cation and in many similar medical imaging applications.
To mitigate this problem, we propose a novel data aug-
mentation scheme that generates more statistically feasi-
ble data, and hence enable training the deep network while
reducing the associated risk of overfitting. We compare
the efficacy of the proposed method with the state-of-the-
art correspondence-based shape modeling, which requires
segmentation and correspondence optimization, in terms
of correspondence-level error and difference in AF recur-
rence prediction. Results show statistical equivalence. As
the proposed method is based on learning shape descrip-
tors from images, hence, the method has been leveraged
for automatic LA segmentation with promising results.
2. Methods
Figure 2 shows the workflow of the proposed method, as
compared to the standard workflow, including model train-
ing and the usage of the trained network for new images.
Data augmentation: We use a population of 207 MRI
scans of LA of AF patients (original data), and these
are not enough to train a deep network with, given the
high dimensionality of such images (and their respective
LA shapes). We propose the following data augmentation
scheme. We first compute the PDM of the original data us-
ing ShapeWorks [11] software. Then, we perform principal
components analysis (PCA) on the original data, which re-
duces the dimension of each sample from thousands of 3D
points to 15 PCA loadings (dominant modes that capture
95% of shape variability). This PCA subspace represents a
multivariate Gaussian that describes the shape variations in
the given population. Further, this subspace parameterizes
the data distribution, enabling generating thousands shape
samples that respect the population-level statistics. To ob-
tain the corresponding MRI image of a generated shape
sample, we find the nearest neighbor to the generated sam-
ple from the original data and use the correspondences as
landmarks, to perform thin plate spline (TPS) warp [16].
The LA structure exhibits a natural clustering in the shape
space due to the variability of pulmonary veins arrange-
ments [17]. To account for such variability, we model LA
shapes as a multi-modal Gaussian distribution in the PCA
subspace, with 3 components yielding the best Bayesian
information criterion (BIC). The method is pictorially de-
picted in Figure 1. In our experiments, we used 175 sam-
ples out of 207 to use for data augmentation, and the rest
is set aside for deep network testing (as unseen samples).
Network architecture and training: To predict/estimate
the shape descriptor in the form of 15 PCA loadings di-
rectly from the 3D MRI scans, we use a deep convolution
neural network (CNN) [18] that uses the L2 loss function
for optimization. We train the network for 240 epochs us-
ing Adagrad optimizer in Tensorflow. We use 5000 train-
Figure 1. Pictorial representation of the data augmenta-
tion scheme, we use GMM to find pdf in PCA subspace
and then use each Gaussian component to generate new
samples.
ing samples generated from the three mixture components
as described in the data augmentation scheme.
AF prediction: AF recurrence has been hypothesized
to be dependent on shape descriptors such PCA loadings
[1]. We hypothesize that the PCA loadings predicted us-
ing the proposed deep network are equivalent to the ones
from the state-of-the-art pipeline with regards to AF recur-
rence prediction. Hence, we train a multi-layer perceptron
(MLP) using the PCA loadings of the original 175 data
derived from ShapeWorks correspondences, and their AF
recurrence data (binary variable). The trained MLP pre-
dicts the AF recurrence probability that can be compared
using the PCA loadings computed using the deep network
and through the standard state-of-the-art PDM model.
Figure 2. A pictorial representation of the existing stan-
dard shape modeling pipeline and the proposed pipeline.
The blue-shaded pipeline requires manual pre-processing
and segmentation for every new data to be processed. In
contrast, once the network is trained, the proposed method
(shaded in orange) is fully automatic.
3. Results
We use the PDM on 207 MRI’s as our base data, of
which 175 are used for data augmentation and hence, in-
fluenced the network training. The remaining 32 are called
the cross-validation data that is used for several validation
scenarios as detailed in the following.
PCA loadings and correspondence estimation: To
serve as an automated surrogate to the standard work-
flow, the proposed method needs to produce valid patient-
specific correspondence model. We validate this assess-
ment using three different aspects. The network produces
the output in form of PCA loadings, hence, we first com-
pare these estimated PCA loadings with those given by the
PDM, i.e., the ground truth. As these are multivariate data,
we use Hotelling T 2 statistic to identify if the differences
were statistically significant. We obtain the statistic to be
11.1 with 78% confidence (97% for 175 data used for train-
ing and 74% for the data used for cross-validation).
To evaluate the efficacy of the network to provide load-
ings that correctly reconstruct the patient-specific corre-
spondence model, we reconstruct the correspondences pro-
duced through the network and compare it with the ground
truth correspondences. Boxplots in Figure 3 show the per-
point per-shape error in millimeters (mm) for all training,
validation, testing and cross-validation data (called “un-
seen” in the figure). The errors for all but the unseen data
are less than the voxel spacing of the images (2 mm) in
average, and thereby achieving sub-voxel accuracy.
To evaluate the use of the proposed method as a possi-
ble automatic segmentation method or as an approximate
driver towards LA segmentation, we use the meshes gener-
ated from the reconstructed correspondences, and we com-
pare them with the original ground truth segmentations.
For the validation metric, we use surface-to-surface dis-
tance between the reconstructed meshes and the original
ones. In Figure 4, we observe that the largest surface-to-
surface distances are concentrated in the pulmonary veins,
but the piece-wise continuous regions of the LA anatomy
are reconstruction with relatively minimal error. We also
observe the degrading image quality from top to bottom
in Figure 4 and the increase in the associated error. It
is worth emphasizing that no pre-processing is performed
when feeding these images to train the deep network.
AF recurrence prediction: The deep network should
estimate shape parameters that subsequently can predict
accurate outcome analysis (AF recurrence prediction in
our case). To assess this aspect, we test for equivalence
between the AF recurrence probabilities predicted by the
PCA loadings from the PDM and that from the deep net-
work using the two one-sided test (TOST) [19]. We find
the recurrence predicted by deep network and ground truth
PCA loadings to be equivalent with a confidence of 90%
with the mean difference bounds of ±0.06. We also report
Figure 3. (Top) Box plots of per-point per-shape er-
ror in millimeters between the reconstructed correspon-
dences produced through deep network, and, the ground
truth correspondences. (Bottom) Difference between the
recurrence probabilities from ground truth PCA loadings
and the network produced PCA loadings, “seen” data is
the original data used for PDM generation and “unseen” is
again the cross-validation data.
the error between both predictions in a boxplot as shown
in Figure 3.
4. Conclusion
We proposed a pre-processing-free method for LA
shape analysis and demonstrated its usability in predicting
AF recurrence. We compared this method with the stan-
dard state-of-the-art shape analysis workflow, which re-
quires significant human supervision and anatomy-specific
expertise, and found the results to be statistically compa-
rable. The proposed method directly uses images and it
is also shown to be a viable option for automatic LA seg-
mentation. Errors of the method can be attributed to the
huge variability in image intensities arising from different
scanners and acquisition protocols. We believe that using
an improved data augmentation method that takes into ac-
count the intensity variability and shape statistics of the
data will improve the network generalization.
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Figure 4. This figure shows three different scans from
the cross-validation data. Each row has the image and it’s
ground truth segmentation, and it also has a mesh surface
with a surface to surface error heatmap (between ground
truth segmentations and the reconstructed meshes using
the network) overlay. From top to bottom we see images of
degrading quality as well as the drastic shape differences
in the LA surface meshes.
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