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数を表している．すべてのクラスの出現確率が等しい，すなわちP (Ck) = 1/Kと考える．
また，事前分布 p(x)は kによらず一定なので定数であると仮定する．すると式 (2.1)にお
















































































ステップ 2 データと現在のパラメータから式 (2.8)によって γ(znk)を求める．
ステップ 3 現在の γ(znk)と式 (2.6)，(2.9)，(2.10)からパラメータを再計算する．
ステップ 4 対数尤度の収束を判定し，収束なら停止，収束しなければステップ 2に戻る．
2.4 2次元ヒストグラム
本論文では 2次元ヒストグラムと呼ばれる特徴量を用いて認識を行う．図 2.1のような
画像から輪郭線を抽出し図 2.2のような画像を得る．ここで各黒画素の座標系 (x, y)を黒
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画素の重心 (xc, yc)を原点とした極座標系 (r, θ)に変換する．ここで
r =
√

















この rを (0, 0.1, 0.2 . . . , 0.9)の 10段階に丸め，同様に θを (0◦, 36◦, 72◦ . . . , 324◦)の 10段階
に丸めることによって，動径方向と角度方向で区切り，ヒストグラム化する．



























3.2.1 Canny edge detectionによる画像の輪郭線抽出
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−1 0 1−2 0 2
−1 0 1
 , Gy =
−1 −2 −10 0 0
1 2 1
 (3.2)
ここで全体の勾配 G とその方向 θ を次のように定義する．ただし θ は 4 段階











注目ピクセルとその θ方向の両側のピクセル（θ = 0◦なら左右，θ = 45◦なら左下
と右上，θ = 90◦なら上下，θ = 135◦なら左上と右下）のGを比較し最大のもの以
外を 0とする．
4 ヒステリシス閾値処理
閾値 hと lを設定する (h > l)．Gが閾値 hを上回ったピクセルはエッジとして採用
























ステップ 1 各ピクセル xiに対してランダムにクラスタを割り振る．







ステップ 3 各ピクセル xiに対して各クラスタとの距離を調べ，xiを最も近いクラスタに
所属させる．
ステップ 4 ステップ２とステップ 3をクラスタの変更がなくなるまで繰り返す．
ここで xiは各ピクセルに対応するベクトルで (R,G,B)の 3つの次元を持つ．Vjは各クラ







合を考える．図 3.3の x1, x2は各曲線の横方向の大きさ y1, y2は縦方向の大きさ，xc, ycは
2つの曲線の重心の縦方向と横方向の座標の差分を示している．次のような２つの基準を
満たす曲線と曲線同士の組み合わせ画像を考慮しないことで計算量を抑える．
基準１ x1 × y1または x2 × y2が画像の画素数の 1万分の一以下のとき






うな 3パターンの画像が作成できる．同様に 1つの曲線を選択した場合，図 3.7のような
3パターンの画像が作成される．
3.3 曲線同士の組み合わせ画像作成 17


















図 3.8: 情景画像中の文字認識の概略 左のような輪郭画像から輪郭同士の組み合わせ画像
を作成し右のように認識を行う




























































文字として出力 文字として出力しない 文字として出力 文字として出力しない
図 4.1: 複数の認識結果の和をとる認識手法の決定木　 xColor，xCannyは共通する領域を
持つ 2つの曲線












































































































































認識結果 True positive(Tp) False positive(Fp)



















向 10次元×角度方向 10次元の 2次元ヒストグラムに変換したものである．混合ガウス
分布のコンポーネント数は全字種で２とした．閾値の学習データは尤度関数の学習に用い
たのと同様のフォントデータと ICDAR2003 test dataset[15]から選んだ 5枚の画像から出























法２の 2つの輪郭抽出法の和 (閾値 h)の結果は手法４の提案手法の閾値 hk以下 lk以上の
事後確率を有する共通した領域を持つ曲線の組み合わせ画像 xCannyと xColorに対する操
作を行わなかった場合と解釈できる．この 2つの結果を比較すると多くの画像に対して提

















る．図 5.13内の赤枠で示される認識結果のAはCanny edge detectionと類似色による輪
郭抽出のAの輪郭線を正しく対応させた時の結果ではなく，類似色による輪郭抽出の A




抽出のAの輪郭に対する g(Ck|xColor,xCanny;w1, w2)の値が下がり Canny edge detection
のEとAと類似色による輪郭抽出のAに対する g(Ck|xColor,xCanny;w1, w2)の結果が優先
されてしまうこととなったためである．この結果同じ曲線に対する認識は行はないという





ICDAR2003 test datasetの画像 30枚に対して認識実験を行った．Fmeasureを評価基
準として用いて提案手法が認識精度がよくかつ認識ミスが少ないことを示した．
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図 5.1: テスト画像ごとの Fmeasureの値　手法４の提案手法と手法１の単一の輪郭抽出
法による認識との比較，最も右の項目が 30枚の画像の平均値を表している













図 5.7: 2つの輪郭抽出の和の認識結果 (閾値
hの場合)










図 5.12: 重み付き識別器による認識　重みw1w2=(0.1,0.9)閾値 lの認識失敗例
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