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An attempt to ascertain reasons of the quantum logic efficiency was made. To do this, we reduce the complete
set of elementary quantum logic operations to the classical one via taking the semi-classical limit (dequanti-
zation). We estimate the amount of information loss for any element of the set and obtain general expression
for the loss estimation of any quantum algorithm under dequantization. We demonstrate the technique on
quantum discrete fast Fourier transform and Grover search algorithms.
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1. INTRODUCTION
The problem of quantum computer construction is of current importance in modern
physics. The interest in it is caused by the significant gap in calculation with quan-
tum algorithms, such as (but not only) Grover search and Shor’s factoring, instead of
their classical analogues. But why is quantum calculation more efficient compared to
the classical one? The wide-spread answer is: the speed-up is based on the quantum
parallelism and, probably, on entanglement. However this is only the qualitative ex-
planation, and it seems reasonable to try to explain the gap from the basic principles of
quantum and classical computation. To do this, formal rules of quantum and classical
logics should be stated, since any computation may be interpreted as construction of
some logical expression from the elementary ones. These rules were formulated by G.
Birkhoff and J. von Neumann in their paper [Birkhoff and Neumann 1936].
Since then a lot has been done in this sphere; one can find an overview in
[Papaikolaou 2005; Chiara and Giuntini 2001]. Some possible quantum computa-
tional structures are presented in [M.L.D. Chiara and Leporini 2003]. On the investi-
gations in the algebraic structure of logic within the framework of non-commutative
geometry involving Baire*-algebras one can read [Marchetti and Rubele 2007]. In
[D. Lehmann and Gabbay 2006] the so-called measurement algebras, the formalism
of which is weaker than that of Hilbert spaces, are being explored. Characterization
of the orthomodular lattices via the Sasaki projection one can find in [Brunet 2005].
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Papers [Svozil 2008; Domenech and Freytes 2005] are devoted to the analysis of
contexts, i.e. the maximal sets of commuting logic statements. Different approaches in
formal representation and formalism initiation for quantum logic (QL) are being ex-
plored. Investigations in categorical QL one can find in [Abramsky and Duncan 2006]
or in [19th IEEE conference on Logic in Computer Science (LiCS’04) 2004]. On
the measurement-based QL and computation, which are strongly connected
to projective operators logic representation [Neumann 1932], one can read in
[Battilotti and Zizzi 2004; Nest and Briegel 2008], where the first one is devoted to
the “reversible measurement” – a hypothetical operation allowing to “look inside” the
quantum computation, and the second one describes measurement-based computation
on graph states. Paper [Ying 2005] develops a theory of finite automata based on QL.
In [Garola 2005] author interprets QL as a language of “pragmatically” decidable
assertive formulas, thus formalizing statements about physical quantum systems.
In [Lehmann 2008] one can find QL representation based on the alternative set of
logic operations. In [Tonder 2004] author expands the λ-calculus on quantum com-
putation. For some extensions of QL one can look in such issues as [Isham 1995;
Zizzi 2007; G. Domenech and Ronde 2006; G. Domenech and Ronde 2008]. For
the computational complexity in quantum and classical logic (CL) calculus
one can look in [15th IEEE Conf. Computational Complexity 2000] or others
[A. Berthiaume and Laplante 2001; Mora and Briegel 2005; C. Mora and Kraus 2007;
Gacs 2001]. Attempts in bridging semantic space and QL one can find in such issues
as [P.D. Bruza and Woods 2006]. Quantum language investigation was made in
[Garola 2008]. Based on these and not only publications we conclude that investiga-
tions in logic (especially the quantum one) are rather actual and are interconnected
with different spheres of research.
From the calculation gap one may assume that QL is much more efficient than the
CL. Such an assumption is confirmed by the fact that the algebraic structure of QL
is constructed with the help of weaker conditions than that of CL, thus allowing a
wider class of operations to be processed. Here we interpret efficiency in the computa-
tional complexity sense, i.e. as the number of elementary logical operations necessary
to execute some algorithm.
The aim of the paper is to try to ascertain reasons of the QL efficiency and con-
sequently to give a quantitative, but not the qualitative (which is mentioned above)
explanation of the gap. The main motivation for our research is that the existing ap-
proaches and techniques can not completely explain the efficiency gap. Till now there
is no complete theory of the classical and quantum complexity classes and of interre-
lations between them. We hope that the approach presented in the manuscript might
be helpful in this challenging problem.
In our research we dequantize QL, i.e. show how elementary QL operations reduce to
the classical ones under taking the semi-classical limit ~→ 0. It was done via the pro-
jective operator representation of QL [Neumann 1932]. Based on it we estimate the
amount of information loss during such a logic reduction, thus shedding some light
on the loss of logic efficiency and on the gap problem itself. To do this, we used von
Neumann and Shannon entropies for the quantum and dequantized logic gates re-
spectively.
Estimation of the information difference in QL and CL can be made
with the help of the well-known Kolmogorov complexity or with quan-
tum complexities, see [15th IEEE Conf. Computational Complexity 2000;
A. Berthiaume and Laplante 2001; Mora and Briegel 2005]. Some common properties
of them and their possible applications one can find in [C. Mora and Kraus 2007]. As
an alternative, algorithmic entropies can be applied, see [Gacs 2001] for details.
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Our method, having much in common with the Kolmogorov complexity, differs a bit.
We try to estimate the information loss of every elementary logic operation during
reduction of QL to CL, and then generalize to the arbitrary calculation. Such an ap-
proach allows to estimate the contribution to the quantum (classical) calculation of any
subspace (domain) of Hilbert (phase) spaces correspondingly.
In [G. Domenech and Massri 2010; F. Holik and Ciancaglini 2012] one can find an
extension of QL proposed in [Birkhoff and Neumann 1936]. Compared to the papers,
here we provide dequantization of the complete set of logic operations. To do this, we
use path integral formalism together with von Neumann and Shannon entropy defini-
tions. It allows to estimate the information loss of any quantum algorithm under the
dequantization. Compared to [Alvarez 2010], we go further and formalize the approach
for any logic gate.
The interrelation between abelian QL subalgebras and CL algebra one can find in
[Benadives 2011]. In [Ellerman 2012] some aspects of dequantization of measurement
and of entanglement, which is noted as lifting, were considered with the help of logic
entropy. Compared to the papers, we consider dequantization of any QL statement
using von Neumann and Shannon entropy definitions. We demonstrate that the non-
commuting propositions play significant role in QL efficiency.
The method we propose estimates the amount of dequantization information loss
(DIL) at every elementary logical operation, but not at the register itself. Efficiency in
its common sense is invariant under dequantization: the amount of elementary logical
operations does not change while taking the limit ~→ 0.
As the next step we develop the general scheme of DIL estimation for any QL propo-
sition.
Finally, we exemplify the obtained results with the dequantization and DIL
estimation of quantum discrete fast Fourier transform (FFTQ) and Grover
search (GrQ) algorithms. As it was demonstrated in [G. Litvinov and Shpiz 2002;
T. Yajima and Asano 2006], FFTQ transforms into the Legendre transform under the
dequantization. It indicates that the dequantized algorithm might change the task it
solves.
We stress that ourmethod does not allow to compare the quantum and classical algo-
rithms directly. It estimates the amount of information being lost with every quantum
logic proposition under the dequantization only.
Sections 2 and 3 are devoted to introduction to the CL and QL formalisms
correspondingly; for details see the original papers [Birkhoff and Neumann 1936;
Neumann 1932]. Dequantization of QL operations one can find in Section 4. Estima-
tion of the information loss during the transition from QL to CL is presented in Section
5. We prove the theorem which is necessary for the application of the technique to any
quantum algorithm in Section 6. Examples of how the scheme works on FFTQ and
GrQ are given in Section 7. Discussion of the obtained results, their relation to other
approaches and open questions one can find in Section 8.
2. CLASSICAL LOGIC
Let ΓS be the phase space describing physical system S in some state λ. The state
corresponds to some domain in ΓS and is characterized by the characteristic function
χλ which is defined on ΓS . The statement “S possesses physical property λ”, or “S is in
the state λ”, will be true for those domains in ΓS where χλ = 1 and false where χλ = 0.
Such characteristic functions may be used to define formal rules and elemen-
tary operations of CL on ΓS . One can provide this describing conjunction, im-
plication and negation in terms of the phase space subsets, as it was shown in
[Birkhoff and Neumann 1936].
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Conjunction ∧ is defined as
χ∧ = χλ ∧ χµ = χλχµ (1)
and describes the intersection subset.
Implication ≤ is defined as
χλ ≤ χµ : χλ ∧ χµ = χλ (2)
and corresponds to rules of the subset inclusion; this operation initiates statement
ordering.
Negation ¬
χ¬λ = 1− χλ (3)
is equivalent to transition to the complementing subset.
Also the operation of disjunction ∨ may be introduced. However, as ∨ can be ex-
pressed in terms of preliminary operations
χ∨ = χλ + χµ − χλχµ, (4)
it is not of great importance in the following.
3. QUANTUM LOGIC
LetHS be the Hilbert space of physical system S. Let S be in the state |ζ〉. Then for any
statement about some property λ of S there exists projective operator Pλ projecting
its state onto the corresponding subspace of HS . In other words, the statement “S
possesses physical property λ” will be true if Pλ|ζ〉 6= 0, and false if Pλ|ζ〉 = 0.
The projective operators on HS have much in common with the characteristic func-
tions on ΓS . However, there are some significant differences: Pλ defines some subspace
in HS , while χλ defines some domain in ΓS ; two projective operators do not commute
in general, but any two characteristic functions do.
At first, let define quantum logical operations for commuting projectors.
Conjunction ∧ is defined as
P∧|ζ〉 = (Pλ ∧ Pµ) |ζ〉 = PλPµ|ζ〉 = PµPλ|ζ〉, (5)
and describes the intersection of subspaces of commuting operators.
Implication ≤ is defined as
Pλ ≤ Pµ : (Pλ ∧ Pµ) |ζ〉 = Pλ|ζ〉 ∀ |ζ〉 (6)
and corresponds to the subspace inclusion. It initiates the statement ordering similarly
to its classical analog. The similar definition will also hold true for non-commuting
projectors.
Negation ¬ (complementation) is defined as
P¬λ|ζ〉 = (I− Pλ) |ζ〉, (7)
where I is the unit operator. This operation is equivalent to transition to the orthogonal
subspace.
Conjunction in case of non-commuting operators we define as (see [Svozil 2008], ta-
ble IV)
P∧|ζ〉 = (Pλ ∧ Pµ) |ζ〉 = lim
n→∞
(PλPµ)
n |ζ〉. (8)
Such a definition is necessary since conjunction leaves the statement belonging to both
subspaces only, which are determined by Pλ and Pµ (see [Svozil 2008] for details). One
can easily verify that such a definition ensures that conjunction is a projective operator,
i.e. P2∧ = P∧. Obviously, if PλPµ = PµPλ, then (8) transforms into (5).
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Similarly to the CL case, disjunction may be expressed in terms of the previously
defined operations
P∨|ζ〉 = (Pλ + Pµ − Pλ ∧ Pµ) |ζ〉 (9)
and thus is not needed in the following.
4. QUANTUM LOGIC DEQUANTIZATION
Let |ζ〉 be any state in Hilbert space HS of the physical system S. Projective operator
Pλ projects the state onto some subspace in HS . Within the path integral formalism it
can be written as
Pλ|ζ〉 = |λ〉〈λ|ζ〉 =
∫
DxDpxeiSλ[x]/~
∫
DyDpyeiSλ→ζ [y]/~, (10)
where integration is made over all phase space trajectories possible. Here Sλ[x] is the
action describing transition to the state |λ〉 (that is underlined with a subscript λ)
along the fixed phase trajectory x, and Sλ→ζ [y] describes transition |λ〉 → |ζ〉 (that is
underlined with a subscript λ→ζ ) along the fixed phase trajectory y.
Such a representation of projective operator has much in common with symbol of
operator. It interconnects Pλ (operator) defined in Hilbert space to the action (symbol
of operator) defined in phase space.
Taking the limit ~ → 0 one results in classical action. Path integrals extinct when
taking the limit because of fast oscillating exponents, and only trajectories for which
action has the extremum survive. It gives
lim
~→0
~
i
ln
∫
DxDpxeiSλ[x]/~
∫
DyDpyeiSλ→ζ[y]/~ ={
Sλ[x] + Sλ→ζ [y], δSλ[x] = δSλ→ζ [y] = 0
0, δSλ[x] 6= 0 or δSλ→ζ [y] 6= 0 ,
where δ is variation. So one obtains that
lim
~→0
~
i
ln Pλ|ζ〉 = (Sλ[x] + Sλ→ζ [y])χλ,
where
χλ =
{
1, δSλ[x] = δSλ→ζ [y] = 0
0, δSλ[x] 6= 0 or δSλ→ζ [y] 6= 0 ,
or in the compact form
Pλ|ζ〉 ~→099K χλ. (11)
Expression (11) defines the transition from projective operator Pλ to some characteris-
tic function χλ. The notation χλ is used because |ζ〉 is any vector from HS and so there
is no need in the subscript ζ . This function defines the classical action that describes
transition of S from the state with some physical property λ to the state with the prop-
erty ζ. As one can see, χλ vanishes only for those regions of the phase space where
δ (Sλ[x] + Sλ→ζ [y]) 6= 0.
At first QL operations for commuting projectors will be considered.
Conjunction of two commuting operators
(Pλ ∧ Pµ) |ζ〉 = |λ〉〈λ|µ〉〈µ|ζ〉
after taking the limit ~→ 0 (11) transforms as
(Pλ ∧ Pµ) |ζ〉 ~→099K χλχµ, (12)
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that corresponds to the classical conjunction (1).
Negation (7) can be written as
P¬λ|ζ〉 = (I− Pλ) |ζ〉 =
(∫ +∞
−∞
|µ〉〈µ|dµ − |λ〉〈λ|
)
|ζ〉,
thus giving the equivalent classical expression (3)
P¬λ|ζ〉 ~→099K 1− χλ. (13)
Now we will consider the conjunction of non-commuting operators. Such a situation
is more complicated because of appearance of the commutator in expressions. Dequan-
tization will consist of two steps: at first any power of product of two non-commuting
projective operators will be considered, and only then their conjunction will be dequan-
tized.
Let Pλ, Pµ be two non-commuting projective operators such that
PλPµ − PµPλ = i~Π, (14)
where Π is hermitian. Using
∀ k > 0 Pkλ = Pλ, Pkµ = Pµ,
one obtains that ∀n > 0
(PλPµ)
n
= (PλPµ)
n−1
(PµPλ + i~Π) = (PλPµ)
n−1
(Pλ + i~Π) = · · · = PλPµ (Pλ + i~Π)n−1 ,
where n is integer. From the following
∀ k ≥ 0
{
Pλ (i~Π)
2k
= (i~Π)
2k
Pλ
Pλ (i~Π)
2k+1
= (i~Π)
2k+1
(I− Pλ)
,
one obtains then
∀ k ≥ 0 (Pλ + i~Π)2k =
[
Pλ + (i~Π)
2 + i~Π
]k
=
k∑
s=0
k!
(k − s)!s!
[
Pλ + (i~Π)
2
]s
(i~Π)k−s
=
k∑
s=0
k!
(k − s)!s!
[
Pλ
s∑
l=0
s!
(s− l)!l! (i~Π)
2(s−l) + (I− Pλ) (i~Π)2s
]
(i~Π)k−s
= Pλ
[
I + (i~Π)2 + i~Π
]k
+ (I− Pλ) (i~Π)k (I + i~Π)k = Pλ (I + α)k + (I− Pλ)αk,
where α = i~Π(I + i~Π), and finally results in
∀n > 0 (PλPµ)n =
{
β (I + α)
k
+ Pλi~Πα
k, n = 2k + 1
β
[
(I + α)
k
+ i~Παk
]
+ γ k, n = 2(k + 1)
, (15)
where β = PµPλ + (I− Pλ) i~Π and γ k = Pλ (i~Π)2 (I + α)k. It gives
∀n > 0 lim
~→0
(PλPµ)
n
= lim
~→0
PµPλ. (16)
Using (11) and (16) one gets
lim
~→0
~
i
ln (Pλ ∧ Pµ) |ζ〉 = lim
~→0
~
i
ln (PµPλ) |ζ〉 = Sµ+Sµ→λ+Sλ→ζ = Sλ+Sλ→µ+Sµ→ζ , (17)
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for which the following variations are true:
δSµ = δSµ→λ = δSλ→ζ = 0,
δSλ = δSλ→µ = δSµ→ζ = 0.
Expression (17) determines conjunction dequantization for the non-commuting projec-
tors.
Implication (6) by using the previous result also transforms into the classical one
(2):
Pλ ≤ Pµ ~→099K χλ ≤ χµ (18)
5. DEQUANTIZATION INFORMATION LOSS ESTIMATION
Suppose that S is in the pure quantum state |ζ〉. Von Neumann entropy of the state
HQ
HQ (|ζ〉) = −Tr ρ ln ρ = 0. (19)
Here ρ = |ζ〉〈ζ| is the density matrix of the system.
After dequantization the description of S is denoted with the corresponding charac-
teristic function χλ, see (11), that splits the phase space ΓS into two domains. So, S
can be characterized with Shannon entropy HC
HC (χλ) = −φλ lnφλ − (1− φλ) ln (1− φλ) , φλ =
∫
χλdΓ∫
dΓ
. (20)
In the following the argument of HC may be denoted with the characteristic function
or the projectors corresponding to it with no change in the expression meaning.
Thus after dequantization entropy depends on how χλ splits ΓS . It is nonzero except
when φλ = 0 or φλ = 1. As it can be noticed, the entropy is upper bounded, i.e.
∀λ HC (χλ) ≤ ln 2. (21)
The existence of the upper bound means that some quantum states after the dequan-
tization lose all quantum correlations causing the maximal information loss possible.
Any logic statement consisting of commuting projectors is equivalent to some projec-
tor. Consequently, any pure quantum state under the statement transforms to another
pure state leaving von Neumann entropy HQ unchanged. However, after statement
dequantization the entropy will change because of re-splitting ΓS . To show this, the
entropy of dequantized logic operations should be explored.
Conjunction entropy of commuting projectors after taking the limit ~ → 0 (12) is
defined as
HC (χ∧) = −φ∧ lnφ∧ − (1− φ∧) ln (1− φ∧) ≤ HC (χλ) +HC (χµ) , φ∧ =
∫
χλχµdΓ∫
dΓ
.(22)
For the quantum negation entropy after dequantization (13) one receives
HC (χ¬λ) = HC (1− χλ) = HC (χλ) . (23)
Expression (23) means that because of the symmetry of (20) negation does not change
entropy in statement even after the dequantization.
For the implication of commuting projectors one gets that, according to (2) and (6),
after the logic conversion (18) entropy will have the following property:
Pλ ≤ Pµ ⇒ HC (χ∧) = HC (χλ) , (24)
where χ∧ = χλχµ.
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As before, in case of non-commuting projectors it is enough to consider entropy of
the corresponding conjunction (8) after the logic conversion (17).
Let Pλ, Pµ be two non-commuting projectors satisfying (14). The initial state |ζ〉 of
the system can be expanded into series by the eigenstates of commutator Π:
|ζ〉 =
dimΠ∑
pi
ζpi|pi〉, Π|pi〉 = pi|pi〉.
Terms containing nonzero powers of Π will vanish in accordance with (15) while tak-
ing the limit ~ → 0 in conjunction (8). Thus density matrix ρ should be traced over
the eigenstates of Π. Under this averaging pure state transforms into the mixture for
which the von Neumann entropy is nonzero:
HQ (|ζ〉)→ HQ (ρΠ) = −TrρΠ ln ρΠ = −
dimΠ∑
pi
|ζpi|2 ln |ζpi |2 ≤ ln dimΠ. (25)
Here ρΠ = TrΠ|ζ〉〈ζ|.
In addition, the contribution of every eigenstate |pi〉 from the mixture ρΠ to the whole
entropy should be included. Any such term is expressed similarly to (20)
HC
(
χ∧Π|pi
)
= −φ∧|pi lnφ∧|pi −
(
1− φ∧|pi
)
ln
(
1− φ∧|pi
)
, φ∧|pi =
∫
χλχµdΓ|pi∫
dΓ|pi
, (26)
where χ∧Π is the characteristic function corresponding to the conjunction of our projec-
tors. Here and in the following symbol |pi means that the transition starting from the
state |λ〉 or |µ〉 results in the corresponding state |pi〉 but not in |ζ〉 as before, see (10).
Summarizing, the whole entropy for the dequantized conjunction of two non-
commuting projectors is
HC (χ∧Π) = HQ (ρΠ) +
dimΠ∑
pi
|ζpi |2HC
(
χ∧Π|pi
)
. (27)
As one can see, (22) is easily obtained via formal setting dimΠ = 1 in (27). The upper
bound of HC (χ∧Π), see (21) and (25), is
HC (χ∧Π) ≤ ln dimΠ+ ln 2. (28)
Implication of the non-commuting operators is similar to the previous analysis (24).
The only difference is that the non-commuting conjunction entropy (27) should be used,
i.e.
Pλ ≤ Pµ ⇒ HC (χ∧Π) = HC (χλ) , (29)
where projectors satisfy (14). However, this is the generalization of (24); the latter is
obtained by setting dimΠ = 1 in (29) as we did it before.
The obtained results define the entropy increase for any elementary logical state-
ments under the logic conversion. Such elementary statements are atomic, and thus
are equivalent to the one-qubit register. But for the complete analysis of the informa-
tion gap registers of arbitrary length should be observed.
Let |ζ〉⊗NI be an NI-qubit register. Any calculation with it is equivalent to construc-
tion of some logical expression EI from the elementary logical operations defined on
projectors. Suppose that EI has no implications inside (that’s underlined with index I)
and consists of nI negations ¬ and cI conjunctions ∧. The following expression
NI ≤ nI + cI
Journal of the ACM, Vol. V, No. N, Article A, Publication date: January YYYY.
Quantum Logic Dequantization: Information Loss A:9
must be true since else such a coding can be applied where NI − nI − cI qubits will be
obsolete.
Conjunctions cI are defined on the non-commuting projectors in general. Thus one
has to include all commutator (14) contributions while estimating the entropy. After
neglecting the first such commutator all subsequent elementary statements will oper-
ate on the mixture but not on the pure state. However, as negation does not influence
the entropy, the conjunctions operating on the mixture should be observed only.
Suppose that the expression EI,Π2Π1 consists of two conjunctions characterized with
commutators Π1 (corresponds to the first calculated conjunction) and Π2 (the second
one). After dequantization entropy of the expression will be
HC (EI,Π2Π1 |ζ〉) = HC
(
χ∧Π1
)
+
dimΠ1∑
pi1
|ζpi1 |2HC
(
χ∧Π2 |pi1
)
.
In general, for EI on the register |ζ〉⊗NI the whole entropy will be estimated by recur-
rent formula
HC
(
EI|ζ〉⊗NI
)
=
qI∑
i=1
HC (χλi) +HC
(
χ∧Π1
)
+
dimΠ1∑
pi1
|ζpi1 |2HC
(
χ∧Π2 |pi1
)
. (30)
Here qI is the number of qubits equipped in no conjunction. Using (21) and (28), one
may obtain the upper bound for the entropy:
HC
(
EI|ζ〉⊗NI
) ≤ (qI + cI) ln 2 + cI∑
k=1
ln dimΠk. (31)
To estimate the entropy of the general expression one must count over all impli-
cations made during the calculation. It means that for an expression E containing
subexpressions {EI}I on the register |ζ〉⊗N the entropy HC
(
E|ζ〉⊗N ) must consist of
contributions from all the subexpressions.
Expression (30) estimates the amount of information being lost by quantum algo-
rithm, which is encoded with EI, under dequantization. It implies that at least the
description of the DIL requires the additional memory of the HC
(
EI|ζ〉⊗NI
)
size which
is upper bounded with (31). At the same time, such a description requires at least
the same increase of amount of elementary logical steps (by one per each additional
memory cell to write it down). Finally we would like to summarize the following: any
quantum algorithm under dequantization keeps the number of elementary logical op-
erations the same with no change in efficiency in its common sense; but the description
of its DIL requires additional memory and, consequently, time (measured in the num-
ber of elementary logical steps). The question how to interrelate both the efficiencies
is open.
6. CONJUNCTION THEOREM
Now we are almost ready to verify our approach on real algorithms. However, any
quantum algorithm, to be the computable one in finite time, should not contain the con-
junction of non-commuting projectors since it requires an infinite time for its construc-
tion, see (8). The algorithm should use the finite products of non-commuting projectors
instead. So there is a need in setting an interrelation between the non-commuting con-
junction and the finite product of the non-commuting projectors. We provide this with
the help of the following theorem.
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THEOREM 6.1 (CONJUNCTION THEOREM). Let Pλ,Pµ be any two projective opera-
tors such that [Pλ,Pµ] = i~Π, P∧ = Pλ ∧ Pµ. Then
∀ k > 0, HC
(
(PλPµ)
k)
= HC (P∧) . (32)
PROOF. From (8) one can write
(PλPµ)
k
P∧ = P∧ (PλPµ)
k
= P∧. (33)
As it follows from (8), P2∧ = P∧, i.e. it is a projective operator. This is not true for
the product (PλPµ)
k
, since Pλ and Pµ do not commute. But, such the product defines
some Hilbert subspace, and therefore (33) is the common implication for commuting
operators, see (6). Then, using (24) finally we result in (32).
7. EXAMPLES
Let us introduce some notations before we proceed. At first we define the following
projectors:
Pz = |z〉〈z|, P¬z = I− Pz, |z〉 : σz |z〉 = |z〉,
Px = |x〉〈x|, P¬x = I− Px, |x〉 : σx|x〉 = |x〉,
where I is the unit operator, and σz , σx are the corresponding Pauli matrices. As it is
known, projectors Pz and Px do not commute.
Using such formalism, one can write then
Wk =
1√
2
(Pzk − P¬zk + Pxk − P¬xk) =
√
2 (Pxk − P¬zk) ,
Ck,s = (1− eiφk,s) (PzsP¬zk + IsPzk) + eiφk,s IsIk,
where Wk is the Walsh-Hadamard gate on the k-th qubit, and Ck,s is the controlled-
phase gate on the k-th and s-th qubits with phase shift φk,s = pi/2
s−k. Here and in the
following the operator’s subscripts k,s denote the qubits these operators act on.
Now we can use (31) for estimation of the DIL of any quantum algorithm EQ. Pro-
cessing the estimation we should keep in mind that the number of conjunctions cI
equals to the number of projector’s intersections from the viewpoint of the DIL (see
Theorem 1).
7.1. FFTQ dequantization
As it is known, FFTQ on the N -qubit register may be written as the following operator:
FFTQ = Φ0 · · ·ΦN−1, Φk = WkCk,N−1Ck,N−2 · · ·Ck,k+1.
One can notice that every Ck,s contains 2 non-reducing terms with Pzk which do no
commute with the corresponding Pxk ofWk. Then cIk = 2
N−k−1 for any Φk and
cI =
N−1∑
k=0
cIk =
N−1∑
k=0
2N−k−1 = 2N − 1. (34)
Substituting (34) and dimΠk = 2
N in (31), we obtain then
HC (FFTQ) ≤
[
qI + (N + 1)
(
2N − 1)] ln 2 = O (N2N) , (35)
thus meeting an exponential DIL of the dequantized FFTQ. As it is known, its classical
analog FFTC needs O
(
N2N
)
amount of resources.
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7.2. Grover dequantization
GrQ, which is operating on the database containing 2
N elements, can be represented
with the following operator
GrQ =
{[
2 (WPzW)
⊗N − I⊗N
]
⊗ (P¬z − Pz)
}pi
4
2N/2
UΓ, UΓ : |x〉|0〉 → |x〉|Γ(x)〉,
where Γ is the tested statement (i.e. GrQ determines the elements on which Γ is true).
The operator UΓ requires a number of gates depending on particular expression for Γ,
and thus will not be considered in the following.
As for the component (P¬z − Pz) acting on the ancillary qubit, it includes cIk|Γ = 1
intersections for the complementary (and hence commuting) projectors only, for which
one can put formally dimΠk|Γ = 1 while estimating DIL. The number of these ancillary
intersections is
cI|Γ =
pi
4
2N/2∑
k=1
cIk|Γ =
pi
4
2N/2. (36)
For operator in the square brackets one obtains that
WPzW = 2 (Px − P¬z) Pz (Px − P¬z) = 2PxPzPx,
thus giving one intersection of non-commuting projectors. The number of such inter-
sections in the square brackets is cIk|[ ] = N (one for every qubit in the register). Since
iteration should be applied pi4 2
N/2 times, then
cI|[ ] =
pi
4
2N/2∑
k=1
cIk|[ ] =
pi
4
2N/2∑
k=1
N =
pi
4
N2N/2. (37)
As dimΠk|[ ] = 2
N , one obtains after substituting (36) and (37) into (31)
HC (GrQ) ≤
(
qI + cI|Γ
)
ln 2 + cI|[ ] (1 +N) ln 2
=
[
qI +
pi
4
(N + 1)
2
2N/2
]
ln 2 = O
(
N22N/2
)
. (38)
As it is known, classical search algorithm requires O (2N) number of resources, while
GrQ needs O
(
2N/2
)
. Thus, as we see, one obtains non-polynomial DIL in this case. It
may be an example of the “not complete” algorithm reduction, i.e. when the algorithm
under the dequantization reduces to the rather complicated one.
As the search algorithm belongs to the NP complexity class, the example demon-
strates that at least some quantum algorithms being NP (here this is GrQ) do not
meet complete DIL (i.e. DIL for them does not necessarily equal in the number of re-
sources required with their classical analogs) under dequantization: here we obtained
O (N22N/2) instead of O (2N) DIL. The reason for such a difference is the transforma-
tion of the algorithm which is discussed in the next section.
8. DISCUSSION
In the manuscript we dequantized the complete set of elementary quantum logic oper-
ations including the non-commuting conjunction. We calculated the DIL and its upper
bound for the operations under the dequantization. We derived the general expres-
sion estimating the DIL for any dequantized quantum algorithm, see (30) and (31).
We formulated and proved the theorem needed for estimation of conjunction of non-
commuting projectors. Finally, the obtained results were applied for DIL estimation
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for FFTQ and GrQ algorithms. The developed technique demonstrated exponential (35)
and non-polynomial (38) DIL for the algorithms correspondingly.
The algorithmic entropies [Gacs 2001] may be used to describe “distance” between
the desired and the calculated result in case of using quantum or classical algorithm.
The entropies are used to estimate the probability of obtaining the desired result; they
are defined for the states calculated with some algorithm. Our approach differs a lot
from this one since we investigate the changes of the elementary logic operations while
taking the limit ~→ 0.
The Kolmogorov complexity approach is useful for estimation of the difference
between quantum and classical calculation. It gives the minimized in size pro-
gram that realizes the corresponding algorithm. Such an approach helps to define
conditions on the calculations, which are easy in quantum but are hard in clas-
sical case. For more details see [15th IEEE Conf. Computational Complexity 2000]
and other papers such as [A. Berthiaume and Laplante 2001; Mora and Briegel 2005;
C. Mora and Kraus 2007].
However, our approach differs from the Kolmogorov’s one. Dequantization of ele-
mentary QL operations allows to estimate the corresponding entropy for any logical
expression. It gives the amount of information loss during the reduction of quantum
algorithm to the classical one. It has much in common with (but can not be interpreted
as comparison of) the corresponding Kolmogorov complexities for the quantum and
classical algorithms solving the same problem. The number of elementary operations
does not change under dequantization. The similarity origins from the re-estimation
of quantum gates in terms of classical ones. But, after the dequantization algorithm
may solve another problem (like FFTQ), thus pointing out the differences with the
Kolmogorov approach.
As the illustration of this statement one can use the classical discrete fast Fourier
transform (FFT). As it is known, FFTQ is a polynomial time algorithm. It needs
O (N2 +N) operations, while FFT needs O (N2N). According to Section 7, the num-
ber of elementary operations during dequantization remains the same, i.e. polyno-
mial. However, some amount of information is lost, and this amount can be esti-
mated. We suggest that the only explanation for this is the algorithm changeover.
In particular FFTQ transforms into the Legendre transform (but not into FFT), as
it was shown in [G. Litvinov and Shpiz 2002]; for some more information one can see
[T. Yajima and Asano 2006].
Such algorithm simplification after dequantization is explained by the fact that QL
algebra can be split up on some Boolean subalgebras, each of which is similar to the
CL algebra, see [Svozil 2008]. But statements from different QL subalgebras do not
commute, thus providing the largest DIL possible.
It is widely believed that entanglement is a quantum resource responsible for high
efficiency of quantum algorithms. In the dequantization approach the (non-commuting
in general) projective operators are used only, with no direct relation to entanglement.
One may say that the non-commuting projectors project the state to different sub-
spaces (say H1 and H2) such that the basis vectors from H1 are represented as entan-
gled in the basis of H2. But there are doubts this can be stated and proved in general.
In [Kendon and Munro 2006] a simulation of the Shor’s factoring algorithm was made,
and the authors found no significant role of entanglement in providing the exponen-
tial speed-up of the algorithm. Based on this and on our own results, we suppose that
entanglement can not be considered as the resource of the computational speed-up in
quantum calculation, and state that high computational efficiency of quantum algo-
rithms is highly interrelated with the presence of non-commuting statements. How-
ever, the last item is true if DIL is strongly interconnected with the computational
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efficiency only. We suppose this might be so (see Section 7 for details), but it seems
to be unclear a bit for now. Both the efficiencies, in spite of having much in common,
differ from each other.
Some questions still remain open, and it seems reasonable to solve them. Here they
are:
—How are the efficiency and DIL are interconnected with each other?
— If some optimal quantum algorithm gives an exponential DIL, whether it implies
that the classical algorithm for the same problem is exponential in time?
—Can the presented approach be used for the comparison of quantum and classical
algorithm complexity classes, and correlation ascertainment between these classes?
—Generally any quantum algorithm transforms into another one, that solves another
problem, under dequantization. But, what about the reversion: can one obtain some
quantum algorithm (or the class of them), being given the classical one? Some in-
vestigation on the topic of transition from subsets of CL to compatible (i.e. deter-
mined with mutually commuting operator sets) linear subspaces of QL one can find
in [Ellerman 2012]; it is called lifting in the manuscript. In our opinion, such a re-
version should be ambiguous due to the differences between subsets and linear sub-
spaces. The point is that there is no recipe to go to the incompatible subspaces. In
our opinion, formalization and further development of the approach presented in
[Nicolaidis 2012] might be helpful while constructing the recipe. However it is not
known for sure whether it can be solved or not at least for some classes of quantum
algorithms. In particular one can try to build the quantum analog of the Legendre
transform. Due to ambiguity one is expected to derive some class of quantum algo-
rithms but not FFTQ only. One more interesting point is to look for the quantum
analogs of inefficient classical algorithms such as FFT or factorization and to verify
whether the analogs will be inefficient in QL too.
Summing up the questions mentioned above we conclude that the problem of the re-
verse transition to dequantization is worth of further investigation.
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