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Introduction
It is known that the overwhelming majority of financial, technical and physical processes for which the problem of predicting arises are characterized by nonlinearity and instability with respect to the average level. Application of classical econometric prediction models and appropriate methods of predicting such time series that reflect these processes is rather limited. This is because of a low efficiency of these models in such conditions. Prospective directions in development of information systems for analysis and prediction of time series and related decision-making support systems include construction of combined multi-level models and application of methods for intelligent data analysis. In addition, the pre-prediction evaluation of input data including financial indicators that can be implemented on the basis of fractal R/S analysis is relevant.
Contradictions between the requirements to planning strategies of activities of financial institutions and the tasks of scientifically grounded decision-making support can be solved by the use of mathematical models for prediction of financial time series. Known mathematical models do not ensure a necessary precision in predicting time series for solving problems of financial risk management under uncertainty. In this connection, the studies that consist in solving this contradiction by development of combined adaptive models using the results of intelligent analysis of time series, in particular, identification of similarities by the methods of the nearest neighbor and application of the apparatus of fractal analysis of data for pre-predictive analysis of time series should be considered relevant.
Literature review and problem statement
The problem of identifying similarities in the dynamics of time series is an important component in the study of changes in stock exchange price values, search for the goods with similar characteristics in terms and conditions of implementation. Besides, the problem of identifying similarities is used to analyze similarity of acoustic, textual, numeric or graphical information, detection of anomalies or events in signals of different nature, etc.
In [1] , the concept of "approximately similar time series data" was developed which ensures understanding similarity between time series and is the basis for identification of similarities. However, this concept does not include a method for calculating similarity between time series by routine calculation of metric distances between them. The classical foundations of the problem of identifying similarities and their classification have been described in [2, 3] . In [4] , basic theses of the problem of search for similarities are described by comparison with a sample, the methods of calculating metric distances, the problem of segmentation and approximation of time series are described.
Numerous papers describing application of similarity identification in various applied problems can be mentioned. In particular, predictive power of the clustering method using similar behavior of the stock market time series as well as the use of this method for efficient prediction of share prices is investigated in [5] . The method for modeling samples for the problem of short-term prediction of time series is proposed in [6] . Work [7] considers the method of selective comparison with the sample. This method is used for the problem of constructing combined models of prediction of increment signs of time series with an unstable nature of fluctuations taking into account identification of similarities or indexation. The method for prediction of increments of time series in conditions of uncertainty using trend models of fluid averages is described in [8] . In papers [9, 10] , the method of the closest neighbor is considered for this problem but not the comparison with the sample. The method of indexing time series based on identification of similarities between them is described in [11] . This method is effective for time series of different lengths. The method of clustering for the search for similarities in multidimensional spaces represented by multidimensional vectors or time series of a fixed length is described in [12] .
The use of similarity identification methodologies is also useful in education to predict potentials of development of scientific directions. The method that ensures calculation of prediction of the potential of scientific directions is described in [13] . The values of time series in this case are the ratio of estimations of the results of scientific research activities of scientists for various periods of time. The method can be used to identify prospective directions of research that are formed in the scientific medium. The method for classifying scholars by the research directions based on identification of similarities is described in [14] . The method for constructing evaluations of the results of scientific research activities of scientists based on the analysis of citations of publications is described in [15] . Paper [16] describes a parametric model for assessing and predicting quality of educational institutions which uses approaches to comparison of grades. The method enabling assessment of not only educational institutions but also structural units of higher educational institutions using transformation of a complex of developed estimations from qualitative to quantitative ones is described in paper [17] . The task of identifying similarities in this case may be useful for constructing relevant assessments taking into account other educational institutions or structural units of a similar weight.
The similarity identification task is also used to detect incomplete duplicates in text information for the purpose of preventing plagiarism and illegal dissemination of information. In particular, authors of work [18] have developed a method for detecting incomplete duplicates in tables which is based on the methods of the nearest neighbor and locally sensitive hashing. In work [19] , a conceptual model of the system for finding incomplete duplicates using identification of similarities in electronic documents is described. The model enables identification of incomplete duplicates in documents containing data of various types: text information, numeric data, tables, mathematical formulas, schemes, diagrams and other graphic images.
For predicting time series, in addition to identification of similarities, conventional models can also be used. However, it should be borne in mind that traditional econometric models often show results with a significant margin of error, especially when applied to financial time series. This is explained by the fact that in the conditions of crisis phenomena, financial time series are often weakly persistent or even close to random, that is, they lose the memory of their initial conditions. Nevertheless, if incoming time series are trend-resistant, the use of traditional prediction models makes sense. In this case, the main stages in the prediction construction are [7] : predictive retrospection, construction of a model for prediction and formalization of the model, construction of the prospectus, estimation of the prediction and its verification.
Paper [20] describes approaches to intellectual decision-making methods in business using classical models of time series prediction. Adaptive models of short-term prediction of time series and methods of constructing combined methods are described in [21] . Models and methods for prediction of time series using intelligent data analysis: neural network modeling, genetic algorithms, fuzzy analysis, etc. are considered in work [22] . All these methods can use the concept of identifying similarities and, as a result, increase their effectiveness.
Both classical prediction models and the prediction models using identification of similarities are often used as components of complex prediction, modeling and decision-making systems. Analysis of the peculiarities of designing information-analytical systems for prediction of time series with the use of expert evaluation has been carried out in work [23] . In particular, the method of fuzzy clustering which uses the identification problem of similarities is considered in [24] . The use of expert estimation to predict time series in information systems is also described in [25] . Peculiarities of project configuration management in development of distributed systems which can use identification of similarities between projects according to the set of indicators that characterize these projects are considered in [26] .
A promising attempt is combination of traditional prediction models and the method of identifying similarities in retrospection of time series and constructing combined prediction models. These models should be endowed with adaptive properties to dynamically adapt to the mechanisms that generate time series. It is assumed that such models will be effective in predicting time series in conditions of uncertainty, in particular, data from stock markets, commodity time series, etc.
The aim and objectives of the study
The study objective was to create combined models of prediction of time series in conditions of uncertainty with adaptive characteristics at a maximum efficiency. Under the maximum efficiency of a model, it is understood its achieving the minimum average prediction errors.
To achieve this objective, the following tasks were set: -construct adaptive combined models of hybrid and selective types for prediction of time series; -construct adaptive combined models of hybrid and selective types for prediction of time series taking into account the results of identification of similarities in the retrospection of these time series. 
where ∈ i t S are the discrete moments of time in which the values of time series are fixed, = 0, , i n S is a discrete set, t 0 is the initial time moment [7] .
Based on the retrospective values z n , z n+1 ,…, z n-m+1 of the time series { } =0 , n i i z n≥m, estimate most accurately behavior of this time series in the future at time moments t n+1 , t n+2 ,…, t n+θ , i. e. construct a sequence of predictive values:
,
where θ is the prediction horizon and m is the volume of the retrospective sample.
Let ( ) t z n be the prediction which is calculated at the moment t n (at the point n), τ points ahead, t = θ 1, . Functional dependence which allows one to describe behavior of the time series is called the prediction model. Denote by F the model that describes behavior of the time series { } =0 . ( ) ( )
where ( ) 1 z n is the prediction of the time series calculated at the point n, one point ahead.
In the case of prediction with the horizon τ>1, we can write:
( ) ( )
where m is the volume of the retrospective sample, n≥m.
As a rule, prediction models have a number of parameters to be evaluated before calculating the prediction. These parameters can be of adaptive nature, i. e., they change dynamically taking into account the prediction errors in the previous steps. The model that satisfies the respective criterion of prediction quality estimation will be considered the most accurate. Such criteria can be a mean square error, a mean absolute deviation, a standard deviation, a relative error, etc.
Most models require a certain amount of retrospective information to calculate the prediction. If sufficient historical data are available for time series observation, it is expedient to estimate quality of the prediction model in a given time series before calculating the prediction. Estimates can be used to construct confidence intervals of prediction or make more accurate parameters of the prediction model. To evaluate prediction quality, 1, 2,..., θ points ahead, iteratively apply the model F according to the scheme (4). For τ=1, this can be written formally as follows:
where ( )
is the prediction made at the moment i-1 for one point ahead, that is, prediction of the i-th element of the retrospective series ′, Z = − , . i n m n The sequence of such predictions is denoted by
For τ=2, the process of finding prediction estimates will have the form:
, , ,
is the prediction made at the moment of i-2, 2 points ahead, that is, the prediction of the i-th element of the retrospective series ′, Z = − +1, . i n m n The sequence of such elements is denoted by
.
Using the above scheme, other sequences of predictions
To construct a criterion of assessing quality of the prediction model, it is necessary to determine which of the predicted values of each of the sequences τ ′ , Z τ = θ 1, should be taken into account in the target function of the criterion. Call the subsequences of the sequences τ ′ , Z τ = θ 1, , used to estimate accuracy of prediction evaluative and denote by
where J τ are the sets of indexes of elements of sequences Z Z τ = θ 1, , will be included in the resulting target function, but with the weighting factors that can take zero values.
After construction of the evaluative series, criterion of quality of the prediction model is calculated which enables determining of the degree of satisfaction of the objectives that were set. In this case, the objective is to achieve maximum accuracy of predictions.
Consider the main criteria of quality assessment:
-prediction on the basis of the mean absolute deviation taking into account significance of predictions using the normalized weights ω i ,
means that the criterion 0 , E is used for estimation according to which the members of the retrospective series ′ Z are compared with the corresponding members of the estimation series τ ′ * , Z with the prediction calculated, τ steps ahead τ = θ 1, . Also, mean square error (8) , standard deviation (9), average relative error (10) and maximum absolute error (11) respectively which are calculated according to the formulas τ = θ 1, ,
, 100 %,
can be used for estimation.
Let us estimate quality of L prediction models of F type that were tested in a retrospective series. Denote by τ ′ * , p Z the evaluative series obtained by the i-th model in predicting a retrospective series ′, Z τ steps ahead at = 1, . p L Then, the model that corresponds to the minimum deviation of the prediction values from the real
will be considered to be optimal one for each model. One of the approaches that can take into account the benefits of the models from a program set at different sections of the time series, is construction of combined models for prediction of selective and hybrid types.
Combined adaptive prediction models taking into account similarities in the retrospection of time series
Let the program set ℑ PS of the prediction models f 1 , f 2 ,…, f L be given on the basis of which estimates of future elements of the time series can be constructed for the series { } =0
where +τ p n z is the prediction calculated at the point n, τ points ahead, according to the p-th model.
It is necessary to build the most accurate sequence of prediction values based on the set ℑ PS and retrospective values of the time series { } =0 . z defines the point from which construction of the history begins and the lower index in the brackets is the length of the history or the length of the section of the time series. In other words, the history of the time series refers to its subsequence of retrospective values or retrospection of a fixed length. Details on the construction of non-reference and reference histories are described in [7] .
Denote 
and basing on some degree of proximity, for example, using the Euclid distance by the method of the nearest neighbor, find from the set of non-reference histories one that is most similar to the reference one. An non-reference history ( ) ∈ℜ 
where d is some metric distance.
In accordance with the principles of constructing combined models, there are two approaches to calculation of predictions: selective and hybrid. Let us first consider the usual combined models of selective and hybrid types and then the same models but using similarity identifications.
Adaptive Combined Selective Model by B-criterion of selection (ACSM-B)
Let ℑ PS be a program set of prediction models. The selective approach consists in a selection for each value of τ from the program set of models ℑ , PS a single model which provides high accuracy of prediction according to a certain selection criterion: B-criterion, K-criterion [21] , etc. As a rule, parameters of selection criteria are adaptive. Besides, to improve accuracy of prediction, selection criteria are often applied not to the program but to the so-called main set.
Denote it with
BS This set is formed at each point of the time series in the process of prediction and consists of such models that give the most accurate predictions at the current section of the t ℑ ⊆ ℑ . BS PS time series. Selection of models for the main set can be done, for example, on the basis of the D-criterion [21] :
where c is the prehistory period, λ is the criterion parameter,
Calculate the value of the B-criterion for each model for the time moment n by the formula:
where
B is the value of the B-criterion calculated at the moment = − −1, , j n c n c is the prehistory period for each model f p , = 1, p L from the set ℑ PS and for each value of the prediction period t = θ 1, , α B is the smoothing parameter. The problem of determining optimal parameter α B in the B-criterion does not differ from the estimation of the smoothing parameter of the exponential model [20] . correspond. Then, the prediction at the point n according to the model ACSM-B is calculated by the formula:
z n z n ( 1 8 ) where ( ) t * z n are the predictions according to the models that are calculated at the point n, t = θ 1, steps ahead.
Adaptive Combined Selective Model according to the R-criterion of selection (ACSM-R)
Introduce coefficient λ p for each model from the program set. Let z n be the last point of the time series Z at which selection of models is performed. Consider the interval [n-c, n] where c is the period of prehistory. At each point in this section, selection of the most accurate models is performed according to the D-criterion (16) . If the model f p satisfies the D-criterion, then the coefficient λ p of the model f p -λ p increments by one. The model with coefficient λ p at the time n being maximal is chosen to calculate the prediction according to the adaptive composite model. If there are several models with the same maximum coefficients, then one of them is selected that gets the coefficient increment later than others. After coming of the new z n+1 point and transition to the next interval [n+1-c, n+1], all coefficients λ p , = 1, p L are zeroed and calculation starts from the beginning.
Let the prediction period τ=1 and the moment for which values of the D-criterion are calculated is t n-p . The sequence of coefficients λ p for each model f p from the program set = 1, p L is given. Assume that before the algorithm is execut-
, ( 1) ,
, ( 1), , ( 1) , (14) z n the prediction according to this model which is calculated at the point n. Like for the previous model, the prediction is determined by formula (18) .
If several models with the same maximum coefficients are selected, then the values of the coefficients for the points preceding the point n: n-1, n-2… are compared. This is necessary to find the model with its coefficient incremented at the time closest to n.
Next, zero coefficients λ p =0, increase the value of τ, τ=2 and proceed to the first step. Continue to execute the algorithm until predictions for each given t = θ 1, are calculated at time n.
It should be noted that the parameter r in this model should be small (r=3) but can be adjusted before implementation of prediction. Use of this selection criterion can increase prediction accuracy compared to other approaches.
Adaptive Combined Selective Model according to the P-criterion of selection (ACSM-P)
Consider the P-criterion of selection. Let z n be the last point of the time series. Like for the R-criterion, consider the section [n-c, n] and calculate for ∀ = − , j n c n the value p L Then, according to this criterion at time n, the model taking the maximum value of η p is selected:
According to the ACSM-P model, prediction is calculated like for the previous models by formula (18) where ( ) 
B BS L card
Calculation of weight coefficients is performed according to the formulas:
where g ij are the elements of the G matrix.
Adaptive Combined Selective Model with Similarity Identification (ACSMwSI)
Suppose that on the basis of some degree of proximity, the history , , , ,
L L are obtained. For details of choice of similar histories see the work [7] .
For each model of the basic set t ℑ BS , calculate the value of the B-criterion by the formula: (27) where 0<α B ≤1 is the smoothing parameter,
is the absolute error of the prediction calculated at the moment t x-τ , τ steps ahead, according to the models
B q L
Denote by τ* f the model selected from the main set according to some selection criterion for a fixed value τ (27), (28) . The prediction calculated on the basis of models (27) using the identification of similarities by the method of the nearest neighbor will be calculated by the formula:
where z x+τ is the value of the time series which follows after the history ( ) − +1 , 
Adaptive Combined Hybrid Model with Similarity Identification (ACHMwSI)
Apply a hybrid approach to construct a prediction. The prediction according to the hybrid approach is calculated as a weighted sum of predictions for all models that make up the main set τ ℑ .
BS Let following the identification of similarities at the z x point, basic sets L τ = θ 1, . Then, the prediction according to the hybrid model with identification of similarities by the method of the nearest neighbor is determined by the formula:
where [ ] α ∈ 0,1 , weights can be determined on the basis of the B-criterion taking into account the coefficient of proportionality determined from the equality of the weights to one In simple words, prediction in the described combined models is calculated in accordance with the appropriate hybrid or selective principle taking into account the retrospective values of the time series which followed after the corresponding, most similar history.
In the case of dynamic prediction, a new reference history is constructed after calculation of the prediction at point z n and the arrival of a new point z n+1 . becomes non-reference, that is, it is included in the set ℜ, and the calculation process starts from the beginning. That is, based on a certain degree of proximity, the history most similar to the reference history is found, sets τ ℑ BS are formed for each τ, the value of the B-criterion is calculated for each prediction model that uses the most similar non-reference history as retrospective information. Next, a combined prediction is constructed.
Discussion of the results obtained in the study of predicting time series based on the adaptive combined models
For the experiment, time series of raw material prices (daily data) were taken for the period from 2014 to 2017 (by 900 points). The developed models were implemented and tested on these time series. Tables 1-4 show the results of testing some of the selected time series: prices for zinc, copper, platinum, nickel, silver, aluminum. These time series were loaded and pre-processed using sequential R/S analysis to determine the Hurst index. More information on the procedure of fractal sequential R/S analysis can be found in [27] . Moreover, the theoretical index which corresponds to the truth of the basic hypothesis of randomness of these time series,
and was calculated by formula [28] :
where m is the length of the time series, R m is the swing, and S m is the mean root square deviation of the input time series Z of length m. The results of prediction are shown in the Tables 1-6 (the minimum average relative prediction errors for each τ value are shown in bold with underlining). The average relative errors were calculated by formula (10) . Designation of models in Tables 1-6 : SESM-0, -1, -2 are Brown adaptive polynomial models of the 0.1 and 2 orders (Simple exponential smoothing model), ACSM-B, -R, -P are adaptive combined models of selective type with B, R, P selection criteria, ACHM is adaptive combined hybrid model, ACSMwSI-B, -R is adaptive combined selective model with similarity identification in the retrospection of the time series and selection according to B and R criteria, ACHMwSI is adaptive hybrid model with identification of similarities in the retrospection of the time series. The program set of combined models was formed on the basis of SESM models of 0, 1 and 2 orders with various parameters of smoothing. It can be concluded that in the case of short-term prediction of time series, the maximum accuracy is obtained by the adaptive hybrid model with formation of the basic set ℑ BS according to the D-criterion with adaptation of the value λ and the combined selective models. In the case of prediction for a medium period τ>3, an increase in the accuracy of combined models with identification of similarities is observed. In addition, the more persistent the input time series, the more precise the ACHM model. For less persistent series, prediction accuracy of ACSMwSI-B, ACSMwSI-R and ACHMwSI models is greatest already for τ>3. For example, the Hurst index for time series of aluminum prices is H=0.818, that is, this time series is persistent according to the results of a sequential R/S analysis. For other time series, whose prediction results are shown in Tables 1-5 (Table 5) . Also, as a result of the study, it was found that in the case of sufficiently persistent time series, at H>0.75 it would be sufficient to use conventional adaptive combined models without identification of similarities in the retrospection of these time series. Table 1 Average relative error of prediction of prices for copper with the horizon t = 1,10 Table 2 Average relative error of prediction of prices for platinum with the horizon t = 1,10 Table 3 Average relative error of prediction of prices for nickel with the horizon t = 1,10 The described adaptive combined models with similarity identification can be used to predict both stationary and non-stationary equidistant time series without spaces, τ steps ahead. It was found that greater accuracy of these models was observed for τ>3, that is, in the case of medium-term prediction. For these models, the basic requirement is a sufficient amount of retrospective information, that is, the input series must have at least 700 points.
Conclusions
For solution of the problem of prediction of time series, formalization was made and new adaptive combined prediction models of non-stationary time series were proposed, as well as methods for estimating accuracy of prediction. The results of the study are as follows:
1. Adaptive combined selective models of prediction according to B-, R-, P-selection criteria with automatic formation of the basic set of models based on the adaptive D-criterion (ACSM-B, ACSM-R, ACSM-P models) were constructed. The adaptive combined hybrid model of prediction of time series (ACHM model) was constructed.
2. Adaptive combined selective models of prediction according to the R-and B-criteria of selection with identification of similarities in the retrospection of time series by the method of the nearest neighbor (ACSMwSI-R, ACSMwSI-B models) were constructed. The adaptive combined Table 4 Average relative error of prediction of prices for silver with the horizon t = 1,10 Table 5 Average relative error of prediction of prices for zinc with the horizon t = 1,10 Table 6 Average relative error of prediction of prices for aluminum with the horizon t = 1,10 hybrid model of prediction with identification of similarities in the retrospection of time series (ACHMwSI model) was constructed.
Adaptive characteristics of combined models with similarity identification in retrospection of time series, compared with conventional combined models, can improve accuracy in the case of medium-term prediction of non-stationary time series, in particular financial indicators. As a result of the experiment, it was found that in the case of shortterm prediction for τ≤2, the ACHM model has the highest accuracy. ACSM models with various selection criteria are effective in predicting persistent time series with the Hurst index H>0.75 for τ>2. In the case of prediction of time series with the Hurst index for τ>2, the ACSMwSI models with various selection criteria and ACNmwSI are more precise.
Introduction
The importance of solving the problems of identification of operations in terms of their effectiveness is related to the need to maximize the pace of an enterprise development and investment capabilities of its owners [1] .
In turn, the use of the effectiveness formula as an optimization criterion [2] makes it possible to formalize and
