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CHAPTER 1. INTRODUCTION 
Nondestructive evaluation (NDE) is a broad interdisciplinary field of study de­
voted to detecting and characterizing flaws or defects within structures and devices. 
These devices need to be analyzed during manufacture and while in service. De­
structive testing is only useful in a manufacturing environment, and then only when 
the part cost is low and part volume is high. Here it is feasible to draw random 
samples from a lot, make destructive tests, and statistically infer the performance 
of the remaining parts in the lot. Pull-testing the wire bonds of integrated circuits 
demonstrates a useful destructive test. However, high performance (expensive) parts 
cannot be discarded for testing purposes. Furthermore, the critical nature of these 
parts while in service mandates that they be evaluated periodically for integrity. 
Thus, NDE techniques provide a valuable service to manufacturers and service per­
sonnel alike. 
Determining the three-dimensional position, orientation, and size of a defect is an 
important type of NDE measurement. Fracture mechanics uses this 3-D information 
to predict how a defect will grow or change as a result of renewed stress on the 
material. In a manufacturing environment, knowledge of the 3-D location permits 
accurate decisions to be made about whether the part can be fixed or whether it 
should be discarded. In a repair situation, the 3-D flaw location can be programmed 
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into computer-controlled machining equipment to properly remove a minimal amount 
of material to gain access to the flaw area. In addition, this 3-D flaw information can 
be used as data for process control. 
Three-dimensional measurements are also used for quality control to determine 
if a device has been manufactured correctly. For example, turbine blades from jet 
engines operate in a high temperature environment. Coolant tubes are embedded 
within the blade and follow the complex geometry of the turbine blade shape. The 
blades must be inspected to determine if the tube diameters meet specification, and 
the positions of the tubes relative to the sidewalls of the blade must be within tol­
erance as well. Two-dimensional projection measurements using X-ray inspection 
can determine the tube diameters. Three-dimensional measurements are required to 
ensure that the coolant tubes are properly located within the blade material. 
NDE is performed on a wide variety of materials including metéJs, ceramics, 
epoxies, wood, fiberglass, and composites. Many types of NDE inspections have 
been developed; they are differentiated primarily on how they introduce energy into 
the material and measure the result. The types of energy involved include acous­
tic (ultrasonic and acoustic emission), electromagnetic radiation (microwaves, eddy 
currents, optics, X-rays, and gamma rays), neutrons, and thermal waves. 
A general model for the NDE problem is indicated in Figure 1.1. The device-
under-test, or sample, is a physical object possibly containing one or more defects. 
Energy is introduced to the sample by the source. This energy interacts with the 
structure of the material and is observed by the detector. The goal of the nondestruc­
tive measurement is to analyze the detected energy to derive quantitative information 
about the structure of any flaws or defects present in the sample. A priori knowledge 
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Energy Source 
Sample 
Energy Detector 
Analysis 
Figure 1.1: General model for NDE inspection 
about the energy source, material structure, and detector response is the key to this 
analysis. 
Radiography is the technique of illuminating an object with X-ray radiation and 
recording the latent image formed by variations within the object. Traditionally 
these variations have been recorded on X-ray sensitive film. Real-time radiography 
(RTR) replaces the film with and X-ray-to-light conversion device. A typical RTR 
system consists of an X-ray source, an object positioner, a combination X-ray-to-light 
converter and intensifier (herein referred to as the image intensifier), video camera, 
frame digitizer, computer, and display device. For industrial applications using NDE, 
RTR hais the advantages of high throughput, reduced costs associated with film pro­
cessing, and interactive inspection. RTR provides the additional capabilities of image 
enhancement, automatic inspection, and digital archival when coupled with a dig­
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itizer and digital computer. The primary disadvantages of RTR are significantly 
reduced spatial resolution and reduced contrast sensitivity compared to film. Both 
film-based radiography and RTR are used to record and display 2-D projections of 
the sample under test. 
This document describes the development of a system using a real-time radiog­
raphy laboratory to make 3-D measurements of crack endpoints and other features 
of interest within a material. Points of interest include endpoints of simple cracks, 
vertices of a polyline describing a crack with complicated geometry, and centroids of 
void-like or inclusion-like flaws. Non-flaw features such as the axis of an embedded 
hole relative to the external surface of a sample can be determined as well. The 
laboratory environment of the real-time X-ray system affords a high degree of po­
sitional accuracy of all elements of the system including X-ray source, sample, and 
detector. Consequently, the 3-D coordinates of a feature are determined reliably and 
accurately. The image intensifier plays the key role in determining the overall RTR 
image quality, so image processing routines were developed to correct the key spa­
tial degradations of the detector (reduced resolution and geometric distortion). The 
system performance was determined by making measurements on fabricated samples 
and industrial samples. 
It should be noted that laboratory and real-time detector calibrations developed 
for this work are applicable to any type of quantitative meeisurement made with the 
RTR system, including 2-D projection radiography and computed tomography. More­
over, the integration of the computer, frame digitizer, and and high-speed processor 
into all aspects of data collection, processing, and analysis provides a framework that 
easily incorporates these other techniques. 
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Background on X-Ray NDE 
X-ray NDE uses an X-ray field as the energy source. The X-ray source generates 
a cone-shaped beam of X-ray photons. This beam passes through the sample and is 
selectively attenuated by local material variations in thickness, density, and atomic 
number. The field exiting the sample carries a projection or latent image of the 
sample interior which is sensed by an area detector. The detector converts the X-ray 
field to an optical field which is viewed by the human eye, or more usefully, digitized, 
processed and displayed on an image monitor. Quantitative information about the 
image (and hence the material's structure) is determined using numerical processing 
of the digitized image. 
X-ray sensitive film is the traditional area detector. Continuous X-ray-to-light 
conversion devices using a phosphor screen have been available as well; poor sensitiv­
ity is the primary drawback of these screens. Image intensification was developed to 
boost the sensitivity of the screen, and the image quality of a modern image intensifier 
now rivals X-ray film for some applications (Halmshaw, 1990). 
NDE practitioners using X-ray apparatus either use film or the real-time detec­
tor. Film has the advantages of high resolution, high dynamic range (100:1), long 
integration time which reduces quantum mottle noise, and archival capability. Res­
olution is measured in terms of spatial frequency, with units of line pairs (Ip) per 
unit distance (e.g., Ip/mm). Film attains resolution of 10 to 20 Ip/mm (Halmshaw, 
1987). The disadvantage of film is the need for chemical processing to develop and 
fix the image. This process takes at least three minutes, and results in a static im­
age. The real-time detector allows the X-ray field to be viewed continuously, so the 
sample can be inspected rapidly under a wide variety or orientations. This ad van­
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tage is offset by the real-time detector's lower resolution of 3-6 Ip/mm (Halmshaw, 
1987) and lower dynamic range of 20:1 (Gupta and Krohn, 1987). Furthermore, the 
real-time converter does not have any inherent integration capability, although this 
can be overcome using digital integration (i.e., frame averaging). "For these reasons, 
most NDE practitioners prefer film. 
Usually the 2-D X-ray projection is analyzed to determine the presence and 
severity of a flaw. This single projection does not communicate any information 
about the position of the flaw in the material along the line of sight from the X-
ray source to the detector. Furthermore, a single projection will usually miss an 
arbitrarily-oriented thin crack. The real-time technique allows the sample to be 
rapidly viewed in a wide range of orientations. 
Several techniques have been developed to identify the depth of a defect in the 
material, or its 3-D coordinates with the sample. Film-based stereography works by 
obtaining a stereo pair of images. Either the source or sample is translated relative 
to the film detector. Triangulation methods are used to identify thé flaw depth. This 
method requires high accuracy in determining the 3-D coordinates of the source, 
sample, and detector. Swapping fllm trays between the two exposures requires a 
reference object to be included in order to determine the proper orientation of the 
film with respect to the global coordinate system. The main advantage is the long 
integration time of film. 
Computed tomography (CT) (Herman, 1979; Martz et ai, 1990) is the most 
widely used technique for 3-D flaw position determination. A CT scan uses a fan beam 
source to illuminate a thin cross section of the sample. This 1-D projection is recorded 
using either a stepped point detector or a 1-D array detector. The sample is rotated a 
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slight amount and a new projection is acquired. This process repeats until the object 
has been rotated 180°. These 1-D projections are input to an image reconstruction 
routine which generates a 2-D image of the cross-sectional slice of the object. The 
resolution of the image is governed by the number of points recorded for each 1-D 
projection and the angular difference between each orientation. CT systems achieve 
resolutions in the range 0.01-0.1 cm/pixel (Martz et al., 1990); microtomography 
systems make use of projective magnification with an X-ray source spot size of 10//m 
and achieve resolution of 10-50 //m/pixel (Feldkamp, Jesion, and Kubinski, 1989). 
The intensity of the CT image pixel is proportional to X-ray attenuation, so variations 
in material density are visualized in the image. Multiple slices are used to create a 
3-D volume image. Tomosynthesis uses a cone-beam source and an area detector to 
yield the 3-D volume image more quickly. 
The main disadvantage of CT is the high equipment expense and large compu­
tation requirements for image reconstruction. Commercial CT systems use multiple 
X-ray sources and line detectors to collect the 1-D projection data in parallel. Con­
sequently, they are complex and very expensive. The total time for data acquisition 
and image reconstruction is on the order of 5 minutes. At the opposite extreme, 
a cheap system using a single X-ray source, one point detector, and a rotation de­
vice requires many hours to collect projection data of sufficient signal-to-noise ratio 
to achieve a usable reconstruction. CT also requires 360 degree access to the part. 
Some samples are plate-like and essentially yield no information along the long axis, 
and other sample geometries permit rotation over only a limited angle of rotation. 
Modified CT routines have been developed to use a priori information in the form of 
a CAD model of the sample (Eberhard and Hedengren, 1988) and minimal support 
8 
constraints (Roberts, 1991); however, the results must be carefully understood to 
ensure they are free of artifacts. 
To date, most applications of CT have only made qualitative use of the gray 
scale image (Cortes, Lin, and Miller, 1991). Reconstruction noise due to the CT 
data acquisition hardware and reconstruction software algorithms haa been the main 
impediment to quantitative information. For example, a CT image of a dense particle 
embedded in matrix of lower density will have streak artifacts and blurring of the 
imaged particle's edges. Advanced reconstruction algorithms are being developed to 
overcome these problems (Cortes, Lin, and Miller, 1991). 
Coplanar rotational laminagraphy is an interesting method which uses film to 
create a cross-sectional image like CT, The sample is placed between the source and 
the detector as in conventional radiography, but the film is placed in parallel with 
the X-ray field. The sample and film are attached to rotating stages which rotate in 
phase. The source and film define a plane; an image of the intersection of this plane 
with the sample is created on the film. The film is rotated several hundred times 
during the exposure. The resulting image is highly blurred and requires a significant 
amount of image restoration processing to yield a usable image (Segal and Cohen, 
1990). 
Real-Time Radiography in NDE 
Real-time radiography (RTR) systems are able to continuously transform the X-
ray field into an optical image. In contrast, film-based radiography requires at least 
3 minutes for developing from image acquisition to image display (Halmshaw, 1987). 
Real-time systems replace the film with a scintillation screen to continuously convert 
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the X-ray field to an optical field. The crystals in this screen are phosphorescent, 
and the incident X-ray photon excites the crystal structure which subsequently emits 
a burst of lower energy optical photons. This optical image could in principle be 
viewed by the human eye when properly dark adapted. However, this optical image 
is weak and is required to be digitized. This weak optical image is intensified to 
make it compatible with a video camera. Photons are electrically neutral and cannot 
be amplified directly. Image intensifiers operate by converting the weak optical field 
to an electron field using a photocathode utilizing the photoelectric effect. The 
electrons are accelerated and focused onto a smaller phosphor screen which emits 
optical photons. The intensified image has gain due to electron acceleration and 
image minification. 
Real-time X-ray inspection is used to provide immediate information concerning 
the presence and severity of flaws in a sample, and to rapidly determine dimensions, 
mechanical configuration, and the presence and positioning of components in a mech­
anism (ASTM E 1000-88, 1988). Use of the real-time image also permits all of the 
parameters involved to create the final image to be manipulated interactively to opti­
mize the image, as opposed to exposing and developing a series of radiographs (ASTM 
E 1255-88, 1988). These parameters include X-ray source voltage and current, display 
contrast, and digital image processing function. 
The advantages of RTR over a film-based system are high inspection throughput 
(seconds instead of minutes), reduced costs incurred by film processing, and inter­
active inspection. Image digitization and computer processing add the additional 
advantages of image enhancement, automated inspection, and digital image archival. 
The disadvantages of RTR are significantly reduced spatial resolution, reduced con­
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trast sensitivity, and higher cost. RTR systems using the electron acceleration-based 
image intensifier have geometrical distortion due to the design of the conversion tube. 
RTR conversion devices also lack the integration capability of film (which results in 
higher noise and quantum mottle), but this is alleviated by frame averaging on the 
digitizer. 
The term "real-time" takes on different meanings according to the operation. 
For example, cine-radiography systems are used to image high speed events such as a 
bullet impacting an object. This requires frame rates of 10,000 to 100,000 frames per 
second (fps). Computer animation requires between 1 and 30 fps; 8 fps is considered 
the lower limit for interactivity. Near-real-time systems operate in the range 0.1 to 
1 fps. For this work, "real-time" is defined as 8 fps or greater and near-real-time is 
defined as 0.1 to 8 fps. Figure 1.2 shows the different regimes encountered in real-time 
work. 
Real-time processing techniques that are most generally used include: (1) field-
flattening, (2) frame averaging, (3) image "crispening" (sharpening), and (4) contrast 
enhancement; frame averaging and contrast enhancement are sufficient for some ap­
plications (Halmshaw, 1987). 
Real-time systems are presently used for a variety of inspection applications. 
Electronic circuit board assemblies need to be inspected for continuity of the circuit 
traces as well as for integrity of the bond wires enclosed in the integrated circuit 
package. The dual advantages of continuous imaging and wide magnification range 
offered by a microfocus-based real-time system permit all aspects of an tissembly to be 
inspected at once (Buechler, 1987). Microfocus X-ray sources have an emission spot 
size of 0.01-0.1 mm; sources with a 10/xm spot size permit geometric magnification of 
11 
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greater than 100 times (ASTM E 1255-88, 1988). Low X-ray energies (~20KeV) were 
found to be optimum for examining these components since the materials involved 
(polyethylene, aluminum, and silicon) all have low atomic number; lower X-ray en­
ergy yields a higher contrast image since the difference in energy-dependent mass 
attenuation coefficients for each material is more pronounced in this regime (Stupin, 
1987). 
Until recently, barriers to the widespread use of RTR inspection systems in the 
electronics industry included lower resolution of the image compared to film, diffi­
culty of use, and high initial cost (Olsen, 1988). However, the steady improvement in 
microfocus source design mitigates the resolution problem of the real-time detector 
via projective magnification, and the continuing decrease in image processing hard­
ware/software cost hcis further increased the utility of the real-time image in terms 
of information quantitation and automated analysis. These techniques include calcu­
lation of adhesion void areas, registration shifts, and linear/radial distances (Olsen, 
1988). Furthermore, the film costs for larger operations range from $5,000-$10,000 
per month (Olsen, 1988), so these savings would pay for the real-time system (costing 
$100,000) in one to two years. 
Real-time inspection has been successfully applied to the inspection of welds. 
Weld inspection requires imaging of a large range of materials from less than 1 mm 
to more than 40 mm of steel (Munro et ai, 1987), with applications ranging from 
laser and electron beam weldments of dissimilar materials to steel pipes with lon­
gitudinal and/or circumferential joints. Pipe mills produce product at high speeds 
which requires automated or semi-automated inspections. Presently, the film-less 
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inspection capability represents a cost çavings, but automated inspection holds the 
promise of still greater savings due to increased accuracy (Munro et al,, 1987). 
Weld inspection techniques include the use of area detector and linear semicon­
ductor arrays (Link et al., 1989; Jacquemond, Odet, and Goutte, 1990). Linear arrays 
can continuously image a continuous welding process without waiting for a 2-D image 
to be acquired as in a conventional area detector/frame grabber combination. Lin­
ear array detectors also offer increased dynamic range, higher signal-to-noise ratio, 
and excellent spatial resolution compared to film and fluoroscopic screen techniques 
(Gupta and Krohn, 1987). 
An automated real-time turbine blade inspection system has been developed 
(Betz and Barray, 1988). This system uses a robotic arm as a part handler, and 
image analysis algorithms were developed to automate the inspection process. The 
nickel-alloy material of the blade had thickness variations ranging from 0.5 mm to 
13 mm. A combination of analog shading correction in the video camera electronics 
and digital contrast enhancement was used to view this wide variation in thickness 
in a single view. Image subtraction of two integrated images (128 averaged video 
frames) with a slight offset in the X and Y position of the part between views was 
used to enhance visibility of low contrast image details. 
Research Objective 
The purpose of this research is to develop a system utilizing a real-time radio­
graphy laboratory to locate and size crack-like defects and other points of interest 
within a material using a limited number of views. This system will augment an 
existing real-time inspection setup by adding the ability to make quantitative 3-D 
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measurements. While this system will not provide the extreme detail of a CT recon­
struction, it will, however, provide sufficient information for NDE practitioners who 
need to know where a flaw is located and its approximate size. This information is 
easily obtained without the time and expense required of a full CT reconstruction. 
Approach 
The real-time system consists of many components, with the X-ray detector 
playing the key role in determining overall image quality. The image intensifier is 
characterized for geometric and radiometric distortions as well as blurring. The 3-D 
system requires high spatial resolution and linearity, so these aspects are emphasized. 
Image restoration is used to improve the resolution of the detector, and a non-linear 
image warp is used to correct geometric distortion. 
Calibration of the laboratory setup is essential to minimize errors. Detector 
calibration techniques were developed to determine the system point spread function 
(PSF) for image restoration, and to measure the geometric distortion. Image-based 
methods were also developed to determine the 3-D coordinates of the X-ray source 
and sample relative to the detector. Calibration steps requiring a great deal of data 
collection were automated. 
The lab setup for this research uses a fixed source and fixed detector arrange­
ment. A high resolution sample positioner is used to translate and rotate the sample. 
Traditional stereography techniques use a shifted source. The stereography equations 
were modified to use a fixed source and to take advantage of the more general sample 
motions made available by the positioner. 
Real-time processing is necessary to restore and enhance the image. Certain 
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orientations of the sample place the feature of interest in a non-optimal contrast 
range for the operator. Contrast enhancement routines can overcome this problem. 
A high speed DSP (digital signal processing) board is used for the image-oriented 
calculations. Software was developed to make the real-time processing conveniently 
accessible to the operator whenever image enhancement is needed. The particular 
DSP board used for this research was selected since it can run any processing routine 
that can be implemented using the C language. 
3-D reconstruction equations were developed for a cone-beam source, an arbi­
trary sequence of sample movement, and arbitrary detector geometry. Error estimates 
were determined by estimating all measurement errors pertaining to the positions 
of the lab equipment and detector. Monte Carlo simulations of the reconstruction 
process were used to determine how each type of error contributed to the overall 
measurement error. A technique was also developed to analyze the particular recon­
struction experiment and characterize the numerical stability of the inversion. As 
much as possible, calibration and modelling are used to minimize the errors. 
Overview of Chapters 
Chapter 2 describes the laboratory equipment used. It discusses the separate 
components as well as how they work together to make a complete 3-D measurement 
system. Chapter 3 describes the mathematical techniques used for 3-D reconstruction 
and error estimation. A practical implementation of these techniques in the RTR lab­
oratory is discussed, and simulation results are presented to provide an understanding 
of the major contributors to overall accuracy of the system. Chapter 4 investigates 
the X-ray detector in more detail. The non-ideal behavior of the detector is charac­
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terized and modeled to determine methods for overcoming its degradations. These 
include techniques for image restoration and image warping. Chapter 5 describes cal­
ibration techniques for determining the laboratory geometry. The performance of the 
complete system is analyzed by making measurements on a variety of samples ranging 
from simple to complex. Chapter 6 summarizes the work, presents conclusions, and 
describes future directions for this research. 
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CHAPTER 2. LABORATORY EQUIPMENT 
This chapter describes the real-time X-ray laboratory equipment used for this 
research. An overview of the laboratory is presented first, followed by a detailed 
description of the separate components in the laboratory. The chapter concludes 
with a discussion of how the components interconnect in terms of data flow and 
system control. 
System Overview 
Figure 2.1 shows a diagram of the physical components of the real-time X-ray 
laboratory. All the parts associated with generating and sensing the X-ray field are 
enclosed within a lead-lined containment vault to protect people from radiation. The 
X-ray source generates an X-ray field which passes through the sample mounted to a 
remotely controlled sample positioner. This positioner permits the operator to trans­
late and rotate the sample while viewing the X-ray projection image. This greatly 
assists interaction with the sample compared to working with X-ray film. The latent 
image imparted to the X-ray field by the sample is converted to an optical image by 
the image intensifier. The video camera converts this optical image to a video signal 
which is digitized and stored as a raster-scanned image in the frame digitizer/frame 
store. Finally this image is displayed on the image monitor. Optionally, the image 
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is processed to improve contrast, resolution, or to correct any aberrations previously 
introduced into the imaging chain. 
Equipment 
X-ray source 
A microfocus X-ray generator is used in this RTR laboratory. The generator 
works by passing an electron current through a filament. This heats the filament 
which releases a stream of electrons which are accelerated and focused onto a tung­
sten target. The filament and target are contained within an evacuated tube to 
minimize electron collisions with gets molecules. Upon impact, the electrons expe­
rience extreme deceleration. An accelerating (or decelerating) free electron always 
emits electromagnetic radiation; here, the radiation is in the X-ray regime. The pa­
rameters of the system are accelerating voltage for the electrons (< 200 KV), electron 
current (< 1 mA), and target spot size (5 to 1000 fim). The term "microfocus" refers 
to any generator that has a target spot size less than 0.1 mm (ASTM E 1255-88, 
1988). A 10 fim spot size was used for this work. 
Ideally the X-ray source would be a point source, since geometric unsharpness 
blur results from a finitely-sized source. Unsharpness is caused whenever the sample 
is placed somewhere between the source and detector instead of in contact with the 
detector. Figure 2.2 shows a diagram of this situation for the image of a step edge. 
The microfocus source is a good approximation to a point source, and permits the 
detected image to be magnified up to 100 times. Magnification is a simple way 
to offset limited resolution in the detector at the cost of a reduced field of view. 
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Figure 2.2 also shows the magnification equation and how it is related to geometric 
unsharpness. 
The small spot size of the microfocus source limits the amount of power per unit 
area that can be absorbed by the target without severe pitting or melting. Tungsten 
has high thermal conductivity, and water is pumped through the target to carry 
away the excess heat. This technique permits the X-ray tube to be operated at up 
to 200 KV at 1 m A of current. This is a relatively low power output compared to 
conventional broad focus sources (spot size 1-2 mm) which operate at energy levels 
up to 500 KeV. Thus microfocus-based inspection restricts the types of samples that 
can be imaged to thin, low density, or low atomic number materials. 
Sample positioner 
The sample positioner has three translational axes and two jotational axes. 
Each axis is moved by a wormscrew controlled by a high resolution stepper mo­
tor. The translation axis motors have a resolution of 100,000 steps/inch and the 
rotation axis motors have 10,000 steps/degree resolution. The positional accuracy is 
a non-cumulative error of 3-5% over one revolution of the motor. 
The stepper motors are actuated by a series of pulses generated by PC-compatible 
indexer cards. These cards accept command strings (sequences of ASCII characters) 
from a program running on the host computer. These commands set up acceleration 
and velocity profiles to be used to move the sample from one position to another. 
The commands are easily incorporated into any program that needs to control a 
sample's position, e.g., a CT data collection routine. A program was also developed 
for interactive joystick control of the sample position. This program is used by the 
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operator to manipulate the sample while viewing the real-time X-ray image. This 
routine optionally updates the sample's coordinates in a shared data file, so other 
programs can access this information while the operator moves the sample. 
Image intensifier 
The electrostatic inverting image intensifier is the X-ray-to-light conversion de-
# 
vice used for this project, and determines the overall image quality of the real-time 
X-ray imaging system. The operation of this device and the image processing rou­
tines used to overcome its design limitations are discussed thoroughly in Chapter 4. 
This section highlights the specifications of the particular tube used for making X-ray 
measurements. 
The image intensifier has a 15 cm diameter input screen and a 1.5 cm diameter 
output screen. The primary specifications for this unit are conversion efficiency, 
contrast ratio, and resolution. Conversion efficiency is the ratio of the output image 
brightness to the incident X-ray flux. Image brightness is measured in candelas 
per square meter (cd/m^) and X-ray flux is measured in milliRoentgens per second 
(mR/s). For this tube the conversion efficiency is 180 cd-s/mR-m^. Contrast ratio is 
determined by affixing a lead disk to the center of the input screen. The diameter of 
the lead disk is 10% of the input screen diameter, or 1.5 cm. The contrast ratio is the 
ratio between the maximum output brightness measured away from the disk and the 
minimum brightness observed under the disk; for this tube it is 22:1. Resolution is 
determined by attaching a standard X-ray chart (Type 6 Funk's X-ray chart) to the 
input screen and observing the output image with a microscope. The resolution is 
specifled as 44 line pairs per centimeter (Ip/cm) for this unit. This image intensifier 
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is an "E"-series tube manufactured in 1987. Manufacturers of image intensifiers 
are now producing "H^-series tubes which have higher contrast ratio (at least 30:1) 
and higher resolution (58 Ip/cm) (Precise Optics, 1991). The performance of image 
intensifier tubes degrades approximately 10% per year (Corso, 1992), so the specified 
resolution is only valid when the tube is new. 
Video camera 
A CCD (charge-coupled device) camera converts the optical output of the image 
intensifier to an RS-170 video signal. CCD (charge coupled device) video cameras 
inherently have negligible spatial distortion. The detector array is fabricated as an 
integrated circuit, so uniformity of the array is controlled to within fractions of a 
micrometer. CCD arrays are now available in IKxlK sizes, thus making them com­
petitive resolution-wise with vidicon tubes. Until recently, vidicon tubes were pre­
ferred for higher resolution. However, tube-based cameras have significant amounts 
of spatial distortion. This distortion is irregular (and thus difficult to model) and 
time-varying (Frobin and Hierholzer, 1991). For example, a commercially available 
Newvicon tube-based video camera was characterized for its power-up spatial and 
gray level response; a nine pixel shift occurred in the first 10 minutes, and 120 min­
utes were required to stabilize the gray level from a 7% deviation from its final value 
(Doering and Basart, 1991a). 
Frame digitizer 
The Data Translation DT2867 frame grabber converts the video camera signal 
to a digitized image. This board is well-suited to the needs of real-time radiogra­
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phy. The main features of the board are a 16-bit image buffer for video-rate true 
frame averaging (add N video frames together and divide by N) and a high speed 
image transfer bus which operates at 10 MBytes/second. Frame averaging makes 
the greatest contribution to image quality; successive processing only improves the 
presentation of the image for the operator (Munro, et ai, 1987). Frame averaging 
increases the signal-to-noise ratio (SNR) proportional to y/N (Mengers, 1980), and is 
an alternative to increasing the image intensifier screen efficiency (Link et ai, 1989). 
The high speed bus connects directly to the frame processing device rather than 
passing the image data through the PC's bus. 
The image is digitized to a 640x480 8-bit image. These dimensions match the 
4:3 aspect ratio of the RS-170 video signal yielding equal sampling frequencies in 
the horizontal and vertical directions. This creates an image with square pixels to 
simplify quantitative sizing applications. In addition to the 16-bit buffer, two 8-bit 
buffers are available for secondary image storage and display. The display section is 
configurable to use one buffer for image display and another buffer for nondestructive 
overlay graphics. Data Translation provides no graphics routines, so functions were 
created for drawing text and graphical objects such as cursors, marks, lines, and 
boxes. These functions were used to develop mouse-oriented routines for choosing 
points and regions of interest directly on the image display. 
Three ALU/multipliers operating at 25 MHz perform real-time image prepro­
cessing operations such as convolution filters and morphological processing. The 
ALUs and other parameters of the board are controlled by a program running on 
the host computer. The frame grabber does not have any high-level on-board control 
capability. This is a primary drawback of the board for real-time processing since 
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the computer must remain in intimate control over all aspects of the board at all 
times. The frame grabber is capable of digitizing at the video frame rate, but the 
additional tasks needed during the real-time loop limit the overall performance to 
10 fps. However, a minimum of 4 to 8 frames need to be averaged to achieve a good 
signal, so this limitation is usually not a problem. The computer controls the frame 
grabber through the PC bus, which is the bottleneck for this system. In contrast, the 
frame processor (described in the next section) operates independently of the host 
computer. 
Frame processor 
The Ariel MM-96 DSP (digital signal processing) plug-in board for the PC com­
puter processes the acquired image. This board "is based on the Motorola 96002 32-bit 
floating point DSP processing chip. It is a member of a new generation of processors 
specifically designed for the computational needs of DSP, i.e., fast memory access and 
fast multiplication. It operates at 16.5 MIPS (millions of instructions cycles per sec­
ond) and has a theoretical peak of 50 MFLOPS (millions of floating point operations 
per second). The MFLOPS rating is greater than the MIPS rating since pipelining 
of the single-cycle multiplier and arithmetic logic unit (ALU) allows up to 3 floating 
point operations to be carried out in one instruction cycle; in practice this cannot be 
sustained continuously, hence the use of the phrase "theoretical peak." Two 96002 
processors are available for a total of 100 MFLOPS. Each processor has 64 Kwords 
of private zero-wait-state SRAM (static random access memory). The SRAM is used 
for program memory and data cache memory. Both processors share 4 M words of 
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1-wait-state DRAM (dynamic RAM) for large data and image arrays. Image data is 
passed to the Data Translation board via the high speed image transfer bus. 
An Intermetrics optimizing C compiler and Spectron Microsystems SPOX DSP 
operating system are supplied with the board. Traditionally, DSP boards are pro­
grammed in assembly language specifically tailored to the architecture of the proces­
sor to achieve efficiency. The optimizing C compiler allows the software developer to 
code in a portable high level language, thus simplifying the design and maintenance 
of the software. The SPOX operating system is an emerging standard for DSP plug-
in boards. It provides an interface to the PC resources (e.g., files, keyboard, and 
screen), memory management tools, and object-oriented functions that operate on 
matrices and vectors directly. At this time, the SPOX operating system only runs 
on a single processor, so half of the board's capacity is not being utilized. 
Achieving speed performance is highly dependent on how the DSP chip is pro­
grammed. It is commonly held that assembly level programming is required to get 
close to the theoretical performance. However, this is costly in terms of initial pro­
gram development and subsequent maintenance. A compromise is to program in C 
for I/O, memory management, and flow control, and in assembly language for the 
time-critical portions of the code (Terry, 1990). 
To test this approach, an image division routine was implemented as a bench­
mark program. The function is 
where x { i , j )  is the input image, d { i , j )  is the divisor image, 5 is a scalar, o  is an 
offset, and i/(i,i) is the output image. This was implemented first using a standard 
C program. The second implementation used 96002 cissembly language for the math 
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computation. The program execution was timed, and the average of five runs was 
used as the amount of time needed to process the image. Figure 2.3 shows the 
performance of these two implementations relative to a DECstation 5000 workstation; 
a variety of other workstations are also shown for comparison. A 256x256 image 
was used, and the performance measure was computed using pixel operations per 
second (POPS). The DECstation 5000 operated at 408 KPOPS. Note that the MM-
96 assembly version ran 4 times faster than the C version. 
While the 96002 is not as well-suited to the requirements of C compilers com­
pared to RISC (reduced instruction set computer) chips such as the Intel i860, the 
96002 is better suited for numerical computation due to its single-cycle multiplier 
(Wilson, 1992). Assembly-level programming is necessary to realize the comput­
ing performance available in the 96002. Fortunately, the C language can be used to 
develop the overall control structure of the program (including I/O and memory man­
agement); assembly-level programming is only required for computationally intensive 
and time-critical portions of the code. 
Host computer 
The Innovation 386 computer is used as the control center for the position con­
trol, frame digitizer, and frame processor cards. This computer was specially designed 
to be IBM PC-compatible, yet have 20 expansion slots rather than the standard 6 
slots. The extra slots are used to provide enough space for the cards mentioned above 
as well as a variety of other X-ray detectors and peripheral devices not specifically 
used for the real-time environment. An 660 MByte hard disk is provided for im-
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age and data storage. A high speed data link is used to transfer images to other 
computers for off-line analysis. 
Data Flow and System Control 
This section describes how all the separate pieces of equipment work together 
to provide a unified system for making X-ray NDE measurements. Figure 2.4 shows 
a flow diagram of this process. The data flow begins with the X-ray source. The 
X-ray beam passes through and interacts with the sample to generate an image 
of the sample's interior. This image is observed by the detector consisting of the 
image intensifier, video camera, and frame digitizer. The frame store is operated 
as an accumulator during frame averaging to emulate film integration. Averaging 4 
to 8 frames significantly improves the signal-to-noise ratio. The frame processor is 
brought in to the flow when the image data needs to processed. The resulting image 
is displayed on the image monitor and finally viewed by the operator. 
The operator must run three control programs on the host computer. DOS 
(disk operating system) is a single-user, single-task operating system, so normally 
this would not be possible without bundling all three (large) programs into a single 
program. Desqview, a commercially available package, multiplexes the PC's CPU be­
tween multiple windows to create a multi-tasking environment which simultaneously 
runs the sample positioner, frame digitizer, and frame processor interface programs. 
Each program runs concurrently in a separate window on the PC monitor, although 
only one window is active for user input at a time. 
The sample positioner routine displays the coordinates of the sample and pro­
vides an interface to the motor control cards. The arrow keys are used to select 
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among the axes and to start and stop sample motion on a particular axis. The posi­
tion display is continuously updated to the PC screen and is optionally written to a 
shared data file read by other programs that require the sample position. 
The frame grabber routine communicates with the frame grabber board through 
a non-sharable DOS device driver, so only one process can control the frame grabber 
at a time. Data Translation provides a C function library to interface with the device 
driver. This makes it easy for any program running on the PC to have access to the 
frame grabber. A variety of stand-alone programs were developed to handle routine 
tasks for for image acquisition, display, storage, and analysis. These do not require 
the multi-tasking environment. The 3-D reconstruction routine, however, requires 
the multi-tasking environment to read the sample position and to coordinate activity 
between the frame grabber and the frame processor. 
The frame processor interface routine provides the link between DOS and the 
MM-96. The program begins by downloading and starting the SPOX operating 
system and 96002 executable onto the MM-96. Afterwards, the program waits for 
any requests from SPOX for DOS resources. For example, the C program running 
on the MM-96 can open a data file, read from the file, and close it. SPOX relays 
these requests to the interface program running on the PC. The interface routine 
is the program that actually operates on the DOS file. Aside from DOS requests, 
the MM-96 program runs independent of the PC. To improve operating efficiency 
of the sample positioner and frame grabber programs, the frame processor interface 
program is operated in the background without receiving CPU cycles once the MM-96 
program is running. 
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Real-time processing loop 
The frame digitizer and frame processor are set up to perform a real-time pro­
cessing loop. The image transfer functions of this loop are indicated in Figure 2.5. 
The frame grabber is controlled by the host computer to perform the four steps in­
dicated by the circled numbers in the diagram. The purpose of this program is to 
act as an image server for the processing board. Once initialized, the client program 
running on the frame processor operates independently of the host computer since 
DOS resources are not accessed inside the real-time processing loop. Its operation 
sequence is indicated by the boxed numbers. 
The image server begins by acquiring a frame-averaged image into the 16-bit 
averaging buffer of the frame digitizer in Step 1. The buffer is first initialized to 
zero, then N frames (1 < < 255) are digitized by the analog-to-digital convertor 
(A/D) and summed together. The image is subsequently divided by N. In Step 2, 
a sub-image or region-of-interest (ROI) is sent via the high-speed image bus to the 
frame processor. The most recently processed image is immediately received from 
the processor and inserted into the ROI (Step 3) rather than waiting for the frame 
processor to finish with the current ROI. This allows the frame averaging and frame 
processing functions to operate in parallel. The only disadvantage of this technique 
is that the processed image lags the unprocessed image by one display frame. In 
Step 4, the composite image is sent to the display buffer. 
The image client program running on the frame processor is designed to access 
any files or data cis part of an initialization step since any access to DOS resources 
is slow. It subsequently enters an infinite processing loop. In Step 1 of this loop, the 
frame processor loads the ROI from the frame digitizer into the input image buffer. 
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Step 2 is executed immediately and the output image buffer is sent back to the frame 
digitizer. Step 3 follows and the input image buffer is mapped onto the output image 
buffer using whatever processing function the user has programmed. To use a new 
processing function, the user must terminate the frame processor interface program 
externally (from the operating system) and execute a new program. 
The user interface to the image server accepts control information from the 
keyboard and the mouse. Moving the mouse continuously adjusts the position of the 
region of interest, thus permitting a high degree of interaction with the image. The 
ROI size is selectable as any sub-image of the 640x480 image. Keyboard input is 
used to control the number of frames averaged, to toggle the enhancement ROI on 
and off, and to send processing parameters to the frame processor client program. 
Prior to sending the unprocessed ROI, the image server sends a parameter array to 
the client program. The array is physically located in frame grabber memory which 
is accessible by the high speed image transfer bus, thus eliminating the need to send 
data through the slower PC bus. 
The first four integer values of the array indicate the size and location of the ROI. 
The location is required for some algorithms that register the ROI with a previously 
stored image, such as background division of a flat-field calibration image. Additional 
integer or floating point parameters are user-specified. For example, suppose the 
image client is performing background subtraction by polynomial fitting and follows 
this with a contrast stretch. It requires the maximum polynomial order for the fit 
and a number to scale the residual image. The image client is set up to take the 
polynomial order as an integer from the fifth value of the parameter array and the 
scalar as a floating point value from the sixth value of the array. The user sets 
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a parameter value by initiating the appropriate image server command (pressing 
"P" on the keyboard). The image server prompts for the type (integer or floating 
point) and value. This updates the parameter array sent to the image client and the 
processing results using the updated parameters are viewed immediately. 
The image server was programmed as a stand-alone program and also as a func­
tion. The function is used by the 3-D reconstruction program to do real-time pro­
cessing before each feature point is selected from the screen. The image server has 
user commands to display the update rate, to set the device-driver time-out value 
(this is important when it takes a long time to process an image), to pause while a 
new frame processor routine is loaded, and to temporarily release the frame grabber 
device driver. This last capability makes it possible to use the other stand-alone 
programs to modify the frame grabber parameters such as zoom, video A/D gain 
and offset, and look-up tables. 
3-D point reconstruction 
After moving the sample to its initial position and enhancing the features of in­
terest, a mouse-guided cursor is used to choose the 2-D projected coordinates from the 
display screen. An arbitrary number of points can be selected; each is reconstructed 
independently of the others. When all points are entered, the reconstruction program 
reads the current sample position from a shared data file written by the positioner 
control program. The user is prompted to move to a new orientation and select the 
corresponding points. Labeled marks are placed over the selected points as a visual 
aid to indicate the order of points to select. The new sample coordinates are read 
after all the corresponding points are entered. This process continues until the user 
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signifies that data collection is complete. The point reconstruction program calcu­
lates the 3-D coordinates of each point and displays this information numerically on 
the data display. A simple data visualization was also implemented to show the 3 
c o o r d i n a t e  p l a n e s  X Z ,  X Y ,  a n d  Y Z .  
The laboratory geometry is stored in a file to initialize the 3-D reconstruction 
. routine. This information includes the X-ray source position, sample positioner center 
of rotation, detector calibration coefficients, and transformations to convert device 
units into physical units. These transformations also convert the local coordinate 
systems of the positioner and display to the laboratory global coordinate system. 
The detector calibration is required to linearize the spatial response of the image 
intensifier. Chapter 5 describes an image-based technique to obtain the laboratory 
geometry, and Chapter 3 describes the calibration and image processing techniques 
used to improve the detector performance. 
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CHAPTER 3. 3-D FLAW RECONSTRUCTION 
This chapter describes the mathematical foundation used to reconstruct the three 
dimensional coordinates of flaws and other features of interest within a host material. 
This method is restricted to determining point locations as opposed to computed 
tomography methods which reconstruct a map of the entire X-ray attenuation of a 
sample cross-section. Determining the coordinates of only the points of interest is 
much more computationally efficient, and often provides sufficient information for an 
NDE practitioner to make a decision. 
The point reconstruction method developed for this work is called the general­
ized stereography (GS) method. It closely resembles the work of Wallingford (1990); 
the main differences are the generalized approach for sample manipulation and the 
elimination of nuisance parameters in the system inversion. Wallingford's work as 
well as other well known methods for determining flaw depth are briefly described 
prior to deriving the GS equations. 
The chapter concludes by describing how to incorporate the GS equations into 
a real-time radiography system. A simulation of the measurement process (forward 
model) and the solution process (inverse model) is used to gain insight into the error 
sensitivity of the system under a variety of operational configurations. 
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Existing Methods 
Stereoradiography (Quinn and Sigl, 1980) is a qualitative technique based on the 
same principle as a stereoscopic photograph viewer. Two radiographs of the sample 
are required. Between exposures, the X-ray source is shifted a distance equal to the 
spacing of the human eyes. These radiographs are placed in a stereoscopic viewer, 
and the operator perceives the depth of flaws within the sample. Perceiving the 
orientation of the feature within the part is aided by placing a uniform grid of lead 
wires around the sample or by painting lead stripes on the sample (Veress, 1989). 
Stereo X-ray photogrammetry (Veress, 1989) is a quantitative version of stereo­
radiography. X-ray photogrammetry is based on a central projection model which 
assumes a point X-ray source and straight line propagation of the X-rays. The latter 
condition holds due to the nature of electromagnetic wave propagation. The former 
condition of a point source is not realized in an actual X-ray source, and the ensuing 
geometric unsharpness makes feature identification more ambiguous. The microfocus 
source, however, is an extremely good approximation to an ideal point source, so un­
sharpness problems are minimized. The straight line propagation of the X-ray path 
implies a collinear relationship between the X-ray source, feature point, and detector 
points. McNeil (1966) identifies four types of X-ray photogrammetric lab setups: (1) 
two stationary sources with a stationary object, (2) translation of a single source with 
stationary object, (3) stationary source with object translation, and (4) stationary 
source with object rotation. In all cases the object is kept in contact with the X-ray 
film detector. Case (4) is preferred since equipment complexity is minimized. Case 
(3) requires a significant amount of translation, so the X-ray source must be rotated 
between views. X-ray photogrammetric techniques emphasize system calibration as a 
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means to achieve low measurement errors, e.g., ±0.004 cm in depth (Veress, Lippert, 
and Takamoto, 1977). 
The parallax method (Bryant and Mclntire, 1985) uses source shifting and sim­
ilar triangle relationships to quantitatively determine flaw depth within a sample. 
Figure 3.1 shows a diagram of the parallax radiography setup. The X-ray source is 
translated a known distance ^ in a line parallel to the X-ray detector. This produces 
a corresponding shift B in the image of the flaw on the film. The objective is to deter­
mine the flaw distance D above the detector plane. Knowing the source-to-detector 
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distance 5, the rule of similar triangles implies 
B A 
D  S - D '  
(3.1) 
Solving for D yields 
D = (3.2) 
This technique requires the source shift and source/detector distances to be known 
accurately. Furthermore, since the result of the method is the flaw height above the 
detector, the sample thickness and position relative to the detector must be accurately 
known as well to properly locate the flaw relative to the boundaries of the sample. 
This problem is alleviated by applying lead markers on the source side and detector 
side of the sample. The formula of Equation (3.2) is applied for both markers. This 
determines the boundaries of the sample relative to the detector, so knowledge of the 
sample thickness is not required. 
Stereography (Wallingford, 1990) is a method for reconstructing the three dimen­
sional coordinates of feature points within a sample. This approach uses a sample 
shift rather than a source shift. The method was implemented using both X-ray film 
and the real-time detector. A pair of images is collected and input to an off-line 
program to compute the feature depth. 
The X-ray source position is indicated by the vector S = Sxî + Syj-h S z k .  The 
ray connecting the source, the point of interest P, and the measurement point M in 
t h e  d e t e c t o r  p l a n e  i s  d e s c r i b e d  b y  t h e  p a r a m e t r i c  e q u a t i o n  R { t )  =  5 ( 1  —  t )  +  M ( t ) .  
As t varies from 0 to 1, R{t) traces out the ray from the source to the measurement 
point. The vector R[t) coincides with P at some value of i = fj. The sample is 
shifted an amount T in a line parallel to the X-ray detector plane. This translates 
41 
the point of interest to a new position P' which projects a new measurement point at 
M . The new ray selected by 5, P', and M' is described by a second equation R'{t). 
It coincides with P' at i = <2- These two measurements yield a system of equations 
which is inverted to solve for the unknown values Px, Py, Pz, and the "nuisance 
parameters" ti and <2-
Wallingford demonstrated that this technique could easily accommodate addi­
tional measurements to produce a least-squares estimate of the point position P. 
Furthermore, he derived an extension of the method which could accommodate sam­
ple rotation as well as translation. In the subsequent derivation, the sample manip­
ulation is generalized using a linear transformation of the form y = Ax -f b. This 
transformation permits the sample to be manipulated in a more complex manner 
than simple translation. 
The main drawback of the parametric approach is that a new parameter is 
introduced for each new measurement. The point of interest P and its translates P^ 
are functions of these parameters, so there is redundancy in this system formulation. 
In the following derivation, the fact that S, P, and M are collinear is expressed 
using a cross product approach rather than a parametric equation approach. This 
non-parametric method is free of nuisance parameters. 
Mathematical Formulation 
The following derivation is designed for a fixed-position X-ray source, a fixed-
position X-ray detector, and a movable sample. This is a limitation of the particular 
RTR laboratory used for this work (i.e., the X-ray source and detector positions are 
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Figure 3.2: Experiment geometry for generalized stereography 
not computer controlled). However, this method can easily be reformulated in terms 
of a movable source and a fixed sample. 
Figure 3.2 shows a diagram of the experiment geometry. The X-ray source 
location is denoted by the 3x1 vector s = [sj 52 S3] (the vector indices 1, 2, and 
3 correspond to the X, Y, and Z axes, respectively, of the global coordinate system; 
this convention is used throughout the derivation). The X-ray source produces a 
cone beam which is modelled by a series of rays emanating from s. One of these 
rays passes through the point of interest pQ (also called the range point) and casts 
a shadow (projection) on the X-ray detector at the measurement point mg. Note 
that no particular detector geometry is assumed here, so the choice of mg in three 
dimensions is perfectly general. For example, the spherical surface of the image 
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intensifier could be used directly rather than assuming a planar detector. The point 
PQ is embedded within a host material, so only s and mg are known. 
The goal of the reconstruction is to uniquely identify the 3-D coordinates of pg. 
It is known that pg is collinear with the source point and measurement point since 
all three points lie on the same ray. Yet this is insufficient information to uniquely 
determine pg since any position along the ray satisfies the collinearity constraint. 
Additional information is obtained by translating pg to a new location pj, which 
selects a new ray and creates the meeisurement point mj. pg is transformed to pj 
using the linear transformation p^ = Apg + bj. Simple translation is accomplished 
by taking Aj as the identity matrix and as a non-zero vector. Rotation about a 
center of rotation c is accomplished by subtracting c (this takes pg to the origin), 
applying the rotation matrix R, and adding back c to restore the original position: 
Pi = R-(Po-c) + c 
~ (Rpg Re) c 
Pi = Rpg + (I - R)c. (3.3) 
For this transformation, Aj = R and bj = (I — R)c. 
The additional measurement point mj and knowledge of how pj is related to pg 
provides sufficient information to find pg. This information is summarized as follows: 
Condition 1: s, pg, and mg are collinear. 
Condition 2: s, pj, and are collinear, and 
Condition 3: p^ = A^pg + bj. 
Conditions 1 and 2 are constraints on the locations of the unknown point and its 
translate. Condition 3 indicates how the constraints are coupled together. 
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Any three points A, B, and C are collinear when the cross product product 
AB X AC equals zero. It will be convenient to define the cross product operation 
in matrix notation. In vector notation, the cross product of two vectors Â and B is 
given by the determinant 
Î j  k 
A X B = Ax Ay Az 
Bx By Bz 
where î, j, and k are unit vectors in the X, F, and Z directions, respectively. Ex­
panding this determinant yields 
A X B — {AyBz — AzBy)î — {AxBz — AzBx)j + {AxBy — AyBx)k. (3.4) 
Using the correspondence a = [aj «2 w A = Axi + Ayj + Azk-, the above 
expansion is written in matrix notation as 
02^3 - 0362 
-0163 + 0361 
aib2 — 02&I 
0 —03 02 6% 
03 0 —aj 62 • (3.5) 
-02 «1 0 63 
The operator which takes the 3x1 vector a onto the 3x3 matrix premultiplying b in 
the above equation is defined as Cx, where 
0 -X3 X2 
C *  = $ 3 0  — •  ( 3 . 6 )  
—X2 xi 0 
Hence, Ax B corresponds to Cab. 
Now, the collinearity constraint of Condition 1 is expressed by equating the cross 
product of the the vector pointing from the measurement point to the source point 
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(s — mg) and the vector pointing from the measurement point to the range point 
(PQ - mo) to zero: 
Cs-inQ(PO - mo) = 0 
^8—moPO — ^8—mo'^O" (3'7) 
It is tempting to solve the above equation for po; however, the rank of Cx (denoted 
p(Cx)) is < 2, but Cx is a 3x3 matrix. Thus, Cx is not invertable, so pQ cannot be 
determined uniquely. This further demonstrates the need for making more than one 
measurement to uniquely determine the range point. 
Condition 2 is expressed in a like manner: 
—injPl ~ (3'8) 
By Condition 3, pj = AJPQ + B]^, SO by substitution into Equation (3.8), 
^ 8 — ( - ^ 1  P o  ^ 1  )  ^ 8 —  
^8—mj^-^ lPO ^8—(^1  ) '  (3*9)  
Combining Equations (3.7) and (3.9) forms the system 
/ \ / 
, X \ 
^8—mo^O (po) = 0
 
CO
 1 B o
 3 o
 
- bo) 
(3.10) 
^ ^s—mj-^l y ^  ^ 8 — ( ^ 1  - h )  y 
where Ao = I and bg = 0. This is an overdetermined system, so pQ is a least-squares 
solution. However, for the case of two measurements, the left-hand matrix has only 
six rows, so this particular system is only slightly overdetermined. The "overde-
terminedness" of the system is improved by including additional measurements ntij 
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obtained by applying a series of transformations to pg to yield the set of range points 
Pj = AjPo + b^. A total of M measurements yields the general system 
^8—MQ AQ 
^ 8 — A . 2  
^8—m2 ^ 2 (po) 
^ 8 — ^ O )  
^8—mj (^1 "" ^l) 
C3_m2(m2-b2) (3.11) 
\^s—vcij^_Y^M—l /  \  ^ 8—1 ~ l) J 
The left matrix premultiplying pg is a 3M x 3 [M > 2) rectangular matrix denoted 
X. The right hand side is a 3M x 1 column vector denoted y. 
System Inversion 
The system of Equation (3.11) is an overdetermined linear system of the form 
Xp = y, where the zero subscript has been dropped to simplify the following discus­
sion. Solving for p requires computation of the matrix inverse of X. X is rectangular, 
so only a generalized inverse X~ can be found. The solution vector is then p = X"~y. 
When p(X^X) = 3, X^X is a square matrix and is invertible. Thus, the most com­
putationally straightforward solution is 
p = (XrX)-l(Xry). (3.12) 
Unfortunately, this method (known as solution of the normal equations) is prone to 
numerical instability, especially when X is ill-conditioned (Press et ai, 1988). The 
singular value decomposition (SVD) (Press et al., 1988) approach is more numerically 
stable, and provides useful information concerning the quality of the solution vector 
P 
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The SVD decomposes X as follows: 
X = UWV^, (3.13) 
where U and are orthogonal matrices, and W is a diagonal matrix containing 
the singular values wj^. The solution vector p is determined as 
P = X-y 
= (UWV^)-ly 
p = VW-%^y (3.14) 
The last step follows since the transpose of an orthogonal matrix is its inverse; W is 
diagonal, so W~^ is found by taking the reciprocal of the diagonal elements. 
The condition number oi the matrix X indicates to what extent X is ill-conditioned 
for the least-squares problem. The condition number is the ratio of the maximum 
and minimum singular values; 
(3.15) 
'^min 
CN ~ 1 indicates a well-conditioned X matrix, while a large value indicates it is 
ill-conditioned (Press et ai, 1988). Furthermore, the sensitivity of the least-squares 
solution is proportional to the square of the condition number (Golub and Van Loan, 
1989). In the laboratory software implementation, the condition number is included 
as an output to the user as a diagnostic to indicate how much confidence can be 
placed in the least-squares solution vector p. 
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Application of Model in RTR Environment 
This system computes the 3-D coordinates of a point pg given a measurement 
point niQ derived from an initial view of the sample, a sequence of additional mea­
surements mj, m2, ^M—\ derived from a series of new sample orientations 
defined by (A^-,b^), and knowledge of the source location s. The sample positioner 
center of rotation is indicated by the 3x1 vector c. The angular position of the 
platter is denoted by 9. 
Figure 3.3 shows a diagram of the coordinate systems used for the X-ray source, 
sample positioner, and detector. The global coordinate system {Xg,Yg,Zg) is cen­
tered on the face of the X-ray detector. The source is located somewhere in the pos­
itive Zg half-space. A coordinate system local to the sample {Xs,Ys, Zs) is placed 
with its origin at c. Linear transformations are used to map device coordinates to 
the global coordinate system. For example, the sample positioner reports position 
in steps, and the display screen coordinates are reported in pixels. Both need to be 
converted into the global coordinate system in centimeter units. 
The sample positioner lacks shaft encoders to provide an absolute position be­
tween invocations of the sample positioner program, so the positioner values are 
relative to the initial platter position c loaded from the laboratory geometry file. 
Once the sample is attached to the platter, the position is adjusted to obtain an 
initial view. A projection of a point of interest is defined from the image using a 
mouse-guided cursor to give the first measurement mg = [mj m2 0] (mg is al­
ways zero since the detector plane lies in the XgYg plane). The current position of 
the platter is recorded as CQ = c -F ACQ and 6q. The sample is translated and/or 
rotated to a new view. Once mj is defined from the image, the sample position is 
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Figure 3.3: Global and sample coordinate systems for RTR laboratory 
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recorded as cj = c4-and The linear transformation linking the range points 
is = R(po — cq) + Cl- Conceptually, this transformation takes the range point pg 
back to the initial center of rotation CQ, applies the rotation matrix R (a function of 
the change in rotation — ^g), and translates it back to the new center of rotation 
In terms of the general transformation defined by (Aj,b]^): 
Ai = R(^i - ^o) 
cos(^l — ^o) 0 sin(^i — ^o) 
0 1 0 
— s in (0 i—^o)  0  cos (^ i  — ^o )  
(3.16) 
and 
BJ = (c + Acj) - Ai(c + ACQ). (3.17) 
The matrix R(0) applies a rotation about the axis. This process is repeated until 
M >2 measurements are made. The quantities s, m^, A^, and are organized into 
the system of Equation (3.11), which is subsequently inverted to solve for the range 
point pQ. The entire process is applied to an arbitrary number of range points within 
the sample. 
Flaw measurements are made by selecting endpoints of crack features. Complex 
cracks are measured by selecting vertices within the crack image as range points. 
Once the 3-D coordinates are determined, the crack is reconstructed by connecting 
piecewise linear segments between the range points. The orientation of the crack is 
completely determined by the points pQ^. The length of the crack is computed by 
summing the lengths as 
M—1 
^ = 52 |P0i-P0i-l|- (3.18) 
z=l 
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This feature was implemented into the 3-D reconstruction program to allow the user 
to measure the length between an arbitrary sequence of points. 
The centroid of void-like flaws and inclusions can be identified as well. The 3-D 
centroid projects closely to the 2-D centroid of the projection on the detector. For 
a sphere of uniform density, the distance between the centroid of the 2-D elliptical 
projection and the projection of the 3-D sphere centroid is (McNeil, 1966) 
Ax = (d/2)[tan(0 — (!>) + tan(0 + (f>) — 2 tan 0], (3.19) 
where d is the source-to-detector distance, 6 is the angle between a source ray passing 
through the sphere centroid and a source ray normal to the detector, and 2^ is the 
angle subtended by the sphere boundary (see Figure 3.4). The distance Ax is zero 
when the sphere is on-axis with the source {6 = 0). Ax increases slightly off-axis. 
McNeil used a 1/4" (0.64 cm) sphere with a source/detector distance d = 36" (91 cm) 
and 6 = 14^^02' (</> = 0°12' follows from the 1/4" sphere) to get Ax =0.00012" 
(0.00030 cm). Thus, the error is negligible, considering that the effective width of a 
pixel in the X-ray detector is 0.017 cm (at 60 pixels/cm sampling frequency). Limits 
on the void's boundaries are determined by making 2-D measurements from a series of 
sample rotations. More accurate modeling of the flaw shape is possible (Wallingford, 
1990), although this requires the gray values of the projection to be used. The image 
intensifier has a wide variety of radiometric aberrations which would need to be taken 
into account to make this work successfully. 
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Figure 3.4: Error in determining 3-D centroid from 2-D projection 
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Simulation of 3-D Measurement System 
A simulator was developed to make detailed analyses of the 3-D measurement 
system. The simulator is split into a forward model and an inverse model. The 
inverse model is the the same as that implemented in the real-time laboratory. It 
uses s, c, m^-, and a list of sample manipulations to calculate pQ. The forward model 
uses the same information, except pg is input and the measurements m^ are output. 
These models are used as the basis of a Monte-Carlo simulation to study the effects 
of noise and bias on the inverse solution. Simulation was used since interaction of 
variables and lack of an analytic expression for the inversion process would otherwise 
make this analysis difficult. 
Forward model equations 
The same collinearity constraints are used for the forward model, except now 
the range point pQ is given and the measurement mg needs to be determined. The 
collinearity of these points with the source is expressed as 
Cs-po(mo-po)  =  0  
PQ^O ~ ^8 —PQPO 
Cs-pQmo = CsPo- (3.20) 
The transformations (Aj,b^) are computed using the same formulas as for the 3-D 
inversion (Equations (3.16) and (3.17)). These are applied to pg to find the translates 
Pr 
The Z component of m^ is constrained to the detector surface. A planar surface 
in the XY plane is selected, so = 0 for all measurements (a planar surface is 
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justified since the X-ray detector is calibrated to emulate a linear planar detector). 
This reduces the number of unknowns to 2, so Equation (3.20) can be solved uniquely. 
Expanding both sides of Equation (3.20) results in 
-(-53-^03)^02 
(«3 - P03)^01 
-(•S2 - P02)^01 + (^1 - P0l)^02 
--^3^02 + ^2P03 
^3P01 - ^1P03 
-•S2P01 + ^1P02 
(3.21) 
Adding the first two rows results in the following system; 
(53-PO3) -(^3 -PO3) moi •S3(P01 - ^^ 02) + (^2 - ^l)P03 
- ( ^2  -PO2)  ( ^ l -POl )  ^02 nP02 -•«2P01 
(3.22) 
This is a full rank system which can be solved for the measurement X and Y coordi­
nates. This technique is appHed to each to calculate the remaining measurement 
points. 
Simulation results 
The simulator was implemented using the modules shown in Figure 3.5. The 
ellipses indicate user specified parameters to define the laboratory setup (X-ray source 
position and sample positioner location), the range point location, and the variances 
and biases to be used to perturb the positions of the X-ray source, sample center 
of rotation, and screen measurements. The rectangles indicate the major sections of 
the simulator itself. The screen measurements are computed using the forward 
model described in the previous section. These measurements are considered to be 
"exact", since no noise or bias has been added yet. In the next step, more "realistic" 
measurements of the system are created. A normal random number generator is used 
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to create measurement noise; for each measurement quantity, the random number is 
scaled by a standard deviation and offset by a bias appropriate to that quantity. The 
X-ray source and sample position measurement noise is cissumed to be continuous, 
while the screen measurements are quantized to emulate the behavior of the digitizer. 
The perturbed values are applied to the same algorithm that is used to make the 
3-D measurements in the laboratory. This routine generates an estimate of the range 
point, which is saved to an array. The simulator goes back and calculates a new set 
of noise values, which in turn are applied to the range point calculator to generate 
another estimate of the range point. This process is repeated many times (usually 
100) to build up a distribution of estimates. The average and standard deviation 
of this distribution are computed, and bias is determined by comparing the average 
value of the estimate to the "true" value specified earlier by the user. 
The error in estimating the Z component (depth) of the range point is of most 
interest, since the X and Y components are easily calculated from only a single 2-D 
projection image. Measurement errors stem from four sources: 
1. Determining the 3-D position of the X-ray source, 
2. Determining the 3-D center of rotation of the sample positioner platter, 
3. Movement of the sample from one view to the next, and 
4. Determining the measurement points from the display screen. 
Error Source (3) is negligible in this system due to the high precision and accuracy of 
the sample positioner. The laboratory source/positioner/detector geometry remains 
fixed once the mecisurement is in progress, so Error Sources (1) and (2) contribute a 
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Figure 3.5: Flow diagram of 3-D measurement simulator 
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systematic error or bias to the measurement. Selection of measurement points from 
the display screen is the only variation encountered during repetition of the same 
experiment, so Error Source (4) contributes the random error to the depth measure­
ment. Consequently, the simulation studies were used to determine the influence of 
the following factors on the systematic and random error components of the depth 
measurement; 
• Sensitivity to random measurement errors cis a function of: 
1. change in position between two views (translation) 
2. change in angle between two views (rotation) 
3. distance from center of rotation 
4. number of views between a fixed angle of rotation 
5. sample/detector distance (magnification) 
• Sensitivity to bias errors in: 
1. source Z position 
2. sample positioner center of rotation Z position 
Some results from Chapter 5 are used to make the simulations applicable to 
the laboratory measurements performed there. A precise method was developed to 
calculate the X and Y components of s and c once the Z component was known, so 
the Z component meeisurement dominates the error in determining these quantities . 
The Z position was determined using a tape measure, which was accurate to within 
±1/16" (±0.16 cm). The standard deviation associated with measuring feature points 
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Table 3.1: Simulation parameters for translation experiment, 4x magnification 
Quantity Nominal Value Standard Deviation Bias 
(cm) (cm) (cm) 
s [0 0 100]^' [0 0 0]'^ [0 0 0]^' 
c [0 0 60]^ [0 0 0]^ [0 0 0]^ 
PO [0 0 58]^ — — 
m,; — [0.012 0.012 0]^ [0 0 0]^ 
from the display screen was found to be 0.5-0.8 pixels. The simulations use a standard 
deviation of 0.7 pixels for both X and Y measurements; this corresponds to 0.012 cm 
resulting from the 60 pixel/cm sampling frequency used to digitize the real-time 
image. A constant standard deviation for the measurement noise is justified since in 
practice image processing routines are used to enhance the features of interest, so the 
operator experiences the same level of uncertainty in selecting these features from 
one view to the next. 
The nominal setup for the simulations places the X-ray source 100 cm from the 
detector. Magnifications of 4 times were most commonly used for the samples in 
Chapter 5; Ix and 20 x magnifications are also investigated here. 
Translation A two-view translation experiment was set up using the geometry 
indicated in Table 3.1. The table lists the quantity of interest, its nominal value, and 
the standard deviation and bias of the random noise added to the nominal value to 
make the perturbed measurement value. Here, the X-ray source was placed on 
the Z axis 100 cm from the detector, the positioner center was placed on the Z axis 
60 cm from the detector (which results in 4x magnification), and the range point 
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was located on the Z axis 2 cm from the center of rotation. Measurement noise was 
added only to the display screen measurements. The initial view was always made 
with the range point positioned as shown in the table, ajid the second view was made 
after translating the range point in the +X direction by an amount varying from 
0 to 20 cm. Both the standard deviation of the range point depth measurement 
and the condition number of the inversion are plotted as functions of the change 
in position (Figure 3.6). Note that the sample had to be translated at least 15 cm 
to achieve a depth standard deviation below 0.02 cm. This much translation is 
impractical for a single-detector setup since the detector hcis limited field of view. 
In fact, the laboratory setup of Chapter 5 only permitted a translation of 1.5 cm at 
4x magnification, so the simulation predicts at least an order of magnitude higher 
error for a practical geometry. A second detector would be required to image the 
translated sample, which obviously complicates the laboratory setup. 
Translation-only measurements result in an ill-conditioned X matrix for two 
reasons. First, the long source-to-detector distance dominates the difference s — m, 
since || s || is usually 100 cm, and || || is about 4 cm due to the Hmited detector 
field of view. Second, the range point transformation matrix is identity, so the 
additional rows added to X are nearly the same as the first three rows found by the 
initial measurement. For example, a 2 cm sample translation with the geometry of 
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Figure 3.6: Error sensitivity as a function of translation amount 
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Table 3.1 results in the following X matrix: 
0 -100 0 
100 0 0 
0 0 G 
0 -100 0 
100 0 4.76 
0 -4.76 0 
The first three rows result from the initial view, and the last three rows are obtained 
after translating to the second view. Rows 3, 4, and 6 are all linearly dependent on 
Row 1, and Row 5 is only marginally independent from Row 2. Consequently, the 
X53 value is the only value keeping /5(X) = 3; has to be made fairly large to 
make X better conditioned. As will be seen, using a rotation matrix for Aj changes 
all the values in the last three rows of X to make them linearly independent from the 
first three rows, making X well-conditioned for inversion while keeping the simple 
geometry of a single fixed detector. 
Rotation The ability to rotate the sample is one of the primary advantages of 
this system over a translation-only system. A two-view rotation experiment was set 
up using the same geometry as the translation experiment (Table 3.1). As before, 
the geometry shown in the table was used for the initial view. The second view was 
made by rotating the range point in the -t-0 direction in the range 0-360°. The depth 
standard deviation and condition number are plotted as a function of change in angle 
in Figure 3.7. 
Here, a 20° rotation was sufficient to get an error below 0.02 cm (this required 
62 
0.050 50 
^^ standard Deviatian 
_ _ Condition Number 
0.040 40 
^ 0.030 
0.020 
T3 
CO 0.010 
0.000 
0 30 60 90 120 150 180 210 240 270 300 330 360 
Change in Angle (degrees) 
Figure 3.7: Error sensitivity as a function of rotation amount 
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a 15 cm translation for the previous experiment), and errors less than 0.01 cm were 
typical over the majority of rotation angles. The measurement was ill-conditioned 
using small angular changes, but was also ill-conditioned at 180° rotation. Using 
small angular changes does not substantially change the last three rows of X, so the 
ill-conditioned nature of this situation is evident. However, a rotation of 180° results 
in the following matrix: 
X = 
0 
100 
0 
0 
-100 
0 
-100 0 
0 0 
0 0 
-100 0 
0 0 
0 0 
Here the rank of X is 2, so the inversion cannot converge to a unique solution. This 
problem is due to the symmetry of placing s, c, and pg all on the Z axis. By moving 
the X-ray source off the Z axis to s = [20 30 100]^, the X matrix becomes: 
0 -100 71.4 
100 0 -47.6 
-71.4 47.6 0 
0 -100 -78.9 
-100 0 52.6 
78.9 52.6 0 
This matrix has CN = 1.8, indicating it is well-conditioned. The effect of using the 
off-cixis X-ray source as a function of change in rotation angle is plotted in Figure 3.8. 
X = 
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Figure 3.8; Measured depth standard deviation due to change in angle (X-ray source 
off the Z axis) 
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In comparison to translation, rotation was found to be superior to achieve a 
given level of depth error. As a result, rotation-only measurements are emphasized 
in this work since they are more efficient. 
Distance from center of rotation The same geometry as the rotation ex­
periment (Table 3.1) was used here. The initial Z position of pg was varied from 
58 cm to 62 cm (i.e., ±2 cm on either side of c). The depth standard deviation in 
determining the range point position was 0.013 cm at pgg = 58 cm and 0.011 cm at 
Pq3 = 62 cm. The error decreased monotonically between these two extremes, rather 
than reaching a minimum at zero distance from the center. Overall, the change was 
minimal; the trend of decreasing error as the point was moved closer to the source 
suggests the change was due to increased magnification. Using a Ix configuration 
(s = [0 0 100]^, c = [0 0 5]^) with pgg varying from 3 cm to 7 cm resulted in depth 
standard deviations of 0.029 cm and 0.027 cm, respectively. Again, the change was 
minimal, and' the error was less at the higher magnification condition of pQg = 7 cm. 
Thus, the variance in depth estimation was not found to be a function of distance 
from the center of rotation. 
Number of views between fixed angle of rotation So far, only two-view 
experiments have been considered. The system in Equation (3.11) can support M 
measurements, so this case was examined for a rotation experiment. The total rota­
tion angle Wcis kept fixed, and multiple views were made by dividing this angle 
into equal sub-angles. The objective was to determine whether using the intermediate 
views could improve upon a two-view rotation experiment. Both a well-conditioned 
two-view experiment (A^ji = 30°) and an ill-conditioned experiment (A^j^ = 5°) 
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Table 3.2: Simulation results for multi-view rotation, with 30° total rotation 
Number of Views Depth Standard Deviation CN 
(cm) 
2 0.013 4.04 
3 0.015 4.95 
4 0.012 5.42 
5 0.012 5.71 
6 0.011 5.90 
Table 3.3: Simulation results for multi-view rotation, with 5° total rotation 
Number of Views Depth Standard Deviation CN 
(cm) 
2 0.079 24.07 
3 0.091 29.48 
4 0.071 32.23 
5' 0.074 34.07 
6 0.067 35.23 
were considered. The 4x geometry of Table 3.1 was used for both tests. Table 3.2 
lists the depth standard deviations and condition numbers as the number of views 
was increased from 2 to 6. The decrezise in error from two views to six views 
was 0.003 cm, which is not a substantial improvement considering the amount of 
extra work required to obtain the additional data. Furthermore, the decrease was 
not monotonie since the error went up slightly from two views to three views. 
The results for the ill-conditioned experiment are indicated in Table 3.3. Here, 
the overall decrease was only 0.012 cm, which represents a 15% reduction in error 
over the initial error of 0.079 cm. 
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Table 3.4: Simulation parameters for rotation experiment, 1 x magnification 
Quantity Nominal Value Standard Deviation Bias 
(cm) (cm) (cm) 
s o
 
o
 
o
 
a
 
' 
K:
 
[0 0 0]^' [0 0 0]'^' 
c [0 0 3]^ [0 0 0]^ [0 0 0]^ 
PO [0 0 1]^ — — 
m,: — [0.012 0.012 0]^ [0 0 0]^ 
In both cases, it is evident that accumulating intermediate views can somewhat 
reduce the errors associated with measuring depth, but this marginal improvement 
needs to be weighed against the cost of collecting the extra data. In situations where 
angular rotations are limited to small angles, collecting intermediate views does not 
substantially improve the estimate. Thus, two-view experiments with a rotation of 
at least 20° are sufficient to achieve good results. 
Magnification The effect of magnification on a two-view rotation experiment 
was considered for the cases of Ix and 20 x. Magnification effectively increases 
resolution and reduces display screen measurement noise since the larger object is 
easier to see. This improvement is paid for by reduced field of view, so less material 
can be inspected. Tables 3.4 and 3.5 list the laboratory geometries for the Ix and 
20 X configurations, respectively. 
Figure 3.9 shows the depth measurement standard deviation eis a function of 
change in angle between the two views for the 1 x experiment. Here, the minimum 
error was 0.01 cm, which required a rotation of 90°. This much rotation is acceptable 
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Table 3.5: Simulation parameters for rotation experiment, 20 x magnification 
Quantity Nominal Value 
(cm) 
Standard Deviation 
(cm) 
Bias 
(cm) 
s [0 0 loop' [0 0 0]%' [0 0 0]^' 
c [0 0 95]^ [0 0 0]^ [0 0 0]^ 
PO [0 0 93]^ — — 
m,; — [0.012 0.012 0]^ [0 0 0]^ 
for objects with axial symmetry, but is not acceptable for plate-like geometries. Using 
a more typical rotation of 20-30° resulted in a factor of 4 to 5 increase in error. 
Figure 3.10 shows the results for the 20x experiment. The standard deviation of 
the depth measurement dropped to less than 0.001 cm at large rotation angles, and 
was less than 0.01 cm over the typical range of 5-30°. Again, this much magnification 
places limits on the sample size, but it is clear that using as high a magnification 
as possible is beneficial towards reducing measurement errors. The microfocus X-ray 
source makes magnification practical; however, a standard broad-focus source can 
also be used to achieve good results with a 1X configuration as long as the sample 
can be rotated a greater amount. 
The previous simulations demonstrated the sensitivity to random errors in se­
lecting the feature points for a variety of configurations. The next experiments inves­
tigate errors due to mis-measuring the Z positions of the X-ray source and positioner 
center of rotation with respect to the detector. Here, random noise is zero on all 
parameters, and bias is applied to selected quantities. 
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Figure 3.9: Two-view rotation experiment, Ix magnification 
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Figure 3.10: Two-view rotation experiment, 20 x magnification 
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Source position bias The two-view rotation experiment was used as before, 
except the feature point measurement noise was set to zero. The forward model 
generated measurement data based on the nominal laboratory setup. The effect of 
mis-measuring the Z position of the X-ray source was simulated by adding a bias to 
S3 and computing the range point estimate using the "incorrect" value. 100 runs were 
used to develop a distribution of estimates, and the bias was calculated by subtracting 
the true range point value from the average estimated value. Since changing the sign 
of the X-ray source Z bias simply changed the sign of the range point bias, only the 
results of a positive source bias values will be presented here. 
The bias in the range point estimate was found to be a weak function of the rota­
tion angle between the two views. For the 4x configuration, the bias was —0.029 cm 
at 0°, and —0.031 cm at 180°. In between these points, the bias followed a sinusoidal 
variation with a single period over the range 0-360°. Table 3.6 lists the results ob­
tained using multiple magnifications and source bias values. From this table, it 
is evident that depth bias is slightly affected by the rotation angle for the two-view 
experiment, but this effect is down an order of magnitude compared to the effect of 
error in determining the Z position of the source. The magnitude of the bias is negli­
gible for Ix magnification, and increases steadily as magnification increases. For the 
4x configuration, the magnitude of the bias is limited to 0.01-0.02 cm for an error 
of 0.5 cm. This provides an upper limit on the bias error, since the tape measure 
accuracy lies between 0.1-0.2 cm. 
Center of rotation position bias A similar experiment was performed to 
determine sens i t iv i ty  to  b ias  e r ro r  in  de te rmin ing  the  pos i t ione r  cen te r  o f  ro ta t ion  Z 
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Table 3.6: Sensitivity to bias in X-ray source Z position measurement 
Source Z Bias Minimum Bias Maximum Bicis 
(cm) (cm) (cm) 
Ix Magnification 
0.1 4-0.000 4-0.000 
0.5 4-0.000 -0.001 
1.0 4-0.000 -0.001 
2.0 +0.000 -0.002 
4x Magnification 
0.1 -0.003 -0.003 
0.5 -0.014 -0.015 
1.0 -0.029 -0.031 
2.0 -0.057 -0.061 
20 X Magnification 
0.1 -0.037 -0.039 
0.5 -0.185 -0.193 
1.0 -0.367 -0.386 
2.0 -0.724 -0.767 
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Table 3.7: Sensitivity to bias in sample center of rotation Z position measurement 
Source Z Bias Minimum Bias Maximum Bias 
(cm) (cm) (cm) 
Ix Magnification 
0.1 0.10 0.10 
0.5 0.51 0.51 
1.0 1.02 1.02 
2.0 2.04 2.04 
4x Magnification 
0.1 0.10 0.11 
0.5 0.52 0.53 
1.0 1.05 1.05 
2.0 2.10 2.10 
20 X Magnification 
0.1 0.14 0.14 
0.5 0.70 0.70 
1.0 1.40 1.40 
2.0 2.80 2.80 
position; Table 3.7 tabulates the results. In this case, a positive bias in eg resulted 
in a 1:1 effect plus some residual positive bias. For example, at 4x magnification, 
a 0.5 cm measurement error resulted in 0.52 cm error in the range point estimate; 
the 1:1 effect is 0.5 cm, and the residual bias is 0.02 cm. Consequently, even small 
errors in determining the center of rotation are reflected directly in the result. This 
is a significant problem when absolute measurements are to be made in the global 
coordinate system. However, most measurements are made relative to the boundaries 
of the sample, so measurements in the local coordinate system are only subject to 
the residual bias effects of 0.01-0.03 cm for bias errors of 0.1-0.5 cm. 
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CHAPTER 4. DETECTOR CHARACTERIZATION AND 
MODELING 
The X-ray-to-light (X/L) converter is the heart of the real-time X-ray imaging 
system. The optical output of this converter is digitized, computer processed, and 
displayed for the operator. The X/L converter is the only difference between a real­
time system and a system based on digitized X-ray film. This ability to continuously 
convert the X-ray field is the chief advantage of the X/L over film. The dynamic 
image conveys more information to the operator in less time. The disadvantages 
of the X/L are reduced contrast sensitivity, reduced resolution, increased spatial 
distortion, and increased radiometric distortion. These disadvantages are traded off 
against each other to make a variety of X/L designs. For this research, the X/L is 
used to make precise measurements of the projections of points of interest within a 
material sample, so the spatial characteristics of the X/L are of most importance. 
A variety of X/L designs are available. The main design issues are sensitivity to 
photons in the X-ray regime (> 10 KeV), amplification to achieve enough illumination 
for an optical video camera, maximization of spatial linearity, and maximization of 
resolution. The image intensifier tube is the most commonly used X/L in medical 
and industrial applications. It operates by converting the electrically neutral X-ray 
photons to electrons which are accelerated and focused by an electromagnetic lens 
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onto a small phosphor screen to make an optical image. This design has relatively high 
resolution and high sensitivity, or conversion efficiency. Compared to film, it also has 
high geometric distortion and limited resolution. This type of X/L is used in the RTR 
laboratory used for this work. This chapter is devoted to characterizing the image 
intensifier performance and developing algorithms to overcome its design limitations. 
The designs of other X-ray detectors will be briefly reviewed for comparison. These 
include microchannel plate, solid-state X-ray detector, and digital storage phosphor. 
A microchannel plate (Chalmeton, 1980) is an array of microscopic electron 
multiplier tubes. The plate is used instead of the electromagnetic lens of the image 
intensifier. Each multiplier tube diameter is typically 10 to 100 /xm. The interior 
of the tube is covered with a layer which emits secondary electrons upon impact by 
a primary electron. A voltage of about 1 KV is applied to set up a longitudinal 
electric field within the tube. A single input electron enters the tube and is acceler­
ated. The input electron path is at a slight angle with respect to the tube axis, so 
eventually it strikes the wall of the tube and generates two or three secondary elec­
trons. These electrons are subsequently accelerated and strike the tube wall. Each 
of these electrons releases more electrons, and this geometric progression results in a 
total electron gain of 10^ to 10^ output electrons. The microchannel plate has low 
geometric distortion. The cost of large-area plates is the main disadvantage. Plate 
diameters of up to 25 mm are manufactured in quantity for night vision applications, 
although large-area plates for RTR applications are becoming available (Gupta and 
Krohn, 1987). 
Some designs couple the photodetector array directly to the scintillation mate­
rial. Zhu, Babot, and Peix (1990) compared the performance of a 1-D 1024 array 
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of photodiodes coupled with a scintillator to an image intensifier and found 50% 
improvement in resolution, 20 dB increase in signal-to-noise ratio, and 20% improve­
ment in sensitivity. The 1-D array must be scanned to create a 2-D image. Since this 
process takes about 4 seconds, the improved performance comes at the cost of frame 
speed. The 1-D linear array can also image a continuous process as in the production 
of steel (Jacquemod, Odet, and Goutte, 1990) where it is not necessary to wait for a 
2-D image to be created. 
The photodiode is also used to directly detect low energy (< 10 KeV) X-rays. 
Samuelson and Jaggi (1989) used a commercially available 256x256 photodiode array 
in an X-ray microscopy application. They found that using a large pixel pitch of 
40 fim was required to minimize cross-talk between the pixels. Photodiodes also 
provide integration capability of up to 1 hour when cooled to minimize thermal 
electron noise. This design is free of geometric distortion. 
The digital storage phosphor system (Hillen, Schiebel, and Zaengel, 1987) uses 
a photostimulable phosphor as the X-ray detector. The X-ray photon energy is tem­
porarily stored within the crystal lattice since thermal energy is insufficient to cause 
the luminescent center to release the excess energy. A small diameter laser beam is 
scanned over the phosphor plate. The laser adds enough energy to cause the material 
to release the stored energy as optical photons. The local variation in emission inten­
sity is proportional to the absorbed X-ray energy. The optical photons pass through 
a light guide and are converted to an electron current by a photomultiplier tube. This 
current is amplified and digitized to make the final image. The phosphor screen hcis 
blurring due to optical scattering just as in an image intensifier, so resolution of the 
storage phosphor system is the same (< 4 Ip/mm). However, this system has higher 
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dynamic range since the laser readout system ccin be adjusted to match the X-ray 
exposure level. The storage phosphor has inherent integration capability like X-ray 
film, and has minimal geometric distortion. 
Principle of Operation 
The image intensifier is used as the real-time X-ray detector for this laboratory. 
After describing its operation, important aspects of the design that lead to aberrations 
in the final digitized image will be discussed. Those aberrations affecting the spatial 
performance of the tube will be modelled and corrected in the next main section. 
Figure 4.1 shows a diagram of the main components of an image intensifier. 
This device converts an incident X-ray flux to an optical image which is recorded by 
a video camera. The input scintillator screen is made of a phosphorescent material 
which converts the high energy X-ray photons to lower energy optical photons. Since 
the brightness of this optical image is very weak (typically only 1% of the incident X-
ray photons are converted), intensification is used to increase the brightness. Photons 
are electrically neutral and cannot be amplified or manipulated using electromagnetic 
fields. The intensification process begins at the photocathode which converts the 
low energy photons to electrons using the photoelectric effect. These electrons are 
accelerated at 20-30 KeV towards an output conversion phosphor that is 10 times 
smaller in diameter than the input conversion screen. Thus the image is intensified 
by electron acceleration and image minification. The following sections describe this 
complete process in more detail. 
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Figure 4.1: Schematic diagram of image intensifier 
79 
Input conversion screen 
The input conversion screen consists of a thin layer of phosphor material. Early 
generation tubes used zinc sulfide (ZnS) or cadmium sulfide (CdS) as the phos­
phor material. Since the early 1980's, cesium iodide doped with a sodium impurity 
(CsI(Na)) has been the material of choice. It is more sensitive to X-rays and its 
material characteristics permit deposition of thinner screens which results in higher 
resolution (Bates, 1980). Resolution is inversely proportional to screen thickness. In 
a thicker screen, the optical photons have a greater scattering volume. This scattering 
is known as phosphor bloom. Sensitivity, on the other hand, is directly proportional 
to screen thickness. Here, each X-ray photon has a greater chance of interacting with 
the greater volume of phosphor material resulting in greater conversion efficiency. 
Thus, there is a fundamental trade-off between sensitivity and resolution. Special 
techniques have been used to reduce phosphor bloom by growing the Csl crystals as 
thin needle-shaped elements (Link et oA, 1989). This way the crystals act like optic 
fibers and cross-talk between the crystals is reduced. 
The conversion screen is curved in a spherical shape to make an equal path length 
between all parts of the input screen and the output conversion phosphor screen 
to minimize distortion within the electromagnetic lens (Csorba, 1985). However, 
this curvature results in a distortion when the flat object plane is mapped onto the 
curved screen. The image magnification increases off-axis, resulting in "pincushion" 
distortion. This has the effect of making parallel lines in the object plane bow to the 
center of the image in the detected image plane. Furthermore, pincushion distortion is 
dependent on the position of the X-ray source, resulting in view-dependent distortion 
(Chackraborty, 1987). Any measurement procedure which uses multiple sources or 
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translation of a single source must take this factor into account. Pincushion distortion 
is the dominant spatial distortion encountered when using an image intensifier tube. 
The increasing magnification off-axis also contributes to vignetting. This is a 
radiometric distortion where the image of a uniform intensity source has decreased 
gray levels at the periphery of the image. This effect was found to be about a 30% 
reduction for the image intensifier used here. Older generation tubes had as high as 
50% reduction (Casperson, Spiegler, and Grollman, 1976). 
The radial divergence of the X-ray source caji be considered a part of the vi­
gnetting effect, but, as will be shown, this contribution is negligible. By treating the 
X-ray source as a Lambertian radiator, the off-axial intensity I relative to the on-axis 
intensity Iq is proportional to cos 0, the angle between the source ray perpendicular 
to the detector and a ray intersecting the detector at some other location (Csorba, 
1985). For a typical source/detector distance of r = 100 cm and a maximum distance 
of 8 cm from the center of the image intensifier screen (the radius of a 6" image inten­
sifier), 6 = tan~"^(8/100) ~ 4.57°, and cos6 c^i 0.997. Thus, the X-ray intensity only 
falls off 0.3% at the edge of the image intensifier input screen, so the X-ray source 
can be considered to be a uniform field to within less than a percent. 
The scintillator is mechanically coupled to a photocathode. This material uses 
the photoelectric effect to convert the output photons of the scintillator to electrons. 
Photocathode materials sense optical radiation with wavelengths in the range 1200-
120 nm, or approximately 0.01-0.1 KeV (Csorba, 1985), so the input scintillator is 
required to "downconvert" the energy of the X-ray photons (10-200 KeV) to this 
regime. The electron field is proportional to the input X-ray field, and is input to 
the electromagnetic lens for amplification. 
81 
Electromagnetic lens 
The electrons released by the photocathode are accelerated at 30 KeV towards 
the output conversion screen. This acceleration is the first method by which the 
X-ray image is intensified. The output conversion screen is also 10 times smaller 
in diameter than the input conversion screen. The electromagnetic lens focuses all 
photocathode electrons onto the output screen. Image minification is the second 
method of intensification. The overall increase in brightness is on the order of 10^ 
(Christensen, Curry, and Nunnally, 1972). 
The focusing quality of the electromagnetic lens steadily degrades away from 
the central axis (Csorba, 1985). Curving the input conversion screen alleviates this 
problem to a certain extent, but image sharpness is still maximum in the center of the 
image. For this reason, the electron lens of multi-field image intensifiers is externally 
adjustable to map reduced portions of the input screen onto the output screen. For 
example, a 9" tri-field image intensifier has 4.5", 6", and 9" operation modes. This 
permits the operator to conveniently change the field of view. The smaller fields 
use a restricted area in the center of the tube where electron focusing is better and 
geometric distortion is reduced. This reduced field of view means less material of the 
sample can be inspected at once. 
Spiral distortion is another aberration introduced by the electromagnetic lens. 
Inhomogeneities in the lens field as well as external magnetic fields cause straight 
lines in the object plane to be mapped into S-shaped curves. 
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Output conversion screen 
The output phosphor is a circular screen from 15 to 20 mm in diameter. The 
output phosphor is the primary limit on overall resolution. Due to the ten-fold 
reduction in image size, the phosphor crystals must be small and closely packed 
to minimize granularity. However, for a monolayer structure, the screen thickness 
determines the resolution (Csorba, 1985). The final output of the image intensifier 
output conversion screen is on the order of 5 x 10^ photons per second per square 
millimeter (Link et ai, 1989). 
Veiling glare is a radiometric degradation that shows up on the output conversion 
screen (Seibert, Nalcioglu, and Roeck, 1984). Electron and photon scatter within 
the image intensifier tube contribute to a large-scale blurring effect. This is most 
pronounced when the object has adjacent regions of low and high X-ray transmission, 
for example a step transition in thickness. This aberration affects the low-frequency 
response of the tube and distorts the gray level response of the digitized image. 
Reduction of Spatial Distortion 
The distortions inherent in the image intensifier must be characterized to lin­
earize the detector and improve its resolution. The spatial aberrations are of most 
concern for this work. An image warping method was used to reduce geometric 
distortion. This procedure images a known object, say a grid of uniformly spaced 
holes in a plate, and fits a model to describe how the uniformly space features were 
distorted by the image intensifier to make the measured image. Once the distortion 
mechanism is known, the model is inverted to map the measured (distorted) values 
onto a linearized (undistorted) image. The mapping is either applied to every pixel 
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in the distorted image, or only to specific features of interest. Mapping only the 
isolated features is more computationally efficient, and is the technique used for this 
work. 
Two main modelling techniques are reported in the literature. The first takes 
account of the spherical geometry of the screen and models how the image mag­
nification increases away from the image center. The second technique uses a two 
dimensional third order polynomial. 
Casperson, Spiegler, and Grollman (1976) use a single parameter model to ac­
count for pincushion distortion: 
x '  =  X +  Dx{x^  +  t / ^ ) ,  
y  =  y  +  Dy{x ' ^+  y^ ) ,  (4.1) 
where x  and y  are the coordinates in the input object plane, x '  and y '  are the 
(distorted) coordinates in the output image plane, and D is the distortion parameter. 
This model is only valid for the pincushion distortion aberration (i.e., it does not 
account for coma, spherical aberration, or higher order effects). 
Chakraborty (1987) proposes a more advanced model to account for different 
positions of the X-ray source. This model was developed for a tomosynthesis appli­
cation which uses multiple X-ray sources at different angulations with respect to the 
detector. The object plane is not in intimate contact with the phosphor conversion 
screen (due to its curvature), so the pincushion distortion is dependent on the posi­
tion of the X-i:ay source. This is termed view-dependent distortion. This additional 
generality is not required when a fixed source/detector arrangement is used. 
Haaker et al. (1988) make use of a two-dimensional third order polynomial to im­
plement a high speed correction during tomosynthesis data acquisition. A dedicated 
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Motorola 68020 microprocessor was able to apply this polynomial to a 512 x 512 x 8 
image in 100 ms. The polynomial coefficients were computed off-line as part of cal­
ibration procedure. This procedure was implemented here and was found to correct 
the the pincushion distortion of the image intensifier to a maximum error of 0.5 pixels, 
or 0.008 cm at 60 pixels/cm sampling frequency. 
Once the image intensifier and X-ray source are setup in the desired position, 
a reference object containing a uniform grid of holes of known spacing is imaged 
by the system. The image of this object is analyzed to determine how the imaging 
process distorted the relative positions of the imaged hole pattern. The objective of 
the measurement is to precisely determine the coordinates of the imaged holes. This 
data is used to determine a mapping function which describes how the uniformly 
spaced holes in the object plane were moved to their distorted positions in the image 
data. The hole coordinates are determined by thresholding the image to make the 
background zero (black) and the hole features one (white). The centroid of each 
cluster of white pixels is used as the location of the imaged hole. 
Distortion measurement 
A 10.5" by 10.5" piece of wire-wrap circuit board was used as the reference 
object. The board consists of a square array of 0.042±0.005" diameter holes on 
0.1±0.005" centers. The board was affixed to the image intensifier input screen, and 
was  a l igned  wi th  a  leve l  t o  ensure  tha t  the  ho les  were  l ined  up  proper ly  wi th  the  XY 
plane of the global coordinate system. The video camera mount was rotated until 
the image of the hole pattern was lined up with the scan lines of the digitizer, and 
a gray level image was acquired. Figure 4.2 shows a slice along the center row of 
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this image. Note that radiometric distortion accounts for a significant change in the 
background gray level as a function of pixel location, so simple thresholding cannot 
successfully separate the hole features from the background. 
The grid object was removed and a flat-field image was acquired. Figure 4.3 
shows a slice at the same row position for this image. This image is called a "flat-
field" image since it is an image of a uniform source. Following a calibration procedure 
used for CCD sensors (Photometries, 1991), the gray level grid image was divided 
point-wise by the flat-field image; a slice at the same row location for this quotient 
image is shown in Figure 4.4. 
The background is now uniform, so a constant threshold value in the range 0.7-
0.8 effectively thresholds the image (the quotient image gray levels range from 0 to 
1). This result is indicated in Figure 4.5 (it is displayed using black for the hole 
features and white for the background). The characteristic pincushion distortion is 
evident in this image, and is most pronounced at the edges of the image. 
A procedure was developed to automatically determine the ceritroids of the white 
pixel clusters. Previous workers (Chakraborty, 1987) used a manually-guided cursor 
to identify these centroids, which limited the amount of data that could be practically 
obtained. The basic idea of the automatic method is to identify a small region of 
interest (ROI) about each hole and calculate the centroid of all white pixels within 
tha t  ROI .  Th i s  p rocedure  r equ i res  t he  use r  t o  iden t i fy  a  min imum X 
Y [Hfniji) hole spacing from the center of the image where distortion is minimal to 
define the dimensions of the ROI. 
Figure 4.6 shows a diagram of the upper left corner of the image data. The 
t rue  cen t ro ids  o f  t he  top  th ree  fea tu res  a re  C\  =  (x j , i / ] ^ ) ,  C2 =  (a:2>î /2 ) '  
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Figure 4.2: Row slice of reference grid image for pincushion distortion measurement 
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Figure 4.3: Row slice of flat-field image obtained by imaging only the X-ray source 
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Figure 4.6; Diagram of upper left corner of pincushion distortion data 
C3 = (23,^3). The user supplies an initial guess about the positions of the first 
two  cen t ro ids  us ing  a  mouse-gu ided  cur so r .  These  guesses  a re  deno ted  C\  =  
and C2 = (®2'^2)- From these guesses, a hypothetical centroid Cq = (zQ,yo) is 
determined as 
TQ = — (^2 " ^1) — ^ ^ 2 (4.2) 
yo = y2-  (4.3) 
This hypothetical centroid is used to initialize the following centroid prediction equa­
tions; 
xi^l = 2xi-xi_i, z = l,2,... (4.4) 
m+1 = Vi-
At each step i, the ROI is centered about the estimated centroid position {x^^yj). 
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The centroid of the white pixels within the ROI is determined as 
1  xe  ye  
^  £  Z  x{ j , k )  (4.5) 
1  xe  ye  
yc  =  ^ i E !/(;,&) 
j=Xb  
where W equals the number of white pixels within the ROI, xj = — (x^^„/2) 
is the beginning index of the window x coordinate, and xe = + (xj^^jj/2) — 1 is 
the ending index of the window x coordinate (similarly for yj and ye)- This value is 
saved and used as the true centroid {x^,y^). This process is repeated until all hole 
centroids of the first row are measured. A similar prediction procedure is used to 
predict the initial hole position of the next row. The entire process is repeated until 
all hole centroids in the image are measured. The centroid data set is subsequently 
analyzed to determine the pincushion distortion image warp coefficients. 
Calculation of image warp coefficients 
The distorted hole positions were determined using the display screen coordinate 
system. The center of the image intensifier phosphor screen was estimated by affixing 
a lead marker to the center of the input screen and recording its coordinates in 
the screen coordinate system. This was subtracted from each data point to center 
the centroid data about zero. The sampling frequency was determined by counting 
the number of pixels between a series of holes in the center of the image where 
distortion is minimal, averaging them, and dividing by 0.254 cm (the hole spacing 
of the grid phantom). This value was 59.7 pixels/cm in the horizontal direction 
and 57.7 pixels/cm in the vertical direction. A reference data set was computed 
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and aligned with the distorted data set, with the result plotted in Figure 4.7. The 
distance between each distorted hole from the origin was compared to the distance 
of the reference grid. This error is plotted in Figure 4.8. The plot points correspond 
to traversing the centroids from left to right and top to bottom. The vertical dashed 
lines in Figure 4.8 indicate each row. The error is low in the center of each row ajid 
high at the ends of each row. Also note that the error reaches a maximum of 0.45 cm 
(27 pixels). 
These data sets were input to a polynomial curve fitting routine to determine 
the following mapping function: 
-ÏC = E E (4.6) 
z=0 j=0 
5'c = E E Ay{U)x{Yi (4.7) 
i=Oj=0 
where Y£) are the coordinates of the distorted hole position, (%c, ^c) are the 
coordinates of the corrected hole position, and Ax, are 4x4 matrices of poly­
nomial coefficients. Figure 4.9 shows a plot of the distance errors for the corrected 
data. The average error was 8 x 10""^ cm, the standard deviation was 0.002 cm, and 
the maximum error was —0.008 cm. The maximum error matches the half-pixel un­
certainty due to quantization of (2x60 pixels/cm)""^ = 0.008 cm. Figure 4.10 shows 
an overlay plot of the original centroid locations, the expected (reference) locations, 
and the corrected locations. 
This mapping function is invoked whenever a display screen coordinate value 
is converted to the global coordinate system. Changing the X-ray source position 
introduces a view-dependent distortion (Chakraborty, 1987), so the coefficients of 
this technique are only valid for a specific source/detector geometry. 
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Figure 4.7: Measured centroid locations compared to reference 
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Improvement of Spatial Resolution 
An image restoration routine is used to reduce the blurring caused by phosphor 
bloom within the image intensifier. Phosphor bloom causes the image of an input 
ideal impulse function to blur into an output image function with non-zero width 
(Csorba, 1985). This impulse response of the imaging system is known as the point 
spread function (PSF). Image restoration routines have been to developed to reduce 
image blurring by deconvolving an estimate of the PSF from the measured image. 
The first part of this section describes a method used to identify the PSF of the 
image intensifier with enough accuracy to be used in an image restoration routine, 
and the second part describes the use of the Maximum Entropy Method as a means 
to deconvolve the measured PSF. 
Point spread function determination 
The point spread function describes the impulse response of an optical system. 
The modulation transfer function (MTF) is the magnitude of the Fourier transform of 
the point spread function and measures the frequency response of the optical system. 
Creating an impulse function as an input to the image intensifier is experimentally 
difficult since an infinite amount of X-ray photons are required to be collimated in 
an infinitesimally small beam. Optical systems have similar difficulties in obtaining 
a light beam impulse. A practical approach is to use an optical knife edge which 
presents a step function input to the system (Williams, 1989). This has been used to 
measure the MTF of optical lenses and CCD arrays. A step function is an integrated 
impulse function, so differentiating the knife edge response function yields what would 
have been imaged had an impulse function been applied to the system. The measured 
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response is unavoidably corrupted by some amount of noise. This noise is amplified by 
numerical differentiation, hence this technique has limitations. The simplest approach 
is to image the edge and estimate the derivative using the first difference of an image 
row (or column) across the edge. The optical knife edge-based measurement for X-
ray systems is implemented using the edge of a lead plate. The primary drawback of 
this method is undersampling in the edge transition region, where only 5 to 10 pixel 
values are available to characterize the edge (Doering, Gray, and Basart, 1992). 
Reichenbach, Park, and Narayanswamy (1991) apply a more sophisticated ap­
proach to CCD characterization where the knife-edge is positioned at a very slight 
angle with respect to the row of pixels. This yields an ensemble of edge profiles, 
each slightly shifted, that when properly registered and averaged provide a sub-pixel 
resolved edge profile with minimal measurement noise. Unfortunately, pincushion 
distortion makes the technique impractical for characterizing image intensifiers. Re­
ichenbach technique relies heavily on the inherent uniformity of the CCD array, 
while the non-uniform magnification caused by pincushion distortion and other aber­
rations (Csorba, 1985) prohibits accurate registration of edge scans acquired over a 
large area of the intensifier screen. Classer, Vaillant, and Chazallet (1988) describe 
an alternative method where the output of a single pixel is monitored while the 
knife-edge is shifted in sub-pixel increments. This avoids the problems due to spatial 
distortion and provides an accurate PSF estimate in a local area. This technique 
has more noise than Reichenbach's method, but this problem can be alleviated by 
acquiring and averaging many scans over the edge transition region. Both techniques 
are limited to estimating the 1-D PSF; however, the tube may be rotated relative to 
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the plate in order to characterized the 2-D PSF. Glasser's technique wcis implemented 
here for characterizing the image intensifier PSF. 
The imaging chain from the image intensifier input screen to the focal plane 
of the CCD detector is modelled eis a continuous convolution (Andrews and Hunt, 
1977); in 1-D notation this is 
where f { x )  is the input X-ray field, g { x )  is the output optical field at the focal plane 
of the detector, and h{x) is the system PSF. In this work the effects of finite pixel 
width and coupling optics are lumped into h{x) and the sampler is considered an 
ideal point sampler (Cunningham and Fenster, 1987). Now, let the input function 
f{x) be an ideal step function s{x). For this special case, the system function is found 
by differentiating the step function output with respect to the position x (Williams, 
The sampled function i s  h { n a ) ,  where a  is the distance between pixels, also called 
pixel pitch, and n is the pixel index. As mentioned previously, a is too large to provide 
enough resolution in the edge transition region. Since a is fixed, the step input s(x) 
is shifted an amount Ax < a. This new input s{x — mAx) yields h{x — mAx) upon 
differentiation, where m is the index of the plate position. 
For example, the 6" image intensifier Wcis set up for a sampling frequency of 
6 pixels/mm referred to the input screen of the image intensifier. This resulted in an 
effective pixel pitch of a ~ 170/im. Using a step size of a = lOfim yields a sampling 
frequency of 100 pixels/mm, which is 17 times greater than that possible with the 
g { x )  = /(x) * h { x ) ,  (4j) 
1989): 
(4.9) 
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CCD array alone. This resulted in much better resolution in the edge transition 
region and hence a better estimate of the PSF shape. 
The X-ray source was placed 110 cm from the lead plate and was operated at 
75 kV at 300 fxA. The lead plate was mounted on the sample positioner and placed 
4 cm from the input screen of the image intensifier resulting in 1:1 magnification. The 
edge of the plate was aligned with the central axis of the X-ray source to minimize 
blurring due to geometrical unsharpness. 
Two image intensifiers were used: a 6" single field and a 9" dual field (normal 
mode and magnification mode). The same coupling lens and CCD video camera were 
used for both tubes. The video signal was digitized to a 480 x 640 pixel 8-bit image. 
The video gain and offset were held constant for both tube configurations to maintain 
the same electronic noise level for all measurements. Since the optical output of the 
9" image intensifier was significantly reduced when operated in the magnification 
mode, the X-ray source current was increased to 900 fiA to maintain the same signal 
level. 
Data were acquired by first selecting the measurement pixel (typically the center 
pixel of the image) and adjusting the lead plate position until the pixel response 
(gray level) reached half maximum. This position was selected ais the zero location. 
Following this procedure the plate was moved to the starting point of the scan. 
At this point the plate covered the measurement pixel for the scan. The plate was 
stepped in 10 (im increments and at each position 64 video frames were averaged. The 
total scan length (400 points) was chosen to include enough measurements outside the 
transition region to identify where the gray values leveled off. The sampling frequency 
was determine by first acquiring an image of the lead plate in a reference position and 
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acquiring a second image of the plate translated 2 cm from the reference position. 
The pixel location of the edge was determined from each image. The difference in 
pixels divided by 2 cm yielded the sampling frequency of 60 pixels/cm. This value 
was used to convert the plate position into pixel units. 
Generally the central pixel was used for the measurement pixel and the plate 
was translated vertically. Variation due to pixel location was investigated for the 
9" image intensifier using measurement pixels in the four corners of the acquired 
image. Variation due to plate translation direction (horizontal instead of vertical) 
was investigated with the 6" image intensifier. A total of nine data sets was collected. 
An example measurement of the 9" image intensifier operated in normal mode 
is shown in Figure 4.11. The signal-to-noise ratio (SNR) is calculated as 
SNR^B = 10 loglO (4.10) 
^min 
where g m a x  is the average value of the high intensity portion of the scan, g ^min is 
the average value of the low intensity portion of the scan, and is the standard 
deviation of the signal in the low intensity portion of the scan. All three values were 
measured outside the transition region where the signal is stationary. The first 50 
and last 50 samples of the edge scan were used for these regions. The SNR for the 
scan in Figure 4.11 was 51 dB which is consistent with an 8-bit digitizer. The typical 
gray level fluctuation outside the edge transition region was 1 gray level. The samples 
between -f 7 and -f 10 pixels in Figure 4.11 contained only digitizer-related noise while 
the samples between —7 and —10 pixels included photon counting noise. 
Figure 4.12 shows the result of numerically differentiating the scan in Figure 4.11 
using the forward difference approximation y{n) = x{n +1) — x{n). Due to the small 
step size, the difference in intensity between successive pixel values never exceeds 4 
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Figure 4.11; High resolution edge scan data for PSF measurment 
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in the transition region, so the 1 gray level noise variation becomes very prominent. 
To reduce the effects of noise, the scan in Figure 4.12 was smoothed with a uniformly 
weighted convolution filter nine pixels wide prior to differentiation; the result is shown 
in Figure 4.13. The shape of the PSF is now much more evident. Smoothing increases 
the width of the measured PSF, although the increase was only 1% for this choice of 
convolution filter. 
A Gaussian function was fit to the differentiated data to measure the full-width-
at-half-maximum (FWHM; FWHM=2.354 times the standard deviation of the Gaus­
sian function). Note that the Gaussian follows the smoothed derivative in Figure 4.13 
very well. This is expected since the combined PSFs of the many separate compo­
nents in the imaging chain tend to a Gaussian due to central limit effects (Andrews 
and Hunt, 1977). However, it is known that some aspects of the combined system 
PSF are not described by a Gaussian PSF, notably the PSF of the circular aperture 
of the video camera lens. This PSF has a sine function-hke form in the frequency 
domain and hence has zeroes which are not modeled with a single Gaussian func­
tion. The lens aperture for this study (f/5.8) resulted in the first zero occurring 
beyond the folding frequency, so the zero occurred outside the passband of the im­
age intensifler/video camera chain. Decreasing the aperture would further increase 
the frequency of the first zero crossing, but this would require a greater X-ray field 
intensity to maintain a given average image intensity. 
. . 9 The goodness of fit was assessed using the reduced chi-square statistic Xu — 
ja^ (Bevington, 1969), where is the variance of the fitting error and cr^ is the 
variance in the data due to measurement error. The meaisurement error was estimated 
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Figure 4.12: Numerical derivative of edge scan data (pulse-like signal), with overplot 
of fitted Gaussian (smooth signal) 
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Figure 4.13: Numerical derivative of smoothed edge scan data (noise-like signal), 
with overplot of fitted Gaussian (smooth signal) 
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Table 4.1: FWHM values for edge scan measurements 
Data Set Image Measurement Scan SNR Xu FWHM 
Number Intensifier Pixel Location Direction (dB) (pixels) 
1 9" normal center vertical 51 0.81 4.2 
2 9" mag center vertical 52 1.22 4.2 
3 9" normal upper left vertical 51 0.86 3.9 
4 9" normal upper right vertical 50 1.01 5.8 
5 9" normal lower right vertical 51 0.92 5.1 
6 9" normal lower left vertical 50 0.93 4.2 
7 9" normal center horizontal 50 0.92 3.9 
8 9" mag center horizontal 50 1.09 4.2 
9 6" center horizontal 56 0.69 2.9 
by computing the variance of 100 samples outside the edge transition region. xB for 
this data set was 0.95 (x^ — 1 indicates a good fit). 
The Gaussian fit was made to the derivatives of both the smoothed and un-
smoothed scans. Since there was less than 1% change in any of the fitting parameters, 
smoothing the scan data is acceptable for revealing the shape of the PSF, but is not 
required to determine the PSF width (i.e., the FWHM). 
Table 4.1 lists the experimental results for the 6" and 9" image intensifiers. The 
measurement error was determined by repeating the FWHM measurement for the 6" 
image intensifier nine times. The standard deviation was 5% of the mean FWHM 
value. Variation due to lead plate orientation was investigated using the 9" image 
intensifier in both normal and magnification modes. Data sets 1,2,7, and 8 correspond 
to this investigation. Note that the FWHM values remain essentially unchanged 
between normal and magnification modes. However, the FWHM value for data set 
7 differs by 8% compared to the other 3 measurements. Since this measurement 
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was not repeated, additional experimentation is necessary to determine if this is a 
significant difference. Except for data set 7, no significant variation was found due 
to orientation of the lead plate. 
Data sets 3 to 6 investigate the effect of choosing different measurement pixel 
locations in the image. The standard deviation of these data sets including data 
set 1 was 0.79 pixels, or 19% of the FWHM value for the center pixel location. 
This large variation is attributed to non-uniform magnification due to pincushion 
distortion. This distortion is expected to give a wider PSF away from the central 
pixel, particularly in the corners which are furthest from the center. The FWHM 
values for data sets 4 and 5 were significantly larger than the central value (data set 
1) as expected, yet the values for data sets 3 and 6 were nearly the same as the central 
value. The same camera mount was used for both tubes (but was designed only for 
the 6" tube) and was not a good match for the 9" tube in terms of centering the 
output phosphor on the acquired image. Furthermore, the entire output phosphor 
was not in the field of view of the video camera. Consequently, the measured FWHM 
values did not follow the pattern expected by a properly centered camera. 
The motivation for this method was to estimate the PSF with enough accuracy 
to use in an image restoration algorithm. This method is sufficient to determine 
the FWHM parameter when a Gaussian model is selected for the analytical PSF. 
However, the shape estimate is too noisy to be used directly in the restoration routine. 
Many scans would need to be averaged to achieve low enough noise. Since this is 
very time consuming, an alternative method would be to use a cluster of measurement 
pixels about the central measurement pixel. Spatial invariance of the image intensifier 
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PSF is valid for this small neighborhood, and this ensemble of the edge scans can be 
precisely registered since they are offset by a known amount (i.e., the pixel pitch). 
Image restoration 
Image restoration techniques attempt to recover some aspect of an image that 
was degraded due to the action of the image acquisition device. In optical imaging, 
camera movement during exposure causes motion blur in the acquired image, and 
a defocused lens also results in a blurry image. Once a model of the degradation 
process is determined, image restoration procedures estimate an input image, that 
when degraded by this modelled process, closely matches the measured image at 
hand. The point spread function serves as the degradation model. Many image 
restoration techniques have been developed; most computationally tractable methods 
assume a convolution with a spatially invariant PSF as the blurring mechanism, and 
the addition of Gaussian noise as the noise mechanism (Andrews and Hunt, 1977); 
methods also have been developed using a Poisson noise model (Meinel, 1986), which 
better models image formation processes based on photon counting. 
The more well-known techniques include inverse filtering, least-squares (Wiener) 
filtering, and constrained least-squares filtering (Gonzalez and Wintz, 1977). Inverse 
filters deconvolve the PSF by converting the measured image to the frequency domain, 
dividing by the Fourier transform of the PSF (system function), and converting the 
result back to the spatial domain. This technique is extremely noise-sensitive, and any 
zeroes in the system function result in singularities. The least-squares filters use both 
a system model and a noise model to reduce noise sensitivity. These linear methods 
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are implemented in the frequency domain to take advantage of the computational 
efficiency of the fast Fourier transform (FFT) algorithms. 
Nonlinear restoration methods (Meinel, 1986) often do a better job of modeling 
the imaging system. For example, image sensors (both film and solid state) have 
nonlinear characteristics that influence the conversion of a pixel's gray level to a 
physical unit. This characteristic can be modelled and incorporated into a nonlinear 
image restoration algorithm. Furthermore, linear methods do not place a constraint 
on the sign of the pixel values of the restored image, so negative pixel values can result, 
even though this is physically meaningless. Nonlinear routines can be designed with 
constraints to eliminate this problem. The major drawbacks to nonlinear methods 
include computational complexity, and the need to use iterative solutions (hence, 
they are time-consuming). 
The Maximum Entropy Method (MEM) image restoration technique was imple­
mented to restore the real-time image which has been blurred by phosphor bloom. 
The primary advantages of MEM are positivity of the restored image and minimiza­
tion of the ringing artifacts and noise sensitivity associated with inverse filters. MEM 
(or any other image restoration technique) requires an estimate of the point spread 
function (PSF) responsible for blurring the image. In some applications the image 
formation system is not available, so the PSF must be estimated directly from the 
image (Tekalp, Kaufman, and Woods, 1986; Chalmond, 1991). This is not a problem 
in the RTR laboratory, so the PSF is measured separately from acquiring the image 
data, as described previously. 
The Maximum Entropy Method (MEM) has been used successfully for spectral 
estimation and image restoration (Freiden and Wells, 1978; Burch, Gull, and Skilling, 
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1983; Gonsalves et ai, 1990). The methods of Burch, Gull, and Skilling and oth­
ers have been steadily refined and implemented in a commercial software package 
called MEMSYS3. This is considered the standard MEM reconstruction algorithm 
(Fougère, 1990). The latest version is MEMSYS5. These algorithms are general 
purpose, proprietary, expensive, and require hundreds of 2-D (FFTs) per image. A 
method beised on Newton-Raphson iteration (Cornwell and Evans, 1985; Zheng and 
Basart, 1988; Doering and Basart, 1991b) was implemented instead. It has the ad­
vantage of requiring only two 2-D FFTs per iteration at 15-20 iterations per image. 
The MEM restoration is based on a linear image formation process, a spatially 
invariant blurring function, and additive white noise (the invariant PSF requirement 
is not inherent to the MEM technique, but is required for efficient computation of 
convolutions using the FFT): 
g = Hf-j-n, - (4.11) 
where f is the original uncorrupted image, H is a square matrix containing the point 
spread function, n is a white noise sequence, and g is the measured image. The two-
dimensional image is lexicographically ordered to form the column vector f. These 
assumptions are not strictly correct for the real-time image. The PSF width increases 
off-axis due to pincushion distortion, and the noise distribution is Poisson due to the 
photon counting process. However, trying to use a more physically correct model 
substantially increases the complexity of the restoration problem. The real-time 
image does not substantially deviate from the ideal, so the method is applied while 
acknowledging the possibility of sub-optimal performance. 
The objective of the restoration is to find an estimate of the original image f that 
incorporates a minimum of additional configuration or image modelling information. 
I l l  
Furthermore, the blurred estimate Hf should be consistent with the original mea­
surement in a squared-error sense. The first condition corresponds to an estimated 
image with maximal entropy and the second condition corresponds to an estimated 
image that when blurred closely matches the measurement. 
The entropy S of the estimated image is calculated as 
N - 1  
S  =  -  Y ,  P i ^ ^ P v  ( 4 . 1 2 )  
z=0 
where pj = is the probability density of the image gray levels, i is the pixel 
index, and N is the number of pixels in the image. The chi-squared statistic is 
used to measure the consistency of the blurred estimate with the measurement: 
= II g - Hf III (4.13) 
In general, is defined by weighting each squared difference by l/o"?, where o"? is 
the variance associated with each measurement; here the variance of each element is 
taken as unity since all pixels in the image are considered to have the same variance. 
An objective function Q is formed from the entropy and chi-squared functions by: 
0(f) = S(f) - Ax2(f), (4.14) 
where A is a Lagrange multiplier. The goal of the MEM is to search for an image 
f that maximizes the objective function Q, since this maximizes entropy (5), and 
minimizes the error (x^)- This maximization is carried out by finding a root of 
^ = (4.15) 
df dï df 
The entropy gradient is computed as 
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where e is a small constant (1.0~^^) to keep the logarithm argument non-zero. The 
chi-squared gradient is computed by blurring (convolving) the residual g — g with 
the PSF. Convolution is carried out in the frequency domain by multiplication: 
^^^=2F-'^{nh)ns-9}), (4.17) 
where !F{h) is the forward Fourier transform of the PSF, J^{g — g} is the forward 
Fourier transform of the residual image, and is the inverse Fourier transform 
operator, g = Hf is computed using the FFT once each iteration, and the inverse 
transform requires an FFT computation as well, hence there are two required FFTs 
per iteration. 
The Newton-Raphson method is used to iteratively solve the nonlinear function 
(Equation 4.15) as an optimization problem (Cornwell and Evans, 1985). A new 
estimate of the restored image is found using 
f(n-l-l) ^ f(n) _ (5?^^^-l . (4.18) 
d f i d f j '  d î  
where n is the iteration index. 
The quantity (^->Rr^)~^ is an x matrix, where N is the number of 
d f i d f j  
pixels in the image. Cornwell and Evans (1985) show that the off-diagonal elements 
are much smaller than the on-diagonal elements, so they compute the required inverse 
matrix by setting the off-diagonal elements to zero and taking the reciprocal of the 
on-diagonal elements; this technique was followed here. 
f is initialized to a constant valued image using the average value of g. This is 
the maximum entropy image, with a correspondingly large value of %^. Thus A must 
start at a small value. As the iteration progresses, A is increased to approach its final 
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value by adding the increment AA defined as 
-Ay^ AA = 2L_^, (4.19) 
^i=0 [ d f i \  
where Ax^ is the change in error from the previous iteration. Convergence occurs 
when the residual of the blurred estimate and the originally measured image ap­
proaches a Gaussian noise image. It Wcis found that fifteen to thirty iterations were 
typically required to get an acceptably low value of At the end of each iteration, 
any negative values in are clipped to zero. This was found to have a major 
influence on the convergence of the routine. 
Some general characteristics of the MEM algorithm are noteworthy (refer to 
Figure 4.14 for a block diagram of the process). The original image f, the imaging 
system H, and the noise component n are all hidden from the observer. The observer 
only has the corrupted image g, and an estimate H of the true system point spread 
function H. The noise process is assumed to be additive white noise. The MEM 
routine starts out by estimating the original image as a constant, which hcis maximal 
entropy. Since the uncorrupted image is unavailable for comparison, the estimate is 
blurred by the estimated PSF and compared in a least-squares fashion to the observed 
image g. This first comparison has a high gray level mismatch (%^) for all but the 
trivial case of a constant original image. Each subsequent estimate from the Newton-
Raphson iteration decreases the entropy of f, but makes the blurred estimate agree 
more and more with the original measurement data. The solution converges on an 
image that provides the best compromise between maximal entropy and minimum 
chi-squared. The algorithm favors estimates with smooth gray level transitions since 
this maximizes entropy. Suppose there were two estimates to choose from, one with 
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abrupt gray level changes and the other with more gradual changes. The blurred 
versions of these images do not have a significantly different chi-squared value, yet the 
sharper image has lower entropy. Thus, the algorithm chooses the smoother image. 
Consequently, the final result of MEM does not have the "crispness" associated with 
an inverse filtered image, but it also does not blow up the noise like an inverse filter. 
The capability of MEM to improve resolution of the real-time image was assessed 
by processing the image of a resolution gauge and comparing the input/output image 
pair based on visual and quantitative means. Quantitative comparison was made by 
comparing slice profiles across the gauge elements and examining the increase in 
spectral response of the fundamental frequency. 
The resolution gauge is a square-wave pattern of alternating X-ray opaque and 
X-ray transparent regions increasing continuously in frequency from 1 to 10 Ip/mm. 
The gauge was placed in contact with the input screen of the image intensifier and 
was digitized using the same experimental setup used to measure the PSF. A 256x256 
subimage was extracted for restoration and is shown in Figure 4.15. The blurring 
of the image intensifier is evident in the letters, tic marks, and square-wave pattern, 
which is visible to about 1.5 Ip/mm. This image was processed using 20 iterations 
and the result is indicated in Fig 4.16. The blurring has been reduced since the 
contrast of the gauge pattern is higher and the lettering is easier to read. 
The improvement in contrast was assessed quantitatively by first examining slice 
profiles across the square-wave pattern at 1.0 Ip/mm (Figure 4.17) and at 1.5 Ip/mm 
(Figure 4.18). The output slice is offset in these plots to facilitate comparison. At 
1.0 Ip/mm the contrast increased by a factor of 3 and the regularity of the square-wave 
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Figure 4.14; Flow diagram of the MEM restoration process 
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Figure 4.15: Resolution gauge image before MEM processing 
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Figure 4.16: Resolution gauge image after MEM processing 
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signal was improved. At 1.5 Ip/mm the contrast improvement was not as significant, 
but the regularity of the pattern was still improved. MEM smoothed the noise, and 
did not generate significant artifacts. 
Improvement in contrast was also investigated by examining the spectral content 
of each row slice for the original and processed images. A Hanning window was ap­
plied in the spatial domain to isolate the square-wave pattern. The Hanning window 
was selected instead of a rectangular window to minimize sidelobes in the frequency 
domain. This 256 sample record was zero padded to 1024 samples and the 1-D FFT 
was computed. The amplitude of the fundamental frequency was used as a measure 
of contrast. Figure 4.19 shows a plot of amplitude versus frequency for the input 
and output images. The amplitude was referenced to 0 dB for the input image at 
1.0 Ip/mm. The MEM processed image had a gain of -f8 dB in contrast at 1 Ip/mm, 
a 4-4 dB gain at 1.5 Ip/mm, and broke even at approximately 1.7 Ip/mm. 
A radiograph was also made of the resolution gauge. The square-wave pattern 
on the radiograph was visible to 10 Ip/mm. This radiograph was digitized using the 
same sampling frequency and dynamic range as the real-time image of the resolution 
gauge. Its digitized resolution was limited to 1.8 Ip/mm. The amplitude of the 
square-wave pattern for both images at 1.0 Ip/mm was 30 gray levels, or 12% of 
the dynamic range of the 8-bit digitizer. The square-wave amplitude was closer to 
80% of the dynamic range at 1.0 Ip/mm when the resolution gauge was imaged 
directly by the video camera. In this image, the square-wave pattern was visible to 
nearly 10 Ip/mm, although aliasing Wéis clearly evident after the folding frequency of 
3 Ip/mm. This suggests that much of the loss of resolution in the real-time image 
used for this analysis was due to an insufficient number of gray levels to sample the 
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Figure 4.17: Input and MEM processed slice profiles at 1.0 Ip/mm 
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Figure 4.18: Input and MEM processed slice profiles at 1.5 Ip/mm 
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Figure 4.19: Improvement in frequency response due to MEM 
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square-wave pattern. Thus, the success of the MEM restoration at higher frequencies 
was limited by loss of information in the input image. 
The maximum entropy method has been found to improve the resolution of 
a real-time radiography system by deconvolving the system point spread function. 
The PSF was measured using a high resolution edge scan followed by numerical dif­
ferentiation. A Gaussian model was found to fit this data satisfactorily, and was 
subsequently used as the PSF to be deconvolved by MEM. The MEM image was 
estimated using a multivariate Newton-Raphson technique. MEM was applied to the 
image of a resolution gauge, and was found to increase the contrast of the resolution 
gauge over the visible range of the digitized image by as much as 8 dB. Furthermore, 
MEM smoothed the image noise, restored the square-wave pattern, and did not gen­
erate significant artifacts. This particular MEM implementation is computationally 
efficient, especially when a hardware accelerator is available to perform the 2-D FFTs. 
The relatively low resolution of the digitized resolution gauge radiograph in­
dicated that the video camera and digitizer setup were significant in limiting the 
potential increase in resolution from MEM restoration. The performance of the real­
time detector from the input of the X-ray field to the digital image is no better than 
the poorest performing device in the imaging chain. Link et al. (1989) characterized 
a system using an image intensifier with 4.4 Ip/mm resolution and a video camera 
with 625 TV lines of resolution. The overall system response wcis 1.8 Ip/mm. The 
system at hand is quite similar, with 4 Ip/mm specified for the image intensifier, 
and a CCD video camera with 512 TV lines. The sampling frequency of this system 
was 6 pixels/mm, resulting in a folding frequency of 3 Ip/mm. The resolution gauge 
response fell off rapidly after 1.7 Ip/mm, so the findings of Link et al. are confirmed. 
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Thus, the video camera was the limiting factor for resolution in this system. Us­
ing a higher resolution digitizer would allow the PSF of the image intensifier to be 
determined more accurately. 
These techniques were evaluated in detail for the case of a resolution gauge 
object. Their contribution to improving the accuracy of the overall 3-D measurement 
system will be discussed in Chapter 5. 
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CHAPTER 5. EXPERIMENTAL PROCEDURES AND RESULTS 
This chapter uses the 3-D measurement system in a variety of scenarios and 
using diflferent materials and geometries. The experiments progress from simple to 
complex. The first sample is an aluminum cylinder with a single drilled hole, and 
the second sample is an aluminum plate with copper wires embedded at different 
depths. These samples are used to test the system's ability to properly locate and 
size features of interest. A turbine blade is used for the third sample as an example 
of a dimensional analysis problem. The fourth and final sample is an automobile air 
conditioner part containing shrinkage porosity; this example demonstrates a crack 
sizing and orienting problem for a real part. 
The first section details the practical aspects of system setup required for ac­
curate reconstruction results. The remaining sections describe results obtained by 
making 3-D measurements on two fabricated and two actual samples. 
Laboratory Setup 
The X-ray source, positioner, and detector all need to be properly aligned. The 
XY plane is placed at the protective plate of the image intensifier. While the actual 
conversion screen tangent plane is located 4 mm behind this plane, the sampling 
frequencies and image warp coefficients are selected to yield correct measurements in 
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the X Y  plane. The objective of the laboratory calibration is to determine the 3-D 
coordinates of the X-ray source and sample position center of rotation with respect 
to the global coordinate system {Xg,Yg,Zg). The center of rotation defines the 
local coordinate system for the sample Zs). The 3-D measurement software 
reports results in both coordinate systems, although the local coordinate system is 
used to display data in this chapter. 
X-ray source position 
The objective of this calibration is to determine the 3-D coordinates of the X-ray 
source 5 in a global coordinate system centered at the detector plane. The center 
of the image intensifer is selected as the origin and a mark is affixed to this position 
(denoted D). The Z-axis translation of the sample positioner is taken as the global 
coordinate system Z-axis. Now, the X-ray source is considered to be at some arbitrary 
location in the positive Z direction. This situation is depicted in Figure 5.1. A 
sharp point, or other easily identified feature, is attached to the center of the sample 
positioner; this is the origin of the local coordinate system for the sample, and is 
denoted P. The X-ray source is activated, the X-ray image is viewed, and the sample 
positioner translational axes are adjusted to make the image of point P coincident 
with the detector point D. In addition, P is located as close to the detector as 
possible. This first step is indicated by the circled number in Figure 5.1. Next, the 
Z coordinate of the positioner point P is increased in Step 2. The image of P will 
wander away from the image of D except when S is perfectly lined up on the Z-axis. 
P is moved as close as possible to the source S. In Step 3, the X position of the 
sample positioner is manipulated to bring P back in coincidence with D. In Step 4 
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Figure 5.1: Determining the 3-D X-ray source position 
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(not indicated on the diagram), the Y  position of P is also adjusted to make P  and 
D coincident. The total change in position of P from the beginning of the procedure 
is recorded as A%, AV, and AZ. 
The Z  position of the source S z  is determined using a tape measure. The 
remaining quantities are determined as 
Sample coordinate system position 
The point P  identifying the origin of the sample coordinate system is moved 
to the desired Z position. This distance Pz is measured with a tape measure. The 
position of P is manipulated to make its image again coincident with the image of 
the detector point D. The remaining coordinates are subsequently determined eis 
These values are stored in the laboratory geometry file used by the 3-D measurement 
system. 
The object used for this experiment is a 1" diameter aluminum cylinder with a 
single 0.2 cm diameter hole drilled near the edge of the cylinder and parallel to the 
cylinder axis. A schematic diagram of this sample is shown in Figure 5.2. Two 
thin lead markers were attached to the periphery of the cylinder. The objective of 
S x  = Sz(AX/AZ) 
S y  =  S z { A Y / A Z )  (5.1) 
P x  =  P z i A X I A Z )  
P y  =  P z i A Y I A Z )  (5.2) 
Experiment 1: Cylinder With Drilled Hole 
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Figure 5.2; Schematic diagram of aluminum cylinder sample 
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this experiment was to determine the position of the central axis of the drilled hole 
relative to the two external markers. The position was determined by measuring the 
distances D2, and Dg as indicated in Figure 5.2. 
Since the hole was drilled completely through the sample, the circular face of 
the cylinder Wcis used as a comparative reference. The tips of the lead markers were 
folded over onto the circular face to be made visible to a CCD camera which digitized 
the face to a 640x480 image. The horizontal and vertical sampling frequencies were 
determined by including a millimeter scale in the image; they were 178.5 pixels/cm 
and 170.9 pixels/cm, respectively. The distances determined from this image were 
£>1=1.19 cm, ^2=1.84 cm, and ^^=2.53 cm. 
The cylinder was placed on the sample positioner with its central axis aligned 
with the center of rotation of the sample positioner stage, and with its face containing 
the lead markers in contact with the platter. The detector-side marker was made 
slightly longer than the source-side marker to make them distinguishable. The X-
ray source position was (0.00 ± 0.2,0.00 ± 0.2,123.8 ± 0.2) cm and it was operated 
at 100 KV and 600 fiA. The origin of the sample's local coordinate system was 
(0.00 ± 0.2,0.00 ± 0.2,91.4 ± 0.2) cm, resulting in a magnification factor of 3,82. 
Figure 5.3 shows a picture of the real-time image of the sample oriented at 
0 = 0°. The best way to interpret the image is to imagine yourself at the source 
position looking through sample. This way, the XgYg plane falls with its origin in 
the center of the image, with the Xg axis increasing towards the right and the Yg 
axis increasing towards the top of the image. 
The lead markers correspond to the dark strips in the center of the image (they 
overlap in this view), and the light strip to the left of the markers corresponds to the 
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Figure 5.3: Real-time image of aluminum cylinder, ^ = 0° 
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Figure 5.4: Real-time image of aluminum cylinder, 6 = —30° 
drilled hole. The real-time image is a "positive" in contrast to an image obtained 
with radiographic film: thinner or less dense portions of the sample have relatively 
higher intensity in the real-time image. The vertical edges of the cylinder present 
a thinner cross-section to the X-ray beam, which caused the detector to saturate. 
Consequently, these edges were not imaged as clearly. 
Figure 5.4 shows an image of the sample after being rotated —30° about the Ys 
axis. The image of the longer (detector-side) marker moved to the right, while the 
shorter (source-side) marker moved to the left. The image of the hole translated to 
the right, indicating that it was located closer to the detector than to the source in 
the initial view. 
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Table 5.1: Measurement results for cylindrical sample 
Error 
Test Number of Views D1 D2 D3 
(cm) (cm) (cm) 
1 2 (0 = 0°,+30°) +0.00 +0.04 +0.02 
2 2 (0 = 0°,-30°) +0.00 +0.03 +0.02 
3 2 ( X  =  -0.1^^+0.5^/) +0.38 -0.34 +0.06 
4 3 (X = 0.0'^-0.l'',-f0.5") +0.36 -0.25 +0.13 
5 2 (0 = 0°,+30°) +0.02 +0.01 +0.02 
6 2 (0 = 0°,+30°) +0.02 +0.00 +0.01 
7 2 (0 = 0°,+30°) +0.01 +0.03 +0.03 
8 2 (0 = 0°,+30°) -0.01 +0.04 +0.02 
9 5 (0 = 0°, -30°, +0.00 +0.03 +0.02 
-60°,-120°,-150°) 
For the 3-D measurements, the images of the tips of the lead markers were 
used cLS Points 1 and 2, and Point 3 was selected ils the center of the hole image on 
the same row as the lead marker tips. Table 5.1 summarizes the 3-D measurement 
results obtained for this sample. The error was computed by subtracting the reference 
distance (obtained from the optical image) from the RTR measured distance. 
All tests except Tests 3 and 4 had similar errors. Tests 5-8 repeated the mea­
surement of Test 1. The mean values of these five measurements were 2)^=1.20 cm, 
^2=1.86 cm, and Dg=2.55 cm. The means were biased by 0.01 to 0.02 cm compared 
to the optical reference. The standard deviations for Dj, £>2, and D3 were 0.01 cm, 
0.02 cm, and 0.01 cm, respectively. Test 9 was made using five views, and still had 
some positive bias. These error values are consistent with the simulator-predicted 
values of Chapter 3. 
Tests 3 and 4 used a horizontal translation of 0.6". The error was a factor of 
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10 larger for the distances D-^  and D 2 -  The Z  components of the measured 3-D 
coordinates of the lead markers were off by 0.6 cm compared to the other tests, 
and the Z component of the drilled hole axis was off by 0.2 cm. This problem was 
examined by looking at the condition number of the X matrix (the ratio of the 
largest to smallest singular value). The singular values for the rotation experiment 
of Test 1 were 43.75, 169.5, and 175.1, resulting in a condition number of 4.00. The 
singular values for the translation experiment of Test 3 were 3.26, 175.1, and 175.1, 
resulting in a condition number of 53.8. The sensitivity to measurement error of 
the least-squares result is proportional to the square of the condition number, and 
since the squared condition number of Test 3 is 180 times larger than that of Test 1, 
the small translation amount used in Test 3 and 4 yielded an ill-conditioned matrix 
with respect to least-squares solution. This large error was predicted earlier by the 
translation-only simulation for a 4x configuration. 
A two-view rotation measurement was made to confirm the validity of the sim­
ulation results of Chapter 3. The first view was always made at 0°. The second 
view was obtained by rotating the sample in multiples of 2°. So, for example, the 
first measurement was obtained using views at 0° and 2°, the second at 0° and 
4°, and so on up to 0° and 36°, The difference in measured depth {Z coordinate) 
from the final value for each of the three points is plotted using solid lines in Fig­
ure 5.5. This experiment was performed using the following laboratory conditions: 
s = [2.03 1.27 81.0]^ cm, c = [1.40 0.88 55.9]^ cm (magnification = 3.22), and the 
X-ray source wais operated at 90 KV and 300 //A. Point 1 is the lead marker on 
the source side. Point 2 is the lead marker on the detector side, and Point 3 is the 
central axis of the drilled hole. The condition number of the least-squares solution for 
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Figure 5.5; Measurement error as a function of rotation angle for 2-view experiment 
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Point 1 is plotted as the dashed line (the condition numbers for the remaining points 
were essentially the same). Note that the measurement stabilized once the change in 
rotation between the two views exceeded 15°. This point corresponded to a condition 
number approximately equal to 5. The standard deviation of the measurements in 
the range 15° to 30° was 0.005 cm, 0.007 cm, and 0.01 cm for Points 1, 2, and 3, 
respectively. Bias was investigated by recalculating these points using an error in 
the source location of +0.5 cm and —0.5 cm. The new points for a source position 
error of +0.5 cm had a bias of approximately +0.01 cm; a bias of about —0.01 cm 
was observed in the computed depth using a source position error of —0.5 cm. This 
supports the conclusion that measurement bias is due to the X-ray source/detector 
geometry and random variation is due to point selection on the display. 
The previous two-view test was repeated using a magnification of 1.46 by moving 
the center of rotation to 25.4 cm (Figure 5.6). The errors are higher than the 
previous test; in the range 15-30°, the standard deviations of the depth measurements 
were 0.009 cm, 0.019 cm, and 0.018 cm, respectively, for Points 1, 2, and 3. This 
is to be expected since lower magnification effectively reduces the resolution of the 
detector. However, the depth measurements stabilized after a rotation of 20°, which 
indicates that good results can still be obtained at lower magnification values. 
The variance of point selection from the display screen is the source of the random 
errors. The amount of variance was determined experimentally using the image of 
Figure 5.3. Four different features (labeled A-D) were selected within this image: 
Feature A is the top of the lead marker. Feature B is a small low-contrast blob. 
Feature C is some arbitrary point located along the center axis of the drilled hole, 
and Feature D is the top of the drilled hole. A 16x16 pixel cross-shaped cursor was 
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Figure 5.6: Measurement error as a function of rotation angle for 2-view experiment 
(1.46x magnification) 
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Table 5.2: Variance of operator-determined screen coordinates 
Standard Deviation of Position 
Feature Horizontal Vertical 
(pixels) (pixels) 
A 0.47 0.23 
B 0.56 0.50 
C 0.69 2.54 
D 0.82 0.52 
used. The operator was prompted to select the same feature 20 times. The cursor 
position was reset to the center of the image between each measurement. Table 5.2 
indicates the standard deviations for these four tests. 
Feature A is a rectangular shape with a sharp horizontal edge of approximately 
the same width as the cursor. The variance in selecting the vertical position of this 
edge was quite low (0.23 pixels) since the edge is well-defined. There was a little 
more ambiguity in selecting the center of the edge since the operator had to judge 
where the center was located. This is reflected in a higher variance (0.47 pixels). 
Determining the center was still relatively easy since the cursor size matched the size 
of the feature. 
Feature B is a low contrast circular blob the same size as the cursor. The 
standard deviation was about 0.5 pixels in both the horizontal and vertical directions. 
This makes sense since the operator's judgement of the center of the blob is similar 
for both directions. 
In the third experiment, the operator was required to measure the central axis 
of the drilled hole by choosing an arbitrary location. The operator attempted to 
measure the same point each time (as opposed to picking any vertical location along 
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the hole). The standard deviation of the vertical position increased nearly five times 
to 2.54 pixels, while the standard deviation of the horizontal position increased only 
slightly to 0.69 pixels. The drilled hole feature was about 3 times wider than the 
cursor, so this caused more ambiguity in determining the center. It should be noted 
that selecting the edges of the hole and computing the average value would be a more 
accurate way of determining the central axis. As a result of these experiments, the 
mouse control was modified so the user could constrain the mouse motion to a single 
axis (horizontal or vertical), determine the edge locations, and type in the average 
value. 
Feature D is similar to Feature A, except it is larger and less defined. This is 
reflected in the increased standard deviation of the results compared to Feature A. 
Overall, the typical variance of selecting a feature point from the screen was in the 
range 0.5-0.8 pixels. 
This experiment showed how the position of a feature, in this case the central 
axis of a drilled hole, could be determined relative to external markers affixed to the 
sample. The distances between the hole and the markers were measured using an 
independent technique (CCD video camera image of the cylinder face), and the error 
between these two measurements ranged between —0.01 to +0.04 cm for a two-view 
rotation experiment of 30°. Five repetitions of the same rotation-based measurement 
indicated the length measurements were biased by 0.01-0.02 cm and had a standard 
deviation of 0.01-0.02 cm. These values are comparable to the resolution of a com­
mercial CT image of 0.01 cm/pixel (Martz et a/., 1990). The axial symmetry of this 
sample permits a good CT scan (no problems with partial data reconstructions), so 
either technique could be used to make this type of measurement. The CT-based 
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measurement does not require external markers to identify the surface, but the cost 
of the RTR-based measurement is less by an order of magnitude. 
It was determined that translation-only measurements had ten times as much 
error compared to the rotation-only measurements; this confirmed the validity of 
the simulation results presented in Chapter 3. This cylinder had axial symmetry, so 
rotating it closer to 90° would improve the reliability of the measurement. 
Experiment 2: Aluminum Plate With Embedded Copper Wires 
The object used for this experiment is an aluminum plate with copper wires 
embedded at different depths. Figure 5.7 shows an exploded view schematic of this 
plate. The plate is composed of four 5"x5" aluminum plates of thicknesses 13 mm, 
1 mm, 2 mm, and 6 mm. Four 0.01" diameter copper wires of lengths 12 mm, 6 mm, 
14 mm, and 4 mm were used to simulate crack defects. The vertices of the wires 
are used as the range points, and are numbered 1-10 in Figure 5.7. The objectives 
of the experiment are: (1) to mecisure the length of the wires, (2) to determine the 
3-D orientation of the endpoints of the wires, and (3) to determine the ability to 
distinguish which layer contains a specific wire. 
Before assembling the thin plates into a single plate, an optical image was made 
of each plate in the stack using a CCD camera. The XY coordinates of the wire 
endpoints were measured using the lower left corner of the plate as the origin. The 
depth (Z coordinate) of each level in the assembled plate was measured to 0.001" 
using calipers. Table 5.3 lists the three-dimensional coordinates of the wires. Using 
these coordinates, the lengths were computed; they are tabulated in Table 5.4. The 
total thickness of the plate was 2.23 cm. 
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Figure 5.7: Schematic diagram of aluminum plate sample, with wires alphabetically 
labeled and vertices numerically labeled 
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Table 5.3: Optically measured coordinates of wire endpoints 
Point X Y Z 
(cm) (cm) (cm) 
Wire A 
1 0.94 1.09 1.29 
2 2.02 1.53 1.29 
Wire B 
3 2.15 2.45 1.29 
4 1.67 2.81 1.29 
Wire C 
5 2.38 1.86 1.40 
6 2.93 1.75 1.40 
7 3.05 1.27 1.40 
8 3.36 1.07 1.40 
Wire D 
9 0.84 1.62 1.59 
10 1.04 1.93 1.59 
Table 5.4; Optically meeisured wire lengths using endpoint coordinates 
Wire Length (cm) 
A 1.16 
B 0.60 
C 1.43 
D 0.37 
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Figure 5.8; Real-time image of aluminum plate (0° rotation) 
Figure 5.8 shows the real-time image of the plate oriented at 0°. The X-ray 
generator was operated at 90 KV and 800 /(A. Two small lead markers were attached 
on either side of plate to indicate the plate boundaries. The marker on the detector 
side is denoted Point 11 and the marker on the source side is denoted Point 12. The 
angle of the plate was adjusted to make the images of the markers overlap, and the 0 
axis of the positioner control program was zeroed at that point. Real-time processing 
was used to divide a flat-field image from the live image. The ROI size was selected 
to process the entire image. 
Figure 5.9 shows an image of the plate oriented at -(-47°. The X-ray source was 
operated at the same voltage and current levels; the decrease in intensity is due to the 
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Figure 5.9: Real-time image ot" aluminum plate (+47° rotation) 
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increased effective thickness of the plate as a result of rotation. Rotation was limited 
to ±40° in order to detect all four wires in both views. A trend removal/contrast 
stretch was used for ROI processing to better see the wires in the rotated image. This 
processing was used to extend the wire visibility to +60°; the wires became unde­
tectable after 65-70° rotation without increasing the X-ray source current. Averaging 
at least 16 frames was necessary to maintain image quality in the rotated image since 
the reduced number of photons increeised quantum mottle noise. Figure 5.10 shows 
the real-time image of the plate oriented at -1-60° with ROI-enhancement of Wire C. 
Note that quantum mottle noise obscured the wire endpoints. In addition, the fixed-
pattern background noise of the CCD camera became more pronounced as a result 
of the contrast stretch operation. This noise appeared as a vertical pattern of lines. 
Five data sets were acquired using a variety of angular changes. Figure 5.11 
plots the first data set as three coordinate planes. Solid lines are drawn between 
related range points, and the dotted lines indicate the expected Z locations for the 
range points. Note that the wire depths are easily distinguished from each other. 
The error in measured length is tabulated in Table 5.5. The last column of the 
table denoted "M" indicates the error in mecisuring the distance between the two 
lead markers on the plate surfaces. Seven views were acquired for Test 5 at angles 
0°, -H0°, 4-10°, -+-20°, -1-30°, 4-40°, and -20°. 
The length of Wire C was consistently under-measured compared to the other 
wires. This is likely due to the increased uncertainty in choosing the proper locations 
of the intermediate vertices compared to choosing the endpoints. Tests 3 and 4 used 
a smaller rotation angle, but still yielded good results. The measurement of the plate 
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Figure 5.10: Real-time image of aluminum plate (+60° rotation) with contrast 
stretch in a region-of-interest 
Table 5.5: Measurement results for aluminum plate 
Error 
Test Views C N  A B C D M 
(cm) (cm) (cm) (cm) (cm) 
1 0  = 0",+51° 02.3 -0.02 -0.02 -0.05 -0.01 +0.01 
2 0  = 0°,-47° 02.5 -0.01 -0.01 -0.05 +0.00 +0.06 
3 0  = 0°,+10° 11.4 -0.02 -0.01 -0.05 +0.00 -0.06 
4 0  = 0°,+10° 11.4 -0.01 -0.01 -0.05 +0.00 -0.02 
5 * 03.2 -0.01 -0.02 -0.04 -0.01 +0.02 
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Figure 5.11; Range point measurements for aluminum plate 
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thickness had more variability (see the results of Tests 2 and 3 compared to the other 
tests); the reason for this is not known, although operator error in determining the 
feature points is the most likely cause. 
As mentioned before, plate rotation presents an increased effective thickness to 
the X-ray beam, which decreases the image contrast and, hence, the detectability of 
the feature of interest. Detectability is characterized by percentage thickness of the 
feature relative to the host material. A spherical flaw of diameter t embedded in a 
plate of thickness T oriented normal to the X-ray path is (t/T) x 100%. The effective 
thickness Te of the plate after rotation through an angle 9 \s Te = Tf cos 6. The 
overall percentage thickness of the spherical flaw is thus 
%thickness = x 100%. (5.3) 
The real-time detector can detect the feature down to 2% thickness. In compar­
ison, radiographic film can detect down to 1% thickness. Therefore, for a given flaw 
thickness, there is a maximum rotation angle Omax < 90° that can be used and still 
maintain flaw detectability. Maximum detectability occurs at 0 = 0°. On the other 
hand, for a two-view rotation measurement the condition number C# is maximum at 
6 = 0° and minimum at 0 ~ 90°. Consequently, the variance in depth measurement 
is highest when maximum feature detectability is highest. The optimum angle 0Qpi 
is the point where CN is minimized and Omax due to rotation is minimized. 
The MEM image restoration was applied to determine its effectiveness for im­
proving the resolution of the wire features. A Gaussian PSF of 2.9 pixels was selected 
to correspond to the 6" image intensifier used for the experiments in this chapter. A 
flat-field image was divided out as a pre-processing step. This eliminated the non­
uniform background, and also reduced the fixed-pattern CCD camera noise. Twenty 
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Table 5.6: Variance of operator-determined screen coordinates using MEM 
Standard Deviation of Position 
Feature Horizontal Vertical 
(pixels) (pixels) 
Input, 1 0.56 0.56 
MEM, 1 0.50 0.64 
Input, 2 0.69 0.51 
MEM, 2 0.55 0.52 
iterations of the MEM routine were used on 256x256 sub-regions about Wires A and 
D. The edge definition of the wires was improved a little. Two wire endpoints were 
used in a cursor variance test as in Experiment 1 to determine if MEM processing 
could reduce the variance associated with identifying feature points; the results are 
indicated in Table 5.6. The standard deviations varied at most by a tenth of a 
pixel, so the MEM processing did not significantly reduce the variance in selecting 
the feature points. The effect on the overall system accuracy of a tenth pixel reduc- ' 
tion in the standard deviation of feature measurement noise Wcis determined using 
a two-view 30° rotation simulation as in Chapter 3. Feature measurement noise of 
0.7 pixels was applied in both the X and Y directions for a 4x configuration, and 
the depth standard deviation was 0.013 cm. Reducing the measurement noise to 
0.6 pixels resulted in a 0.002 cm reduction in the standard deviation of the depth 
measurement. This change is an order of magnitude lower than the existing error, so 
the improvement was negligible. For this plate sample, MEM processing was found 
to be marginally effective in reducing the blur, but it did not make a substantial 
improvement in reducing operator error in determining feature points. 
Using increased magnification would effectively increase the resolution of the 
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image. The plate could be manipulated to make a single wire fill the display screen. 
The coordinates of only a single wire could be determined, but this process could be 
repeated for each wire individually. 
This sample demonstrated how plate-like geometries could be measured as eas­
ily as axially-symmetric geometries. While rotations of ~ 90° maximize the well-
conditionedness of the least-squares inversion problem, rotations of only 10-30° were 
sufficient to achieve a satisfactory error level. The effective thickness of the rotated 
plate only increases by 16% at 30° rotation, so the feature detectability remains 
high. If more reliability is required, real-time contrast enhancement can extend the 
rotation amount to 60°, and increasing the X-ray source current and voltage would 
be able to extend the rotation angle another 10-20°. The effective thickness of the 
plate increases rapidly after the rotation angle exceeds 80°, so this places an upper 
limit on the amount of rotation that can be used. 
This experiment showed that this 3-D RTR-based measurement technique can 
be successfully applied to samples that cannot easily be measured with a CT system. 
The specialized limited-view CT reconstruction algorithms require long computation 
times, and the resulting images must be thoroughly understood to ensure that arti­
facts are not corrupting the measurement. However, it must again ,be pointed out 
that the RTR-based measurement only yields the coordinates of a set of discrete 
points within the sample, where the CT image contains much more information. The 
utility of either of these two methods has to be determined bcised on the specific 
application. 
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Experiment 3: Turbine Blade 
A turbine blade from a jet engine is used in this example. The blade is subjected 
to high temperatures in operation, so coolant tubes are embedded in the center of 
the blade. The blade has a spatially varying size and contour, and the coolant tubes 
must be properly located within the blade at all positions in the blade interior. An 
NDE procedure is required to verify that the tubes are properly oriented and do not 
pass too close to the surface of the part. The turbine blade sample is used to show 
how the real-time 3-D technique can be used for this type of dimensional analysis as 
well as for flaw sizing. 
Figure 5.12 shows a diagram of the CAD model of this part. The grooved 
base of the turbine blade connects to the turbine axis. Nine coolant tubes enter at 
the base and exit at the top of the blade (the exit holes are visible on the top of 
the CAD drawing in the figure). The blade is made of a nickel alloy which highly 
attenuates X-radiation. A thinner section near the top of the blade was selected for 
3-D measurements since it was easier to get good a signal in this region. 
Using a CT image allows the hole diameters and hole positions relative to the ex­
ternal surfaces to be measured simultaneously. However, the geometry of the turbine 
blade presents a challenge to CT reconstruction since the effective material thickness 
changes radically over a 180° scan. Limited-view CT reconstruction methods have 
been developed to circumvent this problem, but they are still prone to introducing 
artifacts into the image. 
The 3-D real-time method can find the locations of the hole axes. The hole 
diameters are estimated directly from the 2-D projection. Lead markers must be 
added to determine the 3-D contour of the external surfaces of the blade, which 
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highlights a disadvantage of this method. Adding too many markers clutters the 
image and makes it difficult to clearly identify correspondence points. Adding too few 
markers does not convey much information about the shape of the external surface. 
In practice, a jig could be used to hold the turbine blade in a well-known location on 
the sample positioner. The external surfaces would be inferred using a CAD model 
of the system. However, as indicated by the simulations of Chapter 3, this type 
of absolute measurement in the global coordinate system is highly sensitive to bias 
errors in determining the positioner center of rotation, so a relative measurement in 
the sample coordinate system is preferred. This could be done using a part handler 
with built-in lead markers. The handler would need to be made of a pliable material 
that would place the lead markers in close contact with the blade surface. 
For this experiment, seven markers spaced approximately 3 mm apart were af­
fixed to the inner (concave) surface, and 9 markers were attached to the outer (convex) 
surface. The inner surface markers were placed closer to the top of the blade to make 
them easily distinguishable. 
Figure 5.13 shows the real-time image of the blade oriented at 0°. The concave 
surface was located facing the source. The nine higher intensity stripes are the image 
of the coolant tubes, and the lead markers are the short darker strips spaced at 
regular intervals. Note that all nine tubes are visible in this orientation, although the 
tube on the far left is more difficult to see since the blade was thicker on that side 
(the blade is shaped like a curved airplane wing, so one side is thick and rounded 
while the other side is thin and tapered). 
The blade was rotated to -t-30° (Figure 5.14); this increased the effective thick­
ness of the blade on the left side of the image and reduced it on the right side. 
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Figure 5.13: Real-time image of turbine blade oriented at 0° 
Figure 5.14; Real-time image of turbine blade oriented at -f30° 
Consequently, the tube images became undetectable on the left side. Generally, in­
creasing the X-ray power would solve this problem, but the blade curvature caused 
the tube images to overlap, so this was not a solution. When the blade was rotated 
the other direction to —30° (Figure 5.15), the left tubes became easily detectable, 
but the rightmost tubes disappeared from the image. 
Due to its geometry, the blade could be rotated at most only 20° and still 
maintain visibility of all nine tubes in both views. To overcome this problem, the 
holes and marks on the left side of the image were measured using two views at 0° 
and —30°, and the features on the right side of the image were measured using views 
at 0° and -f30°. Three complete measurements were made, and all three results 
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5.15-. ReaU-.n.e image of t.Aine blade oriented at -M" 
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are plotted as a top view {XZ plane) in Figure 5.16. The inner and outer surfaces 
defined by the lead markers are plotted with connecting lines, and the hole positions 
are plotted individually. Some points were more difficult to identify than others due 
to overlapping features, which increased the Z variance of some points compared to 
others. The same image row (250) was used for all features since no vertical features 
were available. 
This sample was used to demonstrate how multiple sets of measurements could 
be made, with each set utilizing a greater rotation angle than that permitted by 
measuring all the features simultaneously in both views. This flexibility overcomes 
problems due to complex geometries in which some of the features occlude in certain 
sample orientations. 
Experiment 4: Automotive Air Conditioner Part 
This sample is an aluminum casting used cis part of an automobile air conditioner. 
A drawing of a CAD model for this part is shown in Figure 5.17. The part has a wide 
variety of thickness variations, with the thickest sections on either end of the part, 
and the thinnest regions in the middle of the part. These thickness variations result in 
a large variation of X-ray absorption, and leads to simultaneous underexposure (not 
enough photons for good signal-to-noise ratio) and overexposure (detector saturation) 
in different parts of the image. The real-time system has an advantage in that the 
X-ray source power and image processing parameters can by dynamically altered to 
optimize different parts of the image, based on which region is of interest at the 
moment. 
This sample contains cracks due to shrinkage porosity throughout its interior 
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jure 5.16: Top view (XZ plane) of turbine blade measurements 
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Figure 5.18: Real-time image of image of air conditioner part 
due to improper manufacture. A particular fork-shaped crack located near the "3" 
was selected for measurement; the real-time image of this feature is indicated in 
Figure 5.18. The gray curved stripe on the left of the image is the projection of 
the center fillet of the casting to the left of the "3." The fillet appears curved since 
the casting was initially rotated about -t-20° to make the flaw more visible from the 
dark patch on the right side of the image. A lead marker was affixed to the back 
surface of the part which was placed closest to the detector. Five range points were 
selected to characterize the flaw, and two points were used to identify the inner and 
outer surface boundaries. These features are indicated as an overlay in Figure 5.18. 
The middle of the "3" was used as the inner surface feature, and the lead marker 
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was used as the outer surface feature. This demonstrates how including recognizable 
features in the design of the part can eliminate the need to attach external markers 
to identify the surface boundaries. 
The results of three complete measurements are plotted in Figure 5.19. Since 
only two markers were used to locate the surface boundaries, the curved contours 
of the part were not measured. Dotted lines were drawn through the surface mark 
locations to give an idea of the flaw orientation relative to the surface. As mentioned 
previously, the part had an initial rotation of +20°; this angle was used to plot the 
surface boundaries in the top view {XZ plane). Points 2 and 4 of the third data set 
had a depth deviation of 0.05 cm compared to the other two data sets, which accounts 
for the "messiness" of the plot in the side view {YZ plane). The flaw boundaries 
for these points were not as well-defined, so the feature point selection had higher 
variance. Furthermore, it was difficult to identify the corresponding points since 
the flaw significantly changed shape between views. This demonstrates how flaw 
morphology plays a significant role in determining screen measurement variance. 
MEM processing was used to sharpen the flaw features located within two 
256x256 subimages (Figure 5.20); the flaw boundaries were only marginally en­
hanced. Three complete measurements were made again using the MEM processed 
images, with the results plotted in Figure 5.21. The X and Y locations for all except 
Point 2 were determined with less variation, but the depth variation was not reduced 
compared to the previous measurement. The processing time for a 256x256 image 
was 4 minutes on the DEC5000. The improvement due to MEM processing was 
marginal as far as image quality is concerned, and was negligible in terms of reducing 
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Figure 5.19: Range point measurements for air conditioner sample 
Figure 5.20: MEM processed image of air conditioner part 
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operator error in determining the feature points. Thus, the long computation time 
of MEM was not found to be justified. 
This sample demonstrated the ability to make a 3-D crack orientation and size 
measurements. The features of interest had the poorest definition of the four samples 
used in this chapter, and the results showed an increased variance in depth as a result. 
Use of an edge detection scheme would eliminate the operator ambiguity problem, 
yet these features would also present a challenge to an automated edge detector as 
well. This showed that measurement error in determining the feature points is a 
significant component of the overall measurement error, so it would be valuable to 
incorporate as much automatic and robust edge detection as possible. 
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Figure 5.21: Range point measurements for air conditioner sample using MEM pro­
cessed image 
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CHAPTER 6. SUMMARY AND CONCLUSIONS 
A system has been developed to make accurate three-dimensional measurements 
of features of interest within a material sample using a real-time X-ray imaging sys­
tem. This 3-D capability adds a useful tool to the RTR laboratory, and permits 
accurate determination of feature lengths and orientations within a sample at a frac­
tion of the cost of a CT-based measurement. The mathematical foundation for this 
system was specifically developed to exploit the general-purpose motion control pro­
vided by the multi-axis sample positioner. This system can deliver good (±0.02 cm) 
measurement results using only two views and small (~ 20°) rotations between views, 
so axially-symmetric as well as plate-like geometries can be measured with a mini­
mum of data collection effort. In addition, each of the tools developed for this 3-D 
measurement system has broad applicability to other types of measurements. For 
example, the pincushion distortion correction and source/sample calibration tech­
niques would be necessary to achieve accurate results for a CT meaisurement using 
the RTR laboratory. The software/hardware framework developed for real-time im­
age processing makes it possible to implement any image processing algorithrh, and 
the region-of-interest processing technique makes efficient use of the frame proces­
sor resources since it is usually not necessary to process the entire image for every 
frame. Furthermore, the use of a general DSP board makes it possible to implement 
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on-line data analysis as data is collected, e.g., a CT reconstruction could be carried 
out in parallel with data acquisition, rather than waiting for the entire data set to 
be obtained. 
The overall accuracy of the system is governed by how well the X-ray source, 
sample, and detector positions are known, how accurately the X-ray detector can 
be calibrated, the accuracy of sample movement between views, and by the user's 
ability to accurately identify the correspondence points. A simple image-oriented 
technique was developed to calibrate the physical positions of the X-ray source and 
positioner center of rotation to within ±1 mm. The sample positioning device used 
for this work was extremely precise; this level of precision is not required compared to 
other portions of the system. Furthermore, the generality of sample motion is not a 
requirement. A fixture which rotates only a fixed amount would be suitable for some 
applications. Software techniques were implemented to improve the resolution and 
spatial linearity of the X-ray detector. The spatial distortion of the X-ray detector 
was corrected to below the level of sampling uncertainty of ±0.5 pixel. 
The operator is a key aspect of the overall measurement quality of the system. 
The intelligence of the operator is relied on to accurately determine the initial features 
of interest and their corresponding points in subsequent views. The operator is 
responsible for making any changes in the real-time processing or X-ray generator 
setup needed to visually see the feature for all sample orientations. The interactive 
and continuous nature of the real-time X-ray image naturally lends itself to using 
a human operator as an integral part of the system. The continuous X-ray image 
eliminates the problems of occluded points and crossed disparities associated with 
film-bcised stereography. If two points appear to be occluding, the operator simply 
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moves the sample a little to eliminate the problem. Crossed disparities are not a 
problem since the operator can watch how two features are moving within the image 
and know that they have crossed. 
Given that the operator has certain tasks to perform, the software was designed 
to make these tasks easy to perform. The sample control program was tied together 
with the correspondence point determination program, thus freeing the operator to 
concentrate on how to move the sample, rather than keeping track of exactly how the 
sample was moved. The correspondence points were labeled at each view to make it 
easier to see how much disparity each point had encountered. Real-time processing 
was seamlessly integrated in to the correspondence point determination program so 
contrast enhancement routines could be invoked on a region of interest around the 
feature. Additional frame grabber capabilities such as image magnification, profile 
display, and pseudocolor enhancement were also incorporated to make identification 
of correspondence points easier. 
The smooth integration of real-time processing into the correspondence point 
determination program was found to be a significant aid to the operator. A com­
bination of trend removal followed by a contrast stretch made it possible to rotate 
the plate sample through a greater angle, which reduced sensitivity to measurement 
error. The ability to dynamically alter the number of video frames averaged and 
processing parameters made it convenient to use a low SNR/fast updated image for 
sample movement or a high SNR/slow updated image for feature point selection. 
Three laboratory calibration steps were required; one to identify the 3-D X-ray 
source position, one to identify the sample center of rotation, and one to calculate 
the X-ray detector spatial warp coefficients. These techniques were image-based 
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and required only two physical measurements to be made with a tape measure (the 
source/detector Z distance and the center of rotation Z distance) and one image to 
be collected of a uniform grid object. The source position was determined to ±1 mm 
in all three coordinates, and the spatial distortion of the X/L convertor was corrected 
to below the sampling uncertainty of ±0.5 pixel. The entire laboratory calibration 
process required one hour at most, so it Wcis not a problem to recalibrate after the 
laboratory was used for another experiment. 
Collinearity of the source, range point, and measurement point, and a linear 
transformation of the form y = Ax + b were the bases of a concise, nonparametric 
system of equations. This system was inverted to solve for the range point coordi­
nates, and at least two measurement points were required to yield a unique solution. 
Additional measurements were easily accommodated to increase the overdetermined-
ness of the least-squares solution. The cross product operator 0% made it possible 
to the express the collinearity constraint in matrix form, thus simplifying the devel­
opment of the complete system. 
The operating characteristics of the specific X/L convertor used for this work 
(an image intensifier tube) were thoroughly investigated. Since the detector was 
used for spatial measurements, reducing its spatial degradations was of prime im­
portance. The X-ray detector pincushion distortion was the dominant systematic 
error in this system. A simple polynomial-based image warp was sufficient to cor­
rect the distortion, initially as high as 0.45 cm (28 pixels at 60 pixels/cm sampling 
frequency), to less than ±0.5 pixels (0.008 cm). Blurring due to phosphor bloom, 
although significantly reducing resolution of the real-time image compared to film, 
did not significantly impair the user's ability to identify feature points in the image. 
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A high resolution edge scan was implemented to measure the point spread func­
tion of the image intensifier. A Gaussian curve satisfactorily modeled the PSF as 
evidenced by the reduced chi-squared goodness-of-fit criterion. The FWHM of the 
Gaussian was measured as 2.9 pixels (0.048 cm at 60 Ip/cm sampling frequency) for 
the image intensifier tube. This PSF was used by the maximum entropy method 
to reduce image blurring. Analysis of a resolution gauge image indicated a +8 dB 
increase in spectral amplitude at 1.0 Ip/mm frequency; the increase continued to the 
break-even point of 1.7 Ip/mm. This increase was obtained without increasing the 
image noise. However, the increase in spectral amplitude only occurred in the lower 
57 percent of the usable bandwidth between 0-3 Ip/mm as defined by the folding fre­
quency of the quantizer. This sharpened the image a bit, but not enough to make an 
improvement in the overall system accuracy. From a price/performance standpoint, 
the image warp was found to be a much better use of computational resources. 
The measurement simulator successfully verified the system performance, and 
also provided insight into determining which aspects of the system were of key impor­
tance. The system was fairly insensitive to random errors when a two-view rotation 
of at least 20° was used. The system weis most sensitive to bias errors in determining 
the sample center of rotation. This was more of a problem for making absolute depth 
measurements in the global coordinate system. The bicis error was only 0.01-0.02 cm 
when making relative depth measurements within the sample's local coordinate sys­
tem. Making multiple intermediate measurements was found to reduce the depth 
estimation error slightly (0.002 cm), but not enough to justify the extra expense of 
data collection. Translation was found to be very inefiicient compared to rotation 
to achieve a given error level. At least 15 cm translation at 4x magnification was 
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required to reach the same result as a 20° rotation. Plate-like geometries are the 
only ones with potential problems for rotation, but a 20° rotation only increases 
the effective thickness of a plate by 6 percent. Consequently, small-angle two-view 
rotations are suitable for any sample geometry. 
Feature selection from the display screen was the dominant source of random 
error in the system. Variance in selecting a single point is a function of edge blurri-
ness, feature size and contrast, and detector quantization. Using a higher resolution 
quantizer such as a IKxlK frame grabber would reduce variance when the feature 
is well-defined. Alternatively, placing the sample away from the detector in a magni­
fication setup improves the system accuracy, since magnification effectively increases 
resolution of the detector at the cost of reduced field of view. The microfocus source 
allows higher magnification than a broad focus source, but the sample thickness and 
composition is then limited. The microfocus source is also considerably more expen­
sive. Good results can be obtained with a broad focus source (Ix magnification), but 
the sample must be rotated close to 90° to get measurement error down to ±0.01 cm. 
Four samples were used to experimentally determine the system performance. 
Feature length measurements were tested using the aluminum cylinder and plate 
samples; standard deviations in length were 0.01-0.02 cm, and bicises were ±0.00-
0.05 cm. These values were confirmed by simulation. The aluminum cylinder was 
also used to show that a rotation of at least 15-20° was required to yield a well-
conditioned X matrix, and hence, a stable solution of the system inversion. The 
plate sample measurements indicated that the system could successfully identify the 
depths of the four embedded copper wires, and was able to distinguish between two 
wires located 1 mm apart in depth. 
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A turbine blade sample was used to demonstrate how the system could be used 
for dimensional analysis, in this case, the determination of the central axis positions 
of nine coolant tubes relative to the blade surfaces. The same depth errors (0.01-
0.02 cm) were encountered for this sample. This represented roughly 7% of the 
turbine blade's maximum thickness; the suitability of this value as the basis of a 
quality assurance test would have to be determined by the blade manufacturer or 
end-user. Again, increasing the system resolution through magnification or use of a 
higher resolution digitizer would improve the measurement result. 
An automobile air conditioner part containing shrinkage porosity was used as an 
example of a real crack defect. The flaw boundaries were the least defined of all the 
samples investigated, and resulted in twice as much depth error (±0.04 cm). MEM 
processing sharpened the flaw boundaries a bit, but did not improve overall accuracy 
in determining the range point depths. 
Previous investigators reported depth meeisurement errors ranging from ±0.6 cm 
(Wallingford, 1988) to ±0.004 cm (Veress, Lippert, and Takamoto, 1977). The latter 
work used radiographic Aim, a broad focus X-ray source (Ix magnification), and 
photogrammetric measurement equipment to obtain the correspondence points. Up­
grading the present RTR system to use a IKxlK frame grabber or using higher 
magnification on the order of 20 x would make this system comparable to the results 
reported by Veress et al. 
The need to attach external markers to identify the surface of the sample high­
lights a disadvantage of this system compared to a CT-based measurement. As the 
sample geometry becomes more complex, more markers are required to adequately 
describe the surface contours. On the other hand, too many markers tends to obscure 
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the feature of interest within the sample. Using a fixture on the sample positioner 
would be one solution, but the measurement system is very sensitive to error in 
knowing where the fixture is located in the global coordinate system. Relative mea­
surements made within the sample's local coordinate system are not subject to this 
problem. Placement of the lead markers would be simplified by building them into a 
part handler. Alternatively, marks could be designed into the part at key locations. 
Ideas for Future Work 
Integration with CAD model 
The present system does not use any information about the sample geometry. 
Incorporating this information via a CAD model would make a more effective dis­
play of the 3-D locations of the features of interest measured by the RTR system. 
Reference points (like the lead markers) could be added to the CAD model. The 
sample coordinate system used for the RTR measurements could be referenced to 
some known feature on or within the CAD model. The results would be displayed 
either as orthographic or perspective displays. Distances from the measured points 
of interest to any feature on the sample could be easily computed this way. 
Detector characterization 
Techniques have been developed to determine the PSF directly from the image 
of interest rather than using a separate measurement step. (Andrews and Hunt, 
1977; Chalmond, 1991). Some of these techniques rely on a priori knowledge of 
edge locations within the image. This is a less controlled method than that used in 
Chapter 4. Other techniques assume a given noise field cis input to the system and 
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determine a Markov model which describes how the input noise field was blurred to 
yield the output noise field. The latter technique would be most useful in the RTR 
environment since images of only the X-ray source are readily made. 
Improvements are possible with the high resolution edge scanning technique 
described in Chapter 4. The current implementation samples only a single pixel and 
saves it as 8-bit data. The frame grabber used for this work has a 16-bit buffer, so up 
to 255 frames could be saved into this buffer to improve gray level resolution. The 
16-bit number would be saved rather than truncating it to 8 bits as is done now. In 
addition, a neighborhood of pixels about this measurement pixel could be sampled 
as well. Registration and ensemble averaging of this neighborhood would improve 
the SNR and reduce or eliminate the need to use a smoothing convolution filter. 
Registration is simple since the pixel pitch of the CCD array is accurately known. 
The small neighborhood is required since the image intensifier PSF is constant over 
small areas of the image. 
Automatic calibration and measurement 
The source position calibration procedures outlined in Chapter 5 are essentially 
manual. The X and Y coordinates of the X-ray source position require the Z co­
ordinate to be known in advance. This was determined using a tape measure and 
was confirmed by checking the magnification of objects of known length. A more 
automated method can be designed around a calibration phantom of known length. 
Measuring the magnification at a series of Z locations forms a leéist-squares problem 
in which it is possible to determine both the sample positioner Z location and the 
source Z location. 
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The procedure to determine the X and Y coordinates of the X-ray source position 
could be automated by implementing a control algorithm to keep the sample point 
lined up with the detector point. The user would align these points at the initial 
Z location and indicate the AZ to the program. The program would increment 
the Z position of the sample point a small distance, and make adjustments in the 
X and Y sample position to bring the sample point back in line with the detector 
point. Using small Z increments results in small perturbations of the sample point 
relative to the detector point, so the level of image interpretation to distinguish the 
two points would be minimized. This procedure would continue until the sample Z 
position reached the user-selected AZ value. The accumulated corrections in the X 
and Y components of the sample position would be used as the AX and AY values 
required for the source position calculations. 
An alternative technique would require the user to line up the sample and de­
tector points as before, but translate the sample point the full AZ length. The user 
would identify the sample point and detector point for the computer. The computer 
would track the sample point while manipulating the X and Y positions of the sam­
ple. A homing algorithm would be used to make the image of the sample point match 
the image of the detector point. This procedure would yield the AX and AY values 
as before. Since there are only two features in the image and the sample point is 
well-defined, a simple tracking algorithm can be employed. 
Many aspects of the measurement process could be automated as well. Iden­
tification of correspondence points is prone to operator error. A first step towards 
automation would require the operator to select an initial view and points of inter­
est. An automatic point tracking process would be invoked at this point to free the 
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operator from having to follow all these points around the screen as the sample is 
manipulated. The computer could continuously compute the 3-D coordinates of the 
sample points and present this information graphically and numerically in real-time. 
The condition number and error statistics could also be reported to indicate how 
well the experiment is performing. Periodically the user would indicate to the sys­
tem when to use the current view as a new set of data points. The user would stop 
the program when the error statistics had reached a satisfactory level. In this way, 
the user could concentrate more on how. to manipulate the sample to achieve good 
measurements rather than tracking simultaneously moving features of interest. 
The automatic tracking algorithm has to overcome the same set of problems 
previously encountered with film-based stereography (Wallingford, 1990). The avail­
ability of the continuous* position of the feature eliminates some problems such as 
crossed disparities, but occluded and intersecting features require the tracking algo­
rithm to use the previous history of the feature (position, velocity, acceleration) to 
make sense of a situation where two features have intersected and only one feature 
is visible. Well-defined features in the initial view could evolve into poorly-defined 
features in subsequent views. Plate-like geometries which have a thin and thick di­
mension cause the feature SNR to drop when the thicker portion of the sample is 
imaged. This problem could be solved by allowing the computer to boost the X-ray 
power when the flaw SNR decreases below a certain level. Local SNR measures have 
been developed to measure the signal strength (Doering, 1991a); these could be used 
to measure the SNR of each feature. 
Operator intervention in the measurement process could be further reduced by 
implementing an algorithm to automatically determine how to manipulate the sam-
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pie. In this case, the user would simply identify features of interest in the initial view, 
and the computer would adjust the sample position until a given level of confidence 
was achieved. This can be formulated as a minimization problem with constraints. 
Minimization of the matrix condition number would serve as a quantitative goal. The 
constraints include keeping the feature points in the field of view, and keeping the 
sample within a certain range between the source and the detector. 
The above ideas for automation are geared towards making a general-purpose 
scanning system. In a manufacturing environment, it would be more practical to 
tailor the image processing routines to a given part. The initial view and subse­
quent part translations/rotations would be determined in advance. Image processing 
routines could be developed to identify the points of interest in the initial view and 
modified views. Thus, as the problem becomes specific to a certain part, the general­
ity of the RTR lab used for this development could be reduced to only the elements 
that are needed. 
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