INTRODUCTION:
The development of new synthetic methods in organic chemistry is traditionally accomplished through empirical optimization. Catalyst design, wherein experimentalists attempt to qualitatively identify correlations between catalyst structure and catalyst efficiency, is no exception. However, this approach is plagued by numerous deficiencies, including the lack of mechanistic understanding of a new transformation, the inherent limitations of human cognitive abilities to find patterns in large collections of data, and the lack of quantitative guidelines to aid catalyst identification. Chemoinformatics provides an attractive alternative to empiricism for several reasons: Mechanistic information is not a prerequisite, catalyst structures can be characterized by three-dimensional (3D) descriptors (numerical representations of molecular properties derived from the 3D molecular structure) that quantify the steric and electronic properties of thousands of candidate molecules, and the suitability of a given catalyst candidate can be quantified by comparing its properties with a computationally derived model trained on experimental data. The ability to accurately predict a selective catalyst by using a set of less than optimal data remains a major goal for machine learning with respect to asymmetric catalysis. We report a method to achieve this goal and propose a more efficient alternative to traditional catalyst design.
RATIONALE:
The workflow we have created consists of the following components: (i) construction of an in silico library comprising a large collection of conceivable, synthetically accessible catalysts derived from a particular scaffold; (ii) calculation of relevant chemical descriptors for each scaffold; (iii) selection of a representative subset of the catalysts [this subset is termed the universal training set (UTS) because it is agnostic to reaction or mechanism and thus can be used to optimize any reaction catalyzed by that scaffold]; (iv) collection of the training data; and (v) application of machine learning methods to generate models that predict the enantioselectivity of each member of the in silico library. These models are evaluated with an external test set of catalysts (predicting selectivities of catalysts outside of the training data). The validated models can then be used to select the optimal catalyst for a given reaction.
RESULTS:
To demonstrate the viability of our method, we predicted reaction outcomes with substrate combinations and catalysts different from the training data and simulated a situation in which highly selective reactions had not been achieved. In the first demonstration, a model was constructed by using support vector machines and validated with three different external test sets. The first test set evaluated the ability of the model to predict the selectivity of only reactions forming new products with catalysts from the training set. The model performed well, with a mean absolute deviation (MAD) of 0.161 kcal/mol. Next, the same model was used to predict the selectivity of an external test set of catalysts with substrate combinations from the training set. The performance of the model was still highly accurate, with a MAD of 0.211 kcal/mol. Lastly, reactions forming new products with the external test catalysts were predicted with a MAD of 0.236 kcal/ mol. In the second study, no reactions with selectivity above 80% enantiomeric excess were used as training data. Deep feed-forward neural networks accurately reproduced the experimental selectivity data, successfully predicting the most selective reactions. More notably, the general trends in selectivity, on the basis of average catalyst selectivity, were correctly identified. Despite omitting about half of the experimental free energy range from the training data, we could still make accurate predictions in this region of selectivity space.
CONCLUSION:
The capability to predict selective catalysts has the potential to change the way chemists select and optimize chiral catalysts from an empirically guided to a mathematically guided approach.
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The list of author affiliations is available in the full article online. *These authors contributed equally to this work. Catalyst design in asymmetric reaction development has traditionally been driven by empiricism, wherein experimentalists attempt to qualitatively recognize structural patterns to improve selectivity. Machine learning algorithms and chemoinformatics can potentially accelerate this process by recognizing otherwise inscrutable patterns in large datasets. Herein we report a computationally guided workflow for chiral catalyst selection using chemoinformatics at every stage of development. Robust molecular descriptors that are agnostic to the catalyst scaffold allow for selection of a universal training set on the basis of steric and electronic properties. This set can be used to train machine learning methods to make highly accurate predictive models over a broad range of selectivity space. Using support vector machines and deep feed-forward neural networks, we demonstrate accurate predictive modeling in the chiral phosphoric acid-catalyzed thiol addition to N-acylimines.
T he development of synthetic methods in organic chemistry has historically been driven by Edisonian empiricism. Catalyst design, wherein experimentalists attempt to qualitatively recognize patterns in catalyst structures to improve catalyst selectivity and efficiency, is no exception. However, this approach is hindered by a number of factors, including the lack of mechanistic understanding of a new transformation, the inherent limitations of the human brain to find patterns in large collections of data, and the lack of quantitative guidelines to aid catalyst selection. Chemoinformatics (1-3) provides an attractive alternative for several reasons: No mechanistic information is needed, catalyst structures can be characterized by threedimensional (3D) descriptors (numerical representations of molecular properties derived from the 3D structure of the molecule) that quantify the steric and electronic properties of thousands of candidate molecules, and the suitability of a given catalyst candidate can be quantified by comparing its properties with a computationally derived model on the basis of experimental data. Although artificial intelligence was applied to problems in chemistry as early as 1965, the use of machine learning methods has yet to affect the daily workflow of organic chemists (4) . However, recent developments represent the dawn of a new era in organic chemistry, with the emergence of "big-data" methods to facilitate rapid advances in the field. Computer-assisted synthetic planning (5, 6), the prediction of organic reaction outcomes (7, 8) , assisted medicinal chemistry discovery (9, 10), catalyst design (11, 12) , the use of continuous molecular representations for automatic generation of new chemical structures (13) , materials discovery (14) , the enhancement of computer simulation techniques (15) , and the optimization of reaction conditions (16) all provide examples in which leveraging machine learning methods facilitates advances in chemistry. The power of these methods is particularly notable for catalyst design; modern machine learning methods have the capacity to find patterns in large sets of data that are incomprehensible to experimental practitioners (17) . Discovering these structure-activity relationships may facilitate catalyst identification, thus enabling the rapid optimization of catalytic transformations.
Lipkowitz et al. and Kozlowski et al. first reported the application of a 3D quantitative structure-activity relationship (QSAR) to asymmetric catalysis, wherein they used different molecular interaction field (MIF) approaches to study copper bis(oxazoline) complexes in enantioselective Diels-Alder reactions and enantioselective alkylations of aryl aldehydes, respectively (18, 19) . Although similar MIF-based approaches have since been employed (12, 20, 21) , we suspect that such methods have not achieved widespread use because of the reliance on only one conformer in descriptor generation. To address this problem, Sigman and co-workers have employed multivariate regression techniques and catalyst-specific descriptors to glean mechanistic information (22) (23) (24) . These researchers attribute some of their success to the use of Sterimol values; these substituentbased descriptors have multiple parameters designed to capture the rotation of the group of interest, thus providing a more accurate picture of how the molecule behaves in solution (25) . Furthermore, preliminary studies in which predictions are made beyond the bounds of the training data have been described; Sigman and co-workers have demonstrated the ability to predict~10% enantiomeric excess (ee) beyond the training data (26) . However, no examples exist wherein the prediction is far outside the selectivity regime comprising the training data. A very recent example of the utility of machine learning methods in catalysis is the prediction of reaction yields by Doyle and co-workers (27, 28) . These authors use many easily calculable descriptors to predict the outcomes of C-N coupling reactions and deoxyfluorination reactions with random forest models (29) . Although this method excels in predicting the outcomes of reactions when the predicted value falls within the range of values in the training data, this method has not been used to make predictions beyond the range of observed values in the training set.
The ability to accurately predict a selective catalyst by using a set of nonoptimal data remains a primary objective of machine learning with respect to asymmetric catalysis. This feat is sometimes erroneously referred to as "extrapolation"-an understandable mistake, given that predictions are being made outside the bounds of previously observed selectivities. However, the term "extrapolation" does not refer to the selectivity space of the training data but rather to the descriptor space. Thus, a better statement of this goal is to predict high selectivity values far beyond the bounds of what is encompassed in the training data. Herein, we describe a method to achieve this goal by proposing a more efficient alternative to traditional catalyst design.
This endeavor is challenging for a number of reasons. First, very small energy differences (~1 kcal/mol) can give rise to vastly different selectivities-even modern quantum chemical methods struggle to reproduce these energy differences in diastereomeric transition structures. Subtle changes in catalyst structure can also lead to large changes in catalyst performance, whereas descriptors capable of capturing fundamental chemical properties (30) and the subtle features of catalyst structure responsible for enantioinduction remain imperfect. Moreover, off-cycle or background reactivity can erode enantioselectivity, and selectivity data are rarely uniformly distributed, adding the challenge of modeling on a skewed dataset. Predicting reactions that are more selective than anything in the training data (essential for machine learning to optimize a reaction) requires the model to accurately predict to a fringe case, a formidable challenge in its own right.
Perhaps the greatest impediment to accurate prediction in this manner is that no widely accepted workflow implementing chemoinformatics at all stages of development has been introduced to date. Using training set selection algorithms is essential to guarantee that the maximal breadth of feature space is covered in the training data; thus, by design, there should theoretically be no need for extrapolation. Failure to use training set selection algorithms introduces a greater level of uncertainty for predictions-if the domain of applicability is completely unknown, predictions may be outside the well-described region of feature space, and those predictions may be unfounded. If such methods are to be successful, chemical properties must be represented by robust descriptors. This aspect is especially challenging for asymmetric catalysis, as currently no mathematical representation of organic molecules exists that satisfies the following critical criteria: The descriptors must be rapidly calculable, must contain 3D information about an ensemble of conformers for each molecule, must be general for any given scaffold, and must capture the subtle features of catalyst structure responsible for enantioinduction. We describe the development of a workflow that uses chemoinformatic methods at every stage. Further, we report a molecular representation that facilitates this workflow and that enables the prediction of enantioselective reactions in a manner simulating new reaction optimization.
This new workflow consists of the following components ( Fig. 1 ): (i) construction of an in silico library of a large (31) collection of conceivable, synthetically accessible catalysts of a particular scaffold; (ii) calculation of robust chemical descriptors for each scaffold, thereby creating the chemical space comprising the in silico library; and (iii) selection of a representative subset of the catalysts in this space. This subset is termed the universal training set (UTS), so named because it is agnostic to reaction or mechanism. Thus, the same set of compounds can be used to collect training data for any reaction that can be catalyzed by the common functional group and will cover the maximum breadth of feature space. The continuation of the workflow involves (iv) collection of the training data and (v) application of machine learning methods to generate models that predict the enantioselectivity of each member of the in silico library. These models are evaluated with an external test set of catalysts (predicting selectivities of catalysts outside of the training data). The validated models can then be used to select the optimal catalyst for a given reaction. At this point, either the predicted catalyst obtains the desired level of selectivity (success) or the predicted catalyst data can be recombined with the training data to make more robust models. The process can then be repeated iteratively until optimal selectivity is achieved (Fig. 1) .
To develop this workflow, we chose the BINOL (1,1′-bi-2-naphthol)-derived family of chiral phosphoric acids as the catalyst scaffold. This family possesses a number of beneficial features, including synthetic accessibility and ease of diversification by installation of an array of substituents at the 3,3′ positions. Additionally, the acidity of the phosphoryl group can be easily modulated, and the backbone can be unsaturated (binaphthyl backbone) or saturated (H 8 backbone). These catalysts can be used for a vast number of synthetically useful reactions; thus, a UTS of this scaffold could be very powerful for method development (32) .
Development of average steric occupancy descriptors
The plan began with the formulation of an in silico library containing 806 chiral phosphoric acid catalysts. For this class, two scaffolds were selected: catalysts with a fully aromatic binaphthyl backbone and catalysts wherein the second ring of the binaphthyl moiety is saturated (H 8 ). Then a dataset of 403 synthetically feasible substituents (from a database of readily available commercial sources or fragments that require no more than four well-established synthetic steps) was added to the 3,3′ positions of these scaffolds by using Python2 scripts (for full details, 2 of 11 (D) The probability of identifying a highly selective catalyst in the first round of screening should be greater than that by random sampling alone.
(E) The data from the training set are used to train statistical learning methods. (F) The models predict selectivity values for every member of the greater in silico library. (G) If successful, the model will predict the optimal catalyst for the reaction. If unsuccessful, the new data can be used as training data to make a stronger prediction in successive rounds of modeling. R, any group; X, O or S; Y, OH, SH, or NHTf; i-Pr, isopropyl; t-Bu, tert-butyl; Cy, cyclohexyl. see computational methods in the supplementary materials). The substituents were chosen by surveying catalogs of boronic acids, aryl halides, aldehydes, alkyl boranes, and Grignard reagents and adding all members that were compatible with the reaction conditions necessary to install that substituent (such as Suzuki coupling, use of organolithium reagents, and Kumada coupling). Thus, we are confident that our in silico library covers a large breadth of chemical space that is synthetically accessible. To construct the chemical space representing this library, chemically meaningful descriptors were calculated. However, using many types of readily available 0D, 1D, 2D, and 3D descriptors (the latter derived mostly from MIFs) led to failure because the calculated features did not adequately represent those catalyst properties responsible for enantioinduction [comparative molecular field analysis (CoMFA), grid-independent descriptors (GRIND), and all descriptors available in RDKit and MOE 2015 are some examples of previous attempts] ( [33] [34] [35] . The likely cause of failure was that only a single conformation of each of the catalysts was included. Thus, a new set of descriptors had to be developed that included information about the entire conformer ensemble, could be used for any catalyst scaffold, and would be easily calculable for large libraries of compounds.
To achieve this goal, we invented a new descriptor called average steric occupancy (ASO). The ASO descriptors were inspired by 3.5D and 4D descriptors, simplifying the conformer population information into a location-specific numerical form (36, 37) . The protocol for ASO calculation is illustrated in Fig. 2A . First, a conformer distribution for each catalyst in the in silico library was obtained. Second, for each molecule, the conformers were aligned and individually placed in identical grids. If a grid point was within the van der Waals radius of an atom, it was assigned a value of 1; otherwise, it was assigned a value of 0. This process was repeated for n conformers, and upon completion each grid point had a cumulative value ranging from 0 to n. The values were then normalized by dividing by n, such that all grid points had a value between 0 and 1. These values constituted the steric descriptors for the structures. These features are represented in Fig. 2B , wherein the ASO values around a phosphoric acid catalyst are depicted. The red grid points mark areas away from the catalyst where ASO values are 0.000 to 0.125, whereas the blue represents grid points where the ASO values are 0.875 to 1.000. Because the catalysts are aligned to the backbone, the corresponding grid points all have a value of nearly 1, and the backbone is visible as the two overlapping blue bands. Below the blue bands are regions of green and yellow; these represent conformers that differ by the rotation of the P-NH-Tf (triflyl) moiety and the phenyl substituents at the 3,3′ positions. The capacity of these descriptors to distinguish among catalysts of different classes is illustrated in Fig. 2C . The distribution of the different catalyst classes in chemical space (from the first three principal components of the ASO chemical space) demonstrates that ASO qualitatively groups like-structured catalysts.
The electronic descriptors were derived from the perturbation that a substituent exerts on the electrostatic potential map of a quaternary ammonium ion (see the computational methods in the supplementary materials for details). These substituent-based electronic descriptors were combined with the ASO descriptors. In total, this process amounted to 16,384 features per catalyst, which was later reduced upon the removal of all features with a variance of zero.
To select a representative subset of the chemical space spanned by the in silico library, the dimensionality of the chemical space must be reduced (38) . The data were transformed with principal components analysis (PCA) (39) , which selects new dimensions such that the variance retained is maximized per dimension kept.
A representative subset (including boundary cases) was selected from this space by using the Kennard-Stone algorithm (40) (Fig. 3) . This sampling method is of paramount importance; it guarantees that catalysts from uniform regions of feature space are sampled. Thus, predictions made later in method development should still be in a region of feature space described by the initial training set, giving more confidence in these predictions. The subset of selected catalysts constitutes the UTS, which can then be used to optimize any reaction that can be catalyzed by that catalyst type. The 24 members of the UTS for the chiral phosphoric acid scaffold are given in Fig. 4A . To evaluate the predictions made from the UTS, a separate test set of 19 external catalysts (52 to 70) (Fig. 5B ) was selected from the in silico library. These external catalysts were selected on the basis of intuitive chemical differences and synthetic accessibility.
Application of the catalyst optimization protocol to asymmetric N,S-acetal formation To validate the ASO and training set selection protocol, the training set was evaluated on a previously optimized model reaction. The enantioselective formation of N,S-acetals (Fig. 5A) Zahrt et al., Science 363, eaau5631 (2019) 18 January 2019
4 of 11 developed by Antilla and co-workers (41) was selected for several reasons. The reaction is high yielding and highly reproducible; it can be performed under air at room temperature, thus facilitating rapid screening; and a range of selectivities (0 to 99%) has been reported with different catalysts (six reported catalysts).
Accordingly, we judged this reaction to be a good candidate for empirically evaluating the selectivity space covered in the UTS. By calculating ASO and electronic descriptors for reactants and products as well and concatenating these descriptors with catalyst descriptors, individual reaction profiles could be constructed that also took into account substrate properties. synthesized, allowing for stronger models to be produced, and we can use our technology to predict the outcome of reactions with a known catalyst on new substrate combinations, thus creating another powerful tool.
Generation of models by using all selectivity data
To ensure that our descriptors capture the structural information pertaining to enantioinduction and can be used to construct predictive models, 2150 separate experiments were performed, wherein the catalysts shown in Figs. 4A and 5B (43 catalysts in total) were used in the reactions with pairwise combinations of imines and thiols, leading to the 25 different products shown in Fig. 5A . This process creates 43 × 25 = 1075 reactions, which were run in duplicate, and the average of duplicate runs was used as the experimental selectivity data. From these 1075 reactions, 475 were randomly selected as an external test set by using a Python random-number generator, and the remaining 600 reactions were used to train the model. To ensure that model efficacy and training set-test set partitioning were unbiased, this process was repeated 10 times. Models were then developed with support vector machines by using a grid-based optimization of hyperparameters with fivefold cross validation (see supplementary materials for details).
The average predicted selectivities of the 475 external test set reactions (i.e., those which were not used in the model training process) reveal very good correlation when plotted against the experimental selectivity data (a high coefficient of determination R 2 , a y intercept very close to zero, and a slope approaching unity) (Fig. 6A) . The mean absolute deviation (MAD) for each of the 10 randomized trials is listed in Fig. 6B . As is evident from the low MAD of each run, the models make highly accurate predictions of selectivity, confirming that our descriptor set is a valid, numerical representation of molecules capable of capturing the relevant features of catalysts responsible for enantioselectivity.
As experimentalists, we were interested in establishing whether these tools could be used to predict the results of either new substrate combinations or new catalysts that have not previously been tested or to identify new reactions (i.e., substrates and catalysts) that are more selective than any reaction in the training data. We therefore performed two modeling studies to evaluate each hypothesis by partitioning the available data in two different ways. For the first study, the data from reactions of four imines (imines 25a to 25d) and four thiols (thiols 26a to 26d) (i.e., 16 reactions per catalyst) were evaluated (Fig. 5A) . Using the 24-member catalyst training set ( Fig. 4A) with each substrate combination then gave rise to 16 × 24 = 384 training reactions that could be used for model development. This process also generated 1075 -384 = 691 test reactions for external validation (the test reactions were later divided into three different sets, detailed below). For the second study, we investigated whether new, more selective reactions could be predicted. To investigate this possibility, the 1075 experimental selectivity data points were divided such that every catalystimine-thiol combination that gave products below 80% ee was included in the training set and no reactions above 80% ee were used at any stage in model development. These remaining, highly selective reactions were instead used as an external test set. Both data division methods violate the iid (independent and identically distributed) assumption (42) . Thus, we make no claims as to the generalizability of these studies and simply propose this method as a tool to facilitate the experimental optimization of catalysts and the exploration of substrate scope.
Generation of models derived from the UTS
It was very rewarding to find a highly selective catalyst in the training set (compound 11) (Fig.  4A ), supporting our hypothesis that using the UTS increases the probability of finding an effective catalyst in the first round of screening (catalyst selectivity data are summarized in Fig. 4B ). 3,3′-Benzyl-substituted catalysts used in reactions with aliphatic thiols as nucleophiles gave rise to the opposite stereoisomer as the major product compared with the other cases. Thus, the range of selectivities covered by the UTS in the 16 training reactions spans from -43% ee to >99% ee with the same enantiomer of catalyst, further supporting the hypothesis that the UTS covers a broad range of selectivity space, as illustrated in the full compilation of experimental results (table S1) . From this dataset, a suite of models was generated and used to predict the selectivity of three families of test sets: a substrate test set of reactions generating new products (i.e., those formed from substrates not included in the training set but using catalysts in the training set), a catalyst test set of reactions generating the same products in the training set but with catalysts not included in the training data, and a substratecatalyst (sub-cat) test set of reactions creating new products and also using catalysts not included in the training data. For the substrate test set, nine distinct compounds (31, 36, 41 , and 46 to 51) (Fig. 5A ) generated from substrate combinations with unknown results in the model reaction were selected, totaling 216 reactions (24 training catalysts × 9 test substrates). For the catalyst test set, the 19 external catalysts (52 to 70) (Fig. 5B) By using a variety of data preprocessing methods (see supplementary materials for details), we generated a suite of models. Of these, the support vector machines method gave the highest performance on the basis of the MAD from the combined external test sets (Fig. 7A) . The first test set evaluated the ability of the models to predict the selectivity only of reactions forming new products. In this role, the model performed well, with an MAD of 0.161 kcal/mol. Next, the same model was used to predict the selectivity of the external test set of catalysts. The performance of the model was still highly accurate, with a MAD of 0.211 kcal/mol. Lastly, reactions forming new products with the external test catalysts were predicted with a MAD of 0.236 kcal/mol. All three test sets were predicted at a level of accuracy equal to or greater than that of most quantum chemistry methods (43) . To evaluate catalyst performance, the mean selectivity (DDG in kilocalories per mole) of each test catalyst across all 25 reactions was calculated (Fig. 5B) . The model predicted this efficacy metric with notable accuracy, predicting all catalysts within 0.4 kcal/mol, with only two catalysts (53 and 54) predicted outside of 0.3 kcal/mol from the experimentally observed DDG. Catalyst 53 gave the best selectivity in the original study (41) , and our results were in good agreement with what has been previously reported. Similarly, aliphatic thiols gave diminished selectivity with respect to thiophenol derivatives. The first three principal components of catalyst space also reveal distinct regions of high, medium, and low space (Fig. 7B) . Similarly, the predicted reaction outcomes for the nine test reactions with the best catalyst are illustrated in Fig. 7C . All reaction selectivities except one (49) are predicted within 2% ee of the measured value. Despite not being included at any stage of model development, compound 52 was still predicted to be the most selective catalyst in the in silico library for this transformation. A complete list of predicted selectivity values for the entire in silico library of reactions can be found in data S1.
Reaction prediction beyond the training set
Although modeling with data spanning the entire range (e.g., up to 99% ee) of interest can be Zahrt et al., Science 363, eaau5631 (2019) 18 January 2019
8 of 11 valuable for predicting the outcome of new substrate combinations, modeling beyond this range can be leveraged to enhance the rate at which catalytic enantioselective reactions are optimized. To demonstrate this potential in our method, we simulated a situation in which highly selective reactions (i.e., combinations of substrates and catalysts) have not been identified. Accordingly, we partitioned all 1075 reactions as follows: All reactions below 80% ee were used as training data (718 reactions), and all reactions above 80% ee were used as test data (357 reactions). (The identities of the training and test datasets can be found in the supplementary materials.) A variety of modeling methods were tested, and although a number of methods, including support vectors, Lasso, LassoLars, ridge regression, elastic net, and random forest (by no means the state of the art in machine learning; see computational methods for a complete explanation), provided acceptable qualitative results, deep feed-forward neural networks accurately reproduced the experimental selectivities (MAD = 0.33 kcal/mol) (Fig.  8A ). More notably, the general trends in selectivity, on the basis of average catalyst selectivity, were correctly identified. As shown in Fig. 8B , the most selective catalyst, 52, was predicted with the highest accuracy, within 3% ee of the experimental value. Catalysts 53 and 54 were the next two to follow experimentally and computationally (the order is inverted, but they are within experimental error from each other), followed by catalyst 55. The remaining catalysts shown in Fig. 8B were predicted very accurately, likely because the experimental values are closer to the training set cutoff of 80% ee. Despite omitting about half of the experimental free energy range from the training data, we could still make accurate predictions in this region of selectivity space.
Outlook
The capability to successfully predict the selectivity of higher-performing catalysts has the potential to change the way chemists select and optimize chiral catalysts. This method has not been "pressure tested" in a number of scenarios; reactions that are susceptible to electronic perturbation must be investigated, more flexible catalyst scaffolds need to be explored, and catalyst scaffolds with multiple points of diversity must be examined.
Materials and methods

General information
All reactions were performed in glassware that had been flame-dried under vacuum or ovendried (140°C) overnight. All reactions were conducted under an atmosphere of dry nitrogen or argon by using a drying tube equipped with phosphorus pentoxide and calcium sulfate. All reaction temperatures are noted as the oil bath temperature, the internal temperature as monitored by a Teflon-coated thermocouple, or the room temperature (~23°C). Solvents used for extraction were reagent grade, and chromatography solvents were technical grade. Column chromatography was performed using ultrapure silica gel (40 to 69 mm) from Silicycle with a column mixed as a slurry, packed, and eluted at 6 to 8 psi. Retention factors, R f , are reported for analytical thin-layer chromatography performed on Merck silica gel plates treated with F-254 indicator. Visualizations were accomplished by using ultraviolet (UV) light, aqueous (2019) 18 January 2019 9 of 11 (A) A model generated by using a deep feed-forward neural network simulating the optimization of an unoptimized reaction by using all data below 80% ee to train the model. The vertical bands result from the limit of accuracy in the analytical method. (B) Predicted and observed average selectivities for the eight catalysts with average enantioselectivity over 80% ee. Only the common reactions (i.e., those forming the same product) that were in the test set for each of the eight catalysts were used to calculate the average selectivities. The identity of these reactions and the predicted and observed values are available in data S3.
million (ppm), 1 H; 77.0 ppm, 13 C], residual benzene (d = 7.15 ppm, 1 H; 128.62 ppm, 13 C), or dimethyl sulfoxide (d = 2.50 ppm, 1 H; 39.52 ppm, 13 C). Chemical shifts are reported in parts per million, and multiplicities are indicated by s (singlet), d (doublet), t (triplet), q (quartet), p (pentet), h (hextet), m (multiplet), and br (broad). Coupling constants J are reported in hertz, integration is provided, and assignments are indicated. Mass spectrometry was performed by the University of Illinois Mass Spectrometry Laboratory. Mass spectrometric data were collected on a Waters Q-TOF Ultima (ESI) spectrometer, a Waters Synapt G2-Si spectrometer (ESI), a Waters Quattro Ultima spectrometer (ESI), or a Waters 70-VSE spectrometer (EI). Lowresolution spectral data are reported as (mass, intensity), and high-resolution data are reported as calculated and measured masses to 10 −4 mass accuracy. Infrared spectra were recorded on a Perkin-Elmer UATR-2 FT-IR spectrophotometer. Peaks are reported as reciprocal centimeters, with relative intensities indicated as s (strong, 67 to 100%), m (medium, 34 to 66%), or w (weak, 0 to 33%). Analytical chiral stationary-phase supercritical fluid chromatography was performed on an Agilent 1100 high-performance liquid chromatograph equipped with an Aurora Systems A-5 supercritical CO 2 adapter for supercritical fluid chromatography and a UV detector (220 or 254 nm) by using Daicel Chiralcel OD, OJ, and OB or Chiralpak AD and AS columns.
Descriptor calculations
To describe the steric environment around a given structure, the strategy taken in these laboratories used grid point-type descriptors. However, instead of using van der Waals potential energy values at grid point locations, this descriptor incorporates steric data from a population of conformers of a given compound. The new calculation process is as follows (see section S3 in the supplementary materials), demonstrated by using a BINOL-based phosphoric acid derivative scaffold. (i) For each base compound within an in silico library, a set of conformers within a given energy window (generally 7 to 10 kcal/mol) is generated. (ii) The full set of compounds and associated conformer libraries are aligned to a common core. (iii) A spherical grid of points is then calculated to encompass the entire set of aligned compounds to a depth of 3 Å. (iv) For each conformer, an indicator field is created by determining which grid point locations are within the van der Waals radius of an atom. Locations determined to be within atoms are given a value of 1; those outside are given a value of 0. (v) The ASO of a given catalyst is calculated as the average of the indicator fields for each conformer of that catalyst. This gives a descriptor value of 0 ≤ ASO ≤ 1 at each grid point. When compiled, the descriptor set acts both to describe the shape of the molecule and to weight that shape with how often the molecule occupies different regions of space. The process of calculating the ASO descriptor set is completed for every catalyst in the in silico library (fig. S4 ).
The same protocol is used to calculate starting material and product descriptors, and concatenation of the descriptors generates the reaction profiles.
The ASO descriptor can be used to visually compare the shapes and sizes of different compounds by plotting the descriptor values as bar charts. Shown in figure S5 is a comparison between 3,3′-diphenyl-substituted BINOL-phosphoramide 1_iv and the much larger catalyst 182_iv. As can be seen in the plots, the ASO descriptor values for 182_iv are much more varied, and nonzero ASO values can be seen for much more of the available descriptor range, indicating that this catalyst is much larger and covers more of the space available to the catalyst. This type of comparative analysis shows that the descriptors are capturing the shape of the molecule as well as distinguishing between catalysts of different sizes and constitutions (Fig. 2D) .
To capture the electrostatic effects of substituents on the compounds of interest, a separate set of descriptors was considered. Electrostatic MIF descriptors have underperformed in the applications tested in these laboratories, and these 3D MIF-based electrostatic descriptors do not incorporate conformation-dependent information. Additionally, most descriptor calculation methods based on electrostatic field determinations fail to distinguish between through-bond and through-space effects (44) . Although others have used 1D and 2D descriptors, such as Hammett parameters (45) , to describe such changes, the substituent libraries used in these laboratories are too diverse to have these parameters derived for them. To that end, a new electrostatic parameter that correlates well with known 1D parameters has been devised. This electrostatic parameter was calculated for individual substituents represented in the catalyst in silico library and is used to estimate the electronic effects of the substituents on the core molecule. The calculation was performed by attaching the substituent group to a tetramethylammonium cation, generating a benzyltrimethylammonium cation if the substituent is aryl, a homobenzyl-trimethylammonium cation if the substituent is benzyl, or an tetraalkylammonium ion if the substituent is alkyl. An electrostatic potential MIF is then calculated by using NWChem (46) at the B3LYP/6-31G* level of theory, specifying a specific probe and range for the grid to give a single layer of grid points 0.025 Å apart. An example of the grid and calculated electrostatic potential for a 4-nitrobenzyltrimethylammonium cation is shown in figure S6 . After the energies are calculated, the maximum and minimum energies calculated in the single-layer MIF are saved, giving the substituent electrostatic potential energy minimum (ESPMIN) and substituent electrostatic potential energy maximum (ESPMAX) descriptors. The ESPMAX descriptors correlated well with known Hammett parameters, suggesting that the descriptor was describing the electron-donating or -withdrawing nature of the given substituents ( fig. S7 ). These electronic parameters were also used for the nucleophiles and electrophiles, wherein the corresponding thioether and aryl moieties, respectively, were appended to the ammonium ion. Further, natural bond orbital (NBO) charges for sulfur and sulfur molecular orbital energies from the NBO calculation were used as electronic descriptors for the thiols.
Model generation
All machine learning methods except deep neural networks were implemented with Python2 scripts by using scikit-learn (47), a Python machine learning package. A collection of models was generated by using a variety of feature selection methods with experimental DDG as the observable. Before modeling, all data descriptors were scaled by removing the mean and scaling to unit variance. A variety of feature selection or transform methods were surveyed (variance threshold method, mutual information, f-regression, and PCA). For the feature selection methods, 100, 500, 1000, and 2000 features were selected. Additionally, by using a percentile cutoff, the 10th, 25th, and 50th percentiles were selected. By using PCA, models were generated with 10, 20, 30, 50, and 100 principal components (64, 78, 84, 89, and 94% of variance, respectively). These methods were all performed separately on the scaled descriptor data (PCA and a feature selection method were never used together). The enantioselectivity data (expressed as the free energy differential between the diastereomeric transition structures leading to the different enantiomers) were also highly skewed, so these data were transformed with the Box-Cox transformation by using SciPy before model generation. Each set of preprocessed data (meaning one of the selection methods or PCA on the features with the transformed or untransformed Y-data) were then used to make a collection of models. Models generated include partial least squares PLSn (where n = 2, 4, 6, 8, 10, 14, 18 and in which n < number of principal components), random forest, LassoCV, LassoLarsCV, ElasticNetCV, RidgeCV, kernel RidgeCV [kernel = radial basis function (rbf)] [k (number of folds in k-fold cross-validation) = 5], k-nearest neighbors (kNN), and support vector machines with linear, rbf, and polynomial kernels (second-, third-, and fourth-order polynomials). Grid optimization of hyperparameters was performed (example code can be found on the GitLab site) (48) . This hyperparameter optimization was performed with a fivefold train-validation split (e.g., in the case of the UTS data, the 384 "training reactions" were split). Models were evaluated via q 2 (cross-validated R 2 ), R
2
, and MAD from an external test set of reactions (not used in hyperparameter optimization). Three examples are given in fig. S8 . Each model used the transformed (Box-Cox) selectivity data and the top 25% of features selected by mutual information regression. SVR_poly2 (support vector regressor with second-order polynomial kernel) was the only member of the best models to accurately predict the most selective test reactions.
Whereas SVR_poly2 qualitatively selected the best reactions when attempting to predict beyond the range of selectivities in the training data, the models quantitatively underpredicted these reactions. By using Keras (49) with the Theano backend, a Python package that can facilitate deep learning, we generated a deep feed-forward network. Grid-based hyperparameter optimization was used with linear, relu, elu, and selu activation functions; 0.05, 0.1, and 0.2 dropouts on the layers; 4, 40, 400, and 4000 nodes per layer; and 0 to 6 hidden layers. Further, all optimizers available in Keras were tested. This method of hyperparameter optimization was very time intensive, and it is strongly recommended that practitioners instead use a Bayesian optimization of hyperparameters. Attempts to use this kind of optimization and more modern machine learning methods are currently under way. contributions: A.F.Z. contributed to catalyst synthesis, acquisition of experimental selectivity data, and computer modeling and composed the manuscript. J. 
