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Abstract 
Krajfcek, J., P. Pudlak and G. Takeuti, Bounded arithmetic and the polynomial hierarchy, 
Annals of Pure and Applied Logic 52 (1991) 143-153. 
(1) T: = si+’ implies XF+,, E Ar+t/poly. 
(2) h(o) and IAccf) are not finitely axiomatizable. 
The main tool is a Herbrand-type witnessing theorem for 3V3I$-formulas provable in Ti 
where the witnessing functions are q lip+t. 
There are two main systems of bounded arithmetic, IA0 and S, studied in 
[9, lo] and [2] respectively. The major open questions in this area are whether 
IA0 or S, are finitely axiomatizable and whether various fragments of these 
theories are somehow conservative one over another. 
The known results relevant to these questions are the following: 
(a) If IA0 (resp. S,) p roves that the polynomial hierarchy PH collapses, then 
IA0 (resp. S.J is finitely axiomatizable, cf. [9]. 
(b) Sk+?+’ is VJ$‘+‘,-conservative over T: (i 5 l), cf. [3]. 
(c) V$‘-consequences of T: are finitely axiomatizable (i 3 1, i 3 2) cf. [8]. 
(d) S;# T;, cf. [12]. 
(e) If S, is ZI’$conservative over IA0 (even over IA,, augmented by a form of 
the pigeonhole principle), then IA0 is not finitely axiomatizable, cf. [8]. 
There is an evident similarity between fragments of S, and levels of PH, and 
between the separation problems for them. This is supported by the theorem of [2] 
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that Zf-definable functions in S: are precisely UP-functions. However, no relation 
of the problem whether S, is finitely axiomatizable (i.e., whether the hierarchy of 
fragments Si collapses) to the problem whether PH collapses was known. 
Here we prove such a relation; we show that T: = Si+?+’ implies Zp+, G 
AT+i/poly. The later inclusion implies that .ZF+,, = m+Z, cf. [6], and thus the 
collapse of S, implies the collapse of PH. 
For this result we use a Herbrand-type witnessing theorem for 3ElJ7~- 
formulas provable in T: where the witnessing functions are in Or+,,. This theorem 
extends the main theorem of [2]. 
The whole proof easily relativizes and as there is an oracle A such that PHA 
does not collapse (cf. [5] or [14]), it follows that $(a) is not finitely 
axiomatizable. However, it is considerably simpler to construct an oracle 
sufficient for separation of T:(a) and S;(o), and we present this construction too. 
The paper is organized as follows. The witnessing theorem is proved in Section 
1. We actually prove a stronger statement han is needed later and we give two 
independent proofs of it, a proof-theoretic and a model-theoretic. 
In Section 2 we study a computational principle suggested by the witnessing 
theorem and we show that it implies Zf+l E Ay+‘,,/poly. In this section we also 
construct an oracle for which an instance of the principle is false. 
In the last section we show that T: = Fi+?+’ implies that the computational 
principle is true which entails the results. 
We use the notation of [2] and we assume familiarity with that paper. In 
particular, recall that Cl!+,, -functions are functions computable by a polynomial 
time Turing machine using a ZP-oracle. 
1. Herbrand-type witnessing theorem 
Buss [3] has shown that Si+?+’ is VJ$‘+,-conservative over T: by showing that 
@‘+,-functions are in a natural way J$‘+‘,-definable in T:. As axioms of Ti are 
VJ$‘+i it follows that Skolem functions for T: are q F+1 and that T: is equivalent to 
a universal theory with function symbols (infinitely many) for q l~+‘,-functions. It is 
not difficult to give an explicit axiomatization of such a theory+all it PVi+l-in 
the style of Cook’s theory PV [4]. PVI+i has (inductively defined) characteristic 
functions of ZP-predicates, is closed under the definition by cases and under the 
limited recursion on notation, and contains BASIC and all equality axioms. 
Moreover, PV,+i contains a form of induction; for T(X) an open formula define 
function h(b, U) by: 
(a) h(b, 0) = (0, b), 
(b) if h(b, ]fu]) = (x, y) and u >O, then put: 
otherwise. 
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Then PV,+i contains an axiom: 
(0) A 7(b) A h(bJ b) = (4 Y))_ (x + 1 =Y A rp(x) A lrP(Y))* 
It is not difficult to show that PV,+i is conservative over T: (see also the second 
proof of Theorem A). 
Theorem A. Let i 3 1 and let cp(a, x, y) be a 3Z-formula. Suppose: 
T: 13x Vy q(a, x, y). 
Then there’are Ei~+,,l-functionsfi(a), h(a, b,), . . . , fk(a, bI, . . . , bk--l) with the free 
variables displayed such that 
T;kq(a,f,(a), b,) v q(a,.fz(a, b,), bz) v.. * da,f&, h> . . . , h-d, 0 
For i = 0 the same is true with PVi (=VE~(S~)) replacing T:. 
Recall that in Th we can talk about Ll!+l-functions. We give two independent 
proofs of this theorem. 
Proof I. Let cp(a, x, y) be of the form 
3.2 q(a, x, y, z), 
where r/~ is fl. r,!~ is in PVi+I equivalent to g(a, x, y, z) = 1, where g is the 
characteristic function of $J. 
From the assumption of the theorem we have: 
PV,+1 t 3x Vy 3z g(a, x, y, z) = 1. 
PVi+l is a universal theory and thus we can apply Gentzen’s midsequent heorem, 
cf. [13], (or equivalently Herbrand’s theorem) to find PVi+i-terms t, and s,,~ such 
that (after possible renaming of free variables) the disjunction: 
Ma, t&r), bl, ~1.1) = 1 v * . . v da, h(a), h, SI,~) = 1) 
V’.‘V 
(da, &(a, bl, . . . , h--l), b,c, stc,d = 1 v +a .g(a, &(a, h, . . . , L-l), bc, +c.n) = 1) 
is provable in PVi+l (terms s,,, generally depend on all a, b, and t, depends only 
on a, bl, . . . , b,_,). 
Now existentially quantify terms s,,, and contract occurrences of 
3~ g(U, tj, bj, Z)= 1, for l-1 < ’ c k. The required functions f;. are those defined by 
terms ti. 0 
For the second proof we shall need the following lemma. 
Lemma 1.1. Let Di! be a model of T: (or of V$‘(S:) in the case i = 0) and let 
9X* E 273 be a subset closed under all (standard) •~+I-jknctions definable in ZR with 
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parameters from YiJl*. Then 
(1) 3X* is a substructure of .!E and iDi?* <gilJ?,, 
(2) !lR* I= T: (or VZF(Si)). 
Proof. (1) is obvious as Skolem functions for J$‘-formulas are ZF+‘,,-definable in
T$ and thus are in Cl?+,,. 
For (2) take q(x) E Z$’ with parameters from ZR* and b E Pl*. We want to show 
that: 
YJl* bp(O) v q(b) v 3x < b (q(x) A l(p(x + 1)). 
Since 9X* ~2833 it suffices to find a •~+I-function f such that if q(O) A lq)(b), 
f(b) is such an x < b where the induction for Q, fails. Put f(b) : = ‘first component 
of h(b, b)‘, where h is the function defined before Theorem A. Cl 
Proof II. Assume on the contrary that for no fi, . . . , fk E Of+,,, T: proves the 
disjunction required by the theorem. 
Take some enumeration fo, fi, fi, . . . of all •~+l-functions having the 
properties: 
(i) The jth function fi depends on pi arguments. 
(ii) Each Cl?+‘,,-function ccurs in the list infinitely many times. 
By a compactness argument the theory 
is consistent, where c, dI, dZ, . . . are new constants. 
Let 9.R be a model of this theory and let %R* G ZJ3 be: 
%R* = {h(c), fdc, d,), UC, 4, 4, . . . >- 
As the projections are Q’+:, and as each function occurs infinitely many times we 
have: 
(a) c, dl, dz, . . . E iN*, 
(b) 9+X* is closed under @R-definable, standard) OF+‘,,-functions. 
Hence by Lemma 1.1, %R* k Ti and 1112* <=p YJI. But then it holds: 
2.x* I= vx 3y T(C, x, Y), 
for x =fi(c, dl, . . . , d,_J take y := di. This contradicts the hypothesis of the 
theorem. Cl 
As already mentioned we shall need Theorem A only for the case 3x Vy 47 E 
Z+,,. 
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2. A computational complexity principle 
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Consider the following type of computational problem. For some tixed binary 
predicate P(x, y), given a, find b such that: 
(i) (Ibl~lal~P(a,b))vb=O, 
(ii) whenever Ibl < ICI s Ial then -+(a, c). 
A prominent example is when P(x, y) is the relation “y is a clique in graph x”; 
here the problem is to find a clique of maximum size. 
We will consider the following computational complexity principle associated 
with the above problem. This principle is inspired by Theorem A. 17g denotes the 
class of polynomial time predicates. 
Principle a(i). For any relation P(x, y) E m there are Or+‘,,-functions 
fi(a),fi(a, b,), . . . ,f&, h, . . . > h--l) 
which solve the problem above in the interactive manner of Theorem A. That is, 
if we write P*(x, y, z) for the conjunction: 
IY I s 1x1 A (Y = 0 v VT Y)) A (IY I < I4 s IxI++Y4 z)) 
then the following is true: 
either Vz P*(u, fi(u), z) is true, or if bl is s.t. -+*(a, h(u), b,) 
then Vz P*(u, $,(a, b,), z) is true, or if b2 is s.t. lP*(u, f2(u, b,), 
then Vz P*(u, f3(u, bl, bJ, z) is true, or . - . 
62) 
then Vz P*(u,f,(u, b,, . . . , bk--l), z) is true. 0 
Lemma 2.1. Principle Q(i) is implied by ZF+l = Af’+:,. 
Proof. Use binary search. Principle Q(i) holds with k = 1. Cl 
More interesting is the next statement. 
Lemma 2.2. Principle 52(i) implies Zp+, E A~+r/poly and thus also _I??+,, = IQ+,. 
Proof. Let A(v) be a 2?+r,-predicate, i.e., A(v) can be defined by a formula of 
the form: 
3w S ?.J B(v, w), 
where B is m. 
We want to prove that for some function g E UP+, the following is true: 
(*) vn 32.4 IUI <p(n) A v?J [Iv1 = It+ ((3w s v B(v, w))+B(v, g(u, v)))]. 
Here p(n) is some polynomial and u is a polynomial advice. 
We shall say that w is a witness for IJ if w =Z IJ A B(u, w) holds. 
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Define the relation: 
R(a, b) := “if a = (q, . . . , v,) and b = ( wl, . . . , w,), then s d r and 
for all 1 s s, wi is a witness for u[“. 
The relation R(a, 6) is fl as well (and At if i = 0). 
By principle L?(i) there are q l~+‘,-functions fi(a), . . . ,fk(a, bI, . . . , h-4 
interactively computing b s.t. R(a, b) for which a is maximal. (Observe that there 
is no apparent way to combine functions 5 into one Cl?+:,-function with the 
argument a only, as it is difficult to search for ‘counterexamples’ bI, bZ, . . . .) 
Let n < w be given. We now describe how to find a polynomial advice u; the 
computation of the witness g(u, V) will then be clear. 
Put v, = {V 1 llJl= n A 3w s v B(v, w)}. Assign to any v E VI a witness w(v). 
To each k-tuple a = (q, . . . , vk) of different elements of VI (here k is the 
number of functions guaranteed by 8(i)) we shall assign a pair (I, w), 16 1~ k, 
by the following procedure: 
Step 1. Compute fi(a). 
Step 2. Ufi(a) = (wl, . . . , w,!) where j 5 1 and R(a, fi(a)) is true 
then put I: = 1 and w : = wl and Stop. 
Else compute f2(a, (w(q))) and go to Step 3. 
Stepm (l<m<k+l) 
lff,_I(a, (w(q)), . . . , ( w(vl), . . . , w(v~_~))) = (w;, . . . , w]) where Jo 
m - 1 and R(a, (w;, . . . , wl)) is true 
then put l:= m - 1 and w := wL._.~ and Stop. 
Else compute f,(a, (w(q)), . . . , (w(v,), . . . , w(v,_J)) and go 
m + 1. 
Step k + 1. If we have reached this step, then it necessarily holds that 
to Step 
Ma, (w(v,>), . . . , (w(vI), . . . , w(vk-I))) = (4, . . . , wi) and 
R(a, (wl, . . . , w;)) is true. 
PutZ:=kandw:=w;andStop. 
The point of this computation is that having witnesses w(vi) for all j < 1 enables 
us to compute some witness (namely w) for 2rI. 
For Q a (k - l)-element subset of VI and v E V,\Q we shall say that the pair 
(Q, V) is good if for some arrangement {IJ~, . . . , ?I-~, IJ~+~, . . . , vk} of Q and 
v = vf, (I, V) is assigned to ( vl, . . . , vk) in the procedure above. 
Define a sequence of subsets of VI: VI 2 V, z V, 2 - - - having Ni = 151 elements. 
I$+1 is chosen as follows: find a (k - 1)-element subset Qj G I$ such that 
I{v~y[ppair (Qj, v) isgood)(rN,-~+‘, 
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and take 
Y+1 := I$\{v E y 1 pair (Qj, V) is good}. 
We have to show that such a Qj E I$ always exists. The procedure above 
constructs a good pair from each k-element subset of I$ and this mapping is 
one-to-one, since the k-element subset is determined by the good pair. Thus 
there are at least (3) good pairs. On the other hand there are (k21) 
(k - l)-element subsets Q of I$, so at least one such Q must form good pairs with 
at least 
(z)/(kNil) =’ -L + ’ elements. 
An easy computation shows that 
Hence we get N, s k after f steps, for 
. log&V,)) = O(logz(2”)) = O(n). 
We take the polynomial size advice u to be all elements II of 
QluQ,u. *. u Q,-, U v, 
along with their witnesses w(v). 
Then we have: if u E VI, then either v E V, (and hence we have a witness for it 
in U) or, by the construction of QI, . . . , Q,-r, for some j, 1 ~j 6 t - 1, (Qj, V) is 
a good pair. Then the procedure above constructs a witness for v from witnesses 
for the elements of Qj. This concludes the proof of the first part of the lemma. 
Sy+,,, = fl+, now follows easily by the following argument. Take A(a) E m+, of 
the form 
vX~a3ySaC(a,x,y), 
C a m-formula. Define 
B((a,x),y):=(x~a-+(y~u A C(u,x,y))). 
Let g E Up+, and a polynomial p(n) satisfy (*) as guaranteed by the first part of 
the lemma. Then we can write predicate A(u) in the following ZF+‘,,-form (as g is 
Zib,I-definable): 
A(a) = 3~ [I4 <p(M) A Vx C(a, x, g(u, (a, x)))] 
(polynomial bounds for x are omitted). 0 
By Lemmas 2.1 and 2.2 it is apparently difficult to decide whether principle 
8(i) is true or not. As the proofs of these lemmas easily relativize we can reduce 
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the relativized principle G?(i) to the question whether the relativized Polynomial 
Hierarchy collapses. In [l] it is proved that PB = NPB for some oracle B, hence 
the relativized Polynomial Hierarchy collapses to PB. In [5,14] it is proved that 
there is an oracle A such that the relativized Polynomial Hierarchy is proper. 
Hence both +2(i)” and SZ(QB are possible: 
Lemma 2.2. There are oracles A and B such that for each i 2 0: 
(a) Q(i)A is false, 
(b) B(i)B is true. 
The construction of an oracle such that the relativized Polynomial Hierarchy 
does not collapse requires a deep result about boolean circuits. This is the case 
already with XQ # m, which is needed for Q(1). In what follows we shall present 
a direct construction of an oracle A such that Q(l)A fails. The existence of such 
an oracle for Q(O) is an immediate corollary. We construct A such that there are 
no (Cl~)A-functions witnessing a particular P(a, b) E (IQ’)” in the sense of a. 
We shall use the binary relation symbol (u(x, y) as the name for the yet 
unconstructed oracle A. We take Pn(a, y) to be Vu s a a(y, u). Let cp be the 
relativized P*, i.e. 
cp(a, y, 2) := [(Vu Ca cu(y, u)) h (2 da A 1yl-C IzJ+3u Salcu(z, u))]. 
An f E (0~)” uses two oracles: A and a (ZP)A-oracle (we will call it E-oracle). 
The X-oracle is determined by a binary predicate BA computable in polynomial 
time using oracle A. The machine computing f may construct a word w and ask 
the Z-oracle whether 
where p is a polynomial. To simplify the notation we shall assume that the 
polynomial bound to 1x1 is implicit in p(w, x). 
Take an enumeration of all finite sequences f p, . . . , f: of (Clg)sfunctions. 
Although we have not constructed A (i.e. (w) we may yet assume that we have 
polynomial bounds to the number of computations1 steps and queries. (A 
Z-oracle can ask exponentially many queries, but this will be resolved below.) 
A will be constructed in o stages as 
A=AoUAIUAzU-.-, A,&A1cA2~.... 
At the ith stage we shall add to A only pairs (y, u) such that ( y 1 > ni_l. 
Moreover, we shall add only polynomially many pairs with ] y I> Iti. At this stage 
we diagonalize the ith sequence f p, . . . , f E: this means that we will find some 
a, bi, . . . , bk of length Cn, such that 
(*) icp(a, ffi(a), bI)Ai A - - - A i&a, f$(a, bI, . . . , bk--l), bk)Ai, 
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and this property will be preserved at later stages. Hence it will hold for A as 
well. 
For definiteness take a := Onz. We take the enumeration and the sequence 
n,<nz<... so that the number of words of length between Q_~ and ni is 
sufficiently larger than any polynomial bounds occurring up to this stage. 
During the construction of A we not only add pairs into the oracle, but we also 
proclaim some pairs to be ‘non-elements’ of A, i.e., they can be never added to 
it. Thus formally Ai is a partial function from N X N to (0, l}. 
We now describe the ith stage. Start the computation of fP on a = O”i with 
oracle Ai_l. We do not change Ai_* until we reach a state where the Z-oracle is 
asked “3x B n(~, x)?“. Then we try all ‘consistent’ extensions A’ of Ai- (i.e., 
extensions which do not contain non-elements). If there is an extension A’ for 
which the answer is “Yes”, then we take one x such that BA’(w, x) and add 
elements and non-elements, which are queried during the computation of 
BA’(W, x). 
If the answer is “No” for all consistent extensions, we do not add any elements 
or non-elements. 
In this way we have in both cases added only polynomially many requirements 
so that any further consistent extension of the oracle will not alter the answer of 
the Z-oracle. 
We repeat this procedure for all queries of the E-oracle. 
Let A’ be the extension of Ai_l obtained after the procedure. Consider 
y : =ff’(a). 
(1) Ify>a, takeb,:=OandA,‘:=A’. 
(2) If Vr &, f?‘(a), 2)“’ is true, then 1 y 1 s Iti-1, because we have added only 
polynomially many pairs with elements longer than Iti-1. Thus we can take an 
arbitrary br such that lb11 = %-I+ 1 and put 
A: =A’ U {(b,, u) 1 (ul s Ial}. 
(3) If ni__l< lyl G?Zi, then we can proceed similarly except that we take bl 
different from y and we add (y, U) as non-element for some suitable U. Thus we 
have ~(VU 6 a cu(y, u)), hence 
l&a, f;“‘(4, br)A: 
and this will be preserved for all consistent extensions of At. 
For f;, . . . , fg the construction is similar with only a minor difference. 
Consider y =f$” (a, b,), where A” is the extension of A! obtained as above. Then 
it may be that y = bl and (if (2) or (3) above holds): 
Vu (b,, u) E A”. 
Hence in order to get 
Ma, &(a, b,), bJAf 
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we must take b2 such that l&l > lb& We can always take lbr+il = l&l + 1 since we 
assume that the number of elements of length lb!1 is large. 
Ai := A: gives us (*) above; note only that we have added only polynomially 
many pairs with elements of length >n, and hence the procedure can be 
repeated. Cl 
3. The relation of S, to principle 32 
Using Theorem A and the results from Section 2 we now deduce a relation 
between S, and principle 52. 
Theorem B. For i 2 1, T: = Si+,+’ implies that principle Q(i) is true. This in turn 
implies Ef’+, E A~+,/poly and Zf’+),, = W+,. 
For i = 0 the same is true with PV1 (=VZp(S:)) replacing T$ 
Proof. Take a @-formula B(a, b). By ZF+l-LIND it can be proved that there is 
a largest t s Ial such that: 
32 G a B(a, z)+ 3x 6 a (Ixl = t h B(a, x)). 
Thus s;+?+’ proves the following formula q(a): 
q(a):=3zCa B(a, z)-*%GaVy~aB(a,x) h (Ixl<lyI+iB(a,y)). 
Assume T: = S$+,+‘. Then T: l- q(a) and since q(a) is a _?$‘+‘,z-formula we can 
apply Theorem A to get •l~+l-functions fi(a), . . . ,fk(a, bl, . . . , bk_J which 
interactively compute x from a, as is required by principle B(i). 
The rest of the theorem follows from Lemma 2.2. Cl 
Recall that &((u) is S, augmented by a new unary predicate symbol (u(x) which 
can occur in induction axioms but there are no new axioms about (Y in BASIC, cf. 
[2]. A similar theory IA,(f), IA0 with a new unspecified function symbol f(x), 
was considered in [ 111. 
Theorem C. For all i 2 1, T:(a) # $+?+‘(a~). Also VZF(S:((u)) 2: S:(a). Thus 
neither &J(Y) nor IA,(f) are finitely axiomatizable. 
Proof. The proofs of Theorems A, B relativize and by Lemma 2.2 there is an 
oracle making Q(i) false, for all i. This gives the statements about &(a). But if 
&((u) is not finitely axiomatizable, then neither is IA,(f). 0 
By T2 I- 2: = llf’ we mean that for each $‘-formula A(a) there is a @-formula 
B(a) such that T,I-A(a) = B(a). As there are complete JZP-problems, Zp = e 
follows from one of its instances and then actually .Z? = PH. Thus T2 k Zp = llj’ 
implies that Til-zlP = PH, for some jai, and hence T2 = Ti is then finitely 
axiomatizable. 
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It would be interesting to know whether the opposite implication is also true. 
One way to prove this would be to formalize the proof of Theorem B in T2. The 
obstacle to such a formalization is the definition of the polynomial advice, i.e., 
the counting argument in the proof of Lemma 2.1. 
Hence it remains an open question whether the assumption T2 = T: implies 
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