In this paper we develop a new approach for the inference of a broad class of non-linear continuous time models, when the data are observed at discrete time points. We employ a Bayesian approach for model estimation based on MCMC methods. We use the Hastings-Metropolis algorithm with collection of Brownian bridges and linear di usion bridges as candidates for the independent sampler to obtain data augmentation algorithms for the missing paths between any two observations. We thus obtain algorithms which are independent of the sample intervals.
Introduction
As is noted by Berliner (1991) , an extremely important class of examples of discrete dynamical systems arises in the numerical solution of nonlinear stochastic di erential equations. In many cases, the data y t 0 ; : : : ; y t N are obtained from sampling an underlying continuoustime process at discrete times t 0 ; t 1 ; : : : ; t N . These models are especially useful for unequally spaced observations and from a modelling perspective, they are more natural in the context of continuous time phenomena than discrete time models. We can think about it as a classic missing data problem where the observations (or the paths) between any two data points are missing. As such, there ought to be ways of implementing modern computational statistical tools such as the EM algorithm or data augmentation.
In this paper, we will propose a collection of methods for implementing Bayesian inference for non-linear di usions using data augmentation methodology. Data augmentation as introduced by Tanner & Wong (1984) can be though of as a special case of more general Work supported in part by NSF Grants DMS 9805598 y Postal Address: Department of Mathematics and Statistics, Lancaster University, Lancaster, LA1 4YF, England z Postal Address: Department of Statistics and Actuarial Science, University of Iowa, Iowa City IA 52242, USA MCMC. However for the models we consider, the imputation step is particularly problematical, since the conditional distribution of the sample path of a di usion given certain known points consists of the distribution of a collection of di usion bridges. Simulation of di usion bridges provides problems not only because of the intractability of these processes, but also because of numerical instability of approximations near the xed observed data points, and the high dependence between the missing data and the di usion volatility.
We assume that the dynamics of the process X(t) can be described as a unique (in law) solution to the following stochastic di erential equation: dX(t) = b(X(t); )dt + (X(t))dB(t);
where b is an IR-valued function, the volatility is an IR + function and B is a standard Brownian motion starting from the origin. Evidence for non-linearity in macroeconomic time series has been found by many researchers (see Brock & Sayers 1988; Sheinkman & Lebaron 1989; Hinich & Wilson 1990 ). Thus the continuous time process X(t) is often modeled by some non-linear stochastic differential equation. The statistical inference problem for stochastic non-linear di erential equations is much harder than for the linear case, since (1) can rarely be solved in closed form.
One approach is to approximate the likelihood of the unknown parameters of the di usion process X(t) to get the MLE (see Yoshida 1992) . It is shown by Florens-Zmirou (1989) and Yoshida (1992) that under some regularity conditions, the joint distribution of the maximum likelihood estimator of the unknown parameters in the drift term and an estimator of the di usion coe cient matrix has asymptotic normal distribution.
Another approach is to \discretise" the continuous-time process to form an approximate non-linear discrete model for the observed discrete-time data (see Berliner 1991; Ozaki 1992; Shoji & Ozaki 1998) . This reduces the model to a discrete Markov chain model whose coe cients are nonlinear function of common parameters.
The success of the two di erent approaches depends critically on the magnitude of the error due to discretisation. Obviously, this error depends on the sample intervals t i?1 ; t i ]. However, very often in macroeconomic time series we cannot control the observational interval.
To overcome the main di culty that the discrete time density f(y t i+1 jy t i ) is unknown, it is suggested by Pedersen (1995a,b) to approximate the transition density by simulations of a natural discretization of (1), the so-called Euler scheme. While this method is easy to employ and is independent of the sample intervals, the simulations which intuitively and loosely speaking should depend on the two adjacent data points y t i and y t i+1 , depend only on y t i .
Daunha-Castelle and Florens-Zmirou (1986) calculate the transition probability function as an expectation of a functional of a Brownian bridge associated with the process. This method has been evaluated by Yoshida (1992) and Ait-Sahalia (1998), who found it to be theoretically feasible (and important) but hard to implement in practice.
Another approach to get around the main di culty is considered by Gallant & Long (1997) , where a method of moment estimation for stochastic di erential equations is considered.
Data augmentation within a framework gets around this problem since we simply impute any missing parts of the di usion sample path. In practice this just involves imputing a ne enough discretisation of the di usion for any required level of accuracy.
In Section 2, we formulate our problem more precisely. Section 3 introduces the basic data augmentation algorithm. We extend the methodology to deal with the case of di usions with unknown though constant volatility in Section 4 and with the more general case when the volatility is not a constant in Section 5. Our approaches are illustrated with examples involving simulated data. In Section 6 and Section 7, the methods of Section 4 are applied to two data sets: the US interest rates and the IBM closing stock prices respectively. The paper concludes with a brief discussion section, highlighting related areas for further exploration. 2 The posterior distribution of given and the data Throughout this paper we assume that Y = (y t 0 ; : : : ; y t N ), at times t 0 ; : : : ; t N , (0 = t 0 : : : t N = T) are observations from an underlying di usion process, de ned as a solution to (1) . For simplicity we assume that the observations are equally spaced at time intervals of size so that t i = i and t i+1 ? t i = . We also assume throughout this paper that ( ) is constant and will omit its argument. However, we outline in Section 5 how to relax this assumption. We denote the complete information set between any two observations y t i and y t i+1 by X i = fX(t); t i t t i+1 g, the complete information set by X = fX(t); 0 t Tg and the probability measure induced by X by P X . Let P B be the measure induced by B, where B(t) is a standard Brownian motion with variance 2 .
The likelihood function L( j ; X) (with respect to P B ) is given by Girsanov's formula (see Liptster & Shiryayev 1978) as,
The posterior density for j ; X is therefore proportional to L( j ; X) times the prior density for . Since the main focus of this paper is to concentrate on the imputation of missing data (for which the prior density plays no part) for ease of exposition we shall assume constant density priors for all unknown parameters. For sample time intervals > 0 that are \small enough", the posterior distribution of , L( ) (see Florens-Zmirou 1989; Yoshida 1992 for details) can then be approximated as
where K is a constant. We note that if > 0 is \ ne" enough, then even if 2 is unknown it can be estimated as^ 2 = 1 T P N?1 i=0 (y t i+1 ? y t i ) 2 and thus we can calculate the posterior distribution of jY . However, as was mentioned before, the time interval may not be` ne' enough and thus a data augmentation algorithm will be needed.
Data Augmentation
Firstly we provide a method of imputing the missing data (i.e. the missing parts of the di usion sample path) given the parameter and the observed data Y . In general, on each time interval t i ; t i+1 ), i = 0; : : : ; N ? 1 the distribution of Xj ; y t i ; y t i+1 is that of a di usion bridge, between the two adjacent timepoints y t i and y t i+1 . Though an explicit SDE can be written down for this (see for example Lo & Roberts 1998) , it necessarily involves having available an explicit expression for the transition density of the di usion, so is of limited practical value.
We show in Section 3.1 that we can choose h to be` ne' enough (h = k , k is some positive integer) such that the likelihood of the path x i = fx(t) : t i t t i+1 g can be approximated
by the likelihood of the path at times t i + jh, j = 0; : : : ; k. The approximating likelihood, denoted by L i h (x i jY; ; ), is de ned in (6).
We rstly assume that is known (see Polson & Roberts 1994 for some methods of estimating ). We then choose h` ne' enough and would like to use a Gibbs sampling algorithm with a starting value = 0 which iterates the following loop: 1) For each i = 0; : : : ; N ? 1, draw the missing path x i at times t i + jh, j = 0; : : : ; k from L i h (x i jy(t i ); y(t i+1 ); ; ).
2) Let x be the imputed missing observations at times t i +jh, i = 0; : : : ; N, j = 0; : : : ; k?1.
draw a value 1 from the posterior distribution L h ( j ; x), where L h is de ned as in (2).
Step 2) can usually be accomplished using standard simulation techniques. However, step 1) is often too di cult to do directly and it is usually necessary to implement for each i = 0; : : : ; N ? 1 
where G(b(x; ); ; t i ; t i+1 ) = exp
We can approximate G(b(x; ); ; t i ; t i+1 ) by choosing h to be` ne' enough so that G(b(x; ); ; t i ; t i+1 ) G (b(x; ); ; t i ; t i+1 ) = exp
(5) Thus, we can approximate the density of the path x i at times t i + jh, j = 0; : : : ; k as L h (xjy t i ; y t i+1 ; ; ) = Cf Bjyt i ;yt i+1 (x i )G(b(x; ; ); t i ; t i+1 ) (6) where f Bjyt i yt i+1 (x i ) denotes the Lebesgue density of a discretised Brownian bridge and C is some constant. Diagnostic checks for the ne-ness of h are given in the context of the examples in Section 3.4, Section 4.3 and Section 7.
The independence sampler approach
To simulate from L i h (x i jy t i ; y t i+1 ; ; ) for each i = 0; : : : ; N ? 1 in (6) we use the MetropolisHastings algorithm with independence proposal.
The Metropolis-Hastings algorithm for sampling from a density , de ned on IR n (see Metropolis et al. 1953; Hastings 1970 ) is based on choosing a candidate Markov chain and then accepting or rejecting moves of the candidate with a certain probability (related to a ratio of densities of the target stationary distribution). A \candidate transition" to x 0 2 IR n , generated according to the density q(x; x 0 ), is then accepted with probability (x; x 0 ), given by
For the independence sampler q(x; x 0 ) = q(x 0 ). This produces a chain known to converge to under extremely weak conditions (supp(q) supp( )). The e ciency of the independence sampler depends on how well the proposal density q(x) approximate the target measure .
Choosing the independence proposal
In (6) where Z i = (Z i (t i ); Z i (t i + h); : : : ; Z i (t i + kh)) is a candidate for the independent sampler. We now describe two methods for choosing the candidate process Z i . For each method, at each step we generate a candidate z i from f Z i (z i jy t i ; y t i+1 ; ; ), and then move from z i to z 0 i with probability (z i ; z 0 i ), where is de ned as in (7). Thus for each method we describe how to generate vector values from f Z i (z i jy t i ; y t i+1 ; ; ) and how to calculate (z i ; z 0 i ).
Method A: We rst assume that Z i is a Brownian bridge with variance 2 between y t i at time t i and y t i+1 at time t i+1 . At each step we generate a candidate from f Z i (z i jy t i ; y t i+1 ; ; ) as follows: at time t i + jh, j = 0; : : : ; k, Z i (t i + jh), is a Brownian Bridge approximately constructed as,
where B is a standard Brownian motion with B(t i ) = 0 and variance 1. It is easy to check that here
; where G(b(z; ); ; t i ; t i+1 ) is de ned as in (4).
While it is easy to sample from f Z i (z i jy t i ; y t i+1 ; ; ), it may not o er a reasonable enough approximation to L i h (x i jy t i ; y t i+1 ; ; ), which is related to the e ciency of the independent sampler.
We now describe another possible choice for the candidate process Z i for the independence sampler. The basic idea is to choose Z i in such a way that we can easily sample from f Z i (z i jy t i ; y t i+1 ; ; ), and such that it o ers a reasonable enough approximation to L i h (x i jy t i ; y t i+1 ; ; ).
Method B: We now assume that Z i is a Linear Bridge between y t i at time t i and y t i+1 at time t i+1 . The basic idea is to linearise the drift b of the process X(t) over each time interval t i ; t i+1 ). One method for how to linearise b on each time interval t i ; t i+1 ) is given by Ozaki (1992) as follows. Over the time interval t i ; t i+1 ), we use rst order of Taylor expansion to obtain that b(X(t); ) b(y t i ; ) + b 0 (y t i ; )(X(t) ?y t i ). This leads to the linear approximation b(X(t); ) b 0 (y t i ; )X(t) + C(y t i ; ), where C(y t i ; ) = b(y t i ; ) ? b 0 (y t i ; )y t i : (9) Thus, the linear approximation L i (t) to X(t) on t i ; t i+1 ) is de ned on the interval t i ; t i+1 ) as the solution to One way to simulate conditional linear di usion processes is to use a full multivariate analysis. However, a simpler method exploits the Markov property. We simulate a conditional linear di usion process, by direct simulation from a suitably ne discretisation of its SDE with respect to an unconditioned Ornstein-Uhlenbeck process. Thus, Z i is a linear bridge approximately constructed at times t i + jh, j = 0; : : : ; k as follows, Remark 3.1 To impute the missing observations between each two adjacent data points y t i and y t i+1 , i = 0; : : : ; N ? 1, we propose two candidates Z i for the independent samples.
The rst candidate is a Brownian bridges (method A), and the second candidate is a linear di usion bridge (method B).
We note that if the sample interval is ne enough, then both methods propose new realisations of the missing data which are \close" to the conditional distribution of XjY , and for each i = 0; : : : ; N ? 1 (z i ; z 0 i ) is \large". Thus for both methods the rate of acceptance depends on and will be high if is \small". However, it can be shown that method A (Brownian bridges) involves a lower order of accuracy of approximation than method B (linear bridges). We also note that method B depends on our current value of , while method A does not, and is therefore computationally faster.
Remark 3.2 Other methods to impute the missing data can be considered. We may use the Euler scheme for the multi-dimensional Langevin di usion (see Roberts & Tweedie 1996b) as the proposal for the Hastings-Metropolis algorithm with target distributions L i h (x i jy t i ; y t i+1 ; ; ), i = 0; : : : ; N de ned as in (6) . However, this approach is harder to employ and requires more computations and more assumptions on the drift than methods A and B.
We nally propose to use the stability of the likelihood estimate from the discretisation, and the stability of the ACF as a diagnostic for the ne-ness of the discretisation. That if the likelihood and the ACF is approximately the same for two discretisations, the discretisations are likely to be su cient. Thus if we choose h to be` ne' enough we can obtain a good approximation for any quantity of interest.
Example
We illustrate the results of Section 3 in the following example. Let X(t) be a continuous time threshold AR(1) model, de ned as a solution to (1) Stramer et al. 1996) . To obtain a sample path from the above example, data points were generated by the Euler scheme using sample time interval = 0:001. After generating 500000 data points we have picked up every 500th points and thus have obtained a sample path of 1000 observations at times i , where = 0:5 and i = 0; 2; : : : ; 999.
We model 1;1 , 1;0 , 2;1 , 2;0 with a priori i. We use the stability of the posterior estimate from the discretisation, and the stability of the ACF. We can see that the posterior as well as the ACF is approximately the same for k = 20; 30 and is di erent when k = 1.
The case of unknown variance
We turn now to the case of unknown but xed . There is a fundamental problem in the case where is not known and only discrete observations of the sample path of the di usion are available. This is because given X, is determined almost surely by
This was noted in Polson and Roberts (1994) . In the present context, this confounding between and X manifests itself in the fact that the Gibbs sampler which successively imputes fX s ; s 6 = t 0 ; t 1 ; : : : ; t N g and then samples 2 is reducible -given X is known a:s:
by (16), and given , X is constrained to have quadratic variation 2 . In practice this means that for small h, the corresponding Gibbs sampler will be extremely slow. This phenomenon was observed by Eraker (1998) among others. To circumvent this problem, it is necessary to rescale the missing data. LetX = X= and (x; ; ) = b( x; )= so thatX satis es dX = (X; ; )dt + dB(t); (17) where B is a standard Brownian motion. We now show thatX has density proportional to G( (X; ; ); 0; T) with respect to BjB(t 0 ) = We note that the dominating measure for the di usionX depends on and thus we again have bad mixing problems of the algorithm. The goal is to rescale the missing data so that the dominating measure for the di usion is independent of . To do this, we relocate the endpoints yt i for i = 0; : : : ; N. 
Relocating the endpoints
We now show thatX has density proportional to G( (X; (24) where m i j and i j;k are de ned as in (12) and (13) (14) (26) where m i k and i k;k are de ned as in (12) and (13) (27) From (11) 
The Gibbs sampling algorithm:
We choose h` ne' enough and use the Gibbs sampling algorithm with a starting value = 0 and = 0 which iterates the following loop:
Method A:
1. Imputexj ; ; Y using method A as described in Section 3.3. Findx(x; ) as de ned in (21).
2. draw n from g ( jx; )p( ) where g is de ned as in (23) and p( ) is the prior for .
3. draw jx; n as in Section 3. Note thatx; n provides the same information asx(x; n ); n . Method B: Let b be the last draw for . We also assume that L is de ned as in (25) with 0 = b . Then, for each loopx L is a function ofx and .
1. Imputexj ; ; Y using method B as described in Section 3.3. Findx L as de ned in (24).
3. draw n from g L ( jx L ; )p( ) where g L is de ned as in (28) and p( ) is the prior for .
2. draw jx; as in Section 3.
Examples
We illustrate our results in the following three examples.
The CIR models
One important class of models are the CIR models. A CIR model is de ned as a solution to (1) with b(x; ) = 0 + 1 x and (x) = p x, where 0 > 0, 1 < 0 and > 0. These models were suggested by Cox, Ingersoll and Ross (1985) for short term interest rate X(t), for which the conditional mean and variance of changes in the short-term interest rate depend on the level of X(t). The volatility term q X(t) ! 0 as X(t) ! 0 which guarantee that the interest rate stays positive. We assume that 0 = 0:5, 1 = ?0:2 and 2 = 0:2. To obtain a sample path from the above example, data points were generated as follows. Firstly we apply Itô lemma with X (t) = log(X(t) to obtain, dX (t) = We now use the Metropolis within Gibbs sampler with 10000 replications. To simulate from the posterior distribution ofXj ; , when k > 1, we run the Metropolis-Hastings subalgorithm for 2 iterations for each block, using method A with k = 10; 20; 30; 50 (h = 2:0=k) as described in Section 4. Figure 4 shows the histograms for 0 , 1 and after a burn-in period of 300 iterations. Figure 5 is trace plots of the steps taken by the algorithm for with k = 1; 10; 20; 30. Figure 6 is plots of the ACF for with k = 1; 10; 20; 30.
We can see that the likelihood as well as the ACF is approximately the same for k 20, and is di erent when k = 1; 10. Since the likelihood is approximately the same for k 20, the discretisations with k = 20 is likely to be su ciently ne. To obtain a sample path from the above example, data points were generated by the Euler scheme using sample time interval t = 0:001. After generating 1000000 data points we have picked up every 1000th points and thus have obtained a sample path of 1000 observations at times i, where = 1:0 and i = 0; 1; : : : ; 999.
We again assume uninformative priors for i , i = 0; 1; 2; 3 and . Our results were robust to the change of the priors.
We now use the Metropolis within Gibbs sampler with 10000 replications. To simulate from the posterior distribution ofXj ; , when k > 1, we run the Metropolis-Hastings subalgorithm for 2 iterations for each block, using method B with k = 10; 30; 50; 60 and method A with k = 10 (h = 1:0=k) as described in Section 4. Figure 7 shows the histograms for 0 , 1 , 2 , 3 and after a burn-in period of 300 iterations. from the posterior distribution ofXj ; , when k > 1, we run the Metropolis-Hastings subalgorithm for 2 iterations for each block, using method B with k = 10; 30; 50; 60 and method A with k = 10 (h = 1:0=k) as described in Section 4. Figure 7 shows the histograms for 0 , 1 , 2 , 3 and after a burn-in period of 300 iterations. Figure 8 is trace plots of the steps taken by the algorithm for 1 with k = 1; 10; 30; 50; 60. Figure 9 is plots of the ACF for 1 with k = 1; 10; 30; 50; 60.
We can see that the likelihood as well as the ACF is approximately the same for k 50 and is di erent when k = 1 and k = 10. Since the likelihood is approximately the same for k 50, the discretisations with k = 50 is likely to be su ciently ne. Other runs for the same model with = 0:5 shows that k = 20 is likely to be su ciently ne. 5 The case when is not a constant
We now brie y outline how to relax our assumption that ( ) is known up to a constant of proportionality, which allows us to assume that ( ) is a constant. We assume that ( ) = f( ; x), where f is an IR + valued function and is a vector of parameters. The basic idea is to use the same techniques as de ned in Section 4 with extended transformations. For simplicity we outline how to extend method A, de ned in Section 4.
Under some conditions on f (we omit the details), we extend our de nition ofX in (17), toX(t) = G(X(t)), where G(x) = R x 0 1 f( ;z) dz: Note that for ( ) ,X(t) = X(t) as de ned in (17) . Then it is easy to check that dX(t) = ( ; ;X(t))dt + dB(t); where ( ; ;X(t)) = b(G ?1 (X(t)); ; ) f( ;X(t)) ? 0:5f 0 ( ; X(t)): (f 0 ( ; x) = d dx f( ; x)). We next extend our de nition ofX in (21) We omit the details but illustrate these results in the following Example. We generate the data points from a CIR model, de ned as in Section 4.4 with = 1. We again assume uninformative priors for i , i = 0; 1, and for the missing data we assume a constant density prior with support on fx 2 IR k : x i > 0 8i = 1; : : : ; kg. We also assume that the prior for We now use the Metropolis within Gibbs sampler with 10000 replications as described in Section 4. The results are shown after a burn-in period of 300 iterations when assuming no missing observations (i.e. k = 1) and when using method B with k = 10; 20; 30. Figure 14 shows the histograms for 0 , 1 and . Figure 15 is trace plots of the steps taken by the algorithm for with k = 1; 10; 20; 30. Figure 16 is plots of the ACF for 0 with k = 1; 10; 20; 30.
We can see that the likelihood as well as the ACF is approximately the same for k = 20; 30, is slightly di erent when k = 10 and is di erent when k = 1. Since the likelihood is approximately the same for k 20, the discretisations with k = 20 is likely to be su ciently ne. There are many important issues for future research which arise from these investigations. We mention two.
1. Our methodology, can easily be extended to handle di usions with time-dependent coe cients such as, dX(t) = (a(t) ? b(t))X(t)dt + (t)X (t)dB(t); > 0:
(see Marek and Marek (1997) p. 292).
2. Extension to multidimensional di usions with unobserved state variables.
Although method B is always likely to have the edge over method A in terms of e ciency, in the problems we have investigated the performance of method A is very reasonable. Moreover the implementation for method A is easier and in cases where the di usion drift is not particularly smooth it well be a more robust algorithm to use. In summary neither algorithm dominates the other in general. 
