Overview. In the theory of random matrices, one may discern two principal themes: universality, and the topological expansion. The former originates in the work of Wigner and Dyson, and the latter in that of 't Hooft. It is generally believed that versions of both hold for diverse ensembles of random matrices. Sweeping results demonstrating bulk universality in the β-ensembles which generalize self-adjoint one-matrix models have been obtained very recently by Bourgade, Erdős and Yau [9, 10, 28] . The topological expansion has proceeded apace, and thanks to work of Chekhov and Eynard [13] and Borot and Guionnet [8] we now know that a 1/N expansion holds in the general beta setting and satisfies the Eynard-Orantin topological recursion [29] . Thus universality and the topological expansion have been unified within the β-ensemble framework.
In the classical β = 2 case, where bulk universality was established a decade ago by Bleher and Its [6] , Ercolani [24, 25] has recently analyzed the fine structure of the topological expansion for pure even-degree deformations of the Gaussian potential. His detailed results prove and extend conjectures originally formulated in the seminal work of Bessis, Itzykson and Zuber [5] .
In view of these advances, the time seems right to consider the questions of universality and topological expansion in settings seemingly far removed from selfadjoint matrix models and their immediate generalizations. That is, one may move to a non self-adjoint symmetry class and seek parallel results. Deformations of Dyson's circular ensembles [21] are among the most natural candidates for this line of research. Indeed, Dyson introduced the circular ensembles as an alternative to self-adjoint random matrix theory which enjoys several advantages, not the least of which is a close connection with the representation theory of the classical groups.
In this article, we consider the existence and meaning of the topological expansion in a distinguished deformation of the CUE -the Harish-Chandra-Itzykson-Zuber matrix model. We prove three types of results concerning the free energy of the HCIZ model. First, at the exact level, we express each derivative of the HCIZ free energy as an absolutely convergent series in inverse powers of the ensemble dimension. The coefficients in this series are generating polynomials for a desymmetrization of Okounkov's double Hurwitz numbers [66] , which we call monotone Hurwitz numbers. This provides a link between the HCIZ model and Hurwitz theory, a classical topic in combinatorics and enumerative geometry.
Second, we prove that the genus-specific generating functions for the monotone double Hurwitz numbers are convergent power series with a common dominant singularity at the critical point z c = 2 27 . The analytic functions defined by these series are candidate orders for an asymptotic expansion of the HCIZ free energy conjectured some twenty years ago by Matytsin [62] .
Finally, we prove that, under a non-vanishing hypothesis on the partition function, the HCIZ free energy converges to the generating function for genus zero monotone double Hurwitz numbers uniformly on compact subsets of a complex domain. This confirms a conjecture of Collins [14] and Collins, Guionnet and Maurel-Segala [15] .
A detailed description of our main results, together with further background and context, is given in the remainder of this introduction. to a probability measure is widely known as the HarishChandra-Itzykson-Zuber integral.
The HCIZ integral is one of the basic special functions of random matrix theory. Introduced by Harish-Chandra in a general Lie-theoretic context [49] , it later reappeared in the work of Ityzkson and Zuber [53] as a bridge between single matrix models and multi-matrix models with the simplest form of nearest neighbour interaction. The asymptotic analysis of such multi-matrix models is closely related to the study of Ising-type models on random graphs, which in a double scaling limit become models of two-dimensional quantum gravity coupled to conformal matter fields [20, 79] .
The HCIZ integral also plays a key role in the spectral analysis of complex sample covariance matrices [2, 4] and Wigner matrices with a substantial Gaussian component [27, 56] . I N is deeply intertwined with a multitude of additional topics, including the Calogero-Sutherland quantum many body system [30, Chapter 11] , the theory of shifted symmetric functions [67, 68] , and spin glass theory [60] . These connections and many others are discussed in the surveys by Guionnet [43, 44] , and Zinn-Justin and Zuber [83] . 0.2.2. Matytsin's conjecture. The deformations of the GUE and CUE usually referred to as "matrix models" are invariant under conjugation by unitary matrices, and the asymptotic analysis of these models depends heavily on this property. Prototypical examples include the quartic model [5, 12] in the self-adjoint case and the Gross-Witten model [41, 54] in the unitary case.
Unlike these measures, κ
is not invariant under inner automorphisms of the unitary group, except in the z = 0 case of Haar measure. However, there is another form of invariance present, namely will depend only on the parameter z and these limits.
To formalize this, associate to given sequences A N , B N of Hermitian matrices their spectral measures µ A N , µ B N . These are the probability measures on the real line defined by
Almost twenty years ago, Matytsin [62] conjectured that if µ A N , µ B N converge weakly to a pair of probability measures µ A , µ B on R with smooth densities, then the free energy
Matytsin's conjectural expansion is at least superficially similar to the asymptotic expansion of the free energy of the Hermitian one-matrix model, which enumerates maps on compact orientable surfaces genus-by-genus in its asymptotics [44] . Although the topological expansion of Hermitian models was well-known (at least to physicists) when Matytsin's paper appeared, he did not propose any description of the coefficients in his conjectural expansion of the HCIZ model, topological or otherwise -indeed, the importance of finding one was emphasized in [62] . As far as the authors are aware, no candidate description has previously been proposed, even in the physics literature. 0.2.3. Spherical limit of the HCIZ model. Although Matytsin's conjecture remains an open problem, it has been solved to first order. The solution obtained is analogous to the "spherical limit" of Hermitian matrix models [12, 55] : it is known that the large N limit C 0 (z; µ A , µ B ) of F N (z; A N , B N ) exists for all z ∈ R and may be characterized as the solution of a variational problem; that C 0 (z; µ A , µ B ) is an analytic function of z near z = 0; and that the Maclaurin series of C 0 (z; µ A , µ B ) is a generating function enumerating certain graphs drawn on the sphere.
Matytsin himself was the first to suggest that, like the limiting free energy of Hermitian matrix models, the limiting free energy of the HCIZ model could be characterized as the solution of a variational problem. It was conjectured in [62] that the limit
exists for all z ∈ R and is given by
where S is a certain functional defined on the set of paths joining µ zA to µ B in the space of Borel probability measures on R (here µ zA denotes the limiting spectral measure of the re-scaled matrix sequence zA N , N ≥ 1). The unique minimizing path plays the same role as the familiar equilibrium measure in the Hermitian one-matrix model [55] . A beautiful hydrodynamic argument supporting the "equilibrium path" characterization of C 0 (z; µ A , µ B ) was given in [62] , and the ansatz was put to use in [63] to analyze phase transitions in random surface models. The validity of the equilibrium path characterization of C 0 (z; µ A , µ B ) was rigorously established under very general hypotheses by Guionnet and Zeitouni [42, 43, 46] using advanced techniques from large deviation theory.
For Hermitian one-matrix models which are a small polynomial perturbation of the GUE, the equilibrium measure is given by an explicit algebraic density supported on a single compact interval. The analyticity of the limiting free energy may be easily deduced from this [7, 55] . For the HCIZ model, however, the analyticity of C 0 (z; µ A , µ B ) cannot be inferred from the equilibrium path characterization. Nevertheless, it was conjectured by Itzykson and Zuber [53] that C 0 (z; µ A , µ B ) extends to a holomorphic function in a neighbourhood of z = 0 whose derivatives at the origin satisfy
Assuming only that the spectral measures of A N , B N converge in moments, the limits on the right were calculated up to order d = 8 in [53] , and on the basis of these computations it was conjectured that C 
where the sum runs over all partitions α, β of d,
and the coefficients IZ(α, β) are integers which we will call the Itzykson-Zuber numbers.
Under the assumption that the spectral measures µ A N , µ B N are supported in a fixed compact interval [−M, M ] for all N ≥ 1 and converge in moments, Collins [14] rigorously proved the existence and polynomiality of the limits lim N F 
Using the method of loop equations, it was subsequently shown by Collins, Guionnet and Maurel-Segala [15] that, under the same hypotheses, the large N limit of the HCIZ free energy extends to a holomorphic function near z = 0 whose derivatives at the origin coincide with the limits computed by Collins. The loop equations yield a recursive procedure for computing the Itzykson-Zuber numbers which in turn leads to a combinatorial interpretation of IZ(α, β) as a signed count of certain decorated maps on the sphere. In fact, the results of [15] apply to a broad class of unitary matrix models containing the HCIZ model as an important special case. The demerits of the loop equations approach are that it does not yield explicit formulas for the Itzykson-Zuber numbers, nor can it locate the singularities of the spherical limit C 0 (z; µ A , µ B ). Consequently, the HCIZ integral
converges to define an entire function of z ∈ C for any given matrices A and B, self-adjoint or not.
Let D N be any simply connected complex domain which contains the origin and avoids the zeros of I N (z; A, B). The existence of such a domain is guaranteed by the discreteness of zeros of holomorphic functions and the fact that I N (0; A, B) = 1. The equation This is entirely different from the situation in Hermitian matrix models, where the free energy is not analytic in any neighbourhood of the origin. In particular, it is natural to hope that Matytsin's expansion holds in the complex-analytic sense: perhaps, if A N , B N are two sequences of complex matrices which grow in a suitably regular fashion, there exists a simply connected domain D containing z = 0 and a non-negative integer h such that an expansion of the form
holds uniformly on compact subsets of D as N → ∞. In this case, the coefficients C g (z; A ∞ , B ∞ ) would automatically be analytic functions of z ∈ D, and the derivatives of F N (z; A N , B N ) at any point z 0 ∈ D would be given by the estimate
Although it is natural to consider F N (z; A N , B N ) as a holomorphic function, there are no results in the literature concerning its asymptotics for z off the real line. Indeed, the asymptotics of matrix models defined by a complex potential is an important topic about which relatively little is known at present, see e.g. the discussion in [45] . The basic obstacle is that standard probabilistic techniques are inapplicable due to the possibility of rapid oscillations in integrals containing a complex parameter. The convergence of the HCIZ free energy F N (z; A N , B N ) for complex z is explicitly stated as an open problem by Collins [14] and Collins, Guionnet and Maurel-Segala [15] . 0.3.2. The backwards strategy. In order to prove the existence of a uniform-oncompact asymptotic expansion as above, one may proceed as follows.
(1) Obtain an exact description of the derivatives of F N (z; A, B) at z = 0 which is well-poised for asymptotic analysis. (2) Given sufficiently regular matrix sequences A N , B N , use (1) to obtain an N → ∞ estimate of the form 
and prove that the radii of convergence of these series are bounded below by a positive number r > 0. is defined and holomorphic for N sufficiently large, use complex analysis to prove that the estimate
holds uniformly for z in compact subsets of D. This proof strategy is "backwards" in the sense that it is a priori out of the question in the setting of Hermitian matrix models, where the free energy is not analytic in any neighbourhood of the only point where we know how to compute its derivatives. Because of this, advanced analytic methods were required to prove the existence of the 1/N expansion in the Hermitian one-matrix model [7, 26] despite the fact that the candidate topological expansion was long since known as a formal consequence of Wick calculus [5, 12, 79] .
In the case of unitary matrix models, the situation is reversed. A candidate expansion at the level of derivatives can, in principle, be leveraged to prove the asymptotic expansion of the free energy (steps (4) and (5)). However, no candidate expansion is known, and obtaining one necessitates the investigation of new connections between random matrix theory, algebraic combinatorics, and enumerative geometry (steps (1), (2) and (3)).
0.4. Main results. This paper consists of five sections which correspond to the five steps of the "backwards" strategy. We execute steps (1) − (3) completely, step (4) to first order, and step (5) in a family of special cases. Our main results are as follows.
0.4.1.
Step one: the Leading Derivatives Theorem. In Section 1, we use the interplay between the representation theory of the unitary group and its Weyl group, the symmetric group, to obtain an exact description of the derivatives of the HCIZ free energy for finite N . This description, which makes contact with enumerative algebraic geometry, is the main conceptual result of the paper.
Theorem 0.1 (Leading Derivatives Theorem). Let A, B be normal matrices. For any 1 ≤ d ≤ N , we have the absolutely convergent series representation
where
and H g (α, β) is the number of (r + 2)-tuples (ρ, σ, τ 1 , . . . , τ r ) of permutations from the symmetric group S(d) such that:
(1) ρ has cycle type α, σ has cycle type β, and the τ i 's are transpositions; (2) The product ρστ 1 . . . τ r equals the identity permutation;
In Theorem 0.1, p α (A) denotes the power-sum symmetric function evaluated on the spectrum of A,
and similarly for p β (B). The quantities H g (α, β) are universal, independent of the choice of A and B.
A remarkable feature of the Leading Derivatives Theorem is that the permutation counts H g (α, β) are desymmetrized, or "monotone", Hurwitz numbers.
Given integers d ≥ 1 and g ≥ 0, the simple Hurwitz number H g,d counts degree d branched covers of the Riemann sphere (or complex projective line) P 1 by curves of genus g with simple branching over the r th roots of unity, where r = 2g − 2 + 2d by the Riemann-Hurwitz formula. Covers are counted up to isomorphism, and we require that they are marked: the fibre over a specified unbranched basepoint of P 1 is equipped with a specified bijection to {1, . . . , d}. Marked covers have no automorphisms, and the count H g,d is independent of the particular marking chosen. Hurwitz's monodromy construction [52] identifies H g,d with the number of r-tuples (τ 1 , . . . , τ r ) of transpositions from the symmetric group S(d) which multiply to the identity and generate a transitive subgroup of S(d). Forgetting the marking and allowing the branch divisor to vary, the set of all simple branched covers of given genus and degree becomes an irreducible smooth quasiprojective variety which plays an important role in the construction of the moduli space of genus g curves [22, 31, 50] . Single Hurwitz numbers enumerate almost simple branched covers. Given a partition α d, the single Hurwitz number H g (α) counts branched covers of P 1 by curves of genus g with monodromy α over ∞ and simple branching over the r th roots of unity, where r = 2g − 2 + (α) + d by the Riemann-Hurwitz formula. Hurwitz's encoding identifies H g (α) with the number of (r + 1)-tuples (ρ, τ 1 , . . . , τ r ) of permutations from the symmetric group S(d) such that ρ has cycle type α, the τ i 's are transpositions, the product ρτ 1 . . . τ r is the identity permutation, and the group ρ, τ 1 , . . . , τ r acts transitively on {1, . . . , d}. The single Hurwitz numbers H g (α) are intimately related to intersection theory in the Deligne-Mumford compactification of the moduli space of genus g curves via the ELSV formula [23] .
Finally, the double Hurwitz number enumerates branched covers with two branch points of arbitrary type. Given partitions α, β d, the double Hurwitz number H g (α, β) counts degree d branched covers of P 1 by curves of genus g with monodromy α over ∞, β over 0, and simple branching over the r th roots of unity on P 1 , where r = 2g − 2 + (α) + (β) by the Riemann-Hurwitz formula. Via Hurwitz's encoding, the double Hurwitz number H g (α, β) may be identified with the number of (r + 2)-tuples (ρ, σ, τ 1 , . . . , τ r ) of permutations from S(d) such that the first four conditions in Theorem 0.1 hold. The double Hurwitz numbers were first studied by Okounkov [66] who, addressing a conjecture of Pandharipande [71] in Gromov-Witten theory, proved that a doubly exponential generating function for these numbers in all degrees and genera is a solution of the 2-Toda lattice hierarchy. Kazarian and Lando [58] have shown that, via the ELSV formula, Okounkov's result implies the celebrated Witten-Kontsevich theorem.
The monotone simple, single, and double Hurwitz numbers, denoted (5) of Theorem 0.1. Thus monotone Hurwitz numbers can be viewed as counting a combinatorially restricted subclass of the branched covers counted by classical Hurwitz numbers. From a representation-theoretic point of view, the transition from Hurwitz theory to monotone Hurwitz theory consists of replacing the r th power of the conjugacy class of transpositions with the r th complete symmetric function specialized on the Jucys-Murphy elements in the group algebra. The centrality of the Jucys-Murphy specialization guarantees that the definition of the monotone Hurwitz numbers is independent of the labelling of the fibre over the monodromy basepoint. As such, monotone Hurwitz numbers are of a geometric nature. Indeed, monotone Hurwitz theory is closely related to the completed cycle theory introduced by Okounkov and Pandharipande [69] as a combinatorialization of the stationary sector of Gromov-Witten theory.
The Leading Derivatives Theorem supplies the missing link between the HCIZ model and enumerative geometry. From the point of view expounded in the present article, the Leading Derivatives Theorem is a bridge via which the powerful tools developed in the combinatorial approach to Hurwitz theory [36, 37, 38, 39] may be brought to bear on the asymptotic analysis of the HCIZ model.
0.4.2.
Step two: asymptotics of the derivatives. The exact combinatorial description of the derivatives of the HCIZ free energy obtained in Theorem 0.1 may be used to obtain their asymptotics under sharp hypotheses.
Let M ≥ 0 be a non-negative real number, h ≥ 0 a non-negative integer, and Φ = (φ k ) ∞ k=1 a sequence of complex numbers. We will say that a sequence A N of normal matrices is (M, h)-regular with limit moments Φ if the following conditions hold:
(
N is a sequence of normal operators, with uniformly bounded spectra, whose spectral measures converge in moments polynomially fast.
In Section 2, we obtain the asymptotics of the derivatives of HCIZ free energy when the potential is determined by a pair of (M, h)-regular sequences.
as N → ∞, where
0.4.3.
Step three: convergence of monotone Hurwitz generating functions. Collecting the asymptotics of F 
We must now establish that these formal power series are in fact absolutely convergent. This step requires the detailed structural results on monotone Hurwitz numbers obtained in our articles [32, 33, 34] , where monotone analogues of the major combinatorial results in Hurwitz theory (join-cut equation, low-genus formulas, ELSV-type polynomiality, Toda equations) have been developed.
In Section 3, the theory developed in these references is applied to prove the following convergence result. . Theorem 0.3 shows that the candidate orders C g (z; Φ, Ψ) are holomorphic functions exhibiting common singular behaviour. This is a tight analogy with the topological expansion of Hermitian matrix models, where common singular behaviour is a necessary prerequisite for passage to the double scaling limit [20, 79] .
Philippe Di Francesco has pointed out to us that that the critical point z c = 2 27 also occurs in the enumeration of finite groups. Fix a prime p, and let Z N (p) denote the number of (isomorphism classes of) groups of order p
At present, we have no explanation for this striking coincidence.
0.4.4.
Step four: uniform-on-compact convergence. Having established that the candidate orders C g (z; Φ, Ψ) all converge absolutely to define holomorphic functions on the disc D(0, z c M −2 ), we are in a position to address the complex asymptotics of F N (z; A N , B N ) near z = 0 by comparing analytic functions.
First, however, we must verify the existence of a domain If this condition holds, we will say that the HCIZ non-vanishing hypothesis is satisfied.
The subtle question of when the HCIZ hypothesis holds is addressed in Section 5. In Section 4, we prove that whenever the HCIZ hypothesis holds the HCIZ free energy converges to the generating function for monotone double Hurwitz numbers in genus zero, uniformly on compact subsets of a complex domain. In particular, this proves the conjecture of Collins, Guionnet and Maurel-Segala in all cases where the HCIZ hypothesis holds. 
Combining Corollary 0.5 with the main result of [32] , we obtain an explicit formula for Itzykson-Zuber numbers with β = (1 d ):
Here Aut(α) is the group of permutations of the parts of α = (α 1 , . . . , α ) which preserve α, and
is the rising factorial, with the convention
Step five: zeros of the HCIZ integral. In view of Theorem 0.4, it is important to understand exactly when the HCIZ non-vanishing hypothesis holds. In the case that A N , B N are Hermitian with distinct eigenvalues, we may address this question via the determinantal formula of Harish-Chandra [49] and Itzykson and Zuber [53] .
In Section 5, we use the determinant formula to obtain the following result, which may be viewed as a Lee-Yang type theorem [59] for the partition function I N (z; A, B) with a special potential.
Theorem 0.6. Let A be an N × N Hermitian matrix whose eigenvalues form an arithmetic progression: there is > 0 such that
Then, for any N × N Hermitian matrix B with eigenvalues b 1 < · · · < b N , the HCIZ integral I N (z; A, B) has pure imaginary zeros located at the points
Theorem 0.6 is used in Section 5 to verify the HCIZ hypothesis in the case where the eigenvalues of A N are the N th classical locations of the uniform probability measure on [−M, M ], and B N is an arbitrary (M, 0)-regular sequence of Hermitian matrices. We also include an explicit example showing that the HCIZ non-vanishing hypothesis may fail when one of the matrix sequences is not uniformly bounded. Characterizing potentials for which the HCIZ hypothesis holds is an interesting problem which is treated in [34] .
The Leading Derivatives Theorem
In principle, the HCIZ integral can be evaluated exactly by summing its Maclaurin series. This is feasible if we have an effective understanding of the derivatives of I N (z; A, B) at z = 0. Differentiating under the integral sign, this in turn amounts to evaluating the integrals
The traditional approach to evaluating I U(N ) ). This approach is covered in many articles, see e.g. [83] , and its end result is the Harish-Chandra-Itzykson-Zuber formula,
which holds for any pair of self-adjoint matrices A, B with simple spectra a 1 , . . . , a N and b 1 , . . . , b N , respectively. The determinantal representation of the HCIZ integral is useful for many purposes. However, it is not helpful in understanding the asymptotics of I N (z; A N , B N ) because it may involve a high degree of cancellation which obscures the true behaviour of I N .
In this section, we follow a different approach which ultimately has several advantages over character expansion. The first advantage is that we do not require A and B to be Hermitian, only normal. In this case, we may assume without further loss in generality that they are complex diagonal,
We then have
where the summation runs over all functions i, j :
and we are using multi-index notation
Thus the problem at hand is to evaluate integrals of the form |u IJ | 2 κ N . This is a special case of the "Weingarten problem", which has a long history in the mathematical physics literature, see e.g. [16, 17] and references therein. 
The Weingarten problem may be treated in a general representation-theoretic framework, as we now explain.
1.1. The Weingarten formula for unitary representations. Let (V, U ) and (V , U ) be finite-dimensional unitary representations of a compact topological group G. Thus V and V are Hilbert spaces of dimensions m and n respectively, and U : G → U(V), U : G → U(V ) are continuous group homomorphisms from G into the unitary operators on V and V . Our convention is that inner products are linear in the second argument. 
against the normalized Haar measure on G. Problem 1.2 generalizes Problem 1.1 by replacing U(N ) with an arbitrary compact group G, and replacing the defining representation of U(N ) and its dual with an arbitrary pair of unitary representations of G. Problem 1.2 may be further generalized; for example, one could consider real or quaternionic representations of G, or in another direction replace G by a compact quantum group, see [16] . Here we remain in the category of unitary representations of a classical compact group.
Following the physics terminology, we will refer to the averages II |JJ as (r + s)-point correlation functions. The choice of notation stems from the fact that II |JJ is itself a matrix element associated to a larger unitary representation of G.
Construct the vector space tensor product V rs = r V ⊗ s V , and equip it with the standard inner product inherited from V and V : 
is a continuous group homomorphism U rs : G → U(V rs ). Thus (V rs , U rs ) is again a unitary representation of G, and we have
It follows that the (r + s)-point correlation functions are precisely the matrix elements II |JJ = e I ⊗ e I , P rs e J ⊗ e J of the operator
in the orthonormal basis e I ⊗ e I of V rs .
Averaging over all operators in a unitary representation of a compact group yields the orthogonal projection onto the space of invariant vectors in that representation.
Consequently, P rs is the orthogonal projection of V rs onto the space of G-invariant tensors V G rs = {t ∈ V rs : U rs (g)t = t for all g ∈ G}. Let t 1 , . . . , t z be a basis of V G rs . According to a basic theorem in linear algebra, see e.g. [ is usually known as the "Weingarten matrix" of the projection, see [16] . Putting this all together, we have derived the general formula
In keeping with the terminology of [16] , we will refer to this as the Weingarten formula for unitary representations. 
Weingarten formula for the defining representation of U(N
It is a classical result in invariant theory, see e.g. [51] , that the tensors
span the space of invariants V U(N ) dd for any d, N ≥ 1. However, these tensors only constitute a basis in the "stable range" 1 ≤ d ≤ N ; in the "unstable range" d > N they are a linearly dependent set and the corresponding Gram matrix is singular. A beautiful modern result of Baik and Rains [3] explains how to trim this set to ensure that it is linearly independent for all values of d and N : restrict from the full symmetric group S(d) to the subset S N (d) of permutations with no decreasing subsequence of length N + 1. For more on the combinatorics of pattern-restricted permutations, see [74] .
The Baik-Rains theorem leads to an explicit determination of the Weingarten matrix in the representation which interests us. First, we have that where c(π) denotes the number of cycles in the disjoint cycle decomposition of π ∈ S(d).
Thus in the case of the tautological representation of U(N ) and its dual, the general Weingarten formula specializes to
With this formula in hand, we can continue our calculation of the derivatives of the HCIZ integral at z = 0. We have:
where t(π) d is the cycle type of a permutation π ∈ S(d).
A problem in geometric group theory. The expression for the derivatives I (d)
N (0; A, B) obtained above is quite structured, and the remaining complexity is bundled in the matrix elements [W dd ] ρσ . We now address the question of how best to compute these matrix elements. This is best stated as a general problem in geometric group theory.
Let G be a finite group, and let T ⊆ G be a symmetric set of generators. Let | · | denote the T -induced word norm on G, |g| = minimal length of a word over T which multiplies to g.
The associated word metric, dist(g, h) = |g −1 h|, coincides with the usual graph theory distance from g to h on the (right) Cayley graph Cay(G, T ).
Let q be a complex variable, and consider the q-distance matrix of Cay(G, T ). This is the symmetric |G| × |G| matrix
The q-distance matrix decomposes as
where A k (G, T ) is the k-adjacency matrix of Cay(G, T ), i.e. the matrix with (g, h) entry equal to 1 if |g −1 h| = k and 0 otherwise. Thus Ω q (G, T ) −1 approximates the resolvent of the adjacency matrix A 1 (G, T ) as q → 0. Problem 1.4. Determine the set of q ∈ C for which Ω q (G, T ) is invertible, and compute the inverse for admissible q.
An instance of Problem 1.4 was considered by Zagier [80] , who was interested in the case where G = S(d) is the symmetric group (the Coxeter group A d−1 ) and T is the set of adjacent transpositions (the Coxeter generators of A d−1 ). In this case the word norm is |π| = i(π), the number of inversions in π, and the
) is the Gram matrix whose entries are the (d + d)-point correlation functions, with respect to vaccuum expectation, of a collection of operators obeying the q-commutation relations. As observed by Zagier, the existence of a faithful, cyclic Hilbert space representation of the q-commutation relations is equivalent to the invertibility of Ω q (S(d), T ) for all d ≥ 1. The existence of Fock representations interpolating between the classical commutation and anticommutation relations governing bosons and fermions is of substantial interest in mathematical physics, free probability, and operator algebras, see [11, 80] .
The general strategy employed by Zagier to treat Problem 1.4 is the following. First, observe that Ω q (G, T ) is the matrix of
in the (right) regular representation of the group algebra C[G], with respect to the group element basis. Second, recall that the group algebra C[G] is semisimple (Maschke's theorem). Thus the structure of the matrix Ω q (G, T ) will be transparent if one can obtain a factorization
. . into group algebra elements ζ k (G, T ) whose images in the irreducible representations of C[G] are easy to understand.
In [80] , this strategy is executed concretely in the A d−1 case. Zagier obtains an ingenious factorization of ω q (A d−1 ) with the required properties, and from the isotypic decomposition of the group algebra finds the beautiful identity
from which it follows that Ω q (A d−1 ) is non-singular away from the i(i + 1) st roots of unity, 1 ≤ i ≤ d. It was subsequently observed by Hanlon and Stanley [47] that Ω q (A d−1 ) is a specialization of the Varchenko matrix of the A d−1 hyperplane arrangement, so that Zagier's result may be recovered from more general results of Varchenko [77] . Zagier's paper concludes with a conjectural form for the matrix elements of Ω 
which up to the factor N −d is the Gram matrix we wish to invert. Note that this is an a priori simpler case of Problem 1. C (21 d−2 ) ) in this representation, we will use elements of the modern approach to the representation theory of the symmetric groups as developed by Jucys [57] , Murphy [64] , Diaconis and Greene [19] , and Okounkov and Vershik [70] .
Our starting point is the factorization
obtained by Jucys [57] , which will play the same role as Zagier's factorization of ω q (A d−1 ) mentioned above. Here J 1 , . . . , J d are the transposition sums
which are known as the Jucys-Murphy elements of C[S(d)]. It follows from Jucys' factorization that
where e r (Ξ d ) is the r th elementary symmetric function
x t1 x t2 . . . x tr evaluated on the multiset
Equating powers of q r in these two expressions for ω q (S(d), C (21 d−2 ) ), we have that 
where A λ is the multiset of contents of the Young diagram λ. In particular, we have that
which is non-zero provided q = − 1 c for any c ∈ A λ . As a set, we have
is diagonal with blocks consisting of the homotheties
each occurring with multiplicity dim V λ . Thus the matrix elements of ω q (S(d), C (21 d−2 ) ) with respect to any basis of the group algebra are rational functions of q whose poles are confined to the set {± 1 (d−1) , . . . , ±1}. (In the physics literature, these poles are known as "De Wit -'t Hooft anomalies," see [18, 73] ). In particular, the matrix elements of ω
Owing to the reciprocal relationship between the elementary symmetric functions e r (x) and the complete homogeneous symmetric functions
where [π]h r (Ξ d ) denotes the coefficient of π in the expansion of h r (Ξ d ) with respect to the permutation basis.
1.4.
Proof of Theorem 0.1. We can now complete the proof of the Leading Derivatives Theorem. From the Weingarten formula, we have that
for any positive integers d and N , where [W dd ] is the Weingarten matrix
and in this range we know how to represent the matrix elements of the right hand side as absolutely convergent series in 1/N . Thus, for the first N derivatives of the partition function I N (z; A, B) at z = 0, we have
where the last line follows from the centrality of the Jucys-Murphy specialization Λ → Z(d), and we have identified the conjugacy classes C α , C β with the sums of their elements. From the definition of the JM elements and the complete symmetric functions, we see that [id]C α C β h r (Ξ d ) is equal to the number of (r + 2)-tuples (ρ, σ, τ 1 , . . . , τ r ) of permutations from S(d) such that
Since the partition function I N (z; A, B) and the free energy F N (z; A, B) are analytic at z = 0 and related by I N (z; A, B) = e 
where H r (α, β) is equal to the number of (r + 2)-tuples (ρ, σ, τ 1 , . . . , τ r ) of permutations from S(d) such that
(2) ρστ 1 . . . τ r = id; (3) The group ρ, σ, τ 1 , . . . , τ r acts transitively on the points {1, . . . , d}; (4) Writing τ i = (s i t i ) with s i < t i , we have t 1 ≤ · · · ≤ t r .
By the Riemann-Hurwitz formula, H r (α, β) vanishes unless r = 2g − 2 + (α) + (β) for some g ≥ 0; in this case we write H r (α, β) = H g (α, β). We thus have
which completes the proof of Theorem 0.1.
Asymptotics of the derivatives
In this section we give the proof of Theorem 0.2. Throughout this section, A N , B N are a fixed pair of (M, h)-regular sequences of normal matrices with limit moments Φ = (φ k )
2.1. Two lemmas. Here we prove two easy lemmas which will be needed in the proof of Theorem 0.2.
Proof. This lemma requires the rate of convergence of the moments of A N and B N , but does not invoke their boundedness.
By assumption, for each fixed k ≥ 1 we have
where p(d) is the number of partitions of d.
Proof. This lemma requires the uniform boundedness of A N and B N but does not invoke the rate of convergence of their moments. We have
where the last line follows from the bound A N , B N ≤ M . Now, from the definition of H g (α, β) we have
and the result follows.
Proof of Theorem 0.2.
It is required to prove that
By the Leading Derivatives Theorem, we have
For the first (finite) group of terms, we have
by Lemma 2.1.
As for the second (infinite) group of terms, we have
This completes the proof of Theorem 0.2.
Convergence of genus-specific generating functions
Let A N , B N be two sequences of (M, h)-regular normal matrices with limit mo-
respectively. With Theorem 0.2 in hand, we know the following: if the HCIZ free energy F N (z; A N , B N ) admits an N → ∞ asymptotic expansion to h terms which holds uniformly on compact subsets of a complex domain D containing the origin, then the terms in this expansion must be the analytic functions
Of course, we do not know that such an expansion holds; proving that it does is our goal.
In keeping with the backwards strategy, we will now prove directly that the power series defined above are absolutely convergent. Since A N , B N are by assumption uniformly bounded, A N , B N ≤ M , we have that
Thus our task reduces to proving the absolute summability of the genus-specific generating functions for the monotone double Hurwitz numbers.
In this section, we use the structural results from our articles [32, 33] to prove that the genus-specific generating functions in question all have a dominant singularity at the critical point z c = 
There is a natural sequence of specializations
obtained by first setting ψ j = δ 1j and then φ i = δ 1i . The images of H g (z; Φ, Ψ) under these specializations are the generating functions for the monotone single and simple Hurwitz numbers in genus g:
Like the classical double Hurwitz numbers [40] , the monotone double Hurwitz numbers are rather complicated combinatorial objects. The monotone single Hurwitz numbers are more tractable: as shown in [32, 33] , an appropriate generating function for the monotone single Hurwitz numbers in all degrees and genera may be characterized as the unique formal power series solution of a certain partial differential equation, the monotone analogue of the join-cut equation which characterizes the total generating function of the classical single Hurwitz numbers [36] . This characterization leads to a parameterization of the generating function H g (z; Φ) in terms of an implicitly defined family of series s 1 (z; Φ), s 2 (z; Φ), . . . , which we now describe.
To state the main result of [33] , introduce auxiliary series γ, η 0 ,
The system of functional equations
. . .
. . . has a unique set of solutions s 1 = s 1 (z; Φ), s 2 = s 2 (z, Φ), . . . , s j = s j (z; Φ), . . . which may be obtained using the multivariate Lagrange implicit function theorem [35, §1.2] . The leading terms of the first few of these series are:
The main result of [33] is an explicit form for the generating functions H g in terms of these implicitly defined variables. 
where the c g,µ 's are rational constants and ζ is the Riemann zeta function.
Theorem 3.1 is the monotone analogue of the Lagrangian parameterization of the genus-specific generating functions for classical single Hurwitz numbers conjectured in [38] and proved in [39] by means of the ELSV formula. It is interesting to note that the proof of Theorem 3.1 given in [33] is purely combinatorial and does not rely on ELSV, although many quantities associated with the moduli space of curves make an appearance (the ζ-term is the orbifold Euler characteristic of the moduli space of genus g curves [48] , while 3g − 3 is its dimension). Theorem 3.1 also has an analogue in Hermitian random matrix theory, namely Ercolani's rational parameterization [24, 25] Theorem 3.1 is sufficiently complex that convergence properties of H g (z; Φ) cannot be directly read off from it. However, it implies a concrete, usable parameterization of the generating function H g (z) for the monotone simple Hurwitz numbers in terms of a single analytic function. Indeed, after setting φ 1 = φ, φ 2 = φ 3 = · · · = 0 the auxiliary series γ, η 0 , η 1 , . . . degenerate to linear functions,
and the system of functional equations defining the s j 's becomes the single functional equation
for an unknown function s(z) ∈ C [[z] ]. This functional equation is in the classical Lagrangian form, and applying the univariate Lagrange inversion theorem we find the unique formal power series solution
Noting that 
valid for all g ≥ 2. From the functional equation defining s(z), we see that 1 − 6s(z) is non-vanishing in the slit plane C\[z c , ∞). Thus for g ≥ 2 the generating functions H g (z) converge absolutely on D(0, z c ) and may be analytically continued into the domain C\[z c , ∞).
The rational form used above only applies for g ≥ 2. In genus g = 0, we can apply Stirling's approximation to the exact formula for H 0 (α) obtained in [32] to conclude directly that the radius of convergence of H 0 (z) is
4.2. Bound on the real part of F N .
Proposition 4.1. We have
for any z in the domain of holomorphy of F N (z; A N , B N ).
Proof. By construction,
for all z in the domain of holomorphy of F N (z; A N , B N ). Thus
for all such z.
On the other hand, since the Haar measure is a positive measure, we have the estimate
The last line follows from the fact that, since U = [u ij ] is unitary, the matrix [|u ij | 2 ] is doubly stochastic. Proof. We will use a classical proof structure from complex analysis: a two circles argument.
Let z 0 ∈ D be arbitrary, and let |z 0 | < r 1 < r 2 < r. For all N ≥ N 0 , we have
We will now bound the tail of the sum on the right independently of N . By Cauchy's inequality, we have
where · r1 is the sup-norm over the circle of radius r 1 . Thus for any positive integer E we have the estimate
|z 0 | r 1
E+1
.
Furthermore, we have |z 0 | r 1
for any positive integer E. Let ε > 0 be given, and choose E 0 sufficiently large so that the second term in the above inequality is less than ε/2 for all E ≥ E 0 . Next, by Theorem 0.2, we may choose N 1 ≥ N 0 large enough so that We have checked that the HCIZ non-vanishing hypothesis holds when A N , B N are (M, 0)-regular sequences of Hermitian matrices and A N has a special form. In fact, the HCIZ non-vanishing hypothesis holds for arbitrary (M, 0)-regular sequences of Hermitian matrices, though the proof is more involved, see [34] .
On the other hand, the HCIZ non-vanishing hypothesis may fail if one of the matrix sequences A N , B N is not uniformly bounded. For a specific example, modify the example just considered as follows: as above, take A N to be the matrix whose It is straightforward to check that z = 0 is a limit point of the zeros of the functions I N (z; A N , B N ), N ≥ 1.
