Cognitive beamforming (CB) is a multi-antenna technique for efficient spectrum sharing between primary users (PUs) and secondary users (SUs) in a cognitive radio network. Specifically, a multiantenna SU transmitter applies CB to suppress the interference to the PU receivers as well as enhance the corresponding SU-link performance. In this paper, for a multiple-input-single-output (MISO) SU channel coexisting with a single-input-single-output (SISO) PU channel, we propose a new and practical paradigm for designing CB based on the finite-rate cooperative feedback from the PU receiver to the SU transmitter. Specifically, the PU receiver communicates to the SU transmitter the quantized SU-to-PU channel direction information (CDI) for computing the SU transmit beamformer, and the interference power control (IPC) signal that regulates the SU transmission power according to the tolerable interference margin at the PU receiver. Two CB algorithms based on cooperative feedback are proposed: one restricts the SU transmit beamformer to be orthogonal to the quantized SU-to-PU channel direction and the other relaxes such a constraint. In addition, cooperative feedforward of the SU CDI from the SU transmitter to the PU receiver is exploited to allow more efficient cooperative feedback. The outage probabilities of the SU link for different CB and cooperative feedback/feedforward algorithms are analyzed, from which the optimal bit-allocation tradeoff between the CDI and IPC feedback is characterized.
transmit more frequently with larger power with respect to a single-antenna SU transmitter. The optimal CB requires the SU transmitter to acquire the channel state information (CSI) of its interference channels to the PU receivers and even that of the primary links, which is difficult without the PUs' cooperation.
We consider a two-user cognitive-radio network comprising a multiple-input-single-output (MISO) SU link and a single-input-single-output (SISO) PU link. This paper establishes a new approach of enabling CB at the SU transmitter based on the finite-rate CSI feedback from the PU receivers and presents a set of jointly designed CB and feedback algorithms. The effect of feedback CSI quantization on the SU link performance is quantified, yielding insight into the feedback requirement.
Existing CB designs assume that the SU transmitter either has prior CSI of the interference channels to the PU receivers or can acquire such information by observing the PU transmissions, which may be impractical. Assuming perfect CSI of the SU-to-PU channels, the optimal CB design is proposed in [2] for maximizing the SU throughput subject to a given set of interference power constraints at the PU receivers. The perfect CSI assumption is relaxed in [3] and a more practical CB algorithm is designed where a SU transmitter estimates the required CSI by exploiting channel reciprocity and periodically observing the PU transmissions. However, channel estimation errors can cause unacceptable residual interference from the SU transmitter to the PU receivers. This issue is addressed in [4] by optimizing the cognitive beamfomer to cope with CSI inaccuracy. Besides CB, the power of the SU transmitter can be adjusted opportunistically to further increase the SU throughput by exploiting the primary-link CSI as proposed in [5] and [6] . Such CSI, however, is even more difficult for the SU to obtain than that of the SU-to-PU channels if the PU receivers provide no feedback.
For multiple-input multiple-output (MIMO) wireless systems, CSI feedback from the receiver enables precoding at the transmitter, which not only enhances the throughput but also simplifies the transceiver design [7] . However, CSI feedback can incur substantial overhead due to the multiplicity of MIMO channel coefficients. This motivates active research on designing efficient feedback quantization algorithms, called limited feedback [8] . There exists a rich literature on limited feedback [9] where MIMO CSI quantizers have been designed based on various principles such as line packing [10] and Lloyd's algorithm [11] , and targeting different systems ranging from single-user beamforming [10] , [12] to multiuser downlink [13] [14] [15] . In view of prior work, limited feedback for coexisting networks remains a largely uncharted area. In particular, there exist few results on limited feedback for cognitive radio networks.
In traditional cognitive radio networks, primary users have higher priority of accessing the radio spectrum and are reluctant to cooperate with secondary users having lower priority and belonging to an alien network [16] . However, inter-network cooperation is expected in the emerging heterogeneous wireless networks that employ macro-cells, micro-cells, and femto-cells to serve users with different priorities [17] . For instance, a macro-cell mobile user can assist the cognitive transmission in a nearby femto-cell. Thus, the design of efficient cooperation methods in cognitive radio networks will facilitate the implementation of next-generation heterogeneous wireless networks. This paper presents a new and practical paradigm for designing CB based on the finite-rate CSI feedback from the PU receiver to the SU transmitter, called cooperative feedback. To be specific, the PU receiver communicates to the SU transmitter i) the channel-direction information (CDI), namely the quantized shape of the SU-to-PU MISO channel, for computing the cognitive beamformer and ii) the interference-power-control (IPC) signal that regulates the SU transmission power according to the tolerable interference margin at the PU receiver. Our main contributions are summarized as follows.
1) We present two CB algorithms for the SU transmitter based on the finite-rate cooperative feedback from the PU receiver. One is orthogonal cognitive beamforming (OCB) where the SU transmit beamformer is restricted to be orthogonal to the feedback SU-to-PU channel shape and the SU transmission power is controlled by the IPC feedback. The other is non-orthogonal cognitive beamforming (NOCB) for which the orthogonality constraint on OCB is relaxed and the matching IPC signal is designed.
2) In addition to cooperative feedback, we propose cooperative feedforward of the secondary-link CSI from the SU transmitter to the PU receiver. The feedforward is found to enable more efficient IPC feedback, allowing larger SU transmission power.
3) We analyze the secondary-link performance in terms of the signal-to-noise ratio (SNR) outage probability for OCB. In particular, regardless of whether there is feedforward, the SU outage probability is shown to be lower-bounded in the high SNR regime due to feedback CDI quantization.
The lower bound is proved to decrease exponentially with the number of CDI feedback bits. 4) Finally, we derive the optimal bit allocation for the CDI and IPC feedback under a sum feedback rate constraint, which minimizes an upper bound on the SU outage probability.
The remainder of this paper is organized as follows. Section II introduces the system model. Section III presents the jointly designed CB and cooperative feedback algorithms. Section IV and Section V provide the analysis of the SU outage probability and the optimal tradeoff between the CDI and IPC feedback-bit allocation, respectively. Simulation results are given in Section VI, followed by concluding remarks in Section VII. forming where the beamformer is represented by f . All channels follow independent block fading. The channel coefficients of the primary and secondary links are independent and identically distributed (i.i.d.)
circularly symmetric complex Gaussian random variables with zero-mean and unit-variance, denoted by CN (0, 1). Consequently, the primary signal received at R p has the power P p g p , where P p = f 2 is the transmission power of T p and g p the primary channel power that is exponentially distributed with unit variance, denoted by exp(1). The MISO channels from T s to R p and from T s to R s are represented by
respectively, where 0 < λ < 1 accounts for a larger path loss between T s and R p than that between T s and R s (or between T p and R p ). To facilitate analysis, h x is decomposed into the channel gain g x = h x 2 /λ and channel shape s x = h x / h x , and hence h x = √ λg x s x ; similarly, let h s = √ g s s s . The channel power g x and g s follow independent chi-square distributions with L complex degrees of freedom.
The primary receiver R p cooperates with the secondary transmitter T s to maximize the secondary-link throughput without compromising the primary-link performance. We assume that R p estimates h x and g p perfectly and has prior knowledge of the maximum SU transmission power P max . This enables R p to compute and communicate to T s the IPC signal and the CDI s x . Under a finite-rate feedback constraint, the IPC and CDI feedback must be both quantized. Letŝ x denote the output of quantizing s x . Following [18] , [19] , we adopt the quantization model whereŝ x lies on a hyper sphere-cap centered at s x and its radius depends on the quantization resolution. Specifically, the quantization error
where B is the number of CDI feedback bits. The IPC feedback quantization is discussed in Section III.
Feedback of s s from R s to T s is also required for computing the beamformer f , called local feedback.
We assume no feedback of g s from R s to T s . Thus the transmission power P s of T s is independent of g s .
We also consider the scenario where T s sends s s to R p , called feedforward, prior to cooperative feedback.
This information is used by R p to predict the beamformer at T s and thereby tolerate larger transmission power at T s . For simplicity, the local feedback and the feedforward are assumed perfect. This assumption allows us to focus on the effect of finite-rate cooperative feedback.
The performance of the primary and secondary links are both measured by the SNR or signal-tointerference-plus-noise ratio (SINR) outage probability. Accordingly, the data rates for the primary and secondary links are fixed as R p = log 2 (1 + θ p ) and R s = log 2 (1 + θ s ), respectively, where θ p and θ s specify the receive SNR/SINR thresholds for correct decoding. The receive SNR and SINR at R p are given by
where γ p is the PU transmit SNR given by γ p = P p /σ 2 , and the noise samples at both R p and R s are i.i.d. CN (0, σ 2 ) random variables. The PU outage probability is unaffected by the SU transmission and can be written asP
where the equality in (3) specifies a constraint on the SU CB design and (4) follows from that the primary channel gain g p is distributed as exp (1) . In a heterogeneous network, a primary transmitter such as a macro-cell base station is located far away from a receiver served by a secondary transmitter such as a femto-cell base station. Therefore, interference from T p to R s is assumed negligible and the receive SNR at R s is
It follows that the SU outage probability is
III. COGNITIVE BEAMFORMING AND COOPERATIVE FEEDBACK ALGORITHMS
The beamforming algorithms are designed to minimize the secondary link outage probability under the PU-outage-probability constraint in (3). The OCB and NOCB algorithms together with matching IPC feedback designs are discussed in separate subsections.
A. Orthogonal Cognitive Beamforming
The OCB beamformer at T s , denoted as f o , suppresses interference to R p and yet enhances SNR s in (5) . To this end, f o is constrained to be orthogonal to the feedback CDIŝ x , giving the name OCB. Despite the orthogonality constraint, there exists residual interference from T s to R p due to the quantization error inŝ x . The interference power can be controlled to satisfy the constraint in (3) using IPC feedback from R p to T s . Specifically, the transmission power of T s , defined as P s = f o 2 , satisfies the constraint P s ≤η, whereη is the quantized IPC feedback signal to be designed in the sequel. It follows from above discussion that the beamformer f o solves the following optimization problem
To solve the above problem, we decompose s s as s s = aŝ x + bŝ ⊥ whereŝ ⊥ is an L × 1 vector with unit norm such thatŝ † ⊥ŝ x = 0, and the coefficients (a, b) satisfy |a| 2 + |b| 2 = 1. With this decomposition, the optimization problem in (7) can be rewritten as
It follows that f o implements the maximum-ratio transmission [20] and is thus given as
1) The Design of IPC Feedback: The unquantized IPC feedback signal, denoted as η, is designed such that the constraint v 2 ≤ η is sufficient for enforcing that in (3). The quantization of η will be discussed in the next subsection. The constraint in (3) can be translated into one on the residual interference power I o from T s to R p as follows. Let null(ŝ x ) denote the null space ofŝ x and its basis vectors are represented
as (e 1 , e 2 , · · · , e L−1 ). It follows from the CDI quantization model in Section II that
Without loss of generality, let e 1 =ŝ ⊥ sinceŝ ⊥ ∈ null(ŝ x ) and define δ = |s † xŝ⊥ | 2 . Thus from (10) and
x e n )e n and s x can be decomposed as
where the angles (θ 1 , θ 2 ) represent appropriate phase rotations. Using the above expression, I o can be upper-bounded as
where (13) is obtained by substituting (9) and (11) . Note that computing δ at R p requiresŝ ⊥ that can be derived from the feedforward of s s from T s . Therefore, I o can be obtained at R p using (14) for the case of feedforward or otherwise approximated using (15) . Based on the principle of opportunistic power control in [5] , the constraint in (3) is equivalent to that:
where
If ω < 0, I o can be arbitrarily large since R p experiences outage even without any interference from T s .
For the case without feedforward, the IPC signal η is obtained by combining (15) and (16) as The counterpart of η for the case of feedforward, denoted asή, follows from (14) and (16) aś
Note that the constraint P s ≤ή is looser than P s ≤ η in the case of w ≥ 0 since δ ≤ .
2) The Quantization of IPC Feedback: Letη denote the (A+1)-bit output of quantizing η. The first bit indicates whether there is an outage event at R p ; the following A bits representη if R p is not in outage (i.e., ω ≥ 0) or otherwise are neglected by T s . Given ω ≥ 0,η is constrained to take on values from a finite set
that the optimal design of P for minimizing the SU outage probability requires additional knowledge at R p of the secondary-link data rate and channel distribution. For simplicity, we consider the suboptimal design of P whose elements partition the space of η using the criterion of equal probability. 2 Specifically,
Given P, define the operator · P on x ≥ 0 as x P = max p∈P p subject to p ≤ x. Thenη is given aŝ
Note thatη ≤ η and thus the constraint f o 2 ≤η is sufficient for maintaining the constraint in (16) or its equivalence in (3). Last, for the case with feedforward, the outputη of quantizingή in (19) is given by (21) with η replaced withή.
B. Non-Orthogonal Cognitive Beamforming
The NOCB beamformer at T s is designed by relaxing the orthogonality constraint on OCB. We formulate the design of NOCB beamformer as a convex optimization problem and derive its closedform solution. The matching IPC feedback signal is also designed.
The NOCB beamformer, denoted as f n , is modified from the OCB counterpart by replacing the constraint f † oŝx = 0 with |f † nŝx | 2 ≤μ 1 where 0 ≤μ 1 ≤ P max . In other words, NOCB controls transmission 2 The IPC quantizer can be improved by limiting the quantization range to Pmax and optimizing the set P using Lloyd's algorithm [21] . However, the corresponding analysis is complicated. Thus, we use the current design for simplicity and do not pursue the optimization of the IPC quantization in this work. power in the direction specified byŝ x rather than suppressing it. In addition, f n satisfies a power constraint f n 2 ≤μ 2 with 0 ≤μ 2 ≤ P max . The parametersμ 1 andμ 2 constitute the quantized IPC feedback signal designed in the sequel. Under the above constraints, the design of f n to maximize the receive SNR at R s can be formulated as the following optimization problem
To solve the above problem, we write f n = αŝ x + βŝ ⊥ + ρp where p = q/ q with q identical to that in (11) and |α| 2 + |β| 2 + |ρ| 2 ≤μ 2 . An optimization problem having the same form as (22) is solved in [2] . Using the results in [2, Theorem 2] and s s = aŝ x + bŝ ⊥ , we obtain the following lemma.
Lemma 1. The NOCB beamformer is given by f n = αŝ x + βŝ ⊥ where
Note that the beamformer in (23) performs the maximum-ratio transmission [20] .
In the remainder of this section, the IPC feedback signalμ = (μ 1 ,μ 2 ) is designed to enforce the constraint in (3). The unquantized version ofμ, denoted as µ = (µ 1 , µ 2 ), is first designed as follows.
Similar to (16) , the constraint in (3) can be transformed into the following constraint on the residual interference power I n from T s to R p :
or otherwise f n 2 = P max . To facilitate the design, I n is upper-bounded as follows:
where (26) uses Lemma 1 and (11), (27) applies |β| 2 ≤ P max , and (28) follows from δ ≤ . Recall that computing δ at R p requires feedforward. Therefore, for the case without feedforward, the bound on I n in (28) should be used in designing the IPC feedback. Specifically, combining (25) and (28) gives the following constraint on α
For ν ≥ 0, it follows that µ 1 = ν 2 . For ν < 0, the above constraint is invalid and thus we set µ 1 = |α| 2 = 0; as a result, the NOCB optimization problem in (22) converges to the OCB counterpart in (7), leading to µ 2 = η. Furthermore, it can be observed from (27) that setting µ 2 = P max for the case of µ 1 > 0 does not violate the interference constraint in (25). Combining above results gives the following IPC feedback design:
where η and ν are given in (18) and (30), respectively. It follows that the quantized IPC feedback, denoted asμ, is given asμ
whereν = ν 2 P with P being a scalar quantizer codebook designed similarly as P discussed in Section III-A2. The feedback ofμ is observed from (32) to involve the transmission of only a single scalar (eitherν orη) with one additional bit for separating the first two cases in (32). Note that the third case can be represented by settingν = P max .
For the case with feedforward, the IPC feedback is designed by applying the constraint in (25) to the upper bound on I n in (27) and following similar steps as discussed earlier. The resultant quantized IPC feedback, denoted asμ, isμ
whereν = ν 2 P withν being the unquantized IPC feedback signaĺ
andP a suitable quantizer codebook. Note thatμ ≥μ sinceν ≥ν andη ≥η. In other words, feedforward relaxes the constraint on the SU transmission power.
C. Comparison between Orthogonal and Non-Orthogonal Cognitive Beamforming
Regardless of whether feedforward exists, NOCB outperforms OCB since NOCB relaxes the SU transmission power constraint with respect to OCB, which can be verified by comparing the IPC signals in (18) and (19) with those in (31) and (33), respectively. Next, the performance of OCB and NOCB converges as P max → ∞. Let P out andP out denote the SU outage probabilities for OCB and NOCB, respectively.
Proposition 1. For large P max , the SU outage probabilities for OCB and NOCB converge as
regardless of whether feedforward is available.
Proof: See Appendix A.
The above discussion is consistent with simulation results in Fig. 3 .
D. The Effect of Quantizing Local Feedback and Feedforward
In practice, the local feedback and feedforward of s s must be quantized like the cooperative feedback signals. Letŝ s denote the quantized version of s s . The corresponding cognitive beamforming and cooperative feedback algorithms can be modified from those in the preceding sections by replacing s s withŝ s . The error in the feedback/feedforward of s s at most causes a loss on the received SNR at R s without affecting the primary link performance, which does not change the fundamental results of this work. Note that extensive work has been carried out on quantifying the performance loss of beamforming systems caused by local feedback quantization (see e.g., [10] , [12] , [19] ). Furthermore, simulation results presented in Fig. 5 confirm that the quantization of s s has insignificant effect on the SU outage probability, justifying the current assumption of perfect local feedback and feedforward.
IV. OUTAGE PROBABILITY
The CDI typically requires more feedback bits than the IPC signal since the former is an L×1 complex vector and the latter is a real scalar. For this reason, assuming perfect IPC feedback, this section focuses on quantifying the effects of CDI quantization on the SU outage probability for OCB. Similar analysis for NOCB is complicated with little new insight and hence omitted.
A. Orthogonal Cognitive Beamforming without Feedforward
The outage probability depends on the distribution of the SU transmission power P s , which is given in the following lemma.
Lemma 2. For OCB without feedforward, the distribution of P s is given as
where γ max = P max /σ 2 .
Proof: See Appendix B.
For a sanity check, from the above results, lim B→∞ Pr(P s = P max ) = 1 and lim B→∞ Pr(P s < P max ) = 0.
These are consistent with the fact that OCB with perfect CDI feedback (B → ∞) nulls the interference from T s to R p , allowing T s to always transmit using the maximum power.
Next, define the effective channel power of the secondary link asg
The following result directly follows from [22, Lemma 2] on zero-forcing beamforming for mobile ad hoc networks.
Lemma 3. The effective channel powerg s is a chi-square random variable with (L − 1) complex degrees of freedom, whose probability density function is given as
where Γ(·) denotes the gamma function.
Using Lemmas 2 and 3, the main result of this section is obtained as shown in the following theorem.
Theorem 1. The SU outage probability for OCB without feedforward is
where Γ(·, ·) denote the incomplete gamma function and
Proof: See Appendix C.
The last two terms in (39) represent the increase of the SU outage probability due to the feedback CDI quantization. The asymptotic outage probabilities for large P max and B are given in the following two corollaries.
Corollary 1. For large P max , the SU outage probability in Theorem 1 converges as
This result in (41) shows that for large P max , P out saturates at a level that depends on the quality of CDI feedback because the transmission by T s contributes residual interference to R p . The saturation level of P out in (41) decreases exponentially with increasing B, which suppresses the residual interference.
More details can be found in Fig. 2 and the related discussion in Section VI.
To facilitate subsequent discussion, we refer to the range of P max where P out saturates as the interference limiting regime. From (42), it can be observed that in the interference limiting regime P out increases with the number of antennas L. The reason is that the CDI quantization error grows with L if B is fixed, thus increasing the residual interference from T s to R p . To prevent P out from growing with L in the interference limiting regime, B has to increase at least linearly with (L − 1). However, P out decreases with L outside the interference limiting regime, as shown by simulation results in Fig. 4 in Section VI.
Corollary 2. For large B, the SU outage probability in Theorem 1 converges as
As B → ∞, both links are decoupled and the limit of P out in (43) decreases continuously with P max .
Effectively, feedforward changes the analysis in the preceding section by replacing with δ.
Lemma 4. The probability density function of δ is given as
Proof: See Appendix D.
LetṔ s represent the transmission power of T s for the case of feedforward.
Lemma 5. The distribution ofṔ s is given as
Proof: See Appendix E.
The following theorem is proved using Lemma 5 and following the same procedure as Theorem 1.
Theorem 2. For the case of OCB with feedforward, the SU outage probability iś
where ϕ is given in Theorem 1.
By comparing Theorems 1 and 2, it can be observed that feedforward reduces the increment of the outage probability due to feedback-CDI quantization by a factor of (L − 1). Thus, the outage probability reduction with feedforward is more significant for larger L as confirmed by simulation results (see Fig. 4 in Section VI).
V. TRADEOFF BETWEEN IPC AND CDI FEEDBACK
In this section, we consider both quantized CDI and IPC feedback. Using results derived in the preceding section and under a sum feedback rate constraint, the optimal allocation of bits to the IPC and CDI feedback is derived for OCB.
First, consider OCB without feedforward. LetP s denote the transmission power of T s . The loss onP s due to the IPC feedback quantization is bounded by a function of the number of IPC feedback bits A.
Define the index 1 ≤ n 0 ≤ (2 A − 1) such that p n0−1 ≤ P max ≤ p n0 where p n ∈ P. Then the IPC power loss (P s −P s ) can be upper bounded by ∆P defined as:
Lemma 6. ∆P defined in (48) is given by
Proof: See Appendix F.
Next, the cumulative distribution function ofP s is upper-bounded as shown below.
Lemma 7. The distribution ofP s satisfies Pr(P s = P max ) = Pr(P s = P max ) (50)
where Pr(P s = P max ) and ∆P are given in Lemma 2 and Lemma 6, respectively.
Proof: See Appendix G.
Using Lemma 7 and following the procedure for proving Theorem 1, the outage probability for OCB without feedforward is bounded as shown below.
Proposition 2. Given both quantized CDI and IPC feedback, the SU outage probability for OCB without feedforward satisfiesP
where ϕ is given in Theorem 1 and
Comparing the above result with (39), the increment of P out due to IPC feedback quantization is upper-bounded by the term α2 −A . The asymptotic result parallel to that in Corollary 1 is given below. in (52) is negligible. Then the optimal value of B that minimizes the upper bound onP out in (51), denoted as B , is obtained as
where the function J(B) is defined as
The function J(B) can be shown to be convex. Thus, by relaxing the integer constraint, B can be computed using the following equation
It follows that
where range, the feedback allocation using (57) closely predicts the optimal feedback tradeoff as observed from simulation results in Fig. 6 in Section VI. However, the mentioned first-order approximation is inaccurate for large θ p θ s or small γ p . For these cases, it is necessary to derive the optimal feedback allocation based on analyzing the exact distribution ofP out , which, however, has no simple form.
Next, consider OCB with feedforward. The feedforward counterpart of Proposition 2 is obtained as the following corollary. Corollary 4. Given both quantized CDI and IPC feedback, the SU outage probability for OCB with feedforward satisfiesṔ
The result in (58) shows that feedforward reduces the increment on outage probability due to IPC quantization by a factor of (L − 1). Since the solution of the optimization problem in (54) also minimizes the upper bound onṔ out in (58), the optimal number of CDI feedback bits in (57) holds for the case with feedforward.
VI. SIMULATION RESULTS
Unless specified otherwise, the simulation parameters are set as: the SINR/SNR thresholds θ p = θ s = 3, the path-loss factor λ = 0.1, the noise variance σ 2 = 1, the number of antennas at T s L = 4, and the PU transmit SNR γ p = 10 dB. All curves in the following figures are obtained by simulation except for the curve with the legend "Quantized CDI (Infinite SNR)" in Fig 2, which is based on numerical computation using (41).
Figs. 2 to Fig. 5 concern OCB with quantized CDI and perfect IPC feedback. Fig. 2 displays the curves of SU outage probability P out versus maximum SU transmit SNR γ max for the number of cooperative CDI feedback bits B = {8, 12, 16, 20}. For comparison, we also plot the first-order terms of the P out limits for large γ max as given in (41). As observed from Fig. 2 , with B fixed, P out converges from above to the corresponding limit as γ max increases, consistent with the result in Corollary 1. The limit of P out in the interference limiting regime is observed to decrease exponentially with increasing B. 4 illustrates the effects of the SU feedforward on the SU outage probability. The OCB and NOCB beamforming designs are considered in Fig. 4(a) and Fig. 4(b) , respectively. It can be observed from both figures that the decrease of the SU outage probability due to feedforward is more significant in the interference limiting regime and for larger L. However, increasing L is found to result in higher outage probability in the interference limiting regime, which agrees with the remark on Corollary 1. Last, consider both quantized CDI and IPC feedback. Fig. 6 shows the curves of the SU outage probability for the case of OCB without feedforward versus the number of bits A for IPC feedback. It is observed from Fig. 6 that for given γ max , there exists an optimal combination of (A, B) that minimizes the outage probability. The optimal values of A are indicated by the marker "o" and those computed using the theoretic result in (57) by the marker "x". The simulation and theoretic results are closer for larger γ p . Specifically, they differ at most by two bits for γ p = 10 dB (see Fig. 6(a) ) and by one bit for γ p = 13 dB (see Fig. 6(b) ). These observations agree with the remark in Section V that the derived feedback tradeoff is a more accurate approximation of the optimal one for larger γ p .
VII. CONCLUDING REMARKS
We have introduced a new operation model for coexisting PU and SU links in a spectrum sharing network, where the PU receiver cooperatively feeds back quantized side information to the SU transmitter for facilitating its opportunistic transmission, such that the resultant PU link performance degradation is minimized. Furthermore, based on cooperative feedback, we have proposed two algorithms for the SU transmit beamforming to improve the SU-link performance. Under a PU-feedback-rate constraint, we have derived the optimal feedback bits allocation for the CDI and IPC feedback. In addition, we have shown that additional cooperative feedforward of the SU CDI from the SU transmitter to the PU receiver further enhances the SU-link performance.
To the authors' best knowledge, this paper is the first attempt in the literature to study the design of cooperative feedback from the PU to the SU in a cognitive radio network. This work opens several issues worth further investigation. This paper has assumed single antennas for both PU and SU receivers. It is interesting to extend the proposed CB and cooperate feedback schemes to the more general case with MIMO PU and SU links. Moreover, we have assumed a single SU link coexisting with a single PU link, while it is pertinent to investigate the more general system model with multiple coexisting PU and SU links.
APPENDIX

A. Proof of Proposition 1
For the case without feedforward, we can expandP out and P out as
where ω is defined in (17) andμ 1 is the IPC feedback parameter in (32). Using (29) and (32)
Moreover, from Lemma 1 and (32)
Similarly, it can be shown that
By combining (59), (61), and (62)
where (64) holds since f o = f n forμ 1 = 0. Combining (60), (64) and (63) gives the desired result for the case without feedforward. The proof for the case with feedforward is similar and omitted for brevity.
B. Proof of Lemma 2
Given perfect IPC feedback and the OCB design specified by (9) and (18)
whereP out is given in (4) . From the definition of ω in (17) and define u = θpλγmax γp , the last term in (65) can be obtained as 
The substitution of (67) into (65) gives (36). Next, from (9) and (18),
Using the above equation, (37) is obtained following similar steps as (67). This completes the proof.
Since the receive SNR at R s is P sgs , where (a) uses both Lemmas 2 and 3. The desired result follows from the above equation.
D. Proof of Lemma 4
Define the random variable κ = |s † 1 s 2 | 2 where s 1 and s 2 are independent isotropic vectors in C L−1 with unit norm. The distribution function of κ is given as [12] Pr (κ > τ ) = (1 − τ ) L−2 , 0 ≤ τ ≤ 1.
As shown in [13] , δ follows the same distribution as κ . Using the above results, the distribution of δ is readily obtained as follows:
where (69) is obtained by substituting (68). Differentiating both sides of (70) gives the desired result.
E. Proof of Lemma 5
Following (65) in the proof of Lemma 2, we can write Pr(Ṕ s = P max ) =P out + Pr ω λg x δ ≥ P max (71) whereP out is given in (4). Using (66) with replaced by δ, the last term in (71) 
where (72) can be obtained following similar steps as given above.
F. Proof of Lemma 6
Based on the IPC feedback quantization algorithm in Section III-A2 and for 1 ≤ n ≤ n 0
where (75) uses Lemma 2. Combining (20) , (75) and N = 2 A gives
The desired result follows from (48) and (76).
