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Abstract
It is known that the second Leibniz homology group HL2(stln(R)) of the Steinberg
Leibniz algebra stln(R) is trivial for n ≥ 5. In this paper, we determine HL2(stln(R))
explicitly (which are shown to be not necessarily trivial) for n = 3, 4 without any
assumption on the base ring.
§1 Introduction
The concept of Leibniz algebras was introduced by Loday [Lo] in the study of Leibniz
homology as a noncommutative analog of Lie algebras homology. A Leibniz algebra L is a
vector space equipped with a K-bilinear map [ , ]: L×L −→ L satisfying the Leibniz identity
[x, [y, z]] = [[x, y], z] − [[x, z], y] for all x, y, z ∈ L, where K is a unital commutative ring.
Clearly, a Lie algebra is a Leibniz algebra. For any Leibniz algebra L there is an associated Lie
algebra LLie = L/〈[x, x]〉, where 〈[x, x]〉 is the two-sided ideal generated by all [x, x], x ∈ L.
To study the second Leibniz homology group of Lie algebra sln(R) and Steinberg Lie algebra
stn(R), Loday and Pirashvili [LP] introduced also the noncommutative Steinberg Leibniz
algebra stln(R), where R is an associative algebra over a commutative ring K. In [L],
Steinberg Leibniz algebra and its superalgebra were dicussed. Steinberg Lie algebras and
their universal central extensions have been studied by many authors (e.g., [B1, KL, Ka,
G1, G2, GS]). In most situations, the Steinberg Lie algebra stn(R) is the universal central
extension of the Lie algebra sln(R) whose kernel is isomorphic to the first cyclic homology
group HC1(R) of the associative algebra R and the second Lie algebra homology group
H2(stn(R)) = 0. In [Bl] and [KL], it was proved that H2(stn(R)) = 0 for n ≥ 5. In [KL], it
was mentioned without proof that H2(stn(R)) = 0 for n = 3, 4 if
1
2
∈ the base ring K. This
was proved in [G1] for n = 3 if 1
6
∈ K and for n = 4 if 1
2
∈ K. Gao and Shang [GS] generalize
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the result without any assumption on K. Since stln(R)Lie = stn(R), it is natural to consider
the Second homology group HL2(stln(R)) of the Steinberg Leibniz algebra stln(R) in the
category of Leibniz algebras. In [LP], Loday and Pirashvili proved that HL2(stln(R)) = 0
for n ≥ 5.
Motivated by [GS], in this paper, we will determine HL2(stln(R)) explicitly for n = 3, 4
(which are not necessarily trivial). It is equivalent to work on the Steinberg Leibniz algebras
stln(R) of small characteristic for small n. This completes the determination of the universal
central extension of the Leibniz algebras stln(R) and sln(R) as well. We would like to remark
that since skew-symmetry does not hold for Leibniz algebras, some different approach to solve
the problem seems to be necessary. This is also one of our motivation to present this paper.
The main result in this paper is the following theorem (cf. Theorem 3.5 and 4.4), where the
result for the first case was obtained in [LP].
Theorem 1.1 The second homology group of Steiberg Leibniz algebra stln(R) (cf. Definition
2.4) is
HL2(stln(R)) =


0 if n ≥ 5,
R62 if n = 4,
R63 if n = 3,
where R62, R
6
3 are defined in Definition 3.2 and Definition 4.1.
The paper is organized as follows. In Section 2, we review some basic definitions and
results on Steinberg Leibniz algebras stln(R). Section 3 will discuss the n = 4 case. Section
4 will handle the n = 3 case.
§2 Preliminary Let K be a unital commutative ring.
Definition 2.1 A Leibniz algebra L is a vector space equipped with a K-bilinear map [·, ·] :
L× L→ L, satisfying the Leibniz identity
[x, [y, z]] = [[x, y], z]− [[x, z], y] for all x, y, z ∈ L. (2.1)
Clearly, a Lie algebra is a Leibniz algebra. For any Leibniz algebra L there is an associated
Lie algebra LLie = L/〈[x, x]〉, where 〈[x, x]〉 is the two-sided ideal generated by all [x, x], x ∈
L.
Definition 2.2 Let L be a Leibniz algebra over K, defined the boundary map δn : L
⊗n →
L⊗n−1 by
δn(x1 ⊗ x2 · · · ⊗xn) =
∑
1≤i<j≤n
(−1)j+1x1 ⊗ · · · ⊗ xi−1 ⊗ [xi, xj ]⊗ xi+1 ⊗ · · · ⊗ xˆj ⊗ · · ·xn,
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where xˆj means that the element xj is omitted. The complex (L
⊗n, δ) (where L0 = K
and δ1 = 0) gives the Leibniz homology HL⋆(L) of the Leibniz algebra L and HLn(L) =
Ker δn/Im δn+1 is called the n-th homology group of L.
Let L be a Leibniz algebra over K, the center of L is defined to be
{z ∈ L | [z, L] = [L, z] = 0}.
A Leibniz algebra L is called perfect if [L, L] = L. A central extension of L is a pair (Lˆ, π)
where Lˆ is a Leibniz algebra, and π : Lˆ→ L is a surjective homomorphism such that Ker π
lies in the center of Lˆ and the exact sequence
0→ Ker π → Lˆ→ L→ 0,
splits as K-modules. The pair (Lˆ, π) is a universal central extension of L if for every central
extension (L˜, τ) of L there is a unique homomorphism ψ : Lˆ→ L˜ such that τ ◦ ψ = π.
The following result can be found in [LP].
Proposition 2.3 The universal central extension of a Leibniz algebra L exists if and only
if L is perfect. The universal central extension is unique up to isomorphism. If (Lˆ, π) is the
universal central extension of L, then HL2(L) ∼= Ker π.
Let R be a unital associative K-algebra. We always assume that R has aK-basis {rλ | λ ∈
Λ}(where Λ is an index set), which contains the unit 1 of R. We denote by gln(R) (where
n ≥ 3) the Leibniz algebra consisting of all n × n matrices with coefficients in R (which is
in fact a Lie algebra), whose bracket is as follows.
[Eij(a), Ekl(b)] = δjkEil(ab)− δilEkj(ba),
for a, b ∈ R, 1 ≤ i, j, k, l ≤ n, where Eij(x) is the matrix with only non-zero element x in
position (i, j).
The subalgebra sln(R) := [gln(R), gln(R)] of gln(R) is generated by the elements Eij(a),
a ∈ R, 1 ≤ i 6= j ≤ n, satisfying
[Eij(a), Ejk(b)] = Eik(ab), (2.2)
[Eij(a), Eki(b)] = −Ekj(ba), (2.3)
for i, j, k distinct and
[Eij(a), Ekl(b)] = 0 for j 6= k, i 6= l. (2.4)
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Definition 2.4 [LP] For n ≥ 3, the Steinberg Leibniz algebra stln(R) is a Leibniz algebra
over K defined by generators Xij(a), a ∈ R, 1 ≤ i 6= j ≤ n, subject to the relations
Xij(k1a + k2b) = k1Xij(a) + k2Xij(b) for a, b ∈ R, k1, k2 ∈ K, (2.5)
[Xij(a), Xjk(b)] = Xik(ab), (2.6)
[Xij(a), Xki(b)] = −Xkj(ba) for distinct i, j, k, (2.7)
[Xij(a), Xkl(b)] = 0 for j 6= k, i 6= l, (2.8)
where a, b ∈ R, 1 ≤ i, j, k, l ≤ n.
One observes that both Leibniz algebras sln(R) and stln(R) are perfect since 1 ∈ R.
Define the Leibniz algebra homomorphism φ : stln(R) → sln(R) by φ(Xij(a)) = Eij(a).
Obviously, φ is an epimorphism.
The following result can be found in [LP, KL].
Theorem 2.5 For n ≥ 3 the kernel of φ is central in stln(R) and is isomorphic to HH1(R).
Moreover if n ≥ 5 then
0→ HH1(R)→ stln(R)→ sln(R)→ 0
is the universal central extension of sln(R) (in the category of Leibniz algebras).
Here and below, HH1(R) denotes the Hochschild homology group of R with coefficients
in R. This result means HL2(stln(R)) = 0 for n ≥ 5 and the universal central extension of
sln(R) is also the universal central extension of stln(R), denoted by ŝtln(R). Our purpose is
to determine ŝtln(R) for any ring K and n ≥ 3. The following proposition can be similarly
proved as in [AF] for the Steinberg unitary Lie algebra case(Jacobi identity of Lie algebra
replaced by Leibniz identity).
Lemma 2.6 Let H :=
∑
1≤i 6=j≤n[Xij(R), Xji(R)]. Then H is a subalgebra of stln(R) con-
taining the center of stln(R) such that [H,Xij(R)] ⊆ Xij(R). Moreover,
stln(R) = H ⊕
∑
1≤i 6=j≤n
Xij(R). (2.9)
For a fixed K-basis {rλ | λ ∈ Λ} of R, clearly
Γ := {Xij(rλ) | λ ∈ Λ, 1 ≤ i 6= j ≤ n}, (2.10)
is a K-basis of stln(R).
We will see (cf. Lemma 2.8) that the subalgebra H has a more refined structure. Setting
Tij(a, b) = [Xij(a), Xji(b)], (2.11)
t(a, b) = T1j(a, b)− T1j(ba, 1), (2.12)
for a, b ∈ R, 1 ≤ i 6= j ≤ n. Note that Tij(a, b) is K-bilinear, and so is t(a, b). Further we
have the following
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Lemma 2.7 For a, b, c ∈ R and distinct i, j, k, we have
(1) Tij(a, bc) = Tik(ab, c) + Tkj(ca, b),
(2) Tkj(c, 1) + Tjk(c, 1) = 0,
(3) t(a, b) does not depend on the choice of j.
Proof. Using Leibniz identity and the relations of generators of stln(R), one has
Tij(a, bc) = [Xij(a), Xji(bc)] = [Xij(a), [Xjk(b), Xki(c)]]
= [[Xij(a), Xjk(b)], Xki(c)]− [[Xij(a), Xki(c)], Xjk(b)]
= [Xik(ab), Xki(c)]− [−Xkj(ca), Xjk(b)]
= Tik(ab, c) + Tkj(ca, b).
This show that (1) holds. By the (1), we have
Tij(ab, c) = Tik(a, bc)− Tjk(ca, b). (2.13)
Taking b = 1 in (1) and (2.13), we have Tij(a, c) = Tik(a, c) + Tkj(ca, 1) and Tij(a, c) =
Tik(a, c) − Tjk(ca, 1). Combining the two identities, we prove (2). Taking k /∈ {1, j} and
using (1), we have
t(a, b) = T1j(a, b)− T1j(ba, 1)
= T1k(a, b) + Tkj(ba, 1)− T1j(ba, 1)
= T1k(a, b)− (T1j(ba, 1)− Tkj(ba, 1))
= T1k(a, b)− T1k(ba, 1),
which proves (3). ✷
Lemma 2.8 Every x ∈ H can be written as the following form
x =
∑
i
t(ai, bi) +
∑
2≤j≤n
T1j(cj, 1),
where ai, bi, cj ∈ R.
Proof. Consider Tij(a, b) (since H is generated by Tij(a, b), i 6= j ). By Lemma 2.7, we have
the following: Suppose i = 1. Take k /∈ {1, j}, then
T1j(a, b) = T1k(a, b) + Tkj(ba, 1)
= T1k(a, b) + Tk1(ba, 1) + T1j(ba, 1)
= T1k(a, b)− T1k(ba, 1) + T1j(ba, 1))
= t(a, b) + T1j(ba, 1).
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Suppose i, j 6= 1. Then
Tij(a, b) = Ti1(ab, 1) + T1j(a, b)
= −T1i(ab, 1) + t(a, b) + T1j(ba, 1)
= t(a, b)− (T1i(ab, 1) + T1j(ba, 1)).
Suppose i 6= 1, j = 1. Take k /∈ {1, i}, then
Ti1(a, b) = Tik(a, b) + Tk1(ba, 1)
= Ti1(ab, 1) + T1k(a, b)− T1k(ba, 1)
= t(a, b)− T1i(ab, 1).
This prove the lemma. ✷
For later use, we need the following results which are easy to check directly by Leibniz
identity.
Lemma 2.9 For distinct i, j, k, l and for a, b, c ∈ R, we have
(1) [Tij(a, b), Xkl(c)] = [Xkl(c), Tij(a, b)] = 0,
(2) [Tij(a, b), Xik(c)] = Xik(abc) = −[Xik(c), Tij(a, b)],
(3) [Tij(a, b), Xki(c)] = −Xki(cab) = −[Xki(c), Tij(a, b)],
(4) [Tij(a, b), Xkj(c)] = Xkj(cba) = −[Xkj(c), Tij(a, b)],
(5) [Tij(a, b), Xij(c)] = Xij(abc + cba) = −[Xij(c), Tij(a, b)],
(6) [Tij(a, b), Xjk(c)] = −Xjk(bac) = −[Xjk(c), Tij(a, b)],
(7) [t(a, b), X1i(c)] = X1i((ab− ba)c) = −[X1i(c), t(a, b)],
(8) [t(a, b), Xi1(c)] = −Xi1(c(ab− ba)) = −[Xi1(c), t(a, b)],
(9) [t(a, b), Xjk(c)] = 0 = −[Xjk(c), t(a, b)] for j, k ≥ 2.
§3 Universal central extension of stl4(R)
In this section, we determine the universal central extension ŝtl4(R) of stl4(R) and com-
pute HL2(stl4(R)) without any assumption on R.
For any positive integer m, let Im be the ideal of R generated by the elements ma and
ab− ba, for a, b ∈ R. One immediately has
Lemma 3.1 (cf. [GS]) Im = mR +R[R,R] and [R,R]R = [R,R]R.
Let Rm := R/Im be the quotient algebra over K which is commutative. Write a¯ = a+Im
for a ∈ R. Note that if m = 2 then a = −a in Rm.
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Definition 3.2 We define W = R62 to be the direct sum of six copies of R2. For 1 ≤ m ≤ 6,
we let ǫm(a) = (0, · · · , a, · · · , 0) be the element ofW such that the m-th coordinate is a and
zero otherwise.
Let S4 be the symmetric group of {1, 2, 3, 4}. Let
P = {(i, j, k, l) | {i, j, k, l} = {1, 2, 3, 4}},
be the set of all the quadruples with the distinct components. Then S4 has a natural
transitive action on P given by
σ((i, j, k, l)) = (σ(i), σ(j), σ(k), σ(l)) for any σ ∈ S4.
Clearly
G = {(1), (13), (24), (13)(24)},
is a subgroup of S4 with [S4 : G] = 6. Then S4 has a partition of cosets with respect to G,
denoted by
S4 =
6⊔
m=1
σmG.
We obtain a partition of P by
P =
6⊔
m=1
Pm, where Pm = (σmG)((1, 2, 3, 4)).
Define the index map θ : P → {1, 2, 3, 4, 5, 6} by
θ ((i, j, k, l)) = m if (i, j, k, l) ∈ Pm, for 1 ≤ m ≤ 6.
We fix P1 = G((1, 2, 3, 4)), then we have (1, 2, 3, 4) ∈ P1 and θ((1, 2, 3, 4)) = 1.
Using the decomposition (2.9) of stl4(R), we take Γ as in (2.10) with n = 4. Define
ψ : Γ× Γ→W by
ψ(Xij(r), Xkl(s)) = ǫθ((i,j,k,l))(rs) ∈ W for r, s ∈ {rλ | λ ∈ Λ} and distinct i, j, k, l,
and ψ = 0 otherwise. Then we obtain the K-bilinear map ψ : stl4(R) × stl4(R) → W by
linearity. We now have
Lemma 3.3 The bilinear map ψ is a Leibniz 2-cocycle.
Proof. It suffices to prove
J(x, y, z) := ψ(x, [y, z]) + ψ([x, z], y)− ψ([x, y], z) = 0, (3.1)
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for any x, y, z ∈ stl4(R). According to (2.9) and Lemma 2.8, the Steinberg Leibniz algebra
stl4(R) has the decomposition :
stl4(R) = t(R,R)⊕ T12(R, 1)⊕ T13(R, 1)⊕ T14(R, 1)⊕
⊕
1≤i 6=j≤n
Xij(R), (3.2)
where t(R,R) is the K-linear span of the elements t(a, b). Clearly, the number of elements of
x, y, z belonging to the subalgebra H such that ψ([x, y], z) 6= 0 is at most one. We consider
the following possibilities:
Case 1: Suppose there exists exactly one of {x, y, z} belonging to H . Say, x =
X12(a), y = X34(b) and z ∈ H , where a, b ∈ R (we omit the other subcases since they
are very similar, although not identical). We can assume that either z = t(c, d), where
c, d ∈ R, or z = T1j(c, 1), where 2 ≤ j ≤ 4 and c ∈ R.
If z = t(a, b), then according to the Leibniz identity and Lemma 2.9, we have
J(x, y, z)) = ψ([X12(a), t(c, d)], X34(b))
= ψ(−X12((cd− dc)a), X34(b))
= −ǫ1((cd− dc)ab) = 0.
If z = T12(c, 1), then
J(x, y, z)) = ψ([X12(a), T12(1, c)], X3,4(b))
= ψ(−X12(ca+ ac), X34(b))
= − ǫ1((ca+ ac)b) = 0.
If z = T13(c, 1), then
J(x, y, z)) = ψ(X12(a), [X34(b), T13(c, 1)]) + ψ([X12(a), T13(c, 1)], X34(b))
= ψ(X12(a), X34(cb)) + ψ(−X12(ca), X34(b))
= ǫ1(acb− cab) = ǫ1(c(ab− ba)) = 0.
If z = T14(c, 1), then
J(x, y, z) = ψ(X12(a), [X34(b), T14(c, 1)]) + ψ([X12(a), T14(c, 1)], X34(b))
= ψ(X12(a),−X34(bc)) + ψ(−X12(ca), X34(b))
= −ǫ1(abc + cab) = −ǫ1(abc− abc) = 0.
Case 2: Suppose none of {x, y, z} belongs to H . The nonzero terms of J(x, y, z) must
be ψ([Xik(a), Xkj(b)], Xkl(c)) or ψ([Xil(a), Xlj(b)], Xkl(c)) for distinct i, j, k, l and a, b, c ∈ R.
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In case x = Xik(a), y = Xkj(b) and z = Xkl(c), we have
J(x, y, z)) = ψ([Xik(a), Xkl(c)], Xkj(b))− ψ([Xik(a), Xkj(b)], Xkl(c))
= ψ(Xil(ac), Xkj(b))− ψ(Xij(ab), Xkl(c))
= ǫθ((i,l,k,j))(acb)− ǫθ((i,j,k,l))(abc)
= ǫθ((i,j,k,l))(a(cb− bc)) = 0.
In case x = Xil(a),y = Xlj(b) and z = Xkl(c), we have
J(x, y, z)) = ψ(Xil(a), [Xlj(b), Xkl(c)])− ψ([Xil(a), Xlj(b)], Xkl(c))
= ψ(Xil(a),−Xkj(cb))− ψ(Xij(ab), Xkl(c))
= −ǫθ((i,l,k,j))(acb)− ǫθ((i,j,k,l))(abc)
= −ǫθ((i,j,k,l))(a(bc + cb)) = 0,
where the fourth equality follows from the fact that (i, j, k, l) and (i, l, k, j) are in the same
partition of P , i.e. θ((i, j, k, l)) = θ((k, l, i, j)). This is because that if (ijkl) = σ((1234))
(where σ ∈ S4), then (ilkj) = (σ ◦ (24))((1234)). The proof is completed. ✷
We therefore obtain a central extension of Leibniz algebra stl4(R):
0→W → ŝtl4(R)
π
→ stl4(R)→ 0, (3.3)
i.e.
ŝtl4(R) =W ⊕ stl4(R), (3.4)
with bracket
[(c, x), (c′, y)] = (ψ(x, y), [x, y]),
for all x, y ∈ stl4(R) and c, c
′ ∈ W, where π :W⊕stl4(R)→ stl4(R) is the second coordinate
projection map. Namely, (ŝtl4(R), π) is a central extension of stl4(R). We will show that
(ŝtl4(R), π) is the universal central extension of stl4(R). To do this, we define a Leibniz
algebra stl4(R)
♯ to be the Leibniz algebra generated by the symbols X♯ij(a), a ∈ R and the
K-linear space W, satisfying the following relations:
Xij
♯(k1a + k2b) = k1Xij
♯(a) + k2Xij
♯(b) for a, b ∈ R, k1, k2 ∈ K, (3.5)
[X♯ij(a), X
♯
jk(b)] = −[X
♯
jk(b), X
♯
ij(a)] = X
♯
ik(ab) for distinct i, j, k, (3.6)
[X♯ij(a),W] = 0 = [W, X
♯
ij(a)] for distinct i, j, (3.7)
[X♯ij(a), X
♯
ij(b)] = 0 for distinct i, j, (3.8)
[X♯ij(a), X
♯
ik(b)] = 0 for distinct i, j, k, (3.9)
[X♯ij(a), X
♯
kj(b)] = 0 for distinct i, j, k, (3.10)
[X♯ij(a), X
♯
kl(b)] = ǫθ((i,j,k,l))(ab) for distinct j, k, i, l, (3.11)
9
where a, b ∈ R, 1 ≤ i, j, k, l ≤ 4. Since 1 ∈ R, we see stl4(R)
♯ is perfect. Clearly, there is a
unique Leibniz algebra homomorphism ρ : stl4(R)
♯ → ŝtl4(R) such that ρ(X
♯
ij(a)) = Xij(a)
and ρ|W = id. One can easily observe that ρ is actually an isomorphism. Namely,
Lemma 3.4 ρ : stl4(R)
♯ → ŝtl4(R) is a Leibniz algebra isomorphism.
The analogue of the following theorem for Lie algebra was obtained in [GS]. However, in
our case, since the skew-symmetry does not hold for Leibniz algebras, we need to find some
different approach to solve the problem.
Theorem 3.5 (ŝtl4(R), π) is the universal central extension of stl4(R) and hence
HL2(stl4(R)) ∼=W.
Proof. Suppose
0→ V → s˜tl4(R)
τ
→ stl4(R)→ 0,
is a central extension of stl4(R). We must show that there exists a Leibniz algebra homo-
morphism η : ŝtl4(R)→ s˜tl4(R) such that τ ◦ η = π. By Lemma 3.4, it suffices to show that
there exists a Leibniz algebra homomorphism ξ : stl4(R)
♯ → s˜tl4(R) such that τ ◦ ξ = π ◦ ρ.
Using the K-basis {rλ | λ ∈ Λ} of R, we choose a preimage X˜ij(a) of Xij(a) under τ for
1 ≤ i 6= j ≤ 4 and a ∈ {rλ | λ ∈ Λ}. For distinct i, j, k, let
[X˜ik(a), X˜kj(b)] = X˜ij(ab) + µ
k
ij(a, b),
where µkij(a, b) ∈ V. Similar to the discussions in [GS] (replacing of the Jacobi identity by
Leibniz identity (2.1)), we obtain that µkij(a, b) is independent of the choice of k and by
re-choosing the preimage X˜ik(a), we can suppose as in [GS],
[X˜ik(a), X˜kj(b)] = X˜ij(ab). (3.12)
We also need to consider the bracket [X˜kj(b), X˜ik(a)] for a, b ∈ R and distinct i, j, k since
there is no skew-symmetry for Leibniz algebras. Our approach is different from that in [GS].
Let
[X˜kj(a), X˜ik(b)] = −X˜ij(ba) + µ˜ij(a, b),
where µ˜ij(a, b) ∈ V is independent of k as in µ
k
ij(a, b). Take distinct i, j, k, l, then[
[X˜kl(a), X˜lj(c)], X˜ik(b)
]
= [X˜kj(ac), X˜ik(b)]. (3.13)
The left-hand side of (3.13) is, by Leibniz identity (2.1),
[
X˜kl(a), [X˜lj(c), X˜ik(b)]]
]
+
[
[X˜kl(a), X˜ik(b)], X˜lj(c)
]
= [−X˜il(ba), X˜lj(c)] = −X˜ij(bac),
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since [X˜lj(c), X˜ik(b)] ∈ V. On the other hand, the right-hand side of (3.13) is −X˜ij(bac) +
µ˜ij(ac, b). Thus µ˜ij(ac, b) = 0. In particular, taking c = 1, we have µ˜ij(a, b) = 0. Therefore
[X˜kj(a), X˜ik(b)] = −X˜ij(ba), (3.14)
for a, b ∈ R and distinct i, j, k. Now (3.12) and (3.14) imply (3.6).
Next for k 6= i, k 6= j, we have
[X˜ij(a), X˜ij(b)] =
[
X˜ij(a), [X˜ik(b), X˜kj(1)]
]
=
[
[X˜ij(a), X˜ik(b)], X˜kj(1)
]
−
[
[X˜ij(a), X˜kj(1)], X˜ik(b)
]
= 0− 0 = 0, (3.15)
as both of [X˜ij(a), X˜ik(b)] and [X˜ij(a), X˜kj(1)] are in V. Thus, relation (3.8) is obtained.
To obtain relation (3.9), take l /∈ {i, j, k}, then by Leibniz identity (2.1),
[X˜ij(a), X˜ik(b)] =
[
X˜ij(a), [X˜il(b), X˜lk(1)]
]
=
[
[X˜ij(a), X˜il(b)], X˜lk(1)
]
−
[
[X˜ij(a), X˜lk(1)], X˜il(b)
]
= 0− 0 = 0, (3.16)
since [X˜ij(a), X˜il(b)], [X˜ij(a), X˜lk(1)] ∈ V. Similarly, we have
[X˜ij(a), X˜kj(b)] = 0, (3.17)
for distinct i, j, k, i.e., we have relation (3.10).
To verify (3.11), set T˜ij(a, b) = [X˜ij(a), X˜ji(b)]. The following brackets are easily checked
by the Leibniz identity.
[T˜ij(a, b), X˜ik(c)] = X˜ik(abc) = −[X˜ik(c), T˜ij(a, b)],
[T˜ij(a, b), X˜kj(c)] = X˜kj(cba) = −[X˜kj(c), T˜ij(a, b)], and
[T˜ij(a, b), X˜kl(c)] = 0 = [X˜kl(c), T˜ij(a, b)]. (3.18)
Then we have
[T˜ij(a, b), X˜ij(c)] =
[
T˜ij(a, b), [X˜ik(c), X˜kj(1)]
]
=
[
[T˜ij(a, b), X˜ik(c)], X˜kj(1)
]
−
[
[T˜ij(a, b), X˜kj(1)], X˜ik(c)
]
= X˜ij(abc)− (−X˜ij(cba)) = X˜ij(abc + cba), (3.19)
for a, b, c ∈ R and distinct i, j, k, l. Similarly
[X˜ij(c), T˜ij(a, b)] = −X˜ij(abc + cba).
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Next, for distinct i, j, k, l, let
[X˜ij(a), X˜kl(b)] = ν
ij
kl(a, b),
where νijkl(a, b) ∈ V. By (3.18) and (3.19),
2νijkl(a, b) = [X˜ij(2a), X˜kl(b)] =
[
[T˜ij(1, 1), X˜ij(a)], X˜kl(b)]
]
=
[
T˜ij(1, 1), [X˜ij(a), X˜kl(b)]
]
+
[
[T˜ij(1, 1), X˜kl(b)], X˜ij(a)]
]
= 0 + 0 = 0.
So
νijkl(a, b) = −ν
ij
kl(a, b). (3.20)
Using Leibniz identity (2.1), we have
νilkj(bc, a) =
[
[X˜ik(b), X˜kl(c)], X˜kj(a)
]
=
[
X˜ik(b), [X˜kl(c), X˜kj(a)]
]
+
[
[X˜ik(b), X˜kj(a)], X˜kl(c)
]
= [X˜ij(ba), X˜kl(c)] = ν
ij
kl(ba, c).
Taking c = 1 and b = 1 respectively, we have νilkj(b, a) = ν
ij
kl(ba, 1) and ν
il
kj(c, a) = ν
ij
kl(a, c).
It then follows that
νilkj(b, a) = ν
ij
kl(a, b) = ν
ij
kl(ba, 1), (3.21)
where a, b ∈ R and i, j, k, l are distinct. So νijkl(R,R) = ν
ij
kl(R, 1).
Moreover, by (3.19), we get
νijkl(abc + cba, d) = [X˜ij(abc + cba), X˜kl(d)] =
[
[T˜ij(a, b), X˜ij(c)], X˜kl(d)
]
=
[
T˜ij(a, b), [X˜ij(c), X˜kl(d)]
]
+
[
[T˜ij(a, b), X˜kl(d)], X˜ij(c)
]
= [T˜ij(a, b), ν
ij
kl(c, d)] + [0, X˜ij(c)] = 0. (3.22)
Taking c = d = 1 gives νijkl(ab+ ba, 1) = 0, i.e.
νijkl(a, b) = ν
ij
kl(ba, 1) = −ν
ij
kl(ab, 1) = ν
ij
kl(ab, 1) = ν
ij
kl(b, a). (3.23)
Letting c = 1 in (3.22) and using (3.21) and (3.20), we get
νijkl(d(ab− ba), 1) = ν
ij
kl(ab− ba, d) = ν
ij
kl(ab, d)− ν
ij
kl(ba, d)
= νijkl(ab, d) + ν
ij
kl(ba, d)
= νijkl(ab+ ba, d) = 0, (3.24)
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for a, b, c, d ∈ R and distinct i, j, k, l.
As for the other equalities of (3.11), let
[X˜kl(b), X˜ij(a)] = −ν
ij
kl(a, b) + ν
′,
where νijkl(a, b), ν
′ ∈ V. By Leibniz identity (2.1) and (3.21), (3.20), we have
[
X˜kl(b), [X˜ik(a), X˜kj(1)]
]
=
[
[X˜kl(b), X˜ik(a)], X˜kj(1)
]
−
[
[X˜kl(b), X˜kj(1)], X˜ik(a)
]
= [−X˜il(ab), X˜kj(1)]− 0
= −νilkj(ab, 1) = −ν
il
kj(b, a) = −ν
ij
kl(a, b).
So ν ′ = 0, and
[X˜kl(b), X˜ij(a)] = −ν
ij
kl(a, b). (3.25)
Note that, (3.20) and (3.24) show
νijkl(I2, 1) = 0, (3.26)
where I2 = Span{2a, c(ab− ba)|a, b, c ∈ R)} (cf. Lemma 3.1). Moreover, for any a ∈ R, by
(3.20), (3.21), (3.23) and (3.25), we get
ν1234(a, 1) = ν
14
32(a, 1) = ν
34
12(a, 1) = ν
32
14(a, 1).
It shows that the subgroup G = {(1), (13), (24), (13)(24)} of S4 fixes ν
12
34(a, 1). Now similar
arguments as in [GS] complete the proof of the theorem. ✷
§4 The second homology group HL2(stl3(R)) of stl3(R)
In this section we compute HL2(stl3(R)). Recall from Lemma 3.1 that I3 = 3R+R[R,R],
and R3 = R/I3 is an associative commutative K-algebra.
Definition 4.1 Denote U = R63, and we also use R
(i)
3 , i = −3,−2, · · · , 3 to denote a copy of
R3. For a ∈ R3, a
(i) will denote the corresponding element (0, · · · , a, · · · , 0) in U .
For convenience, for 1 ≤ m 6= n ≤ 3 we use the symbol:
sign(m,n) =


1, if m < n,
−1, if m > n.
Take Γ as in (2.10) with n = 3. We define ψ : Γ× Γ→ U by
ψ(Xij(r), Xik(s)) = sign(j, k)(rs)
(i)
ψ(Xij(r), Xkj(s)) = sign(i, k)(rs)
(−j),
for r, s ∈ {rλ | λ ∈ Λ} and distinct i, j, k, and ψ(x, y) = 0 otherwise. Then ψ can be
extended to a bilinear map stl3(R)× stl3(R)→ U . We have
13
Lemma 4.2 The bilinear map ψ is a Leibniz 2-cocycle.
Proof: Similar to the proof of Lemma 3.3, we show J(x, y, z) = 0 for x, y, z ∈ stl3(R)
(cf. (3.1)). We have the decomposition,
stl3(R) = t(R,R)⊕ T12(R, 1)⊕ T13(R, 1)⊕
⊕
1≤i 6=j≤3
Xij(R). (4.1)
As in the proof of Lemma 3.3, we can suppose at most one of {x, y, z} is in the subalgebra
H . We consider the following cases.
Case 1: Suppose z ∈ H .
We first verify two subcases x = X12(a), y = X13(b) or x = X21(a), y = X31(b) for
a, b ∈ R. By (4.1), we may assume that either z = t(c, d), where c, d ∈ R, or z = T1j(c, 1),
where 2 ≤ j ≤ 3 and c ∈ R.
In case x = X12(a), y = X13(b), we have, according to the Leibniz identity, if z = t(c, d),
then
J(x, y, z)) = ψ(X12(a), [X13(b), t(c, d)]) + ψ([X12(a), t(c, d)], X13(b))
= −ψ(X12(a), X13((cd− dc)b))− ψ(X12((cd− dc)a), X13(b))
= −(a(cd − dc)b+ (cd− dc)ab)(1) = 0.
If z = T12(c, 1), then
J(x, y, z)) = ψ(X12(a), [X13(b), T12(c, 1)]) + ψ([X12(a), T12(c, 1)], X13(b))
= ψ(X12(a),−X13(cb)) + ψ(−X12(ca+ ac), X13(b))
= −(acb+ (ca+ ac)b)1 = −(3abc)(1) = 0.
If z = T13(c, 1), then
J(x, y, z)) = ψ(X12(a), [X13(b), T13(c, 1)]) + ψ([X12(a), T13(c, 1)], X13(b))
= ψ(X12(a),−X13(cb+ bc)) + ψ(−X12(ca), X13(b))
= −(a(cb+ bc) + cab)1 = −(3abc)(1) = 0.
In case x = X21(a), y = X31(b), if z = t(c, d), then
J(x, y, z)) = ψ(X21(a), [X31(b), t(c, d)]) + ψ([X21(a), t(c, d)], X31(b))
= ψ(X21(a), X31(b(cd− dc))) + ψ(X21(a(cd− dc)), X31(b))
= ((ab(cd− dc) + a(cd− dc)b))(−1) = 0.
If z = T12(c, 1), then
J(x, y, z)) = ψ(X21(a), [X31(b), T12(1, c)]) + ψ([X21(a), T12(c, 1)], X31(b))
= ψ(X21(a), X31(bc)) + ψ(X21(ca+ ac), X31(b))
= (abc+ (ca + ac)b)(−1) = (3abc)(−1) = 0.
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If z = T13(c, 1), then
J(x, y, z)) = ψ(X21(a), [X31(b), T13(c, 1)]) + ψ([X21(a), T13(1, c)], X31(b))
= ψ(X21(a), X31(cb+ bc)) + ψ(X21(ac), X31(b))
= (a(cb+ bc) + acb)(−1) = (3abc)(−1) = 0.
As for the other subcases, they are similar to the above subcases except the following
subcase: x = X23(a), y = X21(b) and z = t(c, d). In this situation, we have
J(x, y, z)) = ψ(X23(a), [X21(b), t(c, d)]) + ψ([X23(a), t(c, d)], X21(b))
= ψ(X23(a), X21(b(cd− dc))) + ψ(0, X21(b))
= −(ab(cd − dc))(2) = 0.
Case 2: Suppose there is none of {x, y, z} belonging to H . Then the nontrivial terms
of J(x, y, z) must be ψ([Xik(a), Xkj(b)], Xik(c)) or ψ([Xik(a), Xkj(b)], Xkj(c)) for a, b, c ∈ R
and distinct i, j, k.
If: x = Xik(a), y = Xkj(b) and z = Xik(c), then
J(x, y, z)) = ψ(Xik(a), [Xkj(b), Xik(c)])− ψ([Xik(a), Xkj(b)], Xik(c))
= ψ(Xik(a),−Xij(cb))− ψ(Xij(ab), Xik(c))
= −sign(k, j)(acb− abc)(i) = 0.
If x = Xik(a), y = Xkj(b) and z = Xkj(c), then
J(x, y, z)) = ψ([Xik(a), Xkj(c)], Xkj(b))− ψ([Xik(a), Xkj(b)], Xkj(c))
= ψ(Xij(ac), Xkj(b))− ψ(Xij(ab), Xkj(c))
= sign(i, k)(acb− abc)(−j) = 0.
The proof is completed. ✷
It is similar to the stl4(R) case, we obtain a central extension of stl3(R):
0→ U → ŝtl3(R)
π
→ stl3(R)→ 0, (4.2)
i.e.
ŝtl3(R) = U ⊕ stl3(R), (4.3)
and define stl3(R)
♯ to be the Leibniz algebra generated by the symbols X♯ij(a), a ∈ R and
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the K-linear space U , satisfying the following relations:
Xij
♯(k1a + k2b) = k1Xij
♯(a) + k2Xij
♯(b) for a, b ∈ R, k1, k2 ∈ K, (4.4)
[X♯ij(a), X
♯
jk(b)] = −[X
♯
jk(b), X
♯
ij(a)] = X
♯
ik(ab) for distinct i, j, k, (4.5)
[X♯ij(a),U ] = 0 = [U , X
♯
ij(a)] for distinct i, j, (4.6)
[X♯ij(a), X
♯
ij(b)] = 0 for distinct i, j, (4.7)
[X♯ij(a), X
♯
ik(b)] = sign(j, k)(ab)
i for distinct i, j, k, (4.8)
[X♯ij(a), X
♯
kj(b)] = sign(i, k)(ab)j for distinct i, j, k, (4.9)
where a, b ∈ R, 1 ≤ i, j, k ≤ 3 are distinct. Then stl3(R)
♯ is perfect and there is a unique
Leibniz algebra homomorphism ρ : stl3(R)
♯ → ŝtl3(R).
As in Lemma 3.4, we have
Lemma 4.3 ρ : stl3(R)
♯ → ŝtl3(R) is a Leibiz algebra isomorphism.
Now we can state the main theorem of this section.
Theorem 4.4 (ŝtl3(R), π) is the universal central extension of stl3(R) and hence
HL2(stl3(R)) ∼= U .
Proof. The idea to prove this theorem is similar to that in the proof of Theorem 3.5. But
there are some slight differences. The point is that since 1 ≤ i, j, k ≤ 3, if i, j, k are distinct,
then k is uniquely determined once i, j are chosen.
Suppose
0→ V → s˜tl3(R)
τ
→ stl3(R)→ 0,
is a central extension of stl3(R). We must show that there exists a Leibniz algebra homo-
morphism η : ŝtl3(R) → s˜tl3(R) so that τ ◦ η = π. Thus, by Lemma 4.3, it suffices to
show that there exists a Leibniz algebra homomorphism ξ : stl3(R)
♯ → s˜tl3(R) such that
τ ◦ ξ = π ◦ ρ. Choose a preimage X˜ij(a) of Xij(a) as in Section 3, we need to check that
relations (4.4)–(4.9) are satisfied.
Again set
T˜ij(a, b) = [X˜ij(a), X˜ji(b)],
[X˜ik(a), X˜kj(b)] = X˜ij(ab) + µij(a, b),
[X˜kj(b), X˜ik(a)] = −X˜ij(ab) + µ˜ji(b, a),
for a, b ∈ R and distinct i, j, k, where µij(a, b), µ˜ji(b, a) ∈ V. Then by Leibiz identity and
the definition of T˜ij(a, b), we have
[T˜ij(a, b), X˜ik(c)] = X˜ik(abc) + µik(a, bc).
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On the other hand, we also have
[T˜ij(a, b), X˜ik(c)] =
[
T˜ij(a, b), [X˜ij(1), X˜jk(c)]
]
=
[
[T˜ij(a, b), X˜ij(1)], X˜jk(c)
]
−
[
[T˜ij(a, b), X˜jk(c)], X˜ij(1)
]
= [X˜ij(ab+ ba), X˜jk(c)]− [−X˜jk(bac), X˜ij(1)]
= X˜ik(abc) + X˜ik(bac) + µik(ab, c) + µik(ba, c)− X˜ik(bac) + µ˜ki(bac, 1)
= X˜ik(abc) + µik(ab, c) + µik(ba, c) + µ˜ki(bac, 1).
So we get
µik(a, bc) = µik(ab, c) + µik(ba, c) + µ˜ki(bac, 1). (4.10)
Taking b = 1 in (4.10) gives
µik(a, c) + µ˜ki(ac, 1) = 0. (4.11)
It follows that
µik(a, c) = −µ˜ki(ac, 1) = µik(1, ac) = µik(ac, 1). (4.12)
Similarly, by Leibniz identity, we have
[
T˜ij(1, 1), [X˜ij(a), X˜jk(b)]
]
= [T˜ij(1, 1), X˜ik(ab)] = X˜ik(ab) + µik(1, ab)
=
[
[T˜ij(1, 1), X˜ij(a)], X˜jk(b)
]
−
[
[T˜ij(1, 1), X˜jk(b)], X˜ij(a)
]
= X˜ik(ab) + 2µik(a, b) + µ˜ki(b, a),
which yields
µik(1, ab) = 2µik(a, b) + µ˜ki(b, a). (4.13)
From (4.12) and (4.13), we have
µik(a, b) + µ˜ki(b, a) = 0. (4.14)
Now replacing X˜ij(a) by X˜ij(a) + µij(1, a) which satisfies (4.4), we have at once
[X˜ik(a), X˜kj(b)] = X˜ij(ab), (4.15)
[X˜kj(b), X˜ik(a)] = −X˜ij(ba), (4.16)
for a, b ∈ R, distinct i, j, k. This gives (4.5). The proof of relation (4.7) is exactly the same
as (4.13).
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To show X˜ij(a) satisfies (4.8) and (4.9), we define
[X˜ij(a), X˜ik(b)] = ν
i
jk(a, b) and [X˜ij(a), X˜kj(b)] = ν
ik
j (a, b),
where νijk(a, b), ν
ik
j (a, b) ∈ V. Then
νijk(a, b) = [X˜ij(a), X˜ik(b)] =
[
X˜ij(a), [X˜ij(1), X˜jk(b)]
]
= −[X˜ik(ab), X˜ij(1)] = −ν
i
kj(ab, 1). (4.17)
and
νijk(a, b) = [X˜ij(a), X˜ik(b)] =
[
[X˜ik(a), X˜kj(1)], X˜ik(b)
]
= [X˜ik(a),−X˜ij(b)] = −ν
i
kj(a, b)
=
[
[X˜ik(1), X˜kj(a)], X˜ik(b)
]
= [X˜ik(1),−X˜ij(ba)] = −ν
i
kj(1, ba). (4.18)
So we have
νijk(a, b) = −ν
i
kj(a, b) = −ν
i
kj(ab, 1) = −ν
i
kj(1, ba). (4.19)
Moreover, we have
0 =
[
T˜ij(1, 1), [X˜ij(a), X˜ik(1)]
]
=
[
[T˜ij(1, 1), X˜ij(a)], X˜ik(1)]
]
−
[
[T˜ij(1, 1), X˜ik(1)], X˜ij(a)
]
= 2[X˜ij(a), X˜ik(1)]− [X˜ik(1), X˜ij(a)]
= 2νijk(a, 1)− ν
i
kj(1, a)
= 2νijk(1, a) + ν
i
jk(1, a) = ν
i
jk(1, 3a). (4.20)
Similarly, we have
νikj (a, b) = ν
ik
j (b, a) = ν
ik
j (ab, 1) = −ν
ki
j (a, b) = −ν
ki
j (ba, 1), (4.21)
and
νikj (1, 3a) = 0. (4.22)
Set t˜(a, b) = T˜1j(a, b)− T˜1j(ba, 1), which does not depend on the choice of j. By the Leibniz
identity and (4.19)–(4.22), we have
0 =
[
t˜(a, b), [X˜12(1), X˜13(c)]
]
=
[
[t˜(a, b), X˜12(1)], X˜13(c)]
]
−
[
[t˜(a, b), X˜13(c)], X˜12(1)
]
= [X˜12(ab− ba), X˜13(c)]− [X˜13((ab− ba)c), X˜12(1)]
= ν123(ab− ba, c)− ν
1
32((ab− ba)c, 1) = ν
1
23((ab− ba)c, 1) + ν
1
23((ab− ba)c, 1)
= ν123(2(ab− ba)c, 1) = ν
1
23(1, 2(ab− ba)c) = −ν
1
23(1, (ab− ba)c),
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i.e. ν123(1, (ab− ba)c) = 0. We also have
0 =
[
t˜(a, b), [X˜12(1), X˜32(c)]
]
=
[
[t˜(a, b), X˜12(1)], X˜32(c)]
]
= [X˜12(ab− ba), X˜32(c)]
= ν132 (ab− ba, c) = ν
13
2 (c, ab− ba) = ν
13
2 ((ab− ba)c, 1) = ν
13
2 (1, (ab− ba)c).
More generally,
νijk(1, (ab− ba)c) = 0 and ν
ik
j (1, (ab− ba)c) = 0, (4.23)
for a, b, c ∈ R and distinct 1 ≤ i, j, k ≤ 3. Above discussions prove
νijk(1, I3) = 0 and ν
ik
j (1, I3) = 0. (4.24)
Now similar arguments as in [GS] complete the proof of the theorem. ✷
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