In the present paper, we shall give a characterization for weak/strong Adams-type boundedness of the fractional maximal operator on generalized Orlicz-Morrey spaces.
The spaces M p,ϕ (R n ) defined by the norm f M p,ϕ = sup x∈R n , r>0 ϕ(x, r) −1 |B(x, r)| −1/p f L p (B(x,r) ) with a function ϕ positive and measurable on R n × (0, ∞) are known as generalized Morrey spaces. Also by WM p,ϕ (R n ) we denote the weak generalized Morrey space of all functions f ∈ WL p loc (R n ) for which f WM p,ϕ = sup x∈R n , r>0 ϕ(x, r) −1 |B(x, r)| −1/p f WL p (B(x,r) ) < ∞.
Note that, in the case ϕ(x, r) = r (λ−n)/p , we get the classical Morrey space M p,λ (R n ) from generalized Morrey space M p,ϕ (R n ).
The Orlicz space was first introduced by Orlicz [1, 2] as generalizations of Lebesgue spaces L p . Since then this space has been one of the important functional frames in the mathematical analysis, and especially in real and harmonic analysis. Orlicz space is also an appropriate substitute for L 1 space when L 1 space does not work. For example, the Hardy-Littlewood maximal operator
Mf (x) = sup r>0 1 |B(x, r)| B(x,r) |f (y)| dy (1.1)
is bounded on L p for 1 < p < ∞, but not on L 1 , but using Orlicz spaces, we can investigate the boundedness of the maximal operator near p = 1, see [3] [4] [5] for more precise statements. A natural step in the theory of functions spaces was to study generalized Orlicz-Morrey spaces M ,ϕ (R n ) where the 'Morrey-type measuring' of regularity of functions is realized with respect to the Orlicz norm over balls instead of the Lebesgue one. Such spaces were first introduced and studied by Nakai [6] . Then another kind of generalized Orlicz-Morrey spaces were introduced by Sawano et al. [7] . The generalized Orlicz-Morrey spaces used in this paper was introduced in [8] . In words of Guliyev et al. [9] , our generalized Orlicz-Morrey space is the third kind and the ones in [6, 7] are the first kind and second kind, respectively. According to the examples in [10] , one can say that the generalized Orlicz-Morrey spaces of the first and second kind are different and that second kind and third kind are different. However, it is not known that relation between first and third kind.
Let 0 < α < n. The fractional maximal operator M α and the Riesz potential operator I α are defined by
If α = 0, then M ≡ M 0 is the Hardy-Littlewood maximal operator defined in (1.1).
The classical result by Hardy-Littlewood-Sobolev states that the operator I α is of weak type (p, np/(n − αp)) if 1 ≤ p < n/α and of strong type (p, np/(n − αp)) if 1 < p < n/α. Also the operator M α is of weak type (p, np/(n − αp)) if 1 ≤ p ≤ n/α and of strong type
Around the 1970s, the Hardy-Littlewood-Sobolev inequality is extended from Lebesgue spaces to Morrey spaces. The following theorem was proved by Adams [11] . Theorem 1.1 (Adams [11] ): Let 0 < α < n, 1 < p < n/α, 0 < λ < n − αp and 1/p − 1/q = α/(n − λ). Then for p > 1, the operator I α is bounded from M p,λ (R n ) to M q,λ (R n ) and for p = 1, I α is bounded from M 1,λ (R n ) to WM q,λ (R n ).
Recall that, for 0 < α < n,
hence Theorem 1.1 also implies boundedness of the fractional maximal operator M α .
Guliyev [12] (see also [13, 14] ) extended the results of Spanne and Adams from Morrey spaces to generalized Morrey spaces (see also [15] ). Later on, some of these results are obtained in [16, 17] under weaker condition.
The boundedness of M α from Orlicz space L (R n ) to the corresponding another Orlicz space L (R n ) was studied in [5] . There were given necessary and sufficient conditions for the boundedness of the operator M α from L (R n ) to L (R n ) and also from L (R n ) to the weak Orlicz space WL (R n ).
In this paper, we shall give a characterization for weak/strong Adams-type boundedness of the fractional maximal operator on generalized Orlicz-Morrey spaces.
By A B we mean that A ≤ CB with some positive constant C independent of appropriate quantities. If A B and B A, we write A ≈ B and say that A and B are equivalent.
Preliminaries

On Young Functions and Orlicz Spaces
We recall the definition of Young functions. From the convexity and (0) = 0 it follows that any Young function is increasing. If there exists s ∈ (0, ∞) such that (s) = ∞, then (r) = ∞ for r ≥ s. The set of Young functions such that 0 < (r) < ∞ for 0 < r < ∞ will be denoted by Y. If ∈ Y, then is absolutely continuous on every closed interval in [0, ∞) and bijective from [0, ∞) to itself. For a Young function and 0 ≤ s ≤ ∞, let
If ∈ Y, then −1 is the usual inverse function of .
Note that Young functions satisfy the properties
(2.1)
Remark 2.2:
We can easily see that (Cr) ≈ (r) and −1 (Cr) ≈ −1 (r) for a positive constant C from (2.1).
It is well known that
A Young function is said to satisfy the 2 -condition, denoted also as
A Young function is said to satisfy the -condition, denoted also as ∈ , if
Note that, each element of -class is also an element of 2 -class.
Remark 2.3:
Let ∈ , then we have
Definition 2.4 (Orlicz Space):
For a Young function , the set
We note that
Lemma 2.5 ([8]):
For a Young function and B = B(x, r), the following inequality is valid:
By elementary calculations we have the following.
Lemma 2.6:
Let be a Young function and B be a set in R n with finite Lebesgue measure. Then
The following theorem is an analogue of Lebesgue differentiation theorem in Orlicz spaces.
Theorem 2.7 ([18]): Suppose that is a Young function and let
If we moreover assume that ∈ , then
Orlicz-Morrey spaces
Definition 2.8: For a Young function and λ ∈ R, we denote by M ,λ (R n ) the Orlicz-Morrey space, defined as the space of all functions f ∈ L loc (R n ) with finite quasinorm
In the following we denote by the set of all functions equivalent to 0 on R n . Lemma 2.10: Let be a Young function. If λ < 0 or λ > n and ∈ , then M ,λ (R n ) = .
Proof: First let λ < 0 and f ∈ M ,λ (R n ). For all x ∈ R n and r > 0, we have
For all x ∈ R n and r > 0 we have from Remark 2.3 and Theorem 2.7
which implies that |f (x)| = 0, for almost every x ∈ R n .
Remark 2.11:
In the case (t) = t p for 1 ≤ p < ∞ from Lemmas 2.9 and 2.10, we get the following well-known results:
Generalized Orlicz-Morrey Spaces
Various versions of generalized Orlicz-Morrey spaces were introduced in [6] [7] [8] . We used the definition of Deringoz et al. [8] which runs as follows. 
In the case ϕ(x, r) = −1 (|B(x, r)| −1 )/ −1 (|B(x, r)| −λ/n ) , we get the Orlicz-Morrey space M ,λ (R n ) from generalized Orlicz-Morrey space M ,ϕ (R n ) .
Lemma 2.13:
Let be a Young function and ϕ be a positive measurable function on R n × (0, ∞).
5)
then M ,ϕ (R n ) = .
Proof: (i) Let (2.4) be satisfied and f be not equivalent to zero. Then sup x∈R n f L (B(x,t) ) > 0, hence
(ii) Let f ∈ M ,ϕ (R n ) and (2.5) be satisfied. Then there are two possibilities: Case 1:
For Case 1, by Theorem 2.7, for almost all x ∈ R n ,
We claim that f (x) = 0 for all those x. Indeed, fix x and assume |f (x)| > 0. Then by Lemma 2.6 and (2.6) there exists t 0 > 0 such that
Hence f M ,ϕ = ∞, so f / ∈ M ,ϕ (R n ) and we have arrived at a contradiction. Note that Case 2 implies that sup s<r<τ ϕ(x, r) −1 = ∞, hence
which is the case in (i).
Remark 2.14:
Let be a Young function. We denote by the sets of all positive measurable functions ϕ on R n × (0, ∞) such that for all t > 0,
respectively. In what follows, keeping in mind Lemma 2.13, we always assume that ϕ ∈ and ∈ .
The following theorem and lemma play a key role in our main results.
Theorem 2.15 ([8]):
Let be a Young function, the functions ϕ ∈ and ∈ satisfy the condition
where C does not depend on x and r. Then the maximal operator M is bounded from
A function ϕ : (0, ∞) → (0, ∞) is said to be almost increasing (resp. almost decreasing) if there exists a constant C > 0 such that
For a Young function , we denote by G the set of all almost decreasing functions ϕ :
Lemma 2.16 ([19]):
Let B 0 := B(x 0 , r 0 ). If ϕ ∈ G , then there exist C > 0 such that 1 ϕ(r 0 ) ≤ χ B 0 M ,ϕ ≤ C ϕ(r 0 ) .
Adams type results for M α in M ,ϕ
For proving our main results, we need the following estimate. Proof: It is well known that Proof : For arbitrary ball B = B(x, r) , we represent f as
and have
Let y be an arbitrary point in B. If B(y, t) ∩ (B(x, 2r) B(y, t) ∩ (B(x, 2r) 
On the other hand, B(y, t) ∩ (B(x, 2r)) ⊂ B(x, 2t) . Indeed, if z ∈ B(y, t) ∩ (B(x, 2r) ), then we get |x − z| ≤ |y − z| + |x − y| < t + r < 2t.
Hence B(x,t) ) .
Consequently from Hedberg's trick and the last inequality, we have
Thus, using the technique in [20, p. 6492], by (3.2) we obtain
where we have used that the supremum is achieved when the minimum parts are balanced. Hence for every y ∈ B, we have
By using the inequality (3.3), we have
. Consequently by using the boundedness of the maximal operator, we get
By taking the supremum of all B, we get the desired result.
The following theorem is one of our main results.
Theorem 3.4 ((Adams type result)):
1. If ∈ ∇ 2 and ϕ(t) satisfies (2.7) then the condition
5)
for all t > 0, where C > 0 does not depend on t, is necessary for the boundedness of M α from M ,ϕ (R n ) to M ,η (R n ). 3. Let ∈ ∇ 2 and ϕ ∈ G . Then, the condition (3.5) is necessary and sufficient for the boundedness of M α from M ,ϕ (R n ) to M ,η (R n ).
Proof: The first part of the theorem is a corollary of Theorem 3.2.
We shall now prove the necessary part. Let B 0 = B(x 0 , t 0 ) and x ∈ B 0 . By Lemma 3.1, we have t α 0 ≤ CM α χ B 0 (x). Therefore, by Lemmas 2.6 and 2.16
Since this is true for every t 0 > 0, we are done. The third statement of the theorem follows from the first and second parts of the theorem.
If we take (t) = t p , p ∈ [1, ∞) and β = p/q with p < q < ∞ at Theorem 3.4 we get the following result for the generalized Morrey spaces which also can be seen as a special case of [21, Theorem 1].
Corollary 3.5:
Let 0 < α < n, 1 < p < q < ∞ and ϕ ∈ p ≡ t p . for all t > 0, where C > 0 does not depend on t, is sufficient for the boundedness of
for all t > 0, where C > 0 does not depend on t, is necessary for the boundedness of M α from M p,ϕ (R n ) to M q,ϕ p/q (R n ).
If ϕ ∈ G p , then the condition (3.8) is necessary and sufficient for the boundedness of M
at Theorem 3.4 we get the following new result for Orlicz-Morrey spaces.
Corollary 3.6: Let ∈ ∩ ∇ 2 , (t) ≡ (t 1/β ) and β ∈ (0, 1). If
for all t > 0, where C > 0 does not depend on t, then the condition
for all t > 0, where C > 0 does not depend on t, is necessary and sufficient for the boundedness of M α from M ,λ (R n ) to M ,λ (R n ).
Remark 3.7:
If we take (t) = t p , β = p q with p < q at Corollary 3.6, then condition (3.9) is equivalent to 0 ≤ λ < n − αp and condition (3.10) is equivalent to 1/p − 1/q = α/(n − λ). Therefore, we get the following Adams result for Morrey spaces (see Theorem 1.1). To compare, we formulate the following theorem proved in [19] and remark below. 
.
Definition 4.4:
For a Young function and λ ∈ R, we denote by WM ,λ (R n ) the weak Orlicz-Morrey space, defined as the space of all functions f ∈ WL loc (R n ) with finite quasinorm 
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