Abstract. The purposes of the present work is to introduce a framework which enables us to study nonlinear homogenization problems. The starting point is the theory of algebras with mean value. Very often in physics, from very simple experimental data, one gets complicated structure phenomena. These phenomena are represented by functions which are permanent in mean, but complicated in detail. In addition the functions are subject to verify a functional equation which in general is nonlinear. The problem is therefore to give an interpretation of these phenomena by functions having the following qualitative properties: they are functions that represent a phenomenon on a large scale, which vary irregularly, undergoing nonperiodic oscillations on a fine scale. In this work we study the qualitative properties of spaces of such functions, say generalized Besicovitch spaces, and we prove general compactness results related to these spaces. We then apply these results to study some new homogenization problems. One important achievement of this work is the resolution of the generalized weakly almost periodic homogenization problem for a nonlinear pseudo monotone parabolic-type operator. We also give the answer to the question raised by Frid and Silva in their paper [26] (Homogenization of nonlinear pde's in the Fourier-Stieltjes algebras, SIAM J. Math. Anal., Vol. 41, No. 4, pp. 1589-1620 to know whether there exist or not ergodic algebras that are not subalgebras of the Fourier-Stieltjes algebra.
Introduction
The concepts of algebras with mean value [47] (algebras w.m.v., in short) and of homogenization algebras [36] (H-algebras, in short) were introduced to extend to the context of more general classes of oscillatory functions (such as almost periodic functions and others) the theory of periodic homogenization. This gives rise to the theory of deterministic/individual homogenization.
An algebra w.m.v. A in R N is defined as a Banach subalgebra of the algebra of bounded uniformly continuous real-valued functions B(R N ), which is translation invariant, contains the constants and whose elements possess a mean value. Thus, it generalizes the concept of almost periodic functions. In this sense therefore, from the definition of algebra w.m.v., one easily introduces generalized Besicovitch spaces B p A associated to an algebra w.m.v. A. Moreover to each algebra w.m.v. A is associated a compact topological space ∆(A) (called its spectrum) such that every element of A can be seen as an element of C(∆(A)), in such a way that the space L p (∆(A)) is isometrically isomorphic to some quotient of the space B Key words and phrases. Algebras with mean value, generalized Besicovitch spaces, homogenization, weakly almost periodic functions, pseudo monotone operators.
by B p A . This last result is of great interest and will be the point of departure for our work.
An H-algebra is a separable Banach subalgebra of the algebra of bounded continuous real-valued functions which contains the constants and whose elements possess a mean value. Here we have the same properties as above. However, in order to take full advantage of the above two concepts we will restrict ourselves to the bounded uniformly continuous functions.
In this paper we rely on the concepts of H-algebra and of algebra w.m.v. to introduce a framework for the study of nonlinear homogenization problems. As said above the choice to work with bounded uniformly continuous functions allows us to consider the concept of H-algebra as a particular case of that of algebra w.m.v. As discussed later, this choice is fully justified since some essential properties of H-algebras used in homogenization systematically follow from the translation invariance property of the algebra under consideration.
Next, we define, according to Ambrosio et al. [2] , the notion of vector valued algebras which is a generalization of that of product H-algebras [36] . In fact, given two H-algebras A 1 and A 2 on R m1 and R m2 respectively, if we denote by A 1 ⊙ A 2 the product H-algebra defined as the closure (in the space of bounded uniformly continuous functions on R m1 × R m2 ) of the tensor product A 1 ⊗ A 2 , we see that
, where the latter space is defined as the set of functions f ∈ B(R m1 ; A 2 ) satisfying the following conditions:
with L ≤ 1} is relatively compact in A 1 .
We rely on the concept of vector valued algebras to prove a general compactness result (Theorem 3.6) which generalizes the results already obtained in the papers [36, 40, 41, 42] . In particular in the above-cited papers, this result is available only in the case when p = 2 in the context e.g. of the algebra of almost periodic functions. Here we prove compactness for any real number p > 1 by using the ergodicity key assumption of the algebra under consideration.
To illustrate the wide scope of application of our result we study homogenization problems associated with some pseudo monotone operators. We solve a few new problems as the generalized weakly almost periodic homogenization problems (see .
The paper is organized as follows. In Section 2 we define and give some properties of the generalized Besicovitch spaces. We also define and study some spaces connected to the above spaces, which are useful in the rest of the work. Section 3 deals with the concept of two-scale A-convergence. We state and prove compactness results w.r.t. two-scale A-convergence and present a few examples of algebras satisfying the hypotheses of our results. In particular the weakly almost periodic algebras. We also show that weakly almost periodic algebras are not H-algebras and therefore the present approach provides an improvement in the theory of deterministic homogenization. Finally in Section 4 we apply the general framework established in the previous sections to the homogenization problem of a nonlinear pseudo monotone parabolic-type operator.
Finally, in order to simplify the presentation of the results in this work, we assume that all functions considered are real-valued and that all function spaces are considered over R.
The generalized Besicovitch spaces
In this section we define and give some properties of the generalized Besicovitch spaces. To begin with, we first state some fundamentals of algebras with mean value (algebras w.m.v.), a concept which was first introduced by Zhikov and Krivenko [47] (see also [30] ) as a generalization of the algebra of almost periodic functions [8, 7] and [36] by Nguetseng for the concept of homogenization algebras. It is the main tool suitable to tackle nonperiodic homogenization problems in the deterministic setting. In the same direction we also mention the works by Frid et al. [2] and Casado and Gayte [12, 13] .
2.1. Algebras w.m.v.: an overview of basic concepts. Let m be a positive integer. Given ε > 0, let
for u ∈ L This being so, by an algebra with mean value is meant any Banach subalgebra A of B(R m y ) with the properties: (AMV1) A contains the constants (AMV2) Any u ∈ A possesses a mean value (AMV3) A is translation invariant, i.e. for every u ∈ A and every a ∈ R m , τ a u ≡ u(· − a) ∈ A. Let A be an algebra w.m.v. Clearly A (with the norm sup topology) is a commutative C * -algebra with identity (the involution here being the identity mapping). We denote by ∆(A) the spectrum of A and by G the Gelfand transformation on A. We recall that ∆(A) (a subset of the topological dual A ′ ) is the set of all nonzero multiplicative linear forms on A, and G is the mapping of A into C(∆(A)) such that G(u)(s) = s, u (s ∈ ∆(A)), where , denotes the duality pairing between A ′ and A. We equip ∆(A) with the relative weak * topology on A ′ . In [36] Nguetseng introduced the concept of homogenization algebras (H-algebras) by requiring it to be a separable Banach space of the bounded continuous functions in R m which contains constants and whose elements possess a mean value. In particular the following result about algebras w.m.v. is worth mentioning; see [36] for the proof. G is an isometric isomorphism identifying A with the algebra C(∆(A)) of continuous functions on ∆(A). (ii) The mean value M considered as defined on A is representable by some Radon probability measure β (called the M -measure for A) as follows:
G(u)dβ for any u ∈ A.
For the benefit of the reader we recall some well-known facts: in the case when A is the algebra C per (Y ) of Y -periodic continuous functions on R 
Higher order derivatives can be defined analogously (see [36] ). Now, let A ∞ be
Endowed with a suitable locally convex topology (see [36] ), A ∞ (resp. D(∆(A))) is a Fréchet space and further, G viewed as defined on A ∞ is a topological isomorphism of A ∞ onto D(∆(A)). Analogously to the Schwartz's space D ′ (R m ) of usual distributions, we now define the space of distributions on ∆(A) as the space of all continuous linear forms on D(∆(A)). We denote it by D ′ (∆(A)) and we endow it with the strong dual topology. The following result allows us to view the spaces
Proposition 2.2. Let A be an algebra w.m.v. Then the space A ∞ is dense in A.
Proof. We just give a sketch of the proof. Let u ∈ A, and let ϕ ∈ D(R m ); then u * ϕ ∈ C ∞ (R m ). Since u is uniformly continuous, the function u * ϕ can be uniformly approximated by a finite linear combination of translates of u, so that, as A is translation invariant and closed, u * ϕ ∈ A. Now, let (θ n ) n≥1 be a mollifier on R m . Clearly u * θ n ∈ A ∞ and u * θ n → u in A as n → ∞. Whence the result.
The above result amounts to saying that
with continuous embedding. We may therefore define the Sobolev spaces on ∆(A) as
where the derivative ∂ i u is taken in the distribution sense on ∆(A) (exactly as the Schwartz derivative in the classical case). This is a Banach space with the norm
To that space are attached some other spaces as its closed subspace
and its separated completion W 1,p # (∆(A)); see [42] for a documented presentation of these spaces.
We can also define the notion of a product algebra w.m.v. For this purpose, let A 1 (resp. A 2 ) be an algebra w.m.v. on R m1 (resp. R m2 ); then we define the product algebra w.m.v.
2.2. Generalized Besicovitch spaces. The notations are those of the preceding subsection. Let A be an algebra w.m.v. Let 
Hence, for u ∈ A, put
This defines a seminorm on A with which A is not complete. we denote by B p A the completion of A with respect to · p . B p A is a Fréchet space, and an argument due to Besicovitch [7] states that B p A is a complete subspace of L p loc (R m y ). We have the following properties that can be achieved using the theory of the completion; see e.g., [9] . Proposition 2.3. The following hold true: 
We endow B
∞
A with the seminorm [f ] ∞ = sup 1≤p<∞ f p , which makes it a Fréchet space.
Next, thanks to the preceding proposition, the following properties are worth noting:
1) The Gelfand transformation G : A → C(∆(A)) extends by continuity to an unique continuous linear mapping, still denoted by
2) The mean value M viewed as defined on A, extends by continuity to a positive continuous linear form (still denoted by
A and all a ∈ R m , where τ a u(y) = u(y − a) for almost all y ∈ R m . 3) Let 1 ≤ p, q, r < ∞ be such that 
A (this is easily seen) and so, by part 2) above one has M (|u| 
A is a Banach space with the following property. Theorem 2.5.
A ) it suffices to show that G is surjective so that, using the first isomorphism theorem, G will induce an algebraic isomorphism
which will be moreover a topological isomorphism.
So, first and foremost,
) and on the other hand from the inclusion
. This shows that G is surjective. Therefore, by the first isomorphism theorem, the mapping G 1 :
is an algebraic isomorphism. But G 1 is a topological isometric isomorphism since
A . This completes the proof.
As a first consequence of the preceding theorem one can also define the mean value of u + N (for each u ∈ B p A ) as follows:
One crucial result that can be derived from the preceding theorem is the following Corollary 2.6. The following hold true: 1) ), the duality being given by
This result is easily proven by using the properties of L p -spaces and the above isometric isomorphism. Another definition which will be of great interest in the ensuing sections is
An equivalent property given by Casado and Gayte [13] is the following proposition.
The following result provides us with a few examples of ergodic algebras (see next section for its application).
Lemma 2.8. Let A be an algebra w.m.v. on R m with the following property:
Then A is ergodic.
Proof. As A is dense in B p A , it suffices to check (2.2) for u ∈ A. Let η > 0 be freely fixed. For such u's, according to (2.3) there exists r 0 > 0 such that
and all y ∈ R m . This leads at once at
The ergodicity of A follows thereby.
From now on, we will use the same letter u (if there is no danger of confusion) to denote an equivalence class of an element u ∈ B 
or equivalently,
1,p
A with the norm
In this norm, B
A is a Banach space and further, the restriction of
Equipped with the seminorm
A /R is a locally convex topological space which is in general nonseparate and noncomplete. We denote by B #A . It is a fact (using the theory of completion of the uniform spaces [9] ) that the mapping A) )/R. So by [9] there exists an unique isometric isomorphism
and
The properties of G 1 and G 1 will come to light in the next section.
Two-scale A-convergence
In this section we introduce a version of the two-scale convergence where we will take advantage of the identification
Notation. We express this by writing
Remark 3.1. Thanks to the equality
, the above definition of convergence is exactly the same as the one given by Nguetseng in [36] , namely the Σ-convergence. We have replaced Σ by A since we do not use the terminology homogenization structures [36] here. Thus the uniqueness of the limit u 0 is ensured. It is also a fact that the weak A-convergence in L p implies the weak convergence in L p .
In the sequel the letter E will throughout denote a fundamental sequence, that is, any ordinary sequence E = (ε n ) n (integers n ≥ 0) with 0 < ε n ≤ 1 and ε n → 0 as n → ∞. The following result is the starting point to all the next compactness results we will deal with.
Proof. 
hence (L ε (f )) ε∈E is bounded in R and therefore, there exist a subsequence E ′ (f ) and a real number L(f ) such that, as
Using the separability of L p ′ (Ω; A) (note that A is separable) and the diagonal process, one gets the existence of a subsequence E
′ from E such that, as
But one also has the inequality
(see e.g. [36] ), so that the following holds:
.
The space
This concludes the proof.
The next result will need further notion.
(Ω) and further one has sup ε>0 X |u ε | dx → 0 for any integrable set X ⊂ Ω such that |X| → 0, where |X| denotes the Lebesgue measure of X.
The analogue of Theorem 3.1 in the case when p = 1 states as follows.
Proof. See the proof of [12, Theorem 4.10] .
The next result requires some preliminaries. Beforehand we recall that A is translation invariant. Let a ∈ R N ; the translation operator τ a : A → A extends by continuity to an unique translation operator still denoted by τ a :
Besides since each element of A is uniformly continuous, the group of unitary operators {τ a } a∈R N thus defined is strongly continuous, i.e.,
With this in mind, we begin with the following preliminary result.
Proof. Let us beginning by noticing that since G 1 is a bounded linear operator of B
1
A into L 1 (∆(A)) we have the following property
where u 0 is as above. Now, as part (i) is concerned, let ϕ ∈ D(Ω) and let f ∈ A; we have
As for (I) we have
The algebra A being translation invariant, we have τ −a f ∈ A, and so
Note that here we have identified
on the left-hand side being an equivalence class whereas u 0 (x, ·) on the right-hand side is its representant. On the other hand we have
and so (I 2 ) → 0 as E ∋ ε → 0. Besides, the uniform integrability of (u ε ) ε and the inequality
(where B∆C denotes the symmetric difference between the two sets B and C) lead to the fact that (II) and (III) go towards 0 as E ∋ ε → 0. (i) is proved thereby. As for (ii), let ϕ and f be as above. We have by the Fubini's theorem,
According to (i) we have for each fixed ρ ∈ B r , as E ∋ ε → 0,
Thus, using the Lebesgue dominated convergence theorem we are led at once at (ii).
The preceding lemma has an important corollary whose usefulness will come to light in the proof of the next compactness result.
Proof. This is a mere adaptation of the proof of Lemma 3.3 by changing x ∈ Ω into (x, t) ∈ Q and a ∈ R N into a ′ = (a, 0) ∈ R N +1 .
In order to state the next result, we need one further definition. For 1 < p < ∞,
) and compactly embedded in the space L 2 (Q) where, as above,
We also define according to [2] the notion of vector valued algebra. Let A τ be an algebra w.m.v. on R τ , and let X be a Fréchet space. We denote by A τ (R τ ; X) the space of functions f ∈ B(R τ ; X) (the space of bounded uniformly continuous functions of R τ into X) satisfying the following conditions:
is a compact topological space. In particular we have the following result which shows that the concept of vector valued algebra is a generalization of the notion of product algebras.
Lemma 3.5. Let A 1 (resp. A 2 ) be an algebra w.m.v. on R m1 (resp. R m2 ). Then
Proof. This follows from the fact that
Now let u ∈ A τ (R τ ; X); then due to the compactness of the corresponding family F u , we have that the function τ → u(τ ) X , denoted by u X , lies in A τ (this comes in fact from the equality u(τ
Hence for any 1 ≤ p < ∞ we have u p X ∈ A τ . Therefore we define the vector valued generalized Besicovitch spaces B p Aτ (R τ ; X) as the completion of the space A τ (R τ ; X) with respect to the seminorm
Next, we know that, in the above seminorm,
We can also define the corresponding quotient spaces B p Aτ (R τ ; X) and it can be proven that the space B p Aτ (R τ ; X) is isometrically isomorphic to the space L p (∆(A τ ); X). Now, let A = A y ⊙ A τ , A y and A τ being as above. The same letter G will denote the Gelfand transformation on A y , A τ and A, as well. Points in ∆(A y ) (resp. ∆(A τ )) are denoted by s (resp. s 0 ). The compact space ∆(A y ) (resp. ∆(A τ )) is equipped with the M -measure β y (resp. β τ ), for A y (resp. A τ ). We have ∆(A) = ∆(A y ) × ∆(A τ ) (Cartesian product) and the M -measure for A, with which ∆(A) is equipped, is precisely the product measure β = β y ⊗ β τ (see [36] ).
We can now state and prove the compactness theorem we will deal with in the forthcoming sections.
Proof. Let the hypotheses be those of Theorem 3.6 above. By the reflexivity of the space V p and also arguing as in Theorem 3.1, there exist a subsequence E ′ from E and, a function u 0 ∈ V p and a vector function
For that purpose, let r > 0 be freely fixed. Let B εr denote the open ball in R N y with radius εr. By the equalities
(the dot denoting the usual Euclidean inner product in R N ) we deduce from the boundedness of (
is bounded in L p (Q). Hence due to Theorem 3.1 there exist a subsequence from E
) we then pass to the limit in (3.7) as E ′ ∋ ε → 0, and obtain, using Corollary 3.4 and property (3.3),
and because of the arbitrariness of ϕ, ψ and χ,
We recall that here 
Therefore, since the algebra A y is ergodic, we have
Thus the sequence (g r (x, t, ·, τ )) r>0 is a Cauchy sequence in the Banach space B 1,p #Ay , whence the existence of an unique
Once again the ergodicity of A y and the uniqueness of the limit leads us at once at
Another important result whose proof is quite similar to the preceding one is the following
Naturally the proof of this result being copied on that of the preceding one, is omitted. Remark 3.2. As it will be seen below, Theorems 3.6 and 3.7 extend all the results of all the previous papers dealing with deterministic homogenization theory [42, 40, 41] since all the H-algebras till encountered so far are ergodic algebras. We will also see that our results apply to particular algebra w.m.v. which are not H-algebras.
We give here below a few examples of algebras which match hypotheses of Theorems 3.6 and 3.7. ). An argument due to Bohr [8] specifies that u ∈ AP (R N y ) if and only if u may be uniformly approximated by finite linear combinations of functions in the set {cos(k · y), sin(k · y) : k ∈ R N }. It is also a classical result that A y is an ergodic algebra w.m.v.; see e.g. [20, 47] . Hence Theorem 3.7 applies with A y , and Theorem 3.6 applies with A = AP (R 
is an H-algebra [36] . We have the following
, the ergodicity of A y is obtained. Thus our only concern here is to show that A y is translation invariant. To this end, we know by [31, Theorem 4.1.4] that ∆(A y ) is a compact Abelian topological group additively written. With this in mind, let the mapping j : R N y → ∆(A y ) be given by j(y) = δ y (the Dirac mass at y ∈ R N ).
Then thanks to [39] j is a group homomorphism with the following properties:
So let a ∈ R N , and let u ∈ A y . It is a fact that the function τ j(a) G(u), defined by
On the other hand we have, for each y ∈ R N ,
By the density of j(R N y ) in ∆(A y ) and by the continuity of G it follows that
It turns out that τ a u ∈ A y because by (3.8), G(τ a u) ∈ C(∆(A y )) = G(A y ).
In view of Proposition 3.8 the conclusion of:
Remark 3.3. As was said in Remark 3.2 we see by Proposition 3.8 that our results in this setting extend those in [42] and in [40] to the case 1 < p < ∞. The weakly almost periodic setting. We begin with the notion of weak almost periodicity due to Eberlein [20] . 
where AP R (R 
This defines a mapping
. Then F = P G, P and G are closed in F , hence P × G is a Banach space and further, the mapping i : P × G → F defined by i(x, y) = x + y is a one-to-one continuous mapping, hence, in view of the open mapping theorem, i is an isomorphism (we endow P × G with the Hilbertian norm (x, y) = (
, where p 1 is the natural projection of P G onto P (which is naturally continuous), hence ψ is continuous, as claimed.
. Moreover A is a Banach algebra. Indeed this will be accomplished if we can check that ψ(f g) = ψ(f )ψ(g) for all f, g ∈ W AP (R N ). So let f = u + v
, whence M (|u 1 v|) ≤ cM (|v|) = 0, i.e., M (|v|) = 0 as M is a positive linear form on W AP (R N ); M (|uv 1 |) = 0 and M (|vv 1 |) = 0 by the same argument. It turns out that ψ(f g) = uu 1 = ψ(f )ψ(g), so that ψ is a homomorphism of algebras. This being so, let f, g ∈ A; then ψ(f ) and ψ(g) are in the algebra
Therefore A is a closed subalgebra of W AP (R N ), that is A is an ergodic algebra on R N .
Returning to the statement of Theorems 3.6 and 3.7, we immediately see that the conclusion of Theorem 3.7 holds for the above W AP R (R N ), and that the conclusion of Theorem 3.6 holds for any A = W AP R (R N )⊙A τ where A τ is any algebra w.m.v. on R τ .
It is however important to establish the link between the above algebras and some H-algebras defined in [36] . Let C 0 (R N ) denote the space of continuous functions on R N which are vanishing at infinity. Then by [20] we have
-group in the sense of Grosser and Moskowitz [27] 
N is a compact neighborhood of the origin 0 of R N which is invariant under all the inner automorphisms of R N : the only inner automorphism of R N is the identity mapping of R N ), we deduce from [14, Theorem 4.5] that
. Arguing as in part (2) of the proof of Proposition 3.9 we see that A 1 is a closed subalgebra of W AP R (R N ) which is further strictly contained in W AP R (R N ). On the other hand, we have The following result will allow us to see that weakly almost periodic algebras are not H-algebras. For the proof of this theorem we need the following lemma.
Lemma 3.11. Let G and H be two Banach spaces, and let ϕ be a surjective continuous linear mapping of G onto H. If G is separable then so also is H.
Proof. Let (a n ) n≥1 be a countable dense set in G, and let c be a positive constant such that ϕ(g) H ≤ c g G for all g ∈ G, where · G and · H denote respectively the norms in G and in H. Set B = (ϕ(a n )) n≥1 ⊂ H, and let us show that B is dense in H. For that, let h ∈ H and let ε > 0 be freely fixed; let finally g ∈ G be such that h = ϕ(g). There exists some n 0 ≥ 1 such that g − a n0 G < ε/c, hence
Thus B is a countable dense subset of H, and the proof is complete.
Proof of Theorem
and ϕ the natural (canonical) homomorphism of G onto H. Assume G is separable (with the sup norm topology), then according to the above lemma, H is separable. But we know by [15, Theorem 4.6] 
we conclude by Theorem 3.10 that the ergodic algebras W AP R (R m ) are not Halgebras because they are nonseparable with respect to the sup norm topology. So we have in hands an example of algebra w.m.v. which contrarily to the algebra AP (R m ), induces no H-algebra, say W AP (R m ).
4. Application: Homogenization of nonlinear pseudo monotone parabolic operators 4.1. Introduction. We are concerned here with the homogenization of nonlinear parabolic pseudo monotone operators in a general deterministic setting. We state and prove first a general homogenization result. We also state and prove a corrector type result. We then apply the above result to the resolution of several concrete problems such as the almost periodic one, the weak almost periodic one, and others. We rely on the tools developed in the earlier sections of this paper to achieve this.
To be more precise we are interested in the asymptotic behavior as 0 < ε → 0 of the solutions u ε of the initial-boundary value problem ∂uε ∂t − diva x, t,
where
, Ω being an open bounded set in R N with Lipschitz boundary, reals T > 0 and p ≥ 2 with p ′ = p/(p − 1), D and div denoting respectively the gradient and divergence operators in Ω, and where the functions (x, t, y, τ , µ, λ) → a(x, t, y, τ , µ, λ) and (x, t, y, τ , µ, λ) → a 0 (x, t, y, τ , µ, λ) from Q × R N × R × R × R N to R N and R, respectively, satisfy the following assumptions:
For each fixed (x, t) ∈ Q and (µ, λ) ∈ R × R N , the functions a(x, t, · , ·, µ, λ) and a 0 (x, t, ·, ·, µ, λ) are measurable (4.2)
a(x, t, y, τ , µ, 0) = 0 almost everywhere (a.e.) in (y, τ ) ∈ R N × R and, for all (x, t) ∈ Q and all µ ∈ R (4.3)
There are three constants c 0 , c 1 , c 2 > 0 and a continuity modulus ω (i.e., a nondecreasing continuous function on [0, +∞) such that ω(0) = 0, ω(r) > 0 if r > 0, and ω(r) = 1 if r > 1) such that a.e. in (y, τ ) ∈ R N × R, (i) a(x, t, y, τ , µ, λ) − a(x, t, y, τ , µ, λ
where the dot denotes the usual Euclidean inner product in R N and |·| the associated norm. Owing to the presence of the term a 0 (x, t, x/ε, t/ε, u ε , Du ε ), the entire elliptic part of the leading equation in (4.1) is not monotone in general, but pseudo monotone. It is also to be noted that the elliptic part of the leading equation in (4.1) is degenerate so that the problem under consideration is a parabolic non monotone degenerate one. Thus, provided the diffusion term in (4.1) is rigorously defined (this will be accomplished in Section 2), we will see that equation (4.1) admits (at least) a solution u ε . Thus, in order to have a sequence, we need that the coefficients a and a 0 fulfill some conditions (that we do not specify here) so that, to each ε is associated a unique solution u ε to (4.1). We will therefore assume that problem (4.1) has a unique solution associated to each fixed ε > 0, in the above sense, and our goal will be the investigation of the limiting behavior as ε → 0, of u ε .
Using G-convergence method, this class of problems has been studied by Pankov and co-authors in several works. We refer e.g., to [11, 22, 23, 24] . More precisely, in [43] , the periodic homogenization of (4.1) is carried out by Pankov. In [11] , time averaging in random case is studied by Pankov et al. The general random case of (4.1) is studied in [23] , and finally in [24] , problem (4.1) is carried out in the almost periodic setting. It is worth noting that in [35] , Nandakumaran and Rajesh have studied the particular case where a 0 ≡ 0.
In all the works cited above, the coefficients a 0 and a of the elliptic part are independent of the macroscopic variables (x, t) as opposed to what is considered here. This is a nonnegligible aspect as the applications are concerned.
In this section, we investigate the asymptotic behavior of u ε (the solutions of (4.1)) when ε → 0, under an assumption on a i (x, t, y, τ , µ, λ) (with respect to (y, τ )), for fixed x, t, µ, λ and 0 ≤ i ≤ N (where a i , for 1 ≤ i ≤ N , denotes the i th component of the function a), covering a set of concrete behaviors such as the almost periodicity, the weak almost periodicity, and others. This is the so-called deterministic homogenization theory which encompasses the periodic homogenization theory as a particular case. We present here a new approach based on the generalized Besicovitch type spaces (see Section 2), which widely opens the scope of application of our main homogenization result, Theorem 4.9, as we will see it therein. In particular we will work out the almost periodic homogenization problem without further assumption on the functions a i . In previous works dealing with deterministic homogenization theory the hypothesis (4.34) in Remark 4.6 has been fundamental. See e.g. [40, 41, 42, 46] . In the present approach this hypothesis is removed.
This section is organized as follows. Subsection 4.2 deals with some trace results. In Subsection 4.3, we state and prove the main homogenization result, Theorem 4.9. Finally in Subsection 4.4, we solve some concrete homogenization problems for (4.1).
Preliminaries.

4.2.1.
Traces. In this subsection we need to give a meaning to certain functions which will be useful in the forthcoming sections. We begin with one preliminary result.
y,τ )) so that one can define the trace function (x, t, y, τ )
y,τ )). Proof. For any fixed (x, t) and (
is measurable (see assumption (4.2)). We conclude by [part (iii) of] (4.4) that this function belongs to
y,τ ). Now, let (x 0 , t 0 ) and (
, the right-hand side, and hence the left-hand side of the above inequality go to zero. We conclude that the function
y,τ )), and so one defines naturally the trace function (x, t) → a i (x, t, ·, ·, v 0 (x, t), v(x, t)) by
Let ε > 0, and let (v 0 , v) ∈ C(Q) N +1 . Thanks to Lemma 4.1 and [39, Proposition 1.5], one can define the trace function (x, t) → a i (x, t, x/ε, t/ε, v 0 (x, t), v(x, t)) on Q, as an element of L ∞ (Q), denoted by a
We have the following result whose proof is exactly the same as that of [45, Proposition 3.1] and is therefore omitted.
, extends by continuity to a continuous mapping still denoted by
a.e. in Q (4.10) 
We recall that, endowed with the norm
) (this is a classical result), in such a way that the existence of u ε (0) is justified. Therefore u ε belongs to the space
∈ Q and (z, θ) ∈ R N × R be freely fixed, and finally, let 0 ≤ i ≤ N . We know by (4.2) that the function
z, θ)) is measurable and thanks to [part (iii) of] (4.4), this function lies in
y,τ ). Moreover, due to inequality (which implies the continuity with respect to (z, θ) for fixed (x, t) and (
y,τ ), and so, belongs to B(R
y,τ )) (the space of bounded uniformly continuous functions of R
y,τ )). Thus, by using [42] one can define the trace function (y,
y,τ ). With this in mind, we have the following result whose proof is similar to that of Lemma 4.1, and is therefore omitted.
y,τ )), so that one can define the trace (x, t, y, τ ) → a i (x, t, y, τ , ψ 0 (x, t, y, τ ), Ψ(x, t, y, τ )),
is defined in the sense of the preceding proposition and belongs to L ∞ (R N +1 y,τ ). This function will be of particular interest in the forthcoming sections. 
with the
This being so, the main purpose of this section is to investigate the asymptotic analysis, as ε → 0, of u ε (the solution of (4.1)) under the hypothesis
where p ′ = p/(p − 1) with 2 ≤ p < ∞. The following result is the cornerstone of the homogenization process. It allows us to go from a concrete hypothesis to the abstract one which is fundamental in the proof of the main homogenization result in this section.
Proposition 4.5. Assume (4.11) holds true. Then, for every (ψ 0 , Ψ) ∈ A × (A) N = (A) N +1 and every (x, t) ∈ Q, the function (y, τ ) → a i (x, t, y, τ , ψ 0 (y, τ ), 
A as n → ∞. Thus, the proposition is shown if we can verify that each q n (x, t, ·, ·, ψ 0 , Ψ) lies in B p ′ A . However this will follow in an obvious way once we have checked that for any function
with χ ∈ C(Q × K) and Φ ∈ B
A . But given q as above, we know by the StoneWeierstrass theorem that there is a sequence (f n ) n≥1 of polynomials in (x, t, µ, λ)
as n → ∞. Therefore, it follows that χ(x, t, ψ 0 , Ψ) lies in A, since the same is true for each f n (x, t, ψ 0 , Ψ) (recall that A is an algebra). We conclude that 
Moreover, thanks to the preceding proposition, if we assume that (4.11) holds, then one can also easily define the function (x, t, y, τ ) → a i (x, t, y, τ , ψ 0 (x, t, y, τ ), Ψ(x, t, y, τ )) as element of
The following result will be of great interest in this section. It will allows us to rigorously set the homogenized problem. 
extends by continuity to a unique The preceding proposition has several corollaries as will be seen below. To see this, for
, where
, and finally let
Proof. Let f ∈ L p (Q; A), and let (ψ j ) j be a sequence in
where:
We proceed in three steps.
Step 1). We first evaluate lim E∋ε→0 A ε . We have
ω being continuous and in particular at 0 with ω(0) = 0, and moreover being increasing, we deduce that ω(|v ε |) is measurable for all ε (each v ε is measurable and hence |v ε | too) and
ω being a continuity modulus, the function ω(g) ≡ ω • g is measurable and essentially bounded on Q, i.e., ω(g) ∈ L ∞ (Q). Thus, the sequence ω(|v ε |) p ′ is equibounded (see (ii) above) and converges almost pointwise in Q towards 0. Therefore, due to Egorov's theorem, one obtains
But the above limit being independent of the subsequence v ε , still holds for the whole sequence v ε . We deduce from this that A ε → 0 as E ∋ ε → 0.
Step 2). As C ε,j is concerned.
The function (
). Thus, using the convergence result (4.12) in Proposition 4.6, we are led at once at
Therefore, proceeding as we have done it in Step 1) above, we obtain C j → 0 as j → ∞.
Step 3). For the term B ε,j , the same analysis conducted in Steps 1) and 2) yields
Finally, since
the result follows.
Proof. This is a direct consequence of the preceding corollary and of Proposition 4.6. Therefore we just give a rough sketch of the proof. Let us begin by showing (i). Since 
part (i) follows at once by (4.15) and by Corollary 4.7.
As for (ii), by approaching the function u 0 by smooth functions in C ∞ 0 (Q) as in the proof of Corollary 4.7 one can easily show that, as E ∋ ε → 0,
Once more using the convergence result (4.15) along with (4.16) we arrive (thanks to a decomposition similar to that in the proof of Corollary 4.7) at part (ii) above. This shows the corollary.
Homogenization results.
The notation and hypotheses are those of the preceding subsections. Let A y and A τ be two algebras w.m.v. on R N y and on R τ , respectively. We assume from now on that A y is further ergodic and we set A = A y ⊙ A τ . For 1 ≤ p < ∞, we put H = B Let
In this norm, F 1,p 0 is a Banach space which admits We are now able to state and prove the main result of this section.
Theorem 4.9. Let 2 ≤ p < ∞. Assume (4.11) holds with A = A y ⊙ A τ being as above. For each real ε > 0, let u ε be a solution of (4.1). There exist a subsequence of {ε}, still denoted by {ε}, such that, as ε → 0,
solves the variational equation
with Dw = Dw 0 + ∂ w 1 for w = (w 0 , w 1 ) ∈ F 1,p 0 where: ∂ w 1 = (∂ i w 1 ) 1≤i≤N ,
∂yi . Moreover u 1 is unique and any weak A-limit point in V p of (u ε ) ε>0 is a solution to problem (4.20).
Proof. We first show that the sequence (u ε ) ε>0 is bounded in
where a ε (x, t, u ε (x, t), Du ε (x, t)) = a(x, t, x/ε, t/ε, u ε (x, t), Du ε (x, t)) and a ε 0 (x, t, u ε (x, t), Du ε (x, t)) = a 0 (x, t, x/ε, t/ε, u ε (x, t), Du ε (x, t)) for (x, t) ∈ Q. Taking in particular v = u ε in (4.21) and using the fact that
this is a consequence of (4.7)), we obtain, thanks to property (4.6),
It therefore comes from (4.22) that
< ∞, and hence (u ε ) ε>0 is bounded in V p , and so in V 
or using the equality
On one hand, as ε → 0, one has
Thus, combining (4.19) with part (ii) of Corollary 4.8 we get
Besides, observing that
and in view of the compactness of the embedding V p ֒→ L 2 (Q) (from which results the convergence result:
On the other hand, the transformation
The sequence (a
Now, using the compactness of the embedding V p ֒→ L p (Q) (this is a classical result), we have, as
Therefore, taking the lim inf E ′ ∋ε→0 of both sides of (4.24) and using equality
we are led at once at 
The last point to check is to show that χ = a 0 (−, u 0 , D y u) where D y u = Du 0 + D y u 1 . To this end let 0 < η < 1 be arbitrarily fixed. Let
(Ω)) are reflexive, these balls are weakly compact. Set
) and define Φ ε as in (4.14). First we have
(Ω)) . On the other hand, combining part (ii) of Corollary 4.8 (notice that u ε → u 0 in L p (Q) as E ′ ∋ ε → 0) with convergence result (4.25) we get
and using the fact that |DΦ ε | ≤ |Du ε − DΦ ε | + |Du ε |, which leads to
where c > 0 is a constant independent of ε, the last inequality above being obtained thanks to (4.22) and to the Poincaré inequality. Thus,
Besides, in view of (4.6) we have
Proceeding as we have done it to obtain (4.27), we are led to (as E ′ ∋ ε → 0)
Thus there exists ε 0 > 0 such that E ′ ∋ ε ≤ ε 0 yields B ε ≤ B + η 4 . But according to Hölder's inequality and to Proposition 4.6 we get that
Thus B < k(η/2k) 2 = η 2 /4k. Since k > 1 and η < 1 we get B < η/4 and so, B ε ≤ η/2 for E ′ ∋ ε ≤ ε 0 , hence
Finally, we get that
The above inequality holds true for any positive real η < 1. Hence on letting η → 0 we arrive at once at χ = a 0 (−, u 0 , D y u).
As the uniqueness of u 1 is concerned, let (x, t) ∈ Q and let (r, ξ) ∈ R × R N be freely fixed, and let π(x, t, r, ξ) be defined by the so-called cell problem π(x, t, r, ξ) ∈ H : ∆(A) a(−, r, ξ + ∂ π(x, t, r, ξ)) · ∂ wdβ = 0 for all w ∈ H. According to Proposition 4.6, we get by [32, Chap. 2] that problem (4.29) has at least a solution. However this solution is unique. In fact, if π 1 ≡ π 1 (x, t, r, ξ) and π 2 ≡ π 2 (x, t, r, ξ) are two solutions of (4.29), then
by (2.8). It therefore comes that ∂π1 ∂yi = ∂π2 ∂yi , 1 ≤ i ≤ N which amounts to saying that π 1 = π 2 since they belong to H (recall that H = B p Aτ (R τ ; B 1,p #Ay )). Now, taking in particular r = u 0 (x, t) and ξ = Du 0 (x, t) with (x, t) arbitrarily fixed in Q, and then choosing in (4.20) the particular test functions v = (0, v 1 ) such that v 1 (x, t) = ϕ(x, t)w ((x, t) ∈ Q) with ϕ ∈ D(Q) and w ∈ H, and finally comparing the resultant equation with (4.29), it follows (by the uniqueness argument) that u 1 = π(·, ·, u 0 , Du 0 ), where the right-hand side of this equality stands for the function (x, t) → π(x, t, u 0 (x, t), Du 0 (x, t)) of Q into H. The uniqueness of u 1 is therefore established, and the proof is complete.
The variational problem (4.20) is called global homogenized problem for (4.1) under the assumption (4.11). Our goal here is to derive the macroscopic homogenized problem for (4.1). Let q(x, t, r, ξ) = ∆(A) a(−, r, ξ + ∂ π(x, t, r, ξ))dβ and q 0 (x, t, r, ξ) = ∆(A) a 0 (−, r, ξ + ∂ π(x, t, r, ξ))dβ for fixed (x, t) ∈ Q and (r, ξ) ∈ R × R N . Substituting u 1 = π(·, ·, u 0 , Du 0 ) in (4.20) and choosing there the particular test functions v = (ϕ, 0) with ϕ ∈ D(Q), we are led to the macroscopic homogenized problem for (4.1):
Thanks to (4.20) , the above problem has (at least) a solution.
The next result deals with a corrector type result. Before we can state it, we need to fix some basis: from now on, we suppose that E ′ denotes the subsequence for which (4.17)-(4.19) hold. 
, if we define Φ ε as in (4.14), then lim sup 
A quick survey of the proof of Theorem 4.9 reveals that, as E ′ ∋ ε → 0,
where u = (u 0 , u 1 ) is as in Theorem 4.9. Thus, lim sup
1 p . But using Hölder's inequality and [(4.13) in] Proposition 4.6, we get A) ) N , and by the obvious inequality |DΦ| ≤ |Du − DΦ| + |Du|,
Then the function ν is independent of Φ and satisfies hypotheses stated in Proposition 4.10 (this is straightforward by observing that
and define Ψ j,ε = ϕ 0j + εϕ ε 1j and Φ ε = ψ 0 + εψ ε 1 as in (4.14). We have lim sup
On the other hand, it can be easily shown that lim
Hence, taking the limit (as j → ∞) of both sides of the last inequality above, we are led to (4.30).
Concerning corrector results for non-linear parabolic results we refer to [44] by Svanstedt for the periodic setting without the lower order terms. As a consequence of the preceding result, we can now state the following corrector-type result.
Corollary 4.11. Let the hypotheses and notation be as in Theorem 4.9. Assume further that
Proof. It is clear that, on one hand, εu
and on the other hand, due to (4.17)-(4.18) and to the compactness of the embedding
, then applying (4.30), we get lim sup 
we also reach the conclusion of Theorem 4.9.
4.4. Some concrete applications of Theorem 4.9.
Problem I (Periodic homogenization).
Here we mean to study the problem of homogenizing (4.1) under the periodicity hypothesis on the functions (y, τ ) → a i (x, t, y, τ , µ, λ) (for each fixed (x, t, µ, λ) ∈ Q × R × R N and 0 ≤ i ≤ N ), i.e.
For each k ∈ Z N and any l ∈ Z, we have a i (x, t, y + k, τ + l, µ, λ) = a i (x, t, y, τ , µ, λ) a.e. in (y, τ ) ∈ R N × R. Surprisingly, this problem has never been studied before. Our aim here is to provide a better understanding and accurate results in this setting by means of deterministic homogenization theory.
Let
Cper(Y ) (this is easily seen). By hypothesis (4.31) we deduce that
This suggests us that the appropriate algebra for this study is the periodic algebra 
where Y = (0, 1) N . With this in mind it is an easy task to see that the appropriated algebra here is the product algebra A = C per (Y ) ⊙ B ∞ (R τ ), which satisfies hypothesis of Theorem 3.6. The conclusion of Theorem 4.9 follows under the hypothesis (4.32).
4.4.3. Problem III (Almost periodic homogenization). Our objective here is to homogenize problem (4.1) under the assumption
and any (x, t) ∈ Q (0 ≤ i ≤ N ), (4.33) where
y,τ ) that are almost periodic in the Besicovitch sense [6, 7] .
Appeal to [40, Corollary 4.1] yields the existence of three countable subgroups R y and R τ of R N and R respectively, such that
where B Remark 4.6. In previous work dealing with deterministic homogenization theory (see for instance [41] ) the almost periodic homogenization problem were stated by combining hypothesis (4.33) above with the following one For each (ψ 0 , Ψ) ∈ AP (R N y × R τ ) N +1 and each (x, t) ∈ Q we have sup k∈Z N +1 k+Y ×T (| a i (x, t, y − η, τ − δ, ψ 0 (y, τ ), Ψ(y, τ ))− −a i (x, t, y, τ , ψ 0 (y, τ ), Ψ(y, τ )) | We observe that with the present approach hypothesis (4.34) above on the uniform equicontinuity of the a i is removed. This is an improvement as far as the applications in the almost periodic setting are concerned.
4.4.4.
Problem IV (Weakly almost periodic homogenization I). In order to rigorously and judiciously set the homogenization problem for (4.1) in that case, however, we need some preliminaries.
Preliminaries. We begin with the One of the most significant consequence of the preceding result is summarized in the following corollary. Proof. It will be sufficient to exhibit a function f ∈ W AP (R N × R m ) such that the set F f = {f y : y ∈ R N } is not relatively compact in W AP (R m ). To this end, in order to construct such an f , we follow closely the proof of [15, Theorem 4.6] . Set Y = [−1/2, 1/2] N and Z = [−1/2, 1/2] m . Pick a 1 ∈ Z N , and for n ≥ 2, choose inductively a n ∈ Z N such that a n / ∈ 7 i=1 y i : y i ∈ Y ∪ {±a 1 , . . . , ±a n−1 } .
Construct also a sequence (b n ) n≥1 ⊂ Z m such that
z i : z i ∈ Z ∪ {±b 1 , . . . , ±b n−1 } .
Then we have Before we can solve the above problem, however we need to clarify the choice of assumption (4.35) .
It is known that AP (R where M * (R N ) denotes the space of complex valued measures ν with finite total variation: |ν| (R N ) < ∞. We denote it by F S(R N ).
Since by [20] any function in F S * (R N ) is a weakly almost periodic continuous function, we have that F S(R N ) ⊂ W AP (R N ). Moreover thanks to [14, Theorem 4.5] F S(R N ) is a proper subalgebra of W AP (R N ), such that the question raised by Frid and Silva [26] to know whether there exist ergodic algebras that are not subalgebras of F S(R N ) find its answer here: The ergodic algebra W AP (R N ) fulfills the above required conditions since it contains F S(R N ) as proper ergodic subalgebra. As F S(R N ) is an ergodic algebra which is translation invariant (this is easily seen: indeed F S * (R N ) is translation invariant) we see that hypotheses of Theorem 3.6 are satisfied with any algebra A = F S(R N ) ⊙ A τ , A τ being any algebra w.m.v. on R τ .
With all this in mind, our concern here is to solve the homogenization problem for (4.1) under the assumption a i (x, t, ·, ·, µ, λ) ∈ B 4.4.7. Concluding remarks. In this paper we have proved a new compactness theorem (Theorem 3.6) which enables us to solve new homogenization problems associated to a parabolic degenerate-type operator. We also state its stationary analogue (Theorem 3.7) which permits us to study homogenization problems for elliptic operators. We have applied Theorem 3.6 to solve a number of new problems (to the best of our knowledge this is the first time that such problems are considered); see particularly Problems IV-VI. These problems in particular involve the algebra W 0 (R m ) which is non-separable.
