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Abstract
The goal of a reduced basis method is to find an approximating subspace for a given set of data. In
this paper we mainly consider a recursive greedy approach for constructing such subspaces. We discuss
the Greedy Algorithm that was studied extensively in recent years, and introduce the Natural Greedy
Algorithm, which coincides with the Greedy Algorithm in a Hilbert space but is significantly simpler
computationally in a general Banach space as it utilizes a new way of projecting onto subspaces. We
analyze and compare these greedy algorithms, and demonstrate that the performance of the Natural
Greedy Algorithm is similar to that of the Greedy Algorithm in terms of both theoretical and numer-
ical results, while the realization of the former is substantially simpler computationally. In addition,
we discuss two other popular reduced bases methods: the Proper Orthogonal Decomposition and the
Empirical Interpolation Method, which are compared to greedy algorithms on numerical applications.
Furthermore, we show that the Empirical Interpolation Method can be viewed as a special case of the
Natural Greedy Algorithm.
1 Introduction
Reduced basis methods offer ways of obtaining subspaces that approximate given data. This is often used
in applications for reducing the dimensionality of a problem, and has become particularly popular recently
as a way of obtaining solutions for parametric PDEs (see e.g. [17, 18, 22, 26, 23, 24]). For instance, it is
generally unfeasible to employ a standard highly accurate numerical solution of an elliptic PDE for each
parameter value, but one can obtain solutions for the specifically selected values beforehand and then use
them to span a low-dimensional subspace, in which the solution of the PDE for any desired parameter value
can be approximated quickly (e.g. by employing a Galerkin procedure on the constructed subspace). The
rationale of such approach in this setting is explained by Ce´a’s lemma (see e.g. [5]), which states that the
solution obtained in this way is quasi-optimal.
We consider here a more general problem setting: let F be a set of elements of a Banach space X (e.g. a
family of functions, a set of vectors, etc.), for which we need to construct an approximating subspace. This set
is specific for each problem setting and therefore usually cannot be approximated well by predetermined bases
(such as wavelet, trigonometric, or polynomial bases in a case of Banach function spaces, or canonical disjoint
bases in a case of discrete Banach spaces). The idea of a reduced basis approach is to select key elements
f0, . . . , fn−1 of the set F and use them to construct an n-dimensional subspace Vn = span{f0, . . . , fn−1} ⊂ X
that approximates the set F . The objective of a reduced basis method is to provide a strategy for selecting
these key elements f0, . . . , fn−1.
One straightforward approach is to select the next basis element based on already chosen elements
f0, . . . , fn−1 by picking an element fn ∈ F that is not approximated well by the current subspace Vn =
span{f0, . . . , fn−1}, i.e. to take
fn = argmax
f∈F
dist(f, Vn).
This method is known as the Greedy Algorithm and was formally stated and analyzed in the Hilbert space
setting by Buffa et al. in [4], where the first estimate on the convergence rate of the Greedy Algorithm
was given. This estimate was improved by Binev et al. in [3] and then improved further and extended to
the Banach space setting by DeVore et al. in [8]. The most comprehensive technique for investigating the
convergence of the Greedy Algorithm was developed by Wojtaszczyk in [29], and the most recent development
was made by Nguyen in [20], where the new estimate on the rate of convergence in a special case is given.
In section 2 we discuss the Greedy Algorithm and the corresponding results in detail.
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A key feature of the Greedy Algorithm is that it constructs a reduced basis with respect to the desired
norm, thus specifically producing the reduced basis for the problem under consideration. Nonetheless, on
each iteration of the Greedy Algorithm it is required to compute the distance from an element f ∈ F to the
already constructed subspace Vn = span{f0, . . . , fn−1}, which is equivalent to finding the projection onto
the subspace Vn with respect to the fixed norm. In a Hilbert space one generally approaches such a problem
by orthogonalizing the vectors {fk}n−1k=0 to obtain an orthogonal basis {f ′k}n−1k=0 for Vn. Then the projections
of each f ∈ F onto Vn are easily found to be
∑n−1
k=0〈f, f ′k〉f ′k. However, in a Banach space this problem is
difficult to solve since one does not have the corresponding easily-performed procedure for calculating the
orthogonal projection onto a subspace. Thus for every F one has to solve an n-parameter minimization
problem
min
α0,...,αn−1∈R
∥∥∥∥∥f −
n−1∑
k=0
αkfk
∥∥∥∥∥ ,
which, even though convex, becomes more complicated with each iteration and thus is not always feasible.
Another reduced basis algorithm that uses a recursive greedy strategy is the Empirical Interpolation
Method, which was introduced by Patera et al. in [1] as an interpolation procedure for a family of functions
F ⊂ L∞(Ω). This method constructs the basis elements h0, . . . , hn−1 ∈ F and the interpolation points
z0, . . . , zn−1 ∈ Ω, in which the basis elements attain their maximal values, i.e. zm = argmaxz∈Ω |hm(z)|.
At every iteration the Empirical Interpolation Method builds an approximation for each function f ∈ F
by constructing the linear combination of the basis elements h0, . . . , hn−1 which agrees with f on points
z0, . . . , zn−1, i.e.
∑n−1
k=0 βkhk such that
f(zm) =
n−1∑
k=0
βkhk(zm) for any 0 ≤ m ≤ n− 1.
A function fn ∈ F that is not approximated well by such a linear combination is then selected and the next
interpolation point zn is chosen correspondingly, i.e.
fn = argmax
f∈F
∥∥∥∥∥f −
n−1∑
k=0
βkhk
∥∥∥∥∥
L∞(Ω)
and zn = argmax
z∈Ω
∣∣∣∣∣f(z)−
n−1∑
k=0
βkhk(z)
∣∣∣∣∣ ,
and the next basis element hn is constructed as the normalized remainder of the approximation of fn
hn =
fn −
∑n−1
k=0 βkhk
fn(zn)−
∑n−1
k=0 βkhk(zn)
.
This way of obtaining reduced basis is attractive from a computational perspective since in order to construct
the approximation for an element f ∈ F one has to find the coefficients β0, . . . , βn−1 by solving the linear
system with n equations, which is significantly simpler than solving an n-parameter optimization problem.
On the other hand, the simplicity of realization comes at the cost of freedom in the choice of norm: the
reduced basis {hk}n−1k=0 is designed to minimize L∞(Ω)-norm and offers no flexibility in that matter. In
section 5 we briefly discuss the Empirical Interpolation Method and its relation to the new algorithm we
introduce in this paper.
In this paper we introduce a new greedy algorithm for constructing reduced bases in Banach spaces,
which is not predetermined to use any fixed norm and does not require solving optimization problems, and
thus combines the flexibility of the Greedy Algorithm with the computational simplicity of the Empirical
Interpolation Method. Just like the stated methods, our algorithm constructs the reduced basis by employing
a recursive greedy strategy: once basis elements g0, . . . , gn−1 are constructed, they are used to approximate
elements of the set F in order to choose the next element. Similarly to the Greedy Algorithm, our method
builds an approximation for an element f ∈ F by projecting f onto the already constructed subspace
Vn = span{g0, . . . , gn−1}; however it does not use the orthogonal projection but instead utilizes specifically
constructed operatorsRn : X → X , which will be introduced shortly. Similarly to the Empirical Interpolation
Method, our way of obtaining an approximation f ≈ ∑n−1k=0 αkgk does not involve solving an optimization
problem; instead we calculate the coefficients α0, . . . , αn−1 by iteratively applying the norming functionals
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of the basis elements g0, . . . , gn−1. We call our method the Natural Greedy Algorithm because its way of
approximating elements of the set F seems natural from several perspectives, as we will discuss later. In
particular, the Natural Greedy Algorithm does not just combine features of the Greedy Algorithm and the
Empirical Interpolation Method, but in fact coincides with the former in L2-spaces, and with the latter in
L∞-spaces. Thus the Natural Greedy Algorithm can be thought of as an alternative generalization of the
Greedy Algorithm from a Hilbert space setting to a Banach space setting.
We propose here a new way of projecting onto a subspace of a Banach space by utilizing norming
functionals. While our method does not necessarily minimize the norm of the remainder, as the orthogonal
projection does, it is significantly easier computationally since the norming functionals are known explicitly
in many Banach spaces of interest (e.g. Lp-spaces), and in a general case can be easily computed as the
derivative of the norm. Namely, for given elements g0, . . . , gn−1 ∈ X we define operators r0, . . . , rn−1 by
rk(f) = f − Fgk(f) gk, where Fgk is the norming functional of gk. These operators represent a remainder
of a projection onto the one-dimensional subspace span{gk} and thus by applying them consecutively we
receive an analogue of the remainder of the orthogonal projection onto the n-dimensional subspace Vn =
span{g0, . . . , gn−1}. Denote by Rn the combination of rn−1, . . . , r0, i.e.
Rn(f) = rn−1 ◦ . . . ◦ r0(f),
then ‖Rn(f)‖ can be used as an easily computable substitute for the distance from f ∈ F to the subspace
Vn = span{g0, . . . , gn−1} ⊂ X . We will see that such a method of projecting appears natural and possesses
interesting analytical properties. For instance, it is easy to see that the operator Rn(·) is linear (while the
orthogonal projector proj(·, Vn) is not), and we will prove that Rn is an actual projector (i.e. R2n = Rn).
Evidently, the quality of such a substitute depends critically on the choice of the vectors g0, . . . , gn−1.
In fact, the value of Rn(f) is dictated only by the elements g0, . . . , gn−1 and the geometry of the space in
these points (which is, for example, not the case for the orthogonal projection proj(f, Vn) as it is determined
by the whole subspace Vn rather than the individual elements). Note also that if X is a Hilbert space and
{gk}n−1k=0 is an orthonormal system, then the value of ‖Rn(f)‖ is exactly the distance from f to the subspace
Vn = span{g0, . . . , gn−1}; however in a general Banach space the value of the ratio ‖Rn(f)‖ /dist(f, Vn) on a
certain element f ∈ X can be as big as 2n, unless the vectors g0, . . . , gn−1 are selected carefully. In section 3
we describe in detail the process of obtaining appropriate elements g0, g1, g2, . . . and formally introduce and
analyze the Natural Greedy Algorithm. We state the convergence results corresponding to those of the
Greedy Algorithm and note that every known estimate on the convergence rate for the Greedy Algorithm
can be stated for the Natural Greedy Algorithm with an additional multiplicative constant. In section 4 we
prove the stated results.
In addition to theoretical estimates, we compare the Greedy Algorithm and the Natural Greedy Algorithm
on numerical examples and observe virtually no difference in the quality of the reduced bases generated by the
two algorithms, while the realization complexity is significantly smaller for the Natural Greedy Algorithm.
In section 5 we present our numerical experiments for both greedy algorithms, compare them to the other
two known methods for constructing reduced bases, and discuss the computational complexity, which we
measure in terms of the time each algorithm spends on the central processing unit. Such a measurement is
appropriate as it is directly related to a number of computations performed by each algorithm.
2 Greedy algorithm for reduced bases
We begin this section by recalling standard notations that will be used throughout the paper. Let (X , ‖·‖)
be a Banach space. For an element f ∈ X and a closed subspace V ⊂ X denote by proj(f, V ) the orthogonal
projection of f onto V and denote by dist(f, V ) the distance from f to V , i.e
proj(f, V ) = argmin
v∈V
‖f − v‖ and dist(f, V ) = inf
v∈V
‖f − v‖ = ‖f − proj(f, V )‖ .
Let F ⊂ X be a set of elements that we want to approximate by a low-dimensional subspace. The
following greedy algorithm (formally defined in [4]) constructs a sequence of nested subspaces {Vn}∞n=0 that
are designed to approximate the set F .
Definition (Greedy Algorithm). For F ⊂ X consider the following iterative procedure:
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0. set V0 = {0} and find f0 = argmaxf∈F dist(f, V0)
1. set V1 = span{f0} and find f1 = argmaxf∈F dist(f, V1)
2. set V2 = span{f0, f1} and find f2 = argmaxf∈F dist(f, V2)
. . .
n. set Vn = span{f0, . . . , fn−1} and find fn = argmaxf∈F dist(f, Vn)
Note that generally sequences {fn}∞n=0 and {Vn}∞n=0 are not unique and might not even exist due to
the impossibility of finding an element fn ∈ F that satisfies the greedy criterion. The standard remedy to
guarantee existence is the assumption of compactness of the set F , which is widely used and is natural in
PDE-based applications. Under such condition the process of greedy approximation is feasible and generally
infinite (unless the set F is finitely dimensional); in practice this procedure is stopped after the desired
approximation accuracy has been achieved or the iteration limit has been reached.
Throughout the paper we assume that F is a compact subset of X , and thus at least one realization of
the greedy algorithm is achievable; however uniqueness is still not guaranteed and, unless stated otherwise,
variables {fn}∞n=0 and {Vn}∞n=0 will denote any possible realization of the greedy algorithm. Additionally,
we assume for convenience that F is contained in the unit ball of X , i.e. ‖f‖ ≤ 1 for any f ∈ F .
Let us define for each n ≥ 0 the number σn = σn(F ,X ) that represent how well the set F is approximated
by the subspace Vn:
σn = σn(F ,X ) = sup
f∈F
dist(f, Vn).
It is easy to see that the sequence {σn}∞n=0 is monotone and that for any compact set F ⊂ X one has σn → 0
as n → ∞, i.e. the Greedy Algorithm converges for any compact set F ⊂ X ; however no direct estimates
on the rate of convergence can be given without additional assumptions on F . Indeed, take any positive
decreasing to zero sequence {an}∞n=0 and consider the following compact set F ⊂ `2:
F = {anen}∞n=0,
where {en}∞n=0 is the canonical basis in `2. Then one achievable realization of the greedy algorithm is
fn = anen for each n ≥ 0, which implies σn(F , `2) = an.
Nevertheless we can compare the approximation of the set F by the subspace Vn with the best possible
approximation by an n-dimensional subspace Xn ⊂ X given by the Kolmogorov n-width dn:
dn = dn(F ,X ) = inf
Xn⊂X
dimXn=n
sup
f∈F
dist(f,Xn).
We note that while Kolmogorov n-widths have been introduced in 1935 (see [12]) and extensively studied ever
since, they still remain a mostly theoretical concept. Namely, the width dn(F ,X ) might not be realizable
on any subspace, and, more significantly, there are no constructive methods of obtaining an almost optimal
subspace in a general setting. Nonetheless, Kolmogorov widths are inherent in comparing the theoretical
performance of approximating algorithms with the ideal, even if unattainable, case. For a detailed discussion
of n-widths and related concepts we refer the reader to the books [21] and [14, Chapters 13–14].
Convergence rate of the Greedy Algorithm
We now return to estimating the convergence rate of the Greedy Algorithm. The first direct comparison
between σn and dn in a Hilbert space setting is given in [4], where it is shown (even though not stated
explicitly) that
σn(F ,H) ≤ (n+ 1) 2n+1dn(F ,H).
This estimate is improved in [3], where it is proven that
σn(F ,H) ≤ 2
n+1
√
3
dn(F ,H)
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and that this estimate is sharp up to the factor of 2/
√
3.
One technique that allows us to extend this result to a general Banach space is proposed in [29], where
it is essentially shown that in a Banach space the above estimate holds with an additional factor (which
depends on X ) that represents how well-isomorphic the subspaces of X are to the subspaces of L2, which is
characterized by the sequence {γn(X )}∞n=1 defined below.
For Banach spaces X and Y denote by GL(X ,Y) the family of all linear isomorphisms from X to Y.
Then the multiplicative Banach–Mazur distance between X and Y is given by
d(X ,Y) =
{
inf{‖T‖‖T−1‖ : T ∈ GL(X ,Y)} if X is isomorphic to Y,
∞ if X is not isomorphic to Y.
Denote by γn(X ) the supremum of multiplicative Banach–Mazur distances between n-dimensional subspaces
of X and `n2 , i.e.
γn = γn(X ) = sup{d(V, `n2 ) : V ⊂ X and dimV = n}.
It is easy to see that the sequence {γn(X )}∞n=1 is non-decreasing and γ1(X ) = 1. For any Hilbert space
γn(H) = 1 and for any Banach space γn(X ) ≤
√
n (for instance, it follows from the Pietsch factorization
theorem, see e.g. [10, Corollary 16.12.1]). Moreover, it is known (see e.g. [28, III.B.9]) that in Lp-spaces
γn(Lp) ≤ n| 12− 1p | for any 1 ≤ p ≤ ∞. (2.1)
Note that due to the compactness of the space of isometry classes of n-dimensional Banach spaces, for any
n-dimensional subspace Yn ⊂ X there exists an isomorphism T ∈ GL(Yn, `n2 ) with ‖T−1‖ = 1 such that
‖y‖ = ∥∥T−1Ty∥∥ ≤ ‖Ty‖2 ≤ d(Yn, `n2 ) ‖y‖ ≤ γn(X ) ‖y‖ .
Thus, for any Y ⊂ X there exists a Euclidean norm ‖·‖e on Y given by ‖y‖e = ‖Ty‖2 such that
‖y‖ ≤ ‖y‖e ≤ γdimY (X ) ‖y‖ for any y ∈ Yn. (2.2)
The direct comparison between σn and dn for Lp-spaces is given in [29]; however a similar technique can
be used for a general Banach space X with minor changes in the proof. Thus we state the generalized theorem
and deduce the original result as a corollary (with a slight improvement in the multiplicative constant). We
demonstrate how to obtain the proof of this theorem in section 4.
Theorem 1. For a compact set F ⊂ X the Greedy Algorithm provides
σn(F ,X ) ≤ γ2n+1(X ) 2n+1dn(F ,X ).
Corollary 1.1. For a compact set F ⊂ Lp with any 1 ≤ p ≤ ∞ the Greedy Algorithm provides
σn(F , Lp) ≤ 2
√
3n|
1
2− 1p | 2ndn(F , Lp).
An alternative approach to estimating the rate of convergence of the Greedy Algorithm is proposed in [8],
where a delayed estimate is proven, i.e. a comparison between σn and dm for m < n. In particular, the
following estimate is proven in a Hilbert space setting
σn(F ,H) ≤
√
2 min
0<m<n
d1−m/nm (F ,H),
and for a general Banach space
σn(F ,X ) ≤
√
2n min
0<m<n
d1−m/nm (F ,X ).
It is conjectured in [8] that the additional factor of
√
n in the last estimate, while unable to be removed
in general, can be improved for some Banach spaces; for instance, in the case of Lp-spaces one expects to
replace
√
n with n|1/2−1/p|. This conjecture is proven in [29], where the following result is stated.
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Theorem A. For a compact set F ⊂ X the Greedy Algorithm provides
σn(F ,X ) ≤
√
2 min
0<m<n
γn+m(X ) d1−m/nm (F ,X ).
Corollary 1.2. For a compact set F ⊂ Lp with any 1 ≤ p ≤ ∞ the Greedy Algorithm provides
σn(F , Lp) ≤
√
2 min
0<m<n
(n+m)|
1
2− 1p | d1−m/nm (F , Lp).
In particular,
σ2n(F , Lp) ≤
√
6n|
1
2− 1p |
√
dn(F , Lp).
Additional estimates can be given when dn satisfies a special decay rate. For instance, if dn(F) ≤
A exp(−anα) with some constants 0 < α, a,A <∞, then it is shown in [3] that in a Hilbert space the Greedy
Algorithm guarantees
σn(F ,H) ≤ B exp(−bnβ)
with B = B(α, a,A), b = b(α, a), and β = αα+1 . This estimate is improved and extended to the Banach
space setting in [8] to
σn(F ,X ) ≤ B exp(−bnα)
with B = B(A) and b = b(α, a).
Similarly, if dn(F) ≤ An−α with some constants 0 < α,A < ∞, then it is shown in [3] that in a Hilbert
space the Greedy Algorithm satisfies
σn(F ,H) ≤ Bn−α
with B = B(α,A). The corresponding estimate for a Banach space is proven in [8]:
σn(F ,X ) ≤ Bn−α+1/2+
with any  > 0 and B = B(, α,A). This estimate is improved in [29], where it is shown that if additionally
one has a bound γn(X ) ≤ Cnµ with some C > 0 and 0 ≤ µ ≤ min{α, 1/2}, then
σn(F ,X ) ≤ B(lnn)α n−α+µ
with B = B(α, µ,A,C). The most recent bound of this type is given in [20], where it is shown that the
power of the logarithm can be replaced with 1/2, which essentially results in the estimate
σn(F ,X ) ≤ B(lnn)min{α,1/2} n−α+µ
with B = B(α, µ,A,C).
Comments on the Weak Greedy Algorithm
Note that in general the Greedy Algorithm is computationally expensive since at the n-th iteration of the
algorithm one has to solve an n-dimensional minimization problem for each element of the set F . While this
is a manageable task in a Hilbert space, where one can orthogonolize the basis and compute the projection,
in a Banach space this is a complicated problem, which increases its computational complexity exponentially
with each consecutive iteration.
We conclude this section by commenting on two common ways to simplify the realization of the algorithm.
The first method, which is a classical approach in the greedy algorithm theory (see e.g. [25]), is to consider
a weak version of Greedy Algorithm, where instead of finding fn = argmaxf∈F dist(f, Vn) it is sufficient to
find any such fwn ∈ F that
dist(fwn , Vn) ≥ γ sup
f∈F
dist(f, Vn),
where γ ∈ (0, 1] is a fixed constant which is generally referred to as the weakness parameter.
Second, it might be possible to find for each n ≥ 1 an easy-to-compute surrogate sn : F → R such that
cssn(f) ≤ dist(f, Vn) ≤ Cssn(f) for all f ∈ F and n ≥ 0 (2.3)
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with some constants 0 < cs ≤ Cs < ∞. If this is the case, then instead of finding fn one can search for
fsn = argmaxf∈F sn(f), which would immediately satisfy
dist(fsn, Vn) ≥
cs
Cs
sup
f∈F
dist(f, Vn),
which is the weak version of the Greedy Algorithm with γ = cs/Cs.
The analysis of the Weak Greedy Algorithm is essentially the same as that of the Greedy Algorithm, and
all the results stated in this section hold for the weak version as well with an additional factor of γ−1.
We note that while the Weak Greedy Algorithm is easier computationally, it requires additional infor-
mation on the problem either in terms of a sufficiently tight upper estimate of supf∈F dist(f, Vn), or in
terms of suitable surrogates s1, s2, s3, . . ., neither of which is generally available, and thus the Weak Greedy
Algorithm cannot be employed universally.
3 Natural greedy algorithm for reduced bases
In this section we introduce the Natural Greedy Algorithm — an alternative to the Greedy Algorithm,
in which instead of maximizing the distance to the constructed subspace, one maximizes the norm of a
specifically constructed easily-computable operator. The behavior of the Natural Greedy Algorithm depends
on the smoothness of the space, thus we recall the related concepts.
For a non-zero element x ∈ X a norming functional Fx is an element of X ∗ such that
‖Fx‖X∗ = 1 and Fx(x) = ‖x‖ .
Existence of norming functionals in Banach spaces is a simple corollary of the Hahn–Banach theorem (see
e.g. [2, Corollary II.3]) however their uniqueness is generally not guaranteed. Banach spaces in which norming
functionals are unique are the smooth spaces; in this case for any elements x, y ∈ X the value of Fx(y) can
be found by computing the Gaˆteaux derivative of the norm (see e.g. [7, Chapter I.1])
Fx(y) =
d
du
‖x+ uy‖
∣∣∣∣
u=0
= lim
u→0
‖x+ uy‖ − ‖x‖
u
. (3.1)
Moreover, norming functionals are known for Banach spaces that are commonly utilized in applications. In
particular, for the following smooth spaces
1. Hilbert space: Fx(y) =
〈x, y〉
‖x‖ ,
2. `p-space, 1 < p <∞: Fx(y) =
∑∞
n=1 sgn(xn)|xn|p−1yn
‖x‖p−1p
,
3. Lp(Ω, µ)-space, 1 < p <∞: Fx(y) =
∫
Ω
sgn(x)|x|p−1y
‖x‖p−1p
dµ.
In cases p = 1,∞ spaces `p and Lp(Ω, µ) are not smooth and thus norming functionals are not unique.
Throughout the paper we will be using the following functionals in those settings:
F `1x (y) =
∞∑
n=1
sgn(xn) yn, F
`∞
x (y) = sgn(xm) ym, where m ∈ N : |xm| = ‖x‖`∞ ; (3.2)
FL1x (y) =
∫
Ω
sgn(x) y dµ, FL∞x (y) = sgn(x(t)) y(t), where t ∈ Ω : |x(t)| = ‖x‖L∞(Ω) .
The smoothness of a Banach space X is characterized by the modulus of smoothness ρ(u), which is
defined as
ρ(u) = ρ(u,X ) = sup
‖x‖=‖y‖=1
‖x+ uy‖+ ‖x− uy‖
2
− 1. (3.3)
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The modulus of smoothness is an even and convex function and, therefore, ρ(u) is non-decreasing on (0,∞).
A Banach space is uniformly smooth if ρ(u) = o(u) as u→ 0. We say that the modulus of smoothness ρ(u) is
of power type q ∈ [1; 2] if ρ(u) ≤ cρuq with some constant cρ = cρ(X ) > 0 for all u ≥ 0. One easily concludes
by using the triangle inequality that any Banach space has a modulus of smoothness of power type 1 and
that any Hilbert space has a modulus of smoothness of power type 2 by applying the parallelogram law.
Additionally, it is known (see e.g. [13, p. 63]) that the moduli of smoothness ρp(u) of Lp-spaces satisfy the
asymptotic estimate
ρp(u) =
{ 1
p u
p + o(up), 1 < p ≤ 2
p−1
2 u
2 + o(u2), 2 ≤ p <∞ ,
i.e. Lp-spaces have the modulus of smoothness of power type q = min{p, 2}.
For a more detailed discussion on the smoothness of norms and their relation to the other geometrical
aspects of Banach spaces we refer the reader to books [2] and [7].
We now define the operator sequences which are foundational for the Natural Greedy Algorithm. For a
given normalized sequence of elements {gn}∞n=0 ∈ X denote
rn(f) = f − Fgn(f) gn,
Rn(f) =
{
f, n = 0,
rn−1 ◦ rn−2 ◦ . . . ◦ r1 ◦ r0 (f), n ≥ 1. (3.4)
Essentially, operators rn and Rn represent the remainders of certain projections of an element f ∈ X
onto span{gn} and span{g0, . . . , gn−1} respectively. Indeed, if we view Fgn(·) gn as a projector onto gn
then rn(·) is the remainder of this projection, and Rn(·) is the combination of n remainders of such one-
dimensional projections. In fact, if {gk}n−1k=0 is an orthonormal system in a Hilbert space H, then Rn(f) =
f − proj(f, span{g0, . . . , gn−1}) for any f ∈ H. While it is not exactly the case in a general Banach space,
with the right sequence {gn}∞n=0 the value of ‖Rn(f)‖ can be used in place of the distance from f to
span{g0, . . . , gn−1}, as we show later.
This new concept of projecting in Banach spaces is the base of the Natural Greedy Algorithm; it is
computationally advantageous since it only requires the knowledge of the norming functionals of the reduced
basis (which can often be stated explicitly or easily calculated as (3.1) in other cases), as opposed to the
orthogonal projecting, which requires to solve the optimization problem. Note that generally the operators
{rn}∞n=0 ∈ X ∗ (and hence {Rn}∞n=0) are not unique since the corresponding norming functionals might lack
uniqueness. In such cases, unless stated otherwise, we consider any suitable operator sequences.
The Natural Greedy Algorithm defined below recurrently constructs sequences {fn}∞n=0 and {gn}∞n=0 that
in turn define operators {Rn}∞n=0 and span nested subspaces {Vn}∞n=0 which approximate F .
Definition (Natural Greedy Algorithm). For F ⊂ X consider the following iterative procedure:
0. set V0 = {0}, find f0 = argmaxf∈F ‖R0(f)‖ and let g0 = R0(f0)‖R0(f0)‖
1. set V1 = span{f0}, find f1 = argmaxf∈F ‖R1(f)‖ and let g1 = R1(f1)‖R1(f1)‖
2. set V2 = span{f0, f1}, find f2 = argmaxf∈F ‖R2(f)‖ and let g2 = R2(f2)‖R2(f2)‖
. . .
n. set Vn = span{f0, . . . , fn−1}, find fn = argmaxf∈F ‖Rn(f)‖ and let gn = Rn(fn)‖Rn(fn)‖
Similarly to the classical Greedy Algorithm, on the n-th iteration for each element of F we construct an
approximation from Vn = span{f0, . . . , fn−1} = span{g0, . . . , gn−1} in the form of a linear combination of
already chosen elements. The key difference is that in order to obtain the coefficient of this linear combination
the Natural Greedy Algorithm does not require solving an n-dimensional optimization problem; instead it
calculates them directly by computing the values of norming functionals of the basis elements {gk}n−1k=0 .
While such way of obtaining coefficients is generally not optimal in the sense of minimizing the norm of the
remainder, it is inherent to the space as the the coefficients are dictated by the geometry of the norm on the
elements of reduced basis.
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Note that the Natural Greedy Algorithm cannot proceed with the construction of reduced basis if at
some step n we have argmaxf∈F ‖Rn(f)‖ = 0. As we will see later, this situation occurs if and only
if the set F is finitely-dimensional. Moreover, in this case, just as for the Greedy Algorithm, we have
Vn = span{g0, . . . , gn−1} ⊃ F and n = dimF . For convenience, from now on we assume that F is compact
and infinitely-dimensional: compactness guarantees the possibility of choosing an element fn, and infinite-
dimensionality ensures the existence of corresponding vector gn. Hence we presume that the Natural Greedy
Algorithm recursively constructs sequences {fn}∞n=0, {gn}∞n=0, {Rn}∞n=0 and {Vn}∞n=0. Alternatively, if
dimF < ∞ then the trivial modification in form of replacing ∞ with dimF in sequence indexing needs to
be performed.
Analysis of the operators Rn
To explain the idea behind the Natural Greedy Algorithm we analyze the behavior of the operators {Rn}∞n=0,
and show that our method of obtaining reduced bases, despite seeming unintuitive, is actually quite natural
from several perspectives (hence the name of the algorithm). In particular, we will see that in a Hilbert
space the Natural Greedy Algorithm coincides with the Greedy Algorithm.
We begin by establishing an important property of the operators {Rn}∞n=0 that will be our main tool in
understanding the behavior of the constructed reduced basis {gn}∞n=0. Specifically, we use induction to show
that
Fgk(Rm(f)) = 0 for any m > k ≥ 0 and any f ∈ X . (3.5)
Recall that from the definition (3.4) of operators {Rn}∞n=0 for any m > k we have
Rm(f) = rm−1 ◦ . . . ◦ r0(f) = rm−1 ◦ . . . ◦ rk ◦ Rk(f).
It is clear that the base of induction m = k + 1 holds since rk(f) = f − Fgk(f) gk and hence
Fgk(Rk+1(f)) = Fgk
(
rk(Rk(f))
)
= 0.
Assume that the hypothesis holds for some m > k, i.e. Fgk(Rm(f)) = 0 for any f ∈ X . Then, since by
construction gm = Rm(fm)/ ‖Rm(fm)‖, we deduce
Fgk(Rm+1(f)) = Fgk
(
rm(Rm(f))
)
= Fgk
(
Rm(f)− Fgm(Rm(f)) gm
)
= Fgk
(Rm(f))− Fgm(Rm(f))Fgk ( Rm(fm)‖Rm(fm)‖
)
= 0,
which concludes the proof.
Condition (3.5) implies that R2n = Rn, i.e. the operator Rn : X → X is a projector. Moreover, note
that for any m > k ≥ 0 we have Fgk(gm) = 0, and hence rk(gm) = gm. Therefore Rn(Vn) = 0 since for any
coefficients {αk}n−1k=0 we have
Rn
(
n−1∑
k=0
αkgk
)
= rn−1 ◦ . . . ◦ r0
(
n−1∑
k=0
αkgk
)
= rn−1 ◦ . . . ◦ rj
n−1∑
k=j
αkgk
 = 0. (3.6)
Thus we have shown that in order to construct a reduced basis the Natural Greedy Algorithm uses a linear
projector Rn : X → X with kerRn = Vn. In particular, it guarantees that the Natural Greedy Algorithm
will not on any step select a vector from the already generated subspace Vn, which implies that dimVn = n,
i.e. the chosen elements {fk}n−1k=0 are linearly independent. Essentially, operator Rn decomposes any f ∈ X
into the sum f = Rn(f) + (f −Rn(f)), where f − Rn(f) ∈ Vn, and Rn(f) represents the remainder of
the projection of f onto Vn and determines which element of the set F will be chosen on this iteration of
the algorithm. From this point of view, the Greedy Algorithm uses the same approach as it relies on the
orthogonal projector Pn(f) = f − proj(f, Vn). Although both algorithms make use of projectors (Rn and
Pn respectively) which are independent of the translation about already constructed subspace Vn, the main
difference is that operator Pn is generally non-linear (with the exception of the Hilbert space setting), while
operator Rn is linear regardless of the choice of a space.
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Relations to orthogonality
We now discuss the greedy algorithms from the perspective of orthogonality of reduced bases. To begin with,
let us recall the concept of orthogonality in Banach spaces. We consider here Birkhoff–James orthogonality,
i.e. for any x, y ∈ X we say that x is orthogonal to y (denoted x ⊥ y) if ‖x+ λy‖ ≥ ‖x‖ for any λ ∈
R. This concept is directly related to the orthogonal projecting onto subspaces in Banach spaces since
x− proj(x,Y) ⊥ Y for any x ∈ X and any Y ⊂ X ; however, in order to achieve orthogonality even for just
two vectors x and y, one generally has to solve the minimization problem minλ∈R ‖x+ λy‖ (which is how
Greedy Algorithm constructs approximations).
We propose here an alternative approach to projecting in Banach spaces, which is based on the relation
between norming functionals and orthogonality. First, it is easy to see that Fx(y) = 0 implies x ⊥ y. Indeed,
for any λ ∈ R we have
‖x+ λy‖ ≥ Fx(x+ λy) = ‖x‖ .
The inverse implication can be shown in uniformly smooth Banach spaces with the use of the well-known
inequality (see e.g. [25, Lemma 6.1]), which follows directly from the definition of modulus of smoothness (3.3)
‖x− λy‖ ≤ ‖x‖ − λFx(y) + 2 ‖x‖ ρ
(
λ ‖y‖
‖x‖
)
.
Assume that x ⊥ y but Fx(y) 6= 0. Then for sufficiently small λ > 0 the previous inequality and the uniform
smoothness of X provide
‖x− sgn(Fx(y))λy‖ ≤ ‖x‖ − λ|Fx(y)|+ o(λ) < ‖x‖ ,
which contradicts the orthogonality.
Together with these relations, property (3.5) implies that the vectors {gn}∞n=0 constructed by the Natural
Greedy Algorithm form a semi-orthogonal basis for Vn in the sense
gk ⊥ gm for any m > k ≥ 0.
Similarly, if during the realization of the Greedy Algorithm one considers vectors h0, h1, h2, . . . defined by
hn = (fn−proj(fn, Vn))/ dist(fn, Vn), then {hk}∞k=0 will also form a semi-orthogonal basis for Vn, but in the
reverse order:
hk ⊥ hm for any k > m ≥ 0.
Note that since in a Hilbert space the orthogonality relation is symmetric (i.e. x ⊥ y ⇐⇒ y ⊥ x), both
algorithms produce the same sequence {fn}n=0 and {hn}∞n=0 = {gn}∞n=0 is the orthogonalization of {fn}∞n=0.
Thus, when the Natural Greedy Algorithm computes the remainder of the projection onto the subspace
Vn, it subsequently computes n remainders of one-dimensional projections on vectors g0, . . . , gn−1 (which are
given by Fgk(·) gk). This procedure seems appropriate since {gk}n−1k=0 is a semi-orthogonal basis for Vn and
therefore in a Hilbert space we would get Rn(f) = f − proj(f, Vn). In a general Banach space, however, the
concept of orthogonality is more complex and thus we only get {gk}n−1k=0 ⊥ Rn(f), while the remainder of the
orthogonal projection provides f−proj(f, Vn) ⊥ {gk}n−1k=0 . Hence such projection is not optimal in the sense of
minimizing the norm of the remainder since it does not provide the condition Rn(f) ⊥ Vn, and, theoretically,
can even increase the norm of the projected element as Lemma 1 below states; however calculating projection
in this way is much easier computationally as it does not involve solving a minimization problem. Moreover,
our numerical results in section 5 show that in practice this imperfection in norm minimization does not
deteriorate the quality of the constructed reduced basis, and the convergence rate of the Natural Greedy
Algorithm, despite computational simplicity, is comparable to the one of the Greedy Algorithm.
We note that the realization of the Greedy Algorithm cannot be simplified along the same lines since for
any f ∈ X the Greedy Algorithm has to find vn = proj(f, Vn) so that f − vn ⊥ Vn, which, if X is uniformly
smooth, is equivalent to
Ff−vn(Vn) = 0.
To the best of our knowledge, there are no substantial theoretical findings on the relationship between
an element x ∈ X and a norming functional Fx ∈ X ∗ (except for a Hilbert space setting), and therefore
constructing the required vector vn ∈ Vn is only achievable by solving an n-parameter optimization problem.
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Convergence of the Natural Greedy Algorithm
We now discuss the convergence properties of the Natural Greedy Algorithm. Similarly to the Greedy
Algorithm we impose compactness on F to guarantee the feasibility of at least one realization of the Natural
Greedy Algorithm and existence of sequences {fn}∞n=0, {gn}∞n=0, and {Vn}∞n=0.
In the same way we say that the algorithm converges if σn = supf∈F dist(f, Vn)→ 0 as n→∞ for each
possible realization of the algorithm. Since it is difficult to measure {σn}∞n=0 due to the fact that the Natural
Greedy Algorithm does not directly calculate the distance to the constructed subspace Vn, we introduce the
sequence {τn}∞n=0 that represents the performance of the algorithm:
τn = τn(F ,X ) = sup
f∈F
‖Rn(f)‖ .
These values are computed automatically during the realization of the Natural Greedy Algorithm since by
construction ‖Rn(fn)‖ = supf∈F ‖Rn(f)‖ = τn, and thus no additional computations required. Note that
unlike {σn}∞n=0, the sequence {τn}∞n=0 is not necessarily monotone; however we will see later that for any
compact set F ⊂ X both sequences converge to zero, i.e. the Natural Greedy Algorithm converges. To
show the exact connection between σn(F ,X ) and τn(F ,X ), we first need to estimate the norm of Rn, which
depends on the geometry of the space X that is represented by the modulus of smoothness ρ(u) defined
by (3.3).
Lemma 1. Let X be a Banach space, then for any n ≥ 0 we have
‖Rn‖X∗ ≤ Rn,
where
R = R(X ) = 1 + µ, µ ∈ (0, 1] : 1 + µ = 2µρ(µ−1).
Additionally, if X has the modulus of smoothness of power type q, we get
R(X ) ≤ min{1 + µq, 2}, µq > 0 : 1 + µq = 2cρ µ1−qq .
The above bound is quite pessimistic since it estimates the norm of Rn on the whole space X and thus has
to accommodate the worst-case scenario. While this estimate is attainable in non-smooth Banach spaces, it is
generally not sharp. For instance, in a Hilbert space H, our lemma provides the estimate R(H) = (√5+1)/2
since the modulus of smoothness of a Hilbert space is ρH(u) = u2/2; however the actual norm of the operator
Rn in this case is 1. Additionally, in subsection 5.6 we estimate the norm of operators Rn on constructed
subspaces on concrete numerical examples, and demonstrate that the attainable norm is drastically smaller
than Lemma 1 suggests.
Even though Lemma 1 shows that in a general Banach space X the sequence of norms {‖Rn‖X∗}∞n=0
might be unbounded, we only apply operate on the set F ⊂ X , thus we need an alternative estimate for the
norm of Rn that is more appropriate for the analysis of the Natural Greedy Algorithm. In particular, we
will show that on a compact set F the values of ‖Rn(f)‖ are uniformly bounded for all f ∈ F and all n ≥ 0.
Indeed, let {gn}∞n=0 be a reduced basis generated by the Natural Greedy Algorithm for the compact set
F and V be a subspace spanned by it, i.e. V = span{g0, g1, g2, . . .} ⊂ X . Denote by Cg = Cg(F ,X ) the basis
constant of {gn}∞n=0 (since is a Schauder basis for V ). Then, similarly to (3.6), by using semi-orthogonality
of the basis we obtain for any h =
∑∞
k=0 αkgk ∈ V and any n ≥ 1
Rn(h) = Rn
( ∞∑
k=0
αkgk
)
=
∞∑
k=n
αkgk = h−
n−1∑
k=0
αkgk,
i.e. on the subspace V the operator Rn acts as the remainder of the n-th basis projection of {gn}∞n=0.
Therefore
‖Rn‖V ∗ ≤ Cg + 1,
and by combining this estimate with Lemma 1, we arrive at
‖Rn‖V ∗ ≤ Bgn = Bgn(F ,X ) = min{R(X )n, Cg(F ,X ) + 1}. (3.7)
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Even though we estimate the norm of operator Rn only on the subspace V , note that for any f ∈ F and
any n ≥ 0 we have
‖Rn(f)‖ ≤ ‖Rn(fn)‖ ≤ ‖Rn‖V ∗n+1 ‖fn‖ ≤ ‖Rn‖V ∗ ≤ Cg + 1.
We now can establish the relation between σn(F ,X ) and τn(F ,X ) (defined as supf∈F dist(f, Vn) and
supf∈F ‖Rn(f)‖ respectively). Note that for the Greedy Algorithm the greedy selection step provides σn =
dist(fn, Vn), which is not necessarily the case for the Natural Greedy Algorithm, where instead we have
τn = ‖Rn(fn)‖. Evidently for any f ∈ F we have
dist(f, Vn) ≤ ‖Rn(f)‖ ≤ sup
f∈F
‖Rn(f)‖ = ‖Rn(fn)‖ .
On the other hand, by using the property Rn(Vn) = 0 and estimate (3.7), we obtain
‖Rn(fn)‖ = ‖Rn(fn − proj(fn, Vn))‖ ≤ ‖Rn‖V ∗ dist(fn, Vn) ≤ Bgn sup
f∈F
dist(f, Vn).
Therefore for any n ≥ 0 we have the relation
σn(F ,X ) ≤ τn(F ,X ) ≤ Bgn(F ,X )σn(F ,X ). (3.8)
Similarly, we can establish the uniform equivalence (i.e. for all n ≥ 0) of ‖Rn(·)‖ and dist(·, Vn) on the
subspace V ⊂ X since for each n ≥ 0 we have for any f ∈ V
dist(f, Vn) ≤ ‖Rn(f)‖ ≤ ‖Rn‖V ∗ ‖f − proj(f, Vn)‖ ≤ (Cg(F ,X ) + 1) dist(f, Vn). (3.9)
We now can discuss the convergence results for the Natural Greedy Algorithm. First, note that the
uniform equivalence of dist(·, Vn) and ‖Rn(·)‖ on V guarantees the convergence of the Natural Greedy
Algorithm for any compact set F ⊂ X . Indeed, if for some  > 0 and all n ≥ 0 we have σn(F ,X ) > , then
relations (3.8) and (3.9) provide
 < σn ≤ τn = ‖Rn(fn)‖ ≤ (Cg + 1) dist(fn, Vn),
i.e. for any m > n ≥ 0 we have ‖fn − fm‖ ≥ /(Cg + 1), which contradicts the compactness of F .
Furthermore, it might seem that the relation (3.9) implies that ‖Rn(·)‖ is a surrogate for dist(·, Vn)
(see (2.3)), i.e. that the Natural Greedy Algorithm is a weak version of the Greedy Algorithm. We refute
this hypothesis by providing an example of a Banach space X and a compact set F such that ‖Rn(·)‖ is
not uniformly equivalent to dist(·, Vn) on F , thus proving that the Natural Greedy Algorithm is a distinct
algorithm.
Lemma 2. There exists a Banach space X and a compact set F ⊂ X such that
lim
n→∞ supf∈F
‖Rn(f)‖
dist(f, Vn)
=∞.
Next, we estimate the rate of convergence of the Natural Greedy Algorithm. Similarly to the convergence
results for the Greedy Algorithm, we provide the direct and delayed comparison between σn(F ,X ) and
dn(F ,X ) for the Natural Greedy Algorithm.
Theorem 2. For a compact set F ⊂ X the Natural Greedy Algorithm provides
σn(F ,X ) ≤ Bgn+1(F ,X ) γ2n+1(X ) 2n+1dn(F ,X ).
Corollary 2.1. For a compact set F ⊂ Lp with any 1 ≤ p ≤ ∞ the Natural Greedy Algorithm provides
σn(F , Lp) ≤ 2
√
3Bgn+1(F ,X )n|
1
2− 1p | 2ndn(F , Lp).
Theorem 3. For a compact set F ⊂ X the Natural Greedy Algorithm provides
σn(F ,X ) ≤
√
2Bgn/2(F ,X ) min0<m<n γn+m(X ) d
1−m/n
m (F ,X ).
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Corollary 3.1. For a compact set F ⊂ Lp with any 1 ≤ p ≤ ∞ the Natural Greedy Algorithm provides
σn(F , Lp) ≤
√
2Bgn/2(F ,X ) min0<m<n(n+m)
| 12− 1p | d1−m/nm (F , Lp).
In particular,
σ2n(F , Lp) ≤
√
6Bgn(F ,X )n|
1
2− 1p |
√
dn(F , Lp).
Finally, we provide the estimates for convergence rates in special cases when an additional information
in term of rate of decay of Kolmogorov n-widths is known.
Theorem 4. For a compact set F ⊂ X the Natural Greedy Algorithm provides under the following conditions:
1. If dn(F ,X ) ≤ A exp(−anα) for some constants 0 < α, a,A <∞ then
σn(F ,X ) ≤ Bγ3n/2(X ) exp(−bnα)
with B = B(A,F ,X ) = √2ABgn/2(F ,X ) and b = b(α, a) = 2−(α+1)a. Moreover, factor γ3n/2(X ) can
be removed by decreasing the constant b.
2. If dn(F ,X ) ≤ An−α and γn(X ) ≤ Cnµ for some constants 0 < α,A,C <∞ and 0 ≤ µ ≤ min{α, 1/2}
then
σn(F ,X ) ≤ B(lnn)min{α,1/2} n−α+µ
with B = B(α, µ,A,C).
Comments on the Weak Natural Greedy Algorithm
We conclude this section by pointing out that the Natural Greedy Algorithm admits the same simplification
steps as the Greedy Algorithm. Namely, one can consider a weak version of the greedy selection step by
taking any such fwn ∈ F that
‖Rn(fwn )‖ ≥ γ sup
f∈F
‖Rn(f)‖
with some weakness parameter γ ∈ (0, 1], or find surrogates sn : X → R such that
cssn(f) ≤ ‖Rn(f)‖ ≤ Cssn(f) for any f ∈ X and n ≥ 0
with some constants 0 < cs ≤ Cs < ∞ and select fsn = argmaxf∈F sn(f). Any such modification would
qualify as the Weak Natural Greedy Algorithm and all the results stated in this section would hold with the
additional factor of γ−1 or Cs/cs respectively.
4 Proofs
In this section we prove the results related to the Greedy Algorithm and the Natural Greedy Algorithm that
were stated in sections 2 and 3.
Proof of Lemma 1
First, we prove our estimate on the norm of operators Rn on X .
Proof of Lemma 1. Let X be a smooth Banach space (we will address a non-smooth case later). Take any
f, g ∈ X with ‖f‖ = ‖g‖ = 1 and denote α = Fg(f) ∈ [−1; 1]. We begin by estimating the norm of
r(f) = f − Fg(f) g = f − αg.
If α = 0 then trivially ‖r(f)‖ = 1. Assume that α 6= 0, then from equality (3.1) we obtain
Fαg(f) = sgn(α)Fg(f) = |α|.
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Recall that for any x, y ∈ X we have (see e.g. [25, Lemma 6.1])
‖x− y‖ ≤ ‖x‖ − Fx(y) + 2 ‖x‖ ρ
(‖y‖
‖x‖
)
.
Applying this inequality with x = αg and y = f provides
‖r(f)‖ = ‖f − αg‖ ≤ |α| − Fαg(f) + 2|α| ρ(1/|α|) = 2|α| ρ(1/|α|).
On the other hand, by the triangle inequality we get
‖r(f)‖ ≤ 1 + |α| ≤ 2.
Since both estimates must hold and functions 1 + x and 2x ρ(x−1) intersect once on (0; 1], we conclude that
‖r(f)‖ ≤ 1 +µ, where µ ∈ (0; 1] is the root of the equation 1 + x = 2x ρ(x−1). Note that µ = µ(X ) does not
depend on f, g, and α, thus
‖r‖X∗ ≤ 1 + µ.
For any non-smooth Banach space we have ρ(u) = u and µ = 1, and thus the above estimate holds.
We have proven that for any Banach space X and any n ≥ 0 one has
‖rn‖X∗ ≤ R = 1 + µ
and, since Rn = rn−1 ◦ . . . ◦ r0, we obtain
‖Rn‖X∗ ≤
n−1∏
k=0
‖rk‖X∗ ≤ Rn.
Lastly, note that if ρ(u) ≤ cρuq for some q ∈ (1; 2], we get µ ≤ µq, where µq > 0 is the solution of the
equation 1 + x = 2cρx
1−q, which can be bigger than 1. Hence we arrive at
R = 1 + µ ≤ min{1 + µq, 2}.
Proof of Lemma 2
Next, we prove that that the Natural Greedy Algorithm is not a weak version of the Greedy Algorithm, but
in fact is a new method of constructing reduced bases.
Proof of Lemma 2. To begin we construct a simple setting in which ‖Rn(·)‖ and dist(·, Vn) are equivalent
on F but the equivalence constant is arbitrarily large.
Namely, let X = `1 and {en}∞n=0 be the canonical basis in `1. Take any 0 <  < 1/2 and consider vectors
f∗, f0, f1, f2, . . . given by 
f∗
f0
f1
f2
f3
...

=

1 0 0 0 0 0 . . .
− 1−  0 0 0 0 . . .
−/2 −/2 1−  0 0 0 . . .
−/4 −/4 −/2 1−  0 0 . . .
−/8 −/8 −/4 −/2 1−  0 . . .
...
...
...
...
...
...
. . .

,
i.e. f∗ = e0, and for any n ≥ 0
fn = − 
2n
e0 −
n∑
k=1

2n+1−k
ek + (1− )en+1. (4.1)
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Note that the vectors f∗, f0, f1, f2, . . . have norm 1, and by using the formula Fx(y) =
∑∞
n=0 sgn(xn) yn for a
norming functional in `1 we conclude that the sequence {fn}∞n=0 is semi-orthogonal in the sense Ffn(fm) = 0
for any m > n ≥ 0.
Take any positive sequence {an}∞n=0 that is monotonically decreasing to 0 and a number 0 < α < a0, and
define set F ⊂ X as
F = {αf∗} ∪ {anfn}∞n=0,
which is compact since an → 0. We will show that by making α sufficiently small one can get arbitrarily
large value for the ratio ‖Rn(f∗)‖ / dist(f∗, Vn). Denote
M = M(α) = min
{
n ≥ 1 : α ≥ an
(2(1− ))n
}
.
We will use induction to show that
{gn}m−1n=0 = {fn}m−1n=0 and Rm(f∗) = α (1− )m
(
e0 +
m∑
n=1
2n−1en
)
for any 1 ≤ m ≤M. (4.2)
The base of induction holds since α < a0 and thus the Natural Greedy Algorithm selects
a0f0 = argmax
f∈F
‖f‖ and g0 = f0.
Hence Fg0(f∗) = −α and
R1(f∗) = f∗ − Fg0(f∗) g0 = α (1− ) (e0 + e1).
Assume that the induction holds for some 1 ≤ m < M , then since {gn}m−1n=0 = {fn}m−1n=0 and due to semi-
orthogonality of vectors {fn}∞n=0 we get Rm(anfn) = anfn (and thus ‖Rm(anfn)‖ = an) for any n ≥ m. By
the assumption we have
Rm(f∗) = α (1− )m
(
e0 +
m∑
n=1
2n−1en
)
and hence ‖Rm(f∗)‖ = α (2(1 − ))m < am since m < M . Therefore on (m + 1)-st iteration the Natural
Greedy Algorithm selects
amfm = argmax
f∈F
‖Rm(f)‖ and gm = fm.
Hence Fgm(Rm(f∗)) = −α (2(1− ))m and by (4.1) we get
Rm+1(f∗) = Rm(f∗)− Fgm(Rm(f∗)) gm
= α (1− )m
(
e0 +
m∑
n=1
2n−1en
)
+ α (2(1− ))m
(
− 
2m
e0 −
m∑
n=1

2m+1−n
en + (1− )em+1
)
= α (1− )m
(
(1− )e0 +
m∑
n=1
(1− )2n−1en + 2m(1− )em+1
)
= α (1− )m
(
(1− )e0 +
m+1∑
n=1
(1− )2n−1en
)
,
which proves hypothesis (4.2). Therefore we obtain
‖Rm(f∗)‖
dist(f∗, Vm)
≥ ‖Rm(f∗)‖‖f∗‖ ≥ (2(1− ))
m
for any m ≤M,
i.e. the constant C = C(F ,X ) in the inequality dist(·, Vn) ≤ ‖Rn(·)‖ ≤ C dist(·, Vn) satisfies
C ≥ (2(1− ))M(α) . (4.3)
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Next, we construct an example of such Banach space X and a compact set F ⊂ X that dist(·, Vn) and
‖Rn(·)‖ are not uniformly equivalent on F . Consider the space
X =
(⊕
m∈N
`1
)
1
=
{
{xm}m∈N : xm ∈ `1 for any m ∈ N and
∑
m∈N
‖xm‖1 <∞
}
with the norm ‖{xm}m∈N‖ =
∑
m∈N ‖xm‖1. For every m ∈ N let {emn }∞n=0 be the canonical basis for the m-th
space `1 in the direct sum. Choose any 0 <  < 1/2 and for every m ∈ N define vectors fm∗ , fm0 , fm1 , fm2 , . . .
as in (4.1), i.e.
fm∗ = e
m
0 and f
m
n = −

2n
em0 −
n∑
k=1

2n+1−k
emk + (1− )emn+1 for any n ≥ 0.
Take two positive monotonically decreasing to 0 sequences {an}∞n=0 and {αm}∞m=0 and define the sequence
{Fm}m∈N of disjointly supported subsets of X as
Fm =
{αm
2m
fm∗
}
∪
{ an
2m
fmn
}∞
n=0
.
Finally, denote by F the union of these sets, i.e.
F =
⋃
m∈N
Fm ⊂ X .
Then F is a compact subset of X but {‖Rn(·)‖}∞n=0 are not uniformly equivalent to {dist(·, Vn)}∞n=0. Indeed,
assume that there exists a constant C = C(F ,X ) <∞ such that for any f ∈ F and any n ≥ 0
dist(f, Vn) ≤ ‖Rn(f)‖ ≤ C dist(f, Vn).
Then condition (4.3) guarantees that the constant C satisfies the estimate
C ≥ (2(1− ))M(αm)
for every m ∈ N. However, since 0 <  < 1/2 and {an}∞n=0 are fixed, and αm → 0 as m → ∞, we conclude
that M(αm) → ∞ as m → ∞. Therefore (2(1 − ))M(αm) → ∞ and we obtain a contradiction with the
assumption C <∞.
Proof of Theorems 1 and 2
Next, we prove the direct estimate for the convergence rate of the greedy algorithms. Proofs of Theorems 1
and 2 follow the same lines so we state here the proof of Theorem 2 as it is the more technically involved of
the two and note that the proof of Theorem 1 can be obtained from the aforementioned proof by making a
few minor changes. Namely, replacing all τk with σk, ‖Rk(·)‖ with dist(·, Vk), and substituting 1 in place of
R provides the desired proof.
Proof of Theorem 2. Take any n > 0 and let Vn+1 = span{f0, . . . , fn} be the subspace generated by the
greedy algorithm after the (n+1)-st iteration. Define linear functionals ϕ0, . . . , ϕn, where ϕk : span{fk} → R
is such that for any α ∈ R
ϕk(αfk) = ατk = α ‖Rk(fk)‖ .
Then, since the greedy selection step provides ‖Rk(fk)‖ = τk, we have for any x ∈ span{fk}
|ϕk(x)| ≤ ‖Rk(x)‖ ,
and by the Hahn–Banach theorem for each 0 ≤ k ≤ n there exists a linear extension φk : Vn+1 → R such
that φk(x) = ϕk(x) for any x ∈ span{fk} and |φk(x)| ≤ ‖Rk(x)‖ for any x ∈ Vn+1. Therefore
φk(fi) =
{
0, i < k
τk, i = k
and |φk(fi)| ≤ τk, i > k. (4.4)
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Note that estimate (3.7) provides
‖φk‖V ∗n+1 ≤ ‖Rk‖V ∗n+1 ≤ B
g
k ≤ Bgn+1. (4.5)
Let {ek}nk=0 ∈ Vn+1 be biorthogonal to {φk}nk=0 vectors, i.e. φk(ei) = δik. Then, since Vn+1 = span{f0, . . . , fn},
there exist coefficients {βij}ni,j=0 such that for each 0 ≤ i ≤ n
τiei =
n∑
j=0
βijfj . (4.6)
Hence for any 0 ≤ k ≤ n we have
τiδik = τiφk(ei) =
n∑
j=0
βijφk(fj). (4.7)
Define matrices Σ = (τiδij)
n
i,j=0, B = (βij)
n
i,j=0, and Φ = (φj(fi))
n
i,j=0. Then system (4.7) can be rewritten
in the matrix form
Σ = BΦ.
Note that matrix Σ is diagonal with τ0, . . . , τn on the diagonal, and from (4.4) we get that Φ is lower-
triangular with τ0, . . . , τn on the diagonal. Thus B = ΣΦ
−1 is lower-triangular with 1 on the diagonal. We
prove by induction that for any j < i the estimate |βij | ≤ 2i−j−1 holds. Indeed, from (4.7) and the fact that
matrices B and Φ are lower-triangular we obtain for k = i− 1
0 = τiδi,i−1 =
n∑
j=0
βijφk(fj) =
i∑
j=i−1
βijφi−1(fj) = βi,i−1φi−1(fi−1) + βiiφi−1(fi).
By (4.4) we have φi−1(fi−1) = τi−1 and |φi−1(fi)| ≤ τi−1, thus
|βi,i−1| ≤ |βii| |φi−1(fi)|
τi−1
≤ 1,
which proves the base of induction. Assume that |βij | ≤ 2i−j−1 for any j = i −m + 1, . . . , i − 1. Then for
k = i−m we get from (4.7)
0 = τiδi,i−m =
n∑
j=0
βijφi−m(fj) =
i∑
j=i−m
βijφi−m(fj).
Since φi−m(fi−m) = τi−m and |φi−m(fj)| ≤ τi−m for j = i−m+ 1, . . . , i, we obtain
|βi,i−m| ≤
i∑
j=i−m+1
|βij | |φi−m(fj)|
τi−m
≤ 1 +
i−1∑
j=i−m+1
2i−j−1 = 2m−1,
which proves the hypothesis. Therefore for any 0 < i < n we have
n∑
j=0
|βij | ≤ 1 +
i−1∑
j=0
2i−j−1 = 2i. (4.8)
Take any  > 0 and let Xn be an n-dimensional subspace that almost attains Kolmogorov n-width dn(F ,X ),
i.e.
sup
f∈F
dist(f,Xn) ≤ (1 + ) dn. (4.9)
Then there exist such {hj}nj=0 ∈ Xn that ‖fj − hj‖ ≤ (1 + ) dn for any 0 ≤ j ≤ n. Denote Y =
span{Vn+1, Xn} and by (2.2) introduce a Euclidean norm ‖·‖e on Y such that for any y ∈ Y
‖y‖ ≤ ‖y‖e ≤ γ2n+1 ‖y‖ .
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Let P be the orthogonal projector from Y onto Vn+1 in ‖·‖e-norm and denote W = P (Xn) ⊂ Vn+1. Since
dimW ≤ n < n + 1 = dimVn+1, there exists a linear functional ψ : Vn+1 → R such that ‖ψ‖V ∗n+1 = 1 and
kerψ = W (see e.g. [9, Proposition 2.8]). Then for each 0 ≤ j ≤ n we have
|ψ(fj)| = |ψ(fj − P (hj))| = |ψ(P (fj − hj))| ≤ ‖P (fj − hj)‖
≤ ‖P (fj − hj)‖e ≤ ‖fj − hj‖e ≤ γ2n+1 ‖fj − hj‖ ≤ γ2n+1(1 + ) dn,
and hence by (4.6) and (4.8) for any 0 ≤ i ≤ n we get
|ψ(τiei)| =
∣∣∣∣∣∣ψ
 n∑
j=0
βijfj
∣∣∣∣∣∣ ≤
n∑
j=0
|βij ||ψ(fj)| ≤ 2iγ2n+1(1 + ) dn.
Finally, since ψ =
∑n
i=0 ψ(ei)φi and ‖ψ‖V ∗n+1 = 1, we deduce
1 = ‖ψ‖V ∗n+1 =
∥∥∥∥∥
n∑
i=0
ψ(ei)φi
∥∥∥∥∥
V ∗n+1
≤
n∑
i=0
|ψ(ei)| ‖φi‖V ∗n+1
and using estimates (4.5) and σn ≤ σi ≤ τi for any i ≤ n (see (3.8)) we arrive at
σn ≤
n∑
i=0
τi|ψ(ei)| ‖φi‖V ∗n+1 ≤
n∑
i=0
2iγ2n+1(1 + ) dnB
g
n+1 ≤ Bgn+1 2n+1γ2n+1(1 + ) dn.
Taking infimum over all  > 0 completes the proof.
Proof of Theorem 3
For the proof of the delayed estimate of the convergence rate we will use the following technical lemma,
which is based on Hadamard’s inequality.
Lemma B ([8, Lemma 2.1]). Let A = (aij)
n−1
i,j=0 be a n× n lower triangular matrix with rows a0, . . . , an−1,
Wm be any m-dimensional subspace of Rn, and Pm be the orthogonal projection from Rn onto Wm. Then
n−1∏
i=0
a2ii ≤
(
1
m
n−1∑
i=0
‖Pmai‖22
)m(
1
n−m
n−1∑
i=0
‖ai − Pmai‖22
)n−m
,
where ‖·‖2 is the Euclidean norm of a vector in Rn.
Proof of Theorem 3. Take any n > m > 0 and any  > 0. Let Vn = span{f0, . . . , fn−1} be the subspace
generated by the greedy algorithm after the n-th iteration and Xm be an m-dimensional subspace that
almost attains Kolmogorov m-width dm(F ,X ), i.e.
sup
f∈F
dist(f,Xm) ≤ (1 + ) dm. (4.10)
Denote Y = span{Vn, Xm} and introduce a Euclidean norm ‖·‖e on Y (see (2.2)) such that for any y ∈ Y
‖y‖ ≤ ‖y‖e ≤ γn+m ‖y‖ .
Let {ej}n−1j=0 be the orthonormal system in ‖·‖e-norm obtained from {fj}n−1j=0 by the Gram–Schmidt process
and define the matrix A = (aij)
n−1
i,j=0 given by aij = ej(fi). Then, since Ri(Vi) = 0 and thus ‖Ri(fi)‖ =
‖Ri(fi − proj(fi, Vi))‖, we obtain
aij = 0 for any j > i,
aii = ei(fi) = diste(fi, Vi) ≥ dist(fi, Vi) ≥ ‖Ri(fi)‖‖Ri‖V ∗i+1
=
τi
‖Ri‖V ∗i+1
, (4.11)
18
where diste(·, ·) denotes the distance in ‖·‖e-norm.
Consider the subspace W = {e0(h), . . . , en−1(h)} ⊂ Rn, h ∈ Xm and take any m-dimensional subspace
Wm ⊂ Rn containing W , i.e.
W ⊂Wm ⊂ Rn and dimW ≤ dimWm = m < n.
Denote by P and Pm the orthogonal projectors from Rn onto W and Wm respectively. Let a0, . . . , an−1
denote the rows of the matrix A, i.e. ai = (e0(fi), . . . , en−1(fi)). Then, since F is contained in the unit ball
of X , we get
‖Pmai‖22 ≤ ‖ai‖22 =
i∑
j=1
a2ij =
i∑
j=1
(ej(fi))
2 = ‖fi‖2e ≤ γ2n+m ‖fi‖2 ≤ γ2n+m.
By (4.10) there exist {hi}n−1i=0 ∈ Xm such that ‖fi − hi‖ ≤ (1 + ) dm. Denote wi = (e0(hi), . . . , en−1(hi)) ∈
W , then
‖ai − Pmai‖22 ≤ ‖ai − Pai‖22 ≤ ‖ai − wi‖22 = ‖(e0(fi), . . . , en−1(fi))− (e0(hi), . . . , en−1(hi))‖22
=
n−1∑
j=0
(ej(fi − hi))2 ≤ ‖fi − hi‖2e ≤ γ2n+m ‖fi − hi‖2 ≤ γ2n+m(1 + )2 d2m.
Hence from the inequality σn ≤ τi for any i ≤ n, estimates (3.7) and (4.11), and Lemma B we obtain
σ2nn
min{Rn(n−1), (Cg + 1)2n} ≤
n−1∏
i=0
τ2i
‖Ri‖2V ∗n
=
n−1∏
i=0
a2ii ≤
(
1
m
n−1∑
i=0
‖Pmai‖22
)m(
1
n−m
n−1∑
i=0
‖ai − Pmai‖2
)n−m
≤
( n
m
γ2n+m
)m( n
n−mγ
2
n+m(1 + )
2d2m
)n−m
=
nn
mm(n−m)n−m γ
2n
n+m ((1 + ) dm)
2(n−m)
≤ 2nγ2nn+m ((1 + ) dm)2(n−m) .
Since this estimate holds for any  > 0 and 0 < m < n, we get
σn ≤
√
2 min{R(n−1)/2, Cg + 1} min
0<m<n
γn+m d
1−m/n
m ≤
√
2Bgn/2 min0<m<n
γn+m d
1−m/n
m .
Proof of Theorem 4
Finally, we prove the estimates on convergence rates of the Natural Greedy Algorithm in special cases.
Proof of Theorem 4. 1. Let dn(F ,X ) ≤ A exp(−anα) with some constants 0 < α, a,A < ∞. Then
Theorem 3 provides for n = 2m
σ2m ≤
√
2Bgmγ3m
√
dm ≤
√
2ABgmγ3m exp
(
−a
2
mα
)
,
which proves the desired estimate.
2. Proof of this part essentially uses the proof of Theorem 3 with additional rigorous technical estimates,
and repeats to the letter the proof of the corresponding result for the Greedy Algorithm presented
in [29, Theorem 2.3] and [20, Theorem 3.1]. Since the proof of Theorem 3 is provided in this paper,
we leave the meticulous technical estimates to the interested reader.
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5 Numerical results
In this section we test the Greedy Algorithm and the Natural Greedy Algorithm (denoted further as GA
and NGA respectively) on concrete numerical examples and compare their approximation properties. In
the successive subsections we additionally compare greedy algorithms to the other two known methods for
generating reduced bases: the Proper Orthogonal Decomposition and the Empirical Interpolation Method,
which will be introduced later.
The approximation accuracy of the algorithms is measured in the following way: for a given Banach
space (X , ‖·‖) and a compact set F ⊂ X we construct a reduced basis g0, . . . , gM−1 and then find for each
element f ∈ F the norm of the remainder of the best approximation from VM = span{g0, . . . , gM−1}, given
by the distance from f to VM
dist(f, VM ) = inf
α0,...,αM−1∈R
∥∥∥∥∥f −
M−1∑
n=0
αngn
∥∥∥∥∥ .
For completeness of the presented results we calculate and provide two approximation errors on the set F :
average and maximal, i.e.
erroravg(F , VM ) = avg
f∈F
dist(f, VM ),
errormax(F , VM ) = sup
f∈F
dist(f, VM ).
In cases when the set F is infinite, we sample it to obtain a finite training set Ftr ⊂ F that is assumed to
be well-representative of F . The approximation error in such cases is calculated on the training set Ftr:
erroravg(Ftr, VM ) = 1|Ftr|
∑
f∈Ftr
dist(f, VM ),
errormax(Ftr, VM ) = max
f∈Ftr
dist(f, VM ).
Evidently, the accuracy of approximation is the most important characteristic of a reduced basis, however
it seems reasonable to additionally take into account the computational complexity when comparing reduced
bases generated by various algorithms. Hence we also estimate a ‘quality’ of a reduced basis — a characteristic
that combines the approximation accuracy and the computational cost of constructing the basis. Namely,
we measure the approximation error provided by the reduced basis on the training set and the time that the
current algorithm has spent on the central processing unit (cputime, which is proportional to the number of
operations that must be performed in order to construct the reduced basis). Then we calculate the ‘quality’
of the reduced basis as the inverse of the product of the approximation error and the construction time, i.e.
quality(Ftr, VM ) = 1
error(Ftr, VM )× cputime(VM ) .
5.1 Greedy Algorithm vs Natural Greedy Algorithm
In this subsection we concentrate on comparing the approximation properties of the Greedy Algorithm and
the Natural Greedy Algorithm and disregard for now the question of the computational cost. The purpose of
the presented numerical examples is to demonstrate that the reduced bases generated by these algorithms are
equaly effective in approximating the training set despite the differences in constructing the bases. In order
to obtain a comparison that is independent of a training set choice, we use synthetic data which is generated
randomly for each example, and observe that the performances of greedy algorithms are comparable.
More specifically, we consider a discrete Banach space X = `(Nh)p of dimensionality Nh with the canonical
basis {ek}Nhk=1, and a set {hm}dm=1 of cardinality d, randomly generated as
hm =
Nh∑
k=1
amk ek, where a
m
k ∼ N (0, 1) for all 1 ≤ k ≤ Nh, 1 ≤ m ≤ d.
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We then obtain the training set Ftr = {fn}Ntrn=1 by taking Ntr linear combinations of vectors h1, . . . , hd with
uniformly distributed weights:
fn =
d∑
m=1
cnmhm, where c
n
m ∼ U(−1, 1) for all 1 ≤ m ≤ d, 1 ≤ n ≤ Ntr.
Thus we receive a training set Ftr (which consists of Ntr vectors from the subspace span{h1, . . . , hd} ⊂ X )
and use it to construct reduced bases by applying the Greedy Algorithm and the Natural Greedy Algorithm,
and calculate the approximation error (both average and maximal) on the training set after each iteration
of the algorithms. The approximation errors provided by the reduced basis constructed by the Greedy
Algorithm is then divided by the errors provided by the reduced basis constructed by the Natural Greedy
Algorithm, and the graph of the ratios versus the cardinality of reduced bases is presented.
We observe that once the parameters (p,Nh, d,Ntr) are fixed, the results of such experiments appear to
be consistent in the sense that, despite the random setting of the problem, the approximation accuracies of
both algorithms on the training set are similar and differ by at most 15%/25% in terms of average/maximal
approximation errors respectively.
Example 5.1.1. Randomly generated data with p = 1, Nh = 100, d = 50, Ntr = 1000.
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Example 5.1.2. Randomly generated data with p = 3, Nh = 100, d = 50, Ntr = 1000.
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Example 5.1.3. Randomly generated data with p = 5, Nh = 100, d = 50, Ntr = 1000.
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Example 5.1.4. Randomly generated data with p = 7, Nh = 100, d = 50, Ntr = 1000.
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Example 5.1.5. Randomly generated data with p = 10, Nh = 100, d = 50, Ntr = 1000.
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Example 5.1.6. Randomly generated data with p =∞, Nh = 100, d = 50, Ntr = 1000.
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5.2 Other reduced bases algorithms
In this subsection we discuss the other two known methods for constructing reduced bases: the Proper
Orthogonal Decomposition and the Empirical Interpolation Method. We begin by briefly describing these
algorithms.
Proper Orthogonal Decomposition for reduced bases
The Proper Orthogonal Decomposition (POD, also known as the Principal Component Analysis and the
Karhunen–Loe`ve expansion) is applicable to a finite set of discrete vectors. Let f1, . . . , fM be vectors in RN
and let F ∈ RN×M be the matrix, whose columns are formed by the vectors fm, 1 ≤ m ≤M ≤ N . In order
to obtain an n-dimensional approximating subspace for F , the POD performs the compact singular value
decomposition of the matrix F :
F = UΣV, U ∈ RN×M , Σ ∈ RM×M , V ∈ RM×M ,
and defines the reduced basis h0, . . . , hn−1 to be the first n ≥M columns of matrix U , or, equivalently,
hk−1 = σ−1k
N∑
j=1
vkjfj , 1 ≤ k ≤ n.
Then the subspace span{h0, . . . , hn−1} is optimal for approximating the space span{f1, . . . , fM} in 2-norm in
the sense that the reduced basis {hk}n−1k=0 consists of singular vectors corresponding to the n largest singular
values of F and thus contains the most information of matrix F . For a more detailed discussion on the
Proper Orthogonal Decomposition see e.g. [6, 27].
Empirical Interpolation Method for reduced bases
The Empirical Interpolation Method (EIM) is applicable to a compact set of functions F ⊂ L∞(Ω) and can
be viewed as a particular greedy algorithm since it constructs the reduced basis using the greedy selection
approach. For a given set of functions h0, . . . , hn−1 ∈ L∞(Ω) and points z0, . . . , zn−1 ∈ Ω define the following
operators
In(f) =
{
0 n = 0,∑n−1
k=0 βkhk n > 0,
where {βk}n−1k=0 is the solution of the linear system
n−1∑
k=0
βkhk(zm) = f(zm) for any 0 ≤ m ≤ n− 1. (5.1)
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Then the EIM recursively constructs the reduced basis sequence {hn}∞n=0 ∈ L∞(Ω) and the sequence of
interpolation points {zn}∞n=0 ∈ Ω by selecting
fn = argmax
f∈F
‖f − In(f)‖L∞(Ω) , zn = argmax
z∈Ω
| (fn − In(fn)) (z)|, and hn = fn − In(fn)
(fn − In(fn)) (zn) ,
thus minimizing the approximation error with respect to ∞-norm. For more information on the Empirical
Interpolation Method we refer the reader to the papers [1, 16, 11].
Natural Greedy Algorithm as a generalization of Empirical Interpolation Method
We prove here that the Empirical Interpolation Method is a particular realization of the Natural Greedy
Algorithm in L∞-space in the sense that both algorithms produce the same approximating subspaces and the
same (up to the sign) basis sequence. More specifically, let {fn}∞n=0 be the sequence of elements selected by
EIM from the set F ⊂ L∞(Ω), and let {hn}∞n=0 be the corresponding basis sequence. We will use induction
to show that there is a viable realization of NGA which picks exactly the same elements f0, f1, f2, . . . and
that Rn(f) = f − In(f) for any f ∈ F and any n ≥ 0.
Indeed, at the first iteration EIM selects an element f0 ∈ F and a point z0 ∈ Ω given by
f0 = argmax
f∈F
‖f‖L∞(Ω) , z0 = argmax
z∈Ω
|f0(z)|, and h0 = f0|f0(z0)| .
The same element f0 can be selected by NGA as well, and by using the norming functional
FL∞g0 (f) = sgn(g0(z0)) f(z0)
with g0 = f0/ ‖f0‖L∞(Ω) = ±h0, we conclude that for any f ∈ F
R1(f) = f − FL∞g0 (f) g0 = f −
sgn(f0(z0)) f(z0)
‖f0‖L∞(Ω)
f0 = f − I1(f),
which proves the base of induction. Assume that the assumption holds for m > 0, i.e. NGA selected elements
f0, . . . , fm−1 and Rn(f) = f − In(f) (and thus gn = ±hn) for any 0 ≤ n ≤ m. Then
fm = argmax
f∈F
‖f − Im(f)‖L∞(Ω) = argmax
f∈F
‖Rm(f)‖L∞(Ω) ,
the element fm can be selected by NGA, and hence gm = Rm(fm)/ ‖Rm(fm)‖L∞(Ω). Let zm ∈ Ω be the
(m+ 1)-st interpolation point selected by EIM, then from the induction assumption we obtain
zm = argmax
z∈Ω
| (fm − Im(fm)) (z)| = argmax
z∈Ω
|Rm(fm)(z)| = argmax
z∈Ω
|gm(z)|,
and thus the norming functional FL∞gm is given by
FL∞gm (f) = sgn(gm(zm)) f(zm).
Therefore, from the semi-orthogonal relation (3.5) between the reduced basis g0, . . . , gm constructed by NGA
and the corresponding operator Rm+1, we deduce that for any f ∈ F
FL∞gn (Rm+1(f)) = sgn(gn(zn))
(Rm+1(f))(zn) = 0 for any 0 ≤ n ≤ m,
i.e. Rm+1(f)(zn) = 0 for any 0 ≤ n ≤ m. Due to the fact that Rm+1(f) = f −
∑m
n=0 αngn for some
coefficients {αn}mn=0, we deduce
k∑
n=0
αngn(zk) = f(zk) for any 0 ≤ k ≤ m. (5.2)
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Since the vectors f0, . . . , fm are linearly independent and the systems (5.1) and (5.2) have the same the
right-hand sides, we conclude that
∑m
n=0 αngn =
∑m
n=0 βnhn, i.e. both EIM and NGA construct the same
approximation for an element f ∈ F , and thus
Rm+1(f) = f − Im+1(f),
which proves the induction hypothesis.
Therefore we have proven that in L∞(Ω) the Empirical Interpolation Method and the Natural Greedy
Algorithm construct the same reduced basis (up to the sign, i.e. hn = ±gn) and the same approximating
subspaces, with the possible exception in a case when the maximum of the norm ‖f − In(f)‖L∞(Ω) is attained
on multiple elements f ∈ F or the maximal value of |hn(z)| is attained at multiple points z ∈ Ω. We note
that such situations are highly unlikely to occur naturally and in our numerical examples EIM and NGA
generate identical approximating subspaces in L∞-spaces, which is why we do not compare algorithms in
this setting.
We also note that even though the Empirical Interpolation Method has been studied extensively in various
applications (see e.g. [16, 11, 15]), it is only studied as an interpolation procedure. Therefore the only known
results are the ones that describe the interpolation properties of the basis {hk}n−1k=0 with respect to the
points {zk}n−1k=0 , and there are no results on the approximation properties of the corresponding subspaces
Vn = span{h0, . . . , hn−1}, which can be represented by the numbers σn defined as
σn = σn(F , L∞(Ω)) = sup
f∈F
‖f − proj(f, Vn)‖L∞(Ω) .
However, since the Empirical Interpolation Method is a realization of the Natural Greedy Algorithm, we
deduce that the results from section 3 hold for EIM as well. In particular, for any compact set F ⊂ L∞(Ω)
we have σn(F ,X ) → 0 as n → ∞, and various comparisons between σn(F , L∞(Ω)) and the Kolmogorov
n-widths dn(F , L∞(Ω)) can be stated.
5.3 Notes on comparing different algorithms for reduced bases
Since POD and EIM (in its default formulation), unlike the greedy algorithms, do not possess ‘weak’ versions
that simplify their realization, we consider the full greedy algorithms, i.e. the greedy step is performed for
each element of the set F . In that case the Natural Greedy Algorithm gains an additional advantage due to
the fact that operators Rn defined by (3.4) can be represented in the hierarchical form
Rn = rn−1 ◦ Rn−1,
thus allowing one to obtain the value of Rn(f) by applying the operator rn−1 to the vector Rn−1(f) found
on the previous iteration, which further reduces the computational cost of the algorithm. Namely, on the
n-th iteration of the Natural Greedy Algorithm one has to compute a 1-dimensional projection onto the
previously constructed element gn−1, as opposed to the Greedy Algorithm, where each iteration requires
calculating a full n-dimensional projection onto Vn.
We compare the computational costs of the aforementioned algorithms in the following setting: let F be
a compact subset of a Banach space X , and Ftr ⊂ F be a training set. We consider a discretization Xh
of the space X as required for the realization of POD. Denote Ntr = |Ftr|, Nh = dimXh, and let ε > 0
be the accuracy with which every minimization problem in realization of the Greedy Algorithm is solved.
Then, taking into account the hierarchical nature of operators Rn, we estimate the order of the number of
floating-point operations needed for realization of each algorithm:
Algorithm Cost of m-th iteration Cost of M first iterations
GA (log(ε))m−1NtrNh (log(ε))M−1NtrNh
NGA NtrNh M NtrNh
POD — N2trNh
EIM NtrNh M NtrNh
It might seem that the simplicity of realization of the Natural Greedy Algorithm comes at the cost of
approximating quality of the constructed subspaces Vn; however, based on our observations, in does not
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appear to be the case and the approximation accuracy of NGA is comparable to other algorithms. Note
also that while POD and EIM appear to be computationally simple, they come with their own sets of
drawbacks. Namely, the Proper Orthogonal Decomposition is not iterative and requires performing the
singular value decomposition, which, depending on the matrix dimensions, can be very demanding in terms
of memory allocation and might even be unfeasible. The Empirical Interpolation Method is iterative and
memory-efficient; however on each iteration it requires finding the maximum of the function |f −In(f)| that
is generally not convex and becomes more convoluted with each iteration. Additionally, EIM depends on
the smoothness of the training set and thus we expect it to be sensitive to the noisy data. Finally, reduced
bases constructed by POD and EIM aim to approximate in 2-norm and ∞-norm respectively and offer no
flexibility in that matter.
We also note that the stated computational cost estimates are theoretical and do not necessarily represent
the real behavior of the algorithms in all problem settings. In order to measure the effectiveness of the
aforementioned algorithms on concrete numerical examples, we introduce the ‘quality’ characteristic, which
depends on how well a reduced basis constructed by an algorithm approximates the training set and on
how computationally simple it is to construct the given reduced basis. The ‘quality’ of a reduced basis is
calculated as an inverse of the product of the approximation error and the time that the algorithm has spent
on the central processing unit. Note that since we provide two values for the approximation error, two values
for the ‘quality’ are obtained for each algorithm: average and maximal, i.e.
qualityavg(Ftr, VM ) =
1
erroravg(Ftr, VM )× cputime(VM ) ,
qualitymax(Ftr, VM ) =
1
errormax(Ftr, VM )× cputime(VM ) .
In the following examples we consider the problem of approximating a parametric family of functions.
More specifically, we are given a Banach space X = Lp(Ω), a family of functions F(x, µ) ⊂ X that depends on
the parameter µ ∈ D, the cardinality Ntr of the training set, and the dimensionality Nh of the discretization
of the space X . We then take Ntr samples {µ1, . . . , µNtr} uniformly from D to form the training set Ftr(x) =
{F(x, µn)}Ntrn=1 in the discretized space Xh, and use it to construct the reduced bases. The approximation
error and the ‘quality’ of each of the resulting reduced bases is then calculated and presented.
5.4 Reduced bases for a parametric family of functions in various norms
In this subsection we observe the performance of the reduced bases constructed by the aforementioned
algorithms with respect to the different values of p. Due to the fact that GA and NGA coincide when p = 2,
and NGA and EIM coincide when p =∞, we consider the values p = 1, 3, 5, 10.
Consider the following parametric family:
F(x, µ1, µ2) = exp(x+ 2µ1 + 3µ2)
(
exp
(
− pi
∣∣∣x− µ1
2
∣∣∣ ) arcsin( sin (2pi exp(µ1)x))
+ exp
(
− pi
∣∣∣x+ µ2
2
∣∣∣ ) arcsin( sin ( exp(pi − µ2)x))),
Ω = [−2, 2], D = [0, 2]× [0, 2], Nh = 100000, Ntr = 20× 20.
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Example 5.4.1. Reduced bases for the parametric family in X = L1[−2, 2]. We note that in this case all
algorithms perform similarly in terms of approximation accuracy, however the computational complexity of
NGA appears to be the smallest (even smaller than that of EIM) due to the especially simple formula for
norming functionals in case p = 1 given by equality (3.2).
average approximation error of reduced bases
m GA NGA EIM POD
3 2.133e-02 2.133e-02 2.192e-02 2.205e-02
6 1.195e-02 1.195e-02 1.247e-02 1.252e-02
9 7.645e-03 7.645e-03 7.645e-03 8.015e-03
12 4.028e-03 4.026e-03 5.499e-03 4.240e-03
15 2.022e-03 1.802e-03 2.660e-03 1.922e-03
18 8.972e-04 8.979e-04 9.492e-04 9.029e-04
21 5.447e-04 4.929e-04 5.376e-04 4.864e-04
24 3.041e-04 2.909e-04 3.884e-04 3.191e-04
27 1.875e-04 1.749e-04 2.010e-04 1.598e-04
30 7.571e-05 6.463e-05 8.354e-05 6.924e-05 3 6 9 12 15 18 21 24 27 30
1.06e-01
2.81e-01
7.47e-01
1.98e+00
5.27e+00
1.40e+01
3.71e+01
9.86e+01
2.62e+02
6.95e+02
1.85e+03
cardinality of reduced basis
average quality of reduced bases
   GA
   NGA
   EIM
   POD
maximal approximation error of reduced bases
m GA NGA EIM POD
3 4.499e-01 4.499e-01 5.640e-01 3.194e-01
6 2.017e-01 2.017e-01 2.800e-01 1.371e-01
9 8.431e-02 8.430e-02 8.430e-02 7.359e-02
12 4.083e-02 4.083e-02 4.976e-02 3.203e-02
15 2.059e-02 2.279e-02 2.521e-02 1.320e-02
18 8.544e-03 8.544e-03 8.597e-03 7.210e-03
21 4.151e-03 4.214e-03 3.928e-03 2.417e-03
24 2.695e-03 2.683e-03 3.926e-03 2.069e-03
27 1.891e-03 1.609e-03 2.324e-03 1.151e-03
30 7.989e-04 9.568e-04 9.648e-04 5.351e-04 3 6 9 12 15 18 21 24 27 30
9.60e-03
2.48e-02
6.38e-02
1.65e-01
4.24e-01
1.09e+00
2.82e+00
7.28e+00
1.88e+01
4.84e+01
1.25e+02
cardinality of reduced basis
minimal quality of reduced bases
   GA
   NGA
   EIM
   POD
Example 5.4.2. Reduced bases for the parametric family in X = L3[−2, 2]. In this case the approximation
accuracy of the reduced bases is still similar, however in terms of ‘quality’ NGA is slightly outperformed by
EIM. Moreover, note that the approximation error of GA and NGA is the same because the corresponding
reduced bases are identical for this problem setting due to the fact that the geometry of the space L3[−2, 2]
is sufficiently close to that of L2[−2, 2].
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average approximation error of reduced bases
m GA NGA EIM POD
3 1.859e-02 1.859e-02 1.842e-02 1.817e-02
6 9.961e-03 9.961e-03 9.961e-03 9.623e-03
9 6.392e-03 6.392e-03 6.392e-03 6.067e-03
12 3.372e-03 3.372e-03 4.716e-03 3.199e-03
15 1.907e-03 1.907e-03 2.143e-03 1.584e-03
18 9.413e-04 9.413e-04 9.413e-04 7.793e-04
21 5.664e-04 5.664e-04 5.873e-04 4.498e-04
24 2.935e-04 2.935e-04 4.037e-04 2.696e-04
27 1.740e-04 1.740e-04 2.217e-04 1.400e-04
30 6.881e-05 6.881e-05 8.932e-05 6.223e-05 3 6 9 12 15 18 21 24 27 30
3.22e-02
7.72e-02
1.85e-01
4.42e-01
1.06e+00
2.54e+00
6.07e+00
1.45e+01
3.48e+01
8.33e+01
1.99e+02
cardinality of reduced basis
average quality of reduced bases
   GA
   NGA
   EIM
   POD
maximal approximation error of reduced bases
m GA NGA EIM POD
3 3.214e-01 3.214e-01 4.147e-01 2.549e-01
6 1.536e-01 1.536e-01 1.536e-01 1.065e-01
9 6.389e-02 6.389e-02 6.389e-02 4.699e-02
12 3.459e-02 3.459e-02 4.471e-02 2.186e-02
15 1.741e-02 1.741e-02 1.867e-02 1.035e-02
18 8.308e-03 8.308e-03 8.308e-03 5.354e-03
21 4.259e-03 4.259e-03 4.944e-03 2.459e-03
24 3.101e-03 3.101e-03 4.129e-03 1.568e-03
27 1.790e-03 1.790e-03 2.264e-03 9.019e-04
30 1.146e-03 1.146e-03 1.032e-03 4.532e-04 3 6 9 12 15 18 21 24 27 30
2.86e-03
6.95e-03
1.69e-02
4.11e-02
9.98e-02
2.43e-01
5.89e-01
1.43e+00
3.48e+00
8.46e+00
2.06e+01
cardinality of reduced basis
minimal quality of reduced bases
   GA
   NGA
   EIM
   POD
Example 5.4.3. Reduced bases for the parametric family in X = L5[−2, 2]. In this case NGA loses in
‘quality’ to both EIM and POD due to the more complex computation of norming functionals.
average approximation error of reduced bases
m GA NGA EIM POD
3 1.781e-02 1.781e-02 1.761e-02 1.731e-02
6 9.376e-03 9.376e-03 9.032e-03 8.713e-03
9 5.608e-03 5.608e-03 5.608e-03 5.252e-03
12 2.932e-03 2.932e-03 4.156e-03 2.730e-03
15 1.686e-03 1.703e-03 1.833e-03 1.354e-03
18 8.479e-04 9.012e-04 8.479e-04 6.824e-04
21 5.496e-04 5.097e-04 5.366e-04 4.044e-04
24 2.773e-04 2.731e-04 3.570e-04 2.369e-04
27 1.299e-04 1.588e-04 2.007e-04 1.244e-04
30 7.692e-05 6.455e-05 8.370e-05 5.741e-05 3 6 9 12 15 18 21 24 27 30
2.41e-02
6.72e-02
1.88e-01
5.24e-01
1.46e+00
4.09e+00
1.14e+01
3.19e+01
8.89e+01
2.48e+02
6.93e+02
cardinality of reduced basis
average quality of reduced bases
   GA
   NGA
   EIM
   POD
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maximal approximation error of reduced bases
m GA NGA EIM POD
3 2.902e-01 2.902e-01 3.792e-01 2.566e-01
6 1.335e-01 1.335e-01 1.235e-01 9.284e-02
9 5.344e-02 5.344e-02 5.344e-02 3.806e-02
12 2.972e-02 2.972e-02 3.986e-02 1.853e-02
15 1.505e-02 1.503e-02 1.559e-02 8.677e-03
18 7.279e-03 6.826e-03 7.279e-03 4.428e-03
21 3.778e-03 3.787e-03 4.742e-03 2.364e-03
24 2.829e-03 2.825e-03 3.581e-03 1.313e-03
27 1.490e-03 1.469e-03 2.004e-03 7.614e-04
30 9.704e-04 1.080e-03 9.441e-04 4.207e-04 3 6 9 12 15 18 21 24 27 30
2.32e-03
6.41e-03
1.78e-02
4.92e-02
1.36e-01
3.77e-01
1.04e+00
2.89e+00
8.01e+00
2.22e+01
6.15e+01
cardinality of reduced basis
minimal quality of reduced bases
   GA
   NGA
   EIM
   POD
Example 5.4.4. Reduced bases for the parametric problem in X = L10[−2, 2]. We do not see significant
differences between this case (p = 10) and the previous one (p = 5).
average approximation error of reduced bases
m GA NGA EIM POD
3 1.679e-02 1.679e-02 1.649e-02 1.619e-02
6 8.009e-03 8.457e-03 8.009e-03 7.780e-03
9 4.777e-03 4.777e-03 4.777e-03 4.455e-03
12 2.495e-03 2.495e-03 3.545e-03 2.293e-03
15 1.439e-03 1.240e-03 1.540e-03 1.128e-03
18 7.373e-04 7.543e-04 7.373e-04 5.847e-04
21 4.697e-04 4.430e-04 4.711e-04 3.541e-04
24 2.405e-04 3.036e-04 3.047e-04 2.041e-04
27 1.131e-04 1.327e-04 1.739e-04 1.080e-04
30 6.900e-05 5.592e-05 7.520e-05 5.177e-05 3 6 9 12 15 18 21 24 27 30
1.70e-02
4.86e-02
1.39e-01
3.95e-01
1.13e+00
3.21e+00
9.16e+00
2.61e+01
7.45e+01
2.12e+02
6.05e+02
cardinality of reduced basis
average quality of reduced bases
   GA
   NGA
   EIM
   POD
maximal approximation error of reduced bases
m GA NGA EIM POD
3 2.813e-01 2.813e-01 3.410e-01 2.508e-01
6 1.015e-01 1.184e-01 1.015e-01 7.996e-02
9 4.440e-02 4.440e-02 4.440e-02 3.062e-02
12 2.555e-02 2.555e-02 3.391e-02 1.545e-02
15 1.253e-02 1.296e-02 1.285e-02 7.182e-03
18 6.291e-03 6.743e-03 6.291e-03 3.660e-03
21 3.029e-03 4.274e-03 4.315e-03 2.187e-03
24 2.607e-03 2.533e-03 2.967e-03 1.100e-03
27 1.452e-03 1.311e-03 1.684e-03 6.434e-04
30 9.115e-04 5.960e-04 8.392e-04 3.923e-04 3 6 9 12 15 18 21 24 27 30
1.76e-03
4.94e-03
1.39e-02
3.91e-02
1.10e-01
3.09e-01
8.68e-01
2.44e+00
6.86e+00
1.93e+01
5.43e+01
cardinality of reduced basis
minimal quality of reduced bases
   GA
   NGA
   EIM
   POD
5.5 Reduced bases with respect to perturbed data
In this subsection we demonstrate how the aforementioned algorithms are affected by the ‘noisy’ data.
Namely, we construct reduced bases for a parametric family and for a perturbed version of the same family,
and observe how the perturbation affects the performance of algorithms. In particular, we will see that
greedy algorithms (GA and NGA) appear to be more robust in terms of approximation accuracy.
As shown in the previous subsection, the approximation properties of the reduced bases are not changed
significantly for the various values of p; thus in this section we restrict ourselves to the case p = 1 for the
simplicity of calculating the approximation error.
Example 5.5.1. 1-dimensional parametric problem in X = L1[−1, 1].
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The following parametric function was used in [19] to compare the interpolation properties of the reduced
bases generated by POD and EIM. We compare those reduced bases with the ones constructed by the greedy
algorithms and present the approximating properties and ‘qualities’ of all four algorithms. Namely, consider
the problem setting:
F(x, µ) = (1− x) cos(3piµ(x+ 1)) exp(−µ(1 + x)),
Ω = [−1, 1], D = [1, pi], Nh = 100000, Ntr = 500.
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average approximation error of reduced bases
m GA NGA EIM POD
3 3.798e-01 3.816e-01 3.900e-01 2.641e-01
6 1.227e-01 1.295e-01 1.288e-01 8.637e-02
9 3.382e-02 3.404e-02 3.160e-02 2.310e-02
12 7.713e-03 7.179e-03 6.639e-03 4.292e-03
15 7.077e-04 6.418e-04 5.332e-04 4.034e-04
18 2.168e-05 2.715e-05 3.411e-05 1.635e-05
21 4.153e-07 4.941e-07 4.024e-07 3.154e-07
24 8.191e-09 4.488e-09 9.883e-09 2.982e-09
27 3.510e-11 2.533e-11 3.364e-11 1.605e-11
30 2.238e-14 3.040e-14 2.349e-14 2.742e-14 3 6 9 12 15 18 21 24 27 30
1.43e-02
3.85e-01
1.04e+01
2.80e+02
7.56e+03
2.04e+05
5.50e+06
1.49e+08
4.01e+09
1.08e+11
2.92e+12
cardinality of reduced basis
average quality of reduced bases
   GA
   NGA
   EIM
   POD
maximal approximation error of reduced bases
m GA NGA EIM POD
3 5.831e-01 5.860e-01 7.482e-01 6.205e-01
6 2.940e-01 2.756e-01 2.898e-01 2.617e-01
9 1.288e-01 1.284e-01 1.104e-01 8.285e-02
12 1.966e-02 1.963e-02 1.780e-02 1.797e-02
15 2.780e-03 2.235e-03 2.176e-03 2.134e-03
18 1.082e-04 9.846e-05 1.914e-04 1.002e-04
21 2.492e-06 2.649e-06 1.868e-06 2.093e-06
24 4.994e-08 3.349e-08 6.512e-08 1.929e-08
27 2.199e-10 1.174e-10 1.264e-10 9.134e-11
30 1.829e-13 1.442e-13 1.017e-13 1.460e-13 3 6 9 12 15 18 21 24 27 30
5.95e-03
1.50e-01
3.78e+00
9.53e+01
2.40e+03
6.05e+04
1.52e+06
3.84e+07
9.68e+08
2.44e+10
6.15e+11
cardinality of reduced basis
minimal quality of reduced bases
   GA
   NGA
   EIM
   POD
Example 5.5.2. Perturbed 1-dimensional parametric problem in X = L1[−1, 1].
We add an indicator function of the set
(
µ−1
1000 ,
µ
1000
)
to serve as a perturbation:
F(x, µ) = (1− x) cos(3piµ(x+ 1)) exp(−µ(1 + x)) +
{
µ− 1
1000
< x <
µ
1000
}
,
Ω = [−1, 1], D = [1, pi], Nh = 100000, Ntr = 500.
30
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-1.5
-1
-0.5
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1
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members of the parametric family
  µ = 1
  µ = (1+pi)/2
  µ = pi
average approximation error of reduced bases
m GA NGA EIM POD
3 3.800e-01 3.812e-01 3.905e-01 2.644e-01
6 1.235e-01 1.292e-01 1.764e-01 8.658e-02
9 3.434e-02 3.486e-02 5.051e-02 2.338e-02
12 8.113e-03 7.491e-03 3.661e-02 4.534e-03
15 9.584e-04 1.024e-03 3.564e-02 7.028e-04
18 3.055e-04 3.461e-04 1.330e-02 5.182e-04
21 1.968e-04 2.082e-04 6.758e-03 2.302e-04
24 1.543e-04 1.591e-04 5.532e-03 2.103e-04
27 1.268e-04 1.308e-04 5.067e-03 1.797e-04
30 1.082e-04 1.157e-04 4.830e-03 1.658e-04 3 6 9 12 15 18 21 24 27 30
1.73e-02
5.29e-02
1.61e-01
4.92e-01
1.50e+00
4.58e+00
1.40e+01
4.26e+01
1.30e+02
3.96e+02
1.21e+03
cardinality of reduced basis
average quality of reduced bases
   GA
   NGA
   EIM
   POD
maximal approximation error of reduced bases
m GA NGA EIM POD
3 5.832e-01 5.852e-01 7.484e-01 6.208e-01
6 2.948e-01 2.682e-01 3.932e-01 2.622e-01
9 1.323e-01 1.340e-01 1.240e-01 8.362e-02
12 2.038e-02 1.976e-02 1.132e-01 1.910e-02
15 2.940e-03 3.311e-03 1.132e-01 3.004e-03
18 9.030e-04 1.230e-03 6.363e-02 2.459e-03
21 5.403e-04 5.341e-04 3.087e-02 1.113e-03
24 3.561e-04 3.901e-04 2.949e-02 8.831e-04
27 2.793e-04 2.990e-04 2.013e-02 6.987e-04
30 2.532e-04 2.960e-04 1.975e-02 5.394e-04 3 6 9 12 15 18 21 24 27 30
6.85e-03
2.11e-02
6.48e-02
1.99e-01
6.14e-01
1.89e+00
5.81e+00
1.79e+01
5.50e+01
1.69e+02
5.21e+02
cardinality of reduced basis
minimal quality of reduced bases
   GA
   NGA
   EIM
   POD
Example 5.5.3. 2-dimensional parametric problem in X = L1([0, 1]× [0, 1]).
Consider the following parametric family:
F(x1, x2, µ1, µ2) = sin(x1µ1) cos(x2µ2) exp(|x1|µ1 + |x2|µ2),
Ω = [0, 1]× [0, 1], D = [pi/3, 2pi]× [pi/3, 2pi], Nh = 300× 300, Ntr = 25× 25.
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average approximation error of reduced bases
m GA NGA EIM POD
3 1.092e-03 1.092e-03 1.092e-03 1.157e-03
6 2.552e-04 2.552e-04 2.552e-04 2.561e-04
9 1.171e-04 1.171e-04 1.441e-04 1.256e-04
12 3.862e-05 3.863e-05 3.872e-05 3.946e-05
15 2.099e-05 2.102e-05 2.359e-05 2.049e-05
18 1.009e-05 1.009e-05 1.602e-05 1.101e-05
21 6.361e-06 6.126e-06 8.995e-06 5.551e-06
24 3.739e-06 3.880e-06 4.509e-06 4.053e-06
27 2.779e-06 2.640e-06 3.411e-06 2.468e-06
30 1.893e-06 1.491e-06 1.942e-06 1.433e-06 3 6 9 12 15 18 21 24 27 30
8.76e+00
2.19e+01
5.46e+01
1.36e+02
3.40e+02
8.48e+02
2.12e+03
5.28e+03
1.32e+04
3.29e+04
8.21e+04
cardinality of reduced basis
average quality of reduced bases
   GA
   NGA
   EIM
   POD
maximal approximation error of reduced bases
m GA NGA EIM POD
3 9.519e-02 9.519e-02 9.519e-02 6.013e-02
6 8.730e-03 8.727e-03 8.745e-03 5.162e-03
9 4.422e-03 4.424e-03 5.425e-03 5.042e-03
12 7.167e-04 7.167e-04 7.181e-04 5.587e-04
15 2.744e-04 2.744e-04 4.038e-04 3.034e-04
18 1.102e-04 1.102e-04 2.601e-04 1.516e-04
21 6.585e-05 1.093e-04 1.739e-04 6.838e-05
24 4.680e-05 4.359e-05 6.777e-05 3.704e-05
27 2.233e-05 2.690e-05 3.812e-05 1.845e-05
30 1.709e-05 1.879e-05 2.427e-05 1.313e-05 3 6 9 12 15 18 21 24 27 30
1.30e-01
3.83e-01
1.13e+00
3.34e+00
9.85e+00
2.91e+01
8.58e+01
2.53e+02
7.48e+02
2.21e+03
6.51e+03
cardinality of reduced basis
minimal quality of reduced bases
   GA
   NGA
   EIM
   POD
Example 5.5.4. Noisy 2-dimensional parametric problem in X = L1([0, 1]× [0, 1]).
For the corresponding noisy version we take the training set Ftr from the previous problem, and change
1% of its coordinates by random values raging from 0 up to avg(Ftr) (the average value of all the coordinates
of the training set). Thus, our ‘noise’ randomly changes a large number (1%) of coordinates of the training
set by a small value (up to avg(Ftr)).
F(x1, x2, µ1, µ2) = sin(x1µ1) cos(x2µ2) exp(|x1|µ1 + |x2|µ2) + noise,
Ω = [0, 1]× [0, 1], D = [pi/3, 2pi]× [pi/3, 2pi], Nh = 300× 300, Ntr = 25× 25.
average approximation error of reduced bases
m GA NGA EIM POD
3 1.093e-03 1.093e-03 1.093e-03 1.158e-03
6 2.560e-04 2.560e-04 2.561e-04 2.569e-04
9 1.187e-04 1.187e-04 1.458e-04 1.273e-04
12 4.166e-05 4.167e-05 4.158e-05 4.223e-05
15 2.569e-05 2.571e-05 3.026e-05 2.575e-05
18 1.882e-05 1.888e-05 1.995e-05 1.848e-05
21 1.553e-05 1.593e-05 1.968e-05 1.579e-05
24 1.364e-05 1.377e-05 1.869e-05 1.472e-05
27 1.207e-05 1.293e-05 1.784e-05 1.423e-05
30 1.132e-05 1.247e-05 1.776e-05 1.420e-05 3 6 9 12 15 18 21 24 27 30
2.85e+00
6.53e+00
1.49e+01
3.42e+01
7.83e+01
1.79e+02
4.10e+02
9.38e+02
2.15e+03
4.91e+03
1.12e+04
cardinality of reduced basis
average quality of reduced bases
   GA
   NGA
   EIM
   POD
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maximal approximation error of reduced bases
m GA NGA EIM POD
3 9.521e-02 9.521e-02 9.525e-02 6.015e-02
6 8.772e-03 8.779e-03 8.773e-03 5.172e-03
9 4.434e-03 4.434e-03 5.434e-03 5.042e-03
12 7.432e-04 7.426e-04 7.427e-04 5.813e-04
15 3.654e-04 3.654e-04 4.419e-04 3.244e-04
18 1.852e-04 2.011e-04 2.025e-04 1.606e-04
21 1.398e-04 1.695e-04 2.022e-04 1.369e-04
24 1.151e-04 1.455e-04 1.990e-04 1.101e-04
27 9.667e-05 1.129e-04 1.981e-04 1.011e-04
30 7.804e-05 9.912e-05 1.978e-04 1.009e-04 3 6 9 12 15 18 21 24 27 30
5.54e-02
1.51e-01
4.11e-01
1.12e+00
3.05e+00
8.30e+00
2.26e+01
6.15e+01
1.67e+02
4.56e+02
1.24e+03
cardinality of reduced basis
minimal quality of reduced bases
   GA
   NGA
   EIM
   POD
Example 5.5.5. 3-dimensional parametric problem in X = L1 ([0, 1]× [0, 1]× [0, 1]).
Consider the following problem setting:
F(x1, x2, x3, µ1, µ2, µ3) = (1− x1)(1− x2)(1− x3) sin
(
pi(x1µ1 + x2µ2 + x3µ3)
)
× exp ((x1 + µ1)(x2 + µ2)(x3 + µ3)),
Ω = [0, 1]× [0, 1]× [0, 1], D = [0, 1]× [0, 1]× [0, 1], Nh = 50× 50× 50, Ntr = 8× 8× 8.
average approximation error of reduced bases
m GA NGA EIM POD
3 1.001e-02 1.001e-02 7.688e-03 6.142e-03
6 1.965e-03 1.965e-03 1.591e-03 1.053e-03
9 7.788e-04 7.787e-04 8.540e-04 4.911e-04
12 4.436e-04 4.493e-04 4.314e-04 1.809e-04
15 2.584e-04 2.393e-04 2.612e-04 8.728e-05
18 8.960e-05 8.444e-05 8.371e-05 3.439e-05
21 3.247e-05 3.270e-05 3.254e-05 1.393e-05
24 1.915e-05 1.960e-05 1.864e-05 8.206e-06
27 9.967e-06 8.704e-06 1.084e-05 4.931e-06
30 5.917e-06 6.285e-06 8.008e-06 3.056e-06 3 6 9 12 15 18 21 24 27 30
7.08e-01
1.94e+00
5.32e+00
1.46e+01
4.00e+01
1.10e+02
3.01e+02
8.24e+02
2.26e+03
6.19e+03
1.70e+04
cardinality of reduced basis
average quality of reduced bases
   GA
   NGA
   EIM
   POD
maximal approximation error of reduced bases
m GA NGA EIM POD
3 3.942e-02 3.942e-02 3.469e-02 2.746e-02
6 5.452e-03 5.452e-03 5.844e-03 5.301e-03
9 3.749e-03 3.749e-03 3.911e-03 2.665e-03
12 8.980e-04 8.865e-04 9.765e-04 9.524e-04
15 5.367e-04 4.741e-04 6.343e-04 6.320e-04
18 2.850e-04 2.695e-04 2.676e-04 1.913e-04
21 6.952e-05 8.273e-05 1.089e-04 5.437e-05
24 4.908e-05 4.731e-05 5.559e-05 3.117e-05
27 2.412e-05 2.381e-05 2.539e-05 1.250e-05
30 1.606e-05 1.555e-05 2.128e-05 9.645e-06 3 6 9 12 15 18 21 24 27 30
1.58e-01
4.59e-01
1.33e+00
3.88e+00
1.13e+01
3.29e+01
9.57e+01
2.78e+02
8.10e+02
2.36e+03
6.86e+03
cardinality of reduced basis
minimal quality of reduced bases
   GA
   NGA
   EIM
   POD
Example 5.5.6. Noisy 3-dimensional parametric problem in X = L1 ([0, 1]× [0, 1]× [0, 1]).
For the corresponding noisy version we take the training set Ftr from the previous problem, and change
.001% of its coordinates by random values raging from 0 up to max(Ftr) (the maximal value of the coordinates
of the training set). Thus, our ‘noise’ randomly changes a small number (.001%) of coordinates of the training
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set by a large value (up to max(Ftr)).
F(x1, x2, x3, µ1, µ2, µ3) = (1− x1)(1− x2)(1− x3) sin
(
pi(x1µ1 + x2µ2 + x3µ3)
)
× exp ((x1 + µ1)(x2 + µ2)(x3 + µ3)),
Ω = [0, 1]× [0, 1]× [0, 1], D = [0, 1]× [0, 1]× [0, 1], Nh = 50× 50× 50, Ntr = 8× 8× 8.
average approximation error of reduced bases
m GA NGA EIM POD
3 1.001e-02 1.001e-02 8.062e-03 6.151e-03
6 1.977e-03 1.977e-03 2.154e-03 1.067e-03
9 7.926e-04 7.929e-04 1.340e-03 5.102e-04
12 4.443e-04 4.716e-04 9.804e-04 2.434e-04
15 2.637e-04 2.653e-04 3.775e-04 2.203e-04
18 1.373e-04 1.363e-04 3.298e-04 1.765e-04
21 8.198e-05 9.419e-05 2.785e-04 1.449e-04
24 6.426e-05 7.786e-05 2.683e-04 1.416e-04
27 6.145e-05 6.744e-05 2.416e-04 1.348e-04
30 5.684e-05 6.367e-05 2.308e-04 1.288e-04 3 6 9 12 15 18 21 24 27 30
7.04e-01
1.48e+00
3.10e+00
6.51e+00
1.37e+01
2.87e+01
6.01e+01
1.26e+02
2.65e+02
5.56e+02
1.17e+03
cardinality of reduced basis
average quality of reduced bases
   GA
   NGA
   EIM
   POD
maximal approximation error of reduced bases
m GA NGA EIM POD
3 3.943e-02 3.943e-02 4.005e-02 2.770e-02
6 5.481e-03 5.481e-03 5.173e-03 5.349e-03
9 3.764e-03 3.768e-03 4.274e-03 2.818e-03
12 9.248e-04 9.102e-04 4.058e-03 1.113e-03
15 5.366e-04 5.014e-04 2.502e-03 1.102e-03
18 3.321e-04 3.286e-04 2.419e-03 1.061e-03
21 1.656e-04 2.068e-04 2.329e-03 9.938e-04
24 1.398e-04 1.599e-04 2.329e-03 9.833e-04
27 1.073e-04 1.526e-04 2.290e-03 9.449e-04
30 9.411e-05 1.484e-04 1.825e-03 9.438e-04 3 6 9 12 15 18 21 24 27 30
1.57e-01
3.56e-01
8.07e-01
1.83e+00
4.14e+00
9.36e+00
2.12e+01
4.80e+01
1.09e+02
2.46e+02
5.57e+02
cardinality of reduced basis
minimal quality of reduced bases
   GA
   NGA
   EIM
   POD
5.6 Concluding remarks
We conclude this section by commenting on the reasonability of utilizing operators Rn in place of the actual
remainder of the orthogonal projection, i.e. computing ‖Rn(·)‖ instead of dist(·, Vn). Recall that generally
the norm of Rn is larger than 1, thus the norm of resulting remainder can be larger than the norm of
projected element. Namely, estimate (3.7) provides
‖Rn‖V ∗ ≤ Bgn = min{Rn, Cg + 1},
where R(X ) > 1 is the parameter that was introduced in Lemma 1, and Cg(F ,X ) is the basis constant of
the reduced basis constructed by the Natural Greedy Algorithm. Since Cg is unknown, it might seem that
our theoretical estimates for the convergence rates of the Natural Greedy Algorithm essentially contain an
exponential factor. For instance, Theorem 3 provides the convergence rate
σn(F ,X ) ≤
√
2Bgn/2(F ,X ) min0<m<n γn+m(X ) d
1−m/n
m (F ,X ),
where the factor Bgn/2, as can be seen from the proof, comes from the estimate(
n−1∏
m=0
‖Rm‖V ∗n
)1/n
≤ min{R(X )(n−1)/2, Cg(F ,X ) + 1} ≤ Bgn/2.
34
To clarify that such exponential growth does not actually occur, we note that(
n−1∏
m=0
‖Rm‖V ∗n
)1/n
≤ max
0≤m<n
‖Rm‖V ∗n
and calculate the values of max0≤m<n ‖Rm‖V ∗n (with various values of n) that correspond to the numerical
examples given in this section. We obtain the norm of operator Rm on the subspace Vn by using the property
Rm(Vm) = 0 (see (3.6)) and solving the optimization problem
‖Rm‖V ∗n = maxf∈Vn
{‖Rm(f)‖
‖f‖
}
= max
α0,...,αn−1∈R

∥∥∥Rm (∑n−1k=0 αkgk)∥∥∥∥∥∥∑n−1k=0 αkgk∥∥∥
 = maxα0,...,αn−1∈R

∥∥∥∑n−1k=m αkgk∥∥∥∥∥∥∑n−1k=0 αkgk∥∥∥
 .
We then and present the obtained values for max0≤m<n ‖Rm‖V ∗n in the table below and compare them to
the most optimistic theoretical estimate for the exponential factor R(n−1)/2 provided by Lemma 1 for the
Hilbert space setting by the equality R(H) = (1 +√5)/2.
Dimensionality of the subspace Vn
5 10 15 20 25 30
Theoretical estimate 2.6180 8.7186 29.034 96.690 322.00 1072.3
Example 5.5.1 1.0138 1.0775 1.0938 1.1896 1.2043 1.2635
Example 5.5.2 1.0202 1.0484 1.0766 1.0870 1.1135 1.1360
Example 5.5.3 1.1693 1.3080 1.4138 1.5906 1.7374 1.8360
Example 5.5.4 1.7985 2.0986 2.5843 2.8775 3.1353 3.2615
Example 5.5.5 1.1365 1.8131 2.5962 3.4793 4.0339 4.3689
Example 5.5.6 1.2086 1.4685 1.6995 1.9589 2.0730 2.3328
Example 5.4.1 1.0862 1.2328 1.4863 1.5141 1.6526 1.8515
Example 5.4.2 1.0862 1.2328 1.4863 1.5141 1.6526 1.8515
Example 5.4.3 1.0862 1.2328 1.4863 1.5141 1.6526 1.8515
Example 5.4.4 1.0862 1.2328 1.4863 1.5141 1.6526 1.8515
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