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We give a direct formulation of the invariant polynomials ,Gi”)(, Pi, ; , x,.,+~,) 
characterizing U(n) tensor operators (p, q, . . , q, 0,. ,0) in terms of the symmet- 
ric functions S, known as Schur functions. To this end, we show after the change of 
variables Ai = y, - 8, and ++r = 8i - &+t that ,,G$“)(, Ai,;, x~,~+~,) becomes an 
integral linear combination of products of Schur functions S,(, vi,) . Ss(, S,,) in the 
variables ( yr, . , y. ) and {S,, . . , S, }, respectively. That is, we give a direct proof 
that ,,G,$“)(, Ai, ; , xi, i+ r,) is a bisymmetric polynomial with integer coefficients in 
thevariables{y,,...,y,}and(St , . . . ,a, } . By making further use of basic properties 
of Schur functions such as the Littlewood-Richardson rule, we prove several 
remarkable new symmetries for the yet more general bisymmetric polynomials 
,~G$“)(Y,, . . , yn; a,, . . ,6,,,). These new symmetries enable us to give an explicit 
formula for both FG$“)(y; 8) and tG.$“)(v; S). In addition, we describe both 
algebraic and numerical integration methods for deriving general polynomial for- 
mulas for “G(“)(y. 6). *4 ’ 
1. INTRODUCTION AND STATEMENT OF RESULTS 
A basic problem for the application of symmetry groups in mathematical 
physics is the construction of a suitable basis for the set of’all bounded 
operators mapping the set of all unitary irreducible representation spaces of 
the group into itself. Such operators may be characterized by representation 
labels (tensor operator classit’kation), but in general this classification isnot 
unique (multiplicity problem). For U(3) the multiplicity problem is resolved 
by the canonical labelling induced from the ordering of the characteristic 
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null spaces of tensor operators with the same irrep and shift labels. To each 
tensor operator in [l, 121 was associated an invariant polynomial denoted by 
,G;“‘( X) yGin)( ( xij + A,)) 
=pG;“)(A1,...,A,; X12,X23,...,X,-1,n,X,,1), 
where X is the n by n matrix (U(n) array) defined by means of: 
DEFINITION 1.2. Let n 2 2. Then 
(X) s (( x,i)) E ((Xii + Ai)), 
where 
Ai E W[> x,,], lliln, 
x,j = -xji, i -cj, 
Xi1 = 0, lliln, 
Xik = Xij + Xjk, 1 I i, j, k I n. 
0.1) 
(1.3a) 
(1.3b) 
(1.3c) 
(1.3d) 
(1.3e) 
The above irrep label ( p, q, . . . ,q, 0,. . . ,0) consists of one p, p q’s, and 
(n - p - 1) 0’s. Furthermore, q determines p since A, + . . . + A,, = p + 
pq, and we are given q, A1 + * a. + A,, and II. 
The problems that give rise to ,Gi”)( X) are motivated in more detail and 
put into a broader mathematical setting in [l-3]. 
In this paper we continue the study of ,Gj”)( X) that was begun in [l, 121 
by providing a direct formulation of the polynomials ,GJ”)( X) in terms of 
the symmetric functions known as Schur functions. 
Let h = (Xi, X2,..., A,, . . .) be a partition, i.e., a (finite or infinite) se- 
quence of nonnegative integers in decreasing order, 
such that only finitely many of the Ai are nonzero. The number of nonzero 
Ai is called the length of h, denoted I(h). If ZAi = n, then A is called a 
partition of weight n, denoted 1x1 = n. We also write n(h) = Z(i - 1)X,. 
Given a partition A = (hi,. . . ,h,) of length I n, the Schur functions S, are 
defined by 
Shb l,...,X”) = 
det( x,?j+“-j)15i,j9n 
det(4’-j)l.i,j-(n . 
(1.4) 
The determinant in the numerator of (1.4) is divisible in Z[x,,. . . ,xn] by 
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each of the differences (xi - xj), 1 I i < j I n, and hence by their product, 
which is the Vandermonde determinant 
n (xi - xi) = det(x,!-j)iri, j9n 
lliij<n 
= Igxl,...,x,). (1Sb) 
Thus, the quotient in (1.4) is a symmetric polynomial in xi,. . .,x, with 
coefficients in Z. For example, SC,,, = h, and Son, = e,, where h, and e, are, 
respectively, the homogeneous and elementary symmetric functions of 
Xl,. . . ,X”. 
Schur functions (also denoted S-functions) were first considered by Jacobi 
[7] just as in (1.4). Their relevance to the representation theory of the 
symmetric groups and the general linear groups was discovered much later 
by Schur [13]. The name S-function (or Schur function) is due to Littlewood 
and Richardson [9]. A modern treatment of S-functions can be found in 
[6,10,14,15]. 
In [1,12], starting from a general path sum formula, it is shown that 
,Gi”)( X) satisfies both of the difference quations given by 
THEOREM 1.6. Given that ,Gc)( X) = 1, ,,Gi”)( X) is uniquely determined 
by each of the diference equations: 
pGi”‘(, Ai,; 3 Xi;i+l,) 
= SF1 (-1) 
II W-P; 1 jCS 
X ,fJ (Xii) 2, (Xii) -'pG~~'l(, Ai - x(i E S),; ,Xi,i+l 
iCS, jCS' iCSc, jCS I 
+x(i E S) - x(i + 1 E S),), (1.7a) 
= SF, t-11 
Ilw4 1 
p+l+'(s'lfi ,fi (xii) 
iSS 
’ 
[ 
E, txij+‘ibAji) g, (xij+Ai-Aj) 
iES, jGS’ iE.V, jCS I 
-1 
X,G~!‘l(v Ai - x(i E S)v; 7 Xi,i+l,), (1.7b) 
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where Z(S) denotes the sum of elements in the set S, llS/l is the cardinal@ of 
S, Xii = xij + L\,, x(A) is one if statement A is true, and zero if A is false, 
andIsp<n-2. 
Let ,Gi”)( X) be defined implicitly as in (1.1) and Definition 1.2. Then the 
fact that ,Gi”)(X) satisfies both difference Eqs. (1.7a) and (1.7b) is used in 
[l, 121 to show that ,Gi”)(X) is unchanged by a transposition or any 
permutation of the rows or columns of the n by n matrix (X) = ((xij + Ai)). 
That is, we have: 
THEOREM 1.8 (row, column, and transposition symmetry). Let ,Gi”)(X) 
be deJined as in Theorem 1.6. Let o and p be any permutations of the n-set I,, 
and suppose that 
‘i = ‘o(i) + xo(i)p(i) 
and 
(1.9a) 
We then have the row and column symmetry given by 
pGi”‘(, Ai,; 9 Xi,i+l>) =pGi”‘(, &iv; > Fi,i+l>) 
=pGi”‘( 7 Au(i) + Xo(i)p(i) 3 ;9 xp(i)p(i+l) y>T (1.9b) 
and 
xij ~ ~ij + pi = Xo(i)p(j) + A,(i, 3 Xo(i)p(j). (1.9c) 
Now suppose that 
ai E Ai and xi i+l = xi+l,i + Ai+r - Ai. (1.9d) 
Transposition symmetry then takes the form 
pGJ”‘(, Ai ; 7Xi,i+l,) =pGi”)(, zi,; 9xi,i+l,) 
=pGi”)(y Ai,; 7Xi+l,i + Ai+1 - Ai,), (1%) 
and 
x.j s fij + ai = xii + Aj = Xji. (1.9f) 
Motivated by the study of bisymmetric functions in [ll] and the row and 
column symmetries in Theorem 1.8, it is natural to conjecture that after a 
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suitable change of variables ,GJ”)(, Ai, ; , xi, i+l,) becomes a bisymmetric 
function. Indeed, given Definition 1.2 and Theorem 1.8 it is not difficult to 
prove 
THEOREM 1.10. Define ,Gi”)(y; 6) sPG$“)( yl, . . . , yn; a,, . . . ,a,) implicit& 
by means of 
~G;“)(Y; 6) spGi”)(, Ai,; 3 Xi,i+l,)> (l.lla) 
where 
Ai = yi - ai and , xi i+l = si - si+l. (Mb) 
Let u and p be any permutations of the n-set I,,. We then have the symmetries 
given by 
bGj”)(, Yi, ; 7 Si,) =pGi”‘(, Ya(i), ;7 ap(i),)* (l.llc) 
Remark 1.12. It is clear from (l.llb) and Definition 1.2 that xij = 6, - 
Sj, xij + hi - Aj = yi - yj, and Xii = yi - 8,. 
For convenience, we note here that under the change of variables (l.llb) 
the transposition symmetry in (1.9e) becomes 
THEOREM 1.13. Define ,Gi”)(y; S) as in (l.lla)-(l.llb). We then have 
pGi”‘(, Yi, ; 3 ai,) =pGi”)(, -ai,; 9 -Vi,)* (1.14a) 
That is, 
,G;“)(y; S) =,G;“)(-8; -y). (1.14b) 
Not only is ,Gi”)( y; S) a bisymmetric function in the two sets of variables 
{Yl,..., Y,,} and {h.., S,}, but in Section 3 we are naturahy led to 
THEOREM 1.15. Define ,G$‘)(y; S) as in (l.lla)-(l.llb). Then 
pGi”‘(y; 6) = (-l)(‘l’)q C b(,,a)Sa(> yi>)SB(, a,,), (1.16) 
(~,B)ql.q.n) 
where %, 4. n) is a set of ordered pairs (a, /3) of partitions that depends on p, 
q, and n; bCol,,, is an integer uniquely determined by (a, /3); and, S,(, yi,) and 
S,(, 6J are Schur functions in the variables {, yi,} and {,l$,}, respectively. 
Even though it is not immediately clear from either (1.7a) or (1.7b) that 
G(“)(, Ai, ; 9 Xi, i+ 1,) * P is a polynomial, indirect symmetry arguments in [l, 121 
using Theorem 1.8 show that this is the case. One of the primary motiva- 
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tions for our work here was to put together an effective procedure for 
computing G’“)(, A,, ; , xi i+l, 
yield a dire:t &oof that 
)
,&“)(, 
explicitly. Ideally, such a procedure would 
Ai, ; , xi, i+l,) is a polynomial To these ends 
we study the yet more general function 
;G;“)(Y; 6) =;G;“‘(yl ,..., y,,; 6, ,..., a,,,), 
which is a common generalization of (1.7b) above and Eq. (2.17) of [12] with 
no numerator parameters. 
DEFINITION 1.17. Given that ,“Gg)(y; S) = 1, we uniquely determine 
,“Gi”)(y; S) by means of 
= sFI (-l)c+l+~(S) 
IlW4 1 
fJ (Yi-U,)-’ g. (Yi- Yj)-’ 
ieS, jG SC icF, jCS 
X ,ol ,nl (Vi - S,)FGJ!)l(, Yi - X(i E S),; 7 a,,)* (1.18) 
iCS 
Remark 1.19. We have m = j - n with j 2 n, where j is the number of 
denominator parameters in Eq. (2.17) of [12]. Only m of these parameters 
actually appears in (1.18). The case that is of most interest to physicists is 
m = n. 
All of the main results in this paper are a natural consequence of the 
following fundamental theorem. 
THEOREM 1.20. Let ,“GJ’“)(y; 6) be dejined as in (1.18). We then have 
Ir+1 ( 1 
,“Gi”‘(, Yip; 5 Si>) = (i;’ y,2) c (-l)‘“‘s~(P 6i,) 
n 9 i) *=(*l,*Z,-..r*F+l) 
h,sm 
i 
c+l 
x c E(W) ,g Yw”(Tjp+l-i-A(P + 2 - iJj12Y:(y; 
WC9” 
X,"G,(!!.'l(, yi - X(i E W({1,2,**-,P + I})), G 7 ai,) 9 
i 
(1.21) 
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where Vn(,yi,) is gioen by (1.5), t(w) is the sign of the permutation w, h is a 
partition, and A’ is the conjugate partition of A. That is, h’ = 
(A’19 q, * . ., A&)), with Xi = II{ j(A, 2 i}ll. 
In Section 2 we prove Theorem 1.20, and then make use of (1.21) and 
(1.4) to derive the elegant formula given by 
THEOREM 1.22. Let ,“Gi”)(y; S) be defined us in (1.18). We then have 
Pfl 
( 1 =(-1) * c (-PM 49) ’ qfi+1+m-“)--XL YiA 
h-(X,,X*..*.JC+l) 
X,s(p+l)+(m-n), 
(1.23) 
where X is a partition, A’ is the conjugate partition of A, and (/.L + 1 + m - n) 
- h denotes the partition v = (vl, v2,. . . ,v,,+~) with vi = (p + 1 + m - n) - 
‘fi+*-i* 
In certain large-scale nuclear calculations [2,3] it is necessary to evaluate 
polynomials such as FGi”)(, yi, ; , i$,) for a very wide range of possible 
values of the variables { yi, . . . , y, > and ( S,, . . . ,S, }. AU of these evaiuations 
of “G(“)(, yi, ; , S,,) must be done quickly and with great accuracy. To this 
en& Ge need an inductive procedure that yields a polynomial formula for 
;GJ.“)(, yi, ; , Si,) such as (1.16). With such a formula stored in a computer, a 
great number of evaluations of .FGi”)(, y;, ; , S,,) can be carried out with the 
necessary speed and accuracy. In Section 3 we describe how the difference 
Eq. (1.21) is iterated to yield a formula Iike (1.16). To illustrate our methods 
we derive an explicit formuIafor~G$4)(y y y y * S S 6 S ) (see(3.30) 1, 29 39 4, 17 29 37 4 
below). 
Iterating (1.21) has important advantages over iterating (1.18). Indeed, 
given that FG$(, y. * ,,,, 6i,)isabisymmetricpolynomiaIof {yi ,..., y,} and 
(6 t,. . . ,a,}, it is not diEicuIt to show that the inner sum in (1.21) is a 
skew-symmetric polynomial in { yl, . . . ,y. ) and a symmetric polynomial in 
(6 i,. . . ,a,}. Equation (1.4) th en implies that the Vandermonde determi- 
nant I$(, yi,) evenly divides the inner sum in (1.21), yielding a polynomial 
bisymmetric in { yi, . . . , y,, } and {a,, . . . , S,,, }. Thus, starting with (1.23), we 
see directly why iterating (1.21) leads to a bisymmetric polynomial On the 
other hand, iterating (1.18) leads to either an alternating sum of rational 
functions or a single very complicated rational function. Both rational 
expressions are very hard to compute accurately. Furthermore, to obtain a 
polynomial formula for FGi”)(, yi, ; , S,,) directly from these rational func- 
tions, even by computer, is next to impossible. 
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Consider the general formula for FG$“)(, yi, ; , S,,) from Section 3 given by 
THEOREM 1.24. Let ,“Gi”)(y; 6) be determined as in Definition 1.17. Then 
P+l 
( 1 ;G;“)(Y; 8) = C-1) ’ ‘( 8) ; b(,,B,S,(,yj,)SB(,6j,), 
a, E h4.m.n) 
(1.25) 
where Q (,,, 4, m, ,,) is a set of ordered pairs (CY, p) of partitions that depends on 
P, 4, m, and n; b(,,,, is an integer uniquely determined by (a, 8); and S,(, yi,) 
and S,(, Si,) are Schur functions in the variables { yl,. . . , y, } and { 6,, . . . , S,,, }, 
respectively. Moreover, the set Q2,,, 4 m, “, is unique. That is, there is only one 
expansion of the form (1.25) for ,“G,i”)( y; 8). 
Making use of (1.25), and symmetries for zGJ”)(y; 6) in Section 4 that 
generalize results from [l], we prove 
THEOREM 1.26. 
,mG;“)(y; 6) = (-l)(pil)q c xb 2 l(4) - x(m 2 0)) 
(~.B)~~(p,g.m+l.n+l) 
xb(aJ3,scl(Y>s~(~>~ (1.27) 
where x(-e- ) is de$ned as in Theorem 1.6; bt,,8j and O,,, 4, m+l, n+lj are 
implicitly determined as in Theorem 1.24; and, S,(y) and SB(S) denote, 
respectively, S,( yl,. . . , y,) and Ss( a,, . . . ,a,). 
By uniqueness considerations it is not hard to see that Theorems 1.24 and 
1.26 imply 
THEOREM 1.28. Suppose that ,“Gi”)(y; S) and m+kGi”+l)(y; 6) are 
given by 
P+l 
( 1 ,“G;“)(y;S) = (-1) * ’ c b(l,,&(YW. * ,Yn) 
(~.B)~f+,.q,m.., 
XS,&,...,~,>, (1.29a) 
and 
m+$$‘+l)(y; 6) = (-1) c C(a,B)Sa(Yl,. . ,Yn+l) 
(~.BF%l,q.m+l,n+l) 
xs,(~,,...,4z+,), (1.29b) 
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us in (1.25). We then haue: 
6) Q(p,*,m,n) E ~(p.q.m+l,n+lp (1.30a) 
(ii) (a, P) E Q(p,q,m,n) implies that b(,,p) = qa,p), (1.3Ob) 
w Q(,,,,m,., = Q(p,q,m+l,n+l) ifandonlyif 
n 2 l(a) andm 2 Q)f~~euch (a98) E Q(C,9,m+l,n+l)- (1.3Oc) 
Just as in [l, 121, it is shown in Section 4 that the degree of the polynomial 
rG,$“)(y; S) in both {, vi,} and {, Si,} is (CL + l)(p + 1 + m - n)q. Since 
I(A) I (A( for any partition X and the degree of S,(y) is lal, it follows from 
(1.29b) that 
and 
l(a) I (p + l)(p + 1 + m - n)q, (1.31a) 
HP) I (P + lJ(1-1 + 1 + m - n)q, 
for ah (a, /3) E Qo,q,m+l,n+lj. Thus, (1.30~) implies that 
(1.31b) 
provided that 
52 (P, 9. m. n) = L? (P, 9. m+l, n+l) (1.32a) 
n, m 2 (p + l)(p + 1 + m - n)q. (1.32b) 
The relationships given by (1.30) and (1.32) are quite surprising. Indeed, 
suppose that we iterate Theorem 1.28. Then (1.3Oa) and (1.30b) imply that 
(1.29a) can only change by adding new terms b~,,s,SO(y)S,(S) as n + I and 
m f I, with 1 2 0, are replaced by n + 1 + 1 and m + I + 1, respectively. 
Once a term appears, it stays. The coefficient b(,,,, and ordered pair (a, p) 
of partitions never change. All we do is add more variables to the Schur 
functions S,(y) and $(a). That is, we replace S,(yi,...,~~+~) and 
q&,.-., a,+,) by ~,<vl,. . . ,Y~+,+J ad ~~<~l,. . . ,h+r+l), resp~tively. 
Now, since r = (m + 1) - (n + I) = (m - n) remains fixed as n + I and 
m + I are replaced by n + I + 1, and m + 1 + 1, respectively, we must have 
n + 1, m + I2 (p + l)(p + 1 + m - n)q, (1.33) 
for all sufhciently large 1. That is, by (1.32), the formula for Jlm+‘G,$“+‘)(y; S) 
given by (1.29a) eventually “stabilizes” for large enough 1 since no new 
terms appear once (1.33) is satisfied. 
The bound given by (1.31) and hence (1.32) is not best possible. Indeed, 
in Section 7 it is shown that there exists ( aI, &), ( a2, &) E Qt,,, 4, m, nj such 
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that 
+%> = (P + lb?, (1.34a) 
and 
l(&) = (p + 1 + m - n)q. (1.34b) 
Furthermore, an induction argument in Section 7 making use of Theorems 
1.20, 1.22, 1.24, and various fundamental facts from [lo] about Schur 
functions such as the Littlewood-Richardson rule [9,14], yields 
THEOREM 1.35. Let the set fit,,,,,“, of ordered pairs (a, p) of partitions 
be implicit& determined as in (1.25). We then have 
l(a) s (CL + l)q, (1.36) 
for each (a, p) E Q,,, 4, m, nj, This bound is best possible. 
It turns out that the transposition symmetry given by Theorem 1.13 
enables us to deduce a bound for r(p) directly from (1.36). That is, 
Theorem 1.13 combined with Theorems 1.24 and 1.35 gives the m = n 
case of 
THEOREM 1.37. Let the set C+p,g,m,nj of ordered pairs (a, 8) of partitions 
be implicitly determined as in (1.25). We then have 
l(P) 5 (P + 1 + m - n)q, (1.38) 
for each (a, B) E Cl,,, 4, m, ,,). This bound is best possible. 
Just as the m = n case of Theorem 1.37 follows from (1.36) and Theorem 
1.13, we find that the general case of Theorem 1.37 is a consequence of 
(1.36) and the general transposition symmetry given by: 
THEOREM 1.39. Define ,“G,‘“)(y; 6) and P+m-;GJm)(y; S) as in (1.18). We 
then have 
,“Gi”‘(, Yi,; 7 I, - 6. ) - (-1)9(m~“)Y’+1).(m-n)9.~+~-~G~m)(, -&,;, -y;,). 
(1.40a) 
That is, 
,"G,'"'(y; 6) = (-1)9(*;n)+‘r+1’.‘m-n’9 .r+m-;G;m)(-g; -y). 
(1.40b) 
In Section 8 we make use of Theorem 1.22 to prove the q = 1 case of 
Theorem 1.39. The general case is established in [5] by showing, just as in 
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[l, 121, that rG$‘)(y; 8) satisfies not only (1.18) but also 
;Gj”)(,Yi,;,ai>)= C 
SCI, 
lIw=(P+l+m-~) 
x (- 1)(“1”) yp+l).(m-n)+m(p+l+m-n)+Z(S) 
’ g (‘i-S,)-’ c (8i-s,)-1fI,Q(Yi~~l~ 
isS, jES’ iESc, jCS IGS 
Note that (1.41) generalizes (1.7a) in the same way that (1.18) generalizes 
(1.7b). We discuss the general transposition symmetry further in Section 8. 
At this point it is not difficult to see that Theorems 1.28, 1.35, 1.37, and 
the fact that S*(x,, . . . , x,) = 0 if n < 1(X) imply 
THEOREM 1.42 (Stabilization Theorem). Suppose that ,“G$‘)(y; S) and 
“‘+;G;“+‘)(y; 6) are given by (1.29). We then not only have (1.30) but also: 
(9 Q (P, 9. m, n) = Q (P, 9, m+l, n+l) 
ifundonbifn 2 (p + 1)qumfm 2 (j.k + 1 + m - n)q, (1.43a) 
(ii) the bound in (i) is best possible, (1.43b) 
(iii) the n = (p + 1)q and m = (p + 1 + m - n)q case of (1.29~) 
gives the correct formula for m+LGi”+‘)(y; S), for all integers I, 
when (n + 1) and (m + I) variables are used in the Schur 
functions S,(y), and $(a), respectively. (1.43c) 
Remark 1.44. The integers 1 in (1.43~) can be negative as well as 
positive. By (1.43c), our explicit formula for tGi4)(y; 6) in Section 3 
automatically gives the general formula for ;IG$“)( y; 8). 
In Section 7 we prove Theorems 1.26, 1.28, 1.35, and then deduce 
Theorems 1.37 and 1.42 from Theorem 1.39. 
By setting yi = hi + ai in the m = n case of (1.23), and xij = iJi - 15’~ and 
Xii = A, + Si - 4 in the q = 1 case of (1.7a), we obtain two very different 
generating functions for If;Gl”)(, A , ; , t$ - 6i+1,). (The first is a polynomial 
and the second is a rational function with denominator V,(6,, . . . ,a,).) This 
fact when combined with basic results about the zeros of ;Gi”)(, hi, ; ,I?~ -
6,+i,) in [l, 121 and the symmetries of Section 4, leads to surprising new 
combinatorial identities which enable us to factor very complicated poly- 
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nomials in {dl,..., 8, } into the product of a much simpler polynomial in 
(8 i, . . . ,S, } and the Vandermonde determinant V,(S,, . . . ,S,). These factori- 
zations are surprising since they are not a simple direct consequence of (1.4) 
but rather follow indirectly from Theorem 1.13. These techniques provide 
an extremely efficient algebraic derivation of the formulas in [l, 121 for 
:GP)( X) and :GP)(X). In addition we describe how :GJ4)( X) can be 
computed. This work is carried out in Section 6. 
Now, motivated by the computations in [16, pp. 194-2011 it is not hard to 
prove: 
THEOREM 1.45. Let SA(e2nie) and SV(e2nie) be two Schur functions of the 
n complex variables { e*“‘“l,. . . ,e2ni**}, with 0 I t$ I 1. Let $, denote the 
complex conjugate of S,, and Iz I* = ~5. We then have 
1, = if X and Y are the same partition, 
0, otherwise. 
(1 .w 
The integral given by (1.46) is essentially the orthogonality relation for the 
unitary groups U(n). This orthogonality is the main fact behind Weyl’s 
proof [16] of the Weyl character formula for U(n). In Section 5 we describe 
how Theorem 1.45 enables us to reduce the computation of the bC,,s, in 
(1.25) to the numerical evaluation of integrals similar to (1.46). 
2. PROOFS OF THEOREMS 1.20 AND 1.22 
In order to prove Theorems 1.20 and 1.22 we first need some lemmas. In 
[4], these lemmas lead to new combinatorial identities involving Schur 
functions and hypergeometric series well poised in W(n). 
Before stating the first lemma, it is convenient to give: 
DEFINITION 2.1. Let the sets S and T be determined by 
and 
S= {j,<j,< ... <j,+l} C 1, = {LL...,n}, (2.2a) 
T= {0,1,2 ,..., m}. (2.2b) 
A map ps: S --) T is said to be of type 0”01”12~2 . . . m”m if and only if the 
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value i is assumed ni times and n, + n1 + . .. + n, = p + 1. There are 
(l.4 + l)!/(n,!n,! .a* n,!) such maps. We let S(no* nl,...,nm) denote the set of 
all maps ps: S --, T of type 0”01”12”2 . . . m”m. 
We are now ready to prove: 
LEMMA 2.3. Let ps: S + T and S(“o,“l,...,“m) be dejined as in DeJinition 
2.1. We then have 
P+l = c c C(U) E y;;p+l-‘-pw (2.4) 
pSEsolO.“l *.... n,)aq+, 
Proof: Let P(p, a) denote the set of all ordered pairs (pS, u) with 
fJ E yl+, and ps E S(“~,~ly...,“m). Clearly, (ps, a) - (&, a’) if and only if 
pd.i.& = p;(ja,(,)) for 1 I I 5 p + 1, is an equivalence relation that parti- 
tions P(p, a) into disjoint equivalence classes. Now, if ps # pk, then (ps, Id) 
and (pi, Id) are certainly in different equivalence classes. Moreover, given 
any pair (ps, a), we have ps( j,,,,,) E S(“O*~I~...,“*), since {, j,(,,,} is a 
permutation of S. Thus, P( p, a) is the disjoint union 
HP, 4 = c {(A, +;(.A& = Psm for1 5 ls h + 1). 
pSESh” I,.... n,)
P-5) 
Now, for fixed ps and any u E YP+r, let p; take the value i on the set 
u&‘(i)), where 0 I i I m. Clearly, p&(&,,) = p&j,) and pi E 
S(“o* “l,..-+m). For fixed u, it is immediate that pi(jO,,,) = pf(jOcct) for 
1 5 1 s p + 1 implies that pi = pg. Thus, for fixed ps and each u there is 
exactly one pi such that pL( &,) = ps( j,). 
By the above remarks and (2.5), it is not hard to see that the relation 
given by (2.4) holds. Q.E.D. 
We next need: 
LEMMA 2.6. tit .%-p+l be the family of all (p + l)-element subsets of 
I, = {1,2,..., n}. Denote by (BP+,, 9p+1, YnVfi- 1) the collection of all trip- 
lets (S, u, r), where S E ~%7~+~ and u and r are permutations of I,+1 and 
Znpuhl, respectively. Let S = {j, <j, x . . . < j,+l} and SC = { jp+2 < j,,+3 
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< . . . <j,,}. Then, the map II: (&?,,+,, $+I, 9”-,-1) + 9, determined by 
if1 I1 I p + 1, (2.7a) 
if~+211Sn, (2.7b) 
is a bijection of (93,,+1, Yp+l, Ynp,-p-l) ontoSP, such that 
c(rI((s, u, 7))) = ~(u)~(7)(-l)-(~:2)+z(s), w3) 
where, for each w E Yn, E(W) is the sign of the permutation w. 
Proof: It is not difficult to see that the map II is a bijection. Recalling 
that E(W) = ( - l)‘, where I is the number of inversions of w, it is immediate 
from (2.7) that 
c(rI((s,u;7))) = c(a)c(7)(-l)“r(“, 
where ]lB]] is the cardinahty of the set 
B = {(i, j)]l s j < i s n, i E Sandj E SC}. 
By Eq. (2.11) of [l], it is immediate that 
(2.6) 
(2.9b) 
IlBll = -( IFL; “) + Z(S). (2.10) 
Equation (2.8) is now clear. 
The last lemma we require is: 
Q.E.D. 
LEMMA 2.11. Let eCk,(S) denote the kth elementary symmetric function of 
{fL&,..., S,,, } and S,( 6) the Schur function S,( a,, 6,, . . . ,S,,, }. We then 
have 
where k; 2 k; 2 * * * 2 kik,+,) 
1 k, 2 k, r 0 with k,+l I m. 
is the conjugate partition of k,, 1 2 k, 2 . . . 
Proof. It is immediate that the left-hand side of (2.12) is the determinant 
det[ (e(ki+i-j,(q] * (2.13) 
Now, for each i and j interchange the ith row with the (p + 2 - i)th row 
and the jth column with the (p + 2 - j)th column of the matrix in (2.13). 
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As there are the same number of row operations as column operations, the 
sign of the determinant in (2.13) is unchanged. However, replacing i and j 
by (CL + 2 - i) and (II + 2 - j,), respectively, in (2.13) gives 
(2.14a) 
where 
m 2 kc,,+Zj-l 2 kcp+2j-2 2 * * * 2 k, 2 k, 2 0. (2.14b) 
By the Jacobi-Trudi identity (see [7] or formula (3.5) of [lo]), it is im- 
mediate that (2.14) is the Schur function on the right-hand side of (2.12). 
Q.E.D. 
We now give the 
Proof of Theorem 1.20. For convenience, we let 
vs(Y) = I-I (Yi - Yj)' 
i,<j 
i, j's 
(2.15a) 
and 
vSc(Y) = II (Yi - Yj)* 
icj 
i, jES’ 
(2.15b) 
By (1.5) and the definition of S and SC in Lemma 2.6, it is not hard to see 
that 
(2.16a) 
and 
(2.16b) 
Butting the right-hand side of (1.18) over the common denominator 
V,(Y) = V,(Y~,. . . ,Y,) gives 
,“Gi”‘(,Yi,;,ai,)=& sFI t-0 ~+l+B(s)vs(y)vsc(y) 
n 
Ilw-r; 1 
X lol ,fil(Yi - 6,) *,“Gil)l(> Yi - x(i E S),;, Sip)* 
iGS 
(2.17) 
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Now, it is clear that 
Ifi i (Vi - ‘f> = ii ( i (-1)kY~-ke(k)(61,...,S,)i (2.18) 
i=l I-1 
iCS 
i-l k=O 
iCS 
(2.19) 
Setting ps(ji) = k,, it is not hard to see from Definition 2.1 that (2.19) 
can be rewritten as 
= c 
(_ l)l~n,+2.n,+ ... +m.n, 
no+n,+ .‘. +n,=p+1 
P+l 
X c (“O,“,.-,,C,) lz yz-s(j’). 
(2.20) 
PSES 
Combining (2.15)-(2.20) immediately gives 
,“Gi”‘(, vi,; 9 ‘i,) = (-l) ‘+l+~(s)y,c(y) c E UOEYfi+1 
P+l 
x ,vl ,y c (_l)l.n,+2.nZ+..‘+m.n, 
no+n,+ “. +n,=p+1 
Noting that 
X~G~!!)l(, Yi - X(i E S),; 3 ai,)- 
Ir+1 P+l 
c y;-pdii) = n y;;ps(j.d, 
i=l I=1 
(2.21) 
it follows from Lemma 2.3 that the product 
!J+1 r+l 
z$ 
P+1 
44 ,jI-j Yjy psGs~~nl,~,,~m, ti yYs(jz) (2.224 
11+1 
= c c +) ,G Y;,:~+‘-~-~~(‘). (2.22b) 
PSES (no. n,.. .a”,) O’Yp+, 
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It is not hard to see now that (2.16b) and (2.19)-(2.22) yield 
P+l 
x c E(U) I-I y,;;p+l-‘-k, c C(T) fi ye _ 
-yp+1 I-1 7E9&-, f-p+2 
Jp+~+r(/ fi-1, 
XTGjlt)l(, Yi - X(i E S),; > Sip). (2.23) 
Interchanging the outer two summations in (2.23) and applying Lemma 2.6 
gives 
(-$3 P+l 
,“Gi”‘(,Yi,;,‘i,)= prty) 
n A (-l) 
kl+“.+kp+l tg e(ki)t6) 
l&p+1 
Setting mi = i + ki and noting that e(,i-i,(61,. . . ,a,) is 0 unless 0 I 
(mi - i) -< m, it is clear that 
if m, c i or m, > m + i for some i between 1 and p+ 1. That is, with 
mi = i + ki we can write (2.24) in the form 
TGi”)(, yi,; 3 Si,) = (y;)r;’ c (-0 
ml+ . +m,+, 
n l~ml~m+p+l,ifl~i~p+l 
m;-(p+l+m-n+i),ifi>p+l 
.;“G$J)1(,yi-x(iE~({l,2,...,P+ l})),;,Si,). 
(2.25) 
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Now, suppose that 1 I i, < i, I p + 1 and that T E 9, is the transposi- 
tion (il, iz). Since T just permutes {1,2,. . . ,p + l}, it is clear that 
,“GJ1’,(, Yi - x(i E w~({l, 2,. - - 7~1 + l})), ;3 ‘i,> equals rGj”_)1(, pi - x 
(i E w({1,2,. . . , p + l})), ; , SJ. We find that 
-,“Gil’l(,yi - x(i E ~({1,2,..-,P+ l})),;,Si,) 
(2.26a) 
= f(T-1) c
WESP” 
.(wT)lfily~T~i~+l--f 
= - c c(w),IjY;:,-~ 
WCY” 
~,“Gir)~(,y, - x(i E ~({1,2,...,~ + l})>,;,S,)* (2.26~) 
Clearly, interchanging ywm(~~+‘-“% and ywm($+1-m12 in II~~,y,“,$C+l-m; just 
changes the sign of the inner sum over Yn in (2.25). Thus, for 1 I i I p + 1, 
the { mi } in (2.25) must be distinct. Given a set of distinct 
( ml, m2,...,m,,l } in (2.25), it is clear that each permutation of this set 
occurs and that there are no more such terms. That is, (2.25) can be 
rewritten as 
;G$“)(, yi, ;, ai,) = l-l) 
)r+1 
c (-1) 
ml+ ... tmp+, 
K(Y) lsm,<m,<... <m,+,~m+p+l 
m,=(p+l+m--n+i),ifi>p+l 
x,“@“_‘,(,yi - x(i E W({1,2,...,EL+1})),;,6iy). 
(2.27) 
Embed a E .$+, into Sp, by letting (I be the identity on {p + 2, p + 
3,. _. ,n}. Since E(M) = E(U)E(U-l) = 1 we find, just as in (2.26) that the 
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innermost sum over 9, in (2.27) is given by 
44 c r(w),f!Y~h-~ 
WEY” 
,“G~~‘~(,Y~-X(~~W({~,~,...,CL+~})),;,~~,). (2.28) 
It is now clear that (2.27), (2.28), and Lemma 2.11 imply 
,“Gi”)(, Vi,; 3 ai,) 
(-1)(3 c 
= v,(Y) 
(-1) 
k,+-+k,+, 
Osk,sk,c... .sk,+l<m 
‘(6, ki,. &&@) 
k,-(p+l+m-n),ifi>F+l 
where k; 2 k; 2 . * . 2 k;k,+lj is the conjugate partition of k,+l 2 k, 2 
- - - 2 k, 2 k, 2 0. Setting ki = htp+l-iJ with A, 2 A, 2 . . . 2 AP+i, it is 
not hard to see that (2.29) is the right-hand side of (1.21). Q.E.D. 
We are now ready for the 
Proof of Theorem 1.22. Since FGg)(y; 6) = 1, it is immediate from 
(1.21) that 
,“GI”‘(, Y,; 9 ai,) 
cl+1 
( ) =(-1) 2 c (-l)‘“‘s,(P 6i,) 
~-&.~2,...J,+1 ) 
X,<m 
(2.30) 
Now, just as in (2.26), the integers {m + p - hcp+i) > m + p - 1 - A, > 
. . . > m + 1 - A, > m - A,} must not be equal to any of {n - f~ - 2 > 
n-p-3>--* > 2 > 1 > 0} or else the inner sum in (2.30) vanishes. 
Clearly, since (m - A,) r 0, these two sets of distinct integers do not 
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intersect if and only if (m - A,) 2 n - ~1 - 1. That is, we must have 
A, I (II. + 1 + m - n). Thus, (2.30) can be written as 
,“GI”‘(, Yi,; 9 ai,) 
P+l 
( 1 =(-1) 2 c ( -1)‘x’sA’(9 &i,) 
X-(X,,X,,...,X,+,),h,I(C+l+m-n) 
(2.31) 
By (1.4) the inner sum in (2.31) is the Schur function 
S ((p+l+m-n)-X,+,,...,(p+l+m-n)-hl) Yl,..., ( Y”>. Q.E.D. 
Remark 2.32. From 1.18 it is clear that 
JlmGi“+‘)(, Yi,; 3 ai>) = (-l)(“l)p{ fJ# (vi - 6,) *,“Girlf”(, yi - 1, ; , ai,). 
i-l I-1 
(2.33a) 
But then we have 
~G~‘+‘)(,Yi,;,~i,) = (-l)qCp’lI~~~ ,e(Yi- a,- q+ l)q> 
(2.33b) 
where (a), denotes the rising factorial 
(a), = (a)(a + 1) ***(a + q - 1). (2.33~) 
The proofs of Theorems 1.20 and 1.22 are valid even for general m and 
n = p + 1. In this case, these proofs start by multiplying (2.33a) by 
K(YvK(YNq~ and (2.33b) by (V,(y)/V,(y)), respectively. The relation 
(2.33b) generalizes the definition of “+:Gj”+l)(y; S) given by Eq. (7.2) of [l]. 
Remark 2.34. It is immediate from (1.23) that 
P+l 
( 1 ,mGim+“+‘)(y; 6) = (-1) 2 , 
and that 
,mG$“)(y; S) = 0 if (m + p+ 1) < n. 
442 GUSTAFSGN AND MILNE 
Thus, it follows from either (1.18) or (1.21) that 
Ir+1 
( 1 ~q~+r+l)(y; 6) = (- 1) 2 4, 
and, 
,“G;“‘(y; 8) = 0, if (112 + p + 1) < n. 
(2.35) 
(2.36) 
Remark 2.37. The coefficient functions in (1.18) are unchanged if yi and 
i$ are replaced by ( yi - a) and (6i - a), respectively, with a any real 
number. Thus, by (1.18) and induction, we immediately obtain 
,“GJ”‘(, Yip; 9 ai,) =FG$“‘(, Yi - ~3; 9 ai - a,). 
This fact makes it easier to compute fi+iGi’+‘)(y; 6). 
(2.38) 
3. AN EXPLICIT POLYNOMIAL FORMULA FOR ;G$“)(y; 6) 
In this section we prove Theorem 1.24, describe how iterating (1.21) leads 
to a direct procedure for calculating ,“GJ”)(y; S), and put together an 
explicit formula for TGp)(y; 6). To this end, we first prove some lemmas 
and recall some basic facts about Schur functions. 
We first show: 
LEMMA 3.1. Suppose that H(q,. . . ,x”) is a symmetric function in 
(_xl,. **, x”} and that A and {ml,. . . ,m, } are fixed constants. Let 
H(x l,...,x,)bedefinedby 
a(x 1y-ee9xn)= C .(W)~~lx~~~~H(,xi-x(iEw((l,2,...,I})),), 
Wcy” 
(3.2a) 
where (1,2,. . .,/} isufixedsubsetofI,= {1,2,...,n}. Wethenhuve 
fqXo(l), X,(2),...&(,)) = +m+..J”). (3.2b) 
Proof. It is immediate that 
q%(l), x,(2)-4 
= ~~~t(w),~~:h”~-‘(~)H(, x,(i) - x(i E w({1,2,---,~})),)- 
n 
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Setting yi = xoCij - x(i E w({l,2,. . . ,I})) it is clear that H(,y,,) = 
H(,JJ~-,(~,,) since H is symmetric. Thus, we have: 
H(X O(1)" * * ,Xo(n) ) 
WCY” i-l 
= E(U)R(X1,...,X,). Q.E.D. 
From [6, lo] we know that the Schur functions &,(x1,. . . ,x,), where 
I( A) < n and (A] = k, form an integral basis of the homogeneous symmetric 
polynomials of degree k in {x1,. . . , x, } with integer coefficients. Making use 
of the symmetric, bilinear, Z-valued inner product ( , ) for symmetric 
functions [6, lo] determined by 
it is not difficult to establish; 
LEMMA 3.3. Any bisymmetric polynomial in { yI,. . . , y,, } and { S,, . . . ,a,,, } 
with integer coejicients can be uniquely expressed as an integral linear 
combination of products of Schur functions S,( K,. . . , y,) . S’( 6,, . . . ,a,,,). That 
is, the collection of all products {S,(y) . S’s(S)} is an integral basis for the set 
of all such bisymmetric polynomials. 
Remark 3.4. For later use it is convenient to write out the uniqueness 
condition explicitly. That is, 
c b(,,,&(v> * S&> = 1 c(,,,&(Y) - S@> (3.54 
(a,B)=G (a,B)EQz 
implies that 
sl, = Q2, and b(am = c(a,B)* (3.5b) 
Throughout the rest of this paper we will need the: 
Littlewood-Richardson Rule. Let a, 8, and A be partitions. We then have 
Sabl 7.. 4”) * S&l ,...,*J = cc&$h(*l,..., *J, (3.6) 
x 
where c$ is equal to the number of skew tableaux T of shape X - a and weight 
B such that w(T) is a lattice permutation. 
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Now, a shape corresponding to the partition X = (A,, A,, . . . ,A,) consists 
of 1 left-justified rows of squares such that the ith row contains Ai squares. 
The rows are numbered from bottom to top. For example, the shape 
corresponding to the partition (5,3,2,1,1) is 
(3.7) 
If x = (A,, A,,. . . , A,) and (Y = ((~i, (Ye,.- .,a,), with oi I Xi, then the skew 
shape corresponding to X - (Y is obtained from the shape X by removing 
from A the first ai squares in the ith row. We remove squares from left to 
right. For example, the skew shape (5,3,2,&l)-(3,1,1,0,0) is: 
(3.8) 
Suppose that Ai - CY~ = pi for 1 s i s 1. Then, a skew tableau T of shape 
A - a and weight /4 is an assignment of the integers 1,2,. . . , I to the squares 
of the skew shape A - (Y such that: exactly one integer is assigned to each 
square; i is assigned exactly bi times; going up columns of X - (Y the 
assigned integers strictly increase; and, moving from left to right across 
rows of X - a the integers weakly increase (do not decrease). For example, a 
skew tableau of shape (5,3,2,1,1)-(3,1,1,0,0) and weight (2,2,1,1,1) is 
3 
2 
%n 
5 
2 4 
1 1 
(3.9) 
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Suppose that the skew tableau T is given by 
We then associate to T the word w(T) given by 
w(T) = a,a,a,a,a,a,a,. 
445 
(3.10a) 
(3.10b) 
That is, w(T) is the juxtaposition w,(T)w,-1(T)...w2(T)wl(T), where 
w,(T) is the word consisting of the integers in the ith row of T read from 
left to right. For example, if T is given by (3.9), then w(T) = 3 2 5 2 4 1 1. 
Finally, the word w(T) = a, a2.. .arvl a,. . .aN in the integers 1,2,. . ,I is 
said to be a lattice permutation if for 1 s t s N and 1 I i I I - 1, the 
number of occurrences of the integer i in a,a,+, . . . aN is not less than the 
number of occurrences of i + 1. Thus, w(T) = 3 2 5 2 4 1 1 arising from 
(3.9) is not a lattice permutation, while w(T) = 5 4 3 2 2 1 1 corresponding 
to the skew tableau 
5 
4 
%n 
3 
2 2 
11 
is a lattice permutation. The precise definition of a tableau of given shape 
and weight can be found in [lo]. 
From the above combinatorial description of c&, it is not hard to see that 
the coefficients c$ are independent of n and only depend upon the 
partitions a, 8, and A. 
We ilhtstrate (3.6) and the definition of c$ by the following example: 
s,,,(x) * s,,,(x) 
= &,2(x) + &,14x) + s344 + 2~3,2,1b) + ~3,,3(4 
+&4x) + ~2~,&>, (3.11a) 
where (x) denotes (x1, x2,. . . , x,,). The terms on the right-hand side of 
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(3.11a) correspond to the skew tableaux given by 
1 
Etl3 2 1 
12 
El3 1 3 
2 
1 
1 
respectively. 
(3.11b) 
For each skew tableau T of shape X - a we have indicated (Y by the blank 
squares, X - a by the squares containing an integer, and X by all the 
squares. Note that the term 2S,,,,(x) corresponds to the set 
2 
b 1 I 1 
1 
EL 
2 
1 
of two skew tableaux. 
Remark 3.12. Suppose that the partitions a, 8, and h are given by 
(Y = (al, a2,. . .,a,), P = (P1, P2,. . . ,&I, and A = (&, A,,. . .,A,). Then, h 
(3.6) it is not hard to see that 
c&q = 0 unless IAl = la] + I/31 and for 1 I i I I, 
that ai I A; and pi I Ai. (3.13) 
The second condition in (3.13) is often denoted by a, B c A. Furthermore, if 
a, j3, and X are as in (3.6), then we must have 
l(X) I I(a) + l(p). (3.14) 
To see this, consider the rows of X that contain no squares of a. These same 
rows are present in X - a and form a partition themselves, say v. Since the 
number of squares in the first column of v is Z(v), it is immediate from the 
column-strict part of the definition of a skew tableaux T of shape X - a and 
weight /3 that I(v) I 1(/Q. Clearly, Z(h) = I(a) + Z(v). The inequality (3.14) 
is then immediate. 
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We are now ready to give the 
Proof of Theorem 1.24. We proceed by induction on q. Clearly, the 
q = 1 case of Theorem 1.24 follows immediately from Theorem 1.22 and 
Remark 3.4. Now, by Theorem 1.20, the inductive hypothesis, and an 
interchange of summation we have: 
(3.15) 
By (1.4) and Lemma 3.1, the innermost sum in (3.15) is a symmetric 
polynomial in { y i, . . . , y, } with integer coefficients and hence can be written 
as an integral linear combination of Schur functions in { yi, . . . , y, }. Because 
of the product l-l&+2y$;~, the coefficients in this expansion are indepen- 
dent of n. Applying the Littlewood-Richardson rule (hereafter known as 
the L-R rule) given by (3.6) to each of the products $(S) * S,(6) in (3.15) 
it is now not hard to see that TGi”)(y; 6) can be written as in (1.25). The 
uniqueness of +,, Bj and D (a, 4, m, nj follows from (3.5). Q.E.D. 
Remark 3.16. In [1,12] transposition symmetry (see (1.9e) and (1.14)) 
was an essential part of the indirect proof that zGi”)( X) = aGin)< y; 6) is a 
polynomial in { xij } and { Ai }. Recalling the change of variables in (1.11) it 
is not hard to see that our proof of Theorem 1.24 shows directly, without 
having to use transposition symmetry, that EGi”)(X) is a polynomial in 
{xii} and {A,}, with integer coe#cients. 
In order to give a direct procedure for calculating ;GJ”)( y; 6) we need an 
explicit algorithm for writing the innermost sum m (3.15) as an integral 
linear combination of Schur functions. To this end we reduce ourselves to a 
calculation involving monomial symmetric functions rather than Schur func- 
tions. Given a partition p = (pi, p2,. . . ,pcl,) = 0’01’1 .- . m’m, with i, + i, 
+ --a + i, = n and pi 2 ~1~ r . . . 2 p,, 2 0, the monomial symmetric 
function mP( xi,. . . , x”) is given by the formula 
Note that (3.17) is simply ~llin,,xj‘- ‘(1) summed over all distinct permu- 
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tations of p = (pi,. . . , pn).Now, given the Schur function &(x1,. . . ,xn) we 
have 
SAbl ,...,xJ = c Kx,, * mp(x1,. * .JJ, (3.18) 
P=(cl.P2....,P,xJ) 
where K+ is the number of tableaux of shape X and weight ~1, and 
m,(x,, . . . , xn) is the monomial symmetric function given by (3.17). 
Remark 3.19. Here and after, if h and p are two partitions with 
cL1+ -- . + p, I A, + * * * + A, for all r 2 1, we say that p I A. It is not 
hard to see from the definition of K+ that KA,C = 0, unless h 2 p, 
K h,h = 17 KA,p is independent of n, and ]A ] = ] ~1. For example, if A = 
(4,2,1,0) and p = (3,2,1, l), then K,,, = 4. The four corresponding 
tableaux are 
The integers K+ are known as Kostka numbers and are discussed further 
in [6, lo]. 
The key to rewriting the irmermost sum in (3.15) is provided by (3.17), 
(3.18), and 
LEMMA 3.20. Let Bi be arbitrary, 1 I I I n, and m,(x,,. . .,x,) the 
monomial symmetric function given by (3.17). We then have 
C ~(W)~X~(i)‘mp(,xi-X(iEW({1,2,...,~})),) 
WESP” i=l 
1 
C 
= (b)! * -. CL)! oEx WESP, 
C ‘(w),fixt~i),fi Cxw(i) - l)‘a~‘“‘i=fIlx~;;“‘~ 
(3.21) 
Proof: By (3.17) it is immediate that the left-hand side of (3.21) is 
equal to 
(3.22) 
For fixed w E Yn it is clear that {u-l wlu E Sp,} equals { a-‘]~ E Yn}. Thus, 
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interchanging the order of summation shows that (3.22) equals the right-hand 
side of (3.21). Q.E.D. 
At this point it is useful to make 
DEFINITION 3.23. (Alternates) Let a = (a,, . . . ,a”) be an n = tuple of 
non-negative integers and x” denote the monomial x~~x;z.. .x2. Then by 
u, = aCal,. ,u,) we mean the skew-symmetric polynomial given by 
q&9..., XJ = c E(W) fJxp+). (3.24) 
WE9” i-l 
Remark 3.25. By (3.24) it is immediate that 
a( G(l)..” @‘s(n) ) = Q(+(q,...,a”)* (3.26a) 
That is, 
a(a,) = +)a,. (3.26b) 
Thus, 
&1,. * * 9”) = 0, unless ai, az,. . . ,an are distinct. (3.26~) 
By (3.26) we can always arrange to have ai > a2 > . + * > a, 2 0. 
Remark 3.27. The effect of the inner sum on the right-hand side of 
(3.21) is to skew symmetrize each of the monomials that appear in the 
product 
,fix(!-qj (xi - 1)-i) fJ q-““. 
i=1+1 
(3.28) 
Thus, by first multiplying out each product given by (3.28) corresponding to 
distinct permutations (pa-lo),. . . ,P,,-I~,,)) of (pi,. . . ,p,) and then making 
use of (3.24) and (3.26), it is not hard to see that the sum in (3.21) can be 
written as an integral linear combination of alternates aCal,. t,,“,(x,, . .. ,x,) 
such that ai > az > . . . > a, > 0. 
It is now not difficult to express the innermost sum in (3.15) in terms of 
Schur functions and describe how to calculate ,“Gi”)(y; 6). 
One calculates ,“Gi”)(y; S) inductively just as in the proof of Theorem 
1.24. Starting with Theorem 1.22, assume that we have already computed 
,“Gil),(y; 6) in the form given by Theorem 1.24. Theorem 1.20 and an 
interchange of summation then yields (3.15). Now making direct use of 
(3.18), Lemma 3.20, Remark 3.27, and (l-4), one obtains the innermost sum 
in (3.15) as an integral linear combination of Schur functions. All the 
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computations can be done directly in terms of altemants a(,)(~,,. . ,xJ. 
Exactly as in the proof of Theorem 1.24, we finally use the L-R rule given 
by (3.6) to complete the explicit computation of FG,$“)(y; S) in the form 
given by Theorem 1.24. 
Using the above procedure, it is possible to inductively construct any 
,“Gi”‘(y; S) in the form given by (1.25). Since our procedure is entirely 
constructive, this may be done on a computer. 
We now give the explicit formula for tGJ4)(y; 8). Starting with Theorem 
1.22, applying the above procedure, and performing an enormous number 
of cancellations by means of Remark 3.25, we find after a very long 
computation that iGP’(y; S) is given by 
THEOREM 3.29. Let fG14)(y; 8) be defined as in (1.18) or (1.21). Keeping 
in mind that 
we then have: 
:G;4J(~; 6) 
= {:Gi4)(y; a,}” + {-[2&,3(Y) + 2%,,(Y) 
+35;,22(y) + 3%,1(Y) + ~4,*,dY) + %,,dY)l 
+ [S,,,(Y) + &2,12(Y) + 3&3(Y) + 3%(Y) + 3~3,&)1 
-[2&(v) + 2&,1(Y)l + MY)) 
+ { + [2&,,(s) + 2&3,,(~) + 333,246) + 3h,d8) 
+ ~4,*,,W + %2,1Wl 
+[+s4,2@) + s p,p@) + 3&3@) + 3%@) + 3%,*,,(@1 
+ [2&W + 2%,1Wl + W8)) 
+2$(S){ + [3s4.2(~) + ~&,P(Y) + 5%(y) + 5%3(y) 
+&.12(y) + ~,.P(Y) + f%,,(u)1 
-[US,,, + ~%JY) + s4.du) + &.13(v) + %14Y)l 
+ [&JY) + W,P(Y) + 4%2(~)l - %JY)} 
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+S,(Y){ - [3s&9 + 3Q12W + 5&W + 5&W 
+&,Pw + s3,,4@ + q&91 
- [7S,,,W + 7&2J@ + S4,,W + S2,,4@ + 35;,~Wl 
- [2s,,,w + 2S2.14~) + 4fMa - %I(~)} 
+s,W{ - [7S,,,(Y) + %2,1(Y) + %,P(Y> + 3S2,PW + S4JY)l 
+ [7$2(Y) + 7s,,,z(Y) + 4&,,(Y) + SF(Y)] 
- [4S*,,(Y) + 2SdY)l + SP(Y)) 
+s,(y){ + [7&J@) + gsp,1@) + %,12W + 3s*,m + S4JWl 
+ [7&@) + 7&,12@) + 4&,,@) + SI@)] 
+ [4&W + 2s,w1> 
++W{ - [7S22J~) + %,,h) + 5S3,d~) + 3&(y) + %dv)l 
+ [7&(y) + ~&,JY) + 4S2,~4Y) + S4(v)l 
- [4S*,,(Y) + 2S,(Y)l + SAY)) 
+S12(~){ + [7&2J@ + gS,,,@) + %,PW + 3&,1(S) + S2,10)1 
+ [7&@) + 7&,(‘3) + 4&,,@) + s,(6)] + [4%,,(~) + 2s,@)l} 
+s,,,W{ + [llS3,1(Y) + llS,,12(Y) + S,(Y) + SdY) + 1WY)l 
-[4&(Y) + 4S,3(Y) + 14S,,dY)l> 
+s,,,(v>( - [w,,@) + llS,,d~) + s4w + SP(Q + 12s*w > 
+&3(S){ + [6$,1(y) + ASP + ~SZ,P(Y) + %(Y)I 
- W,(Y) + 4S*JY)l> 
+&3(r){ - [6S3,1@) + 4S,W + 2&.&V + 2&W] > 
+S,(S){ +[~S,,P(Y) + ASP + %JY) + ~WY)] 
- [4S,3(Y) + 4S*,,(Y)l> 
+S,(Y){ - [6%,12(6) + 4&@) + 2%,1(6) + 2%(6)1>. 
(3.3Ob) 
Remark 3.31. Multiplying out {:Gi4)(y; 8))’ by means of the L-R rule 
for Schur functions and combining the resulting sum with the rest of (3.30b) 
gives ;Gi4)(y; 6) in the form given by Theorem 1.24. Recalling Remark 1.44, 
we see that (3.30) also gives the correct formula for ;Gj”)(y; 6). 
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The transposition symmetry ;Gi”)(y; S) =;G$‘)( -6; - y) (see Theorems 
1.13 and 1.39) can be seen directly from (3.30). Studying (3.30) further, we 
have found a new symmetry for ;G$“)(y; S) given by 
CONJECTURE 3.32 (CONJUGATION SYMMETRY). Let ;G$“)(y; S) be de- 
termined as in (1.25). We then have 
;G;“)(y; 6) = ( -1)(p:1)4 c b(,,/+dL Y&$9’(, 4A 
(%B)~~(p.q,“.n) 
(3.33) 
where a’ and /3’ are the conjugate partitions of a and /3, repsectively. (For 
example, the conjugate of (3,l) is (2,1, l), etc. See statement of Theorem 
1.20.) 
Note that the coefficient bCd,8) remains unchanged. 
Making use of “limit properties” of iGi4)((xij f Ai)) and working with 
the variables {xii } and { Ai }, L. C. Biedenham (private communication) 
has also given an explicit formula for 1G$4)((~jj + Ai)) =fGA4)(y; S). 
Biedenharn’s formula involves the variables Xii = (xii + Ai) and does not 
depend on Schur functions. 
4. THE INCLUSION PROPERTY AND ZEROS OF ;Gi”)(y; S) 
In this section we prove a symmetry relating rG$“)(y; 6) to 
m-~G~“-l)(y; 6) which is known as the “inclusion property” of ,“Gi”)(y; S) 
(see Theorem 4.20 below). We then use this inclusion property and Defini- 
tion 1.17 to compute the degree of the polynomial rGi”)(y; 8) and also give 
an algebraic characterization of the “lexical” zeros of FGi”)(y; S). These 
results are direct generalizations of work in [l, 121, and will be needed in 
Sections 6 through 8. Because of the choice of variables {, y,,} and {, a,,}, 
the details of the computations here are &plier than those in [l, 121. 
Before proving the inclusion property of ,“Gi”J(y; a), we need to make 
some remarks about the n by m matrix (V(n) 8 U(m) array) defined by 
means of: 
DEFINITION 4.1. Let n 2 2 and m 2 1. Then 
Cx> E (( Tj)) E ((a - S,))? (4.2a) 
where 
l<iln and lsjlrn, (4.2b) 
and {n,..., Y,,} and {&,...A,} are indeterminants. Keeping in mind 
(l.llb), it is not hard to see that Definition 4.1 generalizes Definition 1.2. 
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By Theorem 1.24 it is immediate that FGi”)(y; S) is a bisymmetric 
polynomial in { yi,. . . ,y,} and {St,. . . ,a,}. That is, we have: 
THEOREM 4.3. Let TGi”)(y; 6) be determined as in Definition 1.17. Then, 
if u and p are any permutations of the sets I,, and I,,,, respectively, we have 
Remark 4.5. An n by m matrix defined by (4.2) is transformed by (4.4) 
into a new n by m array (x), which also satisfie_s (4.2). Indeed, (4.4) 
transforms ((Xii)) = ((yi - Sj)) into ((Xii)) = ((x - a,)), where 
- 
Yi = Ya(i) and l$ = SpCj). (4.6) 
That is, if the rows and columns of (X) are permuted by (I and p, 
respectively, then the resulting array (z) also satisfies (4.2) for x and 4 
given by (4.6). 
Remark 4.7. It is not difkult to see that deleting the ith row and jth 
column from an n by m array ((X,,)) satisfying (4.2) yields an (n - 1) by 
(m - 1) array (X’) which also satisfies (4.2). To see this, first note that 
where 
and 
w> = ((X/3))> 
where 
x&3 = xa,p ifl<cu<i and l~p<j, 
= x,,j3+l7 ifl<a<i and j<@<rn, 
= Xa+l,fl, ifi<a<n and 11/3<j, 
= x,+L&9+lY ifi<a<n and j</3<m. 
It is a direct consequence of (4.2) and (4.8) that 
x&j = (YL - q), 
y,’ = 
i 
ya, if1 I ff <i, 
Ycz+t, ifi<a Cn, 
8,’ = % 
if 1 I /3 <j, 
$+I3 ifj I p < m. 
(4.8a) 
(4.8b) 
(4.8~) 
(4.8d) 
(4.8e) 
(4.9a) 
(4.9b) 
(4.9c) 
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Clearly, the array ((X&)) given by (4.9) satisfies (4.2). This completes 
Remark 4.7. 
At this point it is convenient to generalize (1.1) by means of 
DEFINITION 4.10. Let (X) be the n by m array in (4.2). Then, 
;G;“)( X) =;Gin)( ( yi - tij)) (4.11a) 
‘TGJ”‘(> Vi,; 7 ai,)* (4.11b) 
We now prove the simplest case of the inclusion property given by 
THEOREM 4.12. Let ,“GJ”)(y; 6) be determined as in Dejinition 1.17. We 
then have 
,"G;")(X)Ixn/ ="-;G;"-')(y, ,..., ynvl; 6, ,..., S,,-,) ="-;G;"-"(X'), 
(4.13) 
where the entries of the (n - 1) by (m - 1) array (X’) are given by (4.9) with 
i = n and j = m. Furthermore, (X’) may be obtained by deleting the nth row 
and mth column from (X). 
Proof: We show (4.13) by making use of (1.18) and induction on q. To 
this end, note that if n E S, then 
(4.14) 
since X,, m = (y, - a,,,). Furthermore, if y, = S,,, and n 4 S, then 
X (Yi - Yj)-’ (Yi - 
i<j 
Yj)-’ 
iES,jC(l,-,-S) iC(l,-,-S),jES 1 
n-l m-l 
= 
2 
(Vi - Yj)-’ g, (vi - Yj)-’ (5 lQ (Vi - 6,)e 
iES,jE(l,-l-S) iE(In-I-S),jES iES 
(4.15) 
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It is an immediate consequence of (1.18) (4.14), and (4.15) that 
n-l m-l 
x 2 (Y; - Yj)Y’ 2. (Vi - YJ’ 
iG‘S,jCZS’ iES’,jeS 
x ;G$“_)I(, yj - x(i E S>,; 3 4,>(,,=,; (4.16) 
Since x(n E S) = 0, the inductive hypothesis implies that 
,“G;“_‘,(,Y~- x(i E S>,;, 6i~)I,,=,, =m-~G~!l;l)(> Yi - X(i E S),; 3 ai,)* 
(4.17) 
It is now clear that (1.18) and (4.17) imply that the right-hand side of 
(4.16) is simply 
‘-;G;“-I)(, y,,;, a,,). (4.18) 
The rest of (4.13) follows immediately from Definition 4.1, Remark 4.7, and 
Definition 4.10. Q.E.D. 
Since y, = S, = 0 implies that X,,, = 0, it is clear that Theorem 4.12 
gives 
rGi”‘(, Yi,; 3 Si>)l,,=~,=, =“-:G~“-‘)(, Yiv; 7 ai,)* (4.19) 
This fact will be crucial in Section 7. 
By symmetry, there is nothing special about setting X,,,, equal to zero. 
Indeed, Theorem 4.3 combined with Theorem 4.12 yields: 
THEOREM 4.20 (Inclusion property). Let ,“GJ”)(y; 8) be determined as in 
Definition 1.17. We then have 
=‘+;G;“-‘) yl,. . . ,yiwl y. ( 9 r+lv.--,Yn; 61?~~~~6j-l~ sj+1Ybm.,6~) 
=m-1 G’“-( X’), 
p 4 (4.21) 
where the entries of the (n - 1) by (m - 1) array (X’) are given by 4.9. 
Furthermore, (X’) may be obtained by deleting the ith row and jth cofumn 
from (X). 
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Proof: Let T be the transformation in Theorem 4.3 and Remark 4.5 
which permutes the rows and columns of the n by m array (X) by (I and p, 
respectively, where 
cf = (i, i + l,..., n), (4.22a) 
and 
p = (j, j + l,..., m). (4.22b) 
Suppose that (x) = (T(X)). Then, since (x),, m = Xii = (yi - Sj), Theo- 
rem 4.3 and Definition 4.10 immediately imply that 
;I”Gj”‘(X&-o = ,mGj”‘(T(X))Ix,,-, = :Gj”‘(~)l(,,n~,-,- (4.23) 
Now, Theorem 4.12 applied to the n by m array (F) = (T(X)) im- 
mediately gives 
~G~“‘(~)((,,n~m,, =m-:G$‘-1)(71,. ..,u,A1; gl ,..., &m-l) 
=m-$y)( jp), (4.24) 
where the entries of the (n - 1) by (m - 1) array (2’) are given by 
x&j = (7; - f), (4.25a) 
where 
7: = &, if1 Ia<n, (4.258) 
and 
$=i$, ifllp<m. (4.2%) 
Combining (4.23)-(4.25) with (4.22) and Remarks 4.5 and 4.7 gives (4.21). 
Q.E.D. 
We are now ready to prove: 
THEOREM 4.26. Let FGi”)(y; S) be determined as in Definition 1.17. Then 
,“G(“)(y; 8) is a polynomial of degree 0 if (m + p + 1) s n. Otherwise, 
“‘GTn)( y; S) is a polynomial of degree: c 4 
6) (P + lb + 1 + m - n)q in {>Yi9}7 (4.27a) 
(ii) (Jo + l)(p + 1 + m - n)q in {‘ai,}, (4.27b) 
(iii) (Jo + l)(p + 1 + m - n)q in both {, y,,} and {, Si,}, (4.27~) 
(iv) (p+l+m-n)q in each yi , (4.27d) 
(4 (r-l + l)q in each Si. (4.27e) 
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Proof If (m + p + 1) I n, then it is immediate from (2.35) and (2.36) 
that the degree of “G(“)(y; S) is zero. 
Otherwise, let d,?ppq, n, m), (1 I 1 I 5) be the degrees of TGi”)(y; S) in 
(7 Yi,}v (2 ai,}, (7 Yi,} and (7 Siv}, each y,, and each ai, respectively. Since the 
degree of 
,“Gi”‘(, Yi, ; 9 Si~)lyn=,mE, 
is less than or equal to the degree of ,“Gi”)(, yi; , a,,), (4.19) immediately 
implies that 
d,h 4, n - 1, m - 1) I d,(p, q, n, m) (1 I I I 5). (4.28) 
Iterating (4.28) (n - p - 1) times gives 
dhL, 4, p + 1, p + 1 + m - n) I d,(p, q, n, m) (1 I1 I5). 
(4.29) 
With m replaced by p + 1 + m - n in (2.33b), it is clear that 
d,(p, q, p + 1, p + 1 + m - n) = (p + l)(p + 1 + m - n)q 
(1 I I I 3) (4.30a) 
d,(p, q, p + 1, p + 1 + m - n) = (p + 1 + m - n)q, 
d5(pCL, q, IL + 1, P + 1 + m - n) = (p + l)q. 
Thus, (4.29) and (4.30) imply: 
(4.30b) 
(4.3oc) 
(1-1 + l>(p + 1 + m - n)q I d,(Cc, q, n, m) (1 I I I 3) 
(4.31a) 
(P + 1 + m - n)q s d,(p, q, n, m>, (4.31b) 
(CL + l)q 2 d,(p, 4, n, m). (4.31c) 
Now, by multiplying both sides of (1.18) by V,(y) = IIlsi<js;n(yi - yj), 
it is not difficult to see that: 
+(P + l)m + dl(pL, q - 1, n, m) (I= 1,3), 
(4.32a) 
(n - 1) + d,(p, q, n, m) I d,(p, q - 1, n, m> + 
m + P, ifi E S, 
n - CL, ifi S, 
(4.32b) 
4(p, 4, n, m> I (CL + 1) + d,(p, q - 1, n, m). (4.32~) 
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After some algebra, (4.32a) becomes: 
d,(Ct, 4, n, m) I (cl + l)(p + 1 + m - n> + d,(p, q - 1, n, m) 
(I = 1,3). (4.33) 
By assumption, we know that n zz m + EL. Thus, n - p I n 2 m + p and 
it is clear that (4.32b) implies 
&(P, 4, n, m) 5 (I+ 1 + m - n) + 4(~, 4 - 1, n, m). (4.34) 
Since d,(p,O, n, m) = 0, a direct iteration of (4.33), (4.34), and (4.32~) 
yields: 
dhbq, n, m) 5 (P + l>(lcl + 1 + m - n)q (I = 1,3), (4.35a) 
4b.b 4, n, m) I (CL + 1 + m - n)q, (4.35b) 
4h 4, n9 m> 5 (P + lb (4.35c) 
Clearly, dZ(p, q, n, m) 5 d3(p, q, n, m). Thus, (4.35a) gives 
d2h, 4, n, m) 5 (cc + l>(p + 1 + m - n)q. (4.35d) 
Finally, combining (4.35) and (4.31) immediately gives (4.27) as desired. 
Q.E.D. 
Remark 4.36. If instead of using (1.18). we multiply both sides of (1.41) 
by &(S) = lJ,,i,j,,,,(~i - Sj), we find that (4.34) comes out directly just 
like (4.32~). However, we used (1.18) since (1.41) is not established until [5]. 
It is clear from (2.33) that we have: 
PROPOSITION 4.37. Let p r 1. Then 
,“G$‘+l’( X)(X~,,~,-~~ = 0 (4.38a) 
whenever 
(9 m, is a nonnegative integer such that m, I q - 1. (4.38b) 
We are now ready to establish: 
THEOREM 4.39. Let n 2 p + 1 2 2. Then 
a.Bl'ml 
;G:"'(X)] = 0 
X~"-jb.Bn-p-m"-p 
whenever 
0) ml, m2,..., m,-,, are nonnegative integers such that 
ml + m2 + 4.. + m,-p 5 q - 1, 
6) aj + ffi and Bj + Pi9 ifi#j. 
(4.40a) 
(4.4Ob) 
(4.4Oc) 
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ProojI We prove Theorem 4.39 by induction on 1, where n = p + 1 + 1, 
and cc, q 2 1. Our induction starts with I= 0 since Proposition 4.37 is none 
other than Theorem 4.39 with n = p + 1, and p, q 2 1. 
Suppose that (4.40) holds for n = p + 1 + (I - l), and CL, q 2 1. There 
are then two cases to consider in order to show that (7.40) is also true for 
n=/4+l+l,p,q21. 
CASE 1. At least one of the mi = Xa,,@, in (7.40) is zero: 
Since Xai, 8, equals zero, it is immediate from Theorem 4.20 that the 
expression on the left-hand side of (44Oa) equals 
where the (n - 1) by (m - 1) array (X’) is obtained by deleting the aith 
row and &th column of the n by m array (X). Adjusting the subscripts { (Y, }
and { &} as in (4.8), we find that the conditions in (44Ob) and (4.40~) 
enable us to express (4.41) as in (7.4Oa)-(74Oc), with (X) replaced by (X’), 
n by (n - l), and m by (m - 1). The inductive hypothesis then implies that 
(4.41) is zero. That is, in this case, (4.40) is true for n = p + 1 + 1, and 
p, 4 2 1. 
CASE 2. None of the mi = Xa,,a, in (4.40) are zero: 
Define ;G$‘,(, yi - X(i E S), ; Si,) rmplicitly by 
;G;$((y. - Ss - x(a E S))) =,“G;l’,((Xap - x(a E S))). (4.42) 
Equation (1.18) then gives 
JlmG;“)( X) = c (- l)p+l+z(s) 
SCI, 
g, (Yi-Yj)-’ g (Vi- Yj)-’ 
IISII--P+1 lES,jES isS,jfS 
x fJ ,fil(4,) *~G~~)I((X,B - XCa E S))). (4.43) 
iCS 
Now, suppose that { XaV,8, = m, # 011 I v I n - p} satisfy the condi- 
tions in (4.4Ob) and (4&c). Since the {a, } are (n - p) distinct integers 
between 1 and n (see (44Oc)), and S’ contains only (n - p - 1) elements 
(see (4.43)), it is clear that at least one of the (n - cc) x(cw, E S)‘s must be 
one. Therefore, by (4&b), we have 
C (m, - x(a, E S)) 2 4 - 2. 
v-l 
(4.44) 
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( xu% - xfa, E s) = m,,,jl I v s n - p) (4.45) 
also satisfy the conditions in (4.4Ob) and (44Oc), with 4 replaced by (q - 1). 
Keeping in mind (4.44), (4.45), and Casel, it is not difficult to see that at 
most (q - 1) iterations of (4.43) are required, in this case, to show that 
(4.40) is true for n = 1-1 + 1 + I, and p, q r 1. 
Indeed, by Case 1, ,“Gil’,((X,,s - ~(a E S)) equals zero if any of the 
m y s in (4.45) are zero. Thus, each term on the right-hand side of (4.43) 
vanishes if it corresponds to such a set S. We are left with a sum of terms in 
which none of the m,, s are zero. Just as we expanded ;G$“)( X) by (4.43), 
apply (4.43) to each of these terms, and then appeal to Case 1 to eliminate 
all the resulting terms in which at least one of the m,,,'s is zero. Relation 
(4.44) implies that k iterations of (4.43) lead to a sum of terms, each of 
which has a sum of m,, s ‘s that is less than or equal to (q - 1 - k). Thus, 
since all of the (n - cc) m,, s’s that correspond to any term of any iteration 
of (4.43) are always nonnegative integers, we see that no terms with any 
nonzero m, s , ‘s occur after (q - 1) iterations of (4.43). That is rG$“)( X) 
must be zero. 
This completes Case 2 and the inductive proof of Theorem 4.39. Q.E.D. 
Just as in [l, Section 71, an (m - l)-dimensional barycentric plane 
(x12, x 23~".~Xm-l,m~ xm,l 9 } with xii = (Si - Sj), can be used to study the 
zeros of zGi”)( X) given by (4.40). In the event that m = (n - p + 1), this 
collection of zeros is finite. For n = m and { yi - S,, . . . , yn - 8, } in general 
position (sufficiently arge and for apart), it was shown in 11; Section 71 that 
the zeros of yGi”)( X) given by (4.40) are the lattice points of surfaces and 
interiors of a set of n! regular (n - l)-simplexes, each of whose edges 
contains exactly q lattice points. A similar fact should hold for “-p+jGi”)( X). 
5. NUMERICAL INTEGRATION METHODS FOR COMPUTING ;Gi”)(y; S) 
In Section 3 we gave an explicit algebraic procedure involving monomial 
symmetric functions, Kostka numbers, and alternates for expressing the 
innermost sum in (3.15) as an integer linear combination of Schur functions 
in {n,..., y,}. Equation (3.15) and the L-R rule then lead directly to 
mG(“)(y; 6) in the form given by (1.25). P 4 
In this section we present a numerical integration method for dealing with 
,“Gi”)(y; 6) and the innermost sum in (3.15). To this end, we first give the 
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Proof of Theorem 1.45. By (1.4) and Definition 3.23, it is clear that the 
left-hand side of (1.46) is 
[t- -. /baA+e(, e2giej,)i&+,(, e2niej,) .-$dOldtY2 --* de,, (5.1) 
where 
(5.2a) 
with 
and 
6 = (n - 1,n - 2 )...) 2,1,0), (5.2b) 
A + s = (A, + n - 1, A, + n - 2 )...) A,-, + 1, A”). (5.2c) 
Note that since S,(x,, . . . ,xn) = 0 if n < I(h), we may assume that l(h) I n 
and l(v) I n. 
Now, if h and v are the same partition, the integral in (5.1) can be written 
as 
(5.3a) 
j-l 
(5.3b) 
The sum in (5.3a) is clearly one. The sum in (5.3b) vanishes termwise. To 
see this, let j, be the largest j such that the integer [A,i~CjOj - X,,I,,,, +
a;‘(&,) - o;‘(j,,)] is nonzero. The term in (5.3b) corresponding to q, a2 
can then be written as 
Since [h,,~,,,, - hUr~Cjoj + u;‘(ja) - u;‘(&)] is a nonzero integer, the 
innermost integral in (5.4) is 0, and hence, each term in the sum given by 
(5.3b) vanishes. Thus, if h = v the left-hand side of (1.46) is one. 
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Now, if h z v, then (A + 6) and (v + S) are two different partitions with 
distinct parts and no permutation of the parts of (A + 6) can be equal to 
any permutation of the parts of (v + 6). Thus, for any pair of permutations 
ui, uz there is a largest j, such that the integer [X,,1,,,, - v~z~~jO~ + u;l(j,,) 
- a;‘(jO)] is not zero. By the same argument that the sum in (5.3b) 
vanishes termwise, it is now clear that the integral in (5.1) is zero whenever 
X g v. That is, the left-hand side of (1.46) equals S,, “. Q.E.D. 
Suppose that we have a symmetric polynomial f( xi,. . . ,xn) with integer 
coefficients. Then, since Schur functions form an integral basis, there exists 
a set of partitions { v]v E T} and integers { b,,lv E T } such that 
fb l,...,x,) = c bv?&,...,xn). 
PST 
(5.5) 
From (1.4), Definition 3.23, and Theorem 1.45, it is immediate that we have 
PROPOSITION 5.6. Let f(x,,. . . , x”) be given by (5.5). Then the integers b, 
are given by 
b, = -$llil.-. g’f(, e2rioj,) e a,+,(, e2”ieJ,)K(, e2nie/,) de,de, . . - de,,. 
(5.7) 
Before using Proposition 5.6 to study the innermost sum in (3.15), we 
need 
LEMMA 5.8. tit g(x,,. . . ,x,,) be a skew-symmetric polynomial in 
(Xl,. . * > x”). Then, the constant term in 
is equal to the constant term in 
i 
fi xTAJ+“-j) * g(x,,. . . ,X”). 
j-1 1 
(5.9b) 
Proof It is immediate from (5.5) that 
gb 1,*--,x,) = C bv C c(W) fix+) * 
v-+n-j (5.10) 
VET wesp, j=l 
To prove Lemma 5.8, it is clearly sufficient to show that (5.9) holds for 
s(x 1,..*,xJ = c c(w)fix;(y. WC9” j=l 
(5.11) 
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Since (A + S) and (V + 6) all have distinct parts, it is not hard to see that 
the constant term in the (5.11) case of (5.9b) is 1 if h = v, and 0 otherwise. 
On the other hand, an argument similar to the proof of Theorem 1.45 shows 
that the constant term in the (5.11) case of (5.9a) is 1 if X = v, and 0 
otherwise. Q.E.D. 
We now describe the numerical integration method for dealing with the 
innermost sum in (3.15). 
By (1.4) and Lemma 3.1, the innermost sum in (3.15) is a symmetric 
polynomial in { yr, . . . , y, } with integer coefficients, and hence can be 
written in the form 
c bJ”(Yl7.. .9YA (5.12) 
VGT 
where b, are integers and T is some finite set of partitions. Now, by 
Proposition 5.6, the integers b, are given by 
b, = /‘j-‘... ~l-$iv+I(, e2nie~,) c E(W) 
0 0 WCY 
P+l 
x ,p1 exp l(2~ie,~,,)lm+p+l-j-A~~+~-,,11 ii exp K277i@W(,,)fn-i)l j=p+2 
~S,(,e~~‘~~-x(j~w({1,2 ,..., ~+l})),)d8rd0~*** de,,. 
(5.13) 
Just as in the proof of Theorem 1.45, it is not hard to see (using Lemma 
3.1) that computing the integral in (5.13) is equivalent to finding the 
constant term in the integrand. However, it then follows from (5.2a), and 
Lemmas 3.1 and 5.8, that the integral in (5.13) can be written as 
P+l 
x gexp 
[(2nie,(j,)(m+p+l-j-~~~+~-,,)1 . 
ii exp 
U*i@,(j,)(n-i)l 
j-p+2 
~S,(,e~“‘*1-~(j~w({1,2 ,..., p+1})),)df31d02..* de,,. 
(5.14) 
Each of the integrals in (5.14)) is an integer since each integrand is an 
integer linear combination of monomials in { e2“lni,. . , e2k@ >, with 
k r, . . . , k, integers. Thus, each integral in (5.14) (and hence the entire sum) 
can be computed exactly by numerical methods. By this technique, the 
difficult combinatorial problem of determining the b, in (5.12) is replaced by 
the numerical calculation of (5.14). 
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Remark 5.15. By mapping the partition (Xi, A,,. . . ,X,+,) to the subset 
{A, + p + 1, X, + EL,. . ,Xc+i + l} s I,,,+,,+i, it is immediate that the out- 
ermostsumin(3.15)has ( mi!l ‘) terms.Thus,forsmaIIvaIuesofm,~ 
and q it should be possible to combine (5.12) with the outer two sums in 
(3.15) to inductively obtain ;Gi”)(y; 6). 
6. A SCHUR FUNCTION CALCULATION OF fG$*)(X) AND fGi3)(X) 
In this section we make use of Theorem 1.22 and the symmetries of 
Section 4 to put together a very elegant algebraic derivation of the formulas 
in [l, 121 for :G{*)(X) and :Gi3)(X). We also describe how to compute 
iGi4)(X). When combined with (1.7a) and Theorem 1.13, these Schur 
function techniques involving Theorem 1.22 enable us to factor very com- 
plicated polynomials in { a,, . . . , S,, } into the product of a much simpler 
polynomiaI in { S,, . . . , 8, } and the Vandermonde determinant I$( S,, . . . ,a,). 
In order to compute :G$*)( X) and iGy)( X), we first need: 
LEMMA 6.1. Let JlmGi”)( X) be determined by Definition 4.10. We then have 
Proof. The relation (6.2) follows directly from Remark 2.32 and Theo- 
rem 4.20. Q.E.D. 
This result generalizes Theorem 4.1 of [12]. 
LetN=min{~+2,m}andi=jwith1~i~N.RecalIing(l.llb)and 
Remark 1.12, it is not hard to see that the right-hand side of (6.2) is zero if 
A,, = 0 with 1 I I, I N and i # I,. (That is, if y,, = S,l.) On the other hand, 
if Ai = 0, the right-hand side of (6.2) is unchanged. Thus, it is clear that 
mG(C+2)(, P 4 hi + Si, ; , S,,) -(-l)q;l) 
N P+* m 
x ,~lunlBnl(A,+s.-s-q+‘)q (6-3) * P 
- U#lj3#1 
where N = min{p + 2, m}, and 1 s j I N. 
Since yi = Ai + ai, it is immediate from Theorem 4.26 that rG$‘+*)(, Ai 
+ 6i,;9 Si,) is a polynomial in both {A,, . . . , A,,+* } and {I!&, .. . ,a,,, }.Now, 
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if i # j, then Ai does not divide Aj, and in any case Ai does not divide 4. 
Thus, (A1A2.. . AN) divides each monomial appearing inside the { . . . } in (6.3). 
That is, we must have 
mG(p+2)(, Ai + a,,;, ,, 
P 4 
6. ) -(-l)q(p:l) 
N P+Z M 
x c r-I n@a+%-~/3-4+‘), 
,=I a-l p-1 
a+1 821 
= ( A1A2.. . AN) $‘P,‘P+2’(, Ai, ; , i&), (6.4) 
where rP4(c+2)(, Ai, ; , a,,) is a polynomial in { Ai,. . . , AP+2 } and { a,, . . . , S,,, }. 
The product ( A1 A2 - - - AN) never divides any monomial from 
N ~+2 m 
c I-I I-I @a + 4 - *&cl - 4 + oq 
1-1 a-l /3-l 
a+;[ /3#l 
(6.5) 
since each monomial arising from (6.5) is missing at least one of 
Al, A 2,. . . , A,. Thus, the polynomial rP,$‘+*f(, Ai, ; , Si,) can be computed by 
just finding all the monomials in FG,$C+2)(, Ai + Si, ; ,6J that are divisible by 
(AtA . . - AN). An explicit formula for rGiP+2)(, Ai + Si, ; , Si,) in terms of 
{A p...,Ap+2> and {al,..., 8,) then follows immediately from (6.4). 
Setting yi equal to (Ai + Si) in (1.23) and just taking the resulting 
monomials that are divisible by (Ai A2 A3), we now compute : P,“)(, Ai, ; ,6J 
and hence, by (6.4), zG13)( X). It is not hard to do this if we write the Schur 
functions as sums of monomial symmetric functions as in (3.18) and use the 
binomial theorem to expand out each (A, + c$)~. 
From the p = 1, n = m = 3 case of (1.23) it is clear that the monomials 
divisible by ( AtA2A3) which occur in 
:G$3’(Al + 61, A2 + a,, A, + 63; a,, a,,&,) (6.6) 
must come from the terms 
= - { [m22(y) + m2,12(y)1 - [m2,1(Y) + 2w(v)l -[Mel 1. 
(6.7) 
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That is, ( A1A2A3) can only divide monomials arising from 
It is immediate that the coefficients of(A1)*A2As, A1(A2)*A3, and A1A2(As)* 
in (6.8) are each - 1. It is not hard to see that the coefficient of (AlA2A3) in 
(6.8) is zero. Thus, the only monomials in (6.8) divisible by (A,A,A,) are 
given by 
-A,A,A,(A, + A, + As). (6.9) 
That is 
;Pj”(,Ai,;,Si,) = -(A, + A, + As). (6.10) 
Combining (6.4) and (6.10) gives the formula for :G{‘)( X) in [l, 121. 
The computation of :Gl*)( X) is simpler than that of :GB)( X). Instead of 
working with (6.4), Proposition 4.37 implies that each of the monomials in 
:@*‘(A1 + 61, A2 + 62; S,,S,> (6.11) 
is divisible by (AiA,). Now, it is not difficult o see that the p = 1, 
n = m = 2 case of (1.23) gives 
:Gi*‘h ~2; 49 62) = - {vh; - ( Y?Y~ + YIY;)(~ + 62) 
+ (Y? + YlY2 + Yz’)W22) + (YlY2)( 6: + 44 + 622) 
4Yl + Y*)(W, + vg) + W}. (6.12) 
The only possible monomials in { A,, A2 } that we need to consider are 
(Ai)2(A2)2, (Ai)*A,, Ai(A and (AtA,). From (6.12) it is not hard to see 
that the coefficients of (A,)2(A2)Z, (A1)*A2, AI(A and (AILS*) are 1, 
(62 - &h (6, - 6,), and -(S, - a*)*, respectively. Consequently, we ob- 
tain 
:G!*‘(Al, A,; 6,,4) 
= -Wz{A,A, + A,@, - 4) + A2@1 - 62) +@I - S2)@2 - 4)) 
= -A,A2(A, + 6, - 6,)(A, + 6, - S,) 
= -A,A,&&, (6.13) 
which is the formula in [l, 121. 
In the same way that we calculated :Gi3)( X) we find that 
;Gi3’(, Ai + Si, ;, S,, 8,) = -A,X,, - A,X,, - Aid,. (6.14) 
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Remark 6.15. A direct iteration of Theorems 4.20 and 4.39 enables us to 
generalize (6.4). Equation (2.16) of [l] gives an explicit formula for :Gf4)( X) 
which is similar to (6.4) with N = 4 and fP,‘“‘(, Ai, ; , S,,) = - 2. By studying 
the ~1 = 1, n = m = 4 case of (1.23) we can now explain why 
:P,‘*‘(, A * i,,,6i,)= -2.Tothisend,weonlyneedtoshowthat -2A,A,A,A, 
is the only monomial divisible by (A,A,A,A,), in this case of (1.23). Such a 
monomial can only come from the term 
--s22(y) = -m22(Y) - m2,p(y) - 2w(y). (6.16) 
Thecoeficientof (A,A,A,A,) in -&(A1 + S,,...,A, + 6,)isclearly -2. 
This 2, which comes from (6.16), is the Kostka number Kt2~XC14j. Recall 
from (3.18) that Rx+ is the number of tableaux of shape A and weight CL. 
That is, KC22j,C14j counts the two tableaux 
In exactly the same way it is not diflicult o see from (1.23) that the 
coefficient of (hiA,. . .A(,,+i)z) in (~+l)‘~G$o‘+l)l)(, Ai, ; , 6,, ) is 
-K((B+l)“+“),((P+1~2), which is simply - {the number of ways of inserting 
1,2,..., (p + 1)2 into a (p + 1) by (p + 1) square tableaux in a row-weak 
and column-strict fashion}. For example, the coefficient of (A,A,. . . A,J in 
9 (9) 
2Gl (9 
A i, ; , Ai) is -42. 
Starting with (3.30) and a direct generalization of (6.4), it is possible to 
compute :Gi4)(X) in exactly the same way that we calculated :G$“)(X). 
Note that our answer will be a polynomial in {A,, A,, A,, A4} and 
{ I?,, S, ,a,, S4 } . Substantial additional work is needed to write down :Gi4)( X) 
explicitly in terms of the variables { Xii = Ai + ai - /jj}. 
By setting yi = Ai + ai in the m = n case of (1.23) and xij = Si - 3 and 
Xii = A, + Si - aj in the q = 1 case of (1.7a), we obtain two very different 
generating functions for FG{“)(, Ai, ; , Si - 6,+i). The first is a polynomial, 
and the second is a rational function with denominator Vn(S,,. . . ,a,). Say 
these generating functions are P(A; 6) and R(A; 6), respectively. Then, if 
&‘&‘z . . . A% 3 
1 2 Aa is any monomial in Ai,. . . ,A,, it is immediate that the 
coefficients o”f A” in P(A; 6) and R(A; 6) are equal. That is, 
P(A; S)lL\” = R(A; S)l*a. (6.17) 
By evaluating both sides of (6.17), for a given monomial A”, we obtain 
combinatorial identities of the form 
Pl@ 19--A) = 
p2@ 1,...3”) 
V(S,,...,6 n n )’ 
(6.18) 
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where P,(6) and Z’*(8) are polynomials. Clearly, (6.18) implies that P2(S) 
can be factored into the product P,(S) * V,(S). The left-hand side of (6.17) 
is evaluated by means of the techniques used above to compute :Gr)( X) 
and the right-hand side of (6.17) is computed directly. We now illustrate 
(6.17) and (6.18) by a simple example. 
Consider iGi4)( A. , , ; , ai - i&+ i,) and let M be the monomial 
(A1)3(A2)3A3A4. For convenience, set xii = 6, - 4. Then, just as we com- 
puted the coefficient of (A1)2A2A3 in iGi’)(, Ai, ;, Si - di+i), we find that 
the left-hand side of (6.17) is simply 
(x31 + x42), (6.19) 
while proceeding directly it is not difficult to see that the right-hand side of 
(6.17) is the rational function given by 
( El xij)dl et x23x24x34x32x34x42x43 - -%3~14~34~31~34~41~43 
lsi<js4 
+xl2xl4x24x42x4l(x3lx32 + x31x34 +x32x34) 
- 
xl2xl3x23x31x32(x4lx42 + x41x43 + x42x43)} - 
(6.20) 
The fact that (6.19) equals (6.20) is not immediately obvious. Theorems 1.13 
and 1.22 are mainly responsible for this equality. By iterating (1.7a) and 
(1.21), it is possible to find much more general identities of this type. Even 
just looking at more general cases of (1.23) leads to interesting identities. 
The techniques we have presented in this section are much more im- 
portant than the specific results we have stated. Indeed, our work here is 
directed toward solving the problem of rewriting ,“GJ”)(y; 8) explicitly in 
terms of the variables {Xii = Ai + Si - aj}. 
7. THE STABILIZATION THEOREM FOR ,"GJ")(y;S) 
In this section we prove Theorems 1.26, 1.28, 1.35, and then deduce 
Theorems 1.37 and 1.42 from Theorem 1.39. 
Before proving Theorem 1.26, we recall the analog of (4.19) for Schur 
functions given by: 
LEMMA 7.1. 
w,, x29* * .,X,)I,"+1'Xn+2-...-xn-0 = &b,,. * - ,X"), 
provided that m 2 n 2 l(X). Furthermore, 
&(x1,. *. ,X”)I,“d3 = 0, ifn = I(X). 
(7.2) 
(7.3) 
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We now give the 
Proof of Theorem 1.26. By (4.19) Theorem 1.24, and Lemma 7.1, 
respectively, we clearly have 
;GJn)(y; 6) =m+:G~n+lf(~l,...,~n+l; &,...,6,+,)/6 .+1-L+,=O 
= dp:l)q c b@J?)( Sa(Yl~...rYn+l)l~,+l=o) 
(a.B)EQ (p,q.m+l.n+l) 
x (s# 13’. . Jm+l)IS,+,-0) 
= (-1)Kb c x(n 2 f(a>>xtm 2 f(B)) 
(a.B)=Q (p.q.m+l.n+l) 
Xb(,,/&(Y,,...,Y”) -Sfl(&...,qJ. Q.E.D. 
Theorem 1.28 now follows immediately from Remark 3.4, and Theorems 
1.24 and 1.26. Indeed, by Remark 3.4, the right-hand side of (1.27) must be 
the same as the (CL, q, m, n) case of (1.25). The relations (1.3Oa)-(1.3Ob) are 
then clear, since x(n 2 I(a)) . i(m 2 r(b)) is either zero or one. The 
relation (1.30~) is a direct consequence of Remark 3.4 as well, since 
S.-i (a. 9. m. n) = %.q, m+l,n+lf if and only if x(n 2 I(a)) * x(m 2 f(B)) = 1 
for each (a, B) E ~(C.q,m+l,n+l). 
At this point we need two general facts about Schur functions given by 
Theorems 7.4 and 7.6 below. 
THEOREM 7.4. 
SA(KY) = c C,",&(Y) * SQM (7-5) 
VGcpGA 
where c,” cp , are the L-R coeficients in (3.6), and x = {x1,. . . ,xn} and 
y = {Yl,.. . ,y,,, } are two sets of variables. 
THEOREM 7.6. 
s,(-1 + Xl,..., -1 + x,) = 1 d,,+. &(x1 ,..., x,), (7.7a) 
$Gh 
where 
d *, ~ = (-l)‘“‘-“’ . &t (7.7b) 
Theorem 7.4 appears in [lo; see Eq. (5.9), p. 411, and Theorem 7.6 is due 
to A. Lascoux [8] and can be found in [lo; see Example 10, p. 301. 
In order to prove Theorem 1.35 we need two lemmas. 
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LEMMA 7.8. 
proof. Since S,(y) is a symmetric function, it is clear that 
S,(Yl,..., YJ = Sa(Yw(l),...,Yw(p+1),YW(IL+2))...)Yw(n)), P-11) 
where w E SP,. It is clear from Theorem 7.4 that the right-hand side of (7.11) 
equals 
c CVq~PS”(YW(P+2),...,Yw(“))‘S9,(Yw(l),...,Yw(r+l)). (7.12) 
vG9Ga 
Applying Theorem 7.6 to S,(y,,,,,,, . . ., y++ i)) in (7.12) immediately yields 
(7.9). We can assume that 1( +) I p + 1 since S,(y,,,o,. . ,~,+,(~+i)) has 
(p + 1) variables. The other inequalities in (7.10) are immediate from (3.13) 
and the index of summation in (7-9). Q.E.D. 
Remark 7.13. Note that the d 9,+ appearing in (7.9) is independent of n 
and only depends upon (11 + 1) and the partitions cp and 4. In addition, 
lcpl - I#1 I larl. Finally, as S, has (n - y - 1) variables, we can assume that 
I(V) 5 (n - p - 1) and label the parts of v by (v) = (v~+~ 1 v,,+~ 2 ... 2 
V” 2 0). 
The second lemma we need is given by: 
LEMMA 7.14. 
X 
i 
c C(P) It Y$+“i+p(i-(p+l))) 
PWl-,-, i-p+2 1 
XSa(,yi - X(i E w({192?‘.e9P + ‘}))Y)Y 
where ml, m2,. . . ,m,, and A are jixed constants. 
(7.15) 
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Proof. Let (I E YP+ i and p E Y”-,,- i and define T E 9, by means of 
T(i) = 
u(i), if 1 I i 5 p + 1, (7.16a) 
p + 1 + p(i -(p + l)), if p + 2 I i I n. (7.16b) 
It is then not hard to see that 
and 
Sa(,yi - x(i E ~4{1,2~...++ 11>>9) 
= SJ, yi - x(i E w * T((172,. . .,P + 1)))J. 
(7.18) 
Making use of (7.17) and (7.18) it is clear that 
X S,(y i - x(i E W({1923-..9P + l)))v) 
= w~yC(wT),fiY$i;’ *sa(9Yi - x(i E W7({1229-**~P + 1})>~) 
n 
(7.19) 
=~~~~(W)~~Y~(~"'.S.(,Yi-x(itW({1,2,-..,p+ 1)))~). 
n 
(7.20) 
Now, interchanging summations in the right-hand side of (7.15) and making 
use of the equalities (7.19) and (7.20) immediately gives the equality in 
(7.15). Q.E.D. 
We are now ready to give the 
Proof of Theorem 1.35. We proceed by induction on q. By Theorem 1.22, 
the q = 1 case of Theorem 1.35 is clearly true. 
Consider (3.15). by the inductive hypothesis we may assume that 
l(a) I (p + 1) ‘(4 - 11, if (a, P) E Q(B.4-1,m,n). (7.21) 
We now study the innermost sum in (3.15). By (1.4), (1.5) and Lemma 
7.14, it is not difficult to see that the innermost sum in (3.15) can be written 
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(p : l)! (n - : - l)! K;y) w$$(w)v,+l(9 ywJ 
X S(m-hr+ ,,..., m-~,)(7Yw(i),)~-r-1(Yw(p+Z),“‘,Yw(n)) 
X sa(,Yi - X(j E w({1,29’~*~P + ‘}))P)’ (7.22) 
By Lemma 7.8 and an interchange of summations it is clear that (7.22) is 
equal to 
x{vn-p-l~Yw(p+2)v~ Y,(n)) - S*(Yw(r+2),...,Yv(n))}. (7.23) 
By (3.6) we have 
We can assume I( 0) ZG p + 1, since we only have (cl + 1) variables in this 
case. 
Substituting (7.24) into (7.23), interchanging the two innermost sums, 
recalling (1.4) and (1.5), and making use of exactly the same argument 
needed to prove Lemma 7.14, we see that (7.23), and hence (7.22), becomes 
c c (CYqP * d,., *cL-A(p+2-i,,)~ +) vccpca rLGcp 
I(+)Qb+l 4fos+l 
x & wpW)yfi;y$~+l-i fJ 
i I i-p+2 
Now, by (7.10) and (7.21) it is clear that 
w s w s (P + l&l - 1). 
That is, in (7.25) we have 
vi = 0, if i > (p + 1)q. 
(7.25) 
(7.26) 
(7.27) 
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If the sets {, 0, + p + 1 - i,} and {, vi + n - i,} have non-empty inter- 
section then the innermost sum in (7.25) is zero. Otherwise, by (7.27) this 
sum is a Schur function 
with 
(7.28a) 
f&3) 5 (P + l)q. (7.28b) 
From (7.25), (7.28) and Eq. (3.15) we finally have proven (1.36) by 
induction on q. 
For convenience, we finish the proof of Theorem 1.35 by showing that the 
bounds given by (1.36) and (1.38) are best possible. That is, we now show 
that there exists (a,, &), (a2, &) E Q,,, 9, m, “) such that (1.34) holds. 
By Lemma 7.8 and Theorems 1.24 and 4.26, it is not hard to see that 
(7.29a) 
where the total degree of FR$?r(, yi, ; , ai,) is strictly less than 
(p + l)(p + 1 + m - n)(q - 1). (7.29b) 
An inductive argument based upon (7.29) and Theorems 1.20 and 1.22 
yields 
rGi”‘<, Yip ; 3 ai,) = (,“G{“‘(, Vi, ; 7 ai,))” +TQ$“)(, Yi, ; 9 ai,), (7.30a) 
where the total degree of mQ(“)(, yj, ; , &) is strictly less than c 9 
(p + l)(p + 1 + m - n)q. (7.3Ob) 
By Theorem 1.22 it is clear that cG{“)(y; 8))9 contains the terms 
(~(r+l+m-n,...,r+l+m-n)(Y))4r (7.31) 
(s,,+,,...,~+,,(~))97 (7.32) 
where the partition in (7.31) has (p + 1) parts and the partition in (7.32) has 
(p+l+m- n) parts. Moreover, since they are functions of just {, y,,} or 
just (, a,,}, respectively, the Schur functions arising from (7.31) and (7.32) 
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do not cancel with any products of Schur functions that come from the 
other terms of (FG$“)(y; 6))4. Now, by (7.30) any Schur function of degree 
(p + l)(r + 1 + m - n)q that appears in (7.31) and (7.32), after we multi- 
ply out and collect erms, is also present in (1.25). From (3.6) it is immediate 
that two such terms appearing in (7.31) and (7.32), respectively, are 
~(lr+l+m-“,...,~+l+m-n)(Y), (7.33) 
and 
s (p+l,...,p+l)(Q (7.34) 
where the partition in (7.33) has (cc + 1)q parts, and the partition in (7.34) 
has (p + 1 + m - n)q parts. The degree of both of these Schur functions is 
clearly (p + l)(p + 1 + m - n)q. 
Thus; the bounds for I(a) and r(p) given by (1.36) and (1.38) are best 
possible. Q.E.D. 
We now obtain Theorems 1.37 and 1.42 from Theorem 1.39. Since the 
bound (1.38) is best possible, Theorem 1.37 immediately follows from 
THEOREM 7.35. Theorem 1.39 and the inequality (1.36) imply the inequal- 
ity (1.38). 
Prooj: By Theorems 1.24 and 1.39, it is not hard to see that 
,“G;“)(y; S) = (-l)(‘?b (7.36a) 
= (-1)K1)4 c 
(,-,F)=n (p+m--n.q.n.m) 
(7.36b) 
since 
m-n ( 1 2 +(p+l)(m-n)+ p+l:m-n) i 
By Remark 3.4, the Schur function expansion on the right-hand side of 
(7.36) is unique. That is, we can pair off terms between (7.36a) and (7.36b). 
In particular, given any (a, /3) E 51,,,, 4 ,,, “), there exists a (5, /?) E 
i-2 (p+m-n,q, n, m) so that a = fi and /3 = ?L Thus, any bound on I( a) is also a 
bound on r(B). Consequently (1.36) implies (1.38). Q.E.D. 
Remark 7.37. Theorem 1.22 led us to conjecture Theorems 1.35 and 
1.37. After proving Theorem 1.35 we found the n = m case of the above 
proof of Theorem 7.35. That is, by Theorem 1.13, the n = m case of 
Theorem 1.37 is true. Now, the general transposition symmetry in Theorem 
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1.39 was first discovered by giving the above proof of the general case 
(n # m) of Theorem 7.35. The power of (-1) that appears in (1.40) was 
found by using Theorem 1.22 to give a direct proof of the 4 = 1 case of 
Theorem 1.39. As mentioned in the Introduction, the general case of 
Theorem 1.39, and hence of Theorem 1.37, is established in [5]. 
Theorem 1.42 follows immediately from Theorems 1.28, 1.35, 1.37, the 
fact that &(x1,. . . , x,) = 0 if n < I(h), and the discussion following the 
statement of Theorem 1.28 in the Introduction. Just note that (1.30~) is 
equivalent to (1.43a) since the bounds in (1.36) and (1.38) are best possible. 
Finally, the general case (n # m) of Theorem 1.42 depends upon the 
general case of Theorem 1.39. 
8. THE GENERAL TRANSPOSITION SYMMETRY FOR ;Gi")(y; 6) 
In this section we further study (1.40) and some of its consequences. We 
first prove 
THEOREM 8.1. The q = 1 case of Theorem 1.39 follows directly from 
Theorem 1.22. 
Proo$ We simply substitute (1.23) with n, m, p, {, yi,}, and {, Si,} 
replaced by m, n, p + m - n, {, -S,,}, and {, -yi,}, respectively, into the 
right-hand side of the q = 1 case of (1.40). Noting that 
+(p+l)(m-n)+ 
= (’ l ‘) + 2[( Ilt 1 “) +(p + l)(m - n)], (8.2) 
we obtain 
(-l,t3 c (-1) 
IA’I+(p+l)(p+l+m-n) 
A-(A,*h, *..., xp+,+,-,) 
A,sb+l) 
xs(p+l)-A(Y 6i7) ’ sA’(9 Yj?)? (8.3) 
where X is a partition, A’ is the conjugate partition of A, and (cl + 1) - A 
denotes the partition v = (vi, v2, . . . ,v~+~+,& with vi = (p + 1) - 
A $+l+m-n-i’ 
The partition A’ has at most (a + 1) parts, each of which is less than or 
equal to (cc + 1 + m - n). 
Let the parts of A’ be given by 
(8.4) 
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Define the partition p = (pi 2 p2 2 * * * 2 P,,+~ 2 0) by means of 
pi = (Ir + 1 + 111 - ~) - X;p+2-i). 
It is immediate that 
X=(p+l+m-n)-p, 
where (cc + 1 + m - n) - p is the partition 
(p + 1 + m - n - q+i,...,P + 1 + m - n - Pi). 
(8.5) 
(8.6a) 
(8.6b) 
It is not hard to see that the partition (p + 1) - X is the conjugate partition 
of p. That is, 
(p + 1) - x = p’. (8.7) 
As there is clearly a bijection between the partitions h in (8.3) and p in (8.5), 
we may use (8.6) and (8.7) to rewrite (8.3) as 
(-l)W c c-1) 
Z(p+l)(p+l+m-n)-lpl~p,(, a,,) 
P(P1rP2r...rPp+1) 
Pls(p+l)+(m-n) 
XS(p+l+m-n)-p(~ Yiy). (8.8) 
Sina (-l)z(a+lXr+l+m-n)-IPI equals (-l)lpl, it is clear that (8.8) is the 
same as (1.23). Q.E.D. 
At this point we need the following: 
LEMMA 8.9. By using (1.18) and (8.10) below, the right-hand side of(1.40) 
becomes the right-hand side of (1.41). 
p+,-zC$“!(, -(si + x(i E S)),; 3 -Yi,) 
= (- p1’(“;“) +(p+l+m-nxn-m)(q-I) 
XzGi!!)l(s Yi,; y ai + x(i E S),)- (8.10) 
Proof: By Eqs. (2.7) and (2.11) of [l] (which are just direct counting 
arguments), it is not difiicult to see that 
Il{(i,j)li<j,i~Sandj~S~,ori~S~andj~S}I~ 
=(m-l)(p+l+m-n)-2 p+1+2m-n). 
(8.11) 
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Now, (1.18) and (8.11) imply that the right-hand side of (1.40) can be 
written as 
c (-l)d 
m-n +(p+l)(m-n)q+m(p+l+m--n)+Z(S) 
2 1 
SCI, 
lI~lI-(~+l+~-~) 
X p+,-zGJY!{(, -(Si + X(i E S)),; 9 -Vi,)- (8.12) 
After some algebra, it is not hard to see that 
4 ( ) * i n +(p + l)(m - n)q + m(p + 1 + m - n) + Z(S) 
+(q - l)(’ 1”) +(p + 1 + m - n)(n - m)(q - 1) 
= (( * 2 “) +(p + l)(m - n) + *(EL + 1 + m - n) + Z(S)}. 
(8.13) 
It now follows immediately from (8.10) and (8.13) that (8.12) equals the 
right-hand side of (1.41). Q.E.D. 
Remark 8.14. To see Eq. (8.13) just note that 
kq;*) +(p + 1 + m - n)(n - m)] 
= -(q - l)[(” 2 “) +(p + l)(m - n)]. 
The difference quation (1.41) was first obtained by proving: 
THEOREM 8.15. The difference quation (1.41) is a consequence of (1.18) 
and (1.40). 
‘Proof: Since (8.10) is a special case of (l&l), this theorem follows 
immediately from (1.40) and Lemma 8.9. Q.E.D. 
Once we have (1.18) and (1.41), Theorem 1.39 is an immediate corollary 
of: 
THEOREM 8.16. The pair of di@erence equations (1.18) and (1.41) implies 
the symmetry given by (1.40). 
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Proof: We proceed by induction on q. The symmetry in (1.40) is clearly 
true when q = 0. 
By the inductive hypothesis we may assume that (8.10) is true. Equations 
(1.18), (1.41), and Lemma 8.9 then imply that the right-hand side of (1.40) is 
equal to the left-hand side. Q.E.D. 
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