Abstract. We show that there exist a Banach space E, a unital Banach algebra A with Jacobson radical rad A , and a continuous, surjective algebra homomorphism ϕ from A onto the Banach algebra B(E) of bounded operators on E such that ker ϕ = rad A and the extension
Introduction and statement of main results
By an extension of a Banach algebra B, we understand a short-exact sequence of the form
where A is a Banach algebra and ϕ : A → B is a continuous, surjective algebra homomorphism. We say that the extension (1.1) splits algebraically (respectively, splits strongly) if there is an algebra homomorphism (respectively, a continuous algebra homomorphism) ρ : B → A which is a right inverse of ϕ, in the sense that ϕ • ρ = I B (the identity operator on B); such a homomorphism ρ is then called a splitting homomorphism. The extension (1.1) is admissible if ker ϕ is complemented in A ; this is equivalent to saying that ϕ has a right inverse which is bounded and linear, and therefore every extension which splits strongly is admissible. The extension (1.1) is singular if ker ϕ has trivial multiplication, in the sense that ab = 0 for all a, b ∈ ker ϕ, and it is radical if ker ϕ is contained in the Jacobson radical, which we denote by rad A , of A . Every singular extension is radical (see, e.g., [2, Theorem 1.5.6(ii)]).
Bade, Dales, and Lykova [1] carried out a comprehensive study of extensions of Banach algebras, focusing in particular on the following question:
For which (classes of) Banach algebras B is it true that every extension of the form (1.1) which splits algebraically also splits strongly?
They observed that this is trivially true in the case where B = B(E), the Banach algebra of all bounded operators on a Banach space E, provided that E is isomorphic to its square E ⊕ E because a famous theorem of Johnson [5] states that, for any such Banach space E, every algebra homomorphism from B(E) into any Banach algebra is continuous. In fact, Johnson's result applies to a slightly larger class of Banach spaces than those which are isomorphic to their squares (namely those with a 'continued bisection'), but it is known that it does not extend to all infinite-dimensional Banach spaces because Read [8] has constructed a Banach space E R such that there exists a discontinuous derivation (and hence a discontinuous algebra homomorphism) from B(E R ). Dales, Loy, and Willis [3] have subsequently given an example of a Banach space E DLW such that, under the assumption of the Continuum Hypothesis, all derivations from B(E DLW ) are continuous, but B(E DLW ) admits a discontinuous algebra homomorphism. These results, however, still leave open the above question of Bade, Dales, and Lykova in the case of B(E) for a general infinite-dimensional Banach space E: is it true that every extension of B(E) which splits algebraically also splits strongly? Our main result, which is as follows, answers this question in the negative. 
is singular and splits algebraically, but it is not admissible, and so it does not split strongly.
The proof of Theorem 1.1 consists of two essentially independent parts, which we shall now state as Theorems 1.2 and 1.3. Their proofs will be given in Sections 2 and 3, respectively, together with the necessary preliminary material.
The first of these two theorems asserts that every Banach algebra which satisfies certain conditions has a singular, non-admissible extension which splits algebraically. Not surprisingly, the aim of the other theorem is to establish that the Banach algebra B = B(E R ) satisfies the conditions of Theorem 1.2. This will follow from a strengthening of the main technical step in Read's construction, as it is stated in [8, Section 4] , and so this result may be of some independent interest. Its precise statement involves two further pieces of terminology. First, we denote by W (E R ) the ideal of weakly compact operators on the Banach space E R . Second, we endow the Hilbert space ℓ 2 (N) with the trivial multiplication: ξη = 0 for all ξ, η ∈ ℓ 2 (N), and we then write ℓ 2 (N)
∼ for the unitization (as it is defined in Section 2, below) of this Banach algebra. Theorem 1.3. There exists a continuous, surjective algebra homomorphism ψ from B(E R ) onto ℓ 2 (N)
∼ with ker ψ = W (E R ) such that the extension
splits strongly.
We shall conclude this Introduction by explaining how Theorems 1.2 and 1.3 combine to establish Theorem 1.1.
Proof of Theorem 1.1. As we have already mentioned, our strategy is to use Theorem 1.3 to verify that the unital Banach algebra B = B(E R ) satisfies the conditions of Theorem 1.2. Indeed, in the notation of Theorem 1.3, let
, which is a closed ideal of codimension 1 in B, and let I = W (E R ) = ker ψ, which is a closed subspace of B 0 , and which is complemented in B, and thus in B 0 , because the extension (1.2) splits strongly. We shall now check that the remaining conditions of Theorem 1.2 are satisfied:
• for all S, T ∈ B 0 , we have ψ(S), ψ(T ) ∈ ℓ 2 (N), which has trivial multiplication, so that 0 = ψ(S)ψ(T ) = ψ(ST ), and hence ST ∈ I ; • B 0 /I ∼ = ℓ 2 (N), which is an infinite-dimensional, reflexive Banach space, and it is therefore not isomorphic to ℓ 1 (Γ) for any index set Γ; this also implies that I is a proper subspace of B 0 . Hence we obtain a unital Banach algebra A and a continuous, surjective algebra homomorphism ϕ : A → B of norm 1 such that the extension (1.1) is singular and thus radical, it splits algebraically, but it is not admissible, and so it does not split strongly. It remains to verify that ker ϕ = rad A . This, however, follows from two general facts:
• given a radical extension of the form (1.1), [2, Theorem 1.5.4(ii)] implies that ker ϕ = rad A if and only if rad B = {0}; • rad B(E) = {0} for each Banach space E by [2, Theorem 2.5.8].
2. Preliminaries and the proof of Theorem 1.2
All vector spaces and algebras are considered over the same scalar field K = R or K = C. We write X ⊕ 1 Y for the 1-direct sum of two Banach spaces X and Y ; that is, X ⊕ 1 Y is the Cartesian product of the sets X and Y , endowed with the coordinatewise-defined vectorspace operations and the norm (x, y) = x + y for x ∈ X and y ∈ Y . In the case where X and Y are algebras, we do not in general endow X ⊕ 1 Y with the coordinatewisedefined product. By an operator, we understand a bounded, linear mapping between two Banach spaces. We write I X for the identity operator on the Banach space X.
Let A and B be unital Banach algebras with multiplicative identities 1 A and 1 B , respectively, and suppose that A contains a closed ideal A 0 of codimension 1. Then each element a ∈ A can be uniquely expressed as a = a 0 + λ1 A , where a 0 ∈ A 0 and λ ∈ K, and every algebra homomorphism ϕ : A 0 → B has a unique extension to a unital algebra homomorphism r ϕ : A → B, which is defined by r ϕ(a 0 + λ1 A ) = ϕ(a 0 ) + λ1 B for a 0 ∈ A 0 and λ ∈ K. Clearly r ϕ is continuous if and only if ϕ is continuous. The above situation arises in particular when A = Ă A 0 is the unitization of a Banach algebra A 0 ; that is, A = A 0 ⊕ 1 K as a Banach space, and the product on A is given by (a, λ)(b, µ) = (ab + λb + µa, λµ) for a, b ∈ A 0 and λ, µ ∈ K. Then 1 A = (0, 1) is a multiplicative identity in A , and we may identify A 0 with the closed ideal A 0 ⊕ {0} of codimension 1 in A .
Two subspaces X 1 and X 2 of a vector space X are complementary if X = X 1 + X 2 and X 1 ∩ X 2 = {0}. Given a closed subspace X 1 of a Banach space X, it is a standard consequence of the Closed Graph Theorem that there exists a closed subspace X 2 of X such that X 1 and X 2 are complementary if and only if X 1 is complemented in X, in the sense that X 1 is the range of an idempotent operator on X.
The following elementary lemma establishes most of the facts that we require to prove Theorem 1.2. To highlight which parts of this result depend on which assumptions, we begin with the most general statements and only add extra conditions when necessary.
Lemma 2.1. Let B 0 be a Banach algebra which contains a closed subspace I such that ab ∈ I for all a, b ∈ B 0 , let q be an operator of norm 1 from a Banach space X into B 0 , and let X 0 be a subset of X. Then: 
is a Banach algebra with respect to the product given by
is singular and splits algebraically; Proof of Theorem 1.2. Choose a closed subspace Y of B 0 such that I and Y are complementary, and let ∆ be an index set such that there exists a surjective operator q of norm 1 from the Banach space X = ℓ 1 (∆) onto Y . (We may for instance choose ∆ to be a dense subset of the unit ball of Y and then define q(f ) = ř y∈∆ f (y)y for each f ∈ ℓ 1 (∆).) Lemma 2.1 implies that A 0 = X ⊕ 1 I is a Banach algebra with respect to the product (2.1), while (2.2) defines a continuous, surjective algebra homomorphism ϕ 0 : A 0 → B 0 of norm 1 such that the extension (2.3) is singular and splits algebraically.
Assume towards a contradiction that this extension is admissible. Then ker q is complemented in X by Lemma 2.1(xii), so we can find a closed subspace X 0 of X such that ker q and X 0 are complementary. Now, on the one hand, X 0 ∼ = ℓ 1 (Γ) for some subset Γ of ∆ because every complemented subspace of X = ℓ 1 (∆) has this form by a result of Köthe [6, p. 187] , which generalizes Pełczyński's classical result [7] for countable ∆. On the other hand, we have
, which contradicts our assumptions. Hence the extension (2.3) is not admissible.
To complete the proof, we define A = Ă A 0 and ϕ = r ϕ 0 : A → B. Then ϕ has norm 1, and we obtain an extension of the form (1.1) which splits algebraically, as is easy to verify. Since ker ϕ = ker ϕ 0 , this extension is singular and non-admissible because (2.3) is.
3. Read's Banach space E R and the proof of Theorem 1.3
Read's construction of the Banach space E R , which we shall now review, is ingenious and highly non-trivial, but it is also entirely elementary, in the sense that it involves only notions that would be familiar after a first course in Banach space theory. We shall generally follow the notation and terminology used in [8] ; in some places, however, we add extra details or take a slightly different view from Read's in order to facilitate our proof of Theorem 1.3. All results in [8] are stated for complex scalars only. The proofs, however, carry over verbatim to the real case, so we shall address both cases simultaneously.
Let E be a Banach space. Its dual space is denoted by E * , and we identify E with its canonical image in the bidual space E * * . Let π E : E * * → E * * /E denote the quotient mapping. Since the restriction to E of the bidual T * * of an operator T ∈ B(E) is equal to T , it leaves the subspace E invariant, and hence the Fundamental Isomorphism Theorem implies that there is a unique operator Θ 0 (T ) = y T * * ∈ B(E * * /E) such that the diagram
is commutative. Moreover, the mapping
, is a continuous, unital algebra homomorphism of norm 1 and with ker Θ 0 = W (E), the ideal of weakly compact operators on E, as [8, Lemma 1.1] and its proof show.
Let (A, · A ) be a Banach space with a normalized, symmetric basis (e n ) n∈N . A standard fact about symmetric bases states that, by passing to an equivalent norm on A, we may suppose that (e n ) n∈N is 1-symmetric, in the sense that, for each n ∈ N, each permutation π of N, and all scalars λ 1 , . . . , λ n , µ 1 , . . . , µ n , we have
Read [8, Definition 1.2(b)] defines the James-like space JA based on A as the collection of all scalar sequences x = (λ n ) n∈N ∈ c 0 such that the quantity
is finite, and notes that (JA, · JA ) is a Banach space. No explicit proof of the subadditivity of · JA is, however, given; this is not obvious due to the squaring of the coefficients. We are grateful to Graham Jameson and Charles Read, who have both provided us with proofs of this fact. For the convenience of the reader, we have included a slightly modified version of Read's proof, which is the shorter of the two, in Appendix A. In [8, Section 2], Read proceeds to show that, in the case where A contains no subspace isomorphic to c 0 , the space JA is quasi-reflexive, just like the original James space (which in this approach corresponds to A = ℓ 1 ), and that the standard unit vector basis (e n ) n∈N is a shrinking basis for JA, so that the sequence (e * n ) n∈N of coordinate functionals is a basis for the dual space JA * = (JA) * . Like Read, we shall identify the bidual JA * * = (JA) * * with JA ⊕ KΦ, where Φ is the functional on JA * given by e * n , Φ = 1 for each n ∈ N. Let N 0 = {0} ∪ N be the set of non-negative integers, and set I = {2} ∪ {i ∈ N 0 : i ≡ 0 mod 6, i ≡ 4 mod 6, or i ≡ 5 mod 6}.
For each i ∈ I, choose a Banach space (B i , · B i ) with a normalized, 1-symmetric basis, which we denote by (e n ) n∈N (independent of i), such that no subspace of B i is isomorphic to c 0 and the family (B i ) i∈I is incomparable, in the sense that, for each i ∈ I and each ε > 0, there exists n ∈ N such that σ n B i ε · inf σ n B j : j ∈ I \ {i} , where σ n = ř n j=1 e j ; Read explains in the note following [8, Definition 3.2] that such a family exists. For i ∈ N \ I, set
so that B i is now defined for each i ∈ N 0 , and hence we have a sequence (JB i ) i∈N 0 of James-like Banach spaces, whose ℓ 2 -direct sum Y = À ∞ i=0 JB i ℓ 2 is at the heart of Read's construction. By standard duality and the quasi-reflexivity of the spaces JB i , we have the following identifications:
and
Another important piece of notation involves the Hilbert space B = ℓ 2 (N 0 ) and its standard orthonormal basis (b n ) n∈N 0 , which Read relabels as follows for positive indices:
Let us additionally introduce special symbols for the following linear combinations of the basis vectors: α
We can then state the remaining key definitions of Read as follows:
where we have used Read's tensor notation: for n ∈ N and ξ = ř ∞ i=0 ξ i b i ∈ B, we set e n ⊗ ξ = (ξ i e n ) ∞ i=0 , which defines an element of Y due to the following uniform bound e n JB i e 1 + e 2 B i 2, independent of i ∈ N 0 . The above definition extends by linearity to tensors of the form x ⊗ ξ for x ∈ c 00 . The first two major steps in Read's analysis of the space E R consist of showing that the quotient E * * R /E R is isomorphic to the Hilbert space B/V , and then 'roughly' identifying an orthonormal basis for it (see [8, equation (3.6.5) and Lemma 3.7] , respectively). We shall now restate these results in a form that suits our purposes better by specifying an explicit isomorphism U between E * * R /E R and the closed subspace H of B spanned by the subsequence (b 0 , x n , y n ) n∈N of the canonical orthonormal basis (b n ) n∈N 0 for B; this will in particular enable us to avoid the need for the term 'roughly' in the statement, above.
To this end, we observe that the proof of [8, Lemma 3.7] shows that the restriction to the subspace H = span {b 0 , x n , y n : n ∈ N} of the orthogonal projection P V ⊥ of B onto the orthogonal complement V ⊥ of the subspace V given by (3.8) is surjective and bounded below by 1 15 ; that is, P V ⊥ | H is an isomorphism whose inverse has norm at most 15, and the top rectangle of the diagram
is commutative, where ι : H → B denotes the inclusion and Q V : B → B/V the quotient mapping. The bottom rectangle of this diagram is essentially just a restatement of Read's isomorphism [8, equation (3.6.5) ]. To see this, let R 0 : B → Y * * be the linear isometry given by 
, and therefore
N is surjective and Y is contained in its kernel. Hence, by the Fundamental Isomorphism Theorem, the composite operator π E R Q * * N R 0 induces an isomorphism p R 0 : B/V → E * * R /E R which makes the bottom rectangle of (3.9) commutative. In particular, following the top-left to bottom-right diagonal of this diagram, we obtain an explicit isomorphism U of H onto E * * R /E R , as indicated. This isomorphism induces a continuous algebra isomorphism Ad U : T → U −1 T U of the Banach algebra B(E * * R /E R ) onto B(H). The main technical result of Read, [8, Lemma 4.1(d)], asserts that only operators of a very special kind may belong to the range of the composition of this isomorphism with the homomorphism Θ 0 : B(E R ) → B(E * * R /E R ) given by (3.1). Before stating this result precisely, let us introduce some additional notation. For ξ ∈ H, let τ ξ ∈ B(H) be the rank-one operator given by η → (η | b 0 )ξ, where (η | b 0 ) denotes the inner product of η and b 0 , and set H 0 = span {x n + y n : n ∈ N} ⊆ H and T = {τ ξ : ξ ∈ H 0 }. Then T is a closed subalgebra of B(H) with trivial product (because b 0 is orthogonal to H 0 ). Since (
, and [8, equation (4.1.1) ] is then the matrix corresponding to the operator τ ξ + λI H for λ ∈ K, so that we can rephrase [8, Lemma 4 (ξ | x n + y n ) n∈N , H 0 → ℓ 2 (N), so this is really only a change in notation, provided that we endow H 0 with the trivial product. Then the mapping Υ : ξ → τ ξ , H 0 → T , is an isometric algebra isomorphism, and so it extends to a continuous, unital algebra isomorphism r Υ : r H 0 → T + KI H , as explained at the beginning of Section 2. By (3.10), we may consider the composite continuous algebra homomorphism
and Ad U are both isomorphisms, we see that ker ψ = ker Θ 0 = W (E R ). The aim of the remainder of the proof is to show that ψ has a right inverse which is a continuous algebra homomorphism.
Let ξ = ř ∞ n=1 ξ n (x n + y n ) ∈ H 0 and y = (y(i)) ∞ i=0 ∈ Y be given, where y(i) ∈ JB i for each i ∈ N 0 . (We use this notation for the coordinates of y to avoid confusion with the basis vectors y i defined by (3.6).) By (3.4), we have JB 6(n−1)+1 = JB 0 for each n ∈ N, so that in analogy with the tensor notation already introduced, we may define y(0) ⊗ β n to be the element of Y whose (6(n−1)+1) st coodinate is y(0), while all other coordinates vanish. Then the series ř ∞ n=1 ξ n y(0) ⊗ β n converges in Y , and its sum has norm
ξ B y(0) JB 0 . Using (3.4) once more, we see that JB 6(n−1)+2 = JB 6(n−1)+3 = JB 2 for each n ∈ N, so that we have an absolutely convergent series ř ∞ n=1 y(6(n − 1) + 3)/2 n in JB 2 , whose sum y ′ has norm at most y Y . As above, let y ′ ⊗ γ n be the element of Y whose (6(n − 1) + 2) nd coodinate is y ′ , while all other coordinates vanish. Then the series ř ∞ n=1 ξ n y ′ ⊗γ n converges in Y , and its sum has norm at most
Combining these conclusions, we may define an element of Y by
and T ξ y Y ' 2 ξ B y Y . The mapping T ξ : y → T ξ y is clearly linear and has norm at most ' 2 ξ B , and hence we have a mapping ρ 0 : ξ → T ξ , H 0 → B(Y ), which is linear and bounded with norm at most ' 2. To prove that ρ 0 is multiplicative, we must show that T η T ξ = 0 for all ξ, η ∈ H 0 because H 0 has the trivial product. Given y = (y(i))
Hence another application of (3.11) shows that 0 = T η z = T η T ξ y, as required.
We shall next prove that
12) where N is the subspace of Y given by (3.8) . Since T ξ is bounded and linear, it suffices to show that T ξ (e n ⊗ s) ∈ N for each n ∈ N and s ∈ S. Comparing (3.11) with (3.6), we see that T ξ (e n ⊗ η) = 0 for each η ∈ {α m , β m , γ m , x m , y m : m ∈ N}, and therefore T ξ (e n ⊗ s) = 0 ∈ N for each s ∈ {α by (3.7) . Moreover, we have
which completes the proof of (3.12). Thus, by the Fundamental Isomorphism Theorem, there is a unique operator q
is commutative, and q
The fact that the mapping ρ 0 is a continuous algebra homomorphism implies that the same is true for ρ : ξ → q T ξ , H 0 → B(E R ). We shall now complete the proof by showing that the unitization r ρ : r H 0 → B(E R ) is a right inverse of ψ. Since ψ and r ρ are both unital, it suffices to show that ψ • ρ(ξ) = ξ for each ξ ∈ H 0 , which amounts to showing that (Ad U) • Θ 0 ( q T ξ ) = τ ξ by the definitions of ρ, ψ, and Υ. According to (3.10), both sides of this identity belong to T + KI H , so the fact (to be established below) that A = B ⇐⇒ Ab 0 = Bb 0 (A, B ∈ T + KI H ) (3.14)
means that it is enough to verify that ((Ad U) • Θ 0 ( q T ξ ))b 0 = τ ξ (b 0 ), or, equivalently, that
To prove (3.14), let A = τ η + λI H ∈ T + KI H be given, where η ∈ H 0 and λ ∈ K. Then we have Ab 0 = η + λb 0 , which uniquely determines both η and λ, and hence A, because b 0 is orthogonal to H 0 ∋ η. This establishes the implication ⇐, while the converse is clear.
We begin our proof of (3.15) by observing that σ m = ř m j=1 e j is a unit vector in JB i for each m ∈ N and i ∈ N 0 , and hence (σ m ⊗ η) m∈N is a norm-bounded sequence in Y ⊆ Y * * for each η = ř ∞ i=0 η i b i ∈ B. Since the elements of the form e * n ⊗ ζ = (ζ i e * n ) i∈N 0 , where n ∈ N and ζ = ř ∞ i=0 ζ i b i ∈ B, span a norm-dense subspace of Y * , and Combining this identity with the diagrams (3.9), (3.1), and (3.13), we can now verify (3.15):
N (Φ ⊗ ξ) = Uξ, which completes the proof.
