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Abstract. This work introduces a geometric framework and a novel network architecture
for creating correspondences between samples of different conditions. Under this formalism,
the latent space is a fiber bundle stratified into a base space encoding conditions, and a fiber
space encoding the variations within conditions. The correspondences between conditions
are obtained by minimizing an energy functional, resulting in diffeomorphism flows
between fibers. We illustrate this approach using MNIST and Olivetti and benchmark
its performances on the task of batch correction, which is the problem of integrating
multiple biological datasets together.
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1. Introduction
Most datasets are naturally stratified in sub-datasets (i.e., populations) by their meta-
data and annotations. For example, biological datasets could include annotations such
as patient age, ethnicity and medical history. Bank transactions could be stratified by
gender, time periods, locations.
Conceptually, differences within each population are often due to differences in their
generative processes (i.e. in the latent variables that have generated them). Modelling
therefore needs to account for sample differences by explicitly disentangling generative
latent variables from the condition themselves. This disentanglement is critical for many
practical applications such as: understanding the variability factors within each population
and understanding the correspondences between samples from different populations.
Current unsupervised methods often fail to consider or neglect this disentanglement. In
fact, the distribution of a variable x stratified by a condition c is often modelled using
latent variables z as p(x|z, c) without any considerations for the dependencies between z
and c. For example, variational approaches such as Conditional Variational Auto-Encoders
(CVAEs) [KMRW14, WSL17, LNTW19] typically use bi-modal decoders that take both
the latent variables and the condition encodings but do not account for duplication in
information between them. Similar architectures are used for Conditional Generative
Adversarial Networks (CGAN) [MO14, Ode16, ZPIE17] and hybrid methods mixing GANs
and VAE [MSJ+15, LSLW15]. The recent paper [Nic19] on the other hand explores models
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with explicit disentanglement methods in a VAE framework. The model is however not
conditioned and relies instead on a ST-Layer to learn deformations of latent space.
In this work, we propose a geometric formalism that accounts for dependencies between
conditions and latent variables with a disentanglement directly implemented at the level of
the geometry and the learning. The natural idea is to take a Riemannian fiber bundle M for
latent space. That is to say that M is stratified into a base space B, encoding conditions,
and a fiber space F , encoding variations within conditions. Within this formalism samples
are encoded using two coordinates (f, b) ∈ B × F .
More importantly, this formalism allows us to compute correspondences between condi-
tions using a natural Riemannian structure on M . This allow us to reduce the problem of
translating samples between two conditions to finding the geodesics (shortest paths) in M
linking their corresponding fibers. We achieve this by minimizing an energy functional,
which allow us to calculate diffeomorphism flows between fibers (see Fig. 1.1).
Figure 1.1. Conceptual sketch of the proposed method. We stratify the
learned latent space M into a base space B and a fiber space F . Under
this representation, samples can be formally transported form Fa to Fb, and
geodesic interpolations between latent spaces Fa and Fb can be generated.
Endowing latent spaces with a natural Riemannian geometry has already been explored
in machine learning, especially in shape analysis. For a modern review, see [PSF19] and
the references therein. Our method for computing similarities bares some similarities with
the work of [GSSG12]. There, parallel transport is used in the context of vector bundles
to transport features between datasets. Their Fig. 1 is in the spirit of what we propose.
Nevertheless, our framework is fundamentally different as we do not assume that fibers
carry a linear structure and we compute non-linear correspondences.
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Base manifold B
Fibers ≈ F
Figure 2.1. Illustrative drawing of fiber bundle B and standard fiber F
We implemented our geometric framework using a non-variational auto-encoder architec-
ture, deemed Fibered Auto-Encoder (FAE). The effectiveness of both FAEs for stratified
data modelling, and of the transport method are illustrated by experimenting on MNIST
[LC10] and Olivetti [PVG+11] datasets.
Finally, we quantify the quality of transport by applying the proposed framework to
the batch correction problem. Batch correction refers to the problem of multiple dataset
integration in biology. It is a major hurdle preventing researchers from leveraging the
power of previously published datasets. We use our approach to translate samples between
datasets and provided benchmarks against state of the art methods, including other neural
network approaches, and report overall on par, or better results.
2. Geometric framework
We start by explaining how the problem of learning correspondences can formalized
geometrically as geodesically transporting latent variables in a fiber bundle. The only
assumption is that there exists a smooth map Ψθ such that for any coordinates (f, b) ∈
F ×B, one can generate samples, via:
X̂ = Ψθ(f, b) .
This function will be later constructed thanks to a neural network.
2.1. Fiber bundles. Morally, a fiber bundle M is a topological space locally stratified
along two directions (see Fig. 2.1):
• The horizontal direction is tangent to a topological space called the base manifold
B (in our case encoding conditions).
• The vertical direction is tangent to a topological space called the fiber manifold F
(in our case encoding variations within conditions).
For example, representing the latent space of MNIST as a fiber bundle, the base manifold
B will be an Euclidean space where image labels are embedded. The fiber F will be the
latent space encoding digit variability such as boldness and inclination.
Formally, M is a fiber bundle with base space B and fiber F when, M is a topological
space such that there exists a projection map pi : M → B such that for every open set
U ⊂ B, pi−1(U) is diffeomorphic to U × F [KSM99]. The fiber sitting above b ∈ B is
denoted Fb := pi
−1({b}).
Here we are only be concerned with the simplest fiber bundle M = B × F where pi is
the projection on the first coordinate. This space is known as the trivial fiber bundle, as
it does not contain any global topological information.
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Base B
b1
f1
Fiber F1
b2
f2
Fiber F2
γ
Figure 2.2. Illustration of geodesic transport with curve γ from the fiber
F1 to F2.
Nevertheless, in general, given a 6= b ∈ B, one should not put in correspondence
Fa = {a}×F and Fb = {b}×F using the identity map on the second coordinate. We refer
to this operation as naive transport, which is a valid approximation only under certain
circumstances. For example, in the case of MNIST, this would amount to considering the
spaces encoding the latent properties of 0 and 1 as strictly identical. A priori, spaces of
latent properties do change upon changing classes.
We formalize the problem of finding the best correspondence between fibers as a
geodesic transport problem, which requires the Riemannian point of view developed in
the next section 2.2.
2.2. Geodesic transport. Our goal is to construct the shortest curves between fibers in
M . This is illustrated in Fig. 2.2. Recall that we assume the existence of a generating
process
Ψθ : M → (X , ‖ · ‖2) .(2.1)
The target space X is taken as Euclidean and endowed with the usual metric ‖ · ‖2. The
latent space M however should not be seen as Euclidean. Since the Jacobian ∇Ψθ measures
the sensitivity with respect to latent variables, it is natural to use it to define a metric on
M where gradients are lower along shorter curves.
A strict mathematical reformulation consists in saying that the latent space M is given
the structure of a Riemannian manifold thanks to a metric tensor g, by pulling back the
metric structure from the generating map Ψθ : (M, g) → (X , ‖ · ‖2). Thus the metric
for the latent space M respects the generative process rather than being the unnatural
Euclidean metric on M .
Let n = dimB and m = dimF . Given a point p ∈ M , we make the identification1 of
the tangent space TpM ' Rm+n. Also the metric tensor is nothing but the datum of a
positive definite matrix g(p) ∈Mm+n(R) depending smoothly on the point p ∈M . If 〈·, ·〉
is the scalar product on Rm+n, we obtain the Riemannian scalar product 〈·, g(p)·〉 on
TpM × TpM for every point. For a curve γ : [0, 1]→M , we write γt for the position and
γ˙t ∈ TγtM for the speed vector at time t.
By definition, geodesics γ minimize length
L(γ) =
∫ 1
0
dt
√
〈γ˙t, g(γt)γ˙t〉 ,
1For the sake of simplicity, we adopt the extrinsic point of view throughout the paper, instead of the
modern intrinsic point view.
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and upon reparametrization, it is well-known that [GHL90][§2.96] geodesics also minimize
the energy functional whose general expression is:
E(γ) := 1
2
∫ 1
0
dt 〈γ˙t, g(γt)γ˙t〉 .(2.2)
The energy functional E has better convexity properties compared to the length L and
thus its minimization is better behaved numerically. In our case, we choose to define:
E(γ) := 1
2
∫ 1
0
dt |∇Ψθ (γt) · γ˙t|2 ,(2.3)
which is of the same form as Eq. (2.2) with
g(p) =∇Ψθ (p)∗∇Ψθ (p) .(2.4)
Here ∗ denotes the transposition applied to the Jacobian matrix∇Ψθ (m) . Upon comparing
Eq. (2.2) and Eq. (2.3), we see that minimizing the energy E(γ) with this metric tensor
amounts exactly to choosing curves which are causing minimal changes in the output of
the generator Ψθ. Therefore, the role of neural network in the next section is not only to
create a space of latent variables but also the geometry of a Riemannian manifold via the
metric tensor (2.4).
In the end, the problem of creating correspondences is formalized as follows. Given a
(f1, b1) ∈ M and a point b2 ∈ B, the best corresponding point f2 ∈ Fb2 is given by the
endpoint of the curve γ∗ satisfying the constrained minimization problem:
γ∗ = Argmin
γt=0=(f1,b1),
γt=1∈Fb2
E(γ)(2.5)
The following theorem states that this problem is often well-posed:
Theorem 2.1. Assume that (M, g) is path-connected, complete, boundary free and that
there exists a universal constant C > 0 such that for all p ∈M and v ∈ TpM :
1
C
‖v‖22 ≤ 〈v, g(p)v〉 ≤ C‖v‖22 .(H)
Under such hypotheses, minimizing geodesics always exist, are smooth, have constant speed
and are generically unique. ”Generically” means for all (f1, b1) outside a closed set of zero
Lebesgue measure, the cut locus Cut(Fb2), while b2 is fixed.
Furthermore, the correspondence
Cb2b1 : Fb1 ∩ Cut(Fb2)c −→ Fb2
(f1, b1) = γ
∗
t=0 7→ (f2, b2) = γ∗t=1
is a well-defined local diffeomorphism between fibers, which tends to the identity map on F
as b1 converges to b2.
The complete proof is available as supplementary material in Appendix A. Appendix
B shows how to numerically implement the minimization in a modern machine learning
framework, and discusses the relevance of adding a regularization cost for high dimensional
manifolds M . In applications, we will consider B = Rn, F = [−1, 1]m and ignore boundary
effects.
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3. Fibered Auto-Encoders
A Fibered Auto-encoder (FAE) is essentially a standard auto-encoder whose latent space
is stratified into base space B and a fiber space F . However, to enforce the disentanglement
between B and F and to improve the quality of generated samples, we have added auxiliary
objectives to the reconstruction loss: (i) to enforce the disentanglement between base and
fiber spaces, (ii) to improve the quality of the reconstructions.
Throughout this work, we used only fully-connected layers. The architecture we propose
can however accommodate any other types of layers. Throughout this section, we discuss
Fig. 3.1 which serves as a comprehensive drawing.
Network, Parameters Modules
Loss Optimizers
Input / output
X =Data in X
c = 2Condition
Encoder Φ1, θe f ∈ F
Embeddings Φ2, θm b ∈ B
Classifier with GRL Υ, θac
(logP (ĉ = ci))1≤i≤K
Lxent
Eq.(3.3)
(b, f) ∈M
Latent variable
Decoder Ψ, θd X̂ =
Lmse
Eq.(3.2)
Discriminator ∆, θ∆ Classifier Υ, θc
logP
(
X̂ is fake
)
(logP (ĉ = ci))1≤i≤K
Lxent
Eq.(3.3)
Lxent
Eq.(3.3)
Figure 3.1. Network architecture. The general architecture is that of
an auto-encoder receiving couples of samples and conditions (X, c) and
outputting a reconstruction X̂. The latent space is stratified into the fiber
coordinate f (output of the bottleneck layer), and the base coordinate
b encoding conditions. To the auto-encoder architecture we have added
the classifier Υ coupled with a GRL to disentangle f from b, the GAN
discriminator ∆ to ensure reconstruction realism, and the condition classifier
Υ to prevent mode collapses.
3.1. Auto-encoder definition. Just like in a standard auto-encoder [BLPL07, VLL+10],
the encoder part of an FAE receives the sample X and terminates in a bottleneck layer
with a dimensionality lower than that of the input. The output f of the bottleneck layer
is concatenated with the output b of an embedding layer that receives the condition label
c. For a pair of sample and condition (X, c), the output of the FAE is computed as
X̂ := Ψθd (f, b) with f := Φ1,θe (X) and b := Φ2,θm (c) . In fact, Ψθd is the decoder function
used in the previous section.
For convenience, we package all the parameters optimized for reconstruction as θ =
(θe, θm, θd). We shall write:
(f, b) := Φθ (X, c) = (Φ1,θe (X) ,Φ2,θm (c)) .(3.1)
The variable f ∈ F represents the coordinates of the sample in the fiber space, while b ∈ B
represents the coordinates of the condition in the base space.
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In accordance with the metric (2.1) of X , the reconstruction loss we minimize is the
Mean Squared Error (MSE):
Lmse (θ ;D) := 1
N
N∑
i=1
∥∥∥Xi − X̂i∥∥∥2
2
,(3.2)
where the dataset is D := ((Xi, ci))1≤i≤N .
To help with training we added skip connections that propagate the latent variables
(f, b) to every layer of the decoder. The output Hi of a decoder’s i-th layer is defined by:
Hi := Ψi,θd (f, b,Hi−1) .
Once trained, samples can be generated from the network by sampling from F and B
and using the decoder.
Finally, the auto-encoder uses the sine function as non-linearity. This is for two reasons:
(i) a smooth decoder Ψθ is needed in order to induce a structure of smooth Riemannian
manifold (See Eq. (2.4)). (ii) in contrast to the sigmoid and tanh functions, the sine
function has the added advantage of not saturating. Since sine outputs are in [−1, 1], it
follows that F = [−1, 1]n, where n is the number of neurons in the bottleneck.
3.2. Disentangling fiber and base spaces. Because the encoder Φ1,θe is exposed to the
training samples, information about sample condition could become jointly encoded into
F and B. Fiber and base space would then be entangled, which could hinder both the
generative process and the transport. Here we found that the simple addition of a classifier
predicting the condition c from F coupled with a Gradient Reversal Layer (GRL) worked
well in our case (Fig. 3.2). This method was first introduced to disentangle samples from
domains [GL14, GUA+17]. Other methods explicitly minimizing the mutual information
[BBR+18] could be explored in the future.
Figure 3.2. MNIST fiber space for all conditions. Every digit is a condition
represented by a color. Fiber space is [−1, 1]2. Left: network trained with
condition adversarial training, right: without. Empirical distributions on
fibers are closer to uniform, making them less distinguishable.
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The classifier Υθac has output ` := Υθac(f) , where ` is the vector of log-likelihoods
` := (logP (ĉ = ci))1≤i≤n .
Υθac is trained by minimizing the cross-entropy loss with log-likehoods `, when the real
condition is c:
Lxent (`, c) := − log
(
exp
(
`i(c)
)∑n
i=1 exp (`i)
)
,(3.3)
where i(c) is the index of the condition c. Υθac is coupled with a GRL at the level of f .
Updates are thus defined as:
θe ← θe + µacλ∂L
xent(Υ(f), c)
∂θe
,(3.4)
θac ← θac − µacλ∂L
xent(Υ(f), c)
∂θac
,(3.5)
The loss (3.3) is thus maximized over θac and minimized over θe. We refer to this pass as
the condition adversarial training update in Algorithm 3.1.
3.3. Ensuring reconstruction quality. The loss (3.2) on its own is not necessarily the
optimal choice for every application. Having accessory objectives aimed at improving the
realism of generated samples is especially important for applications to datasets where the
quality of samples cannot be evaluated by the naked eye.
3.3.1. Ensuring reconstruction realism. Generative adversarial networks (GANs) [GPAM+14]
are the state of the art when it comes to generating realistic images [KLA19], and have
been shown to improve the quality of reconstruction of auto-encoders [MSJ+15]. Here we
used a GAN objective to ensure that the samples generated by the FAE are realistic.
GANs involve the joint training of a discriminator network Dθd that learns to discriminate
between generated and real samples, and a generator network Gθg that learns to counterfeit
more realistic samples. The standard GAN optimization is classically defined as a min-max
problem [GPAM+14]:
min
θg
max
θd
E
[
log
(
1−Dθd ◦Gθg(Z)
)
+ logDθd (X)
]
where the expectation is over the real samples X, and Z an input used to generate
counterfeited samples. The type of GAN objective can be chosen with respect to the
task. To implement the adversarial loss, we add a discriminator ∆ to the architecture and
treat the decoder Ψ as the generator. Here, we have used a standard GAN approach for
images and Wassertein-GAN (WGAN) [ACB17] for single-cell applications. The use of
other GAN types such as MMD GANs [LCC+17] could be explored in future work. In
Algorithm 3.1 this pass is referred to as gan update.
3.3.2. Ensuring condition discriminative features. The GAN objective ensures the realism
of generated samples, but does not prevent cases of mode collapses where reconstructions
can be decoupled from their conditions, and still be deemed realistic by the discriminator.
We prevent this by ensuring that the discriminative features of every condition are still
present in the reconstructions.
We train a classifier Υθc of the condition over real samples, which computes ` := Υθc(X).
It is trained by minimizing the cross-entropy loss with the log-likehoods ` over the real
samples X. We then update the parameters θm and θd of respectively, Φ2 and Ψ, to
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minimize the cross-entropy of Υθc(X̂). We refer to this pass as the condition fitting update
in Algorithm 3.1.
Algorithm 3.1 FAE Training algorithm
Input:
dataset: D
parameters: θe, θm, θd, θac, θc, θ∆
learning rates: µmse, µac1, µac2, µc1, µc2, µ∆2, µ∆2
for all (X, c) ∈ D do
X̂ ← Ψθd (Φθe,θm(X, c))
reconstruction-update(X, X̂, θe, θm, θd, µmse)
f ← Φ1θe (X)
condition-adversarial-update( f, c, θe, θac, µac1, µac2 )
X̂ ← Ψθd (Φθe,θm(X, c))
condition-fitting-update( X, X̂, θd, θm, θc, µc1, µc2 )
X̂ ← Ψθd (Φθe,θm(X, c))
gan-update(X, X̂, θe, θm, θd, θ∆, µ∆1, µ∆2)
end for
3.4. Training algorithm. The algorithm we propose (Alg. 3.1) trains the different parts
sequentially each with a specific learning rate. By setting different learning rates, one can
fine tune the relative importance of the different objectives. Because the main objective is
to minimize the reconstruction loss in (3.2), we typically give it the highest learning rate.
We used the Adam optimizer [KB14] for all objectives. The details of every sub-routine
are given in supplementary material.
4. Applications
We first illustrate our method by experimenting on image datasets. We then benchmark
the quality of created correspondences on single-cell datasets RNA-sequencing. Throughout
this section, we contrast naive transport between two fibers, with geodesic transport.
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Figure 4.1. Manifold plots for the fibers F4 and F9 in MNIST. Images
were generated using an evenly spaced grid in the standard fiber space
F = [−1, 1]2.
4.1. The principle of geodesic transport with MNIST. We first experiment on
MNIST. Here, the possible conditions are the digits {0, 1, . . . , 9}, the base is B = R2 and
the standard fiber is F = [−1, 1]2. Fig. 4.1 shows manifold plots obtained from an evenly
spaced grid on F4 and F9. We can see that the reconstructions are of high quality and show
a high diversity of samples despite the small bottleneck size (2 units). We also see that
the learned latent space is contiguous as any coordinate f ∈ [−1, 1]2 yields a realistic digit.
Finally, Fig. 4.1 shows that the learned space has an intrinsic organisation, as gradually
moving on fibers gradually changes digit features. Manifolds for F4 and F9 exhibit similar
structures, with points at the same coordinate having similar inclination and boldness.
This shows that naive transport is capable of creating rather accurate correspondences
between fibers of similar conditions. We do not give the manifold plot after geodesic
transport as the difference with naive transport are barely perceivable.
Fig. 4.2 gives an estimation of the diffeomorphism between fibers F4 and F9 as formulated
in Theorem 2.1. The starting points in F4 are the orange dots obtained using an evenly
spaced grid. The blue dots are the endpoints in F9 for the calculated geodesics. The
diffeomorphism induced through geodesic transport is globally close to the identity. This
shows that naive transport can give a good approximation. However, the correction applied
by geodesic transport is more apparent as we get closer to the edges.
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Figure 4.2. Diffeomorphism between F4 and F9. The orange dots represent
the original coordinates in F4, the blue dots are their corresponding images
in F9 computed through geodesic transport.
Figure 4.3. Geodesics from F4 to F9. The x axis displays time t ∈ [0, 1].
The two left panels display coordinates in fiber space F = [−1, 1]2 and the
two right panels display coordinates on B = R2.
Fig. 4.3 displays a subset of the geodesics between fibers F4 and F9 used to generate
Fig. 4.2. These are not straight paths at constant speed, which shows the relevance of
the Riemannian point of view. As naive transport is a good approximation in this case,
geodesics on F show relatively small variations. Most of the variations happen on B. This
shows that, in the case of MNIST, a change in condition is more fundamental than a
change in condition-specific features. Although these adjustments on B do not change the
endpoints, they still have a major impact on the interpolation between fibers.
4.2. Geodesic interpolation on the Olivetti dataset. Here, the possible conditions
are the 40 different persons in Olivetti. The dataset contains only 10 images for each
condition, taken at different angles and with different lighting conditions, making it a
challenging dataset for generative networks. Given the very small sample size here we
used F = [−1, 1] as the standard fiber and B = R10.
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Fig. 4.4 shows generated samples for individuals 8 and 21. Despite the limited dataset
size and the very small size of F , the network is able to generate more samples than in the
training set. Individual 8, gradually turns his head, while individual 21 gradually smiles.
Fig. 4.5 shows the results of naive and geodesic transport from F8 to F21. Interestingly,
geodesic transport created more accurate correspondence by hiding the teeth. Finally, Fig.
4.6 shows interpolations along the paths used to generate Fig. 4.5. Individual 8 gradually
transforms into individual 21. The network is able to generate faces from intermediary
points which shows that it was able to generalize in both B and F .
Figure 4.4. Olivetti manifold plots. Images generated using an evenly
spaced grid on the whole fiber space F = [−1, 1], for individuals 8 (top) and
21 (bottom).
Figure 4.5. Calculated correspondences from F8 to F21. Starting points
on F8 (left), correspondences calculated through naive transport (center),
correspondences calculated through geodesic transport (right). Geodesic
transport hides the teeth from subject 21.
Figure 4.6. Geodesic interpolation from F8 to F21. Individual 8 gradually
morphs into individual 21.
4.3. Evaluation on single-cell data. Single-cell RNA sequencing measures the gene
expression of each cell individually. The result is a matrix where each cell is represented
by a vector of gene expressions. However, differences in sample handling and technical
platforms leave strong imprints that uniquely mark each batch and overshadow the biology.
These imprints are commonly referred to as batch effects. The process of batch correction
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refers to the integration of batches together while preserving relevant biological signal,
such as cell types that can be inferred through the expression of distinct gene modules.
ac
c
ac
c
Figure 4.7. Left: Accuracies for uncorrected and batch correction methods
on both dataset. Batch accuracy (lower is better) and, cell type accuracy
(higher is better) are reported for random forest (rf), support vector classifier
(svc) and logistic regression (logreg). Middle: LISI scores for uncorrected
and batch correction methods on both datasets. LISI on cell type (closer to
1 is better), LISI on batch (higher is better). Error bars display the standard
deviation. Right: Total variance and Ward’s variance decomposition, for
uncorrected data and batch correction methods. Total variance has been
normalized to 1, on the uncorrected dataset.
We use FAEs to represent batches as separate conditions, we then correct the batch
effect by transporting all cells to a single reference batch. We benchmark our methods
against the current state of the art in batch correction: Harmony [KMF+19], and two
neural networks developed to handle and batch correct single-cell RNA sequencing data:
scGen [LWT19] and SAUCIE [AVDS+19]. As Harmony runs on principal components, we
ran our benchmarks on PCA reduced data by using the first 20 principal components, in
line with the methodology of [TAC+20].
We quantify batch correction quality using the prediction accuracies of three classifiers
and the batch correction metric LISI [KMF+19]. Finally, we use Ward’s variance decom-
position to quantify how much changes in variance can be attributed to variations within
groups, as opposed to in-between groups [Sap06][p.258]. LISI and Ward’s method are
detailed in supplementary material. We benchmark all methods on two datasets. The first
contains two batches of Peripheral Blood Mononuclear Cells (i.e., PBMCs): unstimulated
and stimulated (with INF-b2) [KST+18]. The second is a compilation of 4 published
pancreatic datasets that have been generated by different groups using 4 distinct single-cell
RNA sequencing experimental approaches.
A successful correction removes batch imprint and conserves cells biological identity.
Therefore we report in Fig. 4.7 the accuracy on predicting the batch (i.e., lower is better)
and the accuracy on predicting the cell type (i.e., higher is better). All methods performed
well when it comes to removing the batch signal. Despite using a bottle-neck about 10
times lower 3, our transport method shows results close to to scGen [LWT19]. SAUCIE
over-corrected the batch effect at the expense cell type identity. Compared to naive,
geodesic transport increases both cell type and batch predictability. For the LISI scores,
once again, naive and geodesic transport show results on par with scGen.
2Interferon-beta
3We used 10 for pancreas and 16 for PBMC vs 100 for scGen.
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Figure 4.8. UMAP visualization of PBMC cells. Left column: cells colored
by batch, Right: colored by cell types. From top to bottom: uncorrected
data, scGen, geodesic transport (the plot of naive transport is very close
to the naked eye). Transport conserves cell types relationships by keeping
purple cells (i.e., CD16 monocytes) close to red cells (i.e., CD14 monocytes),
which are related to each other.
Ward’s variance decomposition in Fig. 4.7, shows that transport is the only method
capable of retaining a significant part of the original variance of the uncorrected dataset.
This suggests that our method retains more of the biological signal. On the PBMC
datasets, we observe increases in variance within batches and between cell types. Such
increases could be due to the network imputing values for missing genes: due to single-cell
experimental technical issues, gene expression matrices are very sparse (over 80% to 90%).
Fig. 4.8 shows UMAP plots [MHM18] for uncorrected data, transport and scGen. After
correction, batches overlap and cells cluster by cell types. In contrast to scGen, transport
kept related cell types, CD16 monocytes (purple) and CD16 monocytes (red), close to
each other as in the original uncorrected dataset. This suggest that FAEs are better at
conserving relevant structures from datasets, and echoes variance decomposition results
(Fig. 4.7).
5. Conclusion
We proposed: (i) a geometric framework for representation learning which disentangles
conditions from sample variations, (ii) a method for computing correspondences between
conditions, (iii) a neural network architecture implementing the framework. We restricted
ourselves to cases where conditions are of similar nature (e.g. datasets containing the same
cell types). Consequently, naive and geodesic transport yield similar results. In turn, one
could argue that this proximity morally measures similarity between conditions. Future
work could explore applications to more dissimilar conditions and the use of different layer
types and loss functions. Finally, the computation of geodesics becomes more challenging
as latent space size increases. This technical issue is mitigated by the fact that FAEs
can learn accurate representations in very small latent spaces. Nonetheless, addressing it
would be a natural follow-up.
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Now, for the supplementary material where we will recall some statements of the paper
and give more details, for reader’s convenience. Also the code is available in an anonymous
repository at:
https://github.com/tariqdaouda/FiberedAE
Appendix A. On the existence and uniqueness of geodesics
In this section, we assume that the latent space M is a general fiber bundle with standard
fiber F and base space B. The natural projection is written pi : M → B. Also we keep
the extrinsic point of view by assuming that M is a submanifold of RL for L ∈ N large
enough. By abuse of notation, elements in M are written (f, b) = (f, pi(f)) as if we are
dealing with a product space. The target space X is Euclidean with norm denoted ‖ · ‖2.
It has a constant metric given by the usual scalar product 〈·, ·〉.
Having in mind that M is the starting space of a generative map
Ψθ : M → (X , ‖ · ‖2) ,
the natural metric on M is given by pullback. See [GHL90][§1.106] for a definition.
Lemma A.1. The pullback metric g := Ψ∗θ〈·, ·〉 at a point p ∈M identifies to the positive
definite matrix
g(p) = ∇Ψθ(p)∗∇Ψθ(p) .
Proof. Let 〈·, ·〉Mp and 〈·, ·〉XΨθ(p) be the metrics at p ∈M and Ψθ(p) ∈ X . For any p ∈M
and any two tangent vectors (x, y) ∈ TpM × TpM , we have by definition of pullback for
differential forms:
〈x, y〉Mp =〈∇Ψθ(p)x,∇Ψθ(p)y〉XΨθ(p)
=〈x,∇Ψθ(p)∗∇Ψθ(p)y〉 ,
where we used in the last line that X is Euclidean. It is indeed of the form 〈x, g(p)y〉 . 
Considering the energy functional E for this metric amounts to the following. First
consider the energy functional on X , whose geodesics are straight lines and which is given
for any curve c : [0, 1]→ X by:
E(c) =
1
2
∫ 1
0
‖c˙t‖22 .
Then restrict to curves the form ct = Ψθ (γt) where γ is a curve on M . This naturally
yields:
E(γ) := 1
2
∫ 1
0
‖∇Ψθ(γt)γ˙t‖22(A.1)
=
1
2
∫ 1
0
〈γ˙t, g(γt)γ˙t〉 ,
which was our working definition. Notice that after such a restriction, geodesics are not
straight lines anymore since ImΨθ is a very small subspace of admissible values.
Let the Sobolev space H1 ([0, 1]; (M, g)) be the largest space on which energy is finite:
H1 ([0, 1]; (M, g)) := {γ : [0, 1]→ (M, g) measurable | E (γ) <∞} .(A.2)
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Given a (f1, b1) ∈M and a point b2 ∈ B, this section gives a theoretical treatment of
the constrained minimization problem:
γ∗ = Argmin
γ∈H1([0,1];(M,g)),
γt=0=(f1,b1),
γt=1∈Fb2
E(γ) .(A.3)
Recall that we formulated the following theorem:
Theorem A.2. Assume that (M, g) is path-connected, complete, boundary free and that
there exists a universal constant C > 0 such that for all p ∈M and v ∈ TpM :
1
C
‖v‖22 ≤ 〈v, g(p)v〉 ≤ C‖v‖22 .(H)
Under such hypotheses, minimizing geodesics always exist, are smooth, have constant speed
and are generically unique. ”Generically” means for all (f1, b1) outside a closed set of zero
Lebesgue measure, the cut locus Cut(Fb2), while b2 is fixed.
Furthermore, the correspondence
Cb2b1 : Fb1 ∩ Cut(Fb2)c −→ Fb2
(f1, b1) = γ
∗
t=0 7→ (f2, b2) = γ∗t=1
is a well-defined local diffeomorphism between fibers, which tends to the identity map on F
as b1 converges to b2.
Before diving into the proof of Theorem A.2, let us comment on the setting and the
hypotheses. Then the proof will detail successively the existence of geodesics as minimizers
of the energy functional, their smoothness, the fact that they have constant speed, the
(generic) uniqueness and finally the local diffeomorphism property.
Although non-trivial, these arguments are classical for a mathematician seasoned in
Riemannian geometry.
A.1. Discussion of the setting and hypotheses.
A.1.1. On the manifold M : Assuming that M is a path-connected and complete metric
space is standard practice, as it avoids many geometric pathologies - see [GHL90][Corollary
§2.105]. Also we can assume general fiber bundles. Notice that unlike the setting of vector
bundles or G-principal bundles, our setting has very little equivariance: there is no natural
group action preserving the metric on fibers, and there is no natural quotient metric on
B. As such, the convergence of b1 → b2 so that Cb2b1 → id needs to be understood in the
Euclidean topology of M ⊂ RL.
Regarding the setting of manifolds without boundaries, our arguments for existence
and smoothness of geodesics carry verbatim to the case of manifolds with boundaries.
However, the (already delicate) arguments proving generic uniqueness fail in that case.
This is why we made the choice stating a complete theorem with M having no boundary
and we ignored boundary effects in applications.
A.1.2. Hypothesis (H). Rather than a complete justification, let us explain why this
hypothesis is acceptable in practice.
From the point of view of machine learning, the upper bound on the metric tensor
g(p) = ∇Ψθ(p)∗∇Ψθ(p)(A.4)
is guaranteed on compact sets as long as Ψθ is smooth. The lower bound is more delicate.
A necessary condition is the non-vanishing gradients (non-saturation) which we already
guaranteed thanks to the choice of non-linearities detailed in subsection 3.1. A sufficient
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yet reasonable condition is to have g(p) with full rank and g(p)−1 uniformly bounded. We
have to resort to a genericity argument to justify why this is reasonable: since Ψθ : M → X
is a decoder with dimM much smaller than dimX , then ∇Ψθ(p)∗∇Ψθ(p) has rank dimM
for a generic Jacobian matrix ∇Ψθ(p).
At the level of geometry, it ensures that the manifold’s metric g is comparable (topolog-
ically equivalent) to the Euclidean metric ‖ · ‖2 on RL which contains M . This yields the
inclusion of Sobolev spaces:
H1 ([0, 1]; (M, g)) ⊂ H1 ([0, 1];RL) .(A.5)
The norm of a function ϕ ∈ H1 := H1 ([0, 1];RL) is:
‖ϕ‖H1 :=
√
‖ϕ(0)‖22 +
∫ 1
0
dt ‖ϕ′(t)‖22 .(A.6)
A.2. Existence of minimizers. For this subsection, we follow the direct method in
the calculus of variations [Dac07]. As M is path connected, the minimization problem
(A.3) is over an non-empty set and there exists a minimizing sequence (γn ; n ∈ N) in
H1 ([0, 1]; (M, g)). It satisfies:
γnt=0 = (f1, b1) ,
γnt=1 ∈ Fb2 ,
E (γn) n→∞−→ inf
γ∈H1([0,1];(M,g)),
γt=0=(f1,b1),
γt=1∈Fb2
E (γ) .
The following classical compactness argument allows to find a converging subsequence.
First, notice that for all functions ϕ ∈ H1 and 0 ≤ t1 ≤ t2 ≤ 1:
‖ϕ(t1)− ϕ(t2)‖2 ≤
∫ t2
t1
dt ‖ϕ′(t)‖2 ≤
√
t2 − t1 ‖ϕ‖H1 ,
where we successively used the triangular inequality and the Cauchy-Schwarz inequality.
Because of the hypothesis (H) which led to the inclusion (A.5), the sequence (γn, n ∈ N)
is bounded in H1 and the previous inequality shows that (γn, n ∈ N) is equicontinuous
and uniformly bounded. Thanks to the Ascoli-Arzela theorem, there exists a subsequence
nk such that we have the convergence to a continuous path:
γ∗ = lim
k→∞
γnk .
This convergence is in the uniform topology and we not know yet that γ∗ ∈ H1. This is
obtained by lower-semicontinuity of the norm function, so that:
‖γ∗‖H1 ≤ lim inf
k→∞
‖γnk‖H1 <∞ .
Using the same argument for the energy functional:
E (γ∗) ≤ lim inf
k→∞
E (γnk) = inf
γ
E (γ) .
In the end, γ∗ is indeed an energy minimizing geodesic.
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A.3. Smoothness of geodesics. Let (xk)1≤k≤dimM be a local chart for the manifold M .
Now that we have the existence of a minimizing curves in H1, let us write the Euler-
Lagrange equation corresponding to the fact that minimizers are critical points of the
energy.
To that endeavor, consider a minimizer γ with fixed initial position γt=0 = (f1, b1)
and fixed final point γt=1 = (f2, b2). We will prove that it necessarily satisfies the Euler-
Lagrange equation for all t ∈ [0, 1]:
0 =
1
2
(
〈γ˙t, ∂g
∂xk
(γt)γ˙t〉
)
k
− d
dt
(g(γt)γ˙t) .(A.7)
Thanks to the Leibniz rule and rearranging the equation, one obtains the second order
ODE:
g(γt)γ¨t =
1
2
(
〈γ˙t, ∂g
∂xk
(γt)γ˙t〉
)
k
− d
dt
(g(γt)) γ˙t .(A.8)
For any smooth path δ : [0, 1]→M with δ0 = δ1 = 0, which we use as a perturbation,
the fact that γ is a critical point yields:
0 = lim
ε→0
E(γ + εδ)− E(γ)
ε
= lim
ε→0
1
2
ε−1
∫ 1
0
dt〈γ˙t + εδ˙t, g(γt) · (γ˙t + εδ˙t)〉
+
1
2
∫ 1
0
dt〈γ˙t + εδ˙t, g(γt + εδt)− g(γt)
ε
· (γ˙t + εδ˙t)〉 − 1
2
∫ 1
0
dtε−1〈γ˙t, g(γt) · γ˙t〉
=
∫ 1
0
dt lim
ε→0
1
2
〈γ˙t, g(γt + εδt)− g(γt)
ε
· γ˙t〉+
∫ 1
0
dt〈γ˙t, g(γt) · δ˙t〉
=
∫ 1
0
dt
(
1
2
∑
k
(δt)k 〈γ˙t,
∂g
∂xk
(γt)γ˙t〉+ 〈γ˙t, g(γt)δ˙t〉
)
.
The above expression assumes that the local chart (xk)k is valid on the entire path.
However, this is easily dealt with by taking perturbations δ supported on local charts. As
such, without loss of generality, we assume for the rest of the argument that the chart is
global. Upon performing an integration by parts on the second integral, we obtain:
0 =
∫ 1
0
dt
(
1
2
∑
k
(δt)k〈γ˙t, ∂g
∂xk
(γt)γ˙t〉
)
+ [〈γ˙t, g(γt)δt〉]10 −
∫ 1
0
dt
(∑
k
(δt)k
d
dt
(g(γt)γ˙t)k
)
.
Since δ0 = δ1 = 0, the boundary terms [〈γ˙t, g(γt)δt〉]10 vanish. For all smooth δ : [0, 1]→M ,
we have:
0 =
∑
k
∫ 1
0
dt (δt)k
(
1
2
〈γ˙t, ∂g
∂xk
(γt)γ˙t〉 − d
dt
(g(γt)γ˙t)k
)
.(A.9)
By density of smooth functions in L2([0, 1],M), we obtain:
0 =
∑
k
∫ 1
0
dt
∣∣∣∣12〈γ˙t, ∂g∂xk (γt)γ˙t〉 − ddt (g(γt)γ˙t)k
∣∣∣∣2 ,
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and the integrand must be zero. This yields indeed the Euler-Lagrange equations (A.7)
coordinate-wise.
Multiplying (A.8) by g(γt)
−1, one sees that γ¨ is a smooth function of γ˙ and γ, which
is indeed a second order ODE. Because of the Cauchy-Lipschitz Theorem, everything
is determined from the datum (γt=0, γ˙t=0). Also because of the ODE’s coefficients are
smooth, the geodesic γ is smooth as well.
A.4. Constant speed.
Lemma A.3. If γ is a geodesic, then necessarily:
∀t ∈ [0, 1], 1
2
〈γ˙t, g(γt)γ˙t〉 = E(γ) .
As a consequence, the map t 7→ 1
2
∫ t
0
dt 〈γ˙t, g(γt)γ˙t〉 grows linearly.
Proof. Consider the Euler-Lagrange equation (A.7) and form the scalar product with γ˙t.
0 = −1
2
〈γ˙t,
∑
k
(γ˙t)k
∂g(γt)
∂xk
γ˙t〉+ 〈γ˙t, d
dt
(g(γt)γ˙t)〉 .
Using the chain rule, and then twice the Leibniz rule, we obtain:
0 = − 1
2
〈γ˙t, d
dt
(g(γt)) γ˙t〉+ 〈γ˙t, d
dt
(g(γt)γ˙t)〉
=
1
2
〈γ˙t, d
dt
(g(γt)) γ˙t〉+ 〈γ˙t, g(γt)γ¨t〉
=
1
2
d
dt
〈γ˙t, g(γt)γ˙t〉 .
As such, 1
2
〈γ˙t, g(γt)γ˙t〉 is a constant, which is necessarily E(γ) by virtue of the expression
(A.1). 
An interesting feature of this property is that it can be used to test the convergence of
the algorithm described in Section B.
A.5. Uniqueness. This is the delicate part. In general, it is well-known that minimizing
geodesics are not always unique. The simple example to have in mind is the sphere, where
opposite points have infinitely many geodesics joining them i.e great circles. However, pairs
of opposite points have zero Lebesgue measure among all possible pairs. This example is in
fact archetypal, and the goal of this section is to prove that in most cases of applications,
any noise would play in our favor and guarantee unique geodesics.
Now, consider a minimizing geodesic γ, solution to problem (A.3). Necessarily, the
geodesic hits the fiber Fb2 along a normal speed. As such, the geodesic can be seen in
reversed time by writing γ˜t = γ1−t. Thus, we obtain a geodesic γ˜ which starts at (f2, b2)
with an initial speed normal to Fb2 . Clearly, γ is uniquely determined if and only if γ˜ is
uniquely determined among minimal geodesics starting from Fb2 with a normal unit speed
and passing through (f1, b1).
Recall that the the cut locus of a point, written Cut({p}), is the set where geodesics
starting from p ∈M are no longer minimal - see [GHL90][§2.112]. By [GHL90][Scholium
§3.78], non-uniqueness of geodesics starting from p implies belonging to Cut({p}). In fact,
as we shall see in the next paragraph, the notion of cut locus generalizes to the case of
any closed submanifold N , which we denote by Cut(N). In our case, we take N = Fb2
and in the end, the proof requires the two following facts:
• Cut(N) is closed with vanishing Lebesgue measure.
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• Uniqueness of geodesics γ˜ is provided as soon as
(f1, b1) /∈ Cut(N) .
We start with proving the first fact as it allows to properly define Cut(N). Let UN be
the unit normal bundle of N and
piN : UN → N ⊂M
be the natural projection in this context. Following [IT01], a unit speed geodesic segment
γ : [0, a] → M emanating from N is called an N -segment if t = d(N, γt) where d is the
natural distance on (M, g). Also for v ∈ UN , define ρ(v) ∈ R+ ∪ {∞} as the cut time:
ρ(v) := sup
{
t ≥ 0 | γ|[0,t] is an N -segment
}
.
This generalizes the time up to which a geodesic cv : R+ →M starting at a point with a
unit speed v remains minimal. We obtain the definition of the cut locus with respect to a
submanifold N as [IT01][Definition 2.3]:
Cut(N) := { cv (ρ(v)) | v ∈ N, ρ(v) <∞ } .
Then [IT01][Theorem B] yields that ρ is Lipschitz regular (where finite). Thus Cut(N) ⊂M
is closed and has Hausdorff dimension at most dimM − 1, being the graph of a regular
function. As such, the cut locus has indeed zero Lebesgue measure.
For the second fact, consider two minimal geodesics γ˜1 and γ˜2 exiting N with a normal
unit speed and passing through (f1, b1). Necessarily, they cross each other transversally
at (f1, b1). One concludes that γ˜1 6= γ˜2 implies (f1, b1) ∈ Cut(N) via essentially the same
argument as for a point - see the elegant pictorial proof in [GHL90][Fig 2.20].
A.6. The local diffeomorphism property via a flow. By uniqueness of the geodesics
outside of the cut locus, the map Cb2b1 is well-defined. By identifying Fb1 and Fb2 to the
standard fiber F , one can see Cb2b1 as a map from an open set of F to F . Furthermore,
because of hypothesis (H), the Euclidean topology of RL is comparable to M ’s metric
and the convergence to the identity map as b1 → b2 is obvious.
Now, let us deal with the local diffeomorphism property. Since the cut locus Cut(Fb2) is
closed in M , so is Cut(Fb2) ∩ Fb1 and there is a neighborhood U of (f1, b1) ∈ Fb1 where
the map Cb2b1 is well-defined. By uniqueness of minimal geodesics starting from Fb2 in a
normal fashion,
(Cb2b1 )|U is injective. In the end, only smoothness and proving an open
image needs to be addressed. This is better seen via the following tubular flow argument.
Start by fixing the minimal geodesic γ∗ such that:
γ∗t=0 = (f1, b1), γ
∗
t=1 = (f2, b2) = p ,
all of the path γ∗ does not intersect the cut locus, by definition of Cut(N). By the tubular
neighborhood theorem, there exists a neighborhood of the curve γ∗ not intersecting the
cut locus. In fact, notice that this neighborhood can be taken as an open tube made of
flow lines. To that endeavor, let −v ∈ TpM be the unit speed of γ∗ at the end point,
then consider a small neighborhood N of (p, v) ∈ UN = UFb2 and its image via the
geodesic flow. By restricting further N if needed, we obtain a neighborhood of γ∗ of
smooth geodesic flow lines. Restricting to the flow lines which intersect Fb1 gives a (local)
diffeomorphism flow.
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A.7. Future directions. Regarding the geometric framework in this paper, we restricted
ourselves to a Euclidean finite dimensional target space. The correct distance and the
correct induced topology is in generally dependent on the domain of application. An
interesting infinite dimensional example is given by the Wasserstein distances, which
have very desirable properties in imaging. Efficient computations became possible since
the introduction of the entropic regularization technique in [Cut13] and the Riemannian
geometry of the Wasserstein space is already on a solid mathematical footing via Otto
calculus [Vil08][Chapter 15].
Also, we used in applications the hypercube F = [−1, 1]n as standard fiber. This is
indeed simpler for practical implementation although the theory we just developed works
better in a boundary free setting. As such it is natural to consider other manifolds and
manifold-valued latent variables have recently been considered in [DFDC+18] and [XD18].
Appendix B. On the numerics of geodesics
A first possible route is to numerically solve the geodesic second order ODE (A.7), for
instance via a standard Euler scheme. This method requires the computation of the metric
tensor exactly, and its derivative. Equivalently, because of the expression (A.4), it requires
the computation of the Jacobian ∇Ψθ and the Hessian ∇2Ψθ along the geodesic path γ.
However, the computation of higher order derivatives is much too costly in automatic
differentiation packages such as pyTorch [PGC+17] and TensorFlow [AAB+15].
B.1. The approximate problem. In order to leverage the power of automatic differen-
tiation, we need a method of order 1. As such, we directly implement a gradient descent
which minimizes of the energy functional along all paths:
Argmin
γ∈H1([0,1];(M,g))
E(γ) .(B.1)
Recall that in our case of application M = F × B with B = Rn and F = [−1, 1]m.
This yields, M ⊂ RL with L = n + m. In order to solve the problem numerically, we
use several standard approximations. We start by discarding the restriction to paths
that are M -valued. Since M has non-empty interior inside Rm+n and is convex, optimal
paths on Rm+n have little chance of exiting M . The optimization is thus simplified by
considering all the γ ∈ H1 ([0, 1],Rn+m). Furthermore, the optimization problem is made
finite-dimensional by expanding the path γ ∈ H1 ([0, 1],Rm+n) on a Hilbert basis and
keeping only finitely many coefficients. This is exactly the spirit of the Ritz-Galerkin
method in numerical analysis. Finally, the energy functional is approximated by a Riemann
sum with time step ∆t. In doing so, we obtain the computable minimizing problem:
Argmin
γ∈VN
E∆t(γ) ,(B.2)
where VN ⊂ H1 ([0, 1],Rn+m) is a finite dimensional space and
E∆t(γ) =
1/∆t∑
k=1
∣∣Ψθ (γ(k+1)∆t)−Ψθ (γk∆t)∣∣2
∆t
.
Let us conclude this section by giving a precise description of the space VN . We chose
to build it from the Faber-Schauder system
(s0, s1, sj,k)j∈N, k∈J0,2j−1K ,
FIBERED AUTO-ENCODERS 23
also commonly known as the basis of hat functions - see Eq.(2.3) from [Tri10][Chapter 2].
This is given for t ∈ [0, 1] by:
s0(t) = 1 ,
s1(t) = t ,
and for all j ∈ N and k ∈ J0, 2j − 1K:
sj,k(t) = 2
1+n
2
∫ t
0
ψn,k(u)du
where ψj,k is the Haar system defined from the Haar wavelet ψ = 1[0, 1
2
] − 1[ 1
2
,1] as
ψj,k(t) = 2
n
2ψ (2nt− k) .
The Haar system along with the constant function 1 forms an orthonormal basis of
L2 ([0, 1],R). Therefore, given the norm definition in Eq. (A.6), the Faber-Schauder
system is an orthonormal basis of H1 ([0, 1],R). Upon tensoring, we readily obtain a basis
of H1 ([0, 1],Rn+m) indexed by triple indices (i, j, k):
∀t ∈ [0, 1], sij,k(t) :=
dimM∑
i=1
sj,k(t) ei ,
where (ei)1≤i≤dimM is the canonical basis of RdimM . In the end, we worked with
VN := SpanR
{
sij,k | i ∈ J1, dimMK,
j ∈ J0, N − 1K, 0 ≤ k < 2j} ,
and we have:
dimVN = (2
N + 1) dimM .
B.2. Regularization. We have found that the computation of geodesics becomes unstable
in the case of high dimensional latent spaces. To solve the problem, we introduced a
regularization cost so that instead of minimizing the energy functional E(γ) among
admissible curves, we minimize a loss:
L(γ) = E(γ) + λreg
∥∥γt=1 − γnaivet=1 ∥∥22 .
Here γnaivet=1 = (f1, b2) is the result of naive transport. Thanks to the additional term,
minimizing curves do not stray too far from the results given by naive transport.
B.3. Choices of hyper-parameters. The parameters tracked in the automatic differ-
entiation framework are the coefficients of γ ∈ VN . For numerical experiments, we used
∆t = 1/256 and N = 6. The gradient descent used the classical RMSprop stepper in
pyTorch.
A case-by-case description of learning rates and regularization parameters λreg is avail-
able in JSON format:
https://github.com/tariqdaouda/FiberedAE/tree/master/demos/geodesics_configurations
B.4. Training hardware. Computation of geodesics can be done in parallel for each
geodesic separately, on independent copies of the trained neural network. In this context,
we simply use multiple CPU threads and our machine of choice was a server with 192
cores Intel Xeon CPU E7-8890 v4 @ 2.20GHz and 512 GB of RAM. This is especially
useful for batch correction since datasets come with tens of thousands cells and we needed
one geodesic per cell. Otherwise, in order to compute geodesics in the hundreds as in the
paper’s Fig. 4.3, a laptop is more than enough.
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Appendix C. Details on the training framework
In this section we first introduce more thoroughly the works of Ganin et al.[GL14,
GUA+17] on domain adaptation. We then give a detailed description of the training
algorithms, the computer hardware and the datasets.
C.1. Domain Adversarial Training. The goal of [GL14, GUA+17] was to make a
classifier insensitive to changes in the domain of input. Here changing domains manifests
in shifts in data distributions that are not related to the nature of the classification task.
For a digit classifier, hand-written numbers and house numbers are two possible domains.
In that case, being domain insensitive means that the classifier uses discriminating features
that are domain independent.
For an input couple data-label (X, y), say a picture of a digit and its label, Ganin et al.
define a latent variable f and an estimated label ŷ as follows:
f := Eθe (X) ,(C.1)
ŷ := LCθc (f) = LCθc ◦ Eθe (X) ,(C.2)
where Eθe is an encoder, and LCθc a label classifier.
The presence of domain information in the latent space is estimated by adding a domain
classifier DCθd that takes a latent variable f as input and predicts the domain d̂ from it.
d̂ := DCθd (f) = DCθd ◦ Eθe (X) .(C.3)
In this context, there are two loss functions: LLC (θe, θc) for the label classifier and
LDC (θe, θd) for the domain classifier. As explained in [GL14][Fig 1], removing domain
information from the latent variable is reduced to minimizing LLC with respect to (θe, θe),
minimizing LDC with respect to θd while maximizing it with respect to θe.
By defining an aggregate loss on the sample ((Xi, yi))1≤i≤n that is:
Ladv (θe, θc, θd ; ((Xi, yi))1≤i≤n)(C.4)
:= LLC (θe, θc)− λLDC (θe, θd) ,
we need to implement the saddle-point optimization program that computes (θ̂e, θ̂c, θ̂d):(
θ̂e, θ̂c
)
:= Argmin
θe,θc
Ladv
(
θe, θc, θ̂d
)
(C.5)
θ̂d := Argmax
θd
Ladv
(
θ̂e, θ̂c, θd
)
(C.6)
That is found using the sequential stochastic updates given in [GL14][Eq. 4, 5, 6]:
θe ← θe − µ
(
∂LLC
∂θe
− λ∂LDC
∂θe
)
,(C.7)
θc ← θc − µ∂LLC
∂θc
,(C.8)
θd ← θd − µ∂LDC
∂θd
,(C.9)
where µ > 0 is a given learning rate.
A great contribution of Ganin et al. is to recast these non-standard updates as a classical
gradient descent, which can be implemented in most deep learning frameworks. This is
achieved using a Gradient Reversal Layer (GRL) at the level of f , that replaces ∂Ld
∂θe
with
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its opposite. A GRL Rλ seamlessly outputs the identity map during the forward pass,
while reversing (and scaling) the gradient during the back-propagation pass. The authors
carefully refer to Rλ as a ”pseudo-function” and define it as:
{
Rλ(x) := x ,
∇Rλ(x) := −λ Id .(C.10)
where Id is the identity matrix. The notation is clearly abusive as the two expressions are
incompatible for a mathematical function, while perfectly authorized for a neural network
layer.
C.2. Algorithms. This section shows the details of training an FAE with the algorithm
of each sub-routine presented in details. We denote by Adam(µ, g) a step obtained by
the Adam gradient descent algorithm, with learning rate µ and gradient g. Besides the
learning rate, we used the defaults of pyTorch v.1.4.0 for all other Adam parameters.
Algorithm C.1 FAE reconstruction training algorithm for one batch
Name: reconstruction-update
Input:
Training data: (X, X̂),
Parameters: θ
Learning rates: µ
gθ ← ∇θ 1n
∑n
i=1
∣∣∣Xi − X̂i∣∣∣2
θ ← θ − Adam(µ, gθ)
Algorithm C.2 FAE condition adversarial training algorithm for one batch
Name: cond-adv-update
Input:
Training data: f, c
Parameters: θe, θac
Learning rates: µac1, µac2
`← Υθac(f)
gac ← ∇θac
(
− log
(
exp(`c)∑n
i=1 exp(`i)
))
θac ← θac − Adam(µac1, gac)
ge ← ∇θe
(
− log
(
exp(`c)∑n
i=1 exp(`i)
))
θe ← θe + Adam(µac2, ge)
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Algorithm C.3 FAE condition fitting algorithm for one batch
Name: cond-fitting-update
Input:
Training data: X, X̂, c
Parameters: θd, θm, θc
Learning rates: µc1, µc2
`← Υθc(X)
gθc ← ∇θc
(
− log
(
exp(`cc)∑n
i=1 exp(`i)
))
θc ← θc − Adam(µc1, gθc)̂`← Υθc(X̂)
gd,m ← ∇θd,θm
(
log
(
exp( ̂`c)∑n
i=1 exp( ̂`i)
))
(θd, θm)← (θd, θm)− Adam(µc2, gd,m)
Algorithm C.4 FAE GAN training algorithm for one batch
Name: gan-update
Input:
training data: (X, X̂, c),
parameters: θe, θm, θd, θ∆
learning rates: µ∆1 , µ∆2
gθgd ← ∇θ∆ 1n
∑n
i=1 [logD(xi) + log(1−D(x̂i))]
θ∆ ← θ + Adam(µ∆1 , gθ∆)
θ ← (θe, θm, θd)
gθ ← ∇θ 1n
∑n
i=1 log(1−D(x̂i))
θ ← θ − Adam(µ∆2 , gθ)
For the reader’s convenience, we recall in Algorithm C.5 how the previous algorithms
are put together in the training of the entire neural network.
Algorithm C.5 FAE Training algorithm
Input:
dataset: D
parameters: θe, θm, θd, θac, θc, θ∆
learning rates: µmse, µac1, µac2, µc1, µc2, µ∆2, µ∆2
for all (X, c) ∈ D do
X̂ ← Ψθd (Φθe,θm(X, c))
reconstruction-update(X, X̂, θe, θm, θd, µmse)
f ← Φ1θe (X)
condition-adversarial-update( f, c, θe, θac, µac1, µac2 )
X̂ ← Ψθd (Φθe,θm(X, c))
condition-fitting-update( X, X̂, θd, θm, θc, µc1, µc2 )
X̂ ← Ψθd (Φθe,θm(X, c))
gan-update(X, X̂, θe, θm, θd, θ∆, µ∆1, µ∆2)
end for
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C.3. FAE training hardware. All FAEs where trained on a single GPU on a Dell
Precision 5530. RAM: 31GiB, CPU: Intel(R) Core(TM) i7-8850H CPU @ 2.60GHz, GPU:
Quadro P2000 Mobile.
C.4. Datasets.
C.4.1. Image datasets. We used the version of MNIST [LC10] provided by pyTorch and
the version of Olivetti provided by scikit-learn [PVG+11].
C.4.2. Single cell datasets pre-processing. We used the version of the pancreas dataset
provided by [LWT19] dataset size is (14, 693, 2448). For the PBMC dataset [KST+18],
we downloaded the pre-normalized version of the dataset provided by [LNTW19]. We
normalized gene expressions per cell, transformed expressions using log(expression+ 1),
and used only the top 2000 highly variable genes after processing dataset size was:
(13576, 2000).
For FAE training, all expressions for all datasets where normalized in [0, 1] by substracting
the minimum value and dividing by the maximum value. As Harmony runs on principal
components, we run our benchmarks on PCA reduced data by using the first 20 principal
components, in line with the methodology introduced by [TAC+20].
Appendix D. Image datasets experiments
D.1. FAE hyper-parameters selection. All FAEs hyper-parameters where optimized
using grid search, with reconstruction learning rates at least 10 times bigger than the
highest second learning rate. We considered the following:
• Learning rates: (10−3, 2.10−3, 10−4, 2.10−4, 10−5, 2.10−5, 10−6, 2.10−6).
• Hidden layer sizes: (64, 128, 256).
• Bottleneck (fiber) sizes: (1, 2, 5, 8, 10, 16, 32).
• Depths: (10, 20, 30, 40, 50, 80, 100).
• Embedding sizes (dimB): (1, 2, 10).
Appendix E. Single-cell RNA sequencing experiments
E.1. Classifiers training. We used three classifiers form sklearn v0.22 [PVG+11]: Logis-
tic regression (LogisticRegression, with solver lbfgs), Suport vector classifier (SVC with
kernel rbf ), random forest (RandomForestClassifier with 500 estimators). For all other
hyper-parameters we used the defaults of sklearn v0.22.
All classifier were trained with class balancing and were tested on a randomly selected
test set containing 25% of the total dataset.
E.2. FAE hyper-parameters selection. All FAEs hyper-parameters where optimized
using grid search, with reconstruction learning rates at least 10 times bigger than the
highest second learning rate. We considered the following:
• Learning rates: (10−3, 2.10−3, 10−4, 2.10−4, 10−5, 2.10−5, 10−6, 2.10−6).
• Hidden layer sizes: (64, 128, 256).
• Bottleneck sizes: (1, 2, 5, 8, 10, 16, 32).
• Depths: (10, 20, 30, 40, 50, 80, 100).
• Embedding sizes (dimB): 2 for pancreas and 1 for PBMC.
E.3. FAE Architectures. All architectures are available in JSON format at:
https://github.com/tariqdaouda/FiberedAE/tree/master/demos/configurations
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E.4. scGen architecture. We used the following hyper-parameters:
• z dimension: 100
• learning rate: 0.001
• dropout rate: 0.2
• alpha: 0.00005
E.5. SAUCIE architecture. We trained this model using the following hyper-parameters:
• lambda b=0.1,
• lambda c=0,
• layer c=0,
• lambda d=0,
• layers=[512, 256, 128, 2],
• activation=ReLU ,
• learning rate=0.001
E.6. Metric: LISI (Local Inverse Simpson Index). LISI measures the inverse Simp-
son Index in the local neighbourhood of each cell. Because it is a per-cell measure, here
we reported the aggregated mean and standard deviation metrics over all cells. We used
the implementation of [KMF+19].
For a given cell its LISI score is computed as follows. Let S be the inverse Simpson
index:
S =
1∑Z
i=1 p(i)
where Z is the number of batches in the dataset, and p(i) the probability of the batch
i being present in the local neighbourhood of that cell. To define the neighbourhood of
cells, probabilities are computed using a gaussian kernel centered over each cells (here we
used a perplexity of 30 as suggested by [KMF+19]).The resulting S is the average number
of cells needed to be sampled before two cells from the cell batch are drawn. In a unmixed
dataset the LISI score for most cells is close to 1, as it only takes on average 1 draw to a
get cell from the same batch. In a well mixed dataset the value should be close to the
total number of batches.
Just like [KMF+19] we used two versions of the LISI score. One on the batch, and
one on the cell-type. Both score are computed in the exact same way, they are however
interpreted differently. As the LISI score on batches should increase to become closer
to the number of batches, the LISI score on cell-types should remain close to 1. This
is because cells of the same types should remain clustered together after correction. An
increase in the LISI score on cell-types indicates a loss of cell-type specific features and
therefore of relevant biological information.
E.7. Metric: Huygens-Ward variance decomposition. Consider a sample
{X1, . . . , XN} ⊂ Rn
which can be clustered into k groups (Gi ; 1 ≤ i ≤ k). By definition, the global sample
mean and variance are:
m :=
1
N
N∑
i=1
Xi ,
σ2 :=
1
N
N∑
i=1
‖Xi −m‖22 .
FIBERED AUTO-ENCODERS 29
On the one hand, assimilating each group Gj to its center of mass
mj :=
1
|Gj|
∑
Xi∈Gj
Xi ,
the inter-class variance is defined as:
σ2e :=
1
k
k∑
j=1
‖mj −m‖2 .
On the other hand, considering each group separately, intra-class variances for each
group Gj are given by:
σ2j :=
1
|Gj|
∑
Xi∈Gj
‖Xi −mj‖22 .
Here |Gj| stands for the cardinal of the group Gj. The intra-class variance is defined as:
σ2a :=
1
k
k∑
j=1
σ2j .
In the end, performing a conditioning with respect to the groups, we invoke the law
of total variance. We obtain that total variance decomposes into the sum of inter-class
variance and intra-class variance:
σ2 := σ2e + σ
2
a .(E.1)
This is also known as the Huygens-Ward decomposition of the variance. Such a decom-
position has a very clear statistical interpretation for the purposes of batch correction.
Grouping the cells by batch, the goal is to minimize the inter-class variance while not
destroying the intra-class variance. Grouping the cells by cell-type, the goal is maximizing
cell separability by increasing inter-class variance.
Appendix F. Additional figures
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Figure F.1. Visualization of the (local) diffeomorphisms between two
fibers. Top: From F4 to F9. Bottom: From F1 to F0. Orange dots represent
the original coordinates in respectively F4 and F1, blue dots represent the
correspondences computed through geodesic transport. In accordance with
intuition, the correspondence between F4 and F9 is much more global as
these digits are more similar. The correspondence between F1 and F0 is
only locally stable, and shows more ”shearing” and ”tearing”. The bottom
picture is already stabilized thanks to a regularization parameter λreg = 0.02
(See subsection B.2).
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Figure F.2. Visualization of geodesic curves between two fibers isomorphic
to [−1, 1]2. Top: From F4 to F9. Bottom: From F1 to F0. With z being the
height coordinate, the z = 0 plane represents the starting fiber, while the
z = 1 plane represents the destination fiber. Clearly geodesics between F0
and F1 are less straight than between F4 and F9. This suggests that the
naive correspondence is not as strong, in accordance with intuition, and that
F1 and F0 should not be naively identified.
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Figure F.3. Manifold plots of 30 generated images generated using an
evenly spaced grid for naive transport. Each person is a condition and
F = [−1, 1]. The original dataset contains only 10 examples per person. We
see that naive transport places face of similar angles at similar positions in
F
Figure F.4. UMAP visualization of pancreas cells. Left column: cells
colored by batch, right: colored by cell types. From top to bottom: uncor-
rected data, scGen (bottleneck size: 100), naive transport (bottleneck size:
16). Contrary to scGen, naive transport was able to integrate cells form the
red batch despite the small sample size. This suggests that FAE are better
at integrating datasets of small sample sizes
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