ABSTRACT. -The paper proposes an overview of different modelling approaches used for severe transients, particularly dam-break waves. One-, two-and three-dimensional approaches are briefly recalled with some examples in order to highlight their strengths and weaknesses, especially regarding the accurate speed of information through the numerical schemes. Two examples are developed with more details in order to highlight the result sensitivity to the selected model: the classical circular dam break and its dependency on the mesh, and the behaviour of the dam-break flow in a 90° bend. Experimental data are also presented in order to show that, even in the near-field, hydrostatic pressure assumption has a limited impact on the accuracy. Some results from Smoothed Particle Hydrodynamics are also compared to common Eulerian approaches. In order to use the best of each approach, hybrid methods are also considered through the example of the 90° bend. Fast transients generally induce erosion and deposition of large amounts of sediment. The challenge is now to account for the inertia of the sediments suddenly mobilised. A two-layer model is proposed, with some assumptions, not wholly in line with experimental observations, but with promising results. Several improvements are tested but closure equations remain delicate and require more fundamental investigations.
I. INTRODUCTION
The aim of the paper is to present an overview of modelling approaches used for dam-and dyke-breaking flows and to share some of the authors' experience in that field. This kind of problem is not only an academic game since important issues for decision makers rely on the accuracy of simulation tools in terms of alert and emergency organisation. In particular, two specific parameters have to be predicted as accurately as possible: the maximum water depth, and the arrival time of the wave front.
The accurate prediction of the arrival time is generally the most difficult to fulfil. This accuracy may significantly depend on the discretisation of the valley topography, but also on the interaction between the flow and its environment, particularly if the flooding occurs over loose bed and banks, which is generally the case of natural valleys. The paper will be arranged in two sections. The first section deals with the selection of the most adequate model according to the characteristics of the valley. This includes some simplified downgraded models that can be used in order to make the modelling of heterogeneous valleys more affordable in terms of computational cost, for example in case of rugged geometry, sometimes difficult to discretise in details. The second section attempts to address the case of rapid transients over a mobile bed.
meshes. The mathematical description may be Eulerian or Lagrangian. Also the numerical approaches may vary significantly from one case to another. The choice between these different approaches is not trivial and it is not always evident that the most complicated model is the most efficient. This section is not aimed at developing an exhaustive overview of all those approaches, but rather to present some examples of the issues and limitations related to a selection of the possible modelling approaches.
II.1. One-dimensional (1D) approach
This approach relies on the simplest representation of the valley geometry, described by a series of cross-sections at given space intervals along the valley thalweg (coordinate x). The key advantage of this type of model is that it does not require too many data. Moreover possible inaccuracies in the data do not influence too much the results.
However the mathematical description by the shallow-water (Saint-Venant) equations, based on the assumption of parallel velocities and hydrostatic pressure distribution, is not so simple in case of complicated geometries. These equations can be written in the following conservative form: 
where A is the cross-section area, Q the discharge, b the Boussinesq coefficient accounting for a non-uniform distribution of the velocity, S 0 is the bed slope and S f the friction slope, I 1 is the first moment of the cross-section accounting for the hydrostatic pressure on area A (Fig. 1) , and I 2 represents the effect of a spatial variation of the cross-section width, so accounting for the lateral pressure due to section enlargement or constriction:
So, the term -g∂I 1 /∂x represents the difference between the hydrostatic pressure forces on both ends of the control volume (Fig. 2) , from which gI 2 is the part due to a change in the cross-section width, which is counterbalanced by the longitudinal component of the pressure exerted on the lateral surface of the reach.
The form (1-2) of the equations is conservative, so ready to use for the common finite-volume numerical scheme, written in the general vector form:
where U is the vector of conserved variables, here (A, Q) T , and F is the flux term consisting of the fluxes of mass and momentum, this latter combined with the pressure variation due to water depth variation: g ∂I 1 /∂x, while the pressure variation due to non prismaticity, represented by I 2 , is relegated in the source term S, since not depending on the conserved variables.
In finite-volume formulation, (5) leads to the following discrete scheme around a cell i, located between cells i -1 and i + 1:
where superscripts n and n + 1 refer to the initial and final time of the time step and * to an intermediate time to be defined ( Fig. 3) . In the first-order scheme, the variables are considered as constant in the computational cell (Fig. 4) , resulting in discontinuities at the cell interfaces. These discontinuities form Riemann problems from which the fluxes F* between computational cells can be evaluated. One of the common difficulties is to avoid spurious flow when computing water at rest over an irregular topography. Indeed, the flux term F, including the pressure variation, is generally calculated using an upwind scheme that gives more weight to the upstream cell. The source term S, including the part of the pressure due to non-prismaticity, needs then to be discretised according to the C-property [Bermudez and Vasquez, 1994] , i.e. in a way that is compatible with the pressure terms in the fluxes F to avoid creation of spurious momentum. This property is of particular importance if the valley is non-prismatic, with I 2 ≠ 0 [Petaccia et al., 2013] .
Another issue, directly related to fast transients and particularly to dam-break problems, is the speed of information. This is accurately represented by characteristics that precisely follow the propagation of information within the 
is directly issued from the characteristics. In (7), Fr = V c is the Froude number, the overbar indicating an averaging between left and right cell values, c = (g A/B) 1/2 being the wave celerity and V = Q/A the mean velocity. To make the expression valid also for supercritical flow, the value of Fr is limited to 1, in such a way that the flux becomes fully upwinded when Fr ≥ 1. The last term in (7), active only when Fr < 1 represents a kind of diffusion that vanishes for supercritical flow.
Actually, even if derived in various ways, the most popular flux predictors, for instance Roe scheme [Roe, 1981] and HLL solver [Harten et al, 1983; Guinot, 2008] can be written in the same form as (7).
As the flux predictor is based on characteristics, a correct propagation of information and waves is ensured. However, in a dam-break flow over dry bed, the transmission of the information is essentially guided by the cell arrangement. This is illustrated in Fig. 6 [ Soares-Frazão, 2002] : without specific precaution, at each time step, a new cell will receive upstream information, in such a way that the front speed will depend on the space interval Dx.
According to the Ritter analytical solution for a dam break with initial water depth h 0 in the upstream reservoir, at the wave front the celerity and the water velocity are equal to 2 (g h 0 )
1/2 , while the water depth and the discharge are equal to 0. But as the variables are precisely the water depth h and the unit discharge q, the computed velocity q/h → 0/0. However, in practice, as h → 0 faster than q → 0, the computed velocity might tend toward infinity and the numerical simulation will fail. One solution [Soares-Frazão, 2002] could be to impose a minimum water depth h min , and to block the flux until this depth is reached in the downstream cell (Fig. 6 ). With this numerical trick that ensures stability of the scheme for wave propagation over a dry be, the front speed still depends on the space interval Dx, but in a less pronounced way, and also on the value of h min . A comparison between the analytical and numerical front wave propagation speed is shown in Fig. 7 for different values of h min : it can be observed that the computed front celerity is always slower than the analytical one.
In conclusion, accurate following of the wave front, although crucial for alerting threatened population, remains a difficult task in one-dimensional approach. This task maybe still more complex for two-or three-dimensional approaches. 
II.2. Two-dimensional (2D) approach
In two-dimensional conservative vector form the SaintVenant shallow-water equations read [e.g. Guinot, 2008] :
where u and v are the depth-averaged velocity components, and the subscript x and y denoting the component of the bottom slope S 0 and the friction slope S f . A priori, this formulation is simpler than the 1D one, as it avoids the sometimes complex link between the cross-section area A and the depth h. However, the price to pay for this simplicity is the considerable amount of data required for representing the valley geometry, and also the dependence of the results on the 2D grid selected for representing the problem. Fig. 8 shows the example of a sinuous Belgian valley, for which dam-break flow computations were carried out 15 years ago with a limited data set, in such a way that the 2D approach was only possible with a rather coarse grid. The arrival time at the city of Malmedy was estimated equal to 6 minutes using a 1D model, but 45 minutes with a 40-m square grid, this latter inducing significant but non-physical head losses. The use of a 60-m triangular grid, more adapted to the valley shape but still coarse due to the poor data density, led to a 17-minute prediction, more realistic but not completely convincing. So, a 2D model requires a lot of data and an appropriate grid arrangement to be usable.
Moreover, the question of the information speed is somewhat delicate in 2D models. The domain of dependence, which was limited by two characteristics in 1D approach, is now a conical characteristic surface in the phase space (x, y, t). Any point inside this surface may influence the point at the summit of the cone [Guinot, 2008] . The problem is generally circumvented by a secant plane approach. Equations (8), as most of the equation in fluid mechanics, are invariant by rotation and it is possible to use a projection of these equations onto a plane, for example normal to the interface j of the triangular computation cell i (Fig. 9) , in order to restrict the 2D approach to a one-dimensional.
Defining T as the transformation matrix from the coordinate system (x, y) to the local system (x n , y t ) The corresponding finite-volume scheme reads for a cell i of base area W i limited by nb interfaces of lengths L j : , which implies
The flux predictors now implies three characteristics, for which the propagation speeds are u n -(gh) 1/2 , u n and u n + (gh) 1/2 , respectively. Adapted flux F-predictor schemes can then be derived, such as for example the HLLC solver [Toro, 1997] that leads to relations similar to (7) for the two first components of vector F but a simple advection for the third component (u n v t h).
However, in a discretised form, all the projection operations obviously alter the transmission of information, which is clearly visible in the classical example of circular dam break. Fig. 10 shows the computation of the wave due to a cylindrical water column of 2 m diameter with a water depth of 2 m collapsing in a 1-m deep water outside the reservoir. A finite-volume numerical scheme is used with a HLLC solver. An orthogonal structured mesh privileges the main directions, while an unstructured mesh results in a more uniform wave propagation, but without preventing a significant delay compared to a radial-circular mesh perfectly aligned with the wave propagation.
Of course, some techniques are developed to circumvent this type of limitation, generally relying on a more sophisticated description of the variables inside the computation cell. Among others, the EigenVector-based Reconstruction (EVR) approach, proposing a linear reconstruction of the water surface and taking advantage of the eigenstructure of the equations, seems particularly efficient [Soares-Frazão and Guinot, 2007] .
However, it must be kept in mind that a 2D description is not a guarantee of accuracy, as it is partly depending on the skills of the mesh designer to anticipate the main flow direction.
II.3. Three-dimensional (3D) approach
Most of fast hydraulic transients present three-dimensional features, mainly in the near-field of the initiating phenomenon (sudden release of water, hydropower operations, damor dike-break), but also in the presence of obstacles (sudden change in the valley direction, bridge piers, etc.). So the ultimate dream of the modeller is of course to use a 3D model in order to capture all the detailed features of the flow, and also to predict the pressure exerted by the wave against the obstacles.
The 3D models rely on the mass and momentum conservation equations [Ferziger and Perić, 2002] : 
where k is the turbulent kinetic energy. 
and d ij the Kronecker symbol, µ t being the eddy viscosity that can be estimated by various models, among which the popular k-e model. To capture the evolution of the water surface, it is common to freeze this one which is thus treated as a solid limit, then to compute the pressure distribution along this fictitious limit and to move the water surface geometry in order to recover a null pressure along this. This technique is of course not adapted to fast transients where the water surface may evolve significantly from one time step to the other. So, most of the models circumvent this difficulty by using a volume-of-fluid (VOF) technique. The VOF method is a surface-tracking technique, in which a specific transport equation is used to determine the relative volume fraction of water h in each computational cell [Biscarini et al., 2010] . So, h is in the range [0, 1]: 0 in air, 1 in water, between 0 and 1 in a cell containing the water surface, depending on the surface position. A term is now added to the motion equation (10b) to account for the surface curvature and the resulting surface tension, and a transport equation is added to (10) for the transport of the relative water fraction:
In the 3D approach, the internal stresses are explicitly described, while the 1D and 2D approaches rely on a simplified model of the bed-and bank-induced turbulence by means of the energy slope S f estimated for instance from a Manning-Strickler equation. So, 3D approaches are designed to account for and represent any recirculation zones in the flow, while 2D can only predict horizontal recirculation, as far as depth-averaged shear stresses are considered. Such circulation can appear for example in a sudden expansion of the valley. However, in the case of a dam break, the influence of a recirculation on the main stream is generally negligible [Soares-Frazão et al., 2003] . Moreover, numerical diffusion often induces artificial recirculation, although the results in such a zone are of course not accurate.
An obvious advantage of the 3D approach is the possibility to account for the vertical component of the velocity and for a non-hydrostatic pressure distribution that arises from the non-parallel flow and from stream line curvature. However, even in the near-field of an idealised dam break, the development of the non-parallel zone is rather limited. Recent experiments [Aleixo et al., 2011; Aleixo et al., 2013] have explored the velocity field in the vicinity of a dam-break simulated by a gate rapidly moving down. Fig. 11 shows some of their results for an experiment with initial water depth h 0 = 0.325 m in the upstream reservoir. Two situations are depicted: at non-dimensional time t/(h 0 /g) ½ = 2.50 and 5.00, respectively. For this latter time, the distribution in angle and amplitude of the velocities is also shown, clearly indicating that the velocities, while not completely horizontal, are parallel enough to justify an assumption of hydrostatic pressure distribution and the use of shallow-water equations.
Regarding the speed of information, 3D modelling is often rough. In (10b), the second term of the left-hand side represents the convection, while the second derivatives of the right-hand side, obtained introducing (11) in (10b), represents the diffusion. According to Patankar [1980] , the non-dimensional Peclet number representing the ratio of the strength of convection and diffusion is used for deciding the degree of upwinding. Beyond a given threshold of the Peclet number the upwinding is forced to be complete, while, below this threshold value the upwinding is only partial, according to various schemes. This idea is directly inspired by heat transfer between two bodies of distinct temperatures. That means that the Peclet number plays the role in 3D approach that the Froude number plays in 2D. So, the speed of information is also depending on the size and arrangement of computational cells, with the risk of spurious delays, if the cells are not well aligned with the main information paths.
A typical example of three-dimensional behaviour of a fast-transient flow is the experiment of a dam-break flow in a channel with a 90° bend carried out at the Université catholique de Louvain [Soares-Frazão and Zech, 2002] . is predominant. Then, when the water is suddenly stopped in the bend, its kinetic energy is transformed into potential energy (rise of the water surface) and important head losses occur. Contrarily to kinetic energy, which is associated to velocity vectors with a given direction, the potential energy is purely scalar without any preferential direction. This potential energy then transforms back into kinetic energy: a part of the water flows further downstream, while another part recedes upwards to the reservoir developing a bore. This is illustrated in Fig. 13 . Fig. 14 represents the water profile at two characteristic times, obtained by means of digital imaging technique (black lines). Water profiles were acquired at different view windows along the channel and then arranged to form a developed flow profile that can be compared with the computed ones. The bend zone, located between abscissa 6.31 m and 7.3 m, is indicated by two vertical lines. Two computational results are shown: a 2D finite-volume approach by the authors [Soares-Frazão and Zech, 2002 ] using a Roe solver, and a 3D VOF approach by Biscarini et al. [2010] . The experimental data present some gaps, due either to blind zones by the channel structure, or to the splash effect of the wave arrival against the bend. The 3D model, while producing spurious surface waves, seems significantly better for the first water rebound, but with a trend to smoothen the receding bore occurring at t = 7 s. The 2D model is better regarding this point but with some delay in the propagation speed of the receding bore. So, both approaches seem complementary.
Besides the classical VOF method, some less conventional approaches are also investigated. In particular, the Smoothed Particle Hydrodynamics (SPH) is a mesh-free method, where the fluid domain is represented by a set of irregularly spaced nodal points where the physical properties are known. These nodal points then move with the fluid hence making the technique a Lagrangian method. The physical properties of each particle can change with time due to the interactions with neighbouring particles. This is translated in the numerical scheme by means of weighting functions, sometimes delicate to define near the free surface [Gomez-Gesteira et al., 2010] . Fig. 15 shows the result of such a method for a body of water 2-m deep and 1-m long collapsing in a reservoir 3-m long. The SPH results by Gomez-Gesteira et al. [2010] are compared to a simple 1D approach, with two different assumptions regarding the bed friction.
The SPH results appear delayed, showing that the speed of information remains problematic, as an artificial viscosity has to be imposed to prevent instabilities, without clear link with physical friction coefficients. Another observation is that SPH delivers nice picture of the splashing zone but it fails in representing the emptying of the upstream reservoir: indeed, a portion of water appears as "stuck" to the wall, which is probably again an effect of the excessive artificial viscosity.
II.4. Hybrid approaches and simplified models
It is clear that each approach presents advantages and drawbacks. Two limiting factors are generally considered: the computational time, which is less and less a problem due to the increasing power of computers, and the requirements in terms of data. This latter limitation is an invitation to simplify the non-essential parts of the problem and to use hybrid approaches for refining the results in the area of interest. An example of a simplified model used for the above-described 90° bend is shown in Figs. 16 and 17 . From digital imaging measurements, the velocity field in the bend was obtained, which allowed the reconstruction of the stream lines, showing two recirculation zones (Fig. 16) . So, a fictitious straight geometry was tested (Fig. 17) featuring the same hydraulic behaviour as the bend of figure 10, i.e. a locally constricted cross-section. Such an analogous constriction allows the use of a 1D model with results (not shown here) rather close to 2D [Soares-Frazão, 2002] .
Another way to obtain the same result is the use of hybrid 1D/2D approaches. The same 90°-bend channel case concentrates most of the 2D features in the bend itself, while the upstream and downstream reaches present rather 1D behaviour. Such a hybrid approach is illustrated in Fig. 18 , with results in Fig. 19 . These results agree reasonably well with the measurements, except regarding the front celerity.
III. WHAT HAPPENS OVER MOBILE BED?
Most of fast-transient flow studies only focus on the hydrodynamic behaviour of the wave. However the amount of sediments mobilised by a sudden release of water may be of the same order of magnitude as the volume of released water [Capart, 2000] . Modelling sediment movement induced by severe transients remains a challenge, as most common approaches neglect inertia effects in sudden mobilisation of sediments. Four types of model are generally used: (1) sediment movement instantaneously adapting to hydrodynamic changes, (2) spatial or temporal lag laws to give space or time to the sediments to progressively reach the transport capacity, (3) two-phase model allowing the sediments to move independently of the water but inside the water, and (4) two-layer model, able to account for the inertia of the bed-load sediment layer. The first model has proved to be inaccurate in fast transient flows, while the lag laws are difficult to calibrate. So the two last approaches seem the most promising. Here we propose to focus on the two-layer model that is developed from years in the authors' research team and thus more familiar to them.
III.1. Two-layer (2L) approach: basic model
This approach was initially proposed by Capart [2000] . Extensions of the model have been proposed by Capart and Young [2002] , Spinewine [2005] and Savary [2007] . Assuming a shallow-water hydrostatic pressure distribution, the flow is divided in two layers. The upper layer is made of flowing water only. The lower flow layer materialises the sediment transport layer as a sheet flow. The main variables are the thickness of the water layer h w and of the transport layer h s , the velocity in each layer u w and u s , respectively, and the level of the interface between the transport layer and the bed z b . The sediment bed has a volumetric sediment concentration C b , while the transport layer is made of a water-sediment mixture with a sediment concentration C s . Both C b and C s are assumed constant in time and in space ( Fig. 20(a) while conservation of momentum applied to the same control volumes reads:
not only of the velocity profile in the transport layer but also of the concentration distribution, confirming that both are linear. They also developed a two-layer model in line with these observations (Fig. 23) . Now c, the concentration at the bottom interface of the transport layer, enters the set of variables in the equations, avoiding to arbitrarily impose this value. Fig. 24 shows the case of a dam-break with h 0 = 0.35 m, over PVC pellets (D equ = 3.92 mm, r s = 1580 kg/m 3 ), comparing the measured and computed velocity and concentration profiles. The new scheme proves to be really promising. Two obstacles however remain in that kind of model: on the one hand, in a 2D transposition of the model, the sediment transport velocity is now forced to have the same direction as the water velocity, which is not realistic; on the other hand, closure equations for the bottom stresses s b and t b are not evident and probably require more experimental investigations to better understand what happens along the layer interfaces.
IV. CONCLUSIONS
At the end of this overview, it seems clear that each approach -1D, 2D, 3D -presents advantages and drawbacks. Hybrid approaches are thus promising as they ensure accuracy where it is required, without demanding too much in terms of data.
Regarding the modelling of intense erosion and deposition generally induced by severe transients, several approaches seem promising, none of them completely founded physically, so requiring further research. 
V. REFERENCES

