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Abstract
This paper studies a rarely explored but critical anomaly de-
tection problem: weakly-supervised anomaly detection with
limited labeled anomalies and a large unlabeled data set. This
problem is very important because it (i) enables anomaly-
informed modeling which helps identify anomalies of inter-
ests and address the notorious high false positives in unsu-
pervised anomaly detection, and (ii) eliminates the reliance
on large-scale and complete labeled anomaly data in fully-
supervised settings. However, the problem is especially chal-
lenging since we have only limited labeled data for a single
class, and moreover, the seen anomalies often cannot cover all
types of anomalies (i.e., unseen anomalies). We address this
problem by formulating the problem as a pairwise relation
learning task. Particularly, our approach defines a two-stream
ordinal regression network to learn the relation of randomly
selected instance pairs, i.e., whether the instance pair contains
labeled anomalies or just unlabeled data instances. The result-
ing model leverages both the labeled and unlabeled data to ef-
fectively augment the data and learn generalized representa-
tions of both normality and abnormality. Extensive empirical
results show that our approach (i) significantly outperforms
state-of-the-art competing methods in detecting both seen and
unseen anomalies and (ii) is substantially more data-efficient.
Introduction
Anomaly detection aims at identifying exceptional data in-
stances that have a significant deviation from the majority of
data instances, which can offer important insights into broad
applications, such as identifying fraudulent transactions or
insider trading, detecting network intrusions, and early de-
tection of diseases. Numerous anomaly detection methods
have been introduced (Aggarwal 2017a; Chen et al. 2017;
Schlegl et al. 2017; Zenati et al. 2018; Pang et al. 2018;
Ruff et al. 2018), of which most are unsupervised methods.
The popularity of the unsupervised methods is mainly due
to that they avoid the prohibitive cost of labeling large-scale
anomaly data. However, since they do not have any prior
knowledge of the anomalies of interests, many anomalies
they identify are data noises or uninteresting data instances,
leading to high false positives or low detection recall.
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To address this issue, we study a rarely explored but
critical anomaly detection problem, i.e., weakly-supervised
anomaly detection with a few (e.g., multiple to dozens) la-
beled anomalies and a large-scale unlabeled data set. The
limited labeled anomalies can be leveraged as our prior
knowledge of the anomalies to learn anomaly-informed de-
tection models to reduce false positives (Aggarwal 2017b).
Compared to fully-supervised anomaly detection techniques
that require large-scale and complete labeled anomaly data,
the weakly-supervised anomaly detection is much more
practical, because although labeling large-scale anomaly
data that covers all types of anomalies is too costly (if not
impossible), a small set of labeled anomalies can often be
made available with affordable/trivial cost in many real-
world anomaly detection applications. These labeled anoma-
lies may come from a deployed detection system, e.g., a few
successfully detected network intrusion records, or they may
be from end-users, such as a small number of fraudulent
credit card transactions that are reported by bank clients.
However, this problem is especially challenging. This is
because we have only limited labeled data for the anomaly
class, and moreover, anomalies typically stem from un-
known events. Therefore, the limited labeled anomalies of-
ten, if not always, cannot cover all types of anomalies. As a
result, using these limited anomalies as supervision informa-
tion is presented with significant challenges in generalizing
detection models to detect seen and unseen anomalies (i.e.,
new types of anomalies that are unseen during training).
There have been a few early explorations in this re-
search line using traditional methods (McGlohon et al. 2009;
Tamersoy et al. 2014; Zhang et al. 2018) or recently
emerged deep anomaly detection methods1 (Pang et al.
2018), but they leverage the labeled anomalies as auxiliary
data to enhance an existing anomaly measure or perform a
classification-based anomaly detection. This leads to insuf-
ficient exploitation of the labeled data and/or poor general-
ization to unseen anomalies.
Additionally, note that well established semi-supervised
anomaly detection (Noto et al. 2012; Go¨rnitz et al. 2013;
1Deep anomaly detection methods refer to any methods that ex-
ploit deep learning techniques (Goodfellow et al. 2016) to learn
feature representations or anomaly scores for anomaly detection.
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Ienco et al. 2017) focuses on learning patterns of the normal
class using labeled normal data, which is fundamentally dif-
ferent from our task in terms of the given data and problem.
These differences are summarized in Table 1 (see Related
Work for detailed discussions).
Table 1: Weakly- and Semi-supervised Approaches
Approach Training Data Problem
Semi-supervised Large normal data,
large unlabeled data
Learn patterns of labeled
normal data
Weakly-supervised Limited (incomplete)
anomaly data, large
unlabeled data
Learn patterns of labeled
anomalies that also general-
ize well to unseen anomalies
This paper introduces a novel deep anomaly detection
formulation and its instantiation, namely PRIor knowledge-
driven Ordinal Regression network (PRIOR), for the
weakly-supervised setting. We formulate the problem as a
pairwise relation learning task, of which a two-stream or-
dinal regression network is defined to learn the relation of
instance pairs, i.e., to discriminate whether a instance pair
contains the labeled anomalies or just unlabeled instances.
Particularly, PRIOR first generates unordered pairs of in-
stances from the small labeled anomaly set and a large unla-
beled data set, and then augments the pairs with a synthetic
ordinal class feature, in which larger scalar class labels are
assigned to the instance pairs that contain at least one labeled
anomaly than the other pairs. PRIOR further feeds these pair
samples into the regression network to directly learn their
anomaly scores. At the testing stage, PRIOR pairs test in-
stances with the training instances and uses the regression
network to infer their anomaly scores.
Unlike previous deep methods (Chen et al. 2017; Zong
et al. 2018; Ruff et al. 2018) that aim to improve existing
anomaly measures with new feature representations, PRIOR
uses the added ordinal feature to directly learn an anomaly
measure, achieving more efficient use of the labeled data.
PRIOR assigns large anomaly scores to instance pairs when
they share similar characteristics to labeled anomalies or de-
viate from the interactions between unlabeled instance pairs.
This helps identify both seen and unseen anomalies. Accord-
ingly, this paper makes the following main contributions.
• We propose a novel formulation for inventing tailored
data augmentation and ordinal regression to perform
weakly-supervised deep anomaly detection via pairwise
relation learning. This yields anomaly-informed detection
models with good generalizability.
• A novel method, namely PRIOR, is instantiated from our
formulation to directly learn anomaly scores, which opti-
mizes the scores in an end-to-end fashion, achieving well
optimized anomaly scores and data-efficient learning.
Our empirical results on nine real-world data sets show
that PRIOR (i) significantly outperforms four state-of-the-
art contenders, e.g., at least 27% average improvement in
precision-recall rates, (ii) obtains a substantially better data
efficiency, e.g., it requires 50%-88% less labeled anomalies
to perform comparably good to, or substantially better than,
the best contenders, and (iii) achieves substantially better
generalizability to unseen anomalies than its contenders.
Pairwise Relation Learning
Problem Formulation
Given a set of N + K training data instances X =
{x1,x2, · · · ,xN ,xN+1,xN+2, · · · ,xN+K} with xi ∈
RD, where U = {x1,x2, · · · ,xN} is a large unlabeled data
set and A = {xN+1,xN+2, · · · ,xN+K} with K  N is a
very small set of labeled anomalies that provide some prior
knowledge of anomalies, our goal is to learn an anomaly
scoring function φ : X 7→ R that assigns anomaly scores to
data instances in a way that we have φ(xi) > φ(xj) if xi is
an anomaly and xj is a normal data instance.
To obtain more labeled data and perform an end-to-end
anomaly score learning, we formulate the problem as a
pairwise relation learning task, of which we aim to as-
sign substantially larger anomaly scores to the data instance
pairs that contain at least one anomaly than the other in-
stance pairs. This can be achieved by ordinal regression
techniques (Gutie´rrez et al. 2016). Specifically, let P ={{x,x′, y} |x,x′ ∈ X and y ∈ N} be a set of unordered
pairs of instances with artificial class labels, where each pair
{x,x′} belongs to one of the three different types of pos-
sible combinations: {a,a}, {a,u} and {u,u} (a ∈ A and
u ∈ U) and y ∈ N|P| is an ordinal class feature with de-
creasing value assignments to the respective {a,a}, {a,u}
and {u,u} pairs, i.e., y{a,a} > y{a,u} > y{u,u}, then the
learning of anomaly scores can be transformed as to learn a
ternary ordinal regression function φ : P 7→ R.
We then instantiate the formulation into the method
PRIOR for deep anomaly detection. As shown in Figure 1,
PRIOR consists of three modules: data augmentation, end-
to-end anomaly score learner and ordinal regression. The
data augmentation generates the labeled instance pair set P .
The anomaly scoring φ is a composition of a feature learner
ψ and an anomaly score learner η, which can be trained in an
end-to-end manner with an ordinal regression loss function.
Tailored Data Augmentation
Different from popular editing-based augmentation (Zhang
and LeCun 2015; Perez and Wang 2017), two augmenta-
tion methods tailored for our problem are used to substan-
tially extend the labeled data: (i) we first generate a set of
instance pairs with instances randomly sampled from the
small labeled anomaly set A and the large unlabeled data
set U , and categorize the pairs into three classes C{a,a},
C{a,u} and C{u,u} based on the sources that the instances
of each pair sample from, where a ∈ A and u ∈ U ; and (ii)
a synthetic ordinal class feature y is then added, in which
the instance pairs of the three classes are assigned with
scalar class labels, such that y{a,a} = c1, y{a,u} = c2,
y{u,u} = c3 and c1 > c2 > c3. By doing so, we effi-
ciently synthesize A and U to produce a large labeled data
set P = {{x,x′, y} |x,x′ ∈ X and y ∈ N}.
More importantly, P contains critical information for dis-
criminating anomalies from normal data instances. This is
due to the fact that since anomalies are rare data instances,
the unlabeled data set U is often dominated by normal data
instances. As a result, most C{u,u} pairs consist of nor-
mal instances only. Thus, with P as data inputs, PRIOR is
Figure 1: PRIOR - Prior Knowledge-driven Two-stream Or-
dinal Regression Networks. It takes C{a,a}, C{a,u} and
C{u,u} instance pairs as inputs and learns to assign larger
anomaly scores to the C{a,a} and C{a,u} instance pairs that
contain at least one labeled anomaly than the C{u,u} pairs.
fed with training samples that contain key information for
discriminating the C{a,a} and C{a,u} pairs that contain at
least one anomaly from the C{u,u} pairs consisting of nor-
mal instances only. Note that a few C{u,u} pairs may con-
tain anomalies due to potential anomaly contamination in U ,
leading to some noisy pairs in the training data, but we found
the end-to-end learning of anomaly scores enabled PRIOR
to be trained very data-efficiently, which effectively over-
came the negative effects brought by these noisy pairs.
End-to-end Anomaly Score Learner
An end-to-end anomaly score learner is then defined to
take pairs of data instances as inputs and directly output
the anomaly scores of the pairs. Let Z ∈ RM be an in-
termediate representation space, we define a two-stream
anomaly scoring network φ
(
(·, ·); Θ) : P 7→ R as a com-
position of a feature learner ψ(·; Θr) : X 7→ Z and an
anomaly scoring function η
(
(·, ·); Θs
)
: (Z,Z) 7→ R,
where Θ = {Θr,Θs}. Specifically, ψ(·; Θr) is a neural fea-
ture learner with H ∈ N hidden layers and weight matrices
Θr = {W1,W2, · · · ,WH}:
z = ψ(x; Θr), (1)
where x ∈ X and z ∈ Z . Different network structures can
be used here, such as multilayer perceptrons for multidimen-
sional data, convolutional networks for image data, or recur-
rent networks for sequence data (Goodfellow et al. 2016).
η
(
(·, ·); Θs
)
is defined as an anomaly score learner which
uses a linear neural unit in the output layer to compute the
anomaly scores based on the intermediate representations:
η
(
(zi, zj); Θs
)
=
M∑
k=1
wokzik+
M∑
l=1
woM+lzjl+w
o
2M+1, (2)
where z ∈ Z , (zi, zj) is a concatenation operation of zi and
zj , and Θs = {wo} (wo2M+1 is the bias term). As shown in
Figure 1, to reduce the optimization complexity, PRIOR uses
a two-stream network with the shared weight parameters Θr
to learn the representations zi and zj .
Lastly φ
(
(·, ·); Θ) can be formally represented as
φ
(
(xi,xj); Θ
)
= η
((
ψ(xi; Θr), ψ(xj ; Θr)
)
; Θs
)
, (3)
which can be trained in an end-to-end fashion to directly
map original data inputs to scalar anomaly scores.
Note that the concatenation results in an ordered pair
(zi, zj). This does not affect the unordered pairs from the
C{a,a} and C{u,u} classes since the instances of these pairs
come from the same data set (i.e., A or U), but it may pro-
duce inverse effects on our training with the C{a,u} pairs.
We address this problem by transforming all unordered
C{a,u} pairs into ordered pairs C(a,u) before training.
Loss Functions for Ordinal Regression
PRIOR then feeds the ordinal class labels and the anomaly
scores output by φ to optimize the scores using an ordinal re-
gression objective, which aims to assign substantially larger
anomaly scores to the C{a,a} and C{a,u} instance pairs than
the C{u,u} instance pairs. This fulfills a prior knowledge-
driven direct optimization of the anomaly scores, which is
expected to have more data-efficient learning and optimized
anomaly scores than the current deep methods that focus on
optimizing feature representations in an unsupervised way.
Let y be the ordinal label of an instance pair {xi,xj}, we
define the loss as below to guide the optimization:
L
(
φ
(
(xi,xj); Θ
)
, y
)
= |y − φ((xi,xj); Θ)|. (4)
The absolute loss is used to reduce the effect of potential
noisy pairs due to the anomaly contamination in U . The three
class labels y{a,a} = 8, y{a,u} = 4 and y{u,u} = 0 are
used by default to enforce large margins among the anomaly
scores of the three types of instance pairs. PRIOR also works
very well with other value assignments as long as there are
reasonably large margins among the ordinal class labels.
Therefore, the overall objective function can be written as
min
Θ
1
|B|
∑
{xi,xj ,y}∈B
|y − φ((xi,xj); Θ)|+ λR(Θ), (5)
where B is a sample batch from P and R(Θ) is a regular-
ization term with the hyperparameter λ. These optimization
settings are provided in the experiments section.
Anomaly Detection Using PRIOR
Training Stage Algorithm 1 presents the procedure of
training PRIOR. Step 1 first extends the data X into a set of
instance pairs with ordinal class labels, P . After an uniform
Glorot weight initialization (Glorot and Bengio 2010) in
Step 2, PRIOR performs stochastic gradient descent (SGD)
based optimization to learn Θ in Steps 3-9 and obtains the
optimized φ in Step 10. Particularly, stratified random sam-
pling is used in Step 5 to ensure the sample balance of the
three classes in B. Step 6 performs the forward propagation
of the network and computes the loss. Step 7 then uses the
loss to perform gradient descent steps.
Algorithm 1 Training PRIOR
Input: X ∈ RD with X = U ∪ A and ∅ = U ∩ A
Output: φ : (X ,X ) 7→ R - an anomaly score mapping
1: P ← Augment the training data with U and A
2: Randomly initialize Θ
3: for i = 1 to n epochs do
4: for j = 1 to n batches do
5: B ← Randomly sample b data instance pairs from P
6: loss ← 1
b
∑
{xi,xj ,y}∈B |y− φ
(
(xi,xj); Θ
)|+ λR(Θ)
7: Perform a gradient descent step w.r.t. the parameters in Θ
8: end for
9: end for
10: return φ
Testing Stage At the testing stage, given a test instance
xk, PRIOR first pairs it with data instances randomly sam-
pled from A and U , and then defines its anomaly score as
sxk =
1
2E
 E∑
i=1
φ
(
(ai,xk); Θ
∗)+ E∑
j=1
φ
(
(xk,uj); Θ
∗) ,
(6)
where Θ∗ are the parameters of a trained φ, and ai and uj
are randomly sampled from the respective A and U . sxk can
be interpreted as an ensemble of the anomaly scores of a
set of xk-oriented pairs. Due to the loss in Eqn. (4), sxk is
optimized to be greater than sx′k given xk is an anomaly and
x′k is a normal instance. The ensemble scores are employed
to achieve stable anomaly scoring. PRIOR can perform very
stably as long as the ensemble size E is sufficiently large
due to the central limit theorem. E = 30 is used here.
Theoretical Foundation of PRIOR
Informative Data Augmentation
Augmenting X to P substantially increases not only the to-
tal number of training samples but also the proportion of
labeled anomaly data. Specifically, given K labeled anoma-
lies and N unlabeled data instances, the labeled anomaly
data accounts for KN+K only. After our data augmentation,
the labeled anomaly data (i.e., the instance pairs that con-
tain at least one labeled anomaly) accounts for (
K
2 )+(
N
1 )(
K
1 )
(N+K2 )
,
where
(
K
2
)
and
(
N
1
)(
K
1
)
denote the number of the C{a,a}
and C{a,u} pairs, respectively. After some transformations,
we can see that the augmented labeled anomaly data remark-
ably extends the original proportion by a factor of about 2K.
More importantly, since PRIOR uses a two-stream net-
work in its representation learner ψ(·; Θr), it still performs
feature learning in the original X data space, but with sub-
stantially more labeled anomaly data, which helps learn
more expressive intermediate feature representations.
Optimizing Anomaly Scores with Regression
This section shows that the anomaly scores defined in Eqn.
(6) is well optimized via the regression to ensure anomalies
having substantially larger anomaly scores than normal data
instances. Specifically, given a test instance xk, the first term
φ
(
(ai,xk); Θ
∗) in Eqn. (6) is equivalent to distinguishing
the C{a,a} pairs from the C{a,u} pairs. Thus, the term en-
forces xk to have an anomaly score close to y{a,a} if xk is
an anomaly, and likewise, close to y{a,u} if xk is a normal
instance. Since y{a,a} > y{a,u}, this term can well guar-
antee that xk has a larger anomaly score when xk is an
anomaly than when xk is normal. Similarly, the second term
φ
(
(xk,uj); Θ
∗) is equivalent to distinguishing the C{a,u}
pairs from the C{u,u} pairs, fulfills the same guarantee as
the first term. An average aggregation of these two terms is
used to achieve statistically stable scoring results.
Also, this ternary ordinal regression empowers PRIOR to
learn the abstractions of not only the anomalous behaviors
but also the normal behaviors, so PRIOR is expected to as-
sign large anomaly scores to unseen anomalies as long as
they clearly deviate from the normality abstraction.
The above analysis assumes u ∈ U is mostly a normal
instance because of the rarity of anomalies in real-world ap-
plications, and we found empirically that the SGD-based op-
timization could work very well with this assumption.
Experiments
Data Sets
As shown in Table 2, nine widely-used publicly available
real-world data sets are used2, which are from diverse do-
mains, e.g., intrusion detection, fraud detection, and dis-
ease detection (Moustafa and Slay 2015; Liu et al. 2012;
Pang et al. 2018; Randhawa et al. 2018). Specifically, the
donors data is taken from KDD Cup 2014 for predicting
excitement of donation projects, with exceptionally excit-
ing projects used as anomalies (6% of all data instances).
The census data is extracted from the US census bureau
database, in which we aim to detect the rare high-income
person (6%). fraud is for fraudulent credit card transaction
detection, with fraudulent transactions (0.2%) as anomalies.
celeba contains more than 200K celebrity images, each with
2donors and fraud are publicly available at
https://www.kaggle.com/, w7a and news20 are available
at https://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/,
backdoor is available at https://www.unsw.adfa.edu.au/unsw-
canberra-cyber/cybersecurity/ADFA-NB15-Datasets/, celeba is at
http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html, and the other
data sets are accessible at https://archive.ics.uci.edu/ml/datasets/.
40 attribute annotations. We use the bald attribute as our de-
tection target, in which the scarce bald celebrities (3%) are
treated as anomalies and the other 39 attributes form the fea-
ture space. The backdoor data is for network attack detection
with the backdoor attacks as anomalies (2.4%) against the
‘normal’ class, which is derived from a widely-used intru-
sion detection data set called UNSW-NB15 (Moustafa and
Slay 2015). w7a is a web page classification data set, with
the minority classes (3%) as anomalies. campaign is a data
set of bank marketing campaigns, with rarely successful
campaigning records (11.3%) as anomalies. news20 is one
of the most popular text classification corpora, which is con-
verted into anomaly detection data via random downsam-
pling of the minority class (5%) based on (Liu et al. 2012;
Pang et al. 2018). thyroid is for disease detection, in which
the anomalies are the hypothyroid patients (7.4%).
Four of these data sets contain real anomalies,including
donors, fraud, backdoor and thyroid. The other five data sets
contain semantically real anomalies, i.e., they are rare and
very different from the majority of data instances. This pro-
vides a good testbed for anomaly detection evaluation.
Competing Methods and Parameter Settings
PRIOR is compared with four methods, including REPEN
(Pang et al. 2018), adaptive Deep SVDD (DSVDD) (Ruff et
al. 2018), prototypical networks (denoted as FSNet) (Snell
et al. 2017), and iForest (Liu et al. 2012), which are cho-
sen because they are the respective state-of-the-art in four
relevant areas: weakly-supervised deep anomaly detection,
feature learning for anomaly detection, classification-based
approach, and unsupervised anomaly detection. The origi-
nal DSVDD cannot make use of the labeled anomalies. We
adapted it based on (Tax and Duin 2004) to enforce a large
margin between the one-class center and the labeled anoma-
lies while minimizing the center-oriented hypersphere. This
adaption enhances DSVDD by over 30% accuracy.
Since our experiments focus on unordered multidimen-
sional data, multilayer perceptron networks are used. Similar
to the findings in REPEN (Pang et al. 2018), we empirically
found that all deep methods perform best using an architec-
ture with one hidden layer than using deeper architectures.
This may be due to the limit of the available labeled data.
Following REPEN, one hidden layer with 20 neural units
is used in all deep methods. The ReLu activation function
g(a) = max (0, a) is used. An `2-norm regularizer with the
hyperparameter setting λ = 0.01 is applied to avoid overfit-
ting. The RMSprop optimizer with the learning rate 0.001 is
used. All deep detectors are trained using 50 epochs, with 20
batches per epoch. The batch size is probed in {8, 16, 32, 64,
128, 256, 512}. The best fits, 512 in PRIOR and DSVDD,
256 in REPEN and FSNet, are used by default.
Performance Evaluation Metrics
Two popular and complementary metrics, the Area Under
Receiver Operating Characteristic Curve (AUC-ROC) and
Area Under Precision-Recall Curve (AUC-PR) (Boyd et al.
2013), are used. AUC-ROC summarizes the ROC curve of
true positives against false positives, which often presents an
overoptimistic view of the detection performance due to the
class-imbalance nature of anomaly detection data; whereas
AUC-PR is a summarization of the curve of precision and re-
call w.r.t. the anomalies, which focuses on the performance
on the anomaly class only and is often more practical. Larger
AUC-ROC (AUC-PR) indicates better performance.
The reported AUC-ROC and AUC-PR are averaged re-
sults over 10 independent runs. The paired Wilcoxon signed
rank (Woolson 2007) is used to examine the significance of
the performance of PRIOR against its competing methods.
Default Experiment Settings
To replicate the real-life scenarios where a few labeled
anomalies together with large unlabeled data are available,
the anomalies and normal instances are first splitted into two
subsets, with 80% data as training data and the other 20%
data as test set. We then combine some randomly selected
anomalies with normal training data to produce an anomaly-
contaminated unlabeled data set U . We further randomly
sample a few anomalies from the anomaly class to form the
prior knowledge, i.e., the labeled anomaly set A.
Under this setting we evaluate the performance of PRIOR
w.r.t. its effectiveness in real-world data, data efficiency, ro-
bustness, and generalizability to unseen anomalies.
Effectiveness in Real-world Data Sets
Experiment Settings We first evaluate the effectiveness
of PRIOR in a wide range of real-world data. A consistent
setting, 2% anomaly contamination and |A| = 30 labeled
anomalies, is used across all data sets to gain insights into
the performance in different real-life applications.
Results The AUC-ROC and AUC-PR results on the nine
real-world data sets are shown in Table 2. PRIOR obtains
the best performance on eight data sets in both metrics, with
comparably better performance on the data set where it ranks
in second. On average, PRIOR performs substantially better
than REPEN (9%), DSVDD (3%), FSNet (21%) and iForest
(33%) in terms of AUC-ROC; more impressively, it achieves
more substantial improvement in AUC-PR, i.e., 108% w.r.t.
REPEN, 27% w.r.t. DSVDD, 111% w.r.t. FSNet, and 304%
w.r.t. iForest. All of the improvement are significant at the
95% or 99% confidence level. It is often very challenging
to achieve large AUC-PR due to the rareness of anoma-
lies. Such impressive AUC-PR improvement shows the su-
perior capability of PRIOR in reducing false positives. This
is very encouraging when considering the labeled anomalies
account for only 0.005%-0.6% of training data and 0.08%-
6% of the anomaly class (see f1 and f2 in Table 2).
The superiority of PRIOR is mainly due to its regression-
based end-to-end anomaly score learning, which leverages
the augmented instance pairs to efficiently learn the abstrac-
tion of both normality and abnormality, achieving more ac-
curate anomaly scores than its counterparts that focus on fea-
ture learning. It is interesting that on census PRIOR outper-
forms DSVDD in AUC-PR but it underperforms in AUC-
ROC, which may because the ternary ordinal regression
allows PRIOR to emphasize more on detecting anomalies
while DSVDD focuses on modeling the normal class only.
Table 2: AUC-ROC and AUC-PR Results (mean± std). ‘Size’ is the overall data size,D is the dimension, f1 and f2 denote how
the labeled anomalies respectively comprise the training data and the anomalies. ‘1M’ denotes news20 has 1,355,191 features.
Data Characteristic AUC-ROC Performance AUC-PR Performance
Data Size D f1 f2 PRIOR REPEN DSVDD FSNet iForest PRIOR REPEN DSVDD FSNet iForest
donors 619,326 10 0.01% 0.08% 1.000±0.000 0.975±0.005 0.995±0.005 0.997±0.002 0.874±0.015 1.000±0.000 0.508±0.048 0.846±0.114 0.994±0.002 0.221±0.025
census 299,285 500 0.01% 0.16% 0.814±0.007 0.794±0.005 0.835±0.014 0.732±0.020 0.624±0.020 0.312±0.005 0.164±0.003 0.291±0.008 0.193±0.019 0.076±0.004
fraud 284,807 29 0.01% 6.10% 0.979±0.002 0.972±0.003 0.977±0.001 0.734±0.046 0.953±0.002 0.686±0.006 0.674±0.004 0.688±0.004 0.043±0.021 0.254±0.043
celeba 202,599 39 0.02% 0.66% 0.947±0.002 0.894±0.005 0.944±0.003 0.808±0.027 0.698±0.020 0.261±0.006 0.161±0.006 0.261±0.008 0.085±0.012 0.065±0.006
backdoor 95,329 196 0.04% 1.29% 0.970±0.003 0.878±0.007 0.952±0.018 0.928±0.019 0.752±0.021 0.886±0.002 0.116±0.003 0.856±0.016 0.573±0.167 0.051±0.005
w7a 49,749 300 0.08% 2.03% 0.813±0.005 0.718±0.010 0.780±0.011 0.700±0.017 0.417±0.010 0.442±0.009 0.104±0.010 0.102±0.016 0.057±0.004 0.024±0.001
campaign 41,188 62 0.10% 0.65% 0.818±0.011 0.723±0.006 0.748±0.019 0.623±0.024 0.731±0.015 0.403±0.014 0.330±0.009 0.349±0.023 0.193±0.012 0.328±0.022
news20 10,523 1M 0.37% 5.70% 0.938±0.010 0.885±0.003 0.887±0.000 0.578±0.050 0.328±0.016 0.643±0.012 0.222±0.004 0.253±0.001 0.082±0.010 0.035±0.002
thyroid 7,200 21 0.55% 5.62% 0.801±0.004 0.580±0.016 0.749±0.011 0.564±0.017 0.688±0.020 0.301±0.013 0.093±0.005 0.241±0.009 0.116±0.014 0.166±0.017
Average 0.898±0.005 0.824±0.007 0.874±0.009 0.740±0.025 0.674±0.016 0.548±0.008 0.264±0.010 0.432±0.022 0.260±0.029 0.136±0.014
P-value - 0.004 0.039 0.004 0.004 - 0.004 0.016 0.004 0.004
Data Efficiency
Experiment Settings This section examines the data effi-
ciency by inspecting the performance w.r.t. different number
of labeled anomalies, ranging from 5 to 120, with the con-
tamination level fixed to 2%.
Results The AUC-PR results for the data efficiency test
are shown in Figure 2. Similar results can also be observed
in AUC-ROC. The unsupervised method iForest is insensi-
tive to the labeled data and used as the baseline. The perfor-
mance of all deep methods generally increases with increas-
ing labeled data. However, the increased anomalies do not
always help due to the heterogeneous anomalous behaviors
taken by different anomalies. PRIOR is more stable and has
better generalizability in such cases.
Figure 2: AUC-PR w.r.t. the Number of Labeled Anomalies
PRIOR is most data-efficient, which obtains the best av-
erage AUC-PR w.r.t. different number of labeled anomalies.
Impressively, PRIOR can use 88% less labeled anomalies
but achieves much better AUC-PR than the best contender
DSVDD on w7a, news20 and thyroid; and it requires 50%
less labeled data to obtain comparably better performance
to the best contender FSNet on donors. This difference is
mainly due to the direct optimization of anomaly scores in
PRIOR against the indirect optimization in its counterparts.
Compared to the unsupervised iForest, even when a very
few (e.g., 5) labeled anomalies are used, the improvement of
the weakly-supervised methods is very substantial on nearly
all data sets, e.g., the average improvement of PRIOR us-
ing 5 labeled anomalies is more than 410%. This shows the
superpower of the synthesis of deep models and few labeled
anomalies. In campaign that may have very intricate anoma-
lies, the deep methods need slightly more labeled anomalies
to achieve the similar improvement.
Robustness w.r.t. Anomaly Contamination
Experiment Settings We examine the robustness w.r.t.
different anomaly contamination levels, {0%, 2%, 5%, 10%,
20%}, with the number of labeled anomalies fixed to 30.
Results The AUC-PR results for the robustness are pre-
sented in Figure 3. PRIOR achieves the best robustness w.r.t.
different contamination levels. Similar to the results based
on 2% contaminated data in Table 2, PRIOR also signif-
icantly outperforms all four contenders by a large margin
in the other contamination levels. Particularly, the substan-
tial improvement of PRIOR persists consistently in different
contamination levels on campaign, w7a, news20 and thy-
roid; PRIOR performs comparably well to the best com-
peting method in the other data sets. The demonstrated ro-
bustness of PRIOR benefits from its efficiency of leveraging
the limited labeled anomalies, i.e., its greater data efficiency
helps defy the noisiness of the contaminated instances.
Figure 3: AUC-PR w.r.t. Various Contamination Levels (%)
Effectiveness of Detecting Unseen Anomalies
Experiment Settings Although the above results, espe-
cially on campaign, w7a, news20 and thyroid, show impres-
sive generalizability of PRIOR, this section explicitly eval-
uates its generalizability to unseen anomalies. The experi-
ment is performed on the UNSW-NB15 data, from which our
backdoor data set is derived. UNSW-NB15 is chosen because
it contains various different types of real anomalies, includ-
ing eight other network attacks such as DoS, worms, recon-
naissance and shellcode (Moustafa and Slay 2015) besides
backdoor attacks. Detection models are trained on the train-
ing data of the backdoor data. They are then evaluated on the
test data of backdoor but replacing the backdoor attacks with
randomly selected unseen anomalies from the eight types of
new network attacks. We vary the number of the added un-
seen anomalies from 64 up to 1,024 and guarantee all the
eight types of attacks are evenly presented in each test set.
Results The performance results are shown in Figure 4.
In terms of both AUC-ROC and AUC-PR, PRIOR performs
consistently and substantially better than all the compet-
ing methods in identifying the unseen anomalies across all
cases. As discussed in our theoretical analysis, in addition
to the patterns of labeled anomalies, PRIOR also learns the
abstractions of normal instances due to the ternary ordinal
regression in its pairwise relation learning. Therefore, even
if the unseen anomalies demonstrate different abnormal be-
haviors from the seen anomalies, PRIOR would assign large
anomaly scores to them when they are different from the
normal instances. This is the main driving force underlying
the superior performance of PRIOR here.
Note that since the normal instances remain the same in
all the test sets with only the anomalies changed, AUC-ROC
is relatively stable on the five different test sets. However, on
the right panel, increasing the number of anomalies enlarges
the anomaly proportion, making it easier to obtain better de-
tection recall, and thus, better AUC-PR performance.
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Figure 4: AUC-ROC and AUC-PR (mean±std) w.r.t. No.
Unseen Anomalies from Eight Types of Network Intrusions
Related Work
Deep Anomaly Detection
Traditional anomaly detection approaches are often ineffec-
tive in high-dimensional or non-linear separable data due to
the curse of dimensionality and the deficiency in capturing
the non-linear relations (Aggarwal 2017a). Deep anomaly
detection has shown promising results in handle those com-
plex data, of which most methods learn representations
separately from anomaly measures (Hawkins et al. 2002;
Chen et al. 2017; Schlegl et al. 2017; Zenati et al. 2018).
Very recent methods (Zong et al. 2018; Pang et al. 2018;
Ruff et al. 2018) unify representation learning and anomaly
detection methods to learn more optimal features for specific
anomaly detectors. However, all of these methods have an
optimization objective focusing on feature representations,
so the anomaly scores output by the downstream anomaly
measures are optimized in an indirect manner. By contrast,
PRIOR performs an end-to-end learning of anomaly scores,
which fulfills a direct optimization of anomaly scores.
We had a concurrent work DevNet (Pang et al. 2019) ad-
dressing a similar problem, but employs a completely differ-
ent approach to this study. Here we formulate the problem as
a pairwise relation learning task and address the problem us-
ing deep ternary ordinal regression without any assumption
on data distribution, whereas DevNet assumes the anomaly
scores of data instances follow a Gaussian distribution and
leverages this prior to learn the anomaly scores by fitting
to a Z-Score-based distribution. In terms of empirical per-
formance, DevNet and PRIOR perform comparably well on
the shared eight data sets.
Weakly- and Semi-supervised Anomaly Detection
Many studies have been introduced to leverage labeled nor-
mal instances to learn patterns of the normal class, which
are commonly referred to as semi-supervised anomaly de-
tection methods (Noto et al. 2012; Go¨rnitz et al. 2013;
Ienco et al. 2017). The semi-supervised setting is relevant
to our problem because of the availability of both labeled
and unlabeled data, but they are two fundamentally different
tasks due to the difference in training data and the problem
nature. Specifically, we have only a few labeled anomaly
data rather than large-scale labeled normal data; and the
anomalies are often from different distributions or mani-
folds, so having only limited labeled anomaly data hardly
cover all types of anomalies. Therefore, instead of model-
ing the labeled normal data, our problem requires to learn
patterns of labeled anomalies that also generalize well to
unseen anomalies. A few studies (McGlohon et al. 2009;
Tamersoy et al. 2014; Zhang et al. 2018; Pang et al. 2018)
show that these limited labeled anomalies can be lever-
aged to substantially improve the detection accuracy. How-
ever, these studies exploit the labeled anomalies to enhance
anomaly scoring via label propagation (McGlohon et al.
2009; Tamersoy et al. 2014), representation learning (Pang
et al. 2018) or classification models (Zhang et al. 2018), fail-
ing to sufficiently utilize the labeled data and/or detect un-
seen anomalies.
This research line is also relevant to few-shot classifica-
tion (Fei-Fei et al. 2006; Vinyals et al. 2016; Snell et al.
2017) and positive and unlabeled data (PU) learning (Li and
Liu 2003; Elkan and Noto 2008; Sansone et al. 2018) be-
cause of the availability of the limited labeled positive in-
stances (anomalies), but they are very different in that these
two areas implicitly assume that the few labeled instances
share the same intrinsic class structure as the other instances
within the same class (e.g., the anomaly class), whereas the
few labeled anomalies and the unseen/unknown anomalies
may have diverse class structures. This presents significant
challenges to the techniques of both areas.
Conclusions
This paper introduces a novel formulation and its instan-
tiation to devise ordinal regression networks for weakly-
supervised deep anomaly detection. Our approach achieves
significant improvement over four state-of-the-art compet-
ing methods in terms of the effectiveness in real-world data,
data efficiency, robustness, and generalizability to unseen
anomalies. This in turn justifies the effectiveness of the syn-
thesis of the pairing-based data augmentation and the ordinal
regression-based anomaly score learning approaches.
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