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Abstract
The goals of this research were: to develop a methodology for the study of 
landscape process and pattern; to determine the spatial pattern of land loss in coastal 
Louisiana and relate it to causal processes; and to assess the relative importance of 
natural versus human-induced processes in causing land loss. Land loss was analyzed 
for a 22 year period at three sites, using a Geographic Information System composed 
of digital habitat maps.
The most significant finding of this research was that land loss is not a simple, 
spatially homogeneous phenomenon, that occurs uniformly. Instead, large clumps of 
high loss, or "hot spots," were observed. Hot spots comprised 9-18% of the orginal 
study area, but contained 50-73% of all loss. There is evidence that hot spots occur 
coastwide, and are not limited to these three study sites.
The cause of the hot spots could not be determined from the current study. 
Simple models containing factors such as site, habitat type, salinity change, and 
proximity to canal and spoil or natural channel could not account for all the land loss 
in these areas, although higher order interactions were not included. Mechanisms with 
a short response time may be responsible, since those areas examined were not 
enlarging.
Analyses were also performed to assess the impact of saltwater intrusion and 
canals and associated spoil banks on land loss. The conclusion of this study is that 
saltwater intrusion is not a major cause of loss at the three sites, although this could 
not be discounted for some of the loss at the Cameron site.
Dredging of new canals accounts for a significant percentage of loss at the 
Terrebonne and Lafourche study sites (14 and 15%, respectively), but is not a major 
factor at Cameron (3%). More difficult to assess are indirect effects, due to possible
xvi
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
impacts on hydrology and sedimentation. Analyses of patch size, patch abundance, 
and results from statistical models indicate that the indirect effects of canal and spoil 
may be less than has been suggested by previous research, possibly because these 
studies were too spatially aggregated.
xvii
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CHAPTER 1
INTRODUCTION - LAND LOSS IN COASTAL LOUISIANA
OVERVIEW
The Louisiana coast is composed of a broad expanse of wetland habitats. Forty- 
one percent of the nation’s coastal marshes are found in this state (Turner and 
Gosselink 1975), having developed on deltaic sediments of the Mississippi River over 
the last 6,000 years (Frazier 1967). This river system drains 41% of the continental 
United States and deposits an average of 312 million metric tons of sediment on the 
continental shelf (Holeman 1968, U.S. Bureau of the Census 1984). The health of 
these wetlands is directly tied to the Mississippi River.
Louisiana’s subtropical climate and the nutrient rich sediments of the Mississippi 
River combine to make this coast one of the most productive environments in the 
nation. The aboveground net primary production of the brackish marsh grass, Spartina 
patens, is as high in Louisiana as yields of cultivated sugarcane: 6,043 versus 6,052 g 
m'2 yr 2, respectively (Fielder and Nelson 1982, Hopkinson et al. 1978). Louisiana’s 
commercial fishery landings in 1984 were the largest in the nation’s history, 
accounting for 30% of the total U.S. catch (U.S. Department of Commerce 1986). The 
correlation between Gulf shrimp yields and area of intertidal vegetation illustrates the 
strong dependence of this fishery on coastal wetlands (Turner 1977). Louisiana’s 
marshes are also the richest fur producing region in North America, providing 40-65% 
of the nation’s annual harvest (Larson et al. 1980). Further, coastal marshes and 
swamps provide protection against erosion and flooding from storms and hurricanes 
(Gosselink et al. 1974). In addition, over 65% of the production from Louisiana’s 
multibillion dollar oil and gas industry came from coastal zone parishes (counties) 
between 1983-1985 (Production Audit Section, Office of Conservation, Louisiana
l
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Department of Natural Resources).
Wetland loss is a natural component of the deltaic environment (Russell 1936, Fisk 
1944); however, recent studies have indicated that this loss is occurring at alarming 
rates, and may be accelerating. Since the early 1970s, investigations have shown that 
the area of coastal wetland is declining (Adams et al. 1976, Craig et al. 1979, Gagliano 
and van Beek 1970, Gagliano et al. 1981). An analysis of a 29,800 km2 region in 
southeastern Louisiana revealed that this area lost over 75 km2 in 1967, with the rate 
accelerating over time (Gagliano et al. 1981). At predicted rates of loss, all of 
Plaquemines Parish could be converted to open water within 50 years (Gagliano et al. 
1981). Assuming a one percent rate of wetland loss, Turner (1982) predicted a one 
billion dollar reduction in revenue by the turn of the century from the commercial 
fishing industry alone.
Because of the value of this landscape, environmental managers are searching for 
methods that can stop or reduce the loss of wetlands. State and Federal government 
agencies have been actively involved in determining the factors causing land loss. The 
Minerals Management Service (MMS), a part of the U.S. Department of the Interior, 
recently completed a two year, $1.3 million study (Turner and Cahoon 1988) of 
wetland loss (this study will herein be referred to as the MMS study). MMS is also 
funding a project to study marsh management (MMS Cooperative Agreement No. 14- 
12-0001-30410). The Louisiana Department of Natural Resources (DNR) is funding a 
study to develop a management strategy for the Barataria basin (DNR Interagency 
Agreement No. 21911-88-11). In addition, the Louisina Department of Environmental 
Quality is in the process of nominating the Barataria/Terrebonne estuarine complex for 
addition to the Environmental Protection Agency’s National Estuary Program (pers. 
comm., Dr. Paul Templet, Dept. Env. Qual.).
Management options for saving Louisiana’s wetlands range from restricting
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activities that cause impacts through the regulatory process to the impoundment of 
marsh to the construction of freshwater diversion structures (Cowan et al. 1986, 
Louisiana Wetland Protection Panel 1987). However, the success of any project will 
depend on the degree to which it addresses the causes of this problem. Thus, a 
knowledge of the processes that control land loss is crucial to its management.
Land loss is also of theoretical interest from the perspective of landscape ecology. 
This field is a relatively recent addition to the ecological sciences (Risser et al. 1984) 
and, according to Forman and Godron (i586), focuses on three aspects of the 
landscape: structure (the spatial relationships of landscape components), function (the 
interaction of these components), and change (how structure and function change over 
time). Land loss is therefore an appropriate subject to study from the perspective of 
landscape ecology, since it involves the interaction of many complex spatial processes 
and occurs on fairly short time scales (decades, rather than over geological time). The 
use of principles from landscape ecology should aid in the analysis of land loss and, 
further, the study of land loss may add new theory to landscape ecology.
Over the last several decades, Geographical Information Systems (GIS) have 
evolved as a powerful tool for performing spatial analysis (Appendix I). This 
technology combines elements of geography, cartography, computer science, remote 
sensing, image processing statistics, and other disciplines (Burrough 1986, Coppock 
and Anderson 1987). A GIS is composed of several components, including
(1) Hardware, such as a main computer, data storage devices, hand 
digitizers, scanning cameras, displays, and plotters;
(2) A spatial data base composed of overlays representing different 
thematic attributes, such as land use, land ownership, soils, etc. (Figure 
1.1); and













Distance to Natural Channel
Canal Density
Figure 1.1. Thematic overlays in a GIS used for the study of coastal land loss.
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(3) Software for manipulating the data base. This software commonly 
allows for classification, georeferencing, algebraic manipulation, and 
mensuration; in addition, some systems also support statistical analysis 
and spatial modeling.
Since the study of landscape dynamics requires a knowledge of spatial processes 
and often uses maps and spatial statistics, landscape analysis is a logical area for the 
application of GIS techniques.
The goals of this dissertation are the following:
(1) To develop a methodology for the study of landscape process and 
pattern;
(2) To determine the spatial pattern of land loss in coastal Louisiana 
and relate it to causal processes; and
(3) To assess the relative importance of natural versus human-induced 
processes in causing land loss.
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ENVIRONMENTAL SETTING
The Delta Cycle
Coastal Louisiana is composed of two large regions (Figure 1.2): the deltaic plain 
to the east and the chenier plain to the west. The deltaic plain is a broad expanse built 
on sediments deposited by the Mississippi River (Fisk 1944, Frazier 1967, Russell 
1936). The chenier plain is outside the direct influence of the Mississippi and consists 
of an alternating series of marsh and stranded beach ridges (Gould and McFarlan 
1959). This area is built on sediments received either indirectly from the Mississippi 
(e.g., longshore transport) or from local rivers, such as the Sabine or Calcasieu.
Since the Mississippi River is such a dominant force in the shaping of Louisiana’s 
coast, an understanding of this system is critical to the study of land loss. Russell 
(1936) and Fisk (1944) first elucidated the dynamics of this system; Frazier (1967) 
later provided a detailed history of the modem deltaic plain.
The Mississippi delta is a transitional formation which undergoes cyclic periods of 
construction and destruction. When the river first switches to a new distributary, the 
area undergoes a constructional phase dominated by the deposition of riverine sediment 
(Figure 1.3). This sedimentation eventually leads to the subaerial emergence of a new 
delta. As the deposition process continues, the delta enlarges, both through further 
progradation and also by filling in of surrounding interdistributary regions 
(aggradation). The newly emerged land is colonized by marsh vegetation, and arboreal 
vegetation can be established in areas of sufficient stability.
As the delta continues to enlarge, the hydrologic gradient is reduced to the point 
where the river begins to abandon that distributary in favor of a shorter pathway. 
During this abandonment phase, sedimentation continues, although at reduced rates. 
Colonization by vegetation continues throughout this period. Subsidence also takes
6
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Figure 1.2. The Louisiana coastal zone, with the deltaic plain to the east and the 
chenier plain to the west (Source: Morgan 1972).
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Figure 1.3. Phases of the delta cycle, illustrating land building and delta abandonment 
(Source: Frazier 1967).
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place during this time, through two different mechanisms: a regional downwarping, or 
geosyncline, occurs throughout the deltaic environment, due to the weight of the 
sedimentary deposits; and recently deposited sediments undergo compaction as a result 
of settling and dewatering. Land levels are maintained, however, by accumulation of 
organic materials. Towards the end of this period, subsidence exceeds organic 
production, and the destructional phase begins. During this time, increased subsidence 
coupled with reduced sediment accretion results in land loss through bank erosion, 
expansion of lakes and ponds, and conversion of levee flank depressions into open 
water. This phase is characterized by the destruction and loss of large areas of 
wetlands. A secondary effect of delta abandonment is a gradual increase in salinity, as 
fresh water input is reduced. The result of the delta cycle is that over the last 6,000 
years, seven major delta lobes have been deposited, in roughly 1,000 year cycles, 
forming the modem deltaic plain (Figure 1.4).
The preceding discussion illustrates that land loss is a natural part of the delta 
cycle. Other natural causes of wetland loss include storm erosion and eustatic sea 
level rise (Boyd and Penland 1981, Nummedal 1982, Suhayda 1988). While regional 
land loss occurred in the natural environment, this was offset by construction of new 
land in the emerging delta. Coastwide, there has been a net accumulation of land over 
the last 6,000 years (Frazier 1967).
Human Impacts in the Coastal Zone
Coastal Louisiana has been heavily affected by man. Impacts have altered the 
sedimentation patterns of the river, and have also affected the wetlands directly. After 
the 1927 flood, a flood control levee was completed on the lower Mississippi River. 
As a result, overbank flooding and marsh replenishment no longer occur, and river 
sediments are now deposited off the coastal shelf. Upstream activities of man have
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Figure 1.4. Location and chronology of the seven major delta lobes forming die
modem deltaic plain. The most recent delta, the Atchafalaya (7), became 
subaerial in 1973 (adapted from Baumann and Adams 1981 [courtesy of 
R. Adams]).
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also drastically affected the river. The annual concentration of suspended sediments 
decreased by more than 65% from 1953 to 1963, primarily due to the construction of 
locks and dams (Kesel 1988). Impacts to the drainage system have also probably 
contributed to changes in the river stage. Morgan (1972) observed that the Mississippi 
River failed to reach flood stage at New Orleans at any time between 1950 and 1970; 
for the 40 years preceding this, the flood stage was exceeded 19 times.
In addition to changing the river’s pattern of sediment distribution, man has also 
altered the delta cycle. The Old River control structure, which became operational in 
1963, was constructed to prevent the Mississippi from switching to the Atchafalaya 
River (Keown et al. 1981). This structure, along with the recently completed auxiliary 
control structure, limits the amount of water flowing down the Atchafalaya River to 
30% of the volume of the combined upstream system. Without these structures, the 
Atchafalaya would become the dominant distributary of the Mississippi River system.
The direct impact of humans on wetlands has also been substantial. Urban 
encroachment and agricultural reclamation have both reduced wetland area. Extraction 
of oil and other fluids can cause subsidence (Suhayda 1988), and thus loss. Toxic by­
products of oil extraction, such as drilling muds and brines, can also cause the death of 
marsh vegetation.
Perhaps the most dramatic human impact, however, has been the construction of 
thousands of kilometers of canal and pipeline, built for navigation or oil and gas 
activities (Figure 1.5). Canal construction represents a direct loss of wetland habitat 
through the conversion of land to water by dredging. In addition, several indirect 
mechanisms have also been suggested whereby canals and associated spoil banks could 
cause land loss (Mendelssohn et al. 1983):
(1) Spoil banks may prevent sheet flow and associated sedimentation;
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Figure 1.5. Area heavily impacted by canals constructed for navigation or oil and gas 
activities.
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(2) Drainage can be impeded either by the damming effect of 
impoundments or by compaction of sediments from overlying spoil 
banks. This can cause anoxia and can also reduce flushing of toxins; 
and
(3) Freshwater vegetation can be killed by the introduction of salt water 
through the canals into the marsh (saltwater intrusion).
Canals also permit boat traffic, which increases bank erosion (Johnson and Gosselink 
1982).
The major factors suggested as causing land loss are summarized in Table 1.1.
The issue of saltwater intrusion is worth special comment. This factor has been 
mentioned extensively in the literature (e.g., Chabreck 1982, Craig et al. 1979, 
Gagliano et al. 1981, Mendelssohn et al. 1983, Sasser et al. 1986), and is widely held 
as being a major cause of land loss. Until the MMS study, however, there had been 
little, if any, research to test this factor directly. As Mendelssohn and McKee (1988) 
point out: "Despite the popular notion that saltwater intrusion is a major factor 
causing wetland loss in the coastal zone of Louisiana, data supporting this hypothesis 
are not comprehensive and, to the best of our knowledge, have never been reported in 
the refereed literature."
A further complication is that, even if there is a correlation between saltwater 
intrusion and land loss, it is not clear which of these factors, if any, is the causal 
agent. If a canal is constructed from the Gulf of Mexico into a fresh marsh zone, salt 
water from the Gulf can travel up the channel (Wang 1988) and possibly enter the 
marsh through overbank flooding (Wiseman and Swenson 1988b). The fresh marsh 
vegetation can die as a result of higher salinities (Mendelssohn and McKee 1988). In 
this case, saltwater intrusion is the cause of land loss.
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Compaction Fisk 1944, Russell 1936
Delta Abandonment Fisk 1944, Frazier 1967, Russell 1936
Downwarping Fisk 1944, Russell 1936
Muskrat Eat Outs O’Neil 1949
Sea Level Rise Nummedal 1982, Suhayda 1988
Storm Erosion Boyd and Penland 1981, Chabreck and 
Palmisano 1973, Conner et al. 1988, 
Valentine 1978
HUMAN INDUCED FACTORS
Agricultural Reclamation Day et al. 1986, Deegan et al. 1984, 
Gagliano 1973
Boat Wakes Johnson and Gosselink 1982
Canals/Impoundments Craig et al. 1979, Deegan et al. 1984, 
Gagliano 1973, Scaife et al. 1983
Flood Levees Keown et al. 1981, Kesel 1988
Fluid Withdrawal Suhayda 1988
Marsh Buggies Sikora et al. 1983, Whitehurst et al. 1977
River Control Structures Keown et al. 1981
Saltwater Intrusion Chabreck 1982, Gosselink et al. 1979a, 
Mendelssohn and McKee 1988, 
Wiseman and Swenson 1988a
Toxins Lindstedt 1978, Milan and Whelan 1979
Upstream Sediment Reduction Keown et al. 1981, Kesel 1988
Urban Encroachment Day et al. 1986, Deegan et al. 1984, 
Gagliano 1973
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It is also possible, however, that saltwater intrusion is a by-product of land loss. 
Consider an area containing both a fresh marsh and a salt marsh zone, and where 
submergence (the lowering of land levels) exceeds aggradation (increases in land 
levels). As was mentioned earlier, this would occur during the abandonment phase of 
the delta cycle, and this would also be the result of sea level rise. As the land level 
drops, the salt marsh would begin to turn to open water. In addition, the fresh marsh 
would experience saltwater intrusion, due to the encroachment of the saltwater wedge 
as the surface approached mean sea level (Figure 1.6). In this case, anoxia caused by 
submergence could be the dominant cause of plant mortality. To definitively 
determine the factor responsible for the plant’s death would require a physiological 
tracer. This is an area currently under investigation.
The question of causality is not merely of academic interest, since it has important 
management implications. For example, construction of semi-impoundments has been 
suggested as a way of reducing marsh loss due to saltwater intrusion (Day et al. 1986). 
A semi-impoundment is a structure with flap gates or weirs which allows the marsh to 
be flooded during freshwater cycles, but keeps the water out during periods of high 
salinity. If saltwater intrusion is the cause of land loss, then construction of a semi­
impoundment may be successful in halting or reducing loss. Unfortunately, if the 
cause of loss is sediment reduction, this form of marsh management will only 
exacerbate the situation. In addition, these structures can reduce tidal flushing of 
reduced compounds from the marsh.
If it is true that canals are a significant cause of land loss, then regulating their 
construction could reduce wetland loss (Mendelssohn et al. 1983, Turner et al. 1984). 
Day and Craig (1982) have suggested that regulation of new canal construction could 
have the greatest potential of any management strategy for reducing land loss. This 
question is therefore of great relevance regarding coastal management
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Figure 1.6. Example of how a process causing land loss, such as submergence, could also 
indirectly cause saltwater intrusion.
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A REVIEW OF LAND LOSS STUDIES
Considering the importance of land loss, it is surprising that very few field studies 
have been conducted to investigate this problem. Of the studies that have been 
conducted, there have been three general areas of research: vegetation studies, 
sedimentation studies, and spatial analyses.
Vegetation Studies
Smith (1970) was one of the first researchers to report that Louisiana Spartina 
alterniflora marshes often contained large areas where the vegetation was either dead 
or in a state of degeneration. He estimated that as much as 50% of some areas were 
affected by this die-back condition. A review of the literature suggested three possible 
causes: excess salinity, waterlogging, and coverage by trash and debris (Smith 
dismissed the latter as unimportant in Louisiana). In addition, it was also surmised 
that pathogens, lack of available iron, hydrogen sulfide toxicity, root oxygen deficit, 
change in tidal regime, and pollution could all play a part in the condition of these 
marshes. Although Smith reported on the occurrence of land loss, no field analysis 
was performed to determine causal factors.
An important set of field experiments was conducted by Mendelssohn and McKee 
(1988) to address the issue of whether saltwater intrusion or submergence was more 
important in the death of marsh vegetation. The effect of subsidence was simulated in 
three marsh types (a Panicum hemitomon fresh marsh, a Spartina patens brackish 
marsh, and a Spartina alterniflora salt marsh) by removing sections of the marsh and 
lowering their elevation by 10 cm. Saltwater intrusion was simulated by removing 
sections from a donor marsh and transplanting them to a recipient marsh of higher 
salinity.
17
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For Spartina alterniflora, increased salinity had little effect on plant growth. 
Waterlogging, however, led to significant reductions, both in plant density and 
biomass. While Spartina patens was more sensitive to salinity increases, growth was 
only reduced, and not completely inhibited. This species was capable of withstanding 
salinities of up to 28 ppt when it was allowed to acclimate in the greenhouse. 
Waterlogging also affected Spartina patens adversely. The most damaging situation, 
however, was when salinity and waterlogging effects were combined.
The effect of salinity on fresh marsh vegetation was species dependent. In the 
field, fresh marsh vegetation experienced complete mortality when transplanted. 
However, a storm event caused salinity rates twice as high as had been planned for the 
experiment. Greenhouse experiments showed that these species could live at salinities 
higher than normally found in the marsh, although at reduced growth rates. In 
addition, the fresh marsh recipient plots were invaded by more salt tolerant species 
after the transplants died, suggesting that succession could occur in areas experiencing 
increases in salinity. Fresh marsh plants all responded negatively to waterlogging, 
although the results were species dependent.
Mendelssohn and McKee concluded that the effect of saltwater intrusion was 
greatly dependent on the rate at which salinity changes occurred, and on the 
availability of more salt resistant propagules. Gradual changes would allow plants to 
adjust physiologically to the new environment, and would also allow for plant 
succession if a seed source were available. Thus, in many cases saltwater intrusion 
would cause changes in species composition, but not land loss. Submergence, they 
felt, had greater potential for causing land loss, since inundation would inhibit 
recolonization. The worst case would be where both salinity increases and inundation 
occurred, as in the case of a rapidly subsiding area.
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Sedimentation Studies
A study by Baumann et al. (1984) supports the view that the Mississippi River is 
no longer a source of sediment to surrounding marshes. They found that the major 
source of sediment for marshes adjacent to the Mississippi was resuspension during 
storm events, and not the river itself. These marshes were unstable and in a state of 
deterioration. Marshes adjacent to the Atchafalaya River, however, were stable. This 
river lacks the extensive flood control structures that are found on the Mississippi, and 
analysis showed that the major source of sediment for these wetlands was overbank 
flow during spring floods. The Mississippi River receives 70% of the system’s flow, 
and adjacent lands should still be experiencing land accretion. However, the levee 
prevents these materials from being introduced into the marsh, and therefore the river 
is no longer a direct source of sediment.
Studies in the chenier plain have shown that this region is also losing land, due to 
an imbalance between subsidence and accretion (DeLaune et al. 1983). Five cores 
were obtained from the southern edge of Calcasieu Lake and analyzed for 137Cs 
activity. This isotope, which does not occur naturally, first appeared in 1954 as a 
result of nuclear weapons testing, with peak activity taking place in 1963. The depth 
to the bottom of the 137Cs activity therefore represents the amount of material that has 
accumulated since 1954. Based on this concept, the average rate of sediment 
accumulation between 1954 and 1978 was 0.78 cm yr*1. The accretion rates before 
and after 1963 were not uniform, however: the average rate for 1954-1963 was 1.02 
cm yr"1, versus a rate of 0.67 cm yr"1 for 1963-1978. This lower rate did not 
necessarily represent a reduction in sedimentation, however, since a hurricane in 1957 
may have caused above average sedimentation rates during the 1954-1963 period.
Submergence values for ihe area were 1.20 cm yr'1 for 1954-1963 and 1.26 cm 
yr'1 for 1963-1978, based on local tide gauge readings (this value was almost totally
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the result of subsidence, since sea level rise is only on the order of 1 mm yr'1). 
Therefore, this area experienced an "aggradation deficit" of 0.18 and 0.59 cm yr'1 for 
1954-1963 and 1963-1978, respectively, since the accumulation of sediment did not 
keep pace with land subsidence. The consequence of this deficit was conversion of 
marsh to open water: DeLaune and his co-workers found that since 1963 the area of 
open water had doubled at this site every six years.
In an attempt to better understand the dynamics of this aggradation deficit, 
DeLaune et al. examined the different factors contributing to the region’s submergence 
and accretion rates. An analysis of marker horizons following a record discharge of 
the Calcasieu River showed that this flood event did not appreciably alter the rate of 
accumulation. It was therefore concluded that the main source of sediment was not 
the river, but rather the deteriorating marsh itself. Long-term sediment accumulation 
since the formation of the marsh was between 0.16 and 0.38 cm yr'1, a value much 
lower than the 0.78 cm yr'1 that they measured for recent sedimentation. DeLaune and 
colleagues concluded that the reason for the breakup of this area was not the lack of 
sediment input, but rather was due to a recent order of magnitude increase in 
subsidence rates. Although they could not document the cause for this change, they 
suggested as likely candidates human-induced factors such as sub-surface fluid 
withdrawal and the construction of the Calcasieu Ship Channel.
As part of the MMS study, a sedimentation-subsidence working group examined 
rise in water level as compared to sediment accumulation. It was concluded that 
although fluid withdrawal and compaction by levees could be significant locally, the 
major component of relative water rise was subsidence due to geologic consolidation 
(Cahoon et al. 1988). This factor was one to three times greater than eustatic sea level 
rise. It was also concluded that canals and spoil banks could affect surface hydrology 
locally, and thus alter sediment distribution. However, canal and spoil banks had the
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same range of impact on sedimentation as natural waterways.
Finally, the MMS sedimentation-subsidence working group found that sediment 
does appear to be a limiting factor in various areas of the coast, and that availability of 
both inorganic and organic materials was in many cases at the minimum level 
necessary for maintenance of the marsh surface. It was concluded that a sufficient 




Some of the earliest land loss studies were performed by manually measuring 
maps and/or photomosaics to calculate conversion rates from land to open water. The 
first U.S. Geological Survey (USGS) maps of Louisiana’s coast were produced in the 
period between 1890 and 1914, based on field surveys. These early maps were often 
unreliable, since many of the small aquatic areas typical of land loss were either 
stylized or omitted. Thus, these maps tend to underestimate water area (Gagliano and 
van Beek 1970). Beginning with the 1930s, USGS maps based on aerial photographs 
began to be produced (Gagliano et al. 1981).
The acquisition of aerial photography for large portions of the state’s coastal zone 
increased the level of spatial detail available for land loss studies. Photomosaics of a 
large area are usually obtained during a short time interval, whereas it may take 
several years to acquire the data for USGS maps of a region (Craig et al. 1979). Early 
photomosaics consisted of black and white photography. Color infrared photography 
was later substituted, since it allows for better haze penetration, vegetation 
discrimination, and land/water separation. Areal measurements of land and water have
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
22
been made from USGS quadrangle sheets (herein referred to as quad maps) and 
photomosaics in two ways: (1) by counting the number of points of land or water in a 
sample grid, calculating percent land and water, and then multiplying the percentages 
by total area (Gagliano and van Beek 1970); and (2) by direct measurement with a 
manual or electronic planimeter (Adams et al. 1976, Craig et al. 1979).
The first comprehensive study of land loss in coastal Louisiana was performed in 
1970 by Gagliano and van Beek. Although there were earlier studies of land loss in 
Louisiana (Kwon 1969, Morgan and Larimore 1957, Peyronnin 1962, Saucier 1963, 
Treadwell 1955), these either considered areas of limited size or only analyzed certain 
types of land loss, such as shoreline retreat or erosion of barrier islands. The study by 
Gagliano and van Beek was the first to consider all types of land loss, including the 
breakup of inland marshes, over a large study area. They examined land loss in 
Louisiana’s deltaic plain using USGS quad maps from three time periods: the 1890s, 
the 1930s, and the 1950/60s. A square grid with points every 0.5 mile (0.8 km) was 
overlaid on each map, giving a total of 255 intersection points per 7.5 minute quad 
map. At each intersection, the investigators determined whether the underlying point 
was land or water. This allowed them to calculate a land/water ratio for each quad 
map. Multiplying these rates by the total quad area gave an estimate of land and 
water area for each quadrangle. Land loss for the two time intervals (1890s to 1930s 
and 1930s to 1950/60s) was calculated for each quad as the difference in total land 
between each time period.
For the 1930s to 1950/60s period, Gagliano and van Beek determined that the area 
lost a total of 1,282 km2, resulting in an average rate of 42.7 km2 yr"1. They produced 
a map of land loss rates by contouring the value for each quad map, plotted as the 
centerpoint of that quad. This map revealed that the Atchafalaya basin was one of the 
only areas experiencing land accretion, and that much of the remaining study area was
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deteriorating. Using the age and depth of marsh clay and peat layers as an indicator of 
subsidence rates, Gagliano and van Beek observed that the greatest land loss rates 
were found in areas with the highest subsidence rates.
A study by Adams et al. (1976) examined rates of land loss in the Barataria basin. 
They examined USGS maps from 1960 and 1971 and color infrared photography from 
1974 to analyze land loss in 14 sample sites within their study area. These sites were 
chosen from each of the four marsh types within the Barataria basin (saline, brackish, 
intermediate, and fresh). In addition, each study site was classified according to 
whether it was moderately or heavily impacted by man. Land and water areas were 
obtained for each of the sites by planimetering the imagery. Rates were reported as 
annual loss, in acres, and as the annual percent of loss in land (land loss divided by 
total land initially present). All study sites except one experienced loss, with the 
highest rate being an average of 1.89% yr"1. The site that gained land did so at an 
average rate of 0.19% yr'1. Losses were highest at brackish marsh sites. Interestingly 
enough, heavily impacted sites experienced less land loss than moderately impacted 
sites.
A study by Gosselink et al. (1979a, b) included calculations of land loss for 
Louisiana’s chenier plain. Using the same point grid method as Gagliano and van 
Beek (1970), habitat transformations were investigated for the six hydrologic basins of 
the chenier plain. The entire region experienced a net loss of 6.4% between 1952 and 
1974. Rates for four of the basins were between 1.9-3.3%, while rates of loss for 
Sabine and Calcasieu were 6.5 and 17.2%, respectively. These results were interpreted 
as meaning that the 2% rate was probably from natural causes, since these basins were 
all similar in geology and had similar subsidence rates. They concluded that the 
higher rates of loss were due to human-induced stress.
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Wicker Quad Data
Habitat maps of the entire Louisiana coastal zone have been produced by Coastal 
Environments, Inc., of Baton Rouge, by photointerpreting black and white photography 
from the 1950s and color infrared photography from 1978 (Wicker 1980, 1981). 
These maps, which were produced on 1:24,000 USGS base maps, were coded using 
the Cowardin system of habitat classification (Cowardin et al. 1979). Total area of 
each habitat type was obtained through planimetering, and then summed by quad map, 
parish, and hydrologic unit. These data summaries were then stored on computer tape. 
The resulting data base, herein referred to as the Wicker quad data, is highly amenable 
to statistical analysis (Table 1.2). It has the advantage of complete coverage over two 
time periods, uniform interpretation, and computerized format. The major 
disadvantage is that these data contain no spatial information within the quad map. 
The Wicker quad data are better suited for coastwide studies of land loss and are not 
appropriate for evaluating local factors.
One of the most often quoted studies on land loss examined loss trends over the 
period from 1890 to 1978 (Gagliano et al. 1981). This study combines the earlier 
work of Gagliano and van Beek (1970) with analyses performed on the Wicker quad 
data. For study areas of 18,900 km2 for 1890 to the 1930s and 29,800 km2 for the 
1930s to 1978, Gagliano and colleagues found average annual wetland loss rates of 
17.4 km2 between 1890 and 1935, 40.9 km2 for 1935-1958, and 72.8 km2 for 1956- 
1978. Using the midpoint of the time interval to plot each of these rates, they found 
that land loss was increasing exponentially over time. From this curve they predicted 
a loss rate of 102 km2 yr'1 for 1980. At this rate, they estimated that Plaquemines, 
Terrebonne, St. Bernard, and Lafourche Parishes had life expectancies of 52, 102, 
152, and 205 years, respectively.
A study by Scaife et al. (1983) made use of the Wicker quad data to statistically
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5 LAFOURCHE 232C E1AB5 0 5 0 1
5 LAFOURCHE 232C ElOW 16 0 81
5 LAFOURCHE 232C ElOW 0 5 0 2
5 LAFOURCHE 232C ElOW T 16 19 28
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examine land loss. Each quad map was classified by delta lobe and by distance to 
coast to test how these parameters affected land loss. It was found that land loss 
generally increased as the Gulf was approached, since subsidence rates are higher near 
the coast It was also observed that land loss generally decreased with the age of the 
delta lobe, since rates of subsidence are highest immediately following delta 
abandonment. Both of these trends, however, were highly variable.
Scaife and associates also studied how canal density affected land loss. For six 
lobe/distance combinations, percent annual land loss (or, in two cases, wetland loss) 
was plotted as a function of some indicator of canal density (i.e., 1956 percent canal, 
1978 percent canal, or percent canal change). A strong linear relationship was found 
between land loss and canals for these six cases. The slopes of these graphs were 
generally higher in younger deltas and in areas nearer to the coast, indicating that 
canals cause the greatest land loss in areas that are more prone to natural land loss. 
Scaife et al. found an average y-intercept value (i.e., zero canal density) of 0.091% 
land loss yr'1, which amounted to 11% of the area’s total land loss. They interpreted 
this value as the effect of all factors, excluding canals, on land loss. Scaife and co- 
workers therefore surmised that the remaining 89% of the land loss could be due to 
canal effects.
A 1984 study by Deegan et al. analyzed the Wicker quad data using multivariate 
regression analysis. Geologic factors were included in the study by classifying each 
quad map according to delta age, distance to coast, and depth to the Pleistocene. The 
Scaife study did not include this last variable and, in addition, it classified the first two 
variables qualitatively through the use of rankings. Deegan and associates used 
quantitative measures for all three of these variables. Also included were the 
following human-induced factors: change in area of agricultural and developed lands; 
change in area of canal and spoil; area of canal and spoil in 1956; area of canal and
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spoil in 1978; and area of rivers and bayous in 1978 (the latter was used as an 
indicator of sedimentation).
A stepwise regression showed that marsh loss was positively correlated with 1956 
marsh area, change in agricultural and developed lands, change in canal and spoil, and 
depth to the Pleistocene. Marsh loss was also negatively correlated with the 
interaction of delta age and 1978 canal and spoil area. The analysis indicated that 
initial marsh area (1956 marsh and spoil) was the strongest determinant of marsh loss. 
This observation is not surprising, since absolute marsh loss (in hectares) was used in 
the analysis, rather than percent loss. This is what would be expected if the rate of 
loss per unit land was constant, since the total loss would then be dependent upon the 
initial land area.
The regression analysis showed that for every hectare increase in canal and spoil, 
1.46 ha of marsh were lost. This is in general agreement with other studies (Craig et 
al. 1979, Scaife et al. 1983) that have shown the indirect effects of canals to be a 
significant impact. The negative coefficient on the interactive term, which indicates 
that canals cause more loss on younger deltas, is also in agreement with earlier 
findings (Scaife et al. 1983).
Deegan and co-workers also plotted change in open water against marsh loss, since 
marsh could have changed into habitats other than water. A strong linear correlation 
resulted, leading to the conclusion that 66% of the altered marsh had been converted to 
open water. Using the actual observed change in canal and spoil area and multiplying 
by the regression coefficient, it was found that 32% of all marsh loss was caused by 
canals and spoil. Direct conversion to canal and spoil accounted for 21.9% of all loss; 
thus the remaining 10.1% was considered the result of indirect causes. This value 
contrasts markedly from the 89% cited by Scaife et al. (1983). Deegan and associates 
concluded that part of the land loss Scaife and co-workers had observed was actually
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attributable to the effects of agriculture and development, and also to geology. 
Another probable reason, however, is that the Scaife analysis was based on 59 quad 
maps, whereas 139 were used in the latter study.
The most recent analysis of the Wicker quad data was performed as a part of the 
MMS study (Cowan and Turner 1988). This analysis examined 166 of the 232 coastal 
quads, accounting for 76% of the Louisiana coastal zone. Quads were excluded from 
consideration if they were within an area receiving significant sediment input (i.e., the 
Atchafalaya and Mississippi deltas), if they contained less than 2.5% wetlands, or if 
the total 1956 area was not within 0.5% of the 1978 area (due to mapping error). 
Cowan and Turner considered six factors: (1) change in marsh area between 1956 and 
1978 divided by the 1956 marsh area; (2) the area of developed land (agriculture and 
urban) in 1978, normalized to the 1956 marsh area; (3) 1978 canal and spoil area, 
normalized to the 1956 marsh area; (4) the age of the sediments; (5) the depth of 
sediments to the Pleistocene; and (6) the distance to the coast from the center of the 
quad. Three analyses were performed on the data: principal components analysis, 
multiple regression, and cluster analysis.
Principal components analysis is used to reduce an n -variable space to a smaller 
number of factors. These factors are orthogonal and are composed of linear 
combinations of the n variables (SAS 1985c). The factors represent combinations of 
variables that are linearly related. The principal components analysis was performed 
to assess whether all of the variables were significant and whether there was any 
interdependency; either finding would allow some of the variables to be excluded from 
further analysis. It was found that all six variables were significant, accounting for 
77% of the variability in the data (this was total variability, and not just the variability 
in marsh change). Further, none of the factors were interdependent, so that there was 
no basis to exclude any of the variables.
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Three principal factors emerged. Sediment age and depth both scored highly on 
the first factor, with an inverse relation between them. Newer sediments are therefore 
associated with a greater thickness, while older sediments tend to be thinner. This is 
consistent with the fact that older sediments have undergone most of their potential 
compaction, while rates of subsidence are highest in newly deposited, unconsolidated 
sediments. Canal density and marsh loss loaded highly on the second factor, 
indicating a positive relation between these two. For the third factor, distance to the 
coast and developed area both had high loadings. Thus, the amount of development 
(agricultural and urban land) increases with distance from the coast.
The multiple regression analysis modeled the percent change in marsh area as a 
function of four of the remaining variables (distance to shore was dropped since results 
were not significant). The results were highly significant Change in marsh area was 
positively correlated with canal area, developed area, and depth of sediment; it was 
inversely related to sediment age. Canal density had the largest regression coefficient, 
indicating that this variable had the greatest effect on marsh loss. However, the 
conclusion that canals play a strong role in marsh change was tempered by two 
findings. First, the model had an R 2 value of 0.40, indicating that it only accounted 
for 40% of the variability in marsh loss. The second finding was that the performance 
of the model was particularly poor for quads with high rates of change. The effect of 
canals is therefore not universal, and the relationship .between loss of marsh and canals 
does not hold for many areas, particularly those experiencing the greatest amount of 
loss.
Cowan and Turner concluded that the cause of the low R 2 value was probably not 
an omission of important variables; rather, they felt that it was more likely the result 
of using a regional approach for an area where local variability was significant. To 
explore this, the same model was separately applied to quads in the deltaic plain and
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to those in the chenier plain (sediment age was excluded for the latter, since the entire 
area had the same value). They found higher R 2 values in both instances: 0.46 for 
the deltaic plain and 0.58 for the chenier plain. The relative importance of the 
independent variables was also affected when these two regions were modeled 
separately. For example, the regression coefficient for canal area was seven times 
greater for the deltaic plain than for the chenier plain, and therefore canals play a 
much greater role in this portion of the coast. The coefficient for sediment age was an 
order of magnitude greater for the deltaic plain than for the original model, pointing to 
the importance of geology in this region. In addition, the y-intercept for the deltaic 
plain was more than twice the value for the chenier plain, indicating that this area is 
naturally prone to greater marsh loss.
The multiple regression model was also run by hydrologic unit, and again the 
results pointed out the importance of local variability. R 2 values were higher for the 
Pontchartrain and Barataria hydrologic units (0.78 and 0.58, respectively), but lower 
for Terrebonne and Atchafalaya/Vermilion (0.32 and 0.02). The relative importance of 
the regression coefficients and their magnitude varied between hydrologic units. 
Cowan and Turner concluded that Louisiana’s coastal zone was not homogeneous, but 
that the factors contributing to marsh loss were dependent upon location and geological 
history.
The results of the original regression model were used to interpolate the loss of 
marsh that would have occurred without canals. When the density of canals was set to 
zero, there was a 10.3% reduction in loss, from 23.5 to 21.1%. This indirect loss is 
similar in magnitude to the 8% direct loss from canals.
The cluster analysis found that the quad data were clumped into three clusters. 
The first cluster had relatively high canal density, but moderate sediment thickness and 
age. The loss was also moderate, and thus it appears that the effect of canals was
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offset by geology. The second cluster had the highest marsh loss and the thickest and 
youngest sediments. Canal densities were lowest in this cluster. Thus, this area is 
naturally prone to high loss because of geological factors (e.g., sediments undergoing 
rapid compaction). Although this area had low canal densities, Cowan and Turner 
pointed out that the potential for canal impact is probably greatest there, since this 
cluster is already geologically predisposed to marsh loss. The third cluster had the 
highest canal and developed densities, but the oldest and thinnest sediments. This 
cluster had the lowest marsh loss. Thus, the impact of man had little effect in these 
quads, due to their geological makeup. These findings reinforce the conclusion that 
although factors such as development and canals are important components of marsh 
loss, their effect varies greatly with location and geology. Thus, the coastal zone is 
not homogeneous with respect to the significance of these causal factors.
Digital Imagery
Two types of high resolution, digital imagery have been used in land loss studies. 
The first type of data are derived from satellite imagery, such as that from Landsat’s 
Multispectral Scanner (MSS) or Thematic Mapper (TM). Secondly, land loss studies
i|(
have also made use of maps or photomosaics that have been digitized and stored in a 
computer.
One of the earliest studies using digital data for the analysis of land loss was the 
result of a National Aeronautics and Space Administration regional applications 
program project (Howard et al. 1982). Landsat MSS imagery from 1976 and 1980 
were classified as land or water for Lafourche Parish. A land loss image was created 
by selecting those cells which were land in 1976 and water in 1980. The boundaries
*Whereas planimetering provides measurements of area only (e.g., Table 1.2), digitizing is a process that 
samples the points of a polygon and stores the coordinates of each point on a computer. Digitizing there­
by allows areal measurements, but also retains geometric information. Once in die computer, these po­
lygon data can be converted to cell format by overlaying a grid over them, in order to reduce computa­
tional costs.
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of 16 environmental management units were then merged with the land loss image, 
allowing them to be qualitatively ranked according to severity of land loss. To 
determine whether land loss in Lafourche was affected by soil type, the land loss 
image was merged with a digital soils map. A visual inspection of this image led 
Howard and associates to conclude that there was no relationship between land loss 
and soil type.
Although the study by Howard and co-workers was not quantitative, it did 
demonstrate the image processing techniques required for more comprehensive studies 
of land loss. In all of the studies discussed below, the methods used to prepare land 
loss images and to merge these with ancillary data are similar to the techniques used 
by Howard et al.
An analysis by Frick (1984) for an area in southwest Louisiana’s Cameron Parish 
considered vegetation change over a nine year period (1972-1981) using Landsat MSS 
imageiy. Data were classified as land, water, transitional (50% land, 50% water, 
±10%), or unclassified. Deterioration was defined as any change from land to water, 
and so included the land to water, land to transitional, and transitional to water 
categories. Rates of wetland deterioration were examined both for the entire area and 
by salinity zone. Overall, the study area experienced a 14.9% rate of deterioration 
during the nine year period. However, the change was not evenly distributed over the 
different salinity zones. Percent deterioration for the saline, brackish, intermediate, and 
fresh zones amounted to 37.8, 12.7, 5.8, and 27.7%, respectively.
Frick also looked at change in vegetative zones versus distance to water bodies. 
She found that there was a strong dependence between conversion of vegetation and 
proximity to water, with 27% of all change occurring within the first 50 m (one cell 
distance). The transformation of vegetation followed a negative exponential 
relationship with respect to distance to water.
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Another factor examined by Frick was how shoreline changed in the area over 
time. There was a net change of 4.51 in the percentage of shoreline cells (land, 
transitional, or unclassified cells bordered by at least one water cell) over the nine year 
study period. Change by salinity zone followed the same trend found for wetland 
deterioration: the increase in percent shoreline for the saline, brackish, intermediate, 
and fresh zones was 8.89, 4.71, 1.89, and 8.71, respectively.
Tumipseed (1986) studied land loss for an area which included Frick’s region, plus 
some additional land to the south and to the east. His data set contained land/water 
images for four dates over a 51 year period (1933-1984). The source of data for 1933 
and 1953 was black and white panchromatic photography. For 1975, 7.5 minute 
USGS orthophoto quad maps were used. Data for 1984 were derived by classifying a 
Landsat TM scene. Digitized soil and water channel maps were also included in the 
data base. The different maps were merged into a GIS, using a 10 m x 10 m cell size.
Over the 51 year period, the amount of land in the overall study area decreased by 
142.2 km2. However, this reduction was not uniform over time. The percent of water 
in the study area for 1933, 1953, 1975, and 1984 was 4.0, 4.8, 16.8, and 32.1%, 
respectively. Thus, 15.3% of the study area had converted from land to water for the 
last decade of analysis, giving an average of 1.5% yr"1.
A comparison of rates for different soil types revealed that land loss was not 
random with respect to soil. The four soil types exhibiting the highest loss rates were 
Allemands muck, Scatlake clay, Creole clay, and Clovelly muck. Between 1975 and 
1984, the conversion of land to water for these four soils was equal to 32.2, 17.8, 13.7, 
and 10.3%, respectively.
Tumipseed also considered the effect of proximity to water channels on land loss, 
since these could be potential sources of saltwater intrusion. He produced images that
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showed land loss as a function of distance to water channels, using the same methods 
employed by Frick (1984). The results, however, were only evaluated qualitatively. It 
was found that over time the distances between areas of land loss and water channels 
decreased. Although this could be evidence that channels were having an effect on 
land loss, the results were inconclusive since new canal construction would itself be 
expected to lower these distances. Tumipseed pointed out, however, that these new 
canals could expose more marsh to any potential saltwater intrusion.
Sasser et al. (1986) examined land loss in Barataria basin for four dates over a 35 
year period. Imagery for 1945 and 1969 was based on black and white aerial 
photography. For 1955-1956, black and white controlled photomosaics were used, 
while color infrared transparencies were the source for the 1980 image. Habitats were 
classified as water, developed, natural levee, canal, and other. Marsh was separated 
into several categories, according to the proportion of water contained within. The five 
categories were 20-40, 40-60, 60-75, 75-90, and > 90% marsh.
Sasser and co-workers observed a general pattern of degradation in the Barataria 
basin wetlands, with marsh being transformed into categories containing more water. 
Between 1945 and 1980, 20.0% of the marsh had changed to water, and an additional 
14.3% was transformed into canal and spoil or developed. The overall rate was not 
constant, but accelerated over time: for 1945-1956, the loss rate was only 0.32% yr'1, 
whereas it increased by almost a factor of five to 1.49% for 1969-1980. The pattern of 
marsh loss indicated that the change to open water was not from lake and bay edge 
erosion, but rather from the appearance of small, randomly spaced ponds which 
coalesced into larger lakes.
Sasser and his colleagues were able to distinguish five zones in the study area 
which exhibited distinct patterns of marsh breakup. A long portion of marsh adjacent 
to Bayou Lafourche (a previous Mississippi River distributary) had the highest rate of
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degradation: solid marsh went from 74% of the area in 1945 to 9% in 1980. Open 
water and deteriorated marsh categories increased from 8 to 36% and 2 to 25% over 
the same time period, respectively. This zone also experienced saltwater intrusion over 
the 35 year period, as seen by a change from floating freshwater aquatics to Spartina 
patens and Spartina alterniflora. Although the area had been cut off from sediments 
by the damming of Bayou Lafourche in 1904, Sasser et al. did not consider this to be 
the cause of the deterioration, since the marsh was healthy 40 years later in 1945. 
Instead, Sasser and associates concluded that a more likely cause of marsh degradation 
was saltwater intrusion.
The second area of land loss was shore margin marshes, which were not as 
severely affected as those in the first zone. By 1980, most of the solid marsh in this 
zone had been converted into the 75-90% marsh category. This area was believed to 
have been saline since at least 1945, and thus saltwater intrusion was probably not a 
factor in the marsh change. Most of the degradation in this zone was along the edges 
of bays and lakes, and thus the marsh alteration was probably a result of wave action.
The third region of marsh loss was a transition zone between the previous two. 
This area was already partially degraded in 1945, and the conversion of solid to 
broken marsh continued to occur over the period of study. Open water was a minor 
component in this zone.
The fourth category, in the northernmost portion of the study area, was composed 
of stable marsh. Only 6 km2 of solid marsh converted to slightly degraded categories 
over the 35 year period. As with the first zone, this area was also dominated by 
freshwater in 1945, and had only recently come under saline influence. Sasser and 
associates considered this area to be the most vulnerable to further degradation, since it 
was just beginning to experience the impact of higher salinities.
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The final category was an area of degraded marsh. This zone was already in a 
state of deterioration in 1945, containing 47% open water. This increased slightly to 
53% open water by 1980. The solid marsh in this area decreased from 83 to 16 km2 
between 1945 and 1980. Because it was already in an advanced state of deterioration, 
changes here were not as drastic as for the first zone.
The study by Sasser et al. attempted to separate areas experiencing land loss by 
saltwater intrusion from those where other factors dominate. This was accomplished 
by using historical photography to delineate areas that changed from freshwater to 
saline vegetation. It must be kept in mind, however, that what was observed was a 
co-occurrence of land loss with saltwater intrusion. As was discussed previously, this 
kind of study cannot prove which of these factors, if any, is the causal agent. To 
prove that salt toxicity is responsible for land loss, it is necessary to show that a causal 
mechanism exists at the physiological level, and that factors such as submergence are 
relatively unimportant
Turner and Rao (1988) examined the effect of canals on land loss by using a data 
base prepared by the U.S. Fish and Wildlife Service by digitizing Wicker’s original 
habitat maps. They selected 72 quads from five geographic area: the chenier plain, 
the St. Bernard delta, the Barataria hydrologic unit, the Terrebonne hydrologic unit, 
and also an area adjacent to the Mississippi River Gulf Outlet (MRGO), a wide 
navigation channel extending from New Orleans to the Gulf. Open water was 
partitioned into four pond size classes: 0-20, 20-40, 40-60, and > 60 ha. In addition, 
ponds were classified as new (there in 1978, but not in 1956), transient (existing in 
1956 but not in 1978), and persistent (found in both years). Hard copies of each quad 
were produced for each pond size class, showing the distribution of open water and 
canal. The distance from the closest canal to the nearest edge of a pond was then 
manually measured.
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Turner and Rao found that new ponds in the 0-20 ha range were six times more 
numerous than all other ponds. The frequency distribution of this size class with 
respect to canal distance showed that both new and persistent ponds were inversely 
related to distance from canal. The pond distribution was affected by canals out to a 
distance of 2 km. This was not observed for transient ponds, however, their frequency 
peaked at 1.0-1.5 km. Because their measurements were by hand, Turner and Rao 
could not determine the relationship between land area and distance to canal. 
However, they reasoned that if the relationship between pond abundance and canal 
distance were the result of a similar increase in land area, then transient ponds should 
have also been more numerous near canals. Since this was not observed, they 
concluded that the greater abundance of ponds was a result of the canals.
For the 20-40 ha size class, ponds were distributed even more closely to canals. 
Seventy-five percent of these ponds were located within 0.4 km from a canal. Only 
new and persistent ponds were observed in this size class. In fact, the 0-20 ha 
category was the only size class to contain transient ponds.
Linear regressions were performed for the number of new ponds versus 1978 canal 
area for the five geographical areas. R 2 values were 0.80, 0.40, 0.84, and 0.29 for the 
MRGO, St. Bernard, Barataria, and Terrebonne, respectively, with a combined R 2 of 
0.29. Results for the chenier plain were not significant.
Turner and Rao performed a multiple regression of area of new ponds less than 60 
ha versus canal area and depth to the Pleistocene for 34 quads in St. Bernard, 
Barataria, and Terrebonne. The result was significant, with an R 2 of 0.71. They 
concluded that the effect of canals at distances of 2-3 km was responsible for a 
majority of the wetland loss in their study area, based on the fact that pond area in the 
< 60 ha class was related to total pond area. This may be an unwarranted conclusion, 
since the relationship between the smaller ponds and total pond area became noisier as
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pond size increased.
A study by Leibowitz et al. (1988) also made use of Fish and Wildlife’s digitized 
version of the Wicker maps. Data for a 2,550 km2 study area in Terrebonne Parish 
were obtained and converted to a 50 m x 50 m cell format. The total land area in the 
study site went from 1,596 km2 in 1956 to 1,405 km2 in 1978. Thus, the area lost a 
total of 191 km2, or 12.0% of the original land area, over the 22 year period. This 
was equivalent to an average annual loss rate of 8.7 km2, or 0.6% per year. A 
comparison of total land area underestimates the total amount of land lost, however, 
since it is a net rate of loss. For example, growth of the Atchafalaya delta added 13.7 
km2 of land to the study area between 1956 and 1978, a value which is implicitly 
included in the calculation mentioned above. A gross rate of loss can be calculated by 
counting those cells that were land in 1956 but water in 1978. Using this method, a 
loss rate of 233 km2, or 14.6%, was found (10.6 km2 or 0.7% per year).
By comparing the original habitat types of the lost land, it was determined that 
fresh marsh was more likely to be transformed to water than was saline marsh, with 
loss rates of 17.3 and 13.1%, respectively. Arboreal habitats were the most stable 
(4.6% loss rate), while spoil banks had the highest rates (21.4%). It was therefore 
concluded that land loss was not random with respect to habitat type. The analysis by 
Leibowitz et al. also showed which form of land loss (shoreline erosion, construction 
of new canals, marsh breakup, etc.) was dominant in the study area. It was found that 
the transformation of land to inland open water (i.e., marsh breakup) was the most 
significant category of loss, accounting for almost 75% of the total. Land lost by 
direct conversion to canal amounted to 1 2 .1%, while loss to natural channels was equal 
to 10.6 percent. Land lost to Gulf open water by shoreline retreat accounted for less 
than 5% of the area’s total loss.
Leibowitz and associates also performed a proximity analysis to determine how
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land loss was affected by distance to various features. It was found that the 
probability of a cell undergoing land loss increased as canal or spoil was approached. 
Natural channels, however, had the opposite effect: the incidence of land loss declined 
as distance to these features decreased. Proximity to upland habitats, however, had no 
effect on land loss rates.
While the rate of loss near canal and spoil was only a few percentage points 
higher than the overall average, the change over time in the nearness of land to canal 
must be considered. Construction of new canals and spoil (63 km2 between 1956 and 
1978) caused a reduction in the average distance between land and the nearest canal. 
In 1956, the frequency distribution of land area with respect to canal and spoil had a 
relatively low slope, with land occurring at distances greater than 5 km. By 1978, 
however, most of the land cells were less than 1 km from canal or spoil, and hardly 
any land was found at a distance greater than 4 km. Leibowitz et al. surmised that, 
since rates of loss are dependent upon distance to these features, continued 
construction of new canals would cause accelerated rates of land loss by pushing the 
average distance of land closer to canals.
Spatial Models
Computer models are common ecological tools (Hall and Day 1977). To be 
considered a spatial model, the output should show the spatial distribution of some 
variable of interest; in other words, at least some of the results should be in the form 
of a map. In addition, the behavior of the system should also be dependent upon 
spatial relationships. The simplest example of the latter would be a model such as the 
multiple regression by Deegan et al. (1984), which included distance to the coast as a 
variable. If the marsh loss for each quad had been mapped according to the 
geographic position of the quad, this would qualify as a spatial model according to the 
two criteria listed above.
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A less trivial example of a spatial relationship would be where the behavior of a 
cell is influenced by the surrounding environment. An example of this is the Coastal 
Ecological Landscape Spatial Simulation (CELSS), which simulates habitat succession 
in time and space for an area in Terrebonne Parish to the east of the Atchafalaya River 
(Costanza et al. 1986, Costanza et al. 1988, Sklar et al. 1985). This model consists of 
a grid of 2,479 cells, each with an area of 1 km2. The dynamics of each of these cells 
is simulated over time as a function of the initial habitat type in 1956 and 
environmental change. The state of each cell is affected by internal processes, such as 
sedimentation and subsidence, as well as exchanges with the four adjacent neighbors. 
For example, change in suspended sediment over time is equal to the net flux of 
sediment into the cell from the four neighbors plus resuspension of bottom sediment 
minus sedimentation. Sediment transport between cells is driven by water exchange, 
which is a function of habitat type, drainage density, waterway orientation, and levee 
height.
As modeled, the productivity of each cell is affected by factors such as habitat 
type, temperature, salinity, and availability of nutrients. For a given habitat, maximum 
productivity occurs at some optimal combination of these factors, and declines as 
conditions depart from optimum. Succession takes place when the productivity of an 
alternate habitat exceeds that of the current habitat for the given environmental 
signature. A time lag is built into the model to avoid habitat switching from short­
term fluctuations.
The model originally produced a 6 8 % fit when simulated results were compared 
with actual data for 1978 (Costanza et al. 1986). Using optimization techniques to re­
calibrate the model, the fit was increased to 8 6 % (Costanza et al. 1988). In addition to 
predicting future habitat distributions, the model can also be used to examine the effect 
of different management strategies. For example, the model has been run without any
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canals to determine their effect on change in open water area (Costanza et al. 1988).
The CELSS model is an important research tool because it allows hypotheses on 
habitat succession to be formalized and tested. The structure of the model is flexible 
enough to allow new mechanisms to be incorporated as they are discovered. In 
addition, the model can be used to explore the effects of different management 
scenarios. However, these results will only be realistic when the dominant impacts of 
a simulated process have been explicitly included in the model.
In summary, the following conclusions can be drawn from the literature on 
Louisiana’s land loss:
(1) The Louisiana coast is experiencing a net loss of land, and the rate 
of loss appears to be accelerating over time. The net loss of wetlands is 
a recent phenomenon, since there has been a net build-up of land 
throughout most of the Holocene. This statement must be qualified, 
however, since little is known about short-term fluctuations in land area 
over geological time. It is therefore possible that this loss is within the 
natural range of variation in land area;
(2) Land loss is affected by factors related to the delta cycle, such as 
distance from the coast, age of delta lobe, and depth to the Pleistocene.
Thus, land loss is at least in part due to natural processes;
(3) Rates of loss are also affected by local environmental factors, such 
as marsh type, although these effects are not consistent. Adams et al.
(1976) found highest loss rates in the brackish marsh, while Frick 
(1984) observed the greatest loss in the saline marsh. Rates of land loss 
in parts of Terrebonne Parish, however, were highest in the fresh marsh 
(Leibowitz et al. 1988). Soil type can also be an important factor in
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land loss, as shown by Tumipseed (1986). Although this was not 
observed by Howard et al. (1982), their analysis was qualitative, and 
therefore these results may be unreliable;
(4) Human activities, such as leveeing of the Mississippi and canal 
construction, also contribute to land loss. Leibowitz et al. (1986) found 
that direct conversion of land to canal through dredging accounted for 
12% of all land loss. Estimating the indirect effects of canals is more 
difficult, and has relied on statistical models. The study by Deegan et 
al. (1984) estimated that indirect effects were responsible for 10% of all 
land loss, a value similar in magnitude to the direct losses;
(5) Whereas several studies have shown that canal and spoil are 
important factors in land loss, the mechanism for this remains unknown. 
Canals could cause land loss by compaction, restriction of drainage, 
reduction in sedimentation, introduction of salt water, or combinations 
of one or several factors. Changes in vegetation to more salt tolerant 
species have been documented (e.g., Chabreck 1972, Sasser et al. 1986), 
implying that saltwater intrusion does occur. As has been argued, 
however, this is a normal part of the destructional phase of the delta 
cycle (Morgan 1972). The experiments by Mendelssohn and McKee 
(1988) give weight to the argument that saltwater intrusion has been 
overstated as a causal mechanism, while submergence has been 
understated. Additional experiments such as these are needed to settle 
this important question;
(6 ) High-resolution, digital imagery has the potential for quantitatively 
testing many land loss hypotheses. An especially promising technique 
is proximity analysis, which allows one to determine whether a spatial
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relationship exists between land loss and some feature in the landscape. 
This technique must be used with care, however. For example, Frick 
(1984) measured the amount of land loss, in hectares, with respect to 
distance to water bodies. She concluded that land loss was strongly 
affected by proximity to water. Her analysis implicitly assumed, 
however, that the total amount of land was constant with respect to 
distance to water. This is not the case, as was determined by Leibowitz 
et al. (1988). Their analysis showed that the total amount of land 
decreased as distance from canals increased. The trend that Frick 
observed could therefore have been entirely due to the fact that there is 
more land to be lost near water bodies. For this reason, it is necessary 
to normalize the land loss value and use the percent loss, rather than 
area lost; and
(7) Many comparisons have been made between the different loss rates 
found in the literature, and yet these studies have often measured 
different things and, therefore, are not directly comparable. For 
example, the literature includes net loss rates as well as gross loss rates; 
loss as a percent of land area and loss as a percent of total area (land 
plus water); and wetland loss (marsh plus swamps) as well as land loss 
(wetland plus all other land). Future studies must pay more attention to 
the variables being analyzed.
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CHAPTER 2
THEORY - LAND LOSS AS A LANDSCAPE PROCESS 
AN ECOLOGICAL DEFINITION OF THE LANDSCAPE
A landscape is a heterogeneous area of land containing groups of interacting 
ecosystems, or habitats, that are repeated in similar form over space (Forman and 
Godron 1981, 1986). A landscape possesses certain characteristics:
(1) A landscape is composed of clusters of ecosystems, or habitats. 
Although each ecosystem is distinct, similar habitat types will share 
certain characteristics, such as material flows and biological 
components;
(2) Climatic conditions over the entire landscape are similar,
(3) The landscape pattern is often related to the underlying 
geomorphology; and
(4) The disturbance regime within the landscape is similar, both in the 
types of disturbance and their temporal frequency.
The development of a landscape is therefore the result of long-term processes, 
such as climate and geology; ecological factors relating to colonization patterns, such 
as competition and species dispersion, which occur over a shorter time scale; and 
disturbances, which occur on frequencies ranging from days to millions of years 
(Figure 2.1).
As was discussed in the introduction, landscape ecology deals with the structure, 
function, and change of landscapes. Landscape ecology differs from other ecological 
disciplines mainly by explicitly focusing on spatial pattern. A major consideration in
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this field, then, is characterizing the pattern of a landscape, and determining the 
processes that are responsible for this pattern (Forman and Godron 1981, Risser et al. 
1984, Urban et al. 1987).
From a spatial perspective, a landscape can be viewed as a mosaic of different 
ecosystems. Three different types of regions occur within this mosaic, based on their 
geometry: patches (irregularly shaped areas embedded within a matrix of different 
structure); corridors (narrow strips of land, such as streams and hedgerows, surrounded 
by the matrix on each side); and the background matrix itself. Five different kinds of 
patches can be distinguished, depending on their origin (Forman and Godron 1981, 
1986):
(1) Spot disturbance patches, resulting from a small disturbance within 
the matrix;
(2) Remnant patches, which are the converse of spot disturbances and 
occur when a large disturbance takes place, reducing the background 
matrix to a patch;
(3) Environmental resource patches, which are normal components of a 
heterogeneous environment;
(4) Introduced patches which, as in the case of agricultural areas, are 
brought about by people either by accident or design; and
(5) Ephemeral patches, which are transient patches that occur from 
normal, short-term fluctuations.
The preceding discussion illustrates that land loss can indeed be viewed as a 
landscape level phenomenon, and further, that land loss can be characterized as a 
disturbance patch. The specific type of patch, spot disturbance or remnant, depends on
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the stage of land loss. During the initial phase of delta abandonment, for example, the 
background matrix would be land, and loss would occur as small patches of open 
water (ponds or lakes). During the advanced stage of disintegration, however, the 
open water would have coalesced and become the background matrix, whereas the 
patches would be land islands (Figure 2.2); in this case, loss would occur as a 
reduction in the size of islands. Franklin and Forman (1987) have studied this 
figure/background switch in matrix and patch using as an example a model of forest 
clearcutting (Figure 2.3). Browder et al. (1985) examined shoreline interface as a 
function of marsh disintegration for a simulated landscape.
Forman and Godron (1986) discuss seven ecological principles that they believe 
operate at the landscape level, concerning (1) landscape structure and function,
(2) biotic diversity, (3) species flow, (4) nutrient redistribution, (5) energy flow,
(6 ) landscape change, and (7) landscape stability. Two of these will be discussed to 
illustrate how these principles can relate to land loss. First, landscape heterogeneity 
decreases the biological diversity of interior species. Rare species are especially 
sensitive to this. However, the abundance of edge species or species requiring at least 
two habitats increases with increasing heterogeneity. Louisiana’s coast originally 
consisted of thousands of square kilometers of a few marsh types. In the case of 
brackish and salt marshes, these stands were almost completely monospecific. This 
principle of biotic diversity suggests that these large expanses of habitat were 
necessary to support rare species. The heterogeneity of the Louisiana coast has 
dramatically increased as a result of land loss. This could have important 
consequences for the survival of these rare species.
A second landscape principle that relates to land loss is that nutrient redistribution 
between landscape elements increases as disturbances within these elements increase. 
Wetland habitats contain a large store of biomass and bound nutrients. One of the
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Figure 2.2. Accretion of land over the life cycle of a delta. During the initial and
final stages, patches would be land and the background matrix would be 
water; the opposite occurs during the time of maximum land 
accumulation (adapted from Gagliano et al. 1970).
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Figure 2.3. Patterns and areal distribution of a forested landscape experiencing 
clearcutting (Source: Franklin and Forman 1987).
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results of land loss is the release of these minerals to neighboring habitats. The 
productivity of surrounding areas may therefore actually increase as a result of wetland 
destruction. In this situation the habitat is no longer acting as a renewable resource, 
but is in fact a fossil source of energy and nutrients. The productivity of these 
surrounding systems will eventually decrease once this storage of materials is depleted. 
Thus, while an increase in productivity may initially accompany land loss, in the long 
run the result will be reduced productivity.
While landscape principles such as these are helpful in pointing out potential 
ecological problem areas, they must be applied cautiously. These principles are often 
based on sparse data collected from only a few ecosystems, and these generalizations 
may not hold for all landscapes. For example, dissecting a marsh with a canal 
decreases the patch size, but has little effect on marsh area. Although theory suggests 
that species diversity would be reduced with decreasing patch size (Forman and 
Godron 1986), this may not be the case in the marsh since a canal is not an 
impenetrable barrier to many of the species utilizing this habitat.
Landscape dynamics is concerned with the spatial distribution of landscape 
elements, or habitats, and how this distribution changes over time. Spatial processes 
are forces that cause iandscape change, and spatial pattern describes the resulting 
distributions. Understanding the relationship between process and pattern is valuable, 
since changes in spatial pattern can be predicted if the processes operating within a 
landscape are understood. The ability to predict pattern from a knowledge of spatial 
process can lead to more effective environmental management. Conversely, if the 
process is not known, a study of spatial pattern may yield insight into the causal 
processes if there is an underlying order to this pattern. In the following sections, a 
detailed introduction is presented on spatial process and pattern.
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SPATIAL PROCESSES
A spatial process is the result of some physical mechanism whose operation affects 
the surrounding area (the process can also be the result of an exchange in information). 
Consider a landscape containing a patch of habitat A surrounded by a matrix of habitat 
B (Figure 2.4). The spatial distribution of these two habitats can change over time, 
with either A encroaching on B or vice-versa. This transformation is the result of 
alterations in environmental conditions, including human impacts, with time scales 
ranging from less than a year to millions of years (Figure 2.1). The forces responsible 
for this change can be thought of as a habitat pressure. If the habitat distribution is 
stable over time, then these pressures are equal, i.e., y A =\|fB. In the trivial case of a 
static equilibrium, xj/̂  =\|fB = 0 ; normally, however, these values will be greater than 
zero, representing a dynamic equilibrium. In the vocabulary of spatial dynamics, 
and \j/B represent spatial processes, while the change in A and B is the associated 
pattern.
Assume for the moment that the pattern of interest is the growth of habitat A. 
Processes responsible for \|/A will be refered to as promoters, whereas those 
responsible for will be refered to as inhibitors. The expansion of A can therefore 
result either from an increase in \|/A or from a decrease in \\fB. In other words, habitat 
expansion can occur because of an increase in the force of a promoter or a decrease in 
the counterforce of an inhibitor. It should be noted that a process is defined as a 
promoter or inhibitor relative to the pattern of interest; if the growth of B was of 
interest, would be defined as the promoter.
As this discussion implies, the impact of a spatial process can be either beneficial 
or detrimental. The mechanisms underlying these processes can be tremendously 
complex, and it is not the purpose of this discussion to go into the specifics of these 
mechanisms at the physiological level; it is assumed that the effects are known. What
51




Figure 2.4. Landscape dynamics of a patch habitat (A) embedded within a matrix habitat 
(B). At equilibrium, the outward pressure of A is equal to that of B, and 
the habitat distribution is stable. Habitat A can expand into B either from 
an increase in'H^or a decrease int|^.
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is of interest here is how these impacts are distributed over space.
A spatial process has some geometry associated with it, which includes its shape 
and location in space. The simplest possible shape for a spatial process would be a 
point, also known as a point source. The geometry need not be limited to a point, 
however; linear, circular, dendritic, and irregular sources are also found in the 
landscape (Figure 2.5). These processes can generally be referred to as spatial 
sources.*
One of the objectives of landscape analysis is to determine how the impacts of 
spatial processes are distributed over space. In the trivial case, the effect of the spatial 
process is exactly limited to the shape and location of the process itself. In this case, 
the result is completely determined by the initial geometry. In many instances, the 
effect of a spatial process is felt beyond the boundary of that process. For example, if 
a load is placed on a soil, compaction can occur beyond the physical boundary of the 
load, due to the elasticity of the soil. In this case, the potential for impact is greatest 
immediately adjacent to the load and declines with distance. Thus, one of the 
properties of a spatial process is that, although the source is limited in space, the 
effects of the process may be felt beyond the physical boundary. Examples of other 
processes that experience this kind of distance attenuation are particle diffusion, 
sedimentation, and withdrawal of a fluid from a well. In the following discussion, a 
description of diffusion and compaction is presented to illustrate how the impact of 
spatial processes is affected by distance. The discussion of these two processes is not 
meant to imply that they are more important than other processes; rather, they are 
given as examples of how distance effects can result from physical mechanisms.
*In environmental jargon, a source is responsible for producing some physical flux with a positive gra­
dient, whereas a sink collects or absorbs this flow, causing a negative gradient. In the current vocabulary, 
both of these will be refered to as a spatial source, since they represent the spatial origin of some process.
With respect to the pattern resulting from this flux, a source is a promoter and a sink is an inhibitor.









Figure 2.5. Examples of spatial sources, showing several different geometries.
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
55
Diffusion
Diffusion is the process whereby a flow of material occurs as a result of a gradient 
in the concentration of that material. For gases, the molecular basis of diffusion is the 
random motion of the particles due to thermal energy. This phenomenon can be 
modeled at a microscopic level as a random walk (Figure 2.6; Berg 1983, Okubo 
1980). In a one-dimensional random walk, a particle must move one unit to the right 
or to the left during each time step. The particle is not allowed to rest, and the choice 
of right or left is equiprobable.
Consider two locations, x  and x  + 8 , with the locations containing nx and nx+5 
particles at time t (Figure 2.7). If each of these particles is undergoing a random 
walk, then half of the particles at x  will move one step to the right to x + 8 , and half 
of the particles at x  + 8  will move one step to the left to x  at time t+x.  If the positive 
direction is considered from left to right, then the net number of crossings is equal to 
-  V2 [ nx+§ -  nx]. The one-dimensional net flux, 7, is the net number of crossings per 
area normal to the x  axis per unit time, i.e.,
J  = -  Vi [ nx+5 -  nx] / ax (Eqn. 1)
Multiplying by 82/8 2 and rearranging gives
82 1 “x+d (Eqn. 2)
2 x 8  a 8
If the diffusion coefficient, y, is defined as 82/2 t  and the density of particles per 
unit volume, p, is defined as n/ad,  then substituting into Equation 2 gives
(Eqn. 3)
As 8  approaches zero, the limit of Equation 3 is given by
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Figure 2.6. A two-dimensional random walk of 18,050 steps (Source: Berg 1983).
M x )
i
N  U + 8 )  
I
X jr + S
Figure 2.7. Illustration of diffusion, where the number of particles at points
x  and a + 6  are equal to nx and respectively (Source: Berg 1983).
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
57
lim J  = -  Y 4^- (Eqn. 4)
5-» 0  dx
Equation 4 is known as Fick’s first equation, and relates the flux of materials to 
the one-dimensional gradient of the concentration and to the diffusion coefficient, 
which is a function of the particles themselves, the medium in which they are 
suspended, and the absolute temperature.
Next, consider a box with an area a normal to the flow, a width of 8 , and thus a 
volume equal to a 8 . At time x, a flow of Jx particles enters from the left and Jx+& 
leaves from the right. The number of particles entering and leaving is thus equal to 
Jx ax  and Jx+$a%, respectively. If mass is conserved, then the change in concentration 
at time x is equal to the difference in the number of particles leaving and entering per 
unit volume, i.e.,
- 7  [p,+r -  P,] = — 7  ^x+5 “  Jx'iax/aS = —j  [Jx+8 -  Jx] (Eqn. 5)X X  o
The limit of Equation 5 as x 0 and 8  —> 0 is given by
9p _ dJ 
dt dx
(Eqn. 6 )
Substituting Equation 4 into the right hand side of Equation 6  gives the following 
result:
£ - * 5 -  < E q n - 7 )
Equation 7 is Fick’s second equation, and states that the change in concentration 
over time at location x  is equal to the product of the diffusion coefficient and the rate 
of change in the concentration gradient. In the case where n particles are initially 
concentrated at x  =0, the solution of Equation 7 gives the concentration of particles at 
time t and position x  for a diffusion process (Okubo 1980):




The spatial distribution of particles resulting from a diffusion process is therefore 
Gaussian (Figure 2.8).
Compaction
Because the soil contains pore spaces filled with air and water, it can be 
compressed when subjected to a stress (Figure 2.9). The soil is in some ways elastic, 
and thus the effect of a load is experienced by the soil at some distance from the load. 
The following discussion is based on material in Holtz and Kovacs (1981).
A compressible soil column is composed of a solid component and a voids 
component, containing air and water (Figure 2.10). If the volumes of the solids and 
voids are given as v>s and vv, respectively, then the voids ratio, r, is defined as
For a unit area, the thickness of the solids layer is defined as unity, and the 
thickness of voids layer is therefore r . Then the initial thickness of the column, 5Z is 
equal to the sum of the solids and voids, i.e.,
When compaction occurs, there is a reduction in the thickness of the voids layer, 
causing a decrease of Ar in the voids ratio. The percent change in the voids ratio is 
equal to A r/l + r ,  and therefore the change in height is equal to the product of the 
percent change in voids ratio and the original height:
r (Eqn. 9)
S
82 = 1 + r (Eqn. 10)
(Eqn. 11)
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X
Figure 2.8. The probability distribution of particles versus distance at times 1, 4, and 
16 for a diffusion process (Source: Berg 1983).
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Figure 2.10. Phase relationships in the soil column showing change in height caused 
by compaction (Source: Holtz and Kovacs 1981).
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Figure 2.11. The effect of distance to the load on vertical stress (Source: Holtz and 
Kovacs 1981).
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Equation 11 describes the change in height of the compressible layer as a function 
of the change in the voids space. Ultimately, it is desireable to know how this height 
changes as a function of the load, and thus this equation can be restated in terms of a 
vertical stress:
A5Z = 8Z (Eqn. 12)
z 1 + r 2
where
A\j/ = The change in vertical stress 
c = The compressibility of the soil
Assuming a homogeneous soil with constant compressibility, the stress experienced 
by a compressible layer at distance x  and depth z from a point load of Cl is given by 
Boussinesq’s equation:
v  = ---- n(3z3)-- (Eqn. 13)
27t(x2+ z2)5
The vertical stress decreases with depth. The average vertical stress that a layer is 
exposed to can therefore be approximated by using the value of \]/ at the midpoint of 
the column, i.e., the stress at 8z/2. The change in the height of a soil column at a 
distance x  due to a load Q can then be obtained by substituting Equation 13 into 
Equation 12:
. .  c 8 ,  Q[3 (S,/2 )3]
A8z =   x   ---------- —rrr (Eqn. 14)
1 + r 2k[x 2+(5z/2)2]
The change in \|f with respect to distance from the load is shown in Figure 2.11. 
The same basic principles discussed here can also be used to examine the compaction 
of a soil due to fluid withdrawal (Suhayda 1988), since the pumping causes a decrease 
in the vertical pressure of the column.
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The Gravity Model
In the foregoing discussion of diffusion and compaction, the mechanism 
responsible for the spatial process is understood. Often, however, it is known that a 
structure has an effect on the landscape, but the mechanism underlying the process is 
unknown. Spatial processes of this type can be described using the gravity model.
The gravity model was developed by geographers to quantify the effect of a region 
on surrounding areas (Isard and Bramhall 1960). The rationale for this development 
was that social and economic forces between populations in many ways resemble 
gravitational forces between particles. From this perspective, the localized region is 
viewed as a mass and the surrounding areas are considered as particles. The model 
then examines the interaction between this mass and those particles. These models are 
known as gravity models because of their conceptual and mathematical similarities to 
the Newtonian model.
Consider a region with a total population equal to n. This region has m 
subregions, with the population of the i th subregion equal to n,- and 
n = ni + n2 + •••  + nm. Now consider the total number of trips, T, taken between 
subregions, with Ttj equal to the number of trips from the i th to the y th region. 
Assume that the proportion of trips to a particular subregion, T j / T ,  is equal to the 
proportion of the total population living in that area. Then the percent of all trips to 
the j th  region is equal to rijln. In addition, the mean number of trips per individual, 
P, is equal to Tin.  Then the mean number of trips per individual to the yth subregion 
is obtained by multiplying P by the percentage of trips to the j  region, and is equal to 
P rijln. Finally, the number of trips from the / th to the j th  region, 7 - ,  is obtained by 
multiplying by the total number of individuals in the i th region:
T’i,- = P —  (Eqn- 15)1 n
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In this derivation, it is assumed that the probability of a trip is unaffected by 
factors related to distance, such as cost and time. Thus, it is implicitly assumed that 
there are no frictional effects associated with distance. It has been empirically 
observed, however, that the actual number of trips between two points, 7^, is less than 
that predicted by Equation 15. If the ratio of observed to expected trips, / Ttj , is 
plotted against distance between i and j  using a log/log plot, a straight line with 
negative slope results (Isard and Bramhall 1960):
f -
log = b -  M log 8 ij (Eqn. 16)
T‘j
where
8 y = The distance between points i and j  
b = The y-intercept 
M  = The slope
Taking the antilog of both sides and multiplying by gives 
e b Tij
TU = ~ T m ~  ^  17>
V
Substituting for the value of Ttj from Equation 15 and letting G = eb $ In,  
Equation 17 reduces to the following:
n-.ni
T „ * G - ^ -  (Eqn. 18)
Equation 18 is the common form of the gravity model, and states that the 
interaction between two regions is a positive function of their size and is inversely 
proportional to the distance between them. The gravity model has been used to 
examine the effect of distance on a wide range of geographic and economic 
applications, including participation in community activities, passenger traffic on
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
64
railways between cities, population densities outside urban areas, and retail trade zones 
surrounding shopping centers (Carrothers 1958, Huff 1963, Isard and Bramhall 1960). 
An example of gravity model results fitted to data on tonnage of materials shipped by 
rail is shown in Figure 2.12.
The discussion of diffusion and compaction illustrates how a physical process can 
cause a distance effect with respect to a spatial source. If the mechanism is 
understood, it can be modeled explicitly. Even when the mechanism is unknown, the 
behavior of the source can be modeled using a technique such as the gravity model.
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Figure 2.12. Relation between rail tonnage and shipping distance (Source: Isard 
1956).
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SPATIAL PATTERN
The occurrence and description of spatial pattern is a primary consideration in the 
study of landscape dynamics. Pattern concerns the geometry and spatial distribution of 
objects. The human eye excels in picking out patterns from a chaotic background; 
unfortunately, pattern recognition by computers is at a much more rudimentary stage 
(Ballard and Brown 1982, Castleman 1979, Tou and Gonzalez 1974). The first step in 
studying landscape pattern, then, is to define measures of pattern. The concept of 
pattern can be compared to randomness, since an absence of pattern implies 
randomness, and vice-versa. The measures of spatial pattern will be based on 
probability theory, since this allows observed behavior to be compared with behavior 
expected from random events. Therefore, it is necessary to first introduce several 
concepts from probability theory.
Consider a one-dimensional space, where the axis is segmented into m intervals of 
unit length, with n objects distributed within this space. The frequency distribution 
gives the number of objects in the tth interval, and is equal to n,, where 
The probability density function, p(i),  can then be obtained by 
normalizing the frequency distribution by the total number of objects:
p( i )  = tii/n i=l,...,m (Eqn. 19)
For the continuous case the probability of an event occurring at any one point
approaches zero, since the number of points approaches infinity. Thus, for the
continuous case the probability density function (pdf) is used to give the probability of
b
an event occurring over some finite interval, i.e., p(a <i <b)=jp(x)dx .  Two
a
m
requirements of the pdf are that §<p{i)<\ ,  and j p (x )dx  = 1 (0  and m are used as
o
the limits of integration, since the objects are all located between the origin and m ).
66
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The cumulative distribution function (cdf) is obtained by integrating the pdf:
i
g(i) = j p ( x )  dx = p ' ( x ) ] ^ = p X i ) - p ' ( 0) (Eqn. 20)
o
where
p'(x) = The indefinite integral of p (x)
The value of g (i) for some interval of distance S is therefore equal to the integral 
of the pdf between zero and 5. An implication of the two pdf requirements mentioned 
earlier is that the cdf is a monotonically increasing function. These fundamentals can 
now be used in the analysis of landscape pattern.
Proximity Models
In the previous chapter, several mechanisms were discussed whereby a spatial 
source could affect the surrounding landscape beyond its physical boundary. It was 
also observed that these effects are strongest immediately adjacent to the source, and 
that the effect diminishes as distance from the source increases. In the case where 
there is information on the location of these sources, proximity models can be used to 
describe the pattern resulting from these spatial processes.
Again, consider the one-dimensional space of length m which contains n objects. 
Of interest is the distribution of these objects with respect to their distance, or 
proximity, from the origin, given different a priori assumptions. First, consider where 
the distribution of these objects is completely random. One of the properties of a 
random process is that the distribution of randomly placed objects is equiprobable over 
any interval of unit length (Elliott 1971). The pdf is therefore equal to a constant, pr , 
for a random process. In this instance, pr = l /m ,  since
m m
j p (x )d x  = \ p r dx=pr x](? =pr m = l  (it should be recalled that the integral of a pdf 
o o
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over all values is equal to one). The cdf for a random process can then be obtained 
from Equation 20:
Thus, the cdf is linear with respect to distance for the case of a randomly distributed 
pattern (Figure 2.13a).
The previous example gives the expected distribution for a background random 
process without any localized spatial source. Next, consider the expected pattern for a 
localized spatial source without a background process. For example, consider where 
the sole source of some pattern is located at the origin, and where the probability of 
encountering an object linearly decreases with distance. The probability is at a 
maximum, p max, at i=0, and decreases to zero at i=m.  The pdf for this case is given
This function is shown in Figure 2.13b. What should be observed is that, for a 
localized spatial source without a background process, the greatest rate of increase 
occurs immediately adjacent to the source, since this is where the probability is 





m + P max
(Eqn. 22)
The cdf is then equal to the integral of the probability function:




g(i) = j p ( x )  dx = J **■ P m ax* ]()
0 0
(Eqn. 23)
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Pdf cdf
p(x) = p r= 1/m
(a) Uniform Background + No Source
o ^ _ r P “ axx/m + Pmax X < 5  
p w  “ 1 0  x> 8
5
(b) No Background + Point Source
n f x x J - p maxX /m  +  Pmax X < 8  
P W “ l  p r  X > 5
S
(c) Uniform Background + Point Source 
Figure 2.13. Proximity models for various source arrangements.
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Pdf cdf
. r  (p - P • ) x /m + p . x< 5n f x f  —J  '* r  M nin' *min
p w  I  Pr x> 8
5
(d) Uniform Background + Point Inhibitor
{ (p - p . ) x /m + p . x< 8r min' Mmn
- P maxX /m  +  Pmax X> 5
8
(e) No Background + Distant Source
{- p x/m + p x< 8max *max
(d - p . ) X /m + p . x> 8  '* r  r m in/ Mmn u
8
(f) No Background + Distant Inhibitor 
Figure 2.13. Continued.
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Pdf cdf
A B C D E
(g) Multiple Spatial Sources
Figure 2.13. Continued.
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This function reaches an asymptote as the distance increases beyond the range of the 
source, so that 1 0 0 % of the effect occurs within this zone of influence.
In the case of a spatial source plus a random background, the resulting pattern is a 
! combination of the previous two (Figure 2.13c). In this case, the rise in the cdf also 
increases more rapidly than would be expected for a purely random process. The cdf is 
not flat beyond the source’s zone of influence, however; rather, the slope becomes 
linear, due to the random background.
Earlier in this chapter, spatial inhibitors were introduced as a special kind of 
spatial source. Consider now the case where there is a background random process, 
and a spatial inhibitor is located at the origin which reduces the occurrence of the 
pattern. For example, assume that the probability of encountering an object linearly 
decreases as the origin is approached. The probability of an object is at a minimum, 
p min, at the origin, and increases to the background value of pr at m. The pdf is 
therefore
This function is shown in Figure 2.13d. This is the opposite of what was found 
for a spatial source plus a random background. For an inhibitor, the initial slope is 
lower than would be expected for a random process, since the source lowers the 
probability of an object occurring. As the limit of the inhibitor is approached, the
(Eqn. 24)
The cdf can then be calculated as above:
m + P min dx0 0
(.P r  - P m i n ) * 2
2m "** PrnaX ]q
( P r  P m in )*  
2m + / W '  (Eqn. 25)
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probability increases to the background value, and the cdf assumes a linear increase.
The next scenario to be considered is similar to the example in Figure 2.13b, 
where the pattern is caused by a spatial source without a background process; in this 
case, however, the source is at some distance from the origin, at 1= 8 . As 8  is 
approached, the probability of encountering an object increases from zero at the origin 
to p max at 8 . Beyond 8 , the probability decreases to zero at m.  The pattern resulting 
from such a situation is given in Figure 2.13e. The cdf is initially lower than would 
be expected for a random background source, since the pattern is not produced at the 
origin. As 8  is approached, the slope of the cdf increases, with a maximum rate of 
change occurring at 8 . Beyond 8 , the probability of encountering an object decreases, 
and the cdf asymptotically approaches unity at m .
The opposite pattern would be observed with a random background plus an 
inhibitor at point 8  (Figure 2.13f). As 8  is approached, the pattern produced by the 
random process is somehow reduced; for example, the inhibitor could cause a linear 
decrease in the probability as 8  is approached from either the origin or m . The result 
would be a cdf that initially has a high slope, since the probability is high at the 
origin. The slope would be at a minimum at 8 , and then once again increase until the 
curve approached unity at m .
The final pattern to be considered is the case where there is no background, but 
multiple spatial sources, all at some distance i >0. Thus, the origin is not a source in 
this scenario. The result of this arrangement would be similar to that observed in 
Figure 2.13e, except that this pattern would be repeated as each source was approached 
(Figure 2.13g).
The benefit of proximity modeling is that, given some a priori knowledge on the 
effect of a process, the expected pattern can be predicted. For example, if it was
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hypothesized that compaction was the mechanism underlying some spatial process, 
Equation 14 could be solved to determine the relationship between the change in land 
level versus horizontal distance from the source. The pdf for the pattern could then be 
deduced. Thus, if the distribution of land loss was of interest, the probability of loss 
would be proportional to changes in the land surface, all else being equal. Given the 
pdf, the cdf could be calculated through integration, and the actual distribution of 
events would be measured using proximity analysis (Frick 1984, Leibowitz et al. 1988, 
Tumipseed 1986). It would then be possible to compare the expected and observed 
distributions and test whether the hypothesis was supported by the data.
Although hypothesis testing is obviously valuable, the most powerful aspect of 
proximity models may be that they represent a vocabulary for recognizing and 
describing empirical spatial distributions. For example, suppose that the distribution of 
some pattern was measured as a function of proximity to point A , and the result was 
the graph shown in Figure 2.13g. If this pattern was statistically significant, it could 
indicate that there were two spatial promotors situated at points B and D . This 
conclusion must be made cautiously, however, since the same pattern could also be the 
result of three inhibitors located at points A , C , and E . In either case, the result of 
the analysis is that there is now a map that can be used to locate potential processes in 
the landscape. This can be verified either through field studies or further spatial 
analysis.
Geometric Considerations
Until this point, the discussion of spatial pattern has focused on the one­
dimensional case. When the proximity models developed above are expanded to the 
two-dimensional case, the geometry introduces a complication that must be considered.
Equation 21 demonstrated that the expected number of events from a random
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process was directly proportional to the width of the sampling interval. In the two- 
dimensional case, the expected number would be proportional to the area of the 
sampling unit, i.e.,
j i j
g (0  = \ ( \ P r d x )dy = J pri dy = prij =prat (Eqn. 26)
o o  o
In this situation, the distance from the source is no longer the sole determinant of the 
expected number of objects. The length of the contour also has an effect, and this 
length is dependent on the geometry of the source.
Figure 2.14a shows a point source, such as an outfall, with equal distance contours 
drawn normal to the boundary. The geometry is circular in this case, and therefore the 
area of the i th interval is equal to at = m S/2—tc 5/Lj = 7t(8/2-8/L1). The increase in area 
is not linear with respect to distance from the origin, but is rather a second order 
function.
Because a point process is the cause of the surrounding pattern, the density of 
particles is highest immediately adjacent to the source and declines with distance, i.e., 
p(- >p j for all i <j,  where p; is the density of objects, in number per unit area, in the 
i th interval. The number of objects in the i th interval is given by n(- = p,- at . It is 
therefore possible for the number of objects to increase with distance even if 
concentrations are highest near the origin, as long as the increase in area is greater 
than the decrease in concentration.
In general, the areal distribution with respect to distance from a spatial source can 
be any function, and need not be constant nor monotonically increasing or decreasing. 
It is desirable to use the proximity models developed in the previous discussion as a 
way of characterizing spatial sources. For this to be successful, distance from the 
source must be the only variable. To avoid these areal effects, the number of objects
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Figure 2.14. The distribution of objects in circular intervals based on the entire area (a) and an average unit area (b). vlON
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in an average sampling unit will be used, rather than the absolute number within an 
interval (Figure 2.14b). Within the i th interval, this average is given by
where
= The average number of objects per sampling unit in the i th interval 
nij = The number of objects in the yth sample and the zth interval
ki = The number of samples in the i th interval
If the sampling quadrat has a unit area and an exhaustive count is made of every 
unit within the interval, then £  = nt and kt = at ; therefore nt = n,- / a,- =p,-, and
thus the number of objects in an average quadrat is equal to the density within that
interval. The density of objects is therefore independent of area, as was alluded to 
earlier. Substituting the averages into Equation 19, the pdf is given as
(Eqn. 27)
P ( 0  = ]£n (n1/ a i )  + (n2/ a 2)+..'+(nm l am)
(Eqn. 28)
Similarly, the cdf can be obtained from the following equation:
i
8= 1 8=1 (Eqn. 29)
in l ! a{) + (n2/ a 2)+...+ (nm / am)
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Statistical Measures of Pattern
In the previous section, it was assumed that the location of a spatial process was 
known, and this made it possible to correlate the resulting pattern with the process. 
However, a pattern is often observed which seemingly has no correlation with any 
feature in the landscape. This lack of correlation could occur because the process 
causing the pattern is not understood; in this case a spatial correlation may exist, but it 
has not yet been discovered. As likely, however, the process may be understood, but 
information on its distribution over space is inadequate. As an example, it is known 
that areas of land at mean sea level will be transformed into open water if the region 
undergoes submergence (e.g., Figure 1.6). If a detailed topography map were 
available, the areas of loss could be predicted. This map may not exist, however, in 
which case the location of areas at mean sea level is unknown. Because information is 
not available on the spatial distribution of such processes, proximity models cannot be 
used; the resulting pattern can only be described statistically.
Figure 2.15 contains six distinct spatial patterns. The upper two patterns differ in 
that they do not contain the same number of objects (i.e., Figure 2.15a contains 25 
objects while 40 are found in Figure 2.15b). These two patterns therefore differ 
because they have different densities. Figures 2.15b, 2.15c, and 2.15d all have the 
same density. The patterns differ, however, because of the way in which the objects 
are distributed in space. This property is known as dispersion. Three spatial 
distributions are shown: random, clustered, and regular.
Figure 2.15e differs from the previous patterns in that it contains a few large 
objects, rather than many small objects. The total area of these four objects is still 40 
units, and thus the areal density is identical to the preceding three examples. Size is 
the characteristic that distinguishes this pattern. The final determinant of spatial 
pattern, shown in Figure 2.15f, is shape. In the following discussion, quantitative
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(e) Non-Uniform Size (f) Non-Uniform Shape
Figure 2.15. Sample patterns illustrating density, dispersion, size, and shape.
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descriptions of density, dispersion, and size will be presented. The question of shape 
descriptors is a complex subject in its own right (e.g., Ballard and Brown 1982), and is 
beyond the scope of this dissertation.
Density is the simplest measure of spatial pattern. In the previous section, it was 
shown that the number of objects in an average quadrat was equal to the density:
where
p = The density, in number of objects per area 
n = The number of objects within a region 
a = The area of that region
With a GIS system, it is often possible to exhaustively count all of the objects and 
thus determine p exactly. When this is not practical, p is estimated by calculating the 
average number of objects in m quadrats of unit area, i.e.,
Two general methods are available for describing and comparing dispersion. The 
first technique uses the frequency distribution of the distance between an object and its 
nearest neighbor. For each of n objects, 8,- is the euclidean distance between the i th 
object and its nearest neighbor (i = 1,...,«). The distance frequency distribution, /(8 ), 
is therefore given by:
(Eqn. 30)
1 5 > i (Eqn. 31)
m
/  (5) = £<&,• i (Eqn. 32)
where
0 otherwise
1 if 8, =8
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The variable G> is a binary counting function (i.e., an adder), equal to 1 if the ith 
object meets some criterion (in this case, a nearest neighbor distance equal to 8), and 0 
otherwise.
One of the properties of a random distribution is that some of the objects are 
located close to each other in groups, others are isolated and at greater distances, and 
others are found at intermediate distances. If the cumulative frequency is plotted 
against nearest neighbor distances, the resulting graph is basically linear (Figure 
2.16a). Because of sampling error, this function is not perfectly linear; however, a 
95% confidence "envelope" can be determined using Monte Carlo simulations (Diggle 
1983). In the case of a clustered distribution, shorter and longer distances both occur 
at greater rates than would be expected for a random distribution, while intermediate 
distances occur at a lower than expected frequency (Figure 2.16b). The opposite is 
true for regular distributions, which have a greater than expected frequency of 
intermediate distances and fewer than expected short and long distances (Figure 2.16c).
The graphs in Figure 2.16 are remarkably similar to those in Figures 2.13a, 2.13b, 
and 2.13d. The difference between these is that, for the proximity models, the x-axis 
is a measure of the distance between the pattern and a known, localized source. The 
model therefore indicates whether the pattern is clustered, random, or dispersed with 
respect to the hypothesized source. In the case presently under consideration, the x- 
axis represents the distance between objects; there is no centrally hypothesized source, 
and thus the test acts as an indicator of dispersion with respect to the different objects. 
If a clustered distribution were observed, this might indeed indicate the presence of a 
localized process. The regular distribution shown in Figure 2.16c should not be 
interpreted as a spatial inhibitor, however, since the latter implies a non-regular 
distribution (i.e., low densities near the source and high densities away from it).
The second method of measuring dispersion involves calculating the frequency


















0.2 0.4 0.6 0.8
Figure 2.16. Frequency distribution of nearest neighbor distances for a random (a), 
clustered (b), and regular (c) spatial distribution. The light solid line is 
the expected distribution for a random process, the dark solid line is the 
observed distribution, and the dotted lines represent upper and lower 
confidence intervals (Source: Diggle 1983).
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distribution of objects within subsamples of the space. Consider an experiment where 
the number of objects is counted in each of m quadrats, with equal to the number 
of objects in the zth quadrat (z = 1 Then the frequency of quadrats containing
n objects, / ( « ) ,  is given by:
m
f ( n ) = X ^ i  (Eqn. 33)
i= l
where
1 if n,- =n 
* ”  0 otherwise
If the presence of an object at some location has no effect, either positively or 
negatively, on the chance of another object being encountered, the events are 
independent and the distribution of objects within the quadrats is random (Figure 
2.15b). For a random distribution, there is an equal probability that an object will 
occur at any location. This process is modeled with the Poisson distribution:
p(n)  = e~K ~  (Eqn. 34)
n\
where
p ( n )=  The probability of n objects occuring in a sampling unit 
X = The Poisson parameter, equal to the average number of objects 
per quadrat 
e = The natural logarithm
n ! = n factorial, equal to n(/z-l)(/z-2)...(/z-[n-2])(l) for 
n > 0, and 1 otherwise
For a Poisson distribution (Figure 2.17), the variance (a2) and mean (|i) are equal, 
and thus p. = o2 = X (Elliott 1971, Pielou 1977). In addition to independence, a 
Poisson distribution assumes three additional conditions (Elliott 1971):
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Figure 2.17. Poisson distributions for various values of X (Source: Elliott 1971).
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(1) The probability, P,  of any point being occupied by an object is 
low, and therefore the probability of the point not being occupied, Q =
1 - P , is high. Thus, Q approaches unity;
(2) The number of individuals in a quadrat is not near the maximum 
possible; and
(3) The samples are small relative to the total population.
The distribution of objects in a natural landscape is often non-random. In many 
cases the objects are clustered together (Figure 2.15c). For a clustered distribution, the 
objects are crowded into fairly small areas. This might be caused by some attractive 
force, for example, cattle clustered around areas of prime pasture. In this situation the 
chance of finding an object anywhere in the space is not equiprobable. Rather, the 
probability of finding an object is high near the clumps and low outside of them. For 
clustered distributions, the probability of a clump containing n objects, p (n), can be 





{K + n -  1)!
p •
n\{K -  1)! ]i + K
(Eqn. 35)
where
p in )  = The probability of n objects occuring in a sampling unit 
K = A measure of the clumping of the population
For a negative binomial, the mean and variance are given by 
\i=KP and o1=KPQ.
Objects can also be repelled from each other, as in the examples of territorial 
behavior in animals or allelopathic repulsion in plants. If the processes act in this 
way, the result will be a regular distribution (Figure 2.15d). In such a distribution,
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objects are located so as to maximize the distance between them. The frequency 
distribution of a regularly distributed population is given by the positive binomial 
equation:
p m Q K ~ n  p n  ^  3 6 >n\(K -  n)\
In this case, K  is equal to the maximum number of objects that can be found in a 
quadrat. The mean and variance of the positive binomial are estimated in the same 
way as for the negative binomial.
In the preceding discussion, the issue of quadrat size was never explicitly 
addressed. However, the size of the sampling area can have profound effects on 
experimental results (Diggle 1983, Elliott 1971, Pielou 1977, Upton and Fingleton 
1985). For clustered objects, density measurements are extremely sensitive to quadrat 
size (Figure 2.18). In fact, neither randomly clustered nor regularly clustered groups 
of objects will be detected if the size of the quadrat is much smaller or much larger 
than the average cluster size (Elliott 1971). This issue is therefore important to 
address.
Effects of sampling size can be explored using variable sized quadrats (Elliot 
1971, Pielou 1977). Consider a square quadrat with a unit length, /, and thus a unit 
area equal to a =/2. The parameter of interest is then estimated, using quadrats of this 
size. The length (or blocksize) of the quadrat is then doubled to 21, resulting in an 
area of 4a.  The parameter is once again estimated, using this larger quadrat size. 
This is then repeated for the entire range of blocksizes to be tested. The parameter is 
then plotted as a function of blocksize.
Several different dispersion measures can be used for blocksize comparisons. 
Three will be considered here: the variance to mean ratio, Lloyd’s crowding index, 
and Lloyd’s patchiness index (Elliott 1971, Pielou 1977).
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Figure 2.18. Density of two identical distributions using different quadrat sizes 
(Source: Upton and Fingleton 1985).
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Given m quadrats of unit area, the mean number of objects per quadrat, n,  is 
estimated using Equation 27. The sample variance, s 2, is estimated as:
,  X  ini-n)2 2  (n-2)
s z = -------   = --------------    (Eqn. 37)
m-1 m - 1
The variance to mean ratio, rvlm = s 2/ n,  can then be calculated as a measure of 
dispersion. A randomly distributed population follows a Poisson distribution (Equation 
34), and therefore n = s 2 = X. In other words, the variance and the Poisson parameter 
are both equal to the mean number of objects. The variation in the number of objects 
is therefore on the order of the number of objects, and thus rv/m = 1.
In a regular distribution, however, each quadrat will contain nearly the same 
number of objects, due to the spatial uniformity. The variance is therefore less than 
would be expected for a random distribution. In this case, s2 <n  and rv/m < 1. For a 
clustered distribution, the two extremes of crowded quadrats and sparse quadrats occur 
more often than quadrats with an intermediate number of objects, and thus the variance 
is greater than would be expected for a random distribution. Thus, 
s 2 >n  and rv/m > 1.
To summarize, the mean and variance of the number of objects per quadrat is 
estimated for a blocksize of /. If rvlm > 1 the distribution is clustered and if rvlm < 1 
it is regular, otherwise, the distribution is random. This is then repeated for the 
remaining blocksizes to determine how the size of the quadrat affects dispersion.
The second measure that can be used in blocksize experiments is Lloyd’s crowding 
index. Crowding is defined as the mean number of objects that share a quadrat with 
each other object. In other words, for a given object i the crowding index is the mean 
number of objects, excluding i , that share the quadrat with object i :
K = — T «/(«/—1) i = 1 (Eqn.  38)
n
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
89
Intuitively, this says that each of the «,• objects in the ith quadrat shares the area 
with n, - l  neighbors. The total number of neighbors per quadrat is therefore equal to 
the product of the neighbors per object and the number of objects. This is then 
summed over all quadrats and divided by the total number of objects to give the 
average number of neighbors per object per quadrat.
Since n = 2  ni and £  = 2  a? -  ni} Equation 38 reduces to the
following:
n
Thus, the index of crowding and the variance to mean ratio give similar results for 
populations with a small mean.
The index of patchiness, <|>, is equal to the ratio of the mean crowding to mean 
density (Pielou 1977), i.e.:
The difference between k  and <|> can be understood by considering how these 
measures would respond to a random decrease in the total population. Suppose 10% 
of the objects in a population are randomly removed. Since each object has an equal 
probability of removal, the areas experiencing the highest losses would be the areas 
with the greatest initial densities (i.e., the clusters). In this case, the absolute size of 
each cluster is reduced. The crowding index is sensitive to this, since it is a measure 
of the mean number of neighbors within a unit area.
(Eqn. 39)
The crowding index can also be stated in terms of the variance and means:
sK = n + - - l = n +  rv/m -  1 (Eqn. 40)
(Eqn. 41)
n
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On the other hand, a random reduction in the population does not affect the 
location of clusters or their size relative to each other. The index of patchiness is a 
measure of this property. It is a measure of the pattern of the clusters and is not 
affected by the density of the clumps. A formal demonstration of how density 
reductions affect k  and <j) is given in Pielou (1977).
As discussed earlier, size is another measure of spatial pattern. As was the case 
for nearest neighbor distances, two patterns can be compared for size by computing the 
size frequency distributions:
f i f l )  ~ i = (Eqn. 42)
where
*
1 if di = a
<T). -  ' ,
1 0 otherwise
at = The size, or area, of the i th object
The chi-square goodness of fit test is used to determine whether an observed 
frequency distribution differs significantly from some expected distribution (Elliott 
1971, Ott 1977). First, the expected value must be calculated for each of the m 
frequency classes. For example, if a random process were expected, the Poisson 
equation (Equation 34) would be used to derive the expected values. To test whether 
two or more empirical distributions varied, a weighted average (based on area of the 
subregion) could be used for the expected value of each frequency class. Once the 
expected distribution is known, the chi-square test is used to determine whether the 
observed data fit the hypothesized model:
m
S ( 0 , - £ i ) 2
X2 = E   (Eqn. 43)
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where
X2 = The chi-square value
Oi = The observed number in the i th frequency class
E[ = The expected number in the i th frequency class
The degrees of freedom for the chi-square test is equal to the number of frequency
classes (m) minus the number of estimated parameters minus one. For the Poisson,
positive binomial, and negative binomial distributions, the number of estimated 
paramaters is one (X), two (p and K),  and two (ji and K),  respectively (Elliott 1971). 
If a weighted average is used for the expected value, there are m - 1  degrees of 
freedom.
Statistical tests in general, and the chi-square test in particular, are of limited use 
when a GIS is used, since the data base contains thousands and even millions of 
observations. Statistical tests are generally designed for sparse data, and increasing the 
sample size always increases the significance of the test. This can be seen by an 
examination of Equation 43. Given the same percent difference between the observed 
and expected values, the chi-square value increases as the number of observed and 
expected occurrences increases. This matter will be discussed further in Chapter 4.
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SPATIAL MODELS
There are two different approaches to spatial modeling. These reflect the two 
general approaches to science: deduction and induction. Mechanistic mathematical 
models simplify the system and attempt to incorporate the major causal factors 
responsible for system dynamics. They begin with a hypothesis, in the form of a set 
of mathematical relationships, and then test these hypotheses against real behavior in 
the system. External factors (forcing functions, such as water input, sunlight, or 
sediment transfer) and internal factors (primary production, respiration, subsidence) are 
both included. Rates of exchange (fluxes) among internal components (state variables) 
and between forcing functions are specified mathematically, usually using differential 
equations or difference equations. For each time step, the state of the system can be 
simulated, in terms of material or energy storages and fluxes. The time step depends 
on the specification of the model, and ranges from short time periods (diurnal nutrient 
dynamics) to long periods (deltaic processes). Mechanistic models have been used in 
Louisiana to study processes such as nutrient dynamics (Hopkinson and Day 1977), 
land building (Day et al. 1977), hydrology and saltwater intrusion (Wang 1988), 
subsidence (Suhayda 1988), canal impacts (Cleveland et al. 1981), and marsh 
succession (Costanza et al. 1986, Costanza et al. 1988, Sklar et al. 1985). There are 
several advantages to this type of model: it can incorporate complex causal
mechanisms and non-linear interactions; the actual time series data for forcing 
functions can be included if available; if the mechanisms included in the model are 
complete, it can produce complex behavior that is not intuitively obvious from a casual 
understanding of the system; and these models can be used to simulate events that 
have not yet occurred, as long as the underlying mechanisms are understood. The 
disadvantages of this type of model are: it is more difficult to test simple statistical 
hypotheses and to perform testing of multiple hypotheses; the model may omit 
important causal mechanisms if the system is not well understood; mechanistic models
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generally have long set-up times; the data required for a mechanistic model are often 
not available at the necessary spatial scales.
The second major type of model is the statistical model. This type of model is not 
concerned with causal mechanisms, but rather looks for statistical correlations, based 
on environmental principles. It aims to induce relationships from the data, rather than 
assume them a priori as in the deductive approach. These procedures test factors to 
determine whether the variation in the range of the dependent variable can be 
"explained by" (correlated with) the variation in the range of one or more independent 
variables. If so, the independent variable is used to predict the response of the 
variable of interest. Examples of this type of model are linear regression, markov 
models, transition models, factor analysis, and probabilistic models. This kind of 
model has been used in Louisiana primarily to study habitat change and land loss 
(Cowan and Turner 1988, Deegan et al. 1984, Scaife et al. 1983). The strengths of the 
statistical model are that it can be used in a simple and straightforward way for testing 
statistical hypotheses, and it allows new relationships to be discovered in the data. The 
weaknesses of such models are that they can only describe correlations, and do not 
yield causal relationships; they tend to assume equilibrium conditions, and usually do 
not show how conditions change over time; they can only model events that have 
already occurred within the system, and for which statistical relationships can be 
defined. Thus, predictions made with statistical models should be limited to 
interpolation, while a model that incorporates causal mechanisms can be used for 
extrapolation (although caution should be used in both cases). It should also be noted 
that both types of model can incorporate an error term, and thus give a confidence 
interval for the predicted behavior.
The essential component of a spatial model is that the output describes the spatial 
variation of the variable of interest. In a spatial model, the spatial articulation of
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initial conditions (state variables and forcing functions) and processes are explicitly 
provided. Non-spatial models use average conditions over space, and thus spatial 
variation is not considered. A mechanistic spatial model executes a modular form of 
the simulation for each cell in the study area, using as input the initial conditions 
within each cell. This type of model must also account for exchanges between cells 
(Costanza et al. 1986, Costanza et al. 1988, Sklar et al. 1985). A statistical spatial 
model uses the spatial variation between cells to determine correlations (Cowan and 
Turner 1988, Deegan et al. 1984, Scaife et al. 1983). New patterns can then be 
predicted by combining the appropriate values for each cell with regression coefficients 
or conditional probabilities (Browder et al. 1985).
The benefit of a spatial model is production of cost-effective information about a 
process that must be simulated, either because the process is too costly to sample, or 
because the process has not yet taken place (e.g., land loss in the 1990s or the effect 
of some proposed management option). The reliability of these studies is affected by 
both the accuracy of the data and the validity of the model. Two important 
components of data accuracy are spatial resolution and temporal resolution.
To begin, it is important to distinguish between the resolution of the data and the 
cell size. A map is a representation of some real surface. A given map has some 
inherent resolution, or information content, based on the density at which the surface 
was sampled. For example, a 1:24,000 map has a higher information content than a 
1:250,000 map of the same area. In creating a digital representation of a map, it is 
always possible to decrease the cell size. If the map has a resolution of 10 m, then 
decreasing the cell size from 50 m to 10 m increases the information content of the 
image. If the resolution of the original map was 50 m, however, decreasing the cell 
size does not really increase the resolution, since there was no gain in information. 
The extra cells contain redundant information. Although cell size and resolution are
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often spoken about as though synonymous, they are only synonymous when the cell 
size does not exceed the actual resolution of the scene. To assess the actual resolution 
of a digital image, one must know the minimum cell size and be familiar with the data 
source.
Generally speaking, there are two types of maps. Some maps are based on aerial 
photography or satellite imagery. In such cases, the entire area is censused, and each 
region is depicted with the same accuracy. Land use maps and U.S. Geological 
Survey topographic maps are examples of this. However, other maps are based on 
some form of discrete sampling. For example, soils maps are drawn by collecting field 
samples at some spatial frequency, and then a two dimensional surface is interpolated 
based on these samples and ancillary data. Another example is a map showing 
statewide weather patterns, where the data are derived from a handful of distant 
stations. The accuracy of such a map is not spatially uniform, as it is with maps based 
on aerial photography. Instead, the map is most accurate nearest the station, with 
accuracy declining over distance.
Not only can the resolution vary within a map, but it can also vary between maps. 
For example, the data base might contain a habitat map with 10 m resolution and a 
geology map with a 10 m cell size but an actual resolution of 10 km. If a spatial 
model was being used which relied heavily on the geological data, the results would 
only be accurate to within 10 km. Knowing this, the analyst might chose a model that 
did not rely as heavily on low resolution data. Unfortunately, the reliability of a map 
is not always stated explicitly by the map maker, and the modeler might not be able to 
state the resolution with confidence.
Along with spatial resolution, temporal resolution is another important factor 
affecting the reliability of the data base, and thus the model output. Both the temporal 
range and temporal frequency are important factors in determining the usefulness of
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data. For example, long-term environmental data are usually scarce, and data from 
before the 1970s are almost non-existent. Color infrared photography has only been 
available since World War II, and black and white aerial photography (generally of 
much lower quality) only became common after the first World War. Unless an area 
is of special interest and thus flown regularly (e.g., the Mississippi River levee 
system), regional coverage of an area may only be available at 10 year frequencies.
The implication of this is that data with high temporal sampling frequencies (e.g., 
river flow, water quality, etc.) tend to have low spatial coverage (few sampling sites), 
while data with broad, high resolution spatial coverage tend to have low temporal 
frequency (every 5 to 10 years at best). Spatial models tend to use all these different 
types of data together, since that is what is available. Until better data become 
available, this practice will be continued.
The degree to which the model mimics the actual system is determined by the 
goodness of fit. One of the major determinants of goodness of fit is how well the 
hypothesized causal or correlative factors account for the actual variation of the 
system. However, all things being equal, increasing spatial resolution will decrease 
goodness of fit. This is simply the result of the greater number of possible states (i.e., 
degrees of freedom) that occurs with increasing spatial resolution. In other words, it is 
easier to predict a 20% loss rate for an area of 1 km2 than it is to predict how that loss 
will be distributed over each of four Va km2 areas. Costanza has developed a method 
of determining overall goodness of fit by using a weighted average of fits at different 
spatial resolutions (Costanza et al. 1988, Costanza [in press]).
The preceding discussion illustrates that the researcher must balance the 
requirement for detailed spatial data with the accuracy of the data. This notion of 
optimal model effectiveness has been formalized by Costanza and Sklar (1985). They 
developed an index of effectiveness defined as the product of the model accuracy
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(determined by the R 2 value) and an articulation index. Articulation is a measure of 
the amount of spatial and temporal detail included in the model. The articulation is 
also a function of detail contained as model components (state variables). A model 
with high accuracy and low articulation "says a lot about a little," while a model with 
high articulation and low accuracy "says little about a lot." When they applied these 
measures to 87 freshwater wetland models, they found that maximum effectiveness 
occurred at intermediate articulation. Costanza and Sklar concluded that the reason for 
this was that accuracy declined with increasing articulation, as a result of higher 
complexity and cost.
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THE PHYSICAL BASIS OF LAND LOSS
A Physical Model of the Land/Water Interface
Until this point, the discussion of landscape process and pattern has been kept 
general. In this section, the preceding theory is applied to the specific example of land 
loss. A mechanistic model of land loss will first be developed, and then it will be 
shown how the pattern of loss relates to landscape processes.
Land loss is essentially the result of elevation changes. Consider a column with 
unit area, containing a land phase and a water phase. The land phase has some 
thickness, or height, above an arbitrary datum, denoted as z/. Similarly, the thickness 
of the water phase is given as zw (since the variable of interest is long-term loss, 
annual averages would be used for z/ and zw; the use of instantaneous values would 
result in short term loss and gain from tidal fluctuations). The elevation, e, is defined 
as the difference between the height of the land and water, i.e., e = Z [ - zw . If 
Z[>zw, then e>0 and the situation represents a terrestrial habitat (Figure 2.19a). If 
zt <zw, then e<0 and the habitat is aquatic (Figure 2.19b). In the case where 
zt =zw, then e=0; in this case, the land surface is exactly at the level of the water 
table, and the situation depicts a shoreline (Figure 2.19c).
In a dynamic environment, the height of each of these surfaces can change over 
time. Changes in elevation occur from processes within four general categories:
(1) Processes which add to zh  such as sedimentation and organic 
production, will be referred to as accretion, A ;
(2) A lowering in zt as a result of factors such as compaction and 
downwaiping. This will be denoted as subsidence, S,  although it also 
includes the lowering of z; resulting from direct sediment loss (erosion);
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Figure 2.19. Physical model of terrestrial, aquatic, and shoreline habitats based on the height of the land and water surfaces.
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(3) Processes which cause an increase in zw, such as sea level rise and 
damming, are defined as inundation, / ;  and
(4) Drainage, D is the lowering of zw due to factors such as pumping, 
agricultural improvement, and local reductions in the water table.
[The reader should rely on the formal definition of these processes, rather than the 
descriptive labels, since these descriptions are not always used in the same way].
In most cases, the processes making up these categories act in only one direction 
(e.g., sedimentation from overbank flooding increases the land height). These 
processes may in some cases be reversible; for example, sea level rise has had a 
negative value in the past. In such instances, the most commonly occurring form will 
be considered to have the positive sign. Thus, sea level rise will be considered a 
positive component of inundation, rather than a negative component of drainage.
The conceptual model presented thus far is general enough that it could be used to 
describe land building even in mountainous regions. Rather than attempt to keep the 
model general, however, the following discussion will focus on the specific example of 
coastal land loss in a deltaic environment
Based on these preliminary concepts, the net change in the height of the land and 
water phases can now be described in terms of these factors:
Az[ = A -  S (Eqn. 44)
A zw = /  -  D (Eqn. 45)
The net change in elevation is therefore given by:
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Ae = Az; -  Azw = (A -  S) -  (I -  D )
= ( A + D ) - ( S + I )  (Eqn. 46)
Thus, an increase in elevation is caused by factors that increase the relative land 
level (i.e., accretion and drainage); this increase will be referred to as aggradation. A 
decrease in elevation is the result of subsidence and inundation, and this will be 
referred to as submergence. I f A + D > S + 7 ,  then A z/ > Azw and A e > 0 ,  i.e., 
there is a net increase in the height of the land relative to the height of the water. If 
A + D < S + 7, then Az/ < Azw and Ae < 0, resulting in a net decrease in the height 
of the land relative to the water. When A e = 0, the elevation is constant and an 
equilibrium exists between the land and water. Two types of equilibrium are possible: 
a static equilibrium, where A =S =1 =D =0; and a dynamic equilibrium, where 
A +S =7 +D >0.
Thus far, it has been shown how changes in elevation can occur as the result of 
processes which either add or subtract from the thickness of the land and water. A 
decrease in elevation is not synonomous with land loss, however. The occurrence of 
land loss is also dependent upon the initial elevation value. For example, Ae<0 does 
not cause land loss if the habitat was aquatic to begin with, i.e., e<0. Similarly, loss 
will not occur if the initial height of the land above the water table is greater than the 
decrease in elevation. Land loss occurs if and only if e> 0  and Ae< -  lei. Similarly, 
land gain occurs when e<0 and Ae > le i .
The preceding discussion relates land loss in a unit area to the initial elevation and 
its change. The theory will now be extended to loss over a two-dimensional 
landscape. This surface has a total area equal to at . The land area, ah  is given by
(Eqn. 47)
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where
$  = 'V xy
1 if e^, > 0 
0 otherwise
Since the total area is constant, the area of water is =at - a t  (shoreline is being 
ignored, since the area where the elevation is exactly equal to zero will be negligible).
It is now possible to give formal definitions for two different expressions of land 
loss (Figure 2.20). The net loss, LN, is defined as the difference in land area between 
time t and f+1:
Ln = Aa{ = fl/(f)-a/(r+i) = 2 S ^ >*y(0 - 2 Z ^ >*y(f+l) (Eqn- 4**)
The gross loss, LG, is equal to the area of the surface that went from water to 
land:
La = (Eqn. 49)
where
© * y  = 1
1 if >0 and Ae^, < - l e ^  I 
0 otherwise
If the original elevation surface were known, along with the changes in elevation 
resulting from different spatial processes, land loss could be deterministically modeled 
at the micro level. For a given landscape, however, the intial elevation surface will 
only be known to some accuracy, 0. For example, elevation within the New Orleans 
1:250,000 USGS topographic map is given in 25 foot contours. For any given area on 
this map, the elevation might be interpolated to an accuracy of =5 feet. Given 0, the 
result of a process that causes a Ae<0 cannot be modeled deterministically, since the 
value for e is not adequately known. The value for 0 could be reduced by field 
surveying, but the cost of obtaining the data will increase with accuracy, and therefore





































































the results will only be available for a limited area.
The foregoing discussion explains why a probabilistic approach was chosen for 
modeling spatial patterns. Even where the location of a process is known and Ae can 
be deduced, the surrounding elevation surface will not be known at sufficient 
resolution. Thus, the proximity models could only state the probability of an event 
occurring.
Possible Causes of Land Loss
Land loss can result from either an increase in submergence or a decrease in 
aggradation. If land loss is the pattern of interest, then by definition a spatial promoter 
increases loss while an inhibitor reduces loss. The rate of loss can therefore be 
accelerated either by increasing the effect of promoters or by reducing the effect of 
inhibitors. In Chapter 1, the factors hypothesized as contributing to land loss were 
listed (Table 1.1). Table 2.1 characterizes these same factors according to the process 
affected (accretion, subsidence, inundation, or drainage) and whether the effect on 
these processes is negative (a reduction of an inhibitor) or positive (an increase in a 
promoter). Some of these factors are shown diagrammatically in Figure 2.21. The 
following discussion will consider some of these specific factors.
Land accretion has two components: inorganic sedimentation and organic
production. The major source of mineral sediments in the deltaic plain is deposition 
from natural channels during periods of overbank flooding. A river or bayou is 
therefore a spatial source which inhibits land loss. The rate of sedimentation is an 
inverse function of distance to the channel, and thus the thickness of a riverine deposit 
increases as the channel is approached (Figure 2.22). If the average vertical rate of 
accretion is equal to A 0 immediately adjacent to the channel, and if it is assumed that 
sedimentation decreases exponentially with distance, then the rate of deposition at
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Figure 2.22. Relationship between depth of sediments deposited during the 1973 flood 
and distance to the channel for the Mississippi River (Source: Kesel et 
al. 1974).
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
108
some distance x  will be
Ax = A 0e~ax (Eqn. 50)
where
Ax = The average annual aggradation rate due to sedimentation at distance x 
a  = The rate constant
If the average background subsidence rate is equal to S,  then Ae>0 for all 
x  where AX>S,  and Ae<0 for all x  where AX<S.  The distance where Ae=0 can be 
calculated by substituting Ax =S into Equation 50 and solving for x :
S = A 0e~ax 
S/A0 = e~ax 
ln(S/A0) -  - a x
ln(S/A0)
xeq = -------    (Eqn. 51)
Thus, for a given value of A0, an equilibrium will be established at xeq where the 
rate of subsidence is exactly offset by the sedimentation rate, so that the change in 
elevation is equal to zero.
Because a natural channel supplies sediments to the surrounding area, it acts as a 
spatial inhibitor of land loss by countering the effect of subsidence. This inhibition is 
an active process which depends on the supply of sediments. The sedimentation rate 
can be lowered by many factors, however, thus reducing the zone of inhibition; for 
example, delta abandonment, construction of flood protection levees, and reductions in 
suspended sediment due to hydrologic impacts within the drainage basin. In addition, 
construction of a spoil bank normal to the direction of sedimentation can reduce or halt 
deposition beyond the spoil bank. For a given change in A0, the effect on xeq can be 
obtained by taking the derivative of Equation 51 with respect to A0:
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Thus, if the average vertical rate of aggradation at x  =0 experiences a unit 
reduction, the change in the equilibrium distance will be inversely proportional to the 
value of A q. This situation, along with compaction from the load of the natural levee, 
is responsible for the creation of levee flank depressions (Figure 2.23).
Organic production can be lowered through several mechanisms, including eat outs 
by muskrats, introduction of toxins through point sources (e.g., drilling muds and 
brines) or non-point sources (urban runoff), and also through saltwater intrusion. 
There are two basic forms of saltwater intrusion. In the first case, a canal running 
north/south can bring salt water from the Gulf into the fresh marsh zone. The salt 
water would enter the marsh from the canal, and the impact would be expected to 
diminish with distance from the canal edge. The pattern resulting from this form of 
saltwater intrusion would therefore be correlated with these canal networks.
In the second case, the saltwater wedge at the shore can move landward either 
from an increase in the saltwater head (i.e., sea level rise), or from a reduction in the 
freshwater head. The latter could occur from cyclic fluctuations in river flow or 
distributary abandonment. This type of saltwater intrusion would be felt either 
regionally or coastwide.
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
110
L E V E E  F L A N K  D E P R E S S IO N
N A T U R A L OR/G/NAL SURFACE AT TIME OF LEVEE FORMATION
L E V E E  D E P O S IT S
DOWN-DRAG DOM INATES
C O N SO L ID A T IO N  DOM INATES
Figure 2.23. Illustration of levee flank depressions (Source: Kolb and Van Lopik 
1958).
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Subsidence is the result of two different mechanisms: a loss of sediment from the 
system, or a change in volume without sediment export. Examples of the former are 
storm erosion or erosion from boat wakes. Another example of an export loss would 
be the transformation of land to water through canal dredging.
Earlier in this chapter, compaction was introduced as a process which lowers 
sediment thickness through a reduction of the voids space. This is due to a vertical 
stress caused by some load. In the case of a spoil bank or a natural levee, the 
geometry of the load is well defined. However, sediments can also experience a global 
compaction from the weight of the overlying soil column. The magnitude of settling 
will be highly variable, and depend on factors such as the mineral content of the soil, 
its porosity, and the depth of the overburden. Another way that the land surface can 
be lowered without an export of sediments is regional downwarping.
Consider an area experiencing a lowering of elevation due to compaction, Aec. 
For the most part, the original elevation surface, £, is not known, and it would not be 
possible to perform proximity analyses. There are some instance where this would be 
possible, however. It will be recalled that at any shoreline, the elevation by definition 
is £=0. This will include lake and ponds, as well as the coastal shoreline. Within the 
neighboring vicinity, it can be assumed as a first approximation that the elevation 
surface will increase linearly with distance from the shore. This shoreline can 
therefore be viewed as a spatial promoter, and proximity analyses could test for this. 
Practically speaking, the effect of compaction or downwarping would be 
indistinguishable from the pattern caused by increased inundation due to sea level rise.
The last factor to be discussed is the impact of canals and associated spoil banks. 
There are several possible mechanisms whereby canal and spoil could cause land loss, 
in addition to the direct loss due to dredging. As was already mentioned, salt water 
can travel up a canal from the Gulf into a fresh marsh area. All things being equal,
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the canals with the shortest, most direct route would cause the greatest saltwater 
intrusion, since the hydraulic head is inversely proportional to the horizontal distance.
A spoil bank can cause local compaction and can block sedimentation. It can also 
act as a dam, impeding drainage and thereby causing waterlogging of vegetation. By 
damming the area, a spoil bank also cuts a marsh off from tidal flushing, reducing the 
removal of toxic anaerobic by-products from the system. In all of these cases, the 
effect would decrease with distance from the canal. However, the orientation of the 
canal is also important. Damming will be greatest when the canal is perpendicular to 
the local water flow, while the greatest reduction in flushing occurs when the canal is 
normal to the tidal flow. In addition, the greatest reduction in sediment distribution 
will occur when the spoil bank is parallel to the natural channel. The interaction of all 
these factors makes it very difficult to separate these different effects. This is further 
complicated by the fact that most often the age of the canal is not known, and little is 
known about local hydrology. In the following chapter, no attempt will be made to 
separate these various mechanisms; instead, the average effect of canal and spoil will 
be described.
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CHAPTER 3
ANALYSIS - THE SPATIAL PATTERN OF LAND LOSS 
DATA BASE DESCRIPTION AND METHODS
Three study areas in southern Louisiana were chosen for spatial analyses (Figure 
3.1). The Cameron site (Figure 3.2a) is the westernmost of the study areas, in a 
portion of the state known as the chenier plain. This region consists of a series of 
stranded beach ridges (Gould and McFarlan 1959). It is outside the direct influence of 
the Mississippi River, and receives sediments either from local rivers, such as the 
Sabine or Calcasieu, or indirectly from the Mississippi (e.g., through longshore 
currents). The Cameron site is bordered on the west by Lake Calcasieu. The Calcasieu 
Ship Channel, built in 1941, runs through this lake. This channel may have allowed 
salt water to be introduced into this area (Gosselink et al. 1979a). The Cameron site 
had a land area of 448 km2 in 1956, with twice as much saline marsh as fresh marsh.
The Terrebonne site, in western Terrebonne parish, encompasses the mouth of the 
Atchafalaya River (Figure 3.2b). This is the newest of the Mississippi River 
distributaries and currently receives 30% of the total Mississippi flow. This new 
source of sediments led to the emergence of the Atchafalaya delta in 1973 (van 
Heerden 1983). The Terrebonne site had a total land area of 894 km2 in 1956; area of 
fresh marsh exceeded saline marsh by almost 50%.
The Lafourche site is the easternmost area (Figure 3.2c), bordered on the east by 
Barataria Bay and on the west by Bayou Lafourche, the most recendy abandoned of 
the Mississippi River distributaries (Frazier 1967, Morgan 1972). This site has been 
heavily impacted by oil and gas activities, urbanization, and agricultural reclamation. 
In 1956, this site had a total land area of 832 km2, with nearly equal amounts of saline 
and fresh marsh.
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Figure 3.1. Map of Louisiana showing the location of the Cameron, Terrebonne, and 
Lafourche study sites.
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Digital habitat maps for 1956* and 1978 were obtained from the Coastal 
Management Division of the Louisiana Department of Natural Resources for the three 
sites. The imagery was derived from habitat maps of the Louisiana coast produced by 
Coastal Environments, Inc., of Baton Rouge (Wicker 1980, 1981). The habitat maps 
were originally prepared at a scale of 1:24,000 using black and white (1956) or color 
infrared (1978) aerial photography and were then digitized by the U.S. Fish and 
Wildlife Service. These data were reformatted to a grid of 10 m x 10 m cells for the 
present study. File sizes per map for the three areas were 3,389 columns by 2,652 
rows for Cameron (9 megabytes), 4,458 columns by 3,816 rows for Terrebonne (17 
mbyte), and 3,708 columns by 6,743 rows for Lafourche (25 mbyte).
The original habitat maps were coded using a modification of the Cowardin 
classification system (Cowardin et al. 1979; Wicker 1980, 1981). The three study sites 
contained 70 of these codes. Since this represented too much detail, these codes were 
then aggregated into nine land and four aquatic habitat types (Leibowitz et al. 1988): 
agriculture, beach/dune/reef, fresh marsh, mudflat, saline marsh, spoil, swamp, upland, 
urban/industrial, canal, coastal open water, inland open water,** and natural channel. 
Boundaries between estuarine open water (ElOW) and natural channel (ElOWt) were 
omitted when the original maps were produced, and it was therefore necessary to edit 
the data base and enter these boundaries manually.
'Aerial photography of the Louisiana coast was obtained during the 1955-1956 period (Wicker 1980, 
1981). Both 1955 and 1956 have been used in the literature in referring to this data set. The later date is 
used here because 23 of 31 maps for the specific study areas were obtained from 1956 photography.
"T he open water category was divided into coastal and inland open water to distinguish between true 
shoreline erosion (loss of land at the barrier islands and southernmost land boundaries by storm erosion, 
sea level rise, etc.) and breakup of interior wetland. For the Cameron and Terrebonne study sites, 
identification of inland water was straightforward, since these sites are mostly composed of contiguous 
land. Thus, inland open water refers to ponds or lakes, whereas coastal open water refers to either 
Atchafalaya Bay, Four League Bay, or the Gulf. This distinction was more difficult to make for the 
Lafourche study site, however, since its eastern boundary (Barataria Bay) is in a stage of advanced decay. 
The distinction between inland ponds or lakes and coastal bays is therefore fuzzy. An arbitrary decision 
was therefore made to classify Barataria Bay as inland open water for the Lafourche study site, whereas 
coastal open water would only consist of Gulf of Mexico waters.
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The habitat maps also contain boundaries between saline and freshwater zones. 
These boundaries were based on vegetation maps published by O’Neil (1949) and 
Chabreck and Linscombe (1978). Thus, vegetation type was used as an indication of 
ambient salinity levels (e.g., Spartina alterniflora is an indicator of high salinity, 
while the presence of Sagittaria falcata indicates low salinity). Four salinity zones 
were differentiated on Chabreck and Linscombe’s map: fresh, intermediate, brackish, 
and salt. However, only two salinity types could be distinguished from O’Neil’s map: 
fresh and non-fresh. As a result, the intermediate, brackish, and salt categories were 
aggregated into a saline category to provide consistency between the two dates. In 
general, salinity designations for 1956 must be used cautiously, since O’Neil was not 
interested in salinity zones per se , but rather in the value of the vegetation as muskrat 
forage. In addition to the salinity designations for the two different years, four 
different salinity change types were defined: cells that were fresh in both 1956 and 
1978 (fresh to fresh); cells that were fresh in 1956 but saline in 1978 (fresh to saline); 
areas that changed from saline to fresh between 1956 and 1978 (saline to fresh); and 
cells that remained saline during the 22 year period (saline to saline).
Along with habitat and salinity information, the data base also included distance 
contour maps for six different spatial features. This measures the proximity of each 
cell to the nearest occurrence of a feature of interest, and is obtained by "growing" 
equal distance contours around the spatial feature (Figure 3.3). For each of the three 
study sites, distance surfaces were produced for the following six features: 1956 canal 
and spoil, 1978 canal and spoil,* 1956 natural channel (rivers, streams, and bayous),
*A canal could have been constructed before the acquisition of the 19S6 photography, in which case it 
would appear in both the 1956 and 1978 imagery; or the canal could have been constructed between the 
1956 and 1978 photo dates, in which case it would only be observed on the 1978 imagery. In assessing 
the indirect impact of canals, the use of either date introduces error: the 1956 date would not include ca­
nals constructed soon after the 1956 photo acquisition, whereas the 1978 date would include canals con­
structed immediately prior to the 1978 photo acquisition, in which case not enough time would have 
elapsed for any indirect effects to be expressed. These two dates can be used together, however, to place 
upper and lower bounds on indirect canal impacts. Information on the date of canal construction is avail­
able from state agencies, but this information is not easily accessible; therefore, dates were not included in 
the data base.

















Figure 3.3. Examples of distance contours for the Terrebonne study site: 1956 canal and spoil (upper left); natural channel (upper right); 
inland open water (lower left); coastal open water (lower right). Distance contours in 1 km intervals.
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1956 major channel (Lake Calcasieu/Calcasieu Ship Channel, the Atchafalaya River, 
and Bayou Lafourche for the Cameron, Terrebonne, and Lafourche study sites, 
respectively), 1956 inland open water (lakes, ponds, and Barataria Bay), and 1956 
coastal open water. The coding schemes for habitat, salinity, and distance data are 
presented in Appendix II.
The spatial pattern of land loss was studied with respect to study site, habitat type, 
and salinity zone. The basic unit of land loss was defined as any cell that was 
transformed from a land to a water category between 1956 and 1978 (the term "land 
loss" will always be used in the broadest sense to refer to a change from any land to 
either canal, coastal open water, inland open water, or natural channel; later, the term 
"inland loss" will be introduced to refer to this specific component of land loss). 
Density studies compared gross land loss rates between different treatments. For the 
i th treatment, this is defined as 100 times the number of cells that went from land to 
water between 1956 and 1978 and divided by the total amount of land in class i in 
1956:
/>, = 100 x —  = 100 x T  V (Eqn. 53)
% r c
where
Pi = The percentage of the original 1956 land area that had converted 
to open water by 1978 within the t th treatment 
LGi = The gross number of cells that went from land to water between 
1956 and 1978 within the f th treatment 
an = The total number of 1956 land cells within the i th treatment
The binary counting function, d>, is equal to 1 if the cell at row r and column c is 
in the i th region and was land in 1956 and water in 1978; otherwise, its value is zero. 
Similarly, 0  is a function that is equal to 1 if the cell is in the i th region and was land
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in 1956, and is 0 otherwise. Treatment i could be a specific study site, habitat type, 
salinity zone, or any two-way combination of these. In all cases, LGi and an were 
counted exhaustively, and thus values represent a census of the population and not a 
sample.
To study spatial dispersion, P; was determined within contiguous 1 km2 blocks 
(100 cells x 100 cells). To do this, an image was created where the value of a cell 
was equal to the percent land loss in a square neighborhood surrounding that center 
cell. To insure that data from neighborhoods did not overlap, the density image was 
sub-sampled by every hundredth cell in both the vertical and horizontal direction. 
Each cell in the resulting data set therefore represented the density of loss in 
contiguous blocks of 1 km2. The frequency distribution of P,- was then calculated by 
site and by 1956 and 1978 salinity zone (for the salinity zones, the block was assigned 
the salinity class of the center cell; since salinity zones are all rather broad, this would 
only introduce error at salinity boundaries, and this did not appear to affect any 
results).
Another set of experiments was performed using a variable blocksize. This was 
done as an additional measure of dispersion, and to examine the effect of spatial scale. 
Variance to mean ratio (Eqns. 27 and 37), the crowding index (Eqn. 38 and 39), and 
the patchiness index (Eqn. 41) were calculated with contiguous blocks at ten different 
blocksizes: 1 x 1, 2 x 2, 4 x 4, 8 x 8, 16 x 16, 32 x 32, 64 x 64, 128 x 128, 256 x 
256, and 512 x 512 cells (100 m2, 400 m2, 1,600 m2, 6,400 m2, 25,600 m2, 0.1 km2, 
0.4 km2, 1.6 km2, 6.6 km2, and 26.2 km2, respectively).
The variable blocksize experiments were performed using two different methods. 
In the first, a block was included in the calculation as long as it contained at least one 
land cell. In the second method, a block was included only if it was at least 95% 
land. As blocksize increases, the likelihood that it will contain less than 95% land also
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increases. Including a block dominated by water biases the results, since any land in 
that block will be clustered, and so too will any land loss. If these blocks are 
excluded, however, the sample will only contain land bound blocks, and the results can 
be biased by not including samples near the shore. Using both methods allows these 
two sources of error to be compared.
Several experiments were performed using the size distribution of inland loss 
patches. A patch was defined as any group of contiguous inland loss cells (a cell that 
went from land to inland open water). Inland loss patches can take the shape of 
irregular polygons (lakes or ponds), rings (expansion of a lake or pond shore), 
interconnecting channels or polygons between old lakes or ponds, and other geometries 
(Figure 3.4). A region growing program was written to identify all clusters of 
contiguous inland loss cells. Each inland loss patch was then given a unique 
identification number, and its area was determined. A map of inland loss classified by 
patch area was then added to the data base. The size frequency distributions of 
patches were calculated (Eqn. 42), and compared by site and 1978 salinity type. For 
the comparison by salinity zone, patches were excluded if they contained more than 
one salinity type.
In examining the effect of various spatial features on land loss, three different 
analyses were performed. First, the size distribution of patches was compared for land 
within 200 m of a particular feature (1956 canal and spoil and natural channel) versus 
the size distribution at distances greater than 200 m. The average distance to canal 
and spoil was calculated for each patch by performing a two-way histogram of the 
patch and distance images. The size frequency distributions were then determined for 
the two distance classes. This was also done with respect to natural channel.
The second proximity analysis was to calculate the frequency distribution of 
patches with respect to distance to either 1956 canal and spoil or natural channel. This




Figure 3.4. Examples of various inland loss patch geometries: (a) lakes and ponds;
(b) expansion and interconnection between old ponds; (c) channel erosion; 
(d) canal dredging. Land loss shown in red.
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was done to determine whether nearness to canal and spoil led to an increase in the 
frequency of loss patches. The frequency distribution with respect to natural channel 
was also included as a control. As a second control, the distribution of 1956 land area 
was determined with respect to distance to canal and spoil or natural channel.
The third proximity analysis determined the probability distribution and cumulative 
distribution of inland loss densities with respect to six spatial features: 1956 canal and 
spoil, 1978 canal and spoil, natural channel, major channel, inland open water, and 
coastal open water.
In order to further test the effect of some of these factors on inland loss, 
"homogeneity-of-slopes" statistical models were run using the SAS General Linear 
Models (GLM) procedure (SAS Institute, Inc. 1985c). This type of model allows the 
inclusion of both continuous (e.g., distance to natural channel) and class (e.g., habitat 
type) variables, as well as two-way interactions. A separate data base was constructed 
containing 25,000 observations from randomly chosen cells within the three study sites 
(5,000 from the Cameron site and 10,000 each from Terrebonne and Lafourche, 
representing 0.22, 0.11, and 0.12% of their total land area, respectively). Only cells 
that were land in 1956 were included in the data base. Included for each observation 
was the study site, the 1956 habitat type, the salinity change, and the distance of the 
cell from each of the six distance variables discussed above. Also included was 
percent inland loss (100 times the number of cells going from land to inland open 
water divided by the number of land cells in 1956) and 1956 and 1978 density 
(number of cells) of agriculture, canal, spoil, and urban/industrial habitat. These 
densities and percent inland loss were calcuated for a square-shaped, 1 km2 window 
centered around each cell. Percent inland loss was then modeled as a function of the 
following 23 first order and 22 interactive factors (variables preceded with 8 are 
distances and those with p are densities): Site, 1956 Habitat Type, Salinity Change,
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1956 SCanal/Spoil, 1978 8Canal/Spoil, SNatural Channel, SMajor Channel, 8lnland 
Open Water, 8Coastal Open Water, exp(-1956 8Canal/Spoil), exp(-1978 SCanal/Spoil), 
exp(-8Natural Channel), exp(-8Major Channel), exp(-8lnland Open Water),
exp(-8Coastal Open Water), 1956 pAgriculture, 1956 pCanal, 1956 pSpoil, 1956 
pUrban/Industrial, 1978 pAgriculture, 1978 pCanal, 1978 pSpoil, 1978
pUrban/Industrial, Site*1956 Habitat Type, Site*Salinity Change, Site* 1956 
SCanal/Spoil, Site* 1978 SCanal/Spoil, Site*8Natural Channel, Site*8Major Channel, 
Site*8lnland Open Water, Site*8Coastal Open Water, Site*exp(-1956 8Canal/Spoil), 
Site*exp(-1978 8Canal/Spoil), Site*exp(-8Natural Channel), Site*exp(-8Major 
Channel), Site*exp(-8lnland Open Water), Site*exp(-8Coastal Open Water), Site* 1956 
pAgriculture, Site*1956 pCanal, Site*1956 pSpoil, Site*1956 pUrban/Industrial, 
Site*1978 pAgriculture, Site*1978 pCanal, Site*1978 pSpoil, and Site*1978
pUrban/Industrial. The negative exponentials of the distance variables were included 
since an exponential decay may be more appropriate than a linear relationship as a 
measure of influence on land loss.
The model was run including all 45 variables. The factors contributing the least to 
the model results were then excluded, by selecting those variables with the smallest F 
value for the Type III sum of squares. The Type in  sum of squares represents the 
marginal effect of adding that factor to the model, and is not dependent on the order in 
which the variable is added; in comparison, the Type I sum of squares is a sequential 
effect as each factor is added to the model (SAS Institute, Inc. 1985c). The new 
model was then run and similarly reduced in a stepwise fashion, always eliminating 
factors with the smallest F value, until the four strongest variables remained.
All image manipulation and arithmetic was done on a Sperry 7000/40 computer at 
Louisiana State University’s Remote Sensing and Image Processing Laboratory (RSIP), 
using either the Earth Resources Laboratory Applications Software (ELAS) or special
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application programs written in FORTRAN 77. The ELAS image processing software 
was developed by the NASA/Earth Resources Laboratory (NASA 1986) and converted 
to UNIX at RSEP. Some of the numerical results were exported to LSU’s IBM 3084 
mainframe and analyzed with the SAS statistical package (SAS Institute, Inc. 1985a, b, 
c).
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DENSITY STUDIES
Maps of the three study areas are shown for 1956 in Figure 3.5, and in Figure 3.6 
for 1978. Two-way frequency tables for 1956 and 1978 habitat combinations are 
found in Tables 3.1-3.3 for the Cameron, Terrebonne, and Lafourche study sites. This 
is a convenient way of expressing all habitat transformations that occurred within the 
22 year period. Values are given in numbers of 100 m2 cells (dividing the number of 
cells by 10,000 gives area in km2). Net land loss (Eqn. 50) is determined by 
subtracting 1978 land area from 1956 land area, and is given in Table 3,4, The three 
sites experienced net losses of 70.31, 100.28, and 148.03 km2, representing 15.68, 
11.22, and 17.79% of the original 1956 land areas.
Gross land loss (Eqn. 51) is shown in Figure 3.7 for the three study sites. This 
loss is calculated by summing values for all elements having a land row (1956) entry 
and a water column (1978) entry. Results are given in Table 3.5. The three sites 
experienced gross losses of 75.95, 129.06, and 173.22 km2 over the 22 year period; 
this accounted for 16.94, 14.44, and 20.82% of the original 1956 land area. The 
average annual gross rate of loss was 0.77, 0.66, and 0.95% per year, respectively. 
From hereinafter, all references to loss rates will pertain to gross rates of land loss, 
unless explicitly stated otherwise.
Rates of habitat transformation and land loss are listed by habitat type in Tables 
3.6-3.8 for the Cameron, Terrebonne, and Lafourche sites, respectively. For all three 
study sites, at least 20% of the original 1956 area was converted to a different 
category for each habitat. Of the 24 site/habitat combinations, 18 had 50% or more of 
the original land area converted to a different category. For six of these, more than 
90% of the original area was transformed to a different habitat type: Cameron mudflat 
(95%), Terrebonne beach/dune/reef (100%), Terrebonne mudflat (92%), Lafourche 
beach/dune/reef (99%), Lafourche fresh marsh (90%), and Lafourche mudflat (100%).
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Table 3.1. 1956-1978 habitat transformation matrix for the Cameron study site. Area in 100 m2 cells.
\  00 \  I" 






























































































Agriculture 544915 0 26379 0 95316 4228 0 15614 30632 3409 0 5954 10 726457
Beach/Dune/Reef 22 6431 0 34 7164 968 0 1197 575 0 2742 0 506 19639
Fresh Marsh 21775 0 345262 33711 561303 9975 0 118 1547 5041 0 179207 310 1158249
Q Mudflat 0 1266 0 945
1314 0 0 0 0 49 16124 0 82 19780
Z
< Saline Marsh 128481 4135 28 365 1720859 30968 0 2659 15708 6826 614 518674 14812 2444129
i-J
Spoil 716 32 3763 0 1868 9073 0 2 1845 1431 0 309 181 19220
Swamp 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Upland 11456 17 64 0 1494 22 0 10384 1940 49 15 0 0 25441
Urban/Industrial 18028 0 482 0 11346 1086 0 1281 35276 2255 0 606 248 70608
Canal/Pipeline 147 0 1151 0 3051 5357 0 0 1488 23368 0 2297 49 36908
P6
WH Coastal Open Water 0 176 0 171 706 0 0 0 0 920 115713 0 0 117686
<
£
Inland Open Water 2461 0 6823 4159 22283 1607 0 1 173 600 0 316718 547 355372
Natural Channel 146 449 0 556 4779 327 0 126 237 19224 0 8785 56970 91599

















Table 3.2. 1956-1978 habitat transformation matrix for the Terrebonne study site. Area in 100 m2 cells.
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Agriculture 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Beach/Dune/Reef 0 0 0 0 0 0 0 0 0 0 286 0 0 286
Fresh Marsh 0 0 3380295 1569 279275 151405 100151 506 146 116538 0 670324 59325 4759534
Q Mudflat 0 0
4482 2655 291 215 446 0 0 21 5159 0 19867 33136
Z
< Saline Marsh 0 832 1162140 208 1638777 52502 36238 0 169 35035 21476 227229 77901 3252507
Spoil 0 0 17103 52 3245 31528 1929 0 104 16098 268 1105 1126 72558
Swamp 0 0 94884 0 20447 20500 627625 0 278 17445 0 1102 20237 802518
Upland 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Urban/Industrial 0 0 451 0 27 9484 921 0 5255 78 0 20 0 16236




Coastal Open Water 0 1339 34108 67940 969 37815 1560 0 0 3885 1840543 716 2992 1991867
<
£
Inland Open Water 0 0 2052 0 31267 1492 1241 0 0 1770 6 412618 4410 454856
Natural Channel 0 0 51779 435 14196 3957 13114 0 238 4420 1695 9403 466102 565339

















Table 3.3. 1956-1978 habitat transformation matrix for the Lafourche study site. Area in 100 m2 cells.
LAND WATER
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Agriculture 153702 0 89195 0 742 3796 8315 0 24575 6821 0 122934 54 410134
Beach/Dune/Reef 0 417 0 0 289 1 0 0 6 1 26210 1414 8 28346
Fresh Marsh 309470 290 366451 0 2148257 91176 71873 0 15445 92083 0 568912 19576 3683533
Q
Mudflat 0 441 0 0 1908 797 0 0 0 0 1318 260 0 4724
Z
< Saline Marsh 0 8747 0 0 2681998 152465 1746 1413 16267 109595 26573 596138 68732 3663674
Spoil 2102 406 20369 0 42410 44024 1371 0 744 48121 2063 14169 692 176471
Swamp 59422 0 16833 0 43352 4427 138485 0 7983 5943 0 10131 4288 290864
Upland 0 0 0 0 2823 0 0 1147 4 0 0 924 0 4898




Canal/Pipeline 2826 212 3886 0 19620 9819 304 1 784 105147 1396 18172 723 162890
Coastal Open Water 0 159 0 0 3179 0 0 0 108 0 189089 0 15 192550
<
£
Inland Open Water 68 4432 2050 0 145145 7509 394 5 1128 14339 10590 2340067 19659 2545386
Natural Channel 2549 537 240 0 40568 2218 582 76 3435 5348 1220 32178 95976 184927
1978 Totals 539328 15647 501182 0 5137554 316507 226214 2643 100211 389810 258633 3707250 210377 11405356
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Table 3.4. Net land loss (km2) between 1956 and 1978 for the Cameron, Terrebonne, 
and Lafourche study sites (percent loss is 100 times the ratio of loss to 
1956 land area).
Cameron Terrebonne Lafourche
1956 Land Area 448.35 893.68 831.96
1978 Land Area 378.04 793.40 683.93
Net Loss 70.31 100.28 148.03
Percent Loss 15.68 11.22 17.79
Table 3.5. Gross land loss (km2) between 1956 and 1978 for the Cameron,
Terrebonne, and Lafourche study sites (percent loss is 100 times the ratio 
of loss to 1956 land area).
Cameron Terrebonne Lafourche
1956 Land Area 448.35 893.68 831.96
Gross Loss 75.95 129.06 173.22
Percent Loss 16.94 14.44 20.82
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Table 3.6. Fate of 1956 land habitat for the Cameron study site. For each habitat, the
value is the percent of the original 1956 land area that was transformed
into the corresponding 1978 category.
Habitat Stable Altered
Other Land Water Total Change
Agriculture 75.01 23.70 1.29 24.99
Beach/Dune/Reef 32.75 50.72 16.54 67.25
Fresh Marsh 29.81 54.26 15.93 70.19
Mudflat 4.78 13.04 82.18 95.22
Saline Marsh 70.41 7.46 22.13 29.59
Spoil 47.21 42.80 9.99 52.79
Swamp - - - -
Upland 40.82 58.93 0.25 59.18
Urban/Industrial 49.96 45.64 4.40 50.04
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Table 3.7. Fate of 1956 land habitat for the Terrebonne study site. For each habitat,
the value is the percent of the original 1956 land area that was transformed
into the corresponding 1978 category.
Habitat Stable Altered
Other Land Water Total Change
Agriculture - - - -
Beach/Dune/Reef 0.00 0.00 100.00 100.00
Fresh Marsh 71.02 11.20 17.78 28.98
Mudflat 8.01 16.40 75.59 91.99
Saline Marsh 50.39 38.50 11.12 49.61
Spoil 43.45 30.92 25.63 56.55
Swamp 78.21 16.96 4.83 21.79
Upland - - - -
Urban/Industrial 32.37 67.03 0.60 67.63
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Table 3.8. Fate of 1956 land habitat for the Lafourche study site. For each habitat,
the value is the percent of the original 1956 land area that was transformed
into the corresponding 1978 category.
Habitat Stable Altered
Other Land Water Total Change
Agriculture 37.48 30.87 31.65 62.52
Beach/Dune/Reef 1.47 1.04 97.48 98.53
Fresh Marsh 9.95 71.58 18.48 90.05
Mudflat 0.00 66.60 33.40 100.00
Saline Marsh 73.21 4.93 21.86 26.79
Spoil 24.95 38.19 36.86 75.05
Swamp 47.61 45.39 7.00 52.39
Upland 23.42 57.72 18.86 76.58
Urban/Industrial 52.20 38.69 9.11 47.80
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Rates of land loss were highly variable both between habitats and within habitats. 
Percent loss ranged from a low of 0.25% for Cameron upland to 100.00% for 
Terrebonne beach/dune/reef (since this is a gross rate, this means that all of the 
original beach/dune/reef was lost; however examination of Table 3.2 shows that there 
was actually a net increase in area, due to creation of new habitat). In spite of this 
variability, there are some trends. Loss rates in fresh marsh are most consistent 
between sites, with values of 15.93, 17.78, and 18.48% for Cameron, Terrebonne, and 
Lafourche (Table 3.9). Values are similar for saline marsh at Cameron and Lafourche, 
22.13 and 21.86%, but about half that rate at Terrebonne (11.12%). Mudflat and 
beach/dune/reef are ranked in the top three at all three sites, while swamp, upland, and 
urban/industrial are ranked low at all sites where they occur. Rates of loss are less 
than 40% for all site/habitat combinations, with the exception of beach/dune/reef at 
Terrebonne and Lafourche and mudflat at Cameron and Terrebonne.
The contribution of a habitat to the total loss at a site depends on both the loss rate 
within that habitat and its original 1956 area. For example, although beach/dune/reef 
had a 100% loss rate at Terrebonne, the 1956 land area of this habitat was only 0.03 
km2 (Table 3.2); this loss accounted for less than 0.02% of the 129.06 km2 total loss at 
Terrebonne (Table 3.10). At all three sites, conversion of fresh and saline marsh to 
water was the major form of land loss: 96, 94, and 86% of all loss came from marsh 
habitat at the Cameron, Terrebonne, and Lafourche study sites, respectively. At 
Cameron, saline marsh contributed about three times more than fresh marsh (71 versus 
24%), while the contribution of fresh marsh was more than twice that from saline 
marsh at Terrebonne (66 versus 28%). At Lafourche, saline marsh accounted for 
slightly more loss (46 versus 39%). The only non-marsh category that significantly 
contributed to land loss was agriculture at Lafourche, which provided 7% of the loss at 
that site. Almost all of this agricultural loss was the result of a 1971 levee collapse at 
the Delta Farms agricultural reclamation area (pers. comm., Mr. W. H. Crenshaw,
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Table 3.9. Rankings of habitat land loss rates for the Cameron, Terrebonne, and
Lafourche study sites. Habitats are ranked from lowest loss rate to highest. 
Parenthetical value is the actual percent land loss.
Rank Cameron Terrebonne Lafourche
1 Upland Urban/Industrial Swamp
(0.25) (0.60) (7.00)
2 Agriculture Swamp Urban/Industrial
(1.29) (4.83) (9.11)
3 Urban/Industrial Saline Marsh Fresh Marsh
(4.40) (11.12) (18.48)
4 Spoil Fresh Marsh Upland
(9.99) (17.78) (18.86)
5 Fresh Marsh Spoil Saline Marsh
(15.93) (25.63) (21.86)
6 Beach/Dune/Reef Mudflat Agriculture
(16.54) (75.59) (31.65)
7 Saline Marsh Beach/Dune/Reef Mudflat
(22.13) (100.00) (33.40)
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Table 3.10. Characterization of land loss by original terrestrial habitat. The
percentage is the proportion of land loss at that site provided by that 
habitat type.
Habitat Cameron Terrebonne Lafourche
Land Loss 
(Sq. Km)
Percent Land Loss 
(Sq. Km)
Percent Land Loss 
(Sq. Km)
Percent
Agriculture 0.94 1.23 0.00 0.00 12.98 7.49
Beach/Dune/Reef 0.32 0.43 0.03 0.02 2.76 1.60
Fresh Marsh 18.46 24.30 84.62 65.56 68.06 39.29
Mudflat 1.63 2.14 2.50 1.94 0.16 0.09
Saline Marsh 54.09 71.23 36.16 28.02 80.10 46.25
Spoil 0.19 0.25 1.86 1.44 6.50 3.76
Swamp 0.00 0.00 3.88 3.01 2.04 1.18
Upland 0.01 0.01 0.00 0.00 0.09 0.05
Urban/Industrial 0.31 0.41 0.01 0.01 0.52 0.30
Total 75.95 100.00 129.06 100.00 173.22 100.00
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General Manager, Louisiana Delta Farms).
The major form of land loss at all three sites was conversion of land to inland 
open water, accounting for 93, 70, and 76% of the loss at Cameron, Terrebonne, and 
Lafourche, respectively (Table 3.11). Conversion of land to canal through new canal 
construction or canal widening was important at Terrebonne and Lafourche (14 and 
15%), but not at Cameron (3%). At Cameron and Lafourche, loss to natural channels 
(river scouring and expansion) was relatively unimportant (2 and 5%). At Terrebonne, 
however, 14% of the loss was conversion to natural channels. About a quarter of this 
was from the Atchafalaya River. At all three sites, conversion of land to coastal open 
water (loss of barrier islands and shoreline erosion) was minor, accounting for only 3, 
2, and 3% of total loss. The dominant form of land loss at all three study sites is 
therefore conversion of fresh or saline marsh to inland open water.
The impact of salinity zones and change in salinity between 1956 and 1978 was 
also investigated. Salinity changes occurred at all three study sites (Table 3.12). At 
Cameron, about 25% of the 1956 land area changed salinity by 1978, either from 
saline to fresh (4.04%) or fresh to saline (20.04%). Change from fresh to saline was 
also dominant at the Lafourche site (37.28%, versus 2.08% for saline to fresh). At the 
Terrebonne site, the major form of salinity change was from saline to fresh (15.28%), 
due to the influence of the Atchafalaya River, only 3.99% went from fresh to saline.
The salinity type in 1956 had little effect on land loss rates; rather, the dominant 
factor is the 1978 salinity type (Figure 3.8). For Cameron and Lafourche, rates of loss 
were high if an area was saline in 1978 (21.51-27.59%) and low if the area was fresh 
in that year (0.00-3.04%), regardless of the 1956 salinity type (Table 3.13). There also 
appears to be no difference in response with respect to site. At Terrebonne, the rate of 
loss is similar for all salinity combinations (13.41-16.33%), except for areas that went 
from saline to fresh (8.34%). The highest loss rate at Terrebonne occurred in the area
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
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Table 3.11. Characterization of land loss by final aquatic habitat. The percentage is 
the proportion of land loss at that site transformed into that habitat type.
Habitat Cameron Terrebonne Lafourche
Land Loss 
(Sq. Km)
Percent Land Loss 
(Sq. Km)
Percent Land Loss 
(Sq. Km)
Percent
Canal 1.91 2.51 18.52 14.35 26.50 15.30
Coastal Open Water 1.95 2.57 2.72 2.11 5.63 3.25
Inland Open Water 70.47 92.80 89.98 69.72 131.68 76.02
Natural Channel 1.61 2.13 17.85 13.83 9.40 5.43
Total 75.95 100.00 129.06 100.00 173.22 100.00
Table 3.12. Changes in salinity between 1956 and 1978 for areas that were land in 
1956. Values in km2. For each site, the parenthetical value represents 
the percentage of area in that 1956/78 salinity combination.
1978 Salinity Class
Cameron Terrebonne Lafourche
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Table 3.13. Land loss by 1956/78 salinity combinations. Values are percent land loss.
1978 Salinity Class
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that was fresh throughout the 22 year period.
Because the 1978 fresh zone accounted for less than a third of the original land 
area at both Cameron and Lafourche, and because of the low loss rates in this zone, it 
contributed little to overall loss at these two sites (Table 3.14). At Cameron, nearly 
75% of all loss occurred in areas that were saline throughout the 22 year period. This 
zone only accounted for about 50% of the loss at Lafourche. This is due to 
differences in area, since loss rates within these zones are similar. At Terrebonne, 67% 
of the loss took place at locations that were fresh in both years, and 20% occurred in 
the area that remained saline throughout that time period.
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Table 3.14. Characterization of land loss by 1956/78 salinity combinations. Values in 
km2. For each site, the parenthetical value is the proportion of land loss 
provided by that salinity combination.
1978 Salinity Class
Cameron Terrebonne Lafourche
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STUDIES OF SPATIAL DISPERSION
Probability distributions and cumulative distributions are shown by site in Figure 
3.9 for land loss densities. For the three study areas, the number of sampling blocks 
(1 km2 cells) was 446, 896, and 836 for Cameron, Terrebonne, and Lafourche, 
respectively. The value of land loss between different sampling blocks is not normally 
distributed, but instead is highly skewed to the right at all three sites. For all three 
areas, the interval containing the mean loss rate for that site contained 4.7-13.7% of all 
samples. In addition, 91.5-95.6% of the blocks at all three sites have loss rates of 50% 
or less. The Cameron site is dominated by sampling blocks containing land loss rates 
of 0-5% (48.6% of all samples). At Terrebonne, the probability distribution resembles 
an exponential decay: the first density class contains more than 31.1% of the blocks, 
and each density class thereafter contains far fewer samples than the previous interval. 
For Lafourche, the 0-5% class is relatively less dominant, containing 23.2% of all 
samples; however the next four density classes each contain more than 10% of the 
samples.
The salinity type in 1978 has an effect on the density distribution at two of the 
sites (Figure 3.10). For Cameron and Lafourche, the 1978 fresh zone is much more 
dominated by the smallest density class, with 77.6% of the Cameron samples and 
59.4% of those at Lafourche occurring within the 0-5% density class. At both of these 
sites, all of the blocks have loss rates of 60% or less for fresh samples.
The saline blocks at Cameron are also dominated by the 0-5% class, but much less 
so: 37.4% of the samples occur in this class, and there are samples in all 20 density 
classes. At Lafourche, the pattern is much different. Each of the first five density 
classes contain more than 10% of the samples, and the number of blocks in these five 
intervals is fairly uniform. Also, the largest number of blocks is found in the 15-20% 
interval. Beyond the 20-25% class, the number of samples decreases. All 20 density
146
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Figure 3.9. Probability distributions (pdf) and cumulative distributions (cdf) of land loss densities (percent land loss) for the three study 






























I I 2 2 3 3 4 4 5 5  

















I 1 2 2 3 3 4 4 5 5 6 6  
2 7  2 7  2 7  2 7  2 7  2 7













, 2 7 2 7 2 7 2 7 2 7 2 7 2 7 2 7 2 7  









2 7  t 1 2 2 3 3 4 4 5 5 6 6 7 7 6 8 9 9
LiMfflmlEUo
2 7 1 1 2 2  3 3 4 4 5 5 6 6 7 7 6 8 9 9  
. . 2 7 2 7 2 7 2 7 2 7 2 7 2 7 2 7 2 7
5 5 ....................................................................









2 7 1 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9
. . 2 7 2 7 2 7 2 7 2 7 2 7 2 7 2 7 2 7
5 5 ....................................................................
5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
Percent Land Loss
. . 2 7 2 7 2 7 2 7 2 7 2 7 2 7 2 7 2 7
5 5 ...................................................................
5 5  5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5





classes contain samples, as was observed for the saline zone at Cameron.
The 1978 salinity type does not appear to have an effect on the density distribution 
at Terrebonne. Both salinity zones are dominated by the lower density intervals, but 
not as strongly as occurred for the Cameron and Lafourche fresh zones. The 0-5% 
interval contains 31.3% of the samples for both Terrebonne salinity types, and about 
98.7% of the samples have densities of 50% loss or less.
As another measure of dispersion, and to test the effect of the size of the sampling 
block, the variance to mean ratio, the crowding index, and the patchiness index were 
measured using a variable blocksize (Figure 3.11). Results for the variance to mean 
ratio and crowding index were similar, as was to be expected (see the discussion of 
these two measures in the section "Statistical Measures of Pattern"). When blocks 
containing any land are used, the value of the index increases by a factor of 
approximately three for each doubling of blocksize. The Cameron site shows the 
highest clustering, while values for Terrebonne and Lafourche are similar.
For the Cameron and Terrebonne sites, results were similar whether blocks with 
any land were used or only blocks with at least 95% land. Results for Lafourche, 
however, were strongly influenced by the method used. Both the variance to mean 
ratio and the crowding index have much higher values when blocks with 95% land are 
used, compared to blocks with any land. At a blocksize of 512, the variance to mean 
ratio is three times greater, and the crowding index is twice as high. This discrepancy 
increases with increasing blocksize.
While the variance to mean ratio and the crowding index both increase with 
blocksize, the patchiness reaches a maximum value at a blocksize of 4 (1,600 m2). 
Values for Cameron and Lafourche are similar at all blocksizes. Terrebonne peaks at 
a value of about 8, however, compared with values of 5.3-5.6 for the former two sites.
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Figure 3.11. Dispersion indices for land loss cells using a variable sampling size at the Cameron (C), Terrebonne (T), and 
Lafourche (L) study sites.
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As was observed earlier, the Lafourche site again shows an increase in the patchiness 
index at the highest blocksize with the 95% land method.
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
STUDIES OF LOSS PATCHES
Since earlier analysis showed that 70-93% of all loss was conversion of land to 
inland open water (Table 3.11), analyses on patch size were limited to loss patches of 
this category (herein referred to as inland loss patches, or patches). Basic statistics 
concerning these patches are summarized in Table 3.15, and the spatial distribution of 
patch sizes is shown in Figure 3.12. The lowest patch density (number of patches 
divided by 1956 land area) was 2.39 patches/km2 at the Terrebonne site, whereas 
Lafourche had the highest density (7.42). The minimum patch size was one cell (100 
m2) at all three sites. The maximum patch size at Cameron was twice that at 
Terrebonne and Lafourche, 23.74 km2, versus 11.63 and 12.82 km2. Average patch 
size for the three study areas was 39,794, 42,204, and 21,332 m2, respectively.
The probability distribution and cumulative distribution of patch sizes is shown in 
Figure 3.13. As was observed with percent loss, distributions are not normal, but are 
highly skewed. The smallest size class contains 33.8, 19.5, and 38.3% of all patches 
at the Cameron, Terrebonne, and Lafourche sites, respectively. At all three areas, 
however, patches larger than 25,000 m2 are also numerically important, although much 
more so at Terrebonne (11.8 and 11.0% for Cameron and Lafourche and 19.5% for
r\
Terrebonne). With the exception of this difference in patches larger than 25,000 m , 
the three distributions are fairly similar.
The occurrence of loss patches is strongly influenced by 1978 salinity type. At 
Cameron and Lafourche, more than 99% of the patches occur in the saline zone (Table 
3.16). At Terrebonne, however, 41.4% of the loss patches occur in the fresh zone. 
Densities for the saline zone are 5.5 patches/km2 for Cameron and Terrebonne, and 9.2 
patches/km2 for Lafourche. For the fresh zone, the density is 1.3 patches/km2 at 
Terrebonne and 0.1 or less for the other two sites.
152
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Table 3.15. Summary statistics of inland loss patches for the Cameron, Terrebonne, 
and Lafourche study sites. A loss patch is defined as a group of 
contiguous cells that were land in 1956 and inland open water in 1978. 
The average patch density is the number of patches divided by the 1956 
land area.
Cameron Terrebonne Lafourche
Number of Patches 1771 2132 6173
Average Patch Density 
(patches/km2)
3.95 2.39 7.42
Minimum Patch Size (m2) 100 100 100
Maximum Patch Size (km2) 23.74 11.63 12.82
Average Patch Size (m2) 39794 42204 21332
Table 3.16. Summary statistics of inland loss patches for the Cameron, Terrebonne, 
and Lafourche study sites by 1978 salinity type. A loss patch is defined 
as a group of contiguous cells that were land in 1956 and inland open 
water in 1978; a patch was not included if it contained more than one 
salinity type. The average patch density is the number of patches divided 
by the amount of 1956 land within each 1978 salinity zone.
1978 Salinity Class
Cameron Terrebonne Lafourche
Saline Fresh Saline Fresh Saline Fresh
Number of Patches 1761 8 1249 882 6074 21
Average Patch Density 
(patches/km2)
5.50 0.06 5.55 1.32 9.17 0.12
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Figure 3.13. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss patch size (each interval represents 1,000 m ,
the final interval includes all patches > 25,000 m2). ^
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The size distribution of loss patches is similarly influenced by 1978 salinity type 
(Figure 3.14). For the saline zone, the distribution is similar for all three sites, 
although the smallest size class has relatively more influence at Lafourche, while 
patches larger than 25,000 m2 have a relatively stronger influence at Terrebonne. For 
the fresh zone, the distributions are non-continuous at both Cameron and Lafourche. 
This is because of the low number of patches found in this zone (Table 3.16). At the 
Terrebonne site, the distribution is similar for size classes from 1,000-2,000 to 24,000-
25,000 m2. However, the relative importance of the smallest and largest classes is 
opposite to what was observed in the saline zone: 8.4 and 26.6% for the 0-1,000 and 
the greater than 25,000 m2 intervals in the fresh zone, versus 27.3 and 14.4% in the 
saline zone.
Although patches of the smallest size class are the most abundant, they account for 
a negligible percent of loss area. Figure 3.15 shows the numerical and areal 
distribution of patches by site. The intervals do not represent a constant change in 
size, since a logarithmic scale is used; thus, each succeeding interval includes a wider 
range of patch sizes. This figure shows that 93.8-97.0% of all patches are smaller than 
0.1 km2 (< 103 cells). Although patches larger than 0.1 km2 are numerically 
insignificant, they account for 90.7, 78.1, and 77.4% of all inland loss at Cameron, 
Terrebonne, and Lafourche, respectively. At Cameron, 62.6% of all inland loss occurs 
in the largest patch class, while at Lafourche the largest class accounts for 32.6% of 
the area. At the Terrebonne site, the largest size interval is relatively less important, 
but still 54.8% of all loss occurs in patches 1 km2 (£ 103 cells) or larger. Large areas 
of contiguous loss are therefore the dominant pattern of inland loss at these three study 
sites.
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Figure 3.14. Probability distributions of inland loss patch size by 1978 salinity type (each interval represents 1,000 m2; the final interval
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Figure 3.15. Abundance versus area of inland loss patches (in 100 m cells).
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PROXIMITY STUDIES
The analysis of patch size at distances < 200 m or > 200 m from 1956 canal and 
spoil or natural channel showed that neither factor had any consistent effect. At the 
Cameron site, there was a relatively higher proportion of patches in the greater than
25,000 m2 class for patches < 200 m from canal or spoil (Figure 3.16). For patches
> 200 m, there were relatively more patches in the 0-1,000 m2 class (23.4 and 10.9% 
for the > 25,000 m2 class within the < 200 m and > 200 m treatments, respectively, 
and 25.8 and 34.4% for the 0-1,000 m2 class). At Terrebonne, however, the opposite 
was observed (10.8 and 20.1% for the > 25,000 m2 class within the < 200 m and
> 200 m treatments, and 29.5 and 18.8% for the 0-1,000 m2 class). Canal and spoil 
had no effect on the size distribution of patches at Lafourche.
A consistent effect was also lacking with respect to distance from natural channel. 
The size distribution for Lafourche is similar, regardless of distance treatment (Figure 
3.17). At Cameron and Terrebonne, the smallest size class is relatively more 
important for areas within 200 m of a natural channel.
An analysis of the number of loss patches with respect to distance to 1956 canal 
and spoil shows that the frequency of patches does in fact increase as canal and spoil 
is approached (Figure 3.18), although the trend is noisy. Of all inland loss patches 
occurring within 5 km from canal and spoil, the patches within the first kilometer 
account for 33.1, 37.7, and 29.7% of this total at Cameron, Terrebonne, and Lafourche. 
In contrast, patches within the 4-5 km interval only account for 6.3, 2.5, and 8.0% of 
the total.
Although the frequency of patches increases with proximity to canal and spoil, the 
land frequency also increases with respect to this variable (Figure 3.18). The geometry 
of the canal network is such that it is difficult to find land far away from a canal.
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3.16. Effect of proximity to 1956 canal and spoil on inland loss patch size (each interval represents 1,000 m2; the final 
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Figure 3.17. Effect of proximity to natural channel on inland loss patch size (each interval represents 1,000 m2; the final interval
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Thus, a large amount of the variation in patch frequency is a function of the land 
distribution. The patch density within a distance contour can be calculated by dividing 
the number of inland loss patches within that contour by the 1956 land area in the 
interval. When this is plotted against distance to 1956 canal and spoil, it is seen that 
proximity to this feature has little effect on patch density at Cameron and Terrebonne 
(Figure 3.19). At the former site, there is little trend, except for a peak at 4 km. For 
Terrebonne, the distribution is flat. At Lafourche, however, there is a strong linear 
relation between proximity to canal and spoil and patch density: patch density 
increases as distance to canal and spoil increases. The density of patches > 0.1 km2 is 
unaffected by distance to 1956 canal and spoil at Terrebonne and Lafourche (Figure 
3.19). At Cameron, the density of large patches declines with increasing distance from 
0-1.5 km, and then linearly increases out to a distance of 4 km.
The same basic pattern is observed for patch abundance with respect to natural 
channel (Figure 3.20). Patch frequency is inversely proportional to distance from 
natural channel, but this can be explained by the increase in land area that similarly 
occurs. For Cameron and Lafourche, there is an inverse relationship between patch 
density and distance to natural channel (Figure 3.21); at Terrebonne, there is no clear 
trend. Proximity to natural channel has little effect on the density of patches >0.1  
km2 (Figure 3.21).
The probability distribution and cumulative distribution of inland loss density is 
given in Figures 3.22-3.27 for 1956 canal and spoil, 1978 canal and spoil, natural 
channel, major channel, inland open water, and coastal open water. These are 
presented using a 5 km scale. Results using a 200 m scale are given in Appendix m. 
If a pdf increases towards the origin, it is an indication that that spatial factor may be 
a spatial promoter of land loss; if the pdf decreases, it could be an inhibitor (see the 
discussion on spatial processes, Chapter 2).
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Figure 3.22. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to 1956
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Figure 3.23. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to 1978
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Figure 3.24. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to
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Figure 3.25. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to
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Figure 3.26. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to
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Figure 3.27. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to
coastal open water. The cdf of a random function is shown as a dotted line. •Ot o
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The density distributions are much noisier than would be expected from the 
proximity models, and it is difficult to find trends within or between treatments. For 
example, at Terrebonne the pdf increases as the origin to 1956 canal and spoil is 
approached, but at Lafourche it decreases (Figure 3.22). With respect to natural 
channel, the pdf increases as the origin is approached at Cameron, but decreases for 
the Terrebonne and Lafourche sites (Figure 3.23).
Many of these graphs show sharp peaks or valleys at intermediate distances, e.g., 
1956 canal and spoil and Terrebonne (Figure 3.22) and major channel at Cameron 
(Figure 3.25). The theory section noted that if a spatial promoter occurred at a 
distance from the factor being tested, it would cause an increase in the pdf, whereas an 
inhibitor would reduce the pdf. To test whether these peaks and valleys were 
associated with promoters or inhibitors, loss images were highlighted to show the 
distance band of interest. Figure 3.28 shows the Cameron 1956 canal and spoil 
distance intervals at 0.0-0.4 km and 4.0-5.0 km, and the 0.5-1.7 km distance contour 
with respect to natural channel. All of these bands are associated with peaks in land 
loss. What these figures show is that these intervals all contain large loss patches. 
This is also observed for peaks at Terrebonne (Figure 3.29) and Lafourche (Figure
3.30). Conversely, the valley at 3.3-4.4 km in the inland open water pdf for Cameron 
is associated with an area that does not contain any of these large patches (Figure
3.31).
One trend worth special note is the density results for the Terrebonne site with 
respect to major channel (the Atchafalaya River). The cdf is given in Figure 3.32, 
using a 35 km scale. The graph shows a sharp inhibition of inland loss within 12 km 
from the river. This entire area contains low loss rates, compared with the region 
beyond 12 km. Another noteworthy feature is that this area contains a large network 
of natural channel.
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Figure 3.28. Occurrence of large loss patches in distance contours with high inland loss rates for 1956 canal and spoil (left) and 


















Figure 3.29. Occurrence of large loss patches in distance contours with high inland loss rates for 1956 canal and spoil (left) and 
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Figure 3.30. Occurrence of large loss patches in distance contours with high inland loss rates for natural channel (left) and 












Figure 3.31. Lack of large loss patches in distance contours with low inland loss rates for inland 
open water at Cameron (distance in km).
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Figure 3.32. Low occurrence of inland loss (upper left) in portion of Terrebonne near a major sediment source (upper right) and
with a large distribution network (lower left). Swamp habitat is also abundant in this area (lower right). -
00
LANDLOSS MODEL
A linear model that used 45 different factors to predict percent inland loss was 
highly significant, but had a fairly low R 2 value of 0.3712 (Table 3.17). Nearly 60% 
of the variation in percent inland loss was therefore unaccounted for. When variables 
were removed from the model in a stepwise fashion until only four remained, the R 2 
was reduced to 0.2723. These variables, in order of importance, were the negative 
exponential of the distance to natural channel, site*distance to coastal open water, 
site*density of 1956 agriculture, and site*salinity change. By difference, the remaining 
41 factors only accounted for 10% of the variation in the dependent variable.
Since previous analyses had indicated that much of the loss was clumped into 
large, contiguous patches, it was of interest to determine whether the outliers from the 
model - those outside of the 90% confidence interval - were randomly dispersed or 
spatially clumped. Plots of these points were produced using the outliers from the four 
variable version of the model (Step 7 of Table 3.17). These plots show that the 
outliers are in fact highly clustered (Figure 3.33). When the plot of outliers is 
compared with images of percent loss in the three sites, it can be seen that these 
clumps are associated with areas of high loss (Figure 3.34); cells for which the 
observed value was within the 90% confidence interval of the predicted value are 
found within background regions of much lower loss. It was determined by trial and 
error that the data set could be partitioned into two categories, according to percent 
inland loss: cells having an observed value within the 90% confidence interval of the 
predicted value generally had a value of < 35% for percent inland loss, while those 
cells with an observed value exceeding the 90% confidence interval had a value of 
> 35% (Figure 3.35). There were very few cells with an observed value less than the 
predicted value, and so these were aggregated into the < 35% class.
A class variable called "Loss Type" was defined, according to whether or not a
179
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Table 3.17. Stepwise results of general linear model to predict percent inland loss 
within the 1 km2 neighborhood surrounding each of 25,000 cells. Entry 
is the F value for the Type III sum of squares. Variables preceded with a 
delta (8) are distances, and those with a rho (p) are densities within a 1 
km2 neighborhood. P < 0.0001 for all seven models.
Variable Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7
Site 22.79 21.27 - - - - -
1956 Habitat Type 3.39 - - - - - -
Salinity Change 84.00 88.44 123.72 105.78 - - -
1956 SCanal/Spoil 71.80 70.41 54.14 - - - -
1978 SCanal/Spoil 53.91 51.28 45.35 - - - -
SNatural Channel 26.62 29.24 - - - - -
SMajor Channel 49.32 52.70 61.61 - - - -
Slnland Open Water 73.00 83.85 128.08 265.05 356.45 - -
SCoastal Open Water 54.09 65.39 79.62 139.79 - - -
exp(-1956 SCanal/Spoil) 21.85 21.46 - - - - -
exp(-1978 SCanal/Spoil) 64.13 61.60 53.02 - - - -
exp(-8Natural Channel) 229.09 231.51 274.29 1527.72 1376.20 1231.53 1186.46
exp(-5Major Channel) 2.61 - - - - - -
exp(-8lnland Open Water) 0.26 - - - - - -
exp(-8Coastal Open Water) 280.01 284.20 272.22 296.21 223.92 - -
1956 pAgriculture 48.20 46.04 170.29 258.29 308.68 - -
1956 pCanal 0.77 - - - - - -
1956 pSpoil 18.50 21.62 - - - - -
1956 pUrban/Industrial 0.27 - - - - - -
1978 pAgriculture 74.26 83.24 115.38 162.44 181.38 - -
1978 pCanal 53.31 56.33 138.12 164.25 365.51 283.61 -
1978 pSpoil 55.64 67.98 41.99 - - - -
1978 pUrban/Industrial 0.01 - - - - - -
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Table 3.17. Continued.
Variable Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7
Site*1956 Habitat Type 17.58 15.70 - - - - -
Site*Salinity Change 77.59 81.42 126.15 163.26 407.01 514.20 520.04
Site* 1956 SCanal/Spoil 22.36 65.24 70.92 - - -
Site* 1978 SCanal/Spoil 109.77 116.01 118.60 117.87 - - -
Site*8Natural Channel 70.89 74.13 49.25 - - - -
Site*8Major Channel 106.10 108.85 126.63 137.95 - - -
Site*8Inland Open Water 48.74 43.53 79.43 - - - -
Site*SCoastal Open Water 767.40 796.15 779.56 1066.93 1185.90 1081.48 1169.17
Site*exp(-1956 SCanal/Spoil) 0.57 - - - - - -
Site*exp(-1978 SCanal/Spoil) 138.25 160.37 156.02 125.86 - - -
Site*exp(-8Natural Channel) 13.65 15.29 - - - - -
Site*exp(-8Major Channel) 54.87 40.55 - - - - -
Site*exp(-8lnland Open Water) 58.37 46.41 68.41 - - - -
Site*exp(-8Coastal Open Water) 158.52 162.92 151.48 199.26 190.75 - -
Site* 1956 pAgriculture 421.78 424.49 889.35 850.21 764.93 702.38 731.58
Site*1956 pCanal 22.70 16.70 - - - - -
Site*1956 pSpoil 41.37 48.15 45.30 - - - -
Site* 1956 pUrban/Industrial 4.78 - - - - - -
Site*1978 pAgriculture 7.35 5.21 - - - - -
Site*1978 pCanal 19.59 23.39 - - - - -
Site* 1978 pSpoil 0.01 - - - - - -
Site*1978 pUiban/Industrial 2.51 - - - - - -
R2 0.3712 0.3704 0.3551 0.3365 0.3100 0.2804 0.2723

















Figure 3.33. Outliers (in red) with an observed percent inland loss within the upper 5% tail of the predicted loss for the Cameron (left), -  















Figure 3.34. Percent inland loss within the square kilometer surrounding each cell for the Cameron (left), Terrebonne (center), and 
Lafourche (right) study sites (includes loss to canal, coastal open water, inland open water, and natural channel).
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cell had a percent inland loss of > 35%. When this variable and its site interaction 
were included in the model with the other 45 factors, the R 2 increased to 0.7937 
(Table 3.18). Reducing this to a four variable model lowered the R 2 slightly to 
0.7284. The variable Loss Type had an F value forty-five times larger than the next 
most important factor (density of 1978 agriculture). The remaining two factors, the 
negative exponential of distance to natural channel and site, contribute little to this 
model.
A stepwise model was then developed for only those cells having a percent inland 
loss > 35%. Including all 45 variables resulted in an R 2 value of 0.4508 (Table 3.19). 
Although this model was able to account for nearly half of the variation in percent 
inland loss for these observations, a large number of variables was required. Reducing 
this to a four variable model resulted in a much lower R 2 of 0.1759. In order of 
importance, these factors were site*distance to natural channel, site*negative 
exponential of the distance to 1978 canal and spoil, distance to 1978 canal and spoil, 
and the negative exponential of the distance to natural channel.
A model was similarly developed for cells having a value of < 35% for percent 
inland loss (Table 3.20). The R 2 was equal to 0.4098 when all 45 factors were 
included, and then reduced to 0.1968 for the four variable version. These four factors 
were, in order of importance: the negative exponential of the distance to inland open 
water, density of 1978 agriculture, negative exponential of distance to natural channel, 
and site*distance to 1956 canal and spoil. The F value for this latter variable was an 
order of magnitude less than those of the previous three.
Models were then developed for the < 35% inland loss cells separately by site. In 
these cases, the complete model contained only 22 variables, since site and site 
interactions were singular. For the Cameron site, the full model had an R 2 equal to 
0.3538, while the reduced version had a value of 0.2832 (Table 3.21). The four
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Table 3.18. Stepwise results of general linear model to predict percent inland loss 
within the 1 km2 neighborhood surrounding each of 25,000 cells, when 
"Loss Type" is included (inland loss < 35% or inland loss £ 35%). Entry 
is the F value for the Type ID sum of squares. Variables preceded with a 
delta (8) are distances, and those with a rho (p) are densities within a 1 
km2 neighborhood. P < 0.0001 for all seven models.
Variable Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7
Site 20.25 19.66 117.42 858.10 743.70 1166.93 240.13
Loss Type 48256.69 48268.38 49282.81 53098.33 53475.78 57067.95 57616.54
1956 Habitat Type 1.84 - - - - - -
Salinity Change 31.95 33.29 36.19 - - - -
1956 SCanal/Spoil 65.30 67.90 74.25 72.64 - - -
1978 SCanal/Spoil 59.00 60.69 64.96 60.57 - - -
SNatural Channel 9.23 10.46 - - - - -
5Major Channel 28.00 28.78 19.79 - - - -
Slnland Open Water 6.84 8.54 - - - - -
SCoastal Open Water 0.14 - - - - - -
;xp(-1956 SCanal/Spoil) 10.95 12.80 28.84 - - - -
ixp(-1978 SCanal/Spoil) 45.39 48.55 65.80 15.42 - - -
;xp(-8Natural Channel) 175.17 173.00 187.46 356.44 829.92 586.45 332.29
;xp(-8Major Channel) 0.25 - - - - - -
jxp(-8lnland Open Water) 26.74 26.58 100.23 175.13 251.54 - -
sxp(-SCoastal Open Water) 258.93 267.60 295.20 172.21 118.89 - -
1956 pAgriculture 75.16 75.56 234.86 333.46 186.31 - -
1956 pCanal 0.02 - - - - - -
1956 pSpoil 4.17 1.99 - - - - -
1956 pUrban/Industrial 0.08 - - - - - -
1978 pAgriculture 114.05 146.86 183.18 759.53 684.41 650.65 1281.03
1978 pCanal 13.08 16.13 22.90 - - - -
1978 pSpoil 57.27 91.92 79.78 189.72 294.05 - -
1978 pUrban/Industrial 0.04 - - - - - -
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Table 3.18. Continued.
Variable Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7
Site*Loss Type 202.07 202.80 193.37 223.11 196.60 - -
Site* 1956 Habitat Type 8.17 9.79 - - - - -
Site*Salinity Change 59.90 64.35 58.93 - - -
Site* 1956 SCanal/Spoil 11.44 12.34 - - - - -
Site* 1978 SCanal/Spoil 21.61 24.03 21.85 - - - -
Site*8Natural Channel 48.19 49.05 81.26 89.84 - - -
Site*8Major Channel 190.31 193.31 279.70 199.27 294.18 461.00 -
Site*8lnland Open Water 16.28 13.43 18.98 - - - -
Site*8Coastal Open Water 384.95 302.49 343.34 383.36 449.65 574.36 -
Site*exp(-1956 SCanal/Spoil) 13.92 11.75 - - - - -
Site*exp(-1978 SCanal/Spoil) 33.61 37.65 59.77 - - - -
Site*exp(-5Natural Channel) 10.02 10.31 - - - - -
Site*exp(-8Major Channel) 39.39 28.01 47.46 - - - -
Site*exp(-8Inland Open Water) 13.65 12.28 - - - - -
Site*exp(-5Coastal Open Water) 108.83 112.84 139.50 93.03 - - -
Site* 1956 pAgriculture 140.56 203.85 455.81 219.60 327.96 354.00 -
Site* 1956 pCanal 13.31 12.05 - - - - -
Site* 1956 pSpoil 28.45 29.67 7.68 - - - -
Site* 1956 pUrban/Industrial 0.70 - - - - - -
Site* 1978 pAgriculture 0.00 - - - - - -
Site* 1978 pCanal 5.16 9.19 - - - - -
Site* 1978 pSpoil 3.05 - - - - - -
Site* 1978 pUrban/Industrial 0.20 - - - - - -
R2 0.7937 0.7934 0.7902 0.7795 0.7743 0.7640 0.7284
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Table 3.19. Stepwise results of general linear model to predict percent inland loss 
within the 1 km2 neighborhood surrounding each cell, including only 
those cells with inland loss > 35%. Entry is the F value for the Type III 
sum of squares. Variables preceded with a delta (5) are distances, and 
those with a rho (p) are densities within a 1 km2 neighborhood. P < 
0.0001 for all seven models.
Variable Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7
Site 0.30 - - - - - -
1956 Habitat Type 3.05 1.97 - - - - -
Salinity Change 2.27 3.80 - - - - -
1956 SCanal/Spoil 20.98 29.53 31.83 19.88 - - -
1978 SCanal/Spoil 26.47 31.61 70.12 55.65 62.84 19.40 19.40
SNatural Channel 19.32 21.73 26.61 19.38 - - -
SMajor Channel 1.54 - - - - - -
Slnland Open Water 5.81 9.47 1.69 - - - -
SCoastal Open Water 4.37 3.79 - - - - -
exp(-1956 SCanal/Spoil) 22.41 31.70 44.24 20.59 16.03 - -
exp(-1978 SCanal/Spoil) 18.90 25.41 54.12 44.59 42.44 1.43 -
exp(-8Natural Channel) 54.93 60.30 63.87 62.73 61.15 3.31 3.31
exp(-8Major Channel) 13.05 14.13 12.30 - - - -
exp(-8Inland Open Water) 4.49 7.65 4.86 - - - -
exp(-8Coastal Open Water) 2.08 2.73 - - - - -
1956 pAgriculture 0.86 - - - - - -
1956 pCanal 1.75 1.98 - - - - -
1956 pSpoil 17.78 19.02 20.69 19.64 - - -
1956 pUrban/Industrial 1.46 - - - - - -
1978 pAgriculture 3.46 4.92 - - - - -
1978 pCanal 0.33 - - - - - -
1978 pSpoil 3.69 2.46 - - - - -
1978 pUrban/Industrial 3.75 6.22 6.92 - - - “
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Table 3.19. Continued.
V ariable Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7
Site*1956 Habitat Type 1.67 12.80 23.45 26.29 28.44 - -
Site*Salinity Change 0.97 - - - - - -
Site* 1956 SCanal/Spoil 4.91 17.41 17.85 18.72 - - -
Site* 1978 SCanal/Spoil 6.23 5.59 - - - - -
Site*5Natural Channel 28.41 26.31 26.79 33.87 67.10 109.59 109.59
Site*8Major Channel 20.94 15.32 13.19 - - - -
Site*8lnland Open Water 8.18 8.97 2.17 - - - -
Site*8Coastal Open Water 17.17 24.66 28.88 31.52 39.32 - -
Site*exp(-1956 SCanal/Spoil) 0.44 - - - - - -
Site*exp(-1978 SCanal/Spoil) 22.11 22.47 35.83 52.89 50.48 150.03 100.02
Site*exp(-8Natural Channel) 26.40 28.50 29.72 38.81 36.44 - -
Site*exp(-8Major Channel) 17.16 14.16 17.04 - - - -
Site*exp(-8Inland Open Water) 6.17 5.15 - - - - -
Site*exp(-8Coastal Open Water) 9.27 9.64 9.92 - - - -
Site* 1956 pAgriculture 11.50 18.12 44.44 41.41 39.72 - -
Site* 1956 pCanal 13.27 12.91 8.99 - - - -
Site* 1956 pSpoil 15.20 17.32 17.62 11.79 - - -
Site* 1956 pUrban/Industrial 0.01 - - - - - -
Site* 1978 pAgriculture 0.04 - - - - - -
Site* 1978 pCanal 0.83 - - - - - -
Site* 1978 pSpoil 8.42 9.22 6.26 - - - -
Site* 1978 pUrban/Industrial 3.01 4.78 - - - - -
R2 0.4508 0.4467 0.4370 0.3924 0.3791 0.1759 0.1759
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Table 3.20. Stepwise results of general linear model to predict percent inland loss 
within the 1 km2 neighborhood surrounding each cell, including only 
those cells with inland loss < 35%. Entry is the F value for the Type III 
sum of squares. Variables preceded with a delta (8) are distances, and 
those with a rho (p) are densities within a 1 km2 neighborhood. P < 
0.0001 for all seven models.
Variable Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7
Site 23.19 31.75 21.03 - - - -
1956 Habitat Type 2.89 - - - - - -
Salinity Change 9.66 9.88 - - - - -
1956 SCanal/Spoil 49.66 46.69 46.77 19.26 - - -
1978 SCanal/Spoil 45.41 45.44 60.23 28.35 - - -
SNatural Channel 19.01 21.25 9.44 - - - -
SMajor Channel 18.22 18.65 17.93 - - - -
Slnland Open Water 7.73 8.92 - - - - -
SCoastal Open Water 0.01 - - - - - -
exp(-1956 SCanal/Spoil) 0.67 - - - - - -
exp(-1978 SCanal/Spoil) 30.08 28.76 36.82 - - - -
exp(-8Natural Channel) 213.91 207.18 360.49 494.44 504.01 1067.29 1026.33
exp(-8Major Channel) 10.16 7.24 - - - - -
exp(-8Inland Open Water) 110.45 110.46 152.24 310.60 824.12 2219.13 2164.78
exp(-8Coastal Open Water) 459.76 458.14 447.29 440.25 359.10 - -
1956 pAgriculture 0.23 - - - - - -
1956 pCanal 1.30 - - - - - -
1956 pSpoil 1.53 - - - - - -
1956 pUrban/Industrial 0.48 - - - - - -
1978 pAgriculture 150.70 151.04 285.67 839.25 804.72 1271.19 1385.79
1978 pCanal 17.52 24.11 54.42 36.32 - - -
1978 pSpoil 77.70 83.23 127.52 99.04 - - -
1978 pUrban/Industrial 1.02 - - - - - -
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Table 3.20. Continued.
Variable Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7
Site*1956 Habitat Type 9.69 13.67 15.29 - - - -
Site*Salinity Change 27.04 28.18 27.93 - - - -
Site* 1956 SCanal/Spoil 33.94 38.21 58.38 1098.18 798.29 83.88 93.24
Site* 1978 SCanal/Spoil 6.94 46.84 31.12 - - - -
Site*8Natural Channel 27.14 27.18 100.67 145.05 102.28 - -
Site*8Major Channel 345.02 344.65 366.05 327.82 401.36 - -
Site*8lnland Open Water 25.02 21.39 48.80 46.02 - - -
Site*8Coastal Open Water 392.35 299.56 286.25 377.37 390.38 - -
Site*exp(-1956 SCanal/Spoil) 44.52 38.51 63.11 580.29 586.37 31.99 -
Site*exp(-1978 SCanal/Spoil) 2.88 - - - - - -
Site*exp(-8Natural Channel) 7.72 8.29 - - - - -
Site*exp(-SMajor Channel) 47.84 49.82 36.99 - - - -
Site*exp(-8lnland Open Water) 17.98 15.95 11.55 - - - -
Site*exp(-8Coastal Open Water) 174.59 175.89 167.35 121.20 113.71 - -
Site*1956 pAgriculture 14.93 7.32 - - - - -
Site* 1956 pCanal 10.07 6.86 - - - - -
Site*1956 pSpoil 32.39 24.79 21.26 - - - -
Site* 1956 pUrban/Industrial 4.82 6.98 - - - - -
Site* 1978 pAgriculture 4.09 4.84 - - - - -
Site* 1978 pCanal 3.62 3.83 - - - - -
Site*1978 pSpoil 7.93 7.34 - - - - -
Site* 1978 pUrban/Industrial 2.06 - - - - - -
R2 0.4098 0.4092 0.4051 0.3733 0.3575 0.2002 0.1968
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Table 3.21. Stepwise results of general linear model to predict percent inland loss 
within the 1 km2 neighborhood surrounding each cell, including only 
those cells with inland loss < 35% at the Cameron site. Entry is the F 
value for the Type III sum of squares. Variables preceded with a delta 
(8) are distances, and those with a rho (p) are densities within a 1 km2 
neighborhood. P < 0.0001 for all seven models.
Variable Step 1 Step 2 Step 3 Step 4 Step 5
1956 Habitat Type 0.95 - - - -
Salinity Change 6.40 3.95 - - -
1956 SCanal/Spoil 2.19 - - - -
1978 SCanal/Spoil 38.87 42.30 38.71 - -
SNatural Channel 8.71 9.44 - - -
SMajor Channel 347.26 383.41 465.54 484.60 720.53
Slnland Open Water 10.67 58.63 70.89 43.36 -
SCoastal Open Water 11.42 12.79 - - -
exp(-1956 SCanal/Spoil) 30.74 150.49 149.56 139.10 60.55
exp(-1978 SCanal/Spoil) 21.34 19.31 15.67 - -
exp(-8Natural Channel) 31.15 31.35 25.71 - -
exp(-8Major Channel) 29.45 30.75 33.77 - -
exp(-8lnland Open Water) 0.04 - - - -
exp(-8Coastal Open Water) 83.78 100.11 206.91 183.65 224.04
1956 pAgriculture 5.74 3.22 - - -
1956 pCanal 0.17 - - - -
1956 pSpoil 33.66 42.93 48.38 78.49 -
1956 pUrban/Industrial 0.73 - - - -
1978 pAgriculture 68.95 69.00 384.67 375.91 616.97
1978 pCanal 4.78 5.51 - - -
1978 pSpoil 15.33 14.05 22.08 - -
1978 pUiban/Industrial 5.74 23.14 43.38 86.70 -
R2 0.3538 0.3525 0.3448 0.3186 0.2832
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factors in the reduced model were distance to major channel, density of 1978 
agriculture, the negative exponential of the distance to coastal open water, and the 
negative exponential of the distance to 1956 canal and spoil. At the Terrebonne study 
site, the R 2 went from 0.4119 for the full model to 0.2624 for a model containing 
distance to major channel, distance to 1956 canal and spoil, the negative exponential of 
distance to 1956 canal and spoil, and distance to coastal open water (Table 3.21). The 
F value of the major channel variable was an order of magnitude greater than the other 
three factors at this site. The R 2 went from 0.4068 for the full model to 0.3594 for 
the reduced model for the Lafourche site (Table 3.23). The four factors, in order of 
importance, were distance to coastal open water, the negative exponential of the 
distance to coastal open water, the negative exponential of distance to natural channel, 
and the negative exponential of the distance to inland open water.
The analyses indicate that the most important factor in explaining the variation in 
percent inland loss is whether or not a cell is in a region of low or high loss (Table 
3.24). Including Loss Type as the only factor in the model accounts for 70% of the 
variation in the dependent variable. When separate models are run for areas with 
> 35% or < 35% inland loss, the reduced models account for less than 20% of the 
variation. Running the < 35% model separately by site raises the R 2 to 0.26-0.36. 
The most important factor explaining loss within the < 35% group is distance to major 
channel for Cameron and Terrebonne (R2 of 0.1087 and 0.2299, respectively), and 
distance to coastal open water for Lafourche (0.2424). This is illustrated in Figure 
3.36, which shows the rate of inland loss (excluding loss in the > 35% category) with 
respect to distance to major coast for Cameron and Terrebonne, and with respect to 
coastal open water for Lafourche. The rate of inland loss falls immediately adjacent to 
the coast of the Lafourche site since most of the loss in this region is in the land to 
coastal open water category.
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Table 3.22. Stepwise results of general linear model to predict percent inland loss 
within the 1 km2 neighborhood surrounding each cell, including only 
those cells with inland loss < 35% at the Terrebonne site. Entry is the F 
value for the Type III sum of squares. Variables preceded with a delta 
(8) are distances, and those with a rho (p) are densities within a 1 km 
neighborhood. P < 0.0001 for all seven models.
Variable Step 1 Step 2 Step 3 Step 4 Step 5
1956 Habitat Type 49.72 49.98 57.29 - -
Salinity Change 35.68 35.75 - - -
1956 SCanal/Spoil 140.58 140.28 203.16 205.39 226.83
1978 SCanal/Spoil 29.38 29.00 - - -
SNatural Channel 48.26 50.11 67.80 - -
SMajor Channel 379.82 382.07 312.37 1141.72 2126.60
Slnland Open Water 138.98 138.07 172.07 2.03 -
SCoastal Open Water 212.90 224.51 432.87 287.17 100.27
exp(-1956 SCanal/Spoil) 66.84 66.24 128.55 221.87 199.83
exp(-1978 SCanal/Spoil) 3.25 2.98 - - -
exp(-5Natural Channel) 51.75 50.14 26.80 - -
exp(-8Major Channel) 72.22 77.64 74.20 68.66
exp(-5Inland Open Water) 176.64 178.30 166.96 141.41 -
exp(-8Coastal Open Water) 2.89 2.70 - -
1956 pAgriculture - - - -
1956 pCanal 15.12 40.83 49.16 - -
1956 pSpoil 33.00 48.66 53.08 - -
1956 pUrban/Industrial 2.07 - - - -
1978 pAgriculture - - - - -
1978 pCanal 0.70 - - - -
1978 pSpoil 7.42 13.01 - -
1978 pUrban/Industrial 2.48 - • “
R2 0.4119 0.4117 0.3973 0.2895 0.2624 . .
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Table 3.23. Stepwise results of general linear model to predict percent inland loss 
within the 1 km2 neighborhood surrounding each cell, including only 
those cells with inland loss < 35% at the Lafourche site. Entry is the F 
value for the Type III sum of squares. Variables preceded with a delta 
(8) are distances, and those with a rho (p) are densities within a 1 km2 
neighborhood. P < 0.0001 for all seven models.
Variable Step 1 Step 2 Step 3 Step 4 Step 5
1956 Habitat Type 1.39 - - - -
Salinity Change 35.35 64.62 64.66 49.04 -
1956 SCanal/Spoil 0.10 - - - -
1978 SCanal/Spoil 0.45 - - - -
SNatural Channel 3.01 - - - -
SMajor Channel 3.09 3.09 - - -
Slnland Open Water 13.62 14.70 13.27 - -
SCoastal Open Water 657.49 770.84 984.90 1016.18 1235.19
exp(-1956 SCanal/Spoil) 0.87 - - - -
exp(-1978 SCanal/Spoil) 7.83 35.48 25.69 - -
exp(-5Natural Channel) 241.83 489.09 548.27 506.16 509.04
exp(-8Major Channel) 14.37 14.56 18.01 - -
exp(-81nland Open Water) 146.66 150.49 170.85 230.75 479.89
exp(-8Coastal Open Water) 508.93 647.39 630.26 611.58 553.94
1956 pAgriculture 8.45 13.05 11.56 - -
1956 pCanal 6.07 5.82 - - -
1956 pSpoil 5.84 3.56 - - -
1956 pUrban/Industrial 8.94 8.23 - - -
1978 pAgriculture 82.19 90.78 113.44 87.45 -
1978 pCanal 28.24 25.33 9.16 - -
1978 pSpoil 128.38 133.24 130.97 165.05 -
1978 pUrban/Industrial 6.94 5.79 - - -
R2 0.4068 0.4057 0.4033 0.3983 0.3594
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Table 3.24. Summary of general linear model results predicting percent inland loss. 
Table entry is the R 2 value. The top factor is the variable with the 







Original Model 0.3712 0.2723 exp(-8Natural Channel)
Model with Loss Type 0.7937 0.7284 Loss Type
Inland Loss > 35% 0.4508 0.1759 Site*8Natural Channel
Inland Loss < 35% 0.4098 0.1968 exp(-Slnland Open Water)
Inland Loss < 35% by Site
Cameron 0.3538 0.2832 SMajor Channel
Terrebonne 0.4119 0.2624 8Major Channel
Lafourche 0.4068 0.3594 SCoastal Open Water
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SUMMARY OF RESULTS
The following experimental findings are based on spatial analyses of the three 
study sites, using high resolution, digital habitat maps:
(1) The three sites experienced extensive change, with 14.4-20.8% of 
all 1956 land cells transformed into water by 1978;
(2) Although loss rates varied by the orginal terrestrial habitat type, 
rates within habitats and between habitats were not consistent. In 
general, however, mudflat and beach/dune/reef ranked high in loss rates 
at all three sites, while swamp, upland, and urban/industrial ranked low;
(3) Rates of loss in saline and fresh marsh habitat were intermediate. 
Because of their great areal extent, however, these two habitats 
accounted for 85.5-95.5% of all loss;
(4) Direct loss by new canal construction and canal widening accounted 
for 14.3-15.3% of all loss at the Terrebonne and Lafourche study sites; 
at Cameron, the impact of this feature was minor (2.5%). The dominant 
form of loss at all three sites was conversion to inland open water 
(69.7-92.8% of all loss). Shoreline erosion (conversion of land to 
coastal open water) was minimal at all three sites (2.1-3.2%);
(5) Rates of loss were highly dependent on the 1978 salinity type. The 
1978 saline zone experienced high rates of loss at Cameron and 
Lafourche (21.5-27.6%), compared with rates of 0.0-3.0% within the 
fresh zone at these two sites. The 1956 salinity type had little effect on 
rates. At Terrebonne, rates were intermediate for all four salinity 
change types (8.3-16.3%);
198
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(6) The distribution of land loss densities within 1 km2 quadrats was 
not normally distributed, but instead strongly skewed to the right. For 
the three study sites, 23.2-48.6% of all quadrats had a loss density of 0- 
5%, and 91.5-95.6% of all samples had densities of < 50%. The 1978 
salinity type strongly affected the density distribution at Cameron and 
Lafourche, with a greater proportion of quadrats in the 0-5% density 
interval for the 1978 fresh zone. This variable had little effect at 
Terrebonne;
(7) Peak values of the variance to mean ratio and the crowding index 
were observed at the highest blocksize (512 cells, or 26.2 km2), while 
peak values for the patchiness index occurred at a blocksize of 4 (1,600 
m 2);
(8) Patch size of contiguous areas of inland loss ranged from the 
minimum of one cell (100 m2) to a maximum of 23.7 km2. Average 
patch densities at Cameron and Terrebonne were similar (2.4-3.9 
patches/km2), but higher at Lafourche (7.4 patches/km2);
(9) The 1978 salinity type greatly influenced average patch densities at 
all three sites, ranging from 0.1-1.3 patches/km2 in the 1978 fresh zone, 
and 5.5-9.2 patches/km2 at the 1978 saline zone;
(10) The distribution of patch sizes is not normal, but also highly 
skewed, as in the case of the density distribution. The smallest size 
class (patches < 1,000 m2) contained 19.5-38.3% of all patches. While 
patches <0.1  km2 dominate numerically (93.8-97.0% of all patches), 
they respresent a minor portion of the total area of inland loss, as a 
result of their small size; 77.4-90.7% of all inland loss occurs as patches
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>0.1 km2;
(11) Land occurring within 200 m from 1956 canal and spoil had a 
similar inland patch size distribution compared with land > 200 m from 
this feature. In contrast, land < 200 m from natural channel consistently 
had a higher proportion of inland loss in the smallest size class;
(12) The abundance of inland loss patches increases with proximity to 
1956 canal and spoil, but similar increases were observed for the 1956 
land area. When patch density is plotted against distance to 1956 canal 
and spoil, inverse relationships are not observed;
(13) Results from proximity analyses of percent inland loss with respect 
to various spatial factors are biased by the arbitrary location of large 
patches. Peaks in inland loss occur where large patches are observed, 
and valleys occur where no large patches are found; and
(14) The factor accounting for the largest proportion of variability in 
inland loss is whether or not the cell is in a zone of high or low loss 
(inland loss > 35 or < 35%). A reduced model including this variable 
had an R 2 of 0.73, compared to 0.27 for a reduced model without it. 
When low loss regions (< 35% inland loss) are considered separately by 
site, the major factors accounting for loss are distance to major channel 
at Cameron and Terrebonne, and distance to coastal open water at 
Lafourche.
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CHAPTER 4
DISCUSSION - PATTERN AND PROCESS IN COASTAL LAND LOSS
LAND LOSS HOT SPOTS
Previous studies have suggested that factors such as saltwater intrusion, 
construction of navigation and oil and gas canals, age of delta lobe, distance to the 
shore, and sediment depth are important factors in causing land loss in Louisiana 
(Deegan et al. 1984, Mendelssohn et al. 1983, Scaife et al. 1983). The major finding 
of this dissertation is that, while these factors are significant, a high percentage of the 
loss is spatially clumped and cannot be explained by these factors alone. These "hot 
spots" of high loss account for a major portion of the loss at the three sites. The cause 
of these features could not be determined by this study. The occurrence of hot spots is 
supported by results from dispersion studies, patch size analysis, proximity analysis, 
and regression models.
It was shown in Figure 3.11 that maximum patchiness occurred for all three study 
sites at a blocksize of 4 x 4 cells (1,600 m2), whereas the maximum value for the 
variance to mean ratio or crowding index took place at a blocksize of 512 x 512 (26.2 
km2). As was discussed in Chapter 2, the crowding index is a function of both the 
number of clumps and the density of the clumps; the patchiness index, however, is 
only affected by the number of clumps, since the numerator is divided by the mean 
density of objects. What this means is that the greatest number of clumps per quadrat 
is observed when the size of the sampling quadrat is on the order of 1,600 m2. 
However, the maximum amount of clustering takes place when a 26.2 km2 quadrat is 
used. Since the number of clusters per quadrat decreases beyond a sampling size of 
1,600 m2, this increase in clustering must be the result of fewer clumps with a higher 
density of objects (number of loss cells). This index had still not peaked at a
201
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blocksize of 512 x 512 (26.2 km2). What this suggests is that these study areas each 
contain a few large patches with a large areal extent on the order of tens of square 
kilometers.
The patch size analysis showed that 19-38% of all loss patches consisted of a 
single cell (100 m2), and that 94-97% of all patches had an area of 0.1 km2 or less 
(Figure 3.15). These smaller patches are of minor importance, however, based on 
area: 77-91% of all inland loss takes the form of large patches (greater than 0.1 km2). 
At Cameron, the largest size interval (17.8-31.6 km2) accounts for 63% of this type of 
land loss. This size class is of the same order of magnitude as the 26.2 km2 peak 
observed for the crowding index and variance to mean ratio.
Land loss maxima and minima were not consistently observed near factors that 
were hypothesized as spatial promoters or inhibitors (Figures 3.22-3.27); instead, 
signals from these features were drowned out by some strong source at arbitrary 
distances. When the imagery was examined, it was found that distance contours 
containing peaks in loss density were all situated so as to encompass one or more large 
loss patches (Figures 3.28-3.30). Conversely, valleys of low loss were located on 
distance intervals that did not contain any large patches (Figure 3.31).
Finally, a model containing 45 spatial factors accounted for only 37% of the 
variation in percent inland loss, while a reduced model containing four variables 
accounted for 27% (Table 3.17). Visual examination of the outliers showed that they 
were not randomly dispersed, but were instead clumped into a few regions of high loss 
(Figure 3.33). The loss density of these areas was too high to be accounted for by the 
model. The data were then classified according to whether the observed value was in 
a region of high (> 35%) or low (< 35%) loss; when this parameter was included in 
the model, the R 2 increased to 0.79 for the full model and 0.73 for the reduced model 
(Table 3.18). This variable was an order of magnitude more important than the next
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factor in explaining variation in inland loss, based on the F value.
Not only does most loss occur within a few loss patches, but these patches are 
themselves clumped (Figure 3.12). An inland loss patch was defined as a contiguous 
group of cells that went from land to inland open water between 1956 and 1978. If an 
area of high loss was crossed by some feature such as a canal (Figures 4.1 and 4.2) or 
a natural levee (Figure 4.3), the area would be dissected into two smaller patches. The 
hot spots are therefore even larger than these statistics suggest. The average rate of 
inland loss for the hot spots was 54-66% (Table 4.1), compared with 5-8% for the 
background (hot spots are defined here by the £ 35% criterion). The hot spots 
comprised 9-18% of the original 1956 land area, and yet they accounted for 50-73% of 
all inland loss (Table 4.2).
The existence of hot spots has important implications concerning future research 
and management. Their possible causes are therefore of interest. The mean value of 
various factors was compared for areas of high and low loss by study site (Table 4.3). 
None of these factors had a consistent effect on land loss. For example, the density of 
1978 canal is significantly greater for hot spots at Lafourche than for background, but 
the density is significantly lower for these features at Terrebonne. In addition, the four 
parameter version of the model for high loss areas left more than 80% of the variation 
in loss unexplained (Table 3.19). The lack of a clear trend could indicate that areas of 
high loss are not caused by the same factors, and that grouping them together is 
therefore an artificial categorization. If this were the case, then each hot spot would 
have to be analyzed separately in order to determine the unique cause of that area. It 
is also possible that the absence of any trend is evidence that the cause of the hot spots 
was outside of the data base used for this study. Another possibility is that the hot 
spots are the result of complex, higher order interactions that were not included in this 
analysis. For example, the low R 2 values observed for the various landloss models
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Figure 4.1. Land loss hot spot at the Cameron study site. Upper photograph is the 
1956 habitat distribution; land loss (in red) is superimposed over this in 
the lower photograph.
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Figure 4.2. Land loss hot spot at the Terrebonne study site. Upper photograph is the 
1956 habitat distribution; land loss (in red) is superimposed over this in 
the lower photograph.
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Figure 4.3. Land loss hot spot at the Lafourche study site. Upper photograph is the 
1956 habitat distribution; land loss (in red) is superimposed over this in 
the lower photograph.
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Table 4.1. Comparison of inland loss rates for hot spots (inland loss > 35%),
background areas (inland loss < 35%), and site totals for the Cameron, 
Terrebonne, and Lafourche study sites.
Cameron Terrebonne Lafourche
Hot Spots (Inland Loss > 35%)
Inland Loss (Km2) 51.79 44.65 78.25
1956 Land Area (Km2) 78.81 83.31 136.43
Percent Inland Loss 65.72 53.59 57.35
Background (Inland Loss < 35%)
Inland Loss (Km2) 18.68 45.33 53.43
1956 Land Area (Km2) 369.55 810.37 695.53
Percent Inland Loss 5.06 5.59 7.68
Site Total
Inland Loss (Km2) 70.47 89.98 131.68
1956 Land Area (Km2) 448.35 893.68 831.96
Percent Inland Loss 15.72 10.07 15.83
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Table 4.2. Characterization of inland loss and 1956 land area by loss type (hot spots 
or background). The percentage is the proportion of the variable at each 











(Inland Loss > 35%)
51.79 73.49 44.65 49.62 78.25 59.42
Background 
(Inland Loss < 35%)
18.68 26.51 45.33 50.38 53.43 40.58
Site Total 70.47 100.00 89.98 100.00 131.68 100.00
1956 Land Area
Hot Spots 
(Inland Loss > 35%)
78.81 17.58 83.31 9.32 136.43 16.40
Background 
(Inland Loss < 35%)
369.55 82.42 810.37 90.68 695.53 83.60
Site Total 448.35 100.00 893.68 100.00 831.96 100.00
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Table 4.3. Comparison of mean values of various factors by loss type and site.
Values are mean distances (km) for variables labelled o, and mean 
densities (ratio of the area of that variable to the 1956 land area within a 
1 km2 window) for factors labelled p, based on 25,000 samples. For 
each factor and within each site, means are not significantly different at 
the 99% confidence level if followed by an asterisk (*), based on 
Scheffe’s multiple-comparison procedure.
Factor Cameron Terrebonne Lafourche
1956 8C anal/Spoil
1.60Inland Loss > 35% 1.73* 1.39
Inland Loss < 35% 1.71* 1.61 1.34
1978 8Canal/Spoil
0.61Inland Loss > 35% 1.16 0.92
Inland Loss <35% 0.92 0.60 0.53
SNatural Channel
Inland Loss > 35% 2.19 1.37 1.77
Inland Loss <35% 3.12 0.77 1.32
8Major Channel
Inland Loss >35% 6.50 19.52 7.19
Inland Loss < 35% 9.42 14.79 8.25
8lnland Open Water
Inland Loss > 35% 1.02 5.11 0.95
Inland Loss < 35% 1.30 4.02 1.19
SCoastal Open Water
Inland Loss > 35% 12.86 20.85 26.82*
Inland Loss <35% 8.66 12.26 26.54*
1956 pAgriculture
Inland Loss >35% 134.67 - 1038.05
Inland Loss < 35% 1811.05 - 374.35
1956 pCanal
Inland Loss > 35% 98.57 24.58 109.03
Inland Loss < 35% 42.86 70.12 155.07
1956 pSpoil
Inland Loss > 35% 3.53 29.50 144.24*
Inland Loss < 35% 34.27 73.73 167.35*
1956 pUrban/Industrial
Inland Loss > 35% 10.60 0.03 33.91*
Inland Loss < 35% 160.81 15.98 45.79*
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Table 4.3. Continued.
Factor Cameron Terrebonne Lafourche
1978 pAgriculture
Inland Loss £ 35% 100.03 - 25.09
Inland Loss < 35% 1829.12 - 695.89
1978 pCanal
Inland Loss > 35% 62.16* 66.42 241.32
Inland Loss <35% 77.50* 252.65 407.98
1978 pSpoil
Inland Loss > 35% 73.66 98.49 226.27
Inland Loss <35% 119.86 319.86 333.26
1978 pUrban/Industrial
Inland Loss >35% 12.84 1.61* 17.46
Inland Loss <35% 198.81 5.76* 103.06
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(Table 3.24) could indicate that the various factors are not related to inland loss either 
in a linear fashion or, in the case of the distance variables, according to a negative 
exponential. The use of other functions could increase the fit of these models.
The hot spots are unusual in that they represent a few clumps of extreme size, as 
compared with the smaller, more numerous patches that were observed (Figure 3.15). 
These smaller patches are distributed more randomly (Figure 3.12) and, as will be 
argued in the next section, are probably the result of natural processes. At the 
background loss rate of 5-8%, it would take 160-290 years to lose the same proportion 
of land as occurred within 22 years at the hot spots (in comparison, loss of land from 
a crevasse splay takes 50-100 years, and the entire abandonment phase of a delta lobe 
requires more than 1,500 years [Coleman 1988]). It is therefore extremely unlikely 
that this loss is produced by the same processes, since their rate of loss is an order of 
magnitude higher. Not only did these zones of high loss appear quickly, but 
preliminary examination of 1985 aerial photography indicates that the three major hot 
spots had not enlarged during the seven years following 1978 (Figure 4.4). The high 
rate of loss and a lack of further expansion points to some catastrophic mechanism 
with a fast response time.
The hot spot in Terrebonne (Figure 4.2) is located in the eastern portion of that 
site, in a region of high background loss (Figure 3.34). This zone is bordered by 
swamp and the Intracoastal Waterway on the north and natural channel to the south, 
east, and west It is also dissected by canals. In addition, a major oil field is located 
nearby to the west (Figure 4.5). Suhayda (1988) has shown that fluid withdrawal from 
a typical shallow oil field can cause a cone of depression of tens of centimeters, 
whereas mortality of vegetation can occur when the marsh level is lowered by as little 
as 15 cm (Mendelssohn and McKee 1988). Fluid withdrawal from this oil field may 
have added to the already high subsidence levels in this region; this, plus restricted
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Figure 4.5. Location of major oil and gas fields at the Cameron (right), Terrebonne (center), and Lafourche (left) study sites (adapted 




drainage from natural and man-made features, may have cumulatively caused this 
feature.
At the Lafourche site, the major hot spot is bounded on the west by an old natural 
levee ridge (Figure 4.3) and on the east by a large oil field (Figure 4.5). This hot spot 
is in the region that went from fresh to saline between 1956 and 1978 (Figure 3.8). In 
addition, this area has been impacted by oil and gas canals, which may reduce 
drainage and block sediment distribution (the main source of sediments in this region 
is resuspension from Barataria Bay during storms [Baumann et al. 1984]). Levee flank 
depressions can occur naturally from compaction of old abandoned distributaries 
(Figure 2.23). The combined action of this plus possible effects from fluid withdrawal, 
salinity stress, and oil and gas canals may have all contributed to the formation of this 
hot spot.
While the two areas in Terrebonne and Lafourche have many cumulative impacts, 
these are mosdy absent at the Cameron hot spot (Figure 4.1). There are no major oil 
fields in this location (Figure 4.5), and the hot spot is not in a region of high 
background loss (Figure 3.34) or confined to an area of changing salinity (Figure 3.8). 
Although this area was impacted on the northwestern edge by agricultural 
impoundments, these structures only appear to have made the loss there more 
complete; the loss beyond the impoundments cannot be explained by their presence. A 
contributing factor in the formation of this zone was very likely Hurricane Audrey, 
which hit this area in 1957. Valentine (1978) reported on widespread mortality of 
marsh vegetation as a result of this storm (Figure 4.6). However, field studies at the 
Lacassine National Wildlife Refuge (outside of the Cameron study area) showed that 
die-off areas there were eventually revegetated. If Audrey originally caused the 
Cameron hot spot, the question remaining would be why did this area stay dead and 
not revegetate, as occurred at Lacassine. Conner et al. (1988) have suggested that
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Figure 4.6. Marsh die-off area occurring after Hurricane Audrey hit in 1957 (adapted 
from Valentine 1978).
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natural marsh can recover from the effects of a hurricane, while impacted marsh often 
experiences lasting damage. It is possible that human impacts at Cameron amplified 
the destructiveness of Audrey, although this area is the least impacted of the three 
study areas.
There are other factors not considered in this analysis that could contribute to the 
formation of hot spots. During oil production, brine can be disposed of in coastal 
waters or in containment areas with salinities that can exceed 100 ppt (Bebout et al. 
1983). If these fluids find their way into the marsh, they could cause localized 
mortality and thus land loss.
Features below the marsh surface may also contribute to hot spot formation. The 
hot spot in northeastern Lafourche may be an example of this (Figure 4.3), since this 
feature crosses a topographic high (a natural levee ridge). Unfortunately, currently 
available geology maps do not contain adequate resolution to show whether these areas 
are associated with any sub-surface features, and detailed soil maps are not generally 
available for the entire coast.
Although it has been argued that human impacts may be associated with hot spots, 
it must be stressed that these impacts, by themselves, are not sufficient for the 
formation of these zones. For example, the density of canals was actually significantly 
lower in both 1956 and 1978 for high loss areas in Terrebonne, compared with low 
loss areas (Table 4.3). An area to the northwest of the Lafourche hot spot with an 
extremely high canal density has little loss beyond the direct loss from canal dredging 
(Figure 4.3). In addition, oil fields are not always associated with loss, e.g., near the 
eastern bank of the Atchafalaya River in Terrebonne and the northern tip of Lafourche 
(Figure 4.5). Most probably, these human impacts interact in complex ways with 
natural factors to cause these areas. The fact that the hot spots developed over such a 
short time period and that they no longer appear to be growing indicates that human
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impacts may be critical to the formation of hot spots.
It is unlikely that all of the hot spots are caused by the same factor(s). Field 
studies are needed to determine whether any one of these, combinations of several, or 
factors yet unknown are responsible for the formation of these areas. Additional 
imagery could provide details on the growth dynamics of these features. Anecdotal 
information from local residents would also be useful, especially if the hot spot was 
caused by a catastrophic event such as a hurricane, levee collapse (Delta Farms), or a 
hazardous waste spill.
Another important question concerning the hot spots is whether they are isolated 
occurrences, limited to the three study sites, or whether they are in fact a coastwide 
phenomenon. An examination of a land loss atlas of the deltaic plain (May and 
Britsch 1987) leads to the conclusion that these areas are in fact a coastwide 
occurrence (Figure 4.7). Thus, the hot spots are one of the major patterns of land loss 
in Louisiana’s coastal landscape.
The hot spots are important from both a research and management perspective. 
One scientific issue concerns the effect the hot spots have on land loss statistics. Since 
the cause of the land loss in these areas is unknown, their location seems random. The 
arbitrary location of a hot spot within a habitat or salinity zone can bias the outcome 
of a spatial analysis. For example, density results showed that the rate of loss for the 
Cameron and Lafourche 1978 saline zone was similar regardless of the 1956 salinity 
type (Table 3.13). However, when the actual patterns are examined it is seen that 
areas which were fresh in 1956 are dominated by large loss patches, while loss in the 
areas that were originally saline are more dominated by patches of intermediate size 
(Figures 3.8, 3.12, and 4.8). The occurrence of the hot spots makes it appear that the 
two salinity zones have similar loss patterns, based on the loss rate, when in fact the 
patterns are very different. The effect of the hot spots on the proximity analyses,
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noted above, is another example of how these areas can affect density statistics. The 
strength of the signal from the hot spots is so strong that they bias results from studies 
based on other environmental factors. Future studies need to address this bias.
Many land loss studies have assumed a random pattern of loss, and thus collection 
of field data has not necessarily taken place at the best sites. Knowing the location of 
a hot spot, the most recent photography can be examined and the actual growing edge 
can be identified, if the area in question is growing. This would be the area where 
loss is actively occurring, and field experiments located at this edge would yield the 
greatest amount of relevant data. This would be especially important for high cost 
information, such as sub-surface cores. However, the investigator would have to show 
that the observed processes were actually responsible for the formation of the entire 
hot spot, and not just a secondary edge effect.
From a management perspective, hot spots are important because mitigation is 
much more cost effective when a large percentage of the loss is concentrated into a 
few areas. Many management scenarios envision mitigation over areas of tens and 
hundreds of square kilometers (Louisiana Wetland Protection Panel 1987). Any 
technical solutions would therefore be very costly, especially if multiple causes were at 
work. With hot spots, it may be much easier to determine the cause of the loss and to 
alleviate it, since they are limited to a more localized, and therefore more uniform, 
area.
Although managing the hot spots would alleviate the greatest amount of loss for 
the least amount of money, it would also affect the fewest land owners. Coastwide, 
thousands of land owners may have land loss problems of 0.1 km2 or less. While it 
has been shown that patches of this size do not contribute much to overall loss, this 
amount of area could be very important to the individual land owner.
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ENVIRONMENTAL FACTORS
All three study areas experienced extensive habitat alteration between 1956 and 
1978. Within this 22 year period, 30-46% of all cells were transformed into a 
different habitat type (Table 4.4), and 14-21% of all cells changed from land to water. 
Outside of the hot spots, however, loss rates were substantially lower than the site 
averages of 5-8% (Table 4.1). Gross inland loss for these background areas was 18.7, 
45.3, and 53.4 km2 at Cameron, Terrebonne, and Lafourche, respectively (Table 4.1). 
From Tables 3.1-3.3, the gross land gain was 5.6, 28.8, and 25.1 km2 (this includes all 
change from water to land). Even without the hot spots, conversion of land to inland 
open water was 1.6-3.3 times higher than land gain.
Rates of loss were not consistent within habitats and between sites. As was 
pointed out earlier, this could be the result of the arbitrary location of hot spots. Still, 
loss rates tended to be greatest in edge habitats, such as mudflat, beach/dune/reef, and 
spoil, while the lowest rates were generally in non-marsh wetlands (swamp and 
upland) and urban/industrial (Table 3.9). Although fresh and saline marsh generally 
had intermediate loss rates, 86-96% of all loss occurred within these two habitats 
(Table 3.10), because of their great areal extent. Most of this loss occurred as inland 
open water, and not coastal open water (shoreline erosion). Conversion of marsh to 
inland open water is the dominant land loss pattern, accounting for 92, 70, and 67% of 
all loss at the three sites. When the hot spots are removed from consideration, the 
major determinant of inland loss was distance to major channel for Cameron and 
Terrebonne, and distance to coastal open water for Lafourche (Table 3.24 and Figure 
3.36).
As was noted in Chapter 3, the Terrebonne study site has an active sediment 
source (the Atchafalaya River), and has only recently begun the growth phase of the 
delta cycle. The Terrebonne area experienced the lowest land loss rate, and was also
221
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Table 4.4. Comparative description of the Cameron, Terrebonne, and Lafourche study 
sites using several different statistics.
Statistic Cameron Terrebonne Lafourche Source
Gross Loss Rate 
(percent)
16.94 14.44 20.82 a
Overall Change 
(percent)
37.35 29.69 46.11 b
Dominant 1956 Terrestrial 
Habitat
Saline Marsh Fresh Marsh F/S Marsh c
Fresh to Saline 
(percent)
20.04 3.99 37.28 d
Saline to Fresh 
(percent)
4.04 15.28 2.08 e
Human Impacts 
(percent)
16.78 1.39 7.07 f
Change in Human Impacts 
(percent change)
10.68 244.65 66.89 g
Average Patch Density 
(patches/km2)
3.95 2.39 7.42 h
Patches Larger Than 0.1 Km2 
(percent by area)
90.68 78.08 77.36 i
a - Table 3.5.
b - The number of cells that changed into any different habitat category between 1956 and 1978 
divided by the total number o f cells, obtained by summing off-diagonal elements of the habitat 
transformation matrix (Tables 3.1-3.3), dividing by the site total, and multiplying by 100. 
c - Based on 1956 land area (Tables 3.1-3.3). Lafourche had nearly equal amounts of fresh and saline 
marsh, 
d - Table 3.12. 
e - Table 3.12.
f  - Percent of total area that was agriculture, spoil, urban/industrial, or canal/pipeline in 1956 (Tables 
3.1-3.3).
g - The difference in area between 1978 and 1956 for agriculture, spoil, urban/industrial, and 
canal/pipeline divided by the 1956 area (Tables 3.1-3.3). 
h - Table 3.15. 
i - Text.
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the most stable in terms of cells that remained in the same habitat category within the 
22 year period (Table 4.4). The background inland loss in the eastern portion of 
Terrebonne is relatively high (Figure 3.34), decreasing at a rate of 0.47% km'1 as the 
Atchafalaya is approached (Figure 3.36). The presence of this river also caused 
changes from saline to fresh habitat at Terrebonne, with little transformation from 
fresh to saline (Table 4.4). The eastern edge of Terrebonne is located just west of old 
abandoned distributary channels from the Teche delta system (Figure 4.9); the higher 
background loss in this region is probably the result of breakup from levee and delta 
flank depressions. Although the amount of human impact in 1956 was lowest at the 
Terrebonne site, this area experienced the greatest increase in these categories (Table
4.4). These activities may hamper the ability of Atchafalaya sediments to offset this 
loss in the future.
In contrast to Terrebonne, the Lafourche study area should be in an active state of 
decay, since Bayou Lafourche was abandoned fairly recently in geologic terms. The 
Lafourche site had the highest rate of loss and was the least stable, as far as overall 
habitat change (Table 4.4). In addition, average patch density was 1.8-3.1 times 
greater at Lafourche than for the other two locations (Table 4.4). While change in 
vegetation was almost entirely from fresh to saline at this site, saltwater intrusion is 
probably not the cause of the loss there. Although the region that went from fresh to 
saline had a loss rate similar to the area that was saline throughout the 22 years (Table 
3.13), the size distribution of inland loss was very different for these two zones (Figure 
4.8). In the fresh to saline region, 44.9% of the inland loss is in the largest patch 
category (10.0-17.8 km2), while 65.9% of the inland loss occurs as patches < 0.1 km2 
in the saline to saline zone (Figures 3.8 and 4.8). If saltwater intrusion from canals 
were the cause of loss at this site, the loss should be greatest in the fresh to saline 
zone; outside of the hot spot, however, there is little loss in this region (Figure 3.8). 
In addition, a dendritic pattern of loss would be expected if saltwater intrusion from
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Figure 4.9. Location of former Teche distributaries to the west of the Terrebonne 
study site (adapted from Fisk 1955).
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canals were the cause of this loss (Chapter 2); instead, the smaller loss patches within 
the saline to saline zone are randomly distributed (Figures 3.12 and 3.34). A random 
pattern would be expected from subsidence, either from compaction of sediments or 
regional downwarping. In addition, the rate of loss would be expected to be higher at 
the southern coast if subsidence were a dominant process, since seaward sediments are 
the last to be deposited by a distributary (and therefore the least settled). Outside of 
the hot spots, the dominant factor in explaining inland loss at Lafourche was distance 
to coastal open water (Table 3.24): percent inland loss increases by 0.30% km'1 as the 
Gulf of Mexico is approached (Figure 3.36). Based on the status of this site within the 
delta cycle and the observed pattern of loss, the evidence seems to suggest that 
subsidence is the dominant process causing marsh breakup, and that saltwater intrusion 
and associated changes in vegetation zones have occurred as a result of this process 
(e.g., Figure 1.6).
The Cameron site, located in the chenier plain, is on relatively stable sediments. 
Cameron was intermediate to the other two sites with respect to both loss and overall 
change. Nearly 75% of the inland loss at this location was in the form of the large hot 
spot (Table 4.2); the background rate of loss there was 5.1%, the lowest of the three 
sites (Table 4.1). Beyond the hot spot, most inland loss patches were in the saline to 
saline zone (Figure 4.8), and many of these smaller patches are located adjacent to the 
edge of Calcasieu Lake (Figures 3.12 and 3.34). Outside of the hot spots, the strongest 
factor explaining inland loss at Cameron was distance to major channel: the rate of 
inland loss increases by 0.46% km"1 as Calcasieu Lake is approached (Figure 3.36). 
All of this points to some process associated with Calcasieu Lake as a cause of loss 
(excluding the hot spot) in this area. Marsh salinities were reported to have increased 
after construction of the Calcasieu Ship Channel (Gosselink et al. 1979a), which 
created a direct connection between Calcasieu Lake and the Gulf. However, these data 
were not available for a long enough period to establish a definite trend. Another
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possible source of salinity is brine spills and seepage from the West Hackberry Oil 
Storage Facility, a few miles to the west of Calcasieu Lake (Science Applications, Inc. 
1980). Other factors, such as wind erosion, could also cause this loss. Still, the 
pattern of marsh loss near this lake is consistent with a saltwater intrusion hypothesis, 
and it is therefore not possible to rule out this process as a cause of this fringe loss.
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
EFFECT OF CANAL AND SPOIL
Construction of new canal and canal widening (direct impact) is an important 
contributor to land loss in the deltaic plain: transformation of land to canal accounted 
for 14.3 and 15.3% of the loss at Terrebonne and Lafourche, respectively (Table 3.11). 
At the Cameron site, canal loss is a minor component of overall loss. In assessing the 
indirect impact of canal and spoil, two different situations need to be considered: the 
possible contribution of canal and spoil to the formation of hot spots, and canal effects 
within the background areas. It was pointed out earlier that canal and spoil is 
associated with the hot spots in Terrebonne and Lafourche, and that these features may 
combine with other cumulative impacts to cause these areas. It was also argued that 
these interactions are by no means simple, and that the presence of canal and spoil is 
not alone sufficient for hot spot formation.
As far as the indirect effect of canal and spoil outside of the hot spots, the findings 
of this research indicate that, while canal and spoil contribute to formation of inland 
open water, they are not the main factor. This conclusion is based on several analyses.
The size distribution of inland loss patches was compared for areas < 200 m from 
1956 canal and spoil and for areas > 200 m, and no consistent effect was observed 
(Figure 3.16). In comparison, land < 200 m from natural channel had a higher 
proportion of patches in the smallest size class, compared with areas > 200 m from 
this feature (Figure 3.17).
The abundance of inland loss patches does increase as distance to canal and spoil 
decreases (Figure 3.18); however, the abundance of land responds to this factor in a 
similar fashion, and much of this patch trend is therefore the result of the land 
distribution. Patch density was not affected by proximity to 1956 canal and spoil at 
Cameron or Terrebonne (Figure 3.19); at Lafourche, however, the density of inland
227
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patches actually falls as canal and spoil is approached. This trend is most probably 
not the result of the canals themselves, but due to their location. In 1956, most of the 
canal and spoil at Lafourche was located in the northern portion of the site (Figure
3.5). The distance of an average piece of land to canal and spoil in southern 
Lafourche is therefore greater than the distance of an average parcel in the north. As 
was already discussed, there is a higher abundance of loss patches in the southern 
portion of Lafourche; this makes it appear as if there is a greater density of patches as 
distance to canal and spoil increases. For patches >0.1 km 2, distance to canal and 
spoil has no effect on patch density at the Terrebonne and Lafourche sites (Figure 
3.19). At Cameron, the trend of increasing patch density at distances > 1.5 km from 
canal and spoil is due to the arbitrary location of the hot spot at this site, and not 
necessarily the result of canal impacts.
The most important factor accounting for inland loss at the three sites was the hot 
spots, as discussed previously. For background areas outside of the hot spots, a canal 
and spoil variable ranked fourth in the reduced model for Cameron (Table 3.21), and 
second at Terrebonne (Table 3.22). At the latter site, however, this factor was an 
order of magnitude weaker than distance to major channel. Although canal related 
factors ranked highly at these two sites, the amount of variation accounted for by these 
models was low, indicating that canal and spoil is a poor predictor of inland loss. 
Canal and spoil did not rank in the top seven factors at Lafourche (Table 3.23).
The absence of any significant canal effect in these analyses is consistent with the 
recent study by Cowan and Turner (1988), who found that the cluster with the highest 
percent land loss had the lowest canal density, while the cluster with the highest canal 
density had the lowest land loss. There have been three other studies that have 
reported of indirect loss by canals. The study by Deegan et al. (1984) found that 
marsh loss was related to several variables, including change in area of canal and spoil
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and the interaction of the age of sediments and 1978 canal density. The model was 
significant and had an R 2 of 0.72. However, they used area of marsh loss as the 
dependent variable, rather than percent loss. The largest factor explaining marsh loss 
was the initial marsh area. The amount of marsh loss will obviously depend on the 
total amount of marsh that could be lost (i.e., initial marsh area). The two canal 
factors were 3-4 times less important than this variable in explaining marsh loss, 
according to the F value. Because the loss was not normalized by marsh area, the 
conclusions of this study are questionable.
The analysis by Turner and Rao (1988) is similarly flawed. They show that 0-20 
and 20-40 ha land loss ponds increase in abundance as canal is approached. However, 
the dependent variable was not normalized by land area. The relationship between 
patch frequency and canal was also observed within this study (Figure 3.18). When 
patch frequency was normalized by land area, however, it was found that patch density 
did not increase as distance to canal and spoil decreased (Figure 3.19).
Scaife et al. (1983) analyzed quad data classified into 10 distance and 6 delta lobe 
combinations. Results indicated a linear relationship between percent land loss or 
percent wetland loss and factors related to canal. R 2 values ranged from 0.48 to 0.97, 
with an average of 0.71 (the correlation coefficient, R,  was reported in this paper, and 
so must be squared to obtain R 1). While this is significant, much of the variation in 
loss was eliminated by running the regressions separately by distance and delta lobe 
(their analysis showed that distance from coast and delta lobe affected loss rates). It is 
therefore impossible to use these results to determine the overall contribution of canals, 
relative to other causes. In addition, it is not possible to judge if the relationship they 
observed holds coastwide, since results from only six distance/lobe combinations were 
presented.
The findings of this dissertation, that there was no consistent and general trend
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
230
between land loss and canal and spoil, should not be taken to suggest that these 
features do not indirectly contribute to land loss. Canal and spoil may be important 
factors in causing land loss locally. What these results suggest is that canal and spoil 
do not show a consistent effect throughout the three study areas. Whether or not a 
canal causes an impact is probably determined by regional factors, such as sediment 
supply and subsidence rates. In addition, the orientation of the canal is probably 
important. For example, a canal and spoil bank running north/south adjacent to the 
Atchafalaya River would probably be disastrous, since it would eliminate much of the 
sediment supply to the outlying marsh. Alternatively, an east/west canal might be 
beneficial, if sediments were distributed through this canal to remote marsh. It is 
therefore not correct that any and every canal will automatically cause indirect loss to 
surrounding marsh. Research on this subject would be more useful if it determined the 
conditions under which canals caused such damage. This would allow better 
mitigation of these effects.
Canals and spoil banks have other impacts besides the conversion of land to water. 
One example is the destruction of wetland habitat through the disposal of dredge spoil. 
Another impact of canal construction is the partitioning of the marsh into smaller 
patches. Although ecological theory states that reducing patch size should also reduce 
species diversity (Forman and Godron 1986), this may not be the case with marsh 
habitats, since canal and spoil do not represent a barrier to those species utilizing these 
areas. This effect may warrant further investigation, however. Certainly the abundance 
of edge species has increased as a result of canal construction.
While the indirect effect of canal and spoil on land loss may be less than 
previously suggested, the oil and gas industry may be contributing to land loss through 
other mechanisms. As was discussed earlier, the hot spots in Terrebonne and 
Lafourche are all located near major oil fields. More research is needed to determine
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whether hot spots are correlated with oil fields throughout the coast. Another area that 
should be investigated is whether hot spots are associated with brine disposal areas.
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SOURCES OF ERROR
The study described in this dissertation makes use of digital habitat maps. The 
findings and conclusions are only as good as the data base itself, and thus it is 
important to discuss possible sources of error. Construction of this data base involves 
several steps, and error can be introduced at each point.
The first step in the production of the digital maps is acquisition of the aerial 
photography. For the 1950s date, controlled mosaics were used, removing geometric 
distortion (since the earth is a sphere and a photograph is a two dimensional object, 
the image contains geometric distortion unless corrected for). However, the 1978 
photography was uncontrolled, resulting in two different types of error: geometric 
distortion and misregistration between the two dates. Geometric distortion can cause
A
inaccurate areal measurement. Thus, the absolute areas presented herein (in m or 
km2) may not be exact, although this error is probably minor. This distortion should 
be random with respect to the variables studied, and therefore comparative 
measurements (percentages) should not be affected.
Error due to misregistration mostly affects boundaries. For example, the banks of 
a canal may not line up between years, and thus it would appear as if one of the sides 
had eroded while the other had gained land. Some of the land loss in each of the four 
categories (land to canal, coastal open water, inland open water, or natural channel) is 
undoubtedly due to misregistration. However, misregistration will only affect the 
measurement when the water body already existed in 1956, and where the 
misplacement of the 1978 boundary makes it appear as if land loss has occurred. 
Where a completely new water body appears (e.g., a newly dredged canal), this would 
have no effect. It has been shown that most land loss is in the form of new large 
patches, which have small circumference to area ratios. Misregistration would 
therefore have little effect on measurements of these areas. In addition, most of the
232
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loss to canal was in the form of new canal construction, and not canal widening. 
Misregistration would mostly affect the measurement of loss to coastal open water and, 
for Cameron and Lafourche, loss to natural channel, since these categories consisted of 
thin, boundary areas. If anything, loss to these habitats is even less important, as far as 
their overall contribution to land loss.
Error can also be introduced during the map construction phase. Small features 
may be left out, boundaries can be misplaced, and habitats can be misclassified. Since 
large patches make up most of the land loss, omitting small ponds will have no 
significant impact on these findings. As far as misplacement of boundaries and habitat 
misclassification, there would be little error in distinguishing between land and water. 
This is especially true for the 1978 data set, since color infrared photography was used 
(this form of photography is extremely well suited for separating land from water). 
The major problem here would be misclassifying terrestrial habitats. Marsh habitats 
are easily distinguished from swamp and uplands, since the former is dominated by 
grasses while the latter is arboreal. The biggest problem would therefore be in 
separating fresh from saline marsh.
As the methods section indicated, fresh and saline boundaries were based on maps 
produced by O’Neil (1949) and Chabreck and Linscombe (1978). The main source of 
error is the use of a 1949 map for 1956 salinity zones. This was unavoidable, 
however, since data were not available for 1956. Salinity changes undoubtedly 
occurred within this seven year period. Most of these changes would have taken place 
at the boundary between fresh and saline marsh.
Error on the 1978 map would also be mostly limited to the fresh/saline boundary. 
The 1978 map was produced by flying 39 north/south transects throughout the coastal 
zone; for each transect, vegetation was estimated from the air every 0.25 mile, and 
ground measurements were obtained at 2.0 mile intervals. Fresh and saline marsh
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mostly occur as extensive contiguous areas, separated along a north/south gradient. 
Because of the way in which they are are distributed, most of the marsh would be 
correctly classified by the use of O’Neil’s and Chabreck and Linscombe’s maps. The 
main error would be in the placement of the boundary between the fresh and saline 
zone, since this had to be interpolated between transects. The analysis of patch size by 
salinity type excluded any patch not completely within one salinity type. Most 
boundary patches were therefore excluded. In addition, visual examination of the 
imagery indicates that the conclusions of this research are not dependent on the exact 
location of this boundary.
In converting the data to digital format, the maps are first manually digitized using 
a cursor, and then converted from vector to raster format (see Appendix I). Digitizing 
error affects habitat boundaries, and, as previously discussed, this would have little 
impact on results. In converting to raster format, a 10 m x 10 m cell was used; 
features smaller than this are thereby left out. Omitting small loss areas has little 
effect on results. However, the smallest class of streams was also left out as a result 
of digitizing. The result of this is that a cell classified as a certain distance from the 
nearest natural channel could actually be closer to a smaller stream. While these 
streams are presumably the most abundant, they also have the smallest sediment load 
and probably contribute the least to land stabilization. Therefore, this is not considered 
a major problem.
Since the findings of this research indicate that most loss takes the form of large 
patches of inland open water within the marsh, most mapping errors would have little 
effect on the overall conclusions of this study. Further, this type of error would 
mostly affect a site specific study; instead, the analyses in this study were performed 
on regional areas, and thus many of these errors would average out. There is, 
however, one other possible source of error. This investigation literally uses two
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snapshots in time to make conclusions about the distribution of coastal habitat between 
1956 and 1978. One important question is whether these snapshots represent average 
conditions for 1956 and 1978. For example, if the 1956 photography was obtained 
during low water conditions, while the 1978 photography was acquired after southerly 
winds piled water in the marshes, much of the "loss" could actually be within the 
normal range of land/water fluctuations. Two observations lead to the conclusion that 
this is not the case. First, the three largest hot spots all appear on the 1985 
photography (Figure 4.4), and the Terrebonne and Lafourche areas are also observed in 
the 1930s-1983 land loss atlas of the deltaic plain (May and Britsch 1987). Secondly, 
flights taken by the author over the Terrebonne/Lafourche region show that areas of 
loss are in fact devoid of vegetation, and not just flooded marsh. Thus, the conclusion 
that large patches of water have appeared in formerly solid marsh is not considered 
erroneous.
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ISSUES CONCERNING SPATIAL ANALYSIS
One of the goals of this dissertation was to develop a theory and methodology for 
studying landscape patterns and relating these to causal processes. There are several 
conclusions concerning spatial data bases and techniques for their analysis.
As argued in Chapter 2, density is only one component of spatial pattern. Other 
important measures are dispersion, size, and shape. While the latter measure was not 
included in this study, results indicate that density itself is an inadequate measure of 
pattern, and can often lead to erroneous conclusions. For example, based on density 
alone it appears that 1956 salinity type has no effect on land loss in the 1978 saline 
zone (Table 3.13). When the size distribution is taken into account, however, it is 
seen that loss in the area that was saline in 1956 is dominated by many small patches, 
whereas a few large patches account for most of the loss in the 1956 fresh zone 
(Figure 4.8). This points to the superiority of digitized data for the study of landscape 
processes, since this form of data storage includes information on shape and size of 
individual patches, as well as spatial relationships between patches (e.g., distance). 
Quad data, on the other hand, contain areal summaries by aggregated categories (Table 
1.2), and lack any information on spatial relationships within the quad. Any study 
making use of these data is thereby limited to the analysis of density trends.
Proximity models (Figure 2.13) were presented in the theory section as a means of 
determining whether or not a spatial relationship existed between a pattern and a 
suspected process. Proximity analyses were used to examine the relationship between 
land loss and factors such as natural channel or canal and spoil (Figures 3.22-3.27, 
Appendix HI). The ability of such an analysis to detect a spatial trend depended on 
the assumption of a uniform, random background (e.g., Figures 2.13c and 2.13d). As 
has been shown, the pattern of land loss in coastal Louisiana is anything but random. 
The location of a hot spot at an arbitrary distance from the feature of interest produces
236
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a "distant source" signal (Figure 2.13e). In a complex landscape with multiple 
sources, the resulting signal can be confusing at best (Figure 2.13g). The strength of 
the signal of interest relative to these distant sources will determine whether the 
proximity analysis is able to distinguish this signal. As was already discussed, hot 
spots are the dominant signal within the three study sites. The presence of these 
features drowned out the effect of all other features. The fact that these features were 
overwhelmed is an indication of their secondary importance relative to the hot spots. 
It also points out the importance of using proximity analyses cautiously. The presence 
of a hot spot near a canal would make it appear as if the canal were causing the 
increase in land loss. It is important not to use these analyses blindly, but to use the 
imagery to visually inspect the distance intervals and assure that the trend is caused by 
the variable of interest (e.g., Figures 3.28-3.32).
Although the analyses presented in this study have supplied useful information on 
the dynamics of land loss, these methods are limited in that they cannot be used to 
extrapolate into the future. As noted in Chapter 2, statistical models are best used for 
interpolation, since they look for correlations and do not include causal mechanisms. 
On the other hand, spatial simulation models such as CELSS are limited in that they 
make assumptions concerning landscape processes and may not detect other important 
patterns. As an example, although the hot spot shown in Figure 4.2 appears in the 
original CELSS data set, simulations do not produce this feature (Costanza et al. 
1988). The reason for this, as argued herein, is that the mechanisms of hot spot 
formation are unknown. The ideal system would merge the two modeling approaches 
into a hybrid that would allow statistical trends and spatial patterns to be described, 
and would then incorporate these findings into the causal mechanics of the model.
This study has also raised several issues concerning the statistical treatment of 
spatial data. The first issue is the question of normality and parametric tests. Many
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analyses, including the general linear models used in this research, are parametric 
methods that assume normality. Probability distributions were generated for a number 
of variables and using a number of different measures, and yet none of the observed 
distributions were normal. Parametric methods such as analysis of variance and linear 
regression must therefore be used cautiously when applied to the analysis of land loss. 
As far as the results in this dissertation, violation of normality affects the significance 
of the test, and not the amount of variation accounted for by the model (pers. comm., 
Dr. G. P. Shaffer, Dept. Exp. Stat., LSU). The results of this research are therefore 
valid, since conclusions were based on R 2 values, and not P values.
Another statistics issue raised in this dissertation concerns the analysis of large 
data sets, specifically the problem of determining significance. In Chapter 2 it was 
noted that methods such as the chi-square test are sensitive to the number of 
observations; a model based on a data set with millions of observations will almost 
always be significant. It was therefore not generally possible to test for significance or 
establish confidence intervals. The following example will attempt to illustrate this.
Consider two pdfs from two different populations. Assume that both pdfs are 
linear with the same slope, but differ in y-inteicept by a small amount. Both pdfs are 
initially unknown. As the populations are sampled, the pdfs can be approximated. If 
the samples are noisy, it will not initially be possible to determine whether the pdfs 
differ, since they are so closely situated. In other words, the "true" pdfs are unknown, 
but it is known that the pdfs lie within some range. As more and more samples are 
counted, this range of uncertainty is reduced, until finally enough is known about the 
populations to be able to state that the y-intercepts are significantly different.
In the case of this study, the pdfs of the three study sites are known with 
exceedingly high precision. In fact, all loss patches greater than the minimum cell 
resolution (100 m2) were counted exhaustively. Any slight difference in the pdfs is
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therefore detected, leading to the conclusion that the pdfs are significantly different. 
Part of the problem is that the wrong question was asked. Whether or not the three 
sites have the same exact pdf is not the proper question: as the precision of any 
estimate increases, significant differences will eventually be observed between any 
natural populations. A better question is whether the observed differences between the 
pdfs are any greater than the differences that would be observed within sites if pdfs 
were determined for sub-sections of each site. In other words, a family of pdfs should 
be determined for each site to show how the distribution of that variable changes 
within the site. Monte Carlo methods could possibly be used to generate these pdf 
families (Diggle 1983).
Because of the power of GISs and spatial data bases, there is a natural tendency to 
count everything exhaustively, since these measurements are readily available. As was 
just argued, however, such a method is limited in that it does not give any indication 
of local variability, and therefore an exhaustive count does not allow for tests of 
significance. GISs have been important in management and planning, both as a means 
of storing and retrieving land records and also in producing maps meeting various 
spatial criteria. However, the greatest scientific use of a GIS would be in testing 
hypotheses concerning spatial relationships. GISs will fail in this endeavor unless 
appropriate statistical methods are developed for performing hypothesis testing with 
large data sets.
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FUTURE RESEARCH
This study has raised many new questions concerning coastal land loss. Because 
of the management implications, the finding that much of the loss takes the form of 
large hot spots warrants further investigation. Several different studies are suggested 
below in order to yield more information on the formation of these areas.
Horizontal Survey of Hot Spots - This research essentially took a "bottom up" 
approach to the study of land loss. The data were examined with few a priori 
assumptions, and conclusions were based on the statistical trends that emerged. The 
hot spots were observed because they dominated these trends. This type of bottom up 
approach is in many ways inefficient, because important variables are not explicitly 
defined. A top down approach would develop some criteria to define hot spots (e.g., 
size, density, or statistical outliers) and then identify these areas throughout the coast. 
A study could then compare areas explicitly defined as hot spots versus background 
areas. These two different zones could then be described, characterized, and examined 
for trends.
Vertical Survey o f Hot Spots - As was mentioned previously, the fact that hot spots 
were not related to any of the tested variables may indicate that the cause of these 
features lies outside of this data base. A detailed case study of a hot spot would yield 
valuable insight. This study should include imagery from as many dates as is 
available, in order to determine the actual growth dynamics of the area. For example, 
knowing whether hot spots begin as one pond that expands outward versus a group of 
small ponds that merge together could help in the identification of new hot spots. 
Other types of maps should also be included, where available (e.g., soils, geology, 
etc.). Interviews with local residents would also be valuable, especially if the area was 
caused catastrophically (e.g., the Delta Farms levee collapse). If the area was still 
growing, the most recent photography could be used to locate field sampling sites,
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such as sediment traps, sub-surface coring, soil samples, vegetation samples, and water 
chemistry. For an actively growing hot spot, it would also be valuable to obtain an 
elevation surface of the bottom, to make future comparisons.
Studies by Size Class - As has been pointed out, the hot spots represent such a strong 
source that they drown out the signal from the other variables that were studied. For 
example, proximity models were promoted in Chapter 2 as a way of testing the effect 
of various spatial features, such as canal or natural channel. Because of the hot spots, 
however, results were inconclusive. As another example, the occurrence of hot spots 
made it appear as if the saline to saline and fresh to saline zones had similar patterns 
of loss, when in fact they were very different. A more definitive study on the effect of 
these environmental variables will need to filter out the bias introduced by the hot 
spots. This could be done by segregating loss by size class, as was done for selected 
analyses within this study.
Taxonomy of Land Loss Patterns - In Chapter 2, shape was mentioned as one of the 
determinants of spatial pattern. Loss is currently spoken of generically as if there is 
only one type, when in fact there are different categories of loss which can be 
distinguished by the eye according to their spatial pattern. It has already been shown 
that there are two distinct types of land loss, based on size. Land loss can also be 
categorized by shape. For example, loss could be characterized as linear (canal 
dredging), round (pond formation), or ribbon-like (pond expansion). The definition of 
shape descriptors has been useful in other fields. For example, geomorphologists use 
terms such as "dendritic," "braided," "radial," and "pinnate" to describe stream 
geometry (Forman and Godron 1986). The availability of such a taxonomy allows 
observations to be distinguished by pattern, which presumably relates to process. High 
resolution loss maps should be examined to determine classes of loss geometry. Once 
these different categories have been visually distinguished, it may be possible to build
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mathematical shape descriptors that can separate them automatically.
Detailed Salinity Classes - It was mentioned in the methods section (Chapter 3) that 
intermediate, brackish, and salt zones were aggregated into the saline class, since these 
categories were not available for 1956. Since 1978 salinity type has been shown to be 
an important factor in land loss, including these three categories might be useful.
This list of five areas of applied research is suggested as a way of further 
determining the spatial pattern of loss, along with the factors responsible for this loss.
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CHAPTER 5
CONCLUSIONS
One of the myths concerning coastal land loss is that it is a spatially uniform 
process that takes place at the shoreline and advances landward (Figure 5.1). The 
findings of this dissertation are that this is not the case, but rather that the pattern of 
land loss is highly clustered. Most land loss occurs as the conversion of marsh (fresh 
or saline) into inland open water. Much of the emphasis on coastal management by 
government agencies has been focused on barrier island restoration, with the premise 
that shoreline erosion was a major form of land loss. However, it has been shown that 
this accounts for only 2-3% of the loss at these study sites (Table 3.11). Future 
management needs to focus on the breakup of interior marsh, and in particular on the 
hot spots.
Another commonly held belief is that most land loss can be explained by a few 
simple factors, such as habitat type, salinity type, canal density, geology, and distance 
to sediment source. While all of these factors are important, it is the conclusion of 
this study that they do not account for the greatest proportion of loss. Highly clustered 
outliers represent areas of high loss. These hot spots account for 50-73% of all loss at 
the three study sites, and are an order of magnitude more important than any other 
factor in accounting for variation in land loss. At background rates of loss, it would 
require 160-290 years to lose the same proportions of land that were lost in a 22 year 
period within the hot spots. In addition, preliminary examination of aerial photography 
indicates that these hot spots are not expanding. Both of these findings suggests a 
process with a fast response time. While cumulative impacts, such as fluid withdrawal 
and oil and gas canals, may contribute to the formation of these features, natural 
catastrophic events may also be involved (e.g., hurricanes). Other hot spots have been 
observed outside of these three sites. Hot spots are the dominant pattern of land loss
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Figure 5.1. Land loss has been considered a spatially uniform process that takes place at the shoreline and advances landward; 
this research has shown that this is not the true pattern of loss (Source: Louisiana Geological Survey).
245
at the areas examined so far. Their occurrence has important implications with respect 
to future research and management. The spatial pattern of land loss in coastal 
Louisiana is therefore much more complex than previously reported. These findings 
are consistent with other recent analysis (Cowan and Turner 1988).
Saltwater intrusion has often been claimed as a major cause of land loss, but this 
is not supported by the findings of this study. There has been an emphasis on 
managing for saltwater intrusion by constructing impoundments and semi­
impoundments. As was pointed out elsewhere, these structures will actually exacerbate 
land loss in areas where a lack of sediment is a more critical factor. The findings of 
this study, that saltwater intrusion may be less important than was previously 
suggested, are consistent with the field experiments of Mendelssohn and McKee 
(1988). This is not to say that saltwater intrusion is not important locally, but that it 
has been overemphasized as a coastwide cause. The implication as far as coastal 
management is that field studies should show that a causal relationship exists for a 
given area before management is implemented for this factor. Showing a correlation 
between land loss and salinity changes in not sufficient to demonstrate this 
relationship, since the salinity change could be a result of the land loss.
The role of the oil and gas industry in causing land loss has been an area of much 
interest. For the two sites in the deltaic plain, where there has been a greater amount 
of activity, dredging of new canals or expansion of old canals accounts for 15% of all 
loss, which is a significant proportion. This does not account for other forms of 
habitat destruction, such as loss of marsh from spoil disposal. At the Cameron site, in 
the chenier plain, conversion of land to canal was less important.
As far as their indirect role in converting land to inland open water, it is the 
conclusion of this dissertation that canals are not as important as other research has 
suggested (Scaife et al. 1983, Deegan et al. 1984, Turner and Rao 1988). Although
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there are hot spots with canals nearby, not all hot spots are associated with canals and
not all areas of high canal density are associated with hot spots. At best, the
relationship between canal and spoil and indirect loss is much more complex, and is 
dependent on other factors such as geology. A similar conclusion was reached by 
Cowan and Turner (1988).
While canal effects may be less important than had been suggested, it is possible 
that other factors associated with the oil and gas industry contribute to the occurrence 
of hot spots. Visual examination has shown that all hot spot areas in the Terrebonne 
and Lafourche study sites are located near large oil fields, but in no case do these 
areas overlap perfectly (Figure 4.5). Disposal of oil and gas by-products (e.g., brine) 
may also be important in these areas. Further research is required to show whether
these factors are in fact contributing to the formation of the hot spots.
The pattern of land loss can be used to test hypotheses concerning causal 
processes, since the signatures expected from these different factors are separable. 
However, the pattern of land loss in coastal Louisiana is extremely complex. Many 
studies have investigated causal processes by using density as a measure of pattern. 
This research has shown that the pattern of loss is not adequately described by loss 
rates. It was necessary to use several measures to describe the pattern of loss, 
including density, dispersion, and size. The various distributions could then be used 
together to disprove various land loss hypotheses. Because these conclusions are 
based on statistical associations, however, they should all be confirmed with field 
investigations.
This study has also raised several issues concerning spatial analysis. Although 
proximity models are suggested as a way of exploring spatial relationships, attempts at 
analysis were not completely successful because of the complication of the hot spots. 
In addition, it is suggested that future studies use parametric statistics cautiously, since
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assumptions concerning normality may not be valid. Finally, it was pointed out that 
traditional GIS analyses, which are often based on exhaustive counts of objects or use 
large (thousands or millions) numbers of observations, may not be appropriate to 
hypothesis testing and the determination of statistical significance. New statistical 
techniques may be required for applications of this type.
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APPENDIX I
AN INTRODUCTION TO GEOGRAPHIC INFORMATION SYSTEMS
Over the last several decades, Geographical Information Systems (GIS) have 
evolved as a powerful tool for performing spatial analysis. This technology combines 
elements of geography, cartography, computer science, remote sensing, image 
processing statistics, and other disciplines (Burrough 1986, Coppock and Anderson 
1987). A GIS is composed of several components, including
(1) Hardware, such as a main computer, data storage devices, hand 
digitizers, scanning cameras, displays, and plotters;
(2) A spatial data base composed of overlays representing different 
thematic attributes, such as land use, land ownership, soils, etc. (Figure
1.1); and
(3) Software for manipulating the data base. This software commonly 
allows for classification, georeferencing, algebraic manipulation, and 
mensuration; in addition, some systems also support statistical analysis 
and spatial modeling.
The essential component of a GIS is a multi-layered spatial file of some area of 
interest (Figure 1.1). These different layers are georeferenced, or registered, to each 
other, so that the spatial coordinates of each layer refer to the same point. Each of 
these layers (also referred to as overlays) contains a different thematic map, such as 
land use, soils, geology, or elevation. Some of these maps are already available in 
digital format, such as satellite imagery or digital elevation data from U.S. Geological 
Survey. Hard copy maps can be added to a GIS data base by digitizing. In this 
process, the points of a polygon are sampled and the coordinates of each point are
258
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
259
stored in digital form.
The GIS software can also be used to create new theme maps from the original 
data sources. For example, the boundaries of rivers and lakes during average 
conditions can be subtracted from an image obtained during a flood to depict flood 
prone areas. Changes in elevation between different points can be used to derive a 
slope map from an elevation map. Digital filters can be used to smooth an image or 
find edges, and equal distance contours can be drawn around features of interest.
The GIS software not only allows these images to be manipulated and displayed, 
but it also performs boolean comparisons and spatial measurement. For example, the 
system can display all areas which were land one year but water a later year and were 
within a mile from a canal. The system can then quantify the amount of area meeting 
these criteria.
Data Formats
There are basically two types of GISs, based on the topologic structure of the data 
formats: raster and vector*. In a raster system (Figure 1.1), a grid is placed over the 
image and the image is segmented into separate cells, or picture elements (pixels). 
Each cell is assigned the dominant attribute within that square area. Thus, the finer the 
grid the smaller the classification error. The tradeoff, however, is that higher spatial 
resolution increases storage costs. Conceptually, raster data are stored as a two 
dimensional array where the row and column numbers represent the address of that 
cell; the value stored in that address represents the dominant feature at that location.
The basic element of vector data, on the other hand, is a point in space (Figure
*The discussion on raster and vector data is presented at a conceptual level, without addressing specific 
data structures, since both format types can be represented in several different ways. For a more detailed 
treatment, see Bunough (1986).
















Figure 1.1. Conversion of scene to vector and raster format. The resolution of a vector image depends on the distance between vertices, 
and the resolution of a raster scene depends on the grid size. toONo
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1.1). A point is given a label, one or more attributes, and an x/y coordinate. Lines are 
defined as aggregates of points, and polygons are defined as aggregates of lines. A 
vector format polygon is defined according to the polygon boundary (vertices), 
whereas a raster polygon is defined by the area within the polygon (grid cells). The 
resolution of a vector line is determined by the frequency at which points are sampled 
along the line. More detail is achieved by a higher sampling rate but, again, this 
increases storage costs.
There are two important differences between vector and raster data. For vector 
data, objects are explicitly defined by entering the boundary of that object and 
labelling it as such. Thus the area within a lake polygon "knows" that it is a member 
of a specific lake. For a raster image, the lake is divided into cells that are given the 
attribute "lake." However a cell has no a priori knowledge of neighboring cells, and 
thus each cell is unaware that it is a member of a larger object. The boundary of the 
lake is never explicitly defined for a raster image. Further, for a vector image each 
object is given a unique identification number, and thus lakes can be distinguished. 
For a raster image, each of the areas would be coded "lake" and cells from different 
lakes would not be distinguishable without further processing.
One of the implications of this object definition is that vector systems are very 
good for storing multiple attributes. For example, one of the layers of a particular GIS 
might be land use, and "lake" could be one of the objects defined within this layer. In 
defining a given lake, the polygon could be given many attributes other than the type 
"lake." For instance, the polygon could also include the average depth, average 
sediment load, annual fish catch, or whether the lake contained fresh or saline water. 
The attributes for an object in a soils layer might include porosity, bulk density, 
percent organic, and whether the soil was suited for certain uses. Raster systems 
generally do not have this capability.
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Vector systems are also better at measurements based on properties of an object. 
For example, vector systems are inherently more efficient at calculating line lengths or 
polygon circumferences. For a vector system, the line or polygon boundary is already 
explicitly defined, and determining the length would therefore require the summation 
of each euclidean distance between vertices. For a raster system, the boundary would 
first have to be determined through some edge detection algorithm, and then the total 
number of cells would be added. Also, distance between objects is more efficient for a 
vector system, since the object boundaries are predefined.
The second major difference between raster and vector systems is that because 
they are essentially numerical matrices, raster systems are much more efficient at many 
forms of math. For example, adding or multiplying two or more overlays involves two 
loops where the arithmetic operation is carried out for each specified overlay at the 
same line/element address; this is then iterated over all elements and over all lines. For 
a vector data set, each unique combination of polygon intersections would have to be 
determined. For example, polygons of attribute "1" in overlay one might intersect with 
ten different polygon values in overlay two, and each of these ten pairwise 
combinations might intersect with an average of five different polygon values in 
overlay three. Thus each polygon coded "1" in overlay one might have an average of 
50 three-way intersections. The algorithm must first determine all of these unique 
three-way combinations, create the polygon boundaries, and then carry out the 
arithmetic operation. Not only is the raster algorithm more efficient, but the math is 
simpler and more robust
An additional advantage is that a raster-based GIS allows continuous partitioning 
of space, since the difference in value between neighboring cells can be arbitrarily 
small. A vector system tends to partition the space in discrete areas or contours, since 
the format is based on polygon boundaries. This is especially limiting for the
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modeling of physical parameters.
What this means in practical terms is that vector systems are much better suited to 
the roll of an attribute-oriented spatial data base. A vector system is most appropriate 
for storing different types of data about objects, and then logically manipulating those 
objects. For example, a vector GIS could have the location of all coastal permits 
entered into the data base, along with appropriate information concerning those permits 
(application date, application status, applicant’s name, estimated impact, etc.). The 
GIS could then be used to logically query the data base, e.g., show all sites that had an 
application in 1980 for a certain landowner and which have been completed. The 
handling of multiple attributes (especially non-numeric) is something that raster 
systems handle less efficiently.
Raster systems, on the other hand, are much better suited to image arithmetic. 
Any tasks requiring large numbers of mathematical computations would be done more 
quickly and more reliably on a raster system (although certain types of calculations 
would be better suited to a vector environment, e.g., circumference). Another 
advantage is that raster imagery can be acquired automatically with electronic sensors, 
whereas vector data are usually entered manually. Strengths and weaknesses of raster 
and vector formats are summarized in Table 1.1.
Software Requirements
There are certain software requirements a GIS must meet to fulfill the role of the 
CAS. Because the CAS will perform spatial measurement and numerical analysis, 
certain mathematical applications are necessary. Image arithmetic (addition, 
subtraction, division, multiplication), transcendental functions (logarithms, 
exponentiation, trigonometric functions), histograms (two-way frequency tables at a 
minimum, and higher order frequencies if possible), distance contouring, digital filters,
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Table 1.1. Comparison of vector and raster data formats (Burrough 1986).
VECTOR
Advantages
• Good representation of phenomenological data structure
• Compact data structure
• Topology can be completely described with network linkages
• Accurate graphics
• Retrieval, updating, and generalization of graphics and attributes are possible
Disadvantages
• Complex data structures
• Combination of several vector polygon maps or polygon and raster maps through 
overlay creates difficulties
• Simulation is difficult because each unit has a different topological form
• Display and plotting can be expensive, particularly for high quality, color and
cross-hatching
• The technology is expensive, particularly for the more sophisticated software and 
hardware
• Spatial analysis and filtering within polygons are impossible
RASTER
Advantages
• Simple data structures
• The overlay and combination of mapped data with remotely sensed data is easy
• Various kinds of spatial analysis are easy
• Simulation is easy because each spatial unit has the same size and shape
• The technology is cheap and is being energetically developed
Disadvantages
• Volumes of graphic data
• The use of large cells to reduce data volumes means that phenomenologically 
recognizable structures can be lost and there can be serious loss of information
• Crude raster maps are considerably less beautiful than maps drawn with fine lines
• Network linkages are difficult to establish
• Projection transformation are time consuming unless special algorithms or 
hardware are used
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and image classification are examples of necessary applications. A full list is provided 
in Table 1.2.
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Table 1.2. Software applications commonly used in a Geographic Information System.
(1) Arithmetic Operators - Addition, subtraction, multiplication, division, 
exponentiation, logarithms, trigonmetric functions, absolute value, 
maximum, minimum
(2) Boolean Operators - AND, OR, XOR (exclusive or), NOT
(3) Comparative Operators - Equal to, not equal to, greater than, greater than or 
equal to, less than, less than or equal to
(4) Image Classifiers - Principal components, cluster analysis, maximum 
likelihood, nearest neighbor, parallelepiped
(5) Spatial Measurement - Histograms (one-way and multi-class), area, 
circumference, length
(6) Neighborhood Operations - Fourier analysis, edge detection, moving averages, 
diversity, contiguity
(7) Miscellaneous - Distance contours, elevation modeling, digitizer interface, image 
display and plotting, raster to vector or vector to raster conversion
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CODING TABLES FOR THE DIGITAL DATA BASE
The following four tables contain information on how the data were coded within 
the digital data base. Table n .l provides the correspondence between the 70 Cowardin 
codes and the 13 habitat codes. The table also provides the salinity type and 
land/water categorization for each of these entries. Numerical codes are the values 
actually used to represent Cowardin and habitat codes within the data base.
Each of the 13 habitat types could potentially have two different salinity 
designations, giving 26 possible codes for each of the two years (1956 and 1978). For 
convenience, it was desirable to create one image that contained all pairwise 
combinations of habitat/salinity types between the two years, since image manipulation 
would then require only one file. For example, a particular code might mean a cell 
was beach/dune/reef and saline in 1956, but spoil and fresh in 1978. If all two-way 
habitat/salinity types occurred for both years, 676 codes would be necessary, which 
exceeds the 256 (8 bit) image limit. However, many of these combinations did not 
occur, and it was therefore possible to derive a code comprised of 213 unique entries 
that represented the habitat type and salinity of a cell in both 1956 and 1978. It was 
necessary, however, to collapse cells that were beach/dune/reef, fresh marsh, mudflat, 
saline marsh, swamp, or upland in 1978 into a "natural lands" category. If these 1978 
categories were required explicitly, the original 1978 file was used. The 213 combined 
codes are given in Table H.2.
The distance contour also contained an 8 bit limit, and thus only 256 codes were 
available to represent these intervals. Distance images with respect to major channel 
and coastal open water had a range of 0-50 km, while the other distance images had a 
range of 0-20 km. Rather than losing resolution on these latter images through the use
267
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of a 50 km scale, two different scales were used. Table II.3. contains the coding for 
the 20 km scale used for the 1956 canal and spoil, 1978 canal and spoil, natural 
channel, and inland open water distance images. Coding for the 50 km range of the 
major channel and coastal open water imagery is given in Table H.4.
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
269






E1AB2 1 Inland Open Water 12 Saline W
E1AB5 2 Inland Open Water 12 Saline W
ElAB5h 3 Inland Open Water 12 Saline W
ElAB5o 4 Canal/Pipeline 10 Saline W
ElAB5x 5 Canal/Pipeline 10 Saline W
ElOWc 6 Coastal Open Water 11 Saline W
ElOWh 7 Inland Open Water 12 Saline W
ElOWi 8 Inland Open Water 12 Saline W
ElOWo 9 Canal/Pipeline 10 Saline W
ElOWt 10 River/Stream/B ayou 13 Saline W
ElOWx 11 Canal/Pipeline 10 Saline w
E2BB2 12 Beach/Dune/Reef 2 Saline L
E2EM 13 Saline Marsh 5 Saline L
E2EMd 14 Saline Marsh 5 Saline L
E2EM5N4 15 Saline Marsh 5 Saline L
E2EM5N4d 16 Saline Marsh 5 Saline L
E2EM5P5 17 Saline Marsh 5 Saline L
E2EM5P5d 18 Saline Marsh 5 Saline L
E2EM5P5w 19 Saline Marsh 5 Saline L
E2EM5P6 20 Saline Marsh 5 Saline L
E2EM5P6d 21 Saline Marsh 5 Saline L
E2EM5P6w 22 Saline Marsh 5 Saline L
E2FL2 23 Mudflat 4 Saline L
E2FL3 24 Mudflat 4 Saline L
E2FL3/4 25 Mudflat 4 Saline L
E2FL5 26 Mudflat 4 Saline L
E2RF2 27 Beach/Dune/Reef 2 Saline L
E2SS3 28 Saline Marsh 5 Saline L
E2UB3/4 29 Mudflat 4 Saline L
L2AB2 30 Inland Open Water 12 Fresh W
L2AB5 31 Inland Open Water 12 Fresh W
L20W 32 Inland Open Water 12 Fresh W
L20Wh 33 Inland Open Water 12 Fresh W
PAB2 34 Inland Open Water 12 Fresh W
PAB5 35 Inland Open Water 12 Fresh W
PEM 36 Fresh Marsh 3 Fresh L
PEMd 37 Fresh Marsh 3 Fresh L
PFOl/2 38 Swamp 7 Fresh L
PFO1/2/3 39 Swamp 7 Fresh L
PFOl/3 40 Swamp 7 Fresh L
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POW 41 Inland Open Water 12 Fresh W
POWh 42 Inland Open Water 12 Fresh W
POWo 43 Canal/Pipeline 10 Fresh W
POWx 44 Canal/Pipeline 10 Fresh W
PSS1 45 Swamp 7 Fresh L
PSS1/2/3 46 Swamp 7 Fresh L
PSS1/3 47 Swamp 7 Fresh L
R1AB2 48 River/Stream/Bayou 13 Fresh W
R1AB5 49 River/Stream/Bayou 13 Fresh W
RIABSo 50 Canal/Pipeline 10 Fresh w
RlAB5x 51 Canal/Pipeline 10 Fresh w
R1FL3 52 Mudflat 4 Fresh L
RlOW 53 River/Stream/Bayou 13 Fresh W
RIOWo 54 Canal/Pipeline 10 Fresh W
RIOWx 55 Canal/Pipeline 10 Fresh w
R20W 56 River/Stream/Bayou 13 Fresh w
R20Wx 57 Canal/Pipeline 10 Fresh w
UDV1 58 Urban/Industrial 9 Fresh L
UDVlo 59 Spoil 6 Fresh L
UDV2 60 Agriculture 1 Fresh L
UDV2e 61 Agriculture 1 Fresh L
UDV2o 62 Agriculture 1 Fresh L
UDV3 63 Spoil 6 Fresh L
UFO Is 64 Spoil 6 Fresh L
UFO 1/2 65 Upland 8 Fresh L
UFO 1/3 66 Upland 8 Fresh L
UF01/3s 67 Spoil 6 Fresh L
USSls 68 Spoil 6 Fresh L
USSI/3 69 Upland 8 Fresh L
USSl/3s 70 Spoil 6 Fresh L
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
271
Table H.2. Codings used for 1956 and 1978 habitat/salinity combinations.
CODE HABITAT TYPE HABITAT TYPE SALINITY SALINITY
(1956) (1978) (1956) (1978)
1 Agriculture Agriculture Fresh Fresh
2 Beach/Dune/Reef Natural Lands Saline Saline
3 Fresh Marsh Natural Lands Fresh Fresh
4 Mudflat Natural Lands Saline Saline
5 Mudflat Natural Lands Saline Fresh
6 Mudflat Natural Lands Fresh Saline
7 Mudflat Natural Lands Fresh Fresh
8 Saline Marsh Natural Lands Saline Saline
9 Spoil Spoil Fresh Fresh
10 Swamp Natural Lands Fresh Fresh
11 Upland Natural Lands Fresh Fresh
12 Urban/Industrial Urban/Industrial Fresh Fresh
13 Canal/Pipeline Canal/Pipeline Saline Saline
14 Canal/Pipeline Canal/Pipeline Saline Fresh
15 Canal/Pipeline Canal/Pipeline Fresh Saline
16 Canal/Pipeline Canal/Pipeline Fresh Fresh
17 Coastal Open Water Coastal Open Water Saline Saline
18 Inland Open Water Inland Open Water Saline Saline
19 Inland Open Water Inland Open Water Saline Fresh
20 Inland Open Water Inland Open Water Fresh Saline
21 Inland Open Water Inland Open Water Fresh Fresh
22 Natural Channel Natural Channel Saline Saline
23 Natural Channel Natural Channel Saline Fresh
24 Natural Channel Natural Channel Fresh Saline
25 Natural Channel Natural Channel Fresh Fresh





















31 Agriculture Canal/Pipeline Fresh Fresh
32 Agriculture Coastal Open Water Fresh Saline
33 Agriculture Inland Open Water Fresh Saline
34 Agriculture Inland Open Water Fresh Fresh
35 Agriculture Natural Channel Fresh Saline
36 Agriculture Natural Channel Fresh Fresh
37 Beach/Dune/Reef Agriculture Saline Fresh
38 Beach/Dune/Reef Spoil Saline Fresh
39 Beach/Dune/Reef Urban/Industrial Saline Fresh
40 Beach/Dune/Reef Natural Lands Saline Saline
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Table II.2. Continued.








41 Beach/Dune/Reef Natural Lands Saline Fresh
42 Beach/Dune/Reef Canal/Pipeline Saline Saline
43 Beach/Dune/Reef Canal/Pipeline Saline Fresh
44 Beach/Dune/Reef Coastal Open Water Saline Saline
45 Beach/Dune/Reef Inland Open Water Saline Saline
46 Beach/Dune/Reef Inland Open Water Saline Fresh
47 Beach/Dune/Reef Natural Channel Saline Saline
48 Beach/Dune/Reef Natural Channel Saline Fresh
49 Fresh Marsh Agriculture Fresh Fresh
50 Fresh Marsh Spoil Fresh Fresh
51 Fresh Marsh Urban/Industrial Fresh Fresh
52 Fresh Marsh Natural Lands Fresh Saline
53 Fresh Marsh Natural Lands Fresh Fresh
54 Fresh Marsh Canal/Pipeline Fresh Saline
55 Fresh Marsh Canal/Pipeline Fresh Fresh
56 Fresh Marsh Coastal Open Water Fresh Saline
57 Fresh Marsh Inland Open Water Fresh Saline
58 Fresh Marsh Inland Open Water Fresh Fresh
59 Fresh Marsh Natural Channel Fresh Saline
60 Fresh Marsh Natural Channel Fresh Fresh
61 Mudflat Agriculture Saline Fresh
62 Mudflat Agriculture Fresh Fresh
63 Mudflat Spoil Saline Fresh
64 Mudflat Spoil Fresh Fresh
65 Mudflat Urban/Industrial Saline Fresh
66 Mudflat Urban/Industrial Fresh Fresh
67 Mudflat Natural Lands Saline Saline
68 Mudflat Natural Lands Saline Fresh
69 Mudflat Natural Lands Fresh Saline
70 Mudflat Natural Lands Fresh Fresh
71 Mudflat Canal/Pipeline Saline Saline
72 Mudflat Canal/Pipeline Saline Fresh
73 Mudflat Canal/Pipeline Fresh Saline
74 Mudflat Canal/Pipeline Fresh Fresh
75 Mudflat Coastal Open Water Saline Saline
76 Mudflat Coastal Open Water Fresh Saline
77 Mudflat Inland Open Water Saline Saline
78 Mudflat Inland Open Water Saline Fresh
79 Mudflat Inland Open Water Fresh Saline
80 Mudflat Inland Open Water Fresh Fresh
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Table II.2. Continued.
CODE HABITAT TYPE HABITAT TYPE SALINITY SALINITY
(1956) (1978) (1956) (1978)
81 Mudflat Natural Channel Saline Saline
82 Mudflat Natural Channel Saline Fresh
83 Mudflat Natural Channel Fresh Saline
84 Mudflat Natural Channel Fresh Fresh
85 Saline Marsh Agriculture Saline Fresh
86 Saline Marsh Spoil Saline Fresh
87 Saline Marsh Urban/Industrial Saline Fresh
88 Saline Marsh Natural Lands Saline Saline
89 Saline Marsh Natural Lands Saline Fresh
90 Saline Marsh Canal/Pipeline Saline Saline
91 Saline Marsh Canal/Pipeline Saline Fresh
92 Saline Marsh Coastal Open Water Saline Saline
93 Saline Marsh Inland Open Water Saline Saline
94 Saline Marsh Inland Open Water Saline Fresh
95 Saline Marsh Natural Channel Saline Saline
96 Saline Marsh Natural Channel Saline Fresh
97 Spoil Agriculture Fresh Fresh
98 Spoil Urban/Industrial Fresh Fresh
99 Spoil
Spoil
Natural Lands Fresh Saline
100 Natural Lands Fresh Fresh
101 Spoil Canal/Pipeline Fresh Saline
102 Spoil Canal/Pipeline Fresh Fresh
103 Spoil Coastal Open Water Fresh Saline
104 Spoil
Spoil
Inland Open Water Fresh Saline
105 Inland Open Water Fresh Fresh
106 Spoil
Spoil
Natural Channel Fresh Saline
107 Natural Channel Fresh Fresh
108 Swamp Agriculture Fresh Fresh
109 Swamp Spoil Fresh Fresh
110 Swamp Urban/Industrial Fresh Fresh
111 Swamp Natural Lands Fresh Saline
112 Swamp Natural Lands Fresh Fresh
113 Swamp Canal/Pipeline Fresh Saline
114 Swamp Canal/Pipeline Fresh Fresh
115 Swamp Coastal Open Water Fresh Saline
116 Swamp Inland Open Water Fresh Saline
117 Swamp Inland Open Water Fresh Fresh
118 Swamp Natural Channel Fresh Saline
119 Swamp Natural Channel Fresh Fresh
120 Upland Agriculture Fresh Fresh
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Table II.2. Continued.








121 Upland Spoil Fresh Fresh
122 Upland Urban/Industrial Fresh Fresh
123 Upland Natural Lands Fresh Saline
124 Upland Natural Lands Fresh Fresh
125 Upland Canal/Pipeline Fresh Saline
126 Upland Canal/Pipeline Fresh Fresh
127 Upland Coastal Open Water Fresh Saline
128 Upland Inland Open Water Fresh Saline
129 Upland Inland Open Water Fresh Fresh
130 Upland Natural Channel Fresh Saline
131 Upland Natural Channel Fresh Fresh
132 Urban/Industrial Agriculture Fresh Fresh
133 Urban/Industrial Spoil Fresh Fresh
134 Urban/Industrial Natural Lands Fresh Saline
135 Urban/Industrial Natural Lands Fresh Fresh
136 Urban/Industrial Canal/Pipeline Fresh Saline
137 Urban/Industrial Canal/Pipeline Fresh Fresh
138 Urban/Industrial Coastal Open Water Fresh Saline
139 Urban/Industrial Inland Open Water Fresh Saline
140 Urban/Industrial Inland Open Water Fresh Fresh
141 Urban/Industrial Natural Channel Fresh Saline
142 Urban/Industrial Natural Channel Fresh Fresh
143 Canal/Pipeline Agriculture Saline Fresh
144 Canal/Pipeline Agriculture Fresh Fresh
145 Canal/Pipeline Spoil Saline Fresh
146 Canal/Pipeline Spoil Fresh Fresh
147 Canal/Pipeline Urban/Industrial Saline Fresh
148 Canal/Pipeline Urban/Industrial Fresh Fresh
149 Canal/Pipeline Natural Lands Saline Saline
150 Canal/Pipeline Natural Lands Saline Fresh
151 Canal/Pipeline Natural Lands Fresh Saline
152 Canal/Pipeline Natural Lands Fresh Fresh
153 Canal/Pipeline Coastal Open Water Saline Saline
154 Canal/Pipeline Coastal Open Water Fresh Saline
155 Canal/Pipeline Inland Open Water Saline Saline
156 Canal/Pipeline Inland Open Water Saline Fresh
157 Canal/Pipeline Inland Open Water Fresh Saline
158 Canal/Pipeline Inland Open Water Fresh Fresh
159 Canal/Pipeline Natural Channel Saline Saline
160 Canal/Pipeline Natural Channel Saline Fresh
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Table II.2. Continued.








161 Canal/Pipeline Natural Channel Fresh Saline
162 Canal/Pipeline Natural Channel Fresh Fresh
163 Coastal Open Water Agriculture Saline Fresh
164 Coastal Open Water Spoil Saline Fresh
165 Coastal Open Water Urban/Industrial Saline Fresh
166 Coastal Open Water Natural Lands Saline Saline
167 Coastal Open Water Natural Lands Saline Fresh
168 Coastal Open Water Canal/Pipeline Saline Saline
169 Coastal Open Water Canal/Pipeline Saline Fresh
170 Coastal Open Water Inland Open Water Saline Saline
171 Coastal Open Water Inland Open Water Saline Fresh
172 Coastal Open Water Natural Channel Saline Saline
173 Coastal Open Water Natural Channel Saline Fresh
174 Inland Open Water Agriculture Saline Fresh
175 Inland Open Water Agriculture Fresh Fresh
176 Inland Open Water Spoil Saline Fresh
177 Inland Open Water Spoil Fresh Fresh
178 Inland Open Water Urban/Industrial Saline Fresh
179 Inland Open Water Urban/Industrial Fresh Fresh
180 Inland Open Water Natural Lands Saline Saline
181 Inland Open Water Natural Lands Saline Fresh
182 Inland Open Water Natural Lands Fresh Saline
183 Inland Open Water Natural Lands Fresh Fresh
184 Inland Open Water Canal/Pipeline Saline Saline
185 Inland Open Water Canal/Pipeline Saline Fresh
186 Inland Open Water Canal/Pipeline Fresh Saline
187 Inland Open Water Canal/Pipeline Fresh Fresh
188 Inland Open Water Coastal Open Water Saline Saline
189 Inland Open Water Coastal Open Water Fresh Saline
190 Inland Open Water Natural Channel Saline Saline
191 Inland Open Water Natural Channel Saline Fresh
192 Inland Open Water Natural Channel Fresh Saline
193 Inland Open Water Natural Channel Fresh Fresh
194 Natural Channel Agriculture Saline Fresh
195 Natural Channel Agriculture Fresh Fresh
196 Natural Channel Spoil Saline Fresh
197 Natural Channel Spoil Fresh Fresh
198 Natural Channel Urban/Industrial Saline Fresh
199 Natural Channel Urban/Industrial Fresh Fresh
200 Natural Channel Natural Lands Saline Saline
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Table II.2. Continued.








201 Natural Channel Natural Lands Saline Fresh
202 Natural Channel Natural Lands Fresh Saline
203 Natural Channel Natural Lands Fresh Fresh
204 Natural Channel Canal/Pipeline Saline Saline
205 Natural Channel Canal/Pipeline Saline Fresh
206 Natural Channel Canal/Pipeline Fresh Saline
207 Natural Channel Canal/Pipeline Fresh Fresh
208 Natural Channel Coastal Open Water Saline Saline
209 Natural Channel Coastal Open Water Fresh Saline
210 Natural Channel Inland Open Water Saline Saline
211 Natural Channel Inland Open Water Saline Fresh
212 Natural Channel Inland Open Water Fresh Saline
213 Natural Channel Inland Open Water Fresh Fresh
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Table 11.3. Distance codings for 1956 canal and spoil, 1978 canal and spoil, natural 
channel, and inland open water.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
0 0 0 0 0.000
1 1 1 1 0.010
2 2 2 2 0.020
3 3 3 3 0.030
4 4 4 4 0.040
5 5 5 5 0.050
6 6 6 6 0.060
7 7 7 7 0.070
8 8 8 8 0.080
9 9 9 9 0.090
10 10 10 10 0.100
11 11 11 11 0.110
12 12 12 12 0.120
13 13 13 13 0.130
14 14 14 14 0.140
15 15 15 15 0.150
16 16 16 16 0.160
17 17 17 17 0.170
18 18 18 18 0.180
19 19 19 19 0.190
20 20 20 20 0.200
21 21 21 21 0.210
22 22 22 22 0.220
23 23 23 23 0.230
24 24 24 24 0.240
25 25 25 25 0.250
26 26 26 26 0.260
27 27 27 27 0.270
28 28 28 28 0.280
29 29 29 29 0.290
30 30 30 30 0.300
31 31 31 31 0.310
32 32 32 32 0.320
33 33 33 33 0.330
34 34 34 34 0.340
35 35 35 35 0.350
36 36 36 36 0.360
37 37 37 37 0.370
38 38 38 38 0.380
39 39 39 39 0.390
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Table II.3. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
40 40 40 40 0.400
41 41 41 41 0.410
42 42 42 42 0.420
43 43 43 43 0.430
44 44 44 44 0.440
45 45 45 45 0.450
46 46 46 46 0.460
47 47 47 47 0.470
48 48 48 48 0.480
49 49 49 49 0.490
50 50 50 50 0.500
51 51 51 51 0.510
52 52 52 52 0.520
53 53 53 53 0.530
54 54 54 54 0.540
55 55 55 55 0.550
56 56 56 56 0.560
57 57 57 57 0.570
58 58 58 58 0.580
59 59 59 59 0.590
60 60 60 60 0.600
61 61 61 61 0.610
62 62 62 62 0.620
63 63 63 63 0.630
64 64 64 64 0.640
65 65 65 65 0.650
66 66 66 66 0.660
67 67 67 67 0.670
68 68 68 68 0.680
69 69 69 69 0.690
70 70 70 70 0.700
71 71 71 71 0.710
72 72 72 72 0.720
73 73 73 73 0.730
74 74 74 74 0.740
75 75 75 75 0.750
76 76 76 76 0.760
77 77 77 77 0.770
78 78 78 78 0.780
79 79 79 79 0.790
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Table II.3. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
80 80 80 80 0.800
81 81 81 81 0.810
82 82 82 82 0.820
83 83 83 83 0.830
84 84 84 84 0.840
85 85 85 85 0.850
86 86 86 86 0.860
87 87 87 87 0.870
88 88 88 88 0.880
89 89 89 89 0.890
90 90 90 90 0.900
91 91 91 91 0.910
92 92 92 92 0.920
93 93 93 93 0.930
94 94 94 94 0.940
95 95 95 95 0.950
96 96 96 96 0.960
97 97 97 97 0.970
98 98 98 98 0.980
99 99 99 99 0.990
100 100 100 100 1.000
101 101 101 101 1.010
102 102 102 102 1.020
103 103 103 103 1.030
104 104 104 104 1.040
105 105 105 105 1.050
106 106 106 106 1.060
107 107 107 107 1.070
108 108 108 108 1.080
109 109 109 109 1.090
110 110 110 110 1.100
111 111 111 111 1.110
112 112 112 112 1.120
113 113 113 113 1.130
114 114 114 114 1.140
115 115 115 115 1.150
116 116 116 116 1.160
117 117 117 117 1.170
118 118 118 118 1.180
119 119 119 119 1.190
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Table II.3. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
120 120 120 120 1.200
121 121 121 121 1.210
122 122 122 122 1.220
123 123 123 123 1.230
124 124 124 124 1.240
125 125 125 125 1.250
126 126 126 126 1.260
127 127 127 127 1.270
128 128 128 128 1.280
129 129 129 129 1.290
130 130 130 130 1.300
131 131 131 131 1.310
132 132 132 132 1.320
133 133 133 133 1.330
134 134 134 134 1.340
135 135 135 135 1.350
136 136 136 136 1.360
137 137 137 137 1.370
138 138 138 138 1.380
139 139 139 139 1.390
140 140 140 140 1.400
141 141 141 141 1.410
142 142 142 142 1.420
143 143 143 143 1.430
144 144 144 144 1.440
145 145 145 145 1.450
146 146 146 146 1.460
147 147 147 147 1.470
148 148 148 148 1.480
149 149 149 149 1.490
150 150 150 150 1.500
151 151 151 151 1.510
152 152 152 152 1.520
153 153 153 153 1.530
154 154 154 154 1.540
155 155 155 155 1.550
156 156 156 156 1.560
157 157 157 157 1.570
158 158 158 158 1.580
159 159 159 159 1.590
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Table II.3. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
160 160 160 160 1.600
161 161 161 161 1.610
162 162 162 162 1.620
163 163 163 163 1.630
164 164 164 164 1.640
165 165 165 165 1.650
166 166 166 166 1.660
167 167 167 167 1.670
168 168 168 168 1.680
169 169 169 169 1.690
170 170 170 170 1.700
171 171 171 171 1.710
172 172 172 172 1.720
173 173 173 173 1.730
174 174 174 174 1.740
175 175 175 175 1.750
176 176 176 176 1.760
177 177 177 177 1.770
178 178 178 178 1.780
179 179 179 179 1.790
180 180 180 180 1.800
181 181 181 181 1.810
182 182 182 182 1.820
183 183 183 183 1.830
184 184 184 184 1.840
185 185 185 185 1.850
186 186 186 186 1.860
187 187 187 187 1.870
188 188 188 188 1.880
189 189 189 189 1.890
190 190 190 190 1.900
191 191 191 191 1.910
192 192 192 192 1.920
193 193 193 193 1.930
194 194 194 194 1.940
195 195 195 195 1.950
196 196 196 196 1.960
197 197 197 197 1.970
198 198 198 198 1.980
199 199 199 199 1.990
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Table H.3. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
200 200 200 200 2.000
201 201 205 210 2.050
202 211 215 220 2.150
203 221 225 230 2.250
204 231 235 240 2.350
205 241 245 250 2.450
206 251 255 260 2.550
207 261 265 270 2.650
208 271 275 280 2.750
209 281 285 290 2.850
210 291 295 300 2.950
211 301 305 310 3.050
212 311 315 320 3.150
213 321 325 330 3.250
214 331 335 340 3.350
215 341 345 350 3.450
216 351 355 360 3.550
217 361 365 370 3.650
218 371 375 380 3.750
219 381 385 390 3.850
220 391 395 400 3.950
221 401 405 410 4.050
222 411 415 420 4.150
223 421 425 430 4.250
224 431 435 440 4.350
225 441 445 450 4.450
226 451 455 460 4.550
227 461 465 470 4.650
228 471 475 480 4.750
229 481 485 490 4.850
230 491 495 500 4.950
231 501 505 510 5.050
232 511 515 520 5.150
233 521 525 530 5.250
234 531 535 540 5.350
235 541 545 550 5.450
236 551 555 560 5.550
237 561 565 570 5.650
238 571 575 580 5.750
239 581 585 590 5.850
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Table II.3. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(km)(100 m2 cells)
240 591 595 600 5.950
241 601 650 700 6.500
242 701 750 800 7.500
243 801 850 900 8.500
244 901 950 1000 9.500
245 1001 1050 1100 10.500
246 1101 1150 1200 11.500
247 1201 1250 1300 12.500
248 1301 1350 1400 13.500
249 1401 1450 1500 14.500
250 1501 1550 1600 15.500
251 1601 1650 1700 16.500
252 1701 1750 1800 17.500
253 1801 1850 1900 18.500
254 1901 1950 2000 19.500
255 2000 ** “ “
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Table II.4. Distance codings for major channel and coastal open water.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
0 0 0 0 0.000
1 1 1.5 2 0.015
2 3 3.5 4 0.035
3 5 5.5 6 0.055
4 7 7.5 8 0.075
5 9 9.5 10 0.095
6 11 11.5 12 0.115
7 13 13.5 14 0.135
8 15 15.5 16 0.155
9 17 17.5 18 0.175
10 19 19.5 20 0.195
11 21 30 40 0.300
12 41 50 60 0.500
13 61 70 80 0.700
14 81 90 100 0.900
15 101 110 120 1.100
16 121 130 140 1.300
17 141 150 160 1.500
18 161 170 180 1.700
19 181 190 200 1.900
20 201 210 220 2.100
21 221 230 240 2.300
22 241 250 260 2.500
23 261 270 280 2.700
24 281 290 300 2.900
25 301 310 320 3.100
26 321 330 340 3.300
27 341 350 360 3.500
28 361 370 380 3.700
29 381 390 400 3.900
30 401 410 420 4.100
31 421 430 440 4.300
32 441 450 460 4.500
33 461 470 480 4.700
34 481 490 500 4.900
35 501 510 520 5.100
36 521 530 540 5.300
37 541 550 560 5.500
38 561 570 580 5.700
39 581 590 600 5.900
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Table II.4. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
40 601 610 620 6.100
41 621 630 640 6.300
42 641 650 660 6.500
43 661 670 680 6.700
44 681 690 700 6.900
45 701 710 720 7.100
46 721 730 740 7.300
47 741 750 760 7.500
48 761 770 780 7.700
49 781 790 800 7.900
50 801 810 820 8.100
51 821 830 840 8.300
52 841 850 860 8.500
53 861 870 880 8.700
54 881 890 900 8.900
55 901 910 920 9.100
56 921 930 940 9.300
57 941 950 960 9.500
58 961 970 980 9.700
59 981 990 1000 9.900
60 1001 1010 1020 10.100
61 1021 1030 1040 10.300
62 1041 1050 1060 10.500
63 1061 1070 1080 10.700
64 1081 1090 1100 10.900
65 1101 1110 1120 11.100
66 1121 1130 1140 11.300
67 1141 1150 1160 11.500
68 1161 1170 1180 11.700
69 1181 1190 1200 11.900
70 1201 1210 1220 12.100
71 1221 1230 1240 12.300
72 1241 1250 1260 12.500
73 1261 1270 1280 12.700
74 1281 1290 1300 12.900
75 1301 1310 1320 13.100
76 1321 1330 1340 13.300
77 1341 1350 1360 13.500
78 1361 1370 1380 13.700
79 1381 1390 1400 13.900
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Table II.4. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
80 1401 1410 1420 14.100
81 1421 1430 1440 14.300
82 1441 1450 1460 14.500
83 1461 1470 1480 14.700
84 1481 1490 1500 14.900
85 1501 1510 1520 15.100
86 1521 1530 1540 15.300
87 1541 1550 1560 15.500
88 1561 1570 1580 15.700
89 1581 1590 1600 15.900
90 1601 1610 1620 16.100
91 1621 1630 1640 16.300
92 1641 1650 1660 16.500
93 1661 1670 1680 16.700
94 1681 1690 1700 16.900
95 1701 1710 1720 17.100
96 1721 1730 1740 17.300
97 1741 1750 1760 17.500
98 1761 1770 1780 17.700
99 1781 1790 1800 17.900
100 1801 1810 1820 18.100
101 1821 1830 1840 18.300
102 1841 1850 1860 18.500
103 1861 1870 1880 18.700
104 1881 1890 1900 18.900
105 1901 1910 1920 19.100
106 1921 1930 1940 19.300
107 1941 1950 1960 19.500
108 1961 1970 1980 19.700
109 1981 1990 2000 19.900
110 2001 2010 2020 20.100
111 2021 2030 2040 20.300
112 2041 2050 2060 20.500
113 2061 2070 2080 20.700
114 2081 2090 2100 20.900
115 2101 2110 2120 21.100
116 2121 2130 2140 21.300
117 2141 2150 2160 21.500
118 2161 2170 2180 21.700
119 2181 2190 2200 21.900
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Table II.4. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
120 2201 2210 2220 22.100
121 2221 2230 2240 22.300
122 2241 2250 2260 22.500
123 2261 2270 2280 22.700
124 2281 2290 2300 22.900
125 2301 2310 2320 23.100
126 2321 2330 2340 23.300
127 2341 2350 2360 23.500
128 2361 2370 2380 23.700
129 2381 2390 2400 23.900
130 2401 2410 2420 24.100
131 2421 2430 2440 24.300
132 2441 2450 2460 24.500
133 2461 2470 2480 24.700
134 2481 2490 2500 24.900
135 2501 2510 2520 25.100
136 2521 2530 2540 25.300
137 2541 2550 2560 25.500
138 2561 2570 2580 25.700
139 2581 2590 2600 25.900
140 2601 2610 2620 26.100
141 2621 2630 2640 26.300
142 2641 2650 2660 26.500
143 2661 2670 2680 26.700
144 2681 2690 2700 26.900
145 2701 2710 2720 27.100
146 2721 2730 2740 27.300
147 2741 2750 2760 27.500
148 2761 2770 2780 27.700
149 2781 2790 2800 27.900
150 2801 2810 2820 28.100
151 2821 2830 2840 28.300
152 2841 2850 2860 28.500
153 2861 2870 2880 28.700
154 2881 2890 2900 28.900
155 2901 2910 2920 29.100
156 2921 2930 2940 29.300
157 2941 2950 2960 29.500
158 2961 2970 2980 29.700
159 2981 2990 3000 29.900
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Table II.4. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
160 3001 3010 3020 30.100
161 3021 3030 3040 30.300
162 3041 3050 3060 30.500
163 3061 3070 3080 30.700
164 3081 3090 3100 30.900
165 3101 3110 3120 31.100
166 3121 3130 3140 31.300
167 3141 3150 3160 31.500
168 3161 3170 3180 31.700
169 3181 3190 3200 31.900
170 3201 3210 3220 32.100
171 3221 3230 3240 32.300
172 3241 3250 3260 32.500
173 3261 3270 3280 32.700
174 3281 3290 3300 32.900
175 3301 3310 3320 33.100
176 3321 3330 3340 33.300
177 3341 3350 3360 33.500
178 3361 3370 3380 33.700
179 3381 3390 3400 33.900
180 3401 3410 3420 34.100
181 3421 3430 3440 34.300
182 3441 3450 3460 34.500
183 3461 3470 3480 34.700
184 3481 3490 3500 34.900
185 3501 3510 3520 35.100
186 3521 3530 3540 35.300
187 3541 3550 3560 35.500
188 3561 3570 3580 35.700
189 3581 3590 3600 35.900
190 3601 3610 3620 36.100
191 3621 3630 3640 36.300
192 3641 3650 3660 36.500
193 3661 3670 3680 36.700
194 3681 3690 3700 36.900
195 3701 3710 3720 37.100
196 3721 3730 3740 37.300
197 3741 3750 3760 37.500
198 3761 3770 3780 37.700
199 3781 3790 3800 37.900
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Table II.4. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(100 m2 cells) (km)
200 3801 3810 3820 38.100
201 3821 3830 3840 38.300
202 3841 3850 3860 38.500
203 3861 3870 3880 38.700
204 3881 3890 3900 38.900
205 3901 3910 3920 39.100
206 3921 3930 3940 39.300
207 3941 3950 3960 39.500
208 3961 3970 3980 39.700
209 3981 3990 4000 39.900
210 4001 4010 4020 40.100
211 4021 4030 4040 40.300
212 4041 4050 4060 40.500
213 4061 4070 4080 40.700
214 4081 4090 4100 40.900
215 4101 4110 4120 41.100
216 4121 4130 4140 41.300
217 4141 4150 4160 41.500
218 4161 4170 4180 41.700
219 4181 4190 4200 41.900
220 4201 4210 4220 42.100
221 4221 4230 4240 42.300
222 4241 4250 4260 42.500
223 4261 4270 4280 42.700
224 4281 4290 4300 42.900
225 4301 4310 4320 43.100
226 4321 4330 4340 43.300
227 4341 4350 4360 43.500
228 4361 4370 4380 43.700
229 4381 4390 4400 43.900
230 4401 4410 4420 44.100
231 4421 4430 4440 44.300
232 4441 4450 4460 44.500
233 4461 4470 4480 44.700
234 4481 4490 4500 44.900
235 4501 4510 4520 45.100
236 4521 4530 4540 45.300
237 4541 4550 4560 45.500
238 4561 4570 4580 45.700
239 4581 4590 4600 45.900
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Table II.4. Continued.
CODE LOWER BOUND MIDPOINT UPPER BOUND MIDPOINT
(km)(100 m2 cells)
240 4601 4610 4620 46.100
241 4621 4630 4640 46.300
242 4641 4650 4660 46.500
243 4661 4670 4680 46.700
244 4681 4690 4700 46.900
245 4701 4710 4720 47.100
246 4721 4730 4740 47.300
247 4741 4750 4760 47.500
248 4761 4770 4780 47.700
249 4781 4790 4800 47.900
250 4801 4810 4820 48.100
251 4821 4830 4840 48.300
252 4841 4850 4860 48.500
253 4861 4870 4880 48.700
254 4881 4890 4900 48.900
255 4900 • “
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APPENDIX HI
PROXIMITY RESULTS USING A 200 M SCALE
Proximity analyses were performed for density of inland loss with respect to six 
distance factors: 1956 canal and spoil, 1978 canal and spoil, natural channel, major 
channel, inland open water, and coastal open water. Analyses were run using both a 5 
km and 200 m scale. Figures 3.22-3.27 contain results based on a 5 km scale. The 
following six figures contain proximity results using the 200 m scale. As indicated in 
the text, the arbitrary location of the hot spots biased these results, and therefore these 
graphs should not be used interpreted as representing the effect of the particular spatial 
feature on inland loss.
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Figure m .l. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to 1956
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Figure III.2. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to 1978
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Figure III.3. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to
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Figure III.4. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to





























































Figure ID 5 Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to
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Figure IU.6. Probability distributions (pdf) and cumulative distributions (cdf) of inland loss density with respect to distance to
coastal open water (200 m scale). The cdf of a random function is shown as a dotted line. v©̂4
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