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ICA  of  the  full  complex-valued  fMRI  data is enabled.
The  SM  phases  are utilized  to identify  and  suppress  the  unwanted  voxels.
Our TC-based  phase  de-ambiguity  is more  accurate  and  robust than  the  SM-based  method.
The  phase  range  of  BOLD-related  voxels  is  deﬁned  by maximizing  TC  real-part  power.
Our method  can  detect  much  more  contiguous  activations  than  magnitude-only  ICA.
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a  b  s  t  r  a  c  t
Background:  ICA  of  complex-valued  fMRI data  is  challenging  because  of  the  ambiguous  and  noisy  nature
of  the  phase.  A typical  solution  is to  remove  noisy  regions  from  fMRI  data  prior  to  ICA. However,  it  may
be  more  optimal  to  carry out  ICA  of full  complex-valued  fMRI  data,  since  any  ﬁltering  or  voxel-based
processing  may  disrupt  information  that  can  be useful  to ICA.
New  method:  We  enable  ICA of  the full  complex-valued  fMRI  data  by utilizing  phase  information  of  esti-
mated  spatial  maps  (SMs).  The  SM  phases  are  ﬁrst adjusted  to properly  represent  spatial  phase  changes  of
all  voxels  based  on  estimated  time  courses  (TCs),  and  then  these  are  used  to segment  the voxels  into  BOLD-
related  and  unwanted  voxels  based  on a criterion  of TC  real-part  power  maximization.  Single-subject  and
group  phase  masks  are  ﬁnally  constructed  to remove  the unwanted  voxels  from  the individual  and  group
SM  estimates.
Results:  Our  method  efﬁciently  estimated  not  only  the  task-related  component  but also  the  non-task-
related  component  DMN.
Comparison  with  existing  method(s):  Our method  extracted  139–331%  more  contiguous  and  reasonable
activations  than  magnitude-only  infomax  for the task-related  component  and  DMN  at  |Z|  >  2.5,  and
detected  more  BOLD-related  voxels,  but eliminated  more  unwanted  voxels  than  ICA  of  complex-valued
fMRI  data  with  pre-ICA  de-noising.  Our  TC-based  phase  de-ambiguity  exhibited  higher  accuracy  and
robustness  than  the  SM-based  method.
Conclusions:  The  TC-based  phase  de-ambiguity  is  essential  to prepare  the SM  phases.  The  SM  phases
provide  a  new  post-ICA  index  for reliably  identifying  and  suppressing  the  unwanted  voxels.
© 2015  The  Authors.  Published  by  Elsevier  B.V.  This  is  an  open  access  article  under the  CC  BY-NC-ND∗ Corresponding author. Tel.: +86 411 84706697; fax: +86 411 84706697.
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. Introduction
Independent component analysis (ICA) has been widely used
o extract spatial maps (SMs) and time courses (TCs) from func-
ional magnetic resonance imaging (fMRI) data (McKeown et al.,
998; Calhoun and Adali, 2006a, 2012; Vigario and Oja, 2008).
he vast majority of ICA focused only on the magnitude data of
MRI (i.e., magnitude-only analysis), though fMRI data are initially
cquired as complex-valued image pairs. The primary cause is
hat the phase data of fMRI are ambiguous and noisy. However,
 number of previous studies have shown that the phase data con-
ain useful and unique information for better understanding brain
unction, including blood oxygenation during functional activation
Hoogenraad et al., 1998; Arja et al., 2010), the effect of macro
nd micro vessels (Menon, 2002; Tomasi and Caparelli, 2007),
he orientation of large blood vessels (Klassen and Menon, 2005),
nd identiﬁcation of different tissue types (Rauscher et al., 2005).
s such, the complex-valued fMRI data are gradually explored
ia ﬂexible data-driven approaches, such as ICA (Calhoun et al.,
002; Rodriguez et al., 2009, 2010, 2011, 2012; Li et al., 2011) or
odel-based approaches (Lai and Glover, 1997; Nan and Nowak,
999; Rowe, 2005; Rowe and Logan, 2004, 2005). In this study, we
ocused on the ICA approach and blood oxygenation-level depend-
nt (BOLD) fMRI data (Ogawa et al., 1990; Bandettini et al., 1992;
havsar et al., 2014).
Calhoun et al. (2002) presented the ﬁrst application of ICA
f complex-valued fMRI data, which demonstrated an increased
bility to isolate task-related functional changes, and an average
f 12–23% more contiguous activated voxels were detected than
agnitude-only ICA at a threshold of Z-score > 2.5. Note that the
nalysis was restricted to a portion (the posterior half) of the brain
ue to the noisy nature of whole-brain data. The efforts of follow-up
esearch were mainly directed toward development of complex-
alued ICA algorithms for estimating the TC and SM components
fﬁciently (Adali et al., 2004; Calhoun et al., 2004; Calhoun and
dali, 2006b; Adali and Calhoun, 2007; Novey and Adali, 2008;
dali et al., 2008; Li and Adali, 2008; Chen and Lin, 2008) and
rder selection for complex-valued fMRI data (Wang et al., 2008).
ecently, a quality map  phase de-noising (QMPD) method enabling
hole-brain analysis was proposed (Rodriguez et al., 2009, 2010,
011, 2012). In this method, the noisy regions in the complex-
alued fMRI data were ﬁrst identiﬁed by exploiting the observed
hase image and then eliminated before performing individual and
roup studies using newly developed complex-valued ICA algo-
ithms such as the entropy bound minimization (EBM) algorithm
Li and Adali, 2010; Li et al., 2011). As a result, better sensitiv-
ty and speciﬁcity than magnitude-only methods were achieved
hen identifying voxels in an estimated task-related independent
omponent (IC) (Rodriguez et al., 2011, 2012; Li et al., 2011).
Instead of removing some speciﬁc voxels in the brain prior
o doing ICA, it may  be more optimal to perform ICA on the
ull complex-valued fMRI data, as any ﬁltering or voxel-based
rocessing may  disrupt information useful to ICA. However, the
iggest challenge is that, since we do not perform pre-ICA de-
oising of the data, there will be a large number of unwanted voxels
ith high amplitudes in the SM estimates. As such, we  sought to
tilize the phase information to perform post-ICA identiﬁcation and
uppression of the unwanted voxels. This is indeed supported by
revious studies using phase information of the observed voxels
o identify and suppress unwanted macrovascular contributions
Menon, 2002; Klassen and Menon, 2005; Tomasi and Caparelli,
007; Nencka and Rowe, 2007).Our method for utilizing the SM phase consists of three
arts: phase de-ambiguity, phase positioning, and phase mask-
ng. Because the SM phase initially suffers from the inherent phase
mbiguity of complex-valued ICA, we ﬁrst presented an accuratece Methods 249 (2015) 75–91
and robust TC-based phase de-ambiguity method to adjust the SM
phase for correctly representing the spatial phase changes of all
voxels under severe noise conditions. We  then introduced the con-
cept of phase positioning to segment the voxels of the SM estimates
into BOLD-related versus unwanted voxels, and we  deﬁned the
phase range of the BOLD-related voxels based on maximization of
TC real-part power. Next, we  constructed single-subject and group
phase masks and provided phase masking algorithms to remove
the unwanted voxels from the SM estimates. Finally, we  tested the
efﬁcacy of our method in individual and group fMRI studies.
2. Methods
2.1. Actual fMRI data
The fMRI dataset used in this study was  the same as that used
in Rodriguez et al. (2012) and Li et al. (2011). The data were
obtained from 16 subjects performing a ﬁnger-tapping motor task
while receiving auditory instructions. The paradigm had a block
design with alternating periods of 30 s on (ﬁnger tapping) and
30 s off (rest). The experiments were performed on a 3T Siemens
TIM Trio system with a 12-channel radio frequency (RF) coil.
The fMRI experiment used a standard Siemens gradient-echo EPI
sequence modiﬁed to store real and imaginary data separately.
The following parameters were used: ﬁeld-of-view = 24 cm,  slice
thickness = 3.5 mm,  slice gap = 1 mm,  number of slices = 32, matrix
size = 64 × 64, TE = 29 ms,  TR = 2 s, ﬂip angle = 70 degrees. Prepro-
cessing of the data was  performed using the SPM software package.
Magnitude data were coregistered to compensate for movements in
the fMRI time series images. Images were then spatially normalized
into the standard Montreal Neurological Institute space. Following
spatial normalization, the data (real and imaginary images) were
slightly sub-sampled, resulting in 53 × 63 × 46 voxel. Motion cor-
rection and spatial normalization parameters were computed from
the magnitude data and then applied to the phase data. Then, the
real and imaginary images were both spatially smoothed with a
10 × 10 × 10 mm3 full width at half-maximum Gaussian kernel.
We were interested in the task-related component and the
default mode network (DMN), and we utilized their magnitude-
only SM priors to assess the quality of the SM estimates. Considering
that GLM (Friston et al., 1995) is a widely used model-based method
(directly using the paradigm of the fMRI data), the task-related
magnitude mask (named GLM mask), Fig. 11(e), was  calculated by
performing a one sample t-test on the single-subject GLM results
(p < 0.05). For the DMN  magnitude mask, we  utilized the DMN  com-
ponent from Smith et al. (2009) showing close correspondence
between the independent analyses of resting and activation brain
dynamics, as seen in Fig. 12(e).
2.2. Phase de-ambiguity based on TC estimates
Assuming there are N observed signals X = [x1, . . ., xN]T ∈
CN×L , which are the linear instantaneous mixtures of N unknown
complex-valued source signals S = [s1, . . .,  sN]T ∈ CN×L via an
unknown mixing matrix A = [a1, . . ., aN] ∈ CN×N , the mixing model
of complex-valued ICA is X = AS.  By ﬁnding an unmixing matrix
W ∈ CN×N , complex-valued ICA estimates the source signals as Sˆ =
WX  = WAS  = PDS and the mixing matrix as Aˆ = W−1 = A(PD)−1,
where P ∈ RN×N is a real permutation matrix that causes per-
mutation ambiguity, D = diag(d1e−j1 , . . .,  dNe−jN ) ∈ CN×N is a
complex-valued diagonal scaling matrix that causes scaling ambi-
guity, and d , . . .,  d and  , . . .,   are indeterminate scales and1 N 1 N
angles. Ignoring the permutation ambiguity (Rodriguez et al., 2012),
we have:
X = AˆSˆ = (AD−1)(DS) (1)
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Table  1
Comparison of some speciﬁc DOI values (min, max, mean, task-related, and default
mode) for 49 components of TCs and SMs  estimated by the EBM algorithm from a
single-subject fMRI data.
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Fig. 1. Comparison of DOI values of TCs and SMs  estimated by the EBM algorithm
from a single-subject and 16 subjects of fMRI data. (a) DOI values of 49 components
et al., 2012), which are then used to rotate aˆ1∗ , . . ., aˆ
P
∗ to the direction
of the real part of the complex domain and rotate sˆ1∗ , . . ., sˆ
P
∗ to locate
the BOLD-related voxels to the positive side of the real part of the
Table 2
Mean and standard deviation (SD) of DOI values of task-related and default mode
components from 16 subjects.
Task-related Default modeTC 0.2295 0.9970 0.8347 0.9216 0.8921
SM  0.1714 0.8379 0.5634 0.3668 0.3072
Assuming d1, . . .,  dN is normalized via W normalization (usually
ncluded in the ICA algorithm), we obtain:
ˆ
 =
[
aˆ1, . . ., aˆN
]
= [a1ej1 , . . .,  aNejN ] (2)
ˆ=
[
sˆ1, . . ., sˆN
]T = [e−j1s1, . . .,  e−jN sN]T (3)
The TC information is contained in a1, . . .,  aN , the source SMs
re s1, . . .,  sN , and multiplying a complex-valued signal by ej
r e−j rotates the complex-valued signal by an angle of  in a
ounter-clockwise direction or a clockwise direction. As such, the
stimated TCs and SMs  include phase ambiguity in that aˆ1, . . ., aˆN
nd sˆ1, . . ., sˆN are rotated by indeterminate angles 1, . . ., N .
The angles 1, . . .,  N are directly related to the orientation of
he probability density function (pdf, denoting the joint density
f the real part and the imaginary part of a complex-valued sig-
al) of aˆ1, . . ., aˆN or sˆ1, . . ., sˆN . The phase de-ambiguity method
rst estimates 1, . . .,  N for aˆ1, . . ., aˆN or sˆ1, . . ., sˆN , and then this
otates aˆ1, . . ., aˆN (multiplying by e−j1 , . . .,  e−jN , see Eq. (A.4)) to
ave an identical pdf orientation or rotates sˆ1, . . ., sˆN (multiplying
y ej1 , . . .,  ejN , see Eq. (A.5)) to locate the voxels of interest (e.g.,
he BOLD-related voxels for our method) in the same direction;
hus, 1, . . .,  N can also be called rotation angles. Rodriguez et al.
2010, 2012) proposed a SM-based phase de-ambiguity method.
he rotation angle i, i = 1, . . .,  N, of an estimated SM sˆi was ﬁrst
etermined by maximizing the power of sˆi real part; sˆi was  then
otated to align most of the high-amplitude voxels (i.e., the vox-
ls of interest) to the positive side of the real part of the complex
omain (Rodriguez et al., 2012). Note the SM-based method works
ell when used together with a pre-ICA de-noising approach such
s QMPD (Rodriguez et al., 2009), but tends to degrade due to a
arge number of high-amplitude unwanted voxels when doing ICA
f the full complex-valued fMRI data.
Our proposed method relies on the SM phases to distinguish
etween the BOLD-related voxels and the unwanted voxels; hence,
n accurate and robust phase de-ambiguity method is needed.
ince we emphasize the BOLD-related voxels instead of the high-
mplitude voxels, and the TC component represents the temporal
esponse of BOLD-related voxels, we seek to use the TC estimates
o do phase de-ambiguity. Furthermore, compared with an SM
stimate, a TC estimate usually has much higher degrees of non-
ircularity, and exhibits a much more pronounced pdf orientation;
hus, its rotation angle can be determined with less difﬁculty and
igher reliability under severe noise conditions. The degree of
mpropriety (DOI) provides a quantitative measurement of non-
ircularity: DOI = 1 indicates the maximally non-circular case and
OI = 0 the circular case (Schreier, 2008; Schreier and Scharf, 2010;
ang et al., 2011). We  presented DOI values of TCs and SMs  esti-
ated by the EBM algorithm from a single-subject and 16 subjects
f fMRI data in Fig. 1. Observing Fig. 1(a) displaying DOIs of 49
omponents from a single-subject, we saw that most of the TC
stimates had larger DOIs than the SM estimates. When examin-
ng some speciﬁc DOI values – e.g., minimum, maximum, mean,
ask-related component, and DMN  – as presented in Table 1, we
lso found that the DOI values of the TC estimates were all higher
han those of the SM estimates. Among them, for the task-related
omponent and DMN, their TC estimates had much higher DOI val-
es than their SM estimates; similar results were obtained for 16from a single-subject. (b) DOI values of task-related component (left) and DMN
(right) from 16 subjects. Note DOI = 1 indicates the maximally non-circular case and
DOI = 0 the circular case.
subjects. Fig. 1(b) shows the DOI values of the task-related com-
ponent (left) and DMN  (right) from 16 subjects. We found that the
mean DOI difference between TC and SM was much larger than the
standard deviation (see Table 2). We  also performed a paired t-test
between the DOIs of TCs and SMs  of 16 subjects for the task-related
component and DMN; the t-values were 12.58 (p < 10−8) and 16.73
(p < 10−10), respectively, indicating that the DOI difference between
TC and SM is statistically signiﬁcant.
It should be noted that phase de-ambiguity suffers from sign
ambiguity; more precisely, there may exist 180-degree rotation
error when aligning the pdf orientations of the TC estimates or the
SM estimates. In order to reliably solve this problem, we propose
to utilize prior information about TC or SM.  Regarding TC prior, the
stimuli for task fMRI can be processed to create a model TC (say
amodel) by convolving the task paradigm with the SPM canonical
hemodynamic response function. Regarding SM prior, some spa-
tial networks consistently found in task or resting-state fMRI data
– including DMN  (e.g., the Smith DMN  shown in Fig. 12(e)), visual
network, and auditory network (Damoiseaux et al., 2006; De Luca
et al., 2006; Smith et al., 2009; Laird et al., 2011; Lin et al., 2010) –
provide useful SM references (say sref). With amodel or sref, a corre-
lation computation is enough to eliminate the 180-degree rotation
error (see step 5 in Algorithm 1, Appendix).
For simplicity, we denote a TC estimate or an SM estimate with
prior as aˆ-∗ or sˆ-∗. Given P subjects of TC estimates aˆ
1
∗ , . . ., aˆ
P
∗ , our TC-
based phase de-ambiguity method determines the rotation angles
1∗ , . . .,  P∗ of aˆ
1
∗ , . . ., aˆ
P
∗ by using a PCA-based scheme (RodriguezMean SD Mean SD
TC 0.8656 0.0598 0.8602 0.0652
SM  0.2883 0.1587 0.2187 0.1158
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omplex domain. More precisely, the rotation angle p∗ , p = 1, . . ., P,
as obtained by maximizing the power of the real part of aˆ1∗ , . . ., aˆ
P
∗
s follows:
p
∗ = arg max
p∗
T∑
t=1
(
Re
{
aˆp∗,te
−jp∗
})2
, p = 1, . . .,  P (4)
here ‘Re’  refers to the real part, t denotes a time point of the
riginally acquired fMRI data and T is the total number of time
oints. Detailed realization of the TC-based phase de-ambiguity is
ummarized in Algorithm 1 (see Appendix).
.3. Phase positioning
In this section, we ﬁrst present the concept of phase position-
ng for segmenting the SM voxels into the BOLD-related and the
nwanted voxels, and then we deﬁne the phase range of the BOLD-
elated voxels based on the TC real-part power maximization.
here are three types of task fMRI: block-design, event-related,
nd natural stimulation (Cong et al., 2013; Puoliväli et al., 2013;
lipaavalniemi et al., 2009; Malinen et al., 2007). We  focused on
he block-design task fMRI with a ﬁnger-tapping motor task.
.3.1. Concept of phase positioning
Let sˆi,phase denote the phase image of the SM estimate sˆi, i =
, . . .,  N, sˆi,phase(l) denote the phase value of voxel l, l is the voxel
ndex, l = 1, . . .,  L, and L is the total number of the brain vox-
ls obtained by ﬂattening the volume image data. The range of
ˆi,phase(l) is [−,] (without wrapping).
Phase positioning classiﬁes the whole voxels of sˆi into two cate-
ories according to their phase values, the BOLD-related voxels and
he unwanted voxels (caused probably by large vessels, physiologic
oise and motion). More precisely, a speciﬁc phase range ϕ0 ± ϕ
orresponds to the BOLD-related voxels, whereas the other phase
alues outside the range ϕ0 ± ϕ  correspond to the unwanted vox-
ls:oxel(l) =
{
BOLD-related, if sˆi,phase(l) ∈ ϕ0 ± ϕ
unwanted, otherwise
(5)-based phase de-ambiguity. (a) TC real part and TC imaginary part. (b) TC magnitude
0.5) and SM phase (in radians).
where voxel(l) denotes the voxel of index l in sˆi; ϕ0 is the baseline
phase of the BOLD-related voxels from which the phase changes are
deﬁned; ϕ  denotes the phase changes. The proposed phase de-
ambiguity method alters the BOLD-related voxels to the positive
side of the real part of the complex domain, which we thus deﬁne
as ϕ0 = 0.
2.3.2. Phase changes of the BOLD-related voxels
Here we  deﬁne the phase changes ϕ  in Eq. (5). As mentioned
above, when our TC-based phase de-ambiguity is ﬁnished, the
BOLD-related voxels are concentrated on the positive side of the
real part of the complex domain. Ideally, there should be no BOLD-
related voxels along the imaginary part of the complex domain.
Therefore, it is reasonable to utilize a phase boundary between the
positive side of the SM real part and the SM imaginary part to deﬁne
ϕ. Given ϕ0 = 0, we deﬁne this phase boundary as /4 and –/4;
hence, ϕ = /4 and the phase range of the BOLD-related voxels
is within [−/4,/4]. Correspondingly, the SM phase is deﬁned to
have phase ambiguity if the phase values of the BOLD-related voxels
are outside of the range [−/4,/4].
Note that this deﬁnition is completely consistent with our
experimental results of phase de-ambiguity. Fig. 2 shows an exam-
ple of the task-related TC and SM of a single subject estimated by
the EBM algorithm after the phase de-ambiguity. The magnitude
and phase of TC shown in Fig. 2(b) demonstrated the correctness
of the TC estimate, as they were closely correlated with the model
TC (−0.7755 vs. −0.6530). When examining the TC real part and TC
imaginary part shown in Fig. 2(a), we found that the TC real part
explicitly exhibited task-related time response (correlation with
amodel was  0.7717), while the TC imaginary part looked like random
noise (little task-related time response, correlation with amodel
was −0.1101). This veriﬁes the fact that the TC real part power is
maximized, whereas the TC imaginary part power is minimized.
As a result, the number of the BOLD-related voxels should be
maximized along the positive side of the real part of the complex
domain but minimized along the imaginary part. This was  indeed
illustrated by Fig. 2(c): there were a very few overlapping voxels
within the motor-related area between the positive activations
of the SM real part and the activations of the SM imaginary part.
Therefore, /4 and –/4 are proper boundaries for distinguishing
M.-C. Yu et al. / Journal of Neuroscience Methods 249 (2015) 75–91 79
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M  phase image (in radians).
etween the BOLD-related voxels and the unwanted voxels. In
ddition, observing the magnitude and phase images shown in
ig. 2(d), the motor cortex was included in regions with smaller
hase values (shown in black, in agreement with [−/4,/4]). This
eriﬁes the correctness of the phase changes ϕ  = /4 deﬁned
or the BOLD-related voxels.
We  also found from Fig. 2(d) that the phase values outside of
he range [−/4,/4] (i.e., with larger phase values) corresponded
o either the voxels located at the edges of the brain or no signiﬁ-
ant magnitude response. This is indeed consistent with previous
ndings that the edge voxels were contributions from macrovas-
ular, physiologic noise and motion with larger observed phase
hanges (Menon, 2002; Zhao et al., 2007; Tomasi and Caparelli,
007; Hagberg et al., 2008), since the SM phase values indeed rep-
esent the relative phase changes of voxels over space with respect
o the baseline phase ϕ0 = 0.
Among the full phase range of [−,], the desired BOLD-related
oxels possess relatively smaller phase changes within [−/4,/4],
hich account for 25% of the full phase changes (in practice about
0–70% unwanted voxels were removed from the SM estimate;
efer to Section 3). This is also comparable to previous discus-
ion about the observed voxel phases: the desired microvascular
esponse exhibited relatively smaller phase changes over time
Menon, 2002; Tomasi and Caparelli, 2007; Zhao et al., 2007), and
he desired range of phase changes accounts for about 25–34% of
he full phase changes (Tomasi and Caparelli, 2007; Menon, 2002).
.4. Phase masking
Based on Eq. (5) of the phase positioning, the BOLD-related vox-
ls can be identiﬁed and extracted from the SM estimate (after
hase de-ambiguity) by a phase mask representing the speciﬁc
hase range ϕ0 ± ϕ; in the meantime, the unwanted voxels are
liminated. In this section, we ﬁrst present the algorithms for con-
tructing single-subject and group masks and then provide the
lgorithms of phase masking.y. (a) TC magnitude. (b) TC phase (in radians). (c) SM magnitude image (Z > 0.5). (d)
2.4.1. Construction of single-subject and group phase masks
Let BM1p denote a single-subject mask for subject p, p = 1, . . .,  P,
and BM2  a group mask. The two mask construction algorithms are
included in Algorithms 2 and 3 (see Appendix).
2.4.2. Phase masking for single-subject and group fMRI analyses
Based on the single-subject phase mask BM1p and the group
phase mask BM2, the phase masking can be readily performed
by multiplying the SM estimate by BM1p in single-subject fMRI
analysis or by multiplying the group SM estimate by BM2 in the
group fMRI analysis. Algorithms 4 and 5 (see Appendix) comprise
detailed implementation for utilizing the SM phase via the phase
de-ambiguity, positioning and masking. Note that a thresholding
step is needed at the end of phase masking to remove insigniﬁcant
voxels with relatively smaller magnitudes (e.g., Z ≤ 0.5) in the SM
estimate.
3. Results
To evaluate the efﬁcacy of the proposed method, we  carried
out ICA of the actual complex-valued fMRI data with the following
parameters: the total number of the time points T = 165, the total
number of the brain voxels L ≈ 60,000 (different between subjects),
and the subject number P = 16. Based on the order selection results
using minimum description length (MDL) criterion (Li et al., 2007;
Wang et al., 2008), we used 49 as the number of ICs for the individ-
ual and group fMRI (i.e., the IC number N = 49). This order is higher
than that used by Rodriguez et al. (2012) and Li et al. (2011) since no
pre-ICA de-noising was performed. In addition, we employed the
EBM algorithm to perform spatial ICA, as it makes fewer assump-
tions about the shape of the source distribution. Since the EBM
algorithm included standard ICA pre-whitening for the mixed sig-
nals and standard normalization of the unmixing matrix (Li and
Adali, 2010), the SM estimates are of zero-mean and unit-variance,
and the SM magnitude values are Z-values.
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Fig. 4. Scatter plots of the estimated task-related TC and SM of a single subject. (a) TC before (blue) and after (red) phase de-ambiguity. (b) SM before phase de-ambiguity.
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he  activated voxels of primary motor area were rotated to the positive side of the
gure  legend, the reader is referred to the web  version of this article.)
.1. Single-subject analysis
The task-related component was selected as an example to
valuate how our method was applied to the single-subject fMRI
nalysis according to Algorithm 4. The task-related component was
xtracted based on the largest temporal correlation of the magni-
ude IC timecourse with the model TC (i.e., amodel). Fig. 3 shows
agnitudes and phases of the task-related TC and SM estimates.
ased on the temporal prior amodel and the spatial prior shown
n Fig. 11(e), the TC magnitude and phase displayed in Fig. 3(a)
nd (b) and the SM magnitude illustrated in Fig. 3(c) were cor-
ect. However, the SM magnitude seen in Fig. 3(c) included many
ig. 5. Results of single-subject analysis for the task-related SM.  (a) SM phase image afte
asking with an overlay delineating the phase range [−/4,/4]. (c) Phase mask (white =
eferences to color in this ﬁgure legend, the reader is referred to the web version of this aide of the imaginary part with larger phase values. (c) SM after phase de-ambiguity.
art with smaller phase values. (For interpretation of the references to color in this
unwanted high-amplitude edge voxels that were not clustered or
within motor regions. Meanwhile, as seen in the phase image dis-
played in Fig. 3(d), the task-related (i.e., BOLD-related) activations
had larger phase values (in bright colors such as red and outside of
[−/4,/4]) and thus the SM estimate exhibited phase ambiguity.
We ﬁrst corrected the phase ambiguity of the SM estimate using
Algorithm 1 and then suppressed the unwanted voxels in the SM
estimate using the phase masking, as described by steps 4–8 in
Algorithm 4.
Fig. 4 demonstrates the scatter plots of the task-related TC and
SM estimates both before and after the phase de-ambiguity. We
saw from Fig. 4(a) that, after the phase de-ambiguity using Eqs. (A.4)
r phase de-ambiguity (in radians). (b) SM magnitude image (Z > 0.5) before phase
 1). (d) SM magnitude image after phase masking (Z > 0.5). (For interpretation of the
rticle.)
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iig. 6. Scatter plots of the estimated task-related TCs and SMs  of 16 subjects. (a) 
e-ambiguity. (d) SMs  after phase de-ambiguity.
nd (A.6), the pdf orientation of the original TC estimate (blue) was
ligned to the direction of the real part of the complex domain (red),
ndicating that the TC real-part power was maximized according
o Eq. (4). By using Eqs. (A.5) and (A.6), the BOLD-related voxels in
he SM estimate were rotated to the positive side of the real part
f the complex domain with smaller phase values, as observed in
ig. 4(b) and (c). We  speciﬁcally took the activated voxels located
ithin primary motor area (in green) as an example to show the
ffect of phase de-ambiguity. The primary motor area was gen-
rated by WFU  PICKAtlas (http://fmri.wfubmc.edu/cms/software)
ith Brodmann area 4, and the activated voxels were counted if
heir amplitude was above the threshold Z > 2.5. These task-related
oxels were concentrated on the positive side of the imaginary part
ith larger phase values (outside of [−/4,/4]) before the phase
e-ambiguity, as seen in Fig. 4(b), but were rotated to the positive
ide of the real part with smaller phase values (within [−/4,/4])
fter the phase de-ambiguity seen in Fig. 4(c). Our method thus pro-
ides an approach for performing the TC-based phase de-ambiguity
ncluding the phase positioning and the phase masking.
Fig. 5 displays the results of single-subject analysis. Observing
he SM phase image after the phase de-ambiguity shown in Fig. 5(a)
nd the SM magnitude image before the phase masking with an
verlay delineating the regions of phase range [−/4,/4] shown
n Fig. 5(b), we found that the task-related activated voxels werefore phase de-ambiguity. (b) TCs after phase de-ambiguity. (c) SMs  before phase
contained in the phase range [−/4,/4] (in black), whereas the
other unwanted voxels were mostly located at the edges of the
brain and with larger phase values (in bright colors such as red and
blue). As mentioned earlier, these unwanted voxels were probably
caused by large vessels, physiologic noise and motion factors. We
ﬁrst generated a single-subject phase mask using Algorithm 2, as
shown in Fig. 5(c), and then performed the phase masking (refer
to Algorithm 4) on the SM estimate. Fig. 5(d) includes the result-
ing SM magnitude image, where the unwanted voxels were largely
eliminated, and the task-related voxels were effectively extracted
(see original SM estimate displayed in Figs. 5(b) and 3(c)). In addi-
tion, the correlation of the resulting SM magnitude with the GLM
mask (see Fig. 11(e)) was much higher than that of the original SM
magnitude (0.5673 vs. 0.1471). These results suggest our approach
improves the quality of single-subject fMRI analysis.
3.2. Group analysis—Task-related component
We performed group fMRI analysis according to Algorithm 5.
The group TC and SM estimates were speciﬁcally computed by aver-
aging the TC estimates and SM estimates over 16 subjects. For ICA
of real-valued magnitude-only fMRI data, the group components
beneﬁt from averaging across subjects (less apparent randomness
in the images). However, for ICA of complex-valued fMRI data, two
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rig. 7. The estimated task-related group TC and SM of 16 subjects before phase de
mage of group SM (Z > 0.5). (d) Phase image of group SM (in radians).
omponents with similar magnitudes but different phases will be
dded destructively, and the group TC and SM components may
ecome incorrect when the single-subject TC and SM estimates
nclude phase ambiguity.
To verify this, we ﬁrst show the effect of phase de-ambiguity
1 16n the task-related TC estimates (aˆ∗ , . . ., aˆ∗ ) and SM estimates
sˆ1∗ , . . ., sˆ
16
∗ ) of 16 subjects. Fig. 6 displays the scatter plots
f aˆ1∗ , . . ., aˆ
16
∗ and sˆ
1
∗ , . . ., sˆ
16
∗ both before and after phase de-
mbiguity. We saw from Fig. 6(a) and (c) that before the phase
ig. 8. The estimated task-related group TC and SM of 16 subjects after phase de-ambigu
adians). (c) Magnitude image of group SM (Z > 0.5) with an overlay delineating the phaseguity. (a) Magnitude of group TC. (b) Phase of group TC (in radians). (c) Magnitude
de-ambiguity the 16 subjects of TC and SM estimates exhibited var-
ious pdf orientation, indicating that both aˆ1∗ , . . ., aˆ
16
∗ and sˆ
1
∗ , . . ., sˆ
16
∗
included phase ambiguity. As a result, the average of these noncir-
cular signals (i.e., the group component) was  likely to degrade into a
circular signal. Fig. 7 shows magnitudes and phases of the group TC
and SM estimates before the phase de-ambiguity. Comparing Figs.
7(a) with 3(a), we observed that the group TC magnitude exhib-
ited degraded task-related response (lower correlation with the
model TC) when compared to the individual magnitude (−0.6550
ity (without phase masking). (a) Magnitude of group TC. (b) Phase of group TC (in
 range [−/4,/4]. (d) Phase image of group SM (in radians).
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Fig. 9. Results of group analysis for the task-related SM.  (a) Phase mask (white = 1). (b) Magnitude image after phase masking (Z > 0.5).
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0s. 0.7755). The worst case is shown in Fig. 7(c), where the group SM
agnitude was entirely incorrect (correlation with the GLM mask
as 0.1569) and became nearly a circular signal (DOI = 0.0065). As
xpected, the BOLD-related voxels had larger (negative and posi-
ive) phase values outside of the range [−/4,/4] seen in Fig. 7(d).
hus, the phase de-ambiguity is especially necessary for group anal-
sis.
After performing the phase de-ambiguity for aˆ1∗ , . . ., aˆ
16
∗ and
1
∗ , . . ., sˆ
16
∗ , aˆ
1
∗ , . . ., aˆ
16
∗ were aligned to a consistent direction of the
eal part of the complex domain as seen in Fig. 6(b), and sˆ1∗ , . . ., sˆ
16
∗
ere rotated to the positions where the BOLD-related voxels were
oncentrated on the positive side of the real part of the complex
omain as seen in Fig. 6(d). At this stage, the group components
an beneﬁt from averaging over these individual components. Fig. 8
hows these results. The correlation coefﬁcients of the magnitude
nd phase of the group TC estimate in Fig. 8(a) and (b) with the
odel TC reached −0.9597 and 0.9076, respectively. The group SM
agnitude generally reﬂected expected changes and did not show
orruption with the high voxel magnitudes on the edges of the brain
een in Fig. 8(c), its correlation with the GLM mask was increased
o 0.4873, and its degree of non-circularity was increased three-
old (DOI = 0.0187) as compared to the individual one displayed in
ig. 7(c). The task activated voxels were contained in the phase
ange [−/4,/4], corresponding to the black regions of the group
M phase shown in Fig. 8(d).
Note that some unwanted voxels, such as the edge voxels,
ere still included in the group SM component without the phase
asking shown in Fig. 8(c). As such, it was essential to perform
he phase masking on a group level according to Algorithm 5.
e ﬁrst computed the masked SM estimate for each subject in
rder to ensure the BOLD-related voxels of each individual SM
stimate were within the speciﬁc phase range [−/4,/4]; see
tep 5 in Algorithm 5. We  then obtained an initial group SM
stimate by averaging these masked individual SMs  according to
q. (A.11). Next, we created a group phase mask from 16 single-
ubject phase masks (see step 7 of Algorithm 5). Fig. 9(a) shows
he result. Compared to the single-subject mask that removed
bout 60% of the whole voxels, the group mask eliminated almost
0% of the whole voxels; the extra 10% voxels were those that
xisted in no more than a half of all subjects. Fig. 9(b) presents
he resulting group SM after the phase masking. Its correla-
ion with the GLM mask was higher than that of the group
M without the phase masking shown in Fig. 8(c) (0.6947 vs.
.4873).3.3. Group analysis—Default mode component
We also selected DMN  for analysis in an effort to show that our
method will work for non-task-related components (and this is also
applicable to resting-state fMRI data). Due to space limitations, we
have only presented results of group analysis. We  used the Smith
DMN  mask seen in Fig. 12(e) as the SM prior (i.e., sref) to select DMN
based on the largest spatial correlation with the SM of magnitude
IC and correct the sign ambiguity in the phase de-ambiguity. Fig. 10
shows similar results with the task-related component: the DMN
magnitude image did not look as expected prior to the phase de-
ambiguity, but did include DMN-related activations (Smith et al.,
2009) after the phase de-ambiguity (without the phase masking)
as seen in Fig. 10(a) and (c) (correlations with the Smith DMN  were
0.2850 and 0.5642). The phase values of the BOLD-related voxels fell
within the range [−/4,/4] after the phase de-ambiguity, which
is seen in Fig. 10(b) and (d). After performing the phase masking
with the group mask shown in Fig. 10(e) to eliminate the unwanted
voxels (and the voxels existed in no more than eight subjects),
the group SM estimate was  obtained with increased correlation
(0.6755) with the Smith DMN  as seen in Fig. 10(f).
3.4. Comparison with magnitude-only ICA
In order to show the usefulness of the proposed method, we
next compared our approach with widely used and accepted ICA of
magnitude-only fMRI data for single subject and group fMRI anal-
yses. More precisely, we carried out single-subject analysis using
the GIFT software (http://icatb.sourceforge.net/) for each of the 16
subjects and then obtained group components by averaging across
subjects. The infomax algorithm (the GIFT default) was used to do
real-valued ICA with default parameters. The ICs number N = 49
was also used for consistency with the above complex-valued fMRI
analysis. Note that the ICs number estimated with the MDL  crite-
rion was  42 for the magnitude-only fMRI data of the single-subject
analyzed in Section 3.1, and the separation results for the task-
related component and DMN  were similar by using N = 42 and
N = 49.
In addition, we compared our task-related and DMN  group
masks with the magnitude-only GLM mask and Smith DMN  mask
seen in Figs. 11(e) and 12(e) to show the essence of the unwanted
voxels. Figs. 11 and 12 show the results of the task-related compo-
nent and DMN, and Tables 3 and 4 include quantitative comparison
with infomax in terms of the numbers of total voxels, voxels
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Fig. 10. Results of group analysis for SM of DMN. (a) Magnitude image before phase de-ambiguity (Z > 0.5). (b) Phase image before phase de-ambiguity (in radians). (c)
Magnitude image after phase de-ambiguity (Z > 0.5, without phase masking) with an overlay delineating the phase range [−/4,/4]. (d) Phase image after phase de-ambiguity
(in  radians). (e) Phase mask (white = 1). (f) Magnitude image after phase masking (Z > 0.5).
Table 3
Comparison of the proposed method with magnitude-only infomax for estimating
the single-subject and group task-related SMs in terms of the numbers of total vox-
els, voxels within and outside the GLM mask, and the correlation coefﬁcients with
the GLM mask.
Single-subject SM Group SM
Proposed Infomax Proposed Infomax
Total voxels 3076 1288 2313 2958
Voxels within mask 1730 976 1779 1931
Voxels outside mask 1346 312 534 1027
Table 4
Comparison of the proposed method with magnitude-only infomax for estimating
the single-subject and group DMN  SMs  in terms of the numbers of total voxels,
voxels within and outside the Smith DMN  mask, and the correlation coefﬁcients
with the Smith DMN  mask.
Single-subject SM Group SM
Proposed Infomax Proposed Infomax
Total voxels 6731 1563 4216 3621
Voxels within mask 3107 1263 2794 3029
Voxels outside mask 3624 300 1422 592Correlation with mask 0.5673 0.4666 0.6947 0.5563 Correlation with mask 0.5328 0.5481 0.6755 0.7533
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Fig. 11. Comparison of our proposed method (Z > 0.5) with magnitude-only infomax (|Z| > 2.5) for the task-related SM estimates. (a) Single-subject SM of our method (i.e.,
Fig. 5(d)). (b) Group SM of our method (i.e., Fig. 9(b)). (c) Single-subject SM of infomax. (d) Group SM of infomax. (e) GLM mask. (f) Removed voxels (white) from the GLM
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ithin and outside the magnitude-only mask, and the correlation
oefﬁcients with the magnitude-only mask.
Observing the single-subject task-related SM estimate of the
roposed method shown in Fig. 11(a) and of infomax (|Z| > 2.5)
hown in Fig. 11(c), we  noticed that they were all similar to the
LM mask (|Z| > 2.5) and the correlation coefﬁcients with the GLM
ask were 0.5673 and 0.4666 (see Table 3), respectively. However,
eferring to Table 3, the proposed method totally detected 139%
ore contiguous activated voxels than magnitude-only infomax3076 vs. 1288) – not only within the GLM mask (1730 vs. 976),
ut also outside the GLM mask (1346 vs. 312) but still within the
xpected motor cortical regions. For example, the proposed method
xtracted more contiguous activated voxels within supplementarymotor area (see the top two rows of Fig. 11(a)), whereas the info-
max  voxels were of lower amplitude or even missing for some slices
(see the last two slices, top row of Fig. 11(c)). When turning to the
group SM results shown in Fig. 11(b) and (d), we also observed their
similarity with the GLM mask, and the correlation coefﬁcients with
the GLM mask were increased to 0.6947 and 0.5563. Our approach
yielded a ﬁltered group component by eliminating the unwanted
voxels deﬁned as those that exhibited phases outside of [−/4,/4]
(see Fig. 11(b) and (d)). The removed voxels were primarily on the
edge of the brain likely reﬂecting the increased sensitivity of the
phase data to motion. Fig. 11(f) demonstrates the removed voxels
(white) from the GLM mask by our task-related group mask shown
in Fig. 9(a).
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Fig. 12. Comparison of our proposed method (Z > 0.5) with magnitude-only infomax (|Z| > 2.5) for the DMN SM estimates. (a) Single-subject SM of our method. (b) Group SM
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vf  our method (i.e., Fig. 10(f)). (c) Single-subject SM of infomax. (d) Group SM of in
ur  group phase mask seen in Fig. 10(e).
Second, we examined the DMN  results shown in Fig. 12 and
able 4. The proposed method demonstrated improved detection
apacity compared with magnitude-only infomax. More precisely,
he proposed method extracted 331% more activated voxels in
ingle-subject analysis than infomax (6731 vs. 1563) with 146%
nside the Smith DMN  mask (3107 vs. 1263), though the correla-
ion coefﬁcients with the Smith DMN  mask were similar (0.5328
s. 0.5481). The additional DMN  voxels (3624) detected by our
pproach compared to the Smith DMN  were still within the DMN-
elated regions, as seen in Fig. 13. Moreover, the proposed method
rovided a group SM with 16% more activated voxels than info-
ax  (4216 vs. 3621). These extra voxels were located within medial
refrontal cortex and are consistent with previous reports of DMN
egions (see Fig. 12(a) and (b)). Fig. 12(f) illustrates the removed
oxels from the Smith DMN  mask by our DMN  group mask shownx. (e) Smith DMN  mask. (f) Removed voxels (white) from the Smith DMN  mask by
in Fig. 10(e); here, we  observed that the eliminated voxels were
located at the edge of the brain.
3.5. Comparison with SM-based phase de-ambiguity method and
pre-ICA QMPD de-noising method
We  ﬁrst compared our TC-based phase de-ambiguity method
with the SM-based one (Rodriguez et al., 2010, 2012). Ideally, for
a TC estimate, the pdf orientations adjusted by the two methods
can be identical after rotating one adjusted TC by a ﬁxed angle
(i.e., difference of the two  estimated angles by the two methods).
However, because of skipping pre-ICA de-noising, the SM estimates
include many large-amplitude unwanted voxels, which could affect
the accuracy of the SM-based method. Fig. 14 shows the scatter
plots of 16 subjects of task-related TCs adjusted by our TC-based
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tig. 13. Mask showing additional DMN  voxels detected by our approach compared
o  the Smith DMN shown in Fig. 12(e).
ethod (red) and by the SM-based method (blue, with a further
otation of a ﬁxed-angle). We  saw that most of the TC estimates
f the two methods exhibited identical pdf orientations, whereas
everal TC estimates of the SM-based method illustrated departed
df orientation from the horizontal direction of the real part of
he complex domain, indicating that the real part power of these
C estimates were not maximized. Taking the results of subject
5 shown in Fig. 15 as an example, both the TC real part and TC
maginary part of the SM-based method (Fig. 15(a)) included the
ask-related response (correlation with the model TC was 0.7693 vs.
.6190); in contrast, only the TC real part of our TC-based method
Fig. 15(b)) consisted of the task-related response (see Section
.3.2). In addition, observing the bottom row of Fig. 15, there were
ore overlapping voxels within the motor-related area between
he positive activations of the SM real part and the activations of
ig. 14. Scatter plots of the task-related TCs of 16 subjects (ordered from left to right and
he  SM-based method (blue) (x-axis denotes real part and y-axis imaginary part). (For int
he  web version of this article.)ce Methods 249 (2015) 75–91 87
the SM imaginary part for the SM-based method (left) than for our
TC-based method (right).
Next, we compared our proposed method with the pre-ICA
QMPD de-noising method (Rodriguez et al., 2012). For the QMPD
method, we used a similar number of voxels and the Maha-
lanobis distance-based thresholding (Zc > 4), but with a different
ICA algorithm EBM. Fig. 16 includes both single-subject and group
task-related SMs  estimated by using QMPD and a combination of
QMPD and our proposed method. As compared with our single-
subject and group SM results displayed in Figs. 5(d) and 9(b), we
observed that the results of using the QMPD method (top row of
Fig. 16) included much more unwanted voxels such as the edge vox-
els; in the meantime, some task-related voxels within the primary
motor area located at the boundary of the brain were discarded due
to the pre-ICA de-noising. However, when combined with our pro-
posed method, the unwanted edge voxels were largely removed
and more contiguous task-related activation was  visible, as seen in
the bottom row of Fig. 16.
3.6. Effect of phase range for phase positioning
Considering that maximization of Eq. (4) may not be ideally
implemented due to lower CNR of fMRI data, we tested the effect of
selecting a different phase range. We  presented the task-related SM
magnitude images for single-subject and group analysis by using
the phase range [−/4,/4] in addition to a smaller one [−/8,/8]
and a larger one [−3/8,3/8] in Fig. 17(b), (a), and (c). It can be
readily found that using the increase ϕ, the task-related acti-
vated voxels were also increased and along with a slight increase
of the unwanted voxels; the phase range [−/4,/4] deﬁned in this
study was better in terms of retaining the BOLD-related signal and
removing the unwanted voxels as much as possible. Note that the
magnitude threshold (we used Z > 0.5 in this study) had a simi-
lar inﬂuence on the results. Different fMRI datasets may involvethe fMRI data with higher CNR, one may  select a larger phase range
ϕ  like [−3/8,3/8], but use a smaller magnitude threshold such
as Z > 0.3 and vice versa.
 top to bottom) after phase de-ambiguity by using our TC-based method (red) and
erpretation of the references to color in this ﬁgure legend, the reader is referred to
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rig. 15. Real part and imaginary part signals of the task-related TC and SM (a slice)
he  SM-based method and (b) our TC-based method (same as those displayed in Fig
. Discussions
The fMRI phase data contain useful and unique information for
etter understanding brain function, but have been completely or
artially discarded in ICA analysis because of the unknown and
oisy nature. This study proposes to utilize the SM phase informa-
ion to do post-ICA identiﬁcation and suppression of the unwanted
oxels, the complex-valued fMRI data can thus be fully utilized in
ig. 16. Task-related SMs  estimated by using pre-ICA QMPD de-noising (top row, Zc > 4)
ow,  Z > 0.5). (a) Single-subject results. (b) Group results.bject 15 (the third one, bottom row, Fig. 14) after phase de-ambiguity by using (a)
ICA. Our phase de-ambiguity, positioning, and masking approach
represents the basic principles and essential processing strategies
of our proposed method. Experimental results on actual fMRI data
demonstrate the efﬁcacy of the proposed method in the individual
and group analyses.
Our main contributions include that we  have generated the ﬁrst
application of phase information of the SM estimates to distin-
guish the BOLD-related voxels from the unwanted voxels. When
 and by using a combination of pre-ICA QMPD and our proposed method (bottom
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2ig. 17. Single-subject (left panel) and group (right panel) task-related SM magnitud
b)  [−/4,/4]. (c) [−3/8,3/8].
oing ICA of the full complex-valued fMRI data, the original SM
stimates included a large number of high-amplitude unwanted
oxels that were mostly located at the edges of the brain and con-
idered to be contributions from macrovascular, physiologic noise
nd motion factors (Menon, 2002; Zhao et al., 2007; Tomasi and
aparelli, 2007; Hagberg et al., 2008). In this case, standard thresh-
lding using the magnitude information will fail to remove the
nwanted voxels. On the contrary, the SM phase information is
ensitive to these unwanted contributions in that the phase val-
es within the range [−/4,/4] represent the BOLD-related voxels,
hereas those outside of the range [−/4,/4] (i.e., with larger
hase values) correspond to either the unwanted voxels or no sig-
iﬁcant magnitude response. Results suggest that the SM phases
an be used as a new index for reliably identifying and suppressing
he unwanted voxels in the SM estimates.
In addition, we present a new TC-based phase de-ambiguity
hat is vital for using the SM phase. For the actual fMRI data used
n this study, the TC estimates of the ICs of interest (such as the
ask-related component and DMN) have much higher degrees of
on-circularity than the SM estimates; their more pronounced pdf
rientations can thus be determined with higher accuracy and
obustness. Along this line, maximization of the TC real-part power
s readily achieved, which then supports the deﬁnition for the phase
ange of the BOLD-related voxels. Note the TC priors or SM priors
re required by the TC-based phase de-ambiguity to correct the
ign ambiguity. In practice, these priors could be the stimuli from
ask fMRI data or the spatial networks consistently found in task
r resting-state fMRI data (Damoiseaux et al., 2006; De Luca et al.,
006; Smith et al., 2009; Laird et al., 2011; Lin et al., 2010).ges (Z > 0.5) when using different phase ranges for phase positioning. (a) [−/8,/8].
By virtue of utilizing the full complex-valued fMRI data, the pro-
posed method extracted much more contiguous and reasonable
activations (such as supplementary motor area for the task-related
component and medial prefrontal cortex for DMN) than the widely
used magnitude-only ICA. More speciﬁcally, compared to infomax
at a threshold of |Z| > 2.5, the proposed method detected 139% more
activated voxels for the task-related component and 331% more
activated voxels for DMN  in single-subject analysis, suggesting that
the proposed method is very promising in analysis of resting-state
fMRI data. Moreover, the proposed method well kept the activated
voxels that were removed by the complex-valued ICA method with
pre-ICA elimination of noisy voxels, indicating that the usage of
the full fMRI data is necessary for ICA to uncover complete brain
information.
When combined with the QMPD method that utilized
the observed voxel phase, the proposed method can further
eliminate the unwanted voxels and detect additional con-
tiguous activations. This suggests that the proposed method
can be combined with other de-noising techniques such as
ﬁltering.
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Table  A1
Acronyms and their full names.
Acronym Full name
BM Binary mask
BOLD Blood oxygenation level dependent
CNR Contrast to noise ratio
DMN  Default mode network
DOI Degree of impropriety
EBM Entropy bound minimization
GLM General linear modeling
IC  Independent component
ICA Independent component analysis
MDL  Minimum description length
PCA Principal component analysis
QMPD Quality map  phase de-noising
A
A
n
A
c
c
e
E
V
f
a
s
{
w
t
i
A
j
BSM  Spatial map
TC  Time course
ppendix A.
Table A1.
.1. Algorithm 1: Phase de-ambiguity based on a TC estimate
Step 1: Construct Ap∗ ∈ R2×T using the real part aˆp∗,re and imagi-
ary part aˆp∗,im of a TC estimate aˆ
p
∗ ∈ CT :
p
∗ =
[
aˆp∗,re, aˆ
p
∗,im
]T
(A.1)
Step 2: Calculate the covariance of Ap∗:
ov(Ap∗) =
Ap∗(A
p
∗)
T
T
(A.2)
Step 3: Perform eigenvalue decomposition of the covariance
ov(Ap∗) = VVT , where  is the eigenvalue matrix, and V is the
igenvector matrix which provides the rotation angle p∗ given in
q. (4) according to the PCA theory:
 =
[
cos(p∗ ) sin(
p
∗ )
−sin(p∗ ) cos(p∗ )
]
(A.3)
Step 4: Rotate the TC estimate aˆp∗ and the SM estimate sˆ
p
∗ as
ollows:
-ˆ
p
∗ = aˆp∗e−j
p
∗ (A.4)
-ˆ
p
∗ = ej
p
∗ sˆp∗ (A.5)
Step 5: Remove sign ambiguity of aˆ-
p
∗ and sˆ-
p
∗:
aˆ-
p
∗ = (−1) · aˆ-
p
∗
sˆ-
p
∗ = (−1) · sˆ-
p
∗
if cor(aˆ-
p
∗,re, amodel) < 0,
or cor
(
sˆ-
p
∗,re, sref
)
< 0 (A.6)
here ‘cor’ denotes the correlation coefﬁcient between two vec-
ors, sˆ-
p
∗,re is the real part of sˆ-
p
∗ , ‘−1’ rotates aˆ-
p
∗ and sˆ-
p
∗ by 180 degrees
n the complex domain.
.2. Algorithm 2: Construction of a single-subject phase mask
Step 1: Compute the phase image of the SM estimate from sub-
ect p after phase de-ambiguity, denoted as sˆ-
p
∗,phase;
Step 2: Construct a binary phase mask asM1p =
{
1, if sˆ-
p
∗,phase(l) ∈ ϕ0 ± ϕ
0, otherwise
(A.7)ce Methods 249 (2015) 75–91
A.3. Algorithm 3: Construction of a group phase mask
Step 1: Compute P subjects of phase images sˆ-
p
∗,phase, p =
1, . . .,  P, from the SM estimates sˆ-
p
∗, p = 1, . . .,  P after phase de-
ambiguity, respectively;
Step 2: Construct P single-subject phase masks, denoted as
BM1p, p = 1, . . .,  P, by using Eq. (A.7) for all of the P subjects;
Step 3: Create a new group mask to retain voxels that existed in
more than a half of the P single-subject masks:
BM2  =
⎧⎪⎨
⎪⎩
1, if
P∑
p=1
BM1p ≥ P
2
0, otherwise
(A.8)
A.4. Algorithm 4: Single-subject phase masking
Step 1: Input a single-subject fMRI data X˜ ∈ CT×L , where T is
the number of the time points, L is the number of the brain voxels
obtained by ﬂattening the volume image data.
Step 2: Perform PCA to reduce X˜ ∈ CT×L to X ∈ CN×L , where N is
the number of ICs.
Step 3: Run a complex-valued ICA algorithm such as EBM to
obtain N estimates of TCs aˆ1, . . ., aˆN and those of SMs sˆ1, . . ., sˆN .
Identify the TC and SM estimates aˆ∗ and sˆ∗ by using the prior infor-
mation such as amodel and sref.
Step 4: Correct the phase ambiguity of aˆ∗ and sˆ∗ with Algorithm
1 to obtain the corrected components aˆ- ∗ and sˆ- ∗.
Step 5: Construct single-subject phase mask BM1p using Algo-
rithm 2.
Step 6: Mask sˆ- ∗ with BM1
p to obtain
sˆ-∗∗ = sˆ-∗ · BM1
p (A.9)
Step 7: Threshold sˆ-∗∗ to remove insigniﬁcant voxels with very
small magnitudes.
Step 8: Output aˆ-∗ and sˆ-∗∗.
A.5. Algorithm 5: Group phase masking
Step 1: Input P subjects of fMRI data X˜
p ∈ CT×L , p = 1, . . .,  P.
Step 2: Perform PCA to reduce X˜
p
to Xp ∈ CN×L where N is the
number of ICs for P subjects of fMRI data.
Step 3: Run a complex-valued ICA algorithm to obtain N esti-
mates of TCs aˆp1, . . ., aˆ
p
N and those of SMs sˆ
p
1, . . ., sˆ
p
N for each subject,
respectively. Identify aˆp∗ and sˆ
p
∗ using the prior information such as
amodel and sref.
Step 4: Correct the phase ambiguity of aˆp∗ and sˆ
p
∗ with Algorithm
1 to obtain the corrected aˆ-
p
∗ and sˆ-
p
∗ .
Step 5: Construct single-subject phase mask BM1p for sˆ-
p
∗ using
Algorithm 2, and obtain the masked SM sˆ-
p
∗∗ according to Eq. (A.9)
for each subject.
Step 6: Compute the group TC and SM estimates, named aˆ-∗,ave
and sˆ-∗∗,ave, by averaging P subjects of TC and SM estimates aˆ-
p
∗ and
sˆ-
p
∗∗:
aˆ-∗,ave =
∑P
p=1aˆ-
p
∗
P
(A.10)
sˆ-∗∗,ave =
∑P
p=1sˆ-
p
∗∗
P
(A.11)
Step 7: Construct group phase mask BM2  from single-subject
phase masks BM1p, p = 1, . . .,  P, by using Eq. (A.8).Step 8: Mask sˆ-∗∗,ave with BM2  to get a new group SM estimate
sˆ-∗∗∗,ave:
sˆ-∗∗∗,ave = sˆ-∗∗,ave · BM2 (A.12)
oscien
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Step 9: Threshold sˆ-∗∗∗,ave to remove insigniﬁcant voxels with
ery small magnitudes.
Step 10: Output aˆ-∗,ave and sˆ-∗∗∗,ave.
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