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Abstract
Two complementary efforts to detect transient astronomical radio emission are described.
The first, the Survey for Transient Astronomical Radio Emission (STARE), consists of
three total-power radiometers located at geographically separated sites. Each radiometer
measures the sky power at 611 MHz in - 1.5sr every 0.125s. To identify astronomical
signals, the measurements from the three sites are compared to find simultaneous detections.
From March 1996 to April 1997, STARE has detected 143 coincidences with durations less
than 0.125 s. The number predicted from random chance is 121.4-., indicating a statistical
excess. STARE has also detected 40 coincidences with durations greater than 0.125s.
Thirty-nine are due to solar radio bursts or random chance. One remains unexplained:
the sun is the most likely source, but the lack of other independent reports of transient
solar radio emission at that time means that a non-solar origin cannot be ruled out. Other
possible sources are discussed. STARE has observed the locations of 108 gamma-ray bursts
as they occurred; no radio counterparts have been detected within ±1 hr of the bursts,
with flux density 3a detection limits of 10 kJy. Statistical analysis of a large number of
flux density upper limits is shown to allow particular types of hypotheses to be addressed.
Future plans for extending the capabilities of STARE are discussed.
The second attempt to detect transient astronomical radio emission is a survey of
gamma-ray burst locations at 23 and 35 GHz with the Haystack Observatory radio telescope.
Seventeen BATSE error boxes and two IPN arcs were scanned by driving the telescope beam
back and forth to cover their areas. The observations followed the gamma-ray bursts by 0.4
to 38 days. Two previously known sources were found in the error boxes at 23 GHz, but
there was no compelling reason to associate either of them with a burst. No sources were
discovered at 35 GHz. The flux density 5a detection limits were - 2 Jy. The upper limits
are interpreted in the context of the the model of Paczyfiski & Rhoads (1993), and rule out
certain Galactic environments as the sources of the gamma-ray bursts.
Thesis Supervisor: Jacqueline N. Hewitt
Title: Associate Professor of Physics

Acknowledgments
Many people have contributed to this work; I am indebted to all of them, and I offer them
my thanks.
I am grateful for the support of a Bruno Rossi Graduate Fellowship in Astrophysics,
which allowed me to write this thesis with a minimum of distractions.
I owe thanks to the members of my thesis committee, Professors Jackie Hewitt, Hale
Bradt, and Richard Yamamoto. Their questions and suggestions helped to sharpen my
arguments and clarify my prose. I also thank Brian Corey for his careful reading of the
Haystack chapters, which resulted in major improvements to their contents.
The STARE project would not have been possible without the help I received from many
sources. Several organizations besides MIT were involved: staff members from the National
Radio Astronomy Observatory, Hat Creek Radio Observatory and the Radio Astronomy
department at the University of California, Berkeley, and Haystack Observatory have all
contributed. I am grateful for their encouragement and their help with the STARE project.
Support and advice from a number of individuals has been noteworthy: Jack Barrett made
a lot of things less painful, and I consider myself lucky to have had the benefit of his experi-
ence. Learning radiofrequency circuit design was made easier with help from Alan Rogers,
Brian Corey, and Larry Beno; Peter Napier provided valuable advice about radio astronomy
antennas. Chris Moore and Brian Corey were responsible for the GPS system, which works
beautifully. John Ellithorpe's capable performance of the initial computer work made my
job easier in the long run. The help of the staff at the STARE sites was critical in getting
the equipment installed. Don Backer offered space at Hat Creek Radio Observatory and put
me in touch with the right people. During the installation, Mark Warnock and Rick Forster
were instrumental in getting STARE up and running. At Green Bank, Jay Lockman made
the offer for support of STARE operations, and Mark McKinnon provided the help I needed
before and during the installation. Ray Creager offered useful advice on computer issues,
and helped countless times during the post-installation debugging. The use of Hancock for
STARE was offered by Miller Goss. At the Hancock station itself, the VLBA site techni-
cians, Tom Baldwin and Doug Whiton, were tireless and enthusiastic in their help. Hancock
was the first site installed, and thus needed the most attention. Tom's and Doug's efforts
in helping me locate and fix problems went beyond the call of duty; the success of STARE
to date is due in part to their willingness to participate.
Much of STARE has been supported by a David and Lucille Packard Fellowship in
Science and Engineering. Without the resources such a fellowship offers, unconventional
work like STARE would be difficult to undertake. Working on such a project and seeing
it through from idea to results has provided a broad educational experience from which I
have benefited immensely, and I am grateful for the support. The MIT Class of 1948 also
provided significant support which helped to move the STARE project forward; for that I
am grateful as well.
The Haystack Survey of Gamma-Ray Burst Locations would have been impossible with-
out the observers: Chris Moore, Cathy Trotter, Jackie Hewitt, Brian Corey, Bob Rutledge,
Jeff Kommers, Debbie Haarsma, Phil Hinz, Bahman Rabii, and Wayne Baumgartner. Of
particular note is the frenetic work of Chris Moore and Cathy Trotter to iron out the initial
problems during the first observations. The Haystack staff was instrumental in the planning
and execution of the observations: John Ball made modifications to the Haystack telescope
control software specifically for the project, and Joe Carter modified the telescope servo
system to improve the reliability of box scanning. During the observing, John Ball and Phil
Shute provided needed advice and help.
The Haystack observations required BATSE data, which was kindly provided by Jerry
Fishman and the rest of the BATSE team at NASA/Marshall Space Flight Center. Their
special efforts in getting gamma-ray burst coordinates to us quickly made the Haystack
effort possible. The STARE project also made use of information from BATSE. I am
grateful to the BATSE team for their willingness to share data.
One of the benefits of studying at a place like MIT is being surrounded by very smart peo-
ple. I have been lucky to work with my fellow students, including Max Avruch, Chris Becker,
Bill Blackwell, John Blakeslee, Carlos Cabrera, Grace Chen, Aaron Cohen, Froney Craw-
ford, Sam Conner, John Ellithorpe, Andre Fletcher, Debbie Haarsma, Chris Moore, Bob Rut-
ledge, Mike Schwartz, and Cathy Trotter. All of them have helped me at one time or another
to work through some confusion, and have been good company as well.
I owe my greatest intellectual debt to my advisor, Jackie Hewitt. Her willingness to
hand me the reins, especially in the STARE project, has resulted in the most effective
educational process possible. The opportunity to make my own mistakes and learn from
them has taught me countless lessons I will never forget. Her high standards always kept me
on my toes; while my years at MIT have been difficult, they've also fostered more growth
than I ever expected.
My friends have kept me sane during these years, for which I thank them. I am grateful
to Chris, Max, Anne, Jakov, Jadranka, Cati, Andy, Joanna, Michelle, Betsy, Grace, Beth,
and Jenn, who were always willing to listen when I wanted to talk, and I am especially
grateful to Marti, who's given more than I had any right to expect.
My family is my anchor; their support has made everything easier, and I thank them
for it. My grandparents played a more important role than they know; their pride in my
accomplishments has always provided extra motivation. I thank my sister for providing safe
refuge when I needed it, and for all the times she bought me dinner. Most of all I thank my
parents, without whose love and unwavering support I never would have made it this far.

Contents
1 Introduction
1.1 Attempts to Detect Transient Astronomical Emission.
1.1.1 Non-Radio Wavelengths .............
1.1.2 Radio Wavelengths ................
1.2 Radio Emission Mechanisms . ..............
1.2.1 Brightness Temperature .............
1.2.2 Incoherent Emission Mechanisms ........
1.2.3 Coherent Emission Mechanisms . ........
1.3 The Association Between High-Energy Emission and R
2 Sources of Transient Astronomical Radio Emission
2.1 The Sun . . . . . . . . . . . . . . . . . . . . . . . . . .
2.2 Flare Stars . . . . . .. .. . . . . . . . . . . .. . . .
2.3 RS Canis Venaticorum Binaries . ............
2.4 X-ray Binaries ......................
2.5 Radio Pulsars .......................
2.6 Supernovas ........................
2.7 Exploding Black Holes .............. ...
2.8 Active Galactic Nuclei ............. .. .
2.9 High-Energy Cosmic Rays . ...............
2.10 Gamma-Ray Bursts ...................
ladio En
19
. . . . . . . . 20
.. .. .. .. 20
.. .. .. .. 20
. . . . . . . . 26
.. .. .. .. 26
. . . . . . . . 27
. . . . . . . . 31
iission . . . . 33
35
. .. . 35
. .. . 39
. . . . 39
... . 40
. . .. 41
... . 42
. ... 42
. . . . 43
. . . . 44
... . 45
3 The Survey for Transient Astronomical Radio Emission
3.1 The STARE Design .....................
3.1.1 Philosophy and Concept ...............
3.1.2 STARE Phase I Design Parameters .........
3.1.3 Goals of Phase I ...................
3.2 STARE Phase I: Instrumentation ..............
3.2.1 The Antenna .....................
3.2.2 The Receiver .....................
3.2.3 The Global Positioning System ...........
3.2.4 The Site Computer ..................
3.2.5 The Control Computer at MIT ...........
3.3 STARE Phase I: Operations ..................
3.3.1 Operational Cycle ..................
3.3.2 Current Status ....................
3.4 STARE Phase I: Upgrade Plan ...............
4 STARE Data Analysis and Results
4.1 Receiver Gain Calibration ..................
4.1.1 Calculation of Receiver Gains ............
4.1.2 Receiver Gain Stability ...............
4.2 Single-Site Event Detection .................
4.2.1 Detection of Transient Events by Baseline Removal
4.2.2 Results from Single-Site Event Detection . . . . .
4.3 Solar Radio Bursts ......................
4.4 Coincidence Detection . ...................
4.4.1 Single-Point Coincidences . .............
4.4.2 Multi-Point Coincidences . . . . . . . . . . . . . .
4.5 Limits on Radio Emission from Gamma-Ray Bursts . . .
4.6 Discussion of the STARE Results .... . . ........
. . . . . . . . . . . . . . . . . . . . . . . . . 118
CONTENTS
79
79
80
80
82
82
85
94
102
102
108
111
117
4.6.1 General Considerations
CONTENTS
4.6.2 Gamma-Ray Bursts ......................... 125
4.6.3 Opportunities for Further Analysis .................... 126
4.6.4 Sum m ary ................................. 128
5 The Haystack Survey of Gamma-Ray Burst Locations 131
5.1 The Haystack Observatory Radio Telescope . ................. 132
5.1.1 The 23 GHz Receiver .......................... 133
5.1.2 The 35 GHz Receiver .......................... 135
5.2 Observations ................................... 138
5.2.1 BATSE GRB Positions ......................... 138
5.2.2 IPN GRB positions ........................... 139
5.2.3 Observing GRB Error Boxes . ................ ..... 139
5.2.4 Calibrator Observations ......................... 145
6 Analysis of the Haystack Survey 149
6.1 Initial Processing ................................. 149
6.1.1 Raw Data . . .. . .. . . .. . .. . . . . . .. . . .. . .. . . . . . 149
6.1.2 Editing . . . .. . . .. . . . . . . . . ... . . . . . . . . . . . ... 149
6.1.3 Coordinate Correction at 23 GHz ................... . 152
6.1.4 Flattening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.2 Calibration .. ...... ......... .... ... .. ... ... . ... 156
6.2.1 Calibrator Flux Density Measurements . ................ 157
6.2.2 Flux Density Correction Models ................... . 159
6.3 Analysis of BATSE GRB box scans ....................... 168
6.3.1 Source Identification and Measurement . ............... 168
6.3.2 Gridding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.3.3 Flux Density Sensitivity Limits ................... .. 171
7 Results of the Haystack Survey 175
7.1 Observations ................................... 175
7.2 R esults . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
7.2.1 Source Search ..........................
7.2.2 Search for Known Sources ...................
7.2.3 Expected Number of Sources .................
7.2.4 Flux Density Detection Limits ................
7.3 Discussion ................... .............
CONTENTS
..... 175
..... 177
..... 180
..... 180
..... 203
8 Conclusions
A Properties of Elliptically Polarized Antenna Beams
A .1 Prelim inaries . . . . . . . . .. . .. .. . .. .. . .. . . . . . . . . . .. .
A.2 Elliptically Polarized Antenna Beams Formed from Hertzian Dipoles . ...
A.3 Elliptically Polarized Antenna Beams Formed from Hertzian Dipoles with a
Relative Phase Difference ............................
B Robust Model Fitting
B.1 Model Fitting by Least-Squares Estimation . .............. . . .
B.2 Model Fitting by Robust Estimation ................... ...
Bibliography
211
219
219
220
223
227
227
230
235
List of Figures
1-1 Parameters of some radio followup observations of GRBs . .......... 25
3-1 STARE system organization ........................... 55
3-2 Turnstile antenna used in the STARE project . ................ 56
3-3 Normalized radiation pattern measurements of 1/10 scale model of STARE
antenna .................................... .. 57
3-4 Least-squares fits to the beam power patterns in Figure 3-3 . ........ 59
3-5 STARE receiver block diagram ......................... 65
3-6 Determination of source direction by comparison of pulse arrival time at two
locations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. .. . 75
3-7 Theoretical uncertainty 60 of angular position measurement vs. 0 for two
baseline lengths . . . . . . . . . . . . . .. . . . . . . . . . . . . . . .. . . 77
4-1 Data used in receiver gain calibration ................... .. 81
4-2 Calibration constants vs. time for the Hancock receiver . ........... 81
4-3 Example of STARE data and results of baseline subtraction ........ . 85
4-4 Events detected at Hancock from 1996 March 26 through 1997 April 7 . . . 87
4-5 Events detected at Green Bank from 1996 March 26 through 1997 April 7 . 88
4-6 Typical hour of data from the STARE radiometer at Hat Creek ....... 89
4-7 Events detected at Hancock from 1996 March 26 through 1997 April 7, vs.
sidereal tim e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... . . 92
4-8 Events detected at Green Bank from 1996 March 26 through 1997 April 7,
vs. sidereal tim e . . . . . . . .. . .. . . . . . .. . . . . . . . . . . . . .. . 93
LIST OF FIGURES
4-9 Hancock and Sagamore Hill measurements of the solar radio burst on 1995
October 13, 15:18 UTC ............................. 97
4-10 Hancock and Green Bank measurements of the solar radio burst on 1996
April 21, 16:47 UTC ............................... 97
4-11 Hancock, Green Bank, and Sagamore Hill measurements of the solar radio
burst on 1996 May 5, 18:32 UTC ........................ 98
4-12 Hancock, Hat Creek, and Sagamore Hill measurements of the solar radio
burst on 1996 Nov 23, 17:45 UTC ........................ 99
4-13 Hancock and Green Bank measurements of the solar radio burst on 1997
March 30, 16:07 UTC .............................. 100
4-14 Hancock and Green Bank measurements of the solar radio burst on 1997
April 1, 13:46 UTC ................................ 100
4-15 Hancock and Green Bank measurements of the solar radio burst on 1997
April 4, 20:09 UTC ............... ................ . 101
4-16 Hancock and Green Bank measurements of the solar radio burst on 1997
April 7, 14:42 UTC ................................ 101
4-17 Distribution of expected and observed single-point coincidences vs. inferred
two-site coincidence rate R ........................... 106
4-18 Time distribution of single-point coincidences detected from 1996 March 26
to 1997 April 7 ................... ........ .. .. ... 107
4-19 Time distribution of multi-point coincidences detected from 1996 March 26
to 1997 April7 .................................. 108
4-20 Multi-point coincidence detected by STARE on 1996 July 28 ....... . 110
4-21 Histogram of STARE flux density upper limits for 108 GRBs occurring from
1996 March 31 to 1997 March 5 ......................... 117
4-22 Brightness temperature required to produce a 3a detection by STARE . . . 119
4-23 Statistical limits potentially established by STARE on Lorentz factor Y7true of
beamed radio emission ............................... 127
5-1 Boustrophedon scan and its parameters . .................. . 140
5-2 Actual contour scan pattern from Haystack telescope . ............ 142
Division of GRB error box into slices ...................
Fictitious IPN arc and a set of boxes which might be used to cover it .
Flux densities of calibrator sources . . . . . . . . . . . . . . . . . . . .
6-1
6-2
6-3
6-4
6-5
6-6
6-7
6-8
6-9
6-10
6-11
6-12
7-1
7-2
7-3
7-4
7-5
7-6
7-7
7-8
7-9
7-10 Flux density detection limits for GRB 3606 at 23 GHz . . ..
7-11 Flux density detection limits for scans of IPN arc sections of
23 G H z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
... . 150
... . 153
... . 157
... . 158
. . . . 161
... . 162
rs and
163
... . 164
... . 166
. . . . 167
... . 171
... . 172
GRB 3509 at
Data analysis procedure for 23 and 35 GHz GRB survey . . . . . . .
Raw data vs. time for a typical data set . . . . . . . . . . . . . . . .
Robust goodness-of-fit parameters for primary calibrators at 23 GHz
Robust goodness-of-fit parameters for primary calibrators at 35 GHz
Flux density correction factors at 23 GHz . . . . . . . . . . . . . . .
Flux density correction factors and best-fit model at 23 GHz . . . .
Fractional differences between measured flux density correction facto
m odel values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Corrected flux densities of secondary calibrators at 23 GHz . . . . .
Flux density correction factors and best-fit model at 35 GHz . . . .
Corrected flux densities of secondary calibrators at 35 GHz . . . . .
Illustration of displacement of samples to grid points . . . . . . . . .
Histogram of relative sensitivities for a typical gridded data set . . .
Measured flux densities of 3C273 from 1995 May 16 to June 6 . . . .
Measured flux densities of 0552+398 from 1995 May 6 to June 22 . .
Radio source counts above 1 Jy vs. frequency . . . . . . . . . . . . .
Flux density detection limits for GRB 3552 at 23 GHz . . . . . . . .
Flux density detection limits for GRB 3567 at 23 GHz . . . . . . . .
Flux density detection limits for GRB 3588 at 23 GHz . . . . . . . .
Flux density detection limits for GRB 3593 at 23 GHz . . . . . . . .
Flux density detection limits for GRB 3594 at 23 GHz . . . . . . . .
Flux density detection limits for GRB 3598 at 23 GHz . . . . . . . .
LIST OF FIGURES
5-3
5-4
5-5
144
146
147
178
179
181
183
184
185
186
187
188
189
190
>I
LIST OF FIGURES
7-12 Flux density detection limits for upper scans of IPN arc sections of GRB
3512 at 23 GHz .................................. 191
7-13 Flux density detection limits for lower scans of IPN arc sections of GRB 3512
at 23 GHz ...................................... 192
7-14 Flux density detection limits for GRB 4556 at 35 GHz . ........... 193
7-15 Flux density detection limits for GRB 4569 at 35 GHz . ........... 194
7-16 Flux density detection limits for GRB 4636 at 35 GHz . ........... 195
7-17 Flux density detection limits for GRB 4701 at 35 GHz . ........... 196
7-18 Flux density detection limits for GRB 4757 at 35 GHz . ........... 197
7-19 Flux density detection limits for GRB 5428 at 35 GHz . ........... 198
7-20 Flux density detection limits for GRB 5429 at 35 GHz . ........... 199
7-21 Flux density detection limits for GRB 5433 at 35 GHz . ........... 200
7-22 Flux density detection limits for GRB 5436 at 35 GHz . ........... 201
7-23 Flux density detection limits for GRB 5443 at 35 GHz . ........... 202
7-24 23 GHz Haystack GRB survey results with model contours overlaid ..... 205
7-25 35 GHz Haystack GRB survey results with model contours overlaid ..... 206
8-1 Parameters of some radio followup observations of GRBs including those
from this work .................................. 217
A-1 Coordinate system used in antenna calculations . ............... 220
B-1 Illustration of x 2 fitting ............................. 229
B-2 Illustration of the failure of X2-fitting in the presence of outliers ....... 230
B-3 Normalized Gaussian and Lorentzian probability distributions ....... . 232
B-4 Illustration of model fitting by robust estimation . .............. 234
List of Tables
2.1 Summary of solar radio burst types ................... .... 36
3.1 STARE receiver calibration results ................... .... 67
3.2 GPS measurements of STARE site positions ............. . . . . 69
4.1 Solar radio bursts detected by STARE ................... .. 95
4.2 STARE coincidence detections occurring within ±1 hour of GRBs .... . 112
4.3 611 MHz flux density upper limits for 108 gamma-ray bursts observed by
STARE between 1996 March 26 and 1997 March 5 ......... . . . . 114
5.1 Summary of Haystack observing parameters . ................. 132
5.2 Radio sources used for calibration ................... ..... 145
6.1 Fit coefficients for 23 GHz flux density correction model . .......... 162
6.2 Fit parameters for 35 GHz flux density correction model . .......... 165
7.1 BATSE boxes and IPN arcs observed ...................... 176
7.2 Measurements of the radio source found in the error box of GRB 3598 at
23 G H z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 177
7.3 Measurements of the radio source 0552+398, found in the error box of GRB 3594
at 23 G Hz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .... . . 179
7.4 Number of sources N, brighter than 1 Jy expected to be found in the Haystack
observations .. ..... ............ ...... ... ... .. ... 180

Chapter 1
Introduction
Perhaps one of the most challenging problems in observational astronomy is the study
of transient phenomena. Occurring unpredictably in space and time, transients require
unique observing strategies for efficient data collection; often such efforts include dedicated
instrumentation and labor-intensive prompt-response observations. But the results can be
well worth the effort, for transient astronomical radiation is the signature of some of the
most fascinating events in the universe. Herein are described two complementary efforts to
detect transient astronomical electromagnetic radiation at radio wavelengths.
Chapter 1 provides background information, including a review of other attempts to de-
tect transient astronomical radio emission, and summary of emission mechanisms which are
known to play a role in the production of transient radio emission. Chapter 2 provides mo-
tivation for these surveys by describing astronomical sources which are known or suspected
to produce transient radio emission which can be observed from Earth. Particularly rele-
vant is §2.10 concerning gamma-ray bursts, since much of the work presented here is aimed
at the detection of radio emission from these enigmatic sources. Chapter 3 describes the
Survey for Transient Astronomical Radio Emission (STARE), a large sky area monitoring
system for detecting radio bursts 24 hours per day. Chapter 4 explains the techniques used
to analyze the STARE data, and results derived from them. Chapter 5 describes prompt
followup observations of gamma-ray bursts made at 23 and 35 GHz with the Haystack Ob-
servatory radio telescope, Chapter 6 presents the techniques used to analyze the Haystack
survey data, and Chapter 7 describes the results of the survey.
CHAPTER 1. INTRODUCTION
1.1 Attempts to Detect Transient Astronomical Emission
1.1.1 Non-Radio Wavelengths
Astronomical sources produce transient emission across the electromagnetic spectrum. Ef-
forts are underway at many wavelengths to detect them. This section summarizes some
current projects designed to detect transient astronomical signals with variability timescales
of milliseconds to hours.
The Compton Gamma-Ray Observatory (CGRO) carries the Burst And Transient Source
Experiment (BATSE) (Fishman et al. 1989), an all-sky monitor sensitive in the energy
range 20-600 keV. It consists of eight detectors mounted on the corners of the CGRO,
and records a burst when the count rates in at least two detectors significantly exceed the
background rate. When a trigger is received, data collection commences at a high rate to
reveal millisecond-scale temporal structure. Event positions are computed by comparing
the relative count rates in several detectors. Observations by BATSE have provided much
new information about the gamma-ray bursts (GRBs): they are distributed on the sky with
a very high degree of isotropy, and the evidence seems to suggest that they are cosmological
in origin (Meegan et al. 1992). Gamma-ray bursts are discussed further in §2.10.
The All-Sky Monitor (ASM) (Levine et al. 1996) is an instrument on the Rossi X-Ray
Timing Explorer (Bradt et al. 1993). It images 80% of the sky every 90 minutes in the
energy range 2-10keV, and is intended to monitor the variability of the brightest known
X-ray sources and to search for new sources.
The Explosive Transient Camera (ETC) (Vanderspek et al. 1992) is an optical moni-
toring system located on Kitt Peak. It consists of two arrays of wide-field CCD cameras
designed to detect optical transients with risetimes of 1-10seconds, to a limiting magni-
tude of my - 10. Although conceived to detect transient optical emission from gamma-ray
bursts, the ETC is sensitive to all events with these risetimes and thus systematically sur-
veys the sky for optical transients.
1.1.2 Radio Wavelengths
Experiments to detect transient astronomical radiation at radio wavelengths have tradition-
ally followed one of two approaches: when transient radio emission is thought to originate
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from a particular source or region of the sky, a high-gain, small solid-angle approach is
used. A high-gain radio telescope pointed at the region of interest provides good sensitivity
and rejection of signals outside the region. When the location of the source of radiation is
unknown, a low-gain, large solid-angle approach is more appropriate. Radiotelescopes with
large beams provide coverage of significant fractions of the sky, but at the cost of reduced
sensitivity, since the angular extent of any discrete source is likely to be much smaller than
the telescope beam.
To illustrate this point, this section summarizes briefly a few previous attempts to detect
transients at radio wavelengths:
Galactic Center Searches
In the early 1970s, reports of detections of pulses of gravitational radiation by Weber (1969;
1970a; 1970b) prompted a number of experiments intended to detect accompanying radio
emission. Since the gravitational waves were reported to have originated from the Galactic
Center, these experiments focussed on that region and were thus generally of the high-gain,
small solid-angle type.
Partridge & Wrixon (1972) monitored the Galactic center with two radiometers sepa-
rated by 100 km. One operated at 16 GHz with beamwidth , 12' and sensitivity - 100 Jy
(5c). Signals were recorded on a chart recorder with response time T = 0.5 s. The other
system operated at 19 GHz with beamwidth - 120 and sensitivity _ 106 Jy (3.5c). Its data
were also recorded on a chart recorder, this one with 7 = 3 s. Astronomical events were to
be identified by their simultaneous appearance in the records at both sites; this provided
rejection of local interference. After 90 hours of monitoring, they detected no coincidences.
Hughes & Retallack (1973) used a 60 foot telescope operating at 858 MHz, with beam-
width 1.40 and detection sensitivity 85 Jy (6a). Their data were acquired with an "analogue
recorder" with response time r = 1 s. In 207 hours of monitoring the Galactic center, they
report 97 detections of pulses. However, their interference rejection criterion is unclear
("Local interference and lightning discharges were observed on a number of occasions and
necessitated the rejection of approximately 40% of the total data."). Given the absolute
necessity of a reliable interference rejection scheme at UHF, it is difficult not to view their
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conclusion ("there is strong evidence for the existence of discrete radio pulses of extra-
terrestrial origin.") with skepticism.
Large Solid-Angle Searches
Hugenin & Moore (1974) used two receiving systems separated by several hundred miles to
monitor the sky at 270 MHz. Each station consisted of a helical antenna with beam area
1 sr centered on the north celestial pole, and a multi-channel receiver which provided a
sensitivity of _ 104 Jy (1a). The data were displayed with response times r = 20 ms to
1s on an oscilloscope, and recorded by continuously photographing the oscilloscope screen.
Interference was rejected by requiring coincidence between sites, and by examining for the
frequency dispersion expected in extraterrestrial signals due to the interstellar plasma. In
213 hours of observing, they detected no events.
Charman et al. (1970) assembled a system of five receiving stations in Great Britain and
Ireland with station separation baselines ranging from 110 km to 500 km. Each station had
similar receiving systems at 151 MHz, consisting of two half-wave dipole antennas operating
as phase-switched interferometers, and receivers with sensitivities of - 105 Jy (3a). Systems
at other frequencies, including 45, 47, 70, and 81 MHz were also present at some of the
stations. Data were recorded on chart recorders with response times in the range 0.3 to
1s. Interference rejection was by requirement of five-fold coincidence. After - 2400 hours
of observations, they detected no events.
Amy, Large, & Vaughan (1989) constructed a radio transient detector for the Molonglo
Observatory Synthesis Telescope (MOST) (Mills 1981). The system, called the Molonglo
Observatory Transient Event Recorder (MOTER), operated at 843 MHz in parallel with nor-
mal MOST synthesis observations, which were made using 32 total-power fan beams spaced
at full beamwidth intervals of 44". When a transient event with flux density > 10 mJy
and duration 1 ps to 800 ms occurred in the field undergoing synthesis mapping (a few de-
grees squared), MOTER compared the signals in the fan beams. Sources closer than about
3000 km were significantly out of focus, and thus appeared in many beams simultaneously.
Signals appearing in one beam only were thought to be due to random noise. In this way
MOTER was able to reject signals of local origin (i.e., interference). A signal which was not
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rejected was localized to an arc segment on the sky corresponding to the fan beam in which
its maximum appeared. Over a full synthesis observation, the rotation of the Earth changed
the orientation of the beams, resulting in an ensemble of arc segments. The segments inter-
sected at a point, the location of the source. Clearly this system does not perform a "true"
large solid-angle search in that it lacks instantaneous large solid-angle coverage, although in
time much of the southern sky was covered. In - 4000 hours of observations, Amy, Large,
& Vaughan detected only previously known pulsars.
Mandolesi et al. (1977) used four receiving systems at Medicina (Bologna, Italy), in-
cluding two transit instruments operating at 151 and 408 MHz, and two parabolic antennas
monitoring the sun at 323.5 and 330.5 MHz. What is important in this report is not the
technical details of the detection scheme, but the result: they report the detection of a
radio event correlated with a gamma-ray burst. On 16 August 1976 all four instruments at
Medicina detected a radio burst. Sixty seconds earlier, a gamma-ray burst was detected by
three satellites and one balloon-borne detector. In addition, strong rejection of local inter-
ference was provided by an independent observation made at the Astronomical Observatory
of Trieste (400 km distant from Medicina), where a parabolic antenna tracking the sun de-
tected a radio event at 237 MHz in coincidence with the events detected at Medicina. The
investigators estimated the rate of five-fold random coincidence at 1 per 432 hours, and the
probability of a random coincidence between the five-fold radio event and the gamma-ray
burst at 8 x 10- 5. Using geometric arguments, they localized the radio burst to a region
on the sky. Unfortunately, later work on the gamma-ray burst data from the balloon-borne
detector (Sommer & Miiller 1978) produced a position for the gamma-ray event which was
well outside the radio emission error box, apparently ruling out a common origin for the
gamma-ray and radio events. The tantalizing possibility remains however, that the event
was astronomical in origin.
Gamma-Ray Burst Radio Counterpart Searches
The mystery of the origin of the gamma-ray bursts (GRB) has prompted numerous counter-
part searches at wavelengths across the electromagnetic spectrum. This section discusses a
few of the efforts at radio wavelengths. Figure 1-1 summarizes some of the results achieved
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in these and other radio observations.
B. Schaefer et al. (1989) surveyed 10 GRB error boxes with the Very Large Array at
wavelengths of 2, 6 and 20 cm. With sensitivities ranging from 0.1 to 0.8 mJy, they detected
four radio sources (at a significance of 6a). They found no reason other than the positional
coincidences to label any of the sources as GRB counterparts, especially since the number
of sources found was consistent with the number expected to fall in the GRB error boxes
by chance.
Frail et al. (1995) used the Dominion Radio Astrophysical Observatory Synthesis Tele-
scope to search for a counterpart to GRB 940301 at 0.4 and 1.4 GHz. Fifteen maps were
made, following the GRB by 3-15, 26, 47, and 99 days. No counterpart was detected,
yielding upper limits of 3.5 mJy at 1.4 GHz and 55 mJy at 0.4 GHz.
Dessenne et al. (1996) report on reconfiguring the Cambridge Low Frequency Synthe-
sis Telescope (CLFST) to search for prompt radio emission from BATSE-detected GRBs
at 151 MHz. They present limits on the radio flux densities from two such GRBs: for
GRB 950430 no radio emission above 35 Jy was detected for the 2.5 hours following the
GRB; for GRB 950706, no radio counterpart above 16 Jy was detected in the hour after the
GRB.
Balsano et al. (1996) use the Fallbrook Low-Frequency Immediate Response Telescope
(FLIRT) to examine GRB error boxes as soon as one minute after the detection of a GRB
by BATSE. They observe at 74 MHz with a sensitivity of "a few hundred Jy." By splitting
their passband into four channels, they hope to measure the frequency dispersion in a GRB-
associated radio signal. Such a measurement would imply the amount of interstellar plasma
through which the signal traveled, and thus the distance to the source.
Two groups have examined data from the COBE satellite for counterparts to GRBs.
R. Schaeffer et al. (1995) searched fields where GRBs occurred to find delayed emission,
while Jackson et al. (1995) examined COBE data which were fortuitously collected from
regions of the sky where at the same time GRBs were occurring. Neither discovered a
counterpart at the COBE frequencies of 31, 53, and 90 GHz, with flux density upper limits
ranging from hundreds of Janskys to hundreds of kiloJanskys.
A significant fraction of the work presented herein concerns searching for radio emission
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from GRBs. The results are presented in §4.5 and Chapter 7. A discussion of models of
radio emission from gamma-ray bursts can be found in §2.10.
1.2 Radio Emission Mechanisms
Any discussion of transient astronomical radio emission must necessarily refer to the mech-
anisms which cause it. This section presents a brief review of the mechanisms which cause
continuum radiation, especially at radio wavelengths.
1.2.1 Brightness Temperature
The concept of brightness temperature is ubiquitous in radio astronomy; a short definition
here serves well.
The brightness temperature TB characterizes the specific intensity I, of an emitter. It
is defined as the equivalent blackbody temperature which produces specific intensity I, at
a frequency v, even if the emission is non-thermal. While brightness temperature is used in
many radiation scenarios, it is particularly useful in the Rayleigh-Jeans limit (hv << kBT),
where it takes the form
c21,
TB = 2kB (1.1)2kBV
Its utility lies in the fact that in this limit I, is linear in TB: the equation of radiative
transfer is
d = -IV + SV, (1.2)
dry
where Tv is the optical depth at the frequency v, defined as the number of e-foldings of
absorption suffered by the ray, and S, is the source function for the material traversed
by the ray. For thermal emission in the Rayleigh-Jeans limit, the source function is Sv =
2v2kBT/c 2, where T is the physical temperature of the emitter (assumed constant). In this
limit equation (1.2) may be expressed as
dTB 
-TB + T, (1.3)
d7r
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the solution of which may be written simply as
TB = TB(O)e - " + T (1 - e-"), hv < kBT. (1.4)
1.2.2 Incoherent Emission Mechanisms
Incoherent emission is that in which the phase relationships among the emitted photons are
random.
Bremsstrahlung or Free-Free Emission
Bremsstrahlung results from scattering of charged particles off one another. Note that
interactions of like charges have no dipole moment, so can produce no dipole radiation.
Thus the most common astrophysical source of bremsstrahlung is dipole radiation from free
electrons scattering from ions.
Consider an electron of charge e scattering off an ion of charge Zjle with impact param-
eter b and velocity v < c. For small-angle scattering, we can model the interaction as a
constant acceleration i· occurring over a characteristic timescale t, = v/b. The acceleration
is due to the Coulomb attraction:
F Ze2
S- - (1.5)
me meb2
"
The radiated power is given by the Larmor formula:
dW = 2e2  2 = 2e 6 Z 2
dt 3c 3  3c3m2b4 "
Since the encounter is very short-lived, with duration tc, its spectrum will be approximately
constant up to a cutoff frequency vc = 1/t, = v/b. Thus the power radiated per unit
frequency is approximately
dW 2e 6Z 2
--- (1.7)dvdt 3c3m ab3v'
If the spatial number density of the ions is ni, we can adopt the average inter-ion spacing
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n 1/3 as the impact parameter:
dW 2e 6Z2
- ýc n- . (1.8)dvdt 3cm2vni
If the electron number density is ne, then the power radiated per unit frequency per unit
volume is approximately
dW 2e6 Z2
S3c3m2vninegff(v, v), (1.9)dudtdV 3c3 m V
where the Gaunt factor gff accounts for the quantum-mechanical corrections to this classical
treatment.
A case of particular interest is that of a thermal distribution of electron velocities, giving
rise to thermal bremsstrahlung. The probability dP that an electron has velocity in the range
d3v is given by the Maxwellian velocity distribution:
dP = 2 e 2 exp BT d3v. (1.10)
In thermal equilibrium, the velocity distribution is isotropic, so d3 v = 4rv2dv; substituting
this into equation (1.10) yields the probability that an electron has speed in the range dv:
dP = 4 3 /2 v2exp 2BT dv. (1.11)(2 rkBT( 2k )T
To find the radiated power per unit frequency per unit volume, integrate equation (1.9)
over this speed distribution:
dW me 3/2 2e6 Z2  oo mev 2ddt 47d 2r- kBT 3c3m2e e  ingff( v , V) v exp 2kBT dv (1.12)dvdtdV 27kBT 3C3 2 eI( 2kBT
where the lower limit of integration Vmin = (2hvlme)1/ 2 arises because an electron must
have energy -mev 2 > hv to create a photon of energy hv. Performing the integration yields
dW 87re6Z2 (2 )3/2 ( 1)1/2 -ie&(i T)-hv/kBT
dvdtdV 3c 3 2rme kBT
cc &(i, T)nineT-1/2e - hu/kT. (1.13)
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where g(v, T) is a velocity-averaged Gaunt factor (Rybicki & Lightman 1979).
Synchrotron Emission or Magnetobremsstrahlung
When an electron moves in a magnetic field B with velocity v, the acceleration due to
the Lorentz force F = (e/c)v x B causes it to radiate. For non-relativistic velocities (y =
(1 - v2/c2) -1/2  1, known as "cyclotron emission"), the radiation spectrum consists of a
single line at the cyclotron frequency
eB
WB =- (1.14)
mec
For mildly relativistic velocities (y = a few, known as "gyrosynchrotron emission"), simple
approximations are not possible, making it difficult to sketch the characteristics of the
radiation. Numerical calculations can be used; see Dulk (1985) for examples. For highly
relativistic velocities (y > 1, known as "synchrotron emission"), the frequency of gyration
is
eB
WB = (1.15)
ymec
and the radiation is beamed into a cone of half-angle y- 1 (Rybicki & Lightman 1979). The
observer receives only radiation emitted during a small fraction 1/(iry) of the circular orbit
of the electron when the radiation cone sweeps across the line-of-sight. Thus the time AT
over which radiation is emitted toward the observer is
AT= 12 (1.16)
WB 7Y 7WB
Due to the relativistic motion of the electron toward the observer, the duration of the
received pulses At will be shorter than AT. During the interval AT, the electron moves a
distance vAT, so the time for the end of the pulse to reach the observer will be (v/c)A-r
shorter than that for the beginning of the pulse. Thus the received pulse will have duration
(using 7 > 1)
At = 1- AT AT = 3 1 (1.17)
c 2- 7 3WB
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The emission spectrum will thus consist of discrete lines, spaced by WB (equation 1.15), up
to a cutoff frequency (At)-' = y3WB.
For a distribution of electron energies, the form of the spectrum is found by integrat-
ing the monoenergetic spectrum P(w) over the energy distribution. Consider a power-law
distribution of energies N(E) cx E - P for E > mec2 , or equivalently, N('y) oc 
~
-P for 7 - 1.
Then, following Rybicki & Lightman (1979), we have the total power per unit frequency:
Ptot () oc J P(w)y-Pdy (1.18)
Changing variables to x = w/we oc w/y 2, we have
Ptot(W) oc jF(x) ( ) - 1/ 2  3-)1/2 ) d (1.19)
= (p-1)/2 j F(x)x(p- 3)/2dx (1.20)
or Ptot c w(p- 1)/2 . This relation holds down to some critical frequency wc, below which the
medium becomes optically thick to synchrotron radiation. The spectrum at frequencies less
than wc has dependence Ptot oc w5/2 independent of the power-law index p of the electron
energy distribution.
These results are meant to illustrate the basic features of synchrotron emission. A
complete derivation is complicated. See, for example, Shu (1991), chapter 19, for a full
treatment.
A final comment about synchrotron emission regards inverse Compton losses. When a
relativistic electron encounters a photon, it tends to boost the photon frequency through
inverse Compton scattering. For high enough energies, the photon can be frequency-shifted
out of the radio regime, reducing the radio brightness. Shu (1991) shows that the ratio of
energy loss due to inverse Compton scattering (Lc) to that due to synchrotron emission
(Ls) can be expressed as
L s  1012 K 108-5 Hz (1.21)
Thus a radio source with TB > 1012 K will undergo inverse Compton losses which tend to
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reduce the brightness temperature to TB _ 1012 K. A consequence of this for radio astron-
omy is that a radio source observed to have brightness temperature TB > 1012 K cannot be
emitting by the synchrotron mechanism. In most of these cases, the high brightness tem-
peratures are generated by coherent emission mechanisms. Some examples of such sources
are discussed in chapter 2.
1.2.3 Coherent Emission Mechanisms
Coherent emission is that in which the emitted photons have a fixed phase relationship.
Electron-Cyclotron Maser Radiation
Maser radiation (Microwave Amplification by Stimulated Emission of Radiation; the same
process at optical frequencies is called a laser) is produced when a photon at some frequency
induces a particle to emit another photon with identical frequency and polarization. Un-
der the right physical conditions, this process can cause an avalanche effect, where each
new photon subsequently induces the emission of additional photons. Amplification occurs
rapidly, producing an intense, 100% polarized, highly directed beam of radiation. Maser
action requires a "pump," i.e., a process by which particles are kept in a high-energy state
capable of undergoing stimulated emission. For example, consider an atom with an energy
state E 2 which has low probability of transition to the ground state, but high probability of
transition to a metastable energy state El. With an energy source (e.g., energetic photons
or a chemical reaction) that can produce transitions to state E 2 (with subsequent decays
to E1 ) at a rate sufficient to maintain a population of atoms in state El, a "population in-
version" is formed. A photon produced by a spontaneous transition from E 1 to the ground
state can go on to stimulate the same transition in other atoms, producing maser emission
(Harwit, 1988, §7:11).
In an electron-cyclotron maser, the energy states are those of electrons in a plasma
gyrating in a magnetic field, with cyclotron frequency WB given by equation (1.14). The
plasma frequency
(4nee 1/2
wp M ) , (1.22)\me
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where ne is the electron density, is the frequency below which no electromagnetic wave can
propagate. In a strong magnetic field or a low-density plasma where wB f> wp, maser action
can occur. Photons emitted at frequency WB by the gyrating electrons cause stimulated
emission from other electrons. For details of the conditions which can give rise to electron-
cyclotron masers, see Dulk (1985) and references therein.
Plasma Radiation
Plasma radiation is coherent radiation emitted at the plasma frequency wp (equation 1.22)
or its second harmonic, due to a two-stage process involving the generation of Langmuir
(plasma) waves and the conversion of these waves to electromagnetic waves at radio wave-
lengths. Plasma radiation arises from a complicated series of events, which is sketched
briefly here. The development follows Dulk (1985), which should be consulted for details.
The first stage in the process is the production of Langmuir waves; electrons streaming
through the plasma cause a buildup of fast electrons, leading to a "bump" in the velocity
distribution f such that its slope Of/OvIj is positive for some velocities. The fast electrons
can interact resonantly with the Langmuir wave mode; the rate at which they grow is
proportional to the slope of the velocity distribution (hence the requirement of positive
slope stated above). Eventually, the growth of the Langmuir wave mode is limited by some
effect like scattering off inhomogeneities, destroying the resonance, or saturation such that
the energy of the waves causes diffusion of the electrons in velocity space, removing the
"bump," and hence the driving source.
The second stage in the plasma radiation process is the conversion of Langmuir waves to
electromagnetic (radio) waves. Production of waves at the plasma frequency wp can occur
when the Langmuir wave scatters from low-frequency waves such as acoustic disturbances
in the ions, or when it encounters sharp density gradients. The radio waves produced are
predicted to have - 100% polarization. Production of radio waves at the second harmonic
2wp can occur when two Langmuir waves coalesce, resulting in partially polarized emis-
sion. Emission of radio waves at higher order harmonics of the plasma frequency is rare
because the optical depths to synchrotron emission and bremsstrahlung become high and
the radiation is quickly reabsorbed.
1.3. ASSOCIATION OF HIGH-ENERGY EMISSION AND RADIO EMISSION
1.3 The Association Between High-Energy Emission and
Radio Emission
Mattox (1994) reports searching the CGRO/EGRET phase 1 full-sky survey for gamma-
ray emission from X-ray selected BL Lac objects and from the 200 brightest radio-quiet
quasars. None was detected, while EGRET has detected ' 40 radio-loud quasars and radio-
selected BL Lacs. This seems to suggest that "apparent gamma-ray emission is intimately
linked to apparent radio-emission." This result is perhaps not so surprising, since the
conditions which produce high-energy emission (relativistic particles), in the presence of
even a weak magnetic field, produce radio emission through the synchrotron mechanism.
This association has been noticed by others as well (e.g., Paczyniski & Rhoads 1993), and is
useful to keep in mind when studying objects which produce high-energy emission. Studies
of the radio emission (or lack thereof) from such objects can yield new clues about their
workings.

Chapter 2
Sources of Transient Astronomical
Radio Emission
To guide the surveyor of transient astronomical radio emission, it is useful to study the
physical circumstances which can cause it. This chapter presents a review of some of the
astronomical sources which are known or suspected to produce transient radio emission.
2.1 The Sun
Our sun is an exceedingly useful laboratory for the study of transient radio emission. In
addition to the quiescent emission, it exhibits a large variety of time-variable behavior. The
following summaries and Table 2.1 are adapted from the review by Dulk (1985), and present
an overview of solar radio burst characteristics. Also see Hjellming (1988), Figure 9.5, for
a schematic representation of solar emission types.
Type I bursts are the most commonly observed radio bursts from the sun; large numbers
of Type I bursts occurring over a continuum lasting for days or weeks are called collectively
a Type I storm. Producing highly circularly polarized radiation in the frequency range 50-
300 MHz, they are associated with flares originating from large sunspots, and are thought to
be due to plasma emission at the plasma frequency wp (equation 1.22) from the closed-field
regions of the low corona, at heights <0.5R®.
Type III storms often accompany Type I storms, and consist of large numbers of Type III
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Burst Circular Frequency Emission
Type Duration TB (K) Polarizationt Ranget Association Mechanisms
I 5•s > 1010 50-100% 50-300 MHz large fundamental
sunspots plasma
I storm days- > 109 50-300 MHz
weeks
III storm days- > 109  50 MHz- I storms fundamental/
weeks 30 kHz harmonic
plasma
II > 10 min 108-1011 unpolarized 200 -+ 1 MHz shock wave fundamental/
from flare harmonic
plasma
III few 10s-1012 30% 200 -+1 MHz electron fundamental/
seconds (to 1015 at stream harmonic
~ 1 MHz) plasma
IV flare ; 20 min 108-1012 0-40% 200-10 MHz initial phase plasma?
continuum of flare
IV storm few hours > 109  60-100% 50-300 MHz late phase fundamental
continuum of flare plasma
IV moving ; 30 min 108-109 low-+ 200-10 MHz small gyrosynch./
high flare plasma
V > 1 min 108-1011 < 10% 100-10 MHz follows harmonic
some IIIs plasma
microwave > 1 min 107-10 9  30% 3-30 GHz flares; gyrosynch.
impulsive hard X-rays (thermal or
power law)
microwave z 10 min 107-10 9  m 10% 1-30 GHz large flares gyrosynch.
IV with shocks (power law)
microwave minutes- ; 107 low 1-10 GHz late phase thermal
postburst hours of flare brems-
strahlung
microwave t 10 ms > 1013 = 100% x 0.5-5 GHz flares; cyclotron
spike (burst) hard X-rays maser
burst ;~ 10 min
(group)
tA -+ B indicates a change from A to B over the duration of the burst.
Table 2.1: Summary of solar radio burst types (after Dulk, 1985).
2.1. THE SUN
bursts (see below) over a continuum background at frequencies < 50 MHz. They are thought
to be due to electrons which escape the closed-field regions of the corona and travel along
open field lines where they produce plasma emission. Spacecraft in orbit around the Earth
have observed from Type III storms both the radio emission at as low as 30 kHz, and the
electrons at - 5 keV.
Type II bursts are believed to be due to plasma emission from electrons accelerated to
a few keV by shocks propagating through the corona. Emission occurs at the fundamental
and second harmonic of the plasma frequency and generally follows mass-ejection events.
Type III bursts are the second most commonly observed bursts, after the Type I bursts.
They commonly occur in groups of up to 20 or more individual bursts. Although often
large groups of Type III bursts are seen at the beginnings of flares, > 90% of the observed
Type IIIs occur in the absence of flares. They begin at frequencies around 200 MHz, drifting
quickly to low frequencies, and sometimes returning to high frequencies. They are caused by
slow electron streams (10s of keV) traveling along closed magnetic field lines and producing
plasma radiation. As they travel outward and the plasma density changes, the emission
frequency changes in accordance with equation (1.22). The reversal of the direction of
frequency drift is explained by the movement of the electron stream up one side of a field
line loop and back down the other side.
There are three varieties of the Type IV bursts: flare continuum, storm continuum,
and moving. The Type IV flare continuum is caused by plasma radiation from electrons
trapped in coronal magnetic loops. Unlike the Type III bursts in which the source of plasma
radiation moves, the source of the Type IV flare continuum is stationary, generally located
at heights from 0.1-1Re. They are often observed during flares with Type II bursts, and
are thus thought to be associated with mass-ejection events. The Type IV storm continuum
occurs within about 10 minutes of the beginning of a flare and drifts from - 300 MHz to
lower frequencies on a timescale of about an hour. It can be distinguished from the Type IV
flare continuum by its high degree of circular polarization. The Type IV storm continuum
is caused by plasma radiation at the fundamental plasma frequency, like the Type I storm.
The moving Type IV burst occurs rarely, and is thought to be due to a moving source
called a plasmoid. A plasmoid is a self-contained magnetic structure in which electrons are
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trapped. Sometimes they are seen to emit plasma radiation, identified by its high brightness
temperature and low polarization, while at other times they emit by the gyrosynchrotron
mechanism, with lower brightness temperatures and higher polarization. Thought to arise
from high-density mass ejections, some moving Type IV bursts emit plasma radiation early
in their lifetimes, evolving to gyrosynchrotron later.
Type V bursts occur following some Type III bursts, and are believed to be due to
plasma radiation at the second harmonic of the plasma frequency, arising from the slower
electrons in the same electron stream which causes the Type III bursts. Interestingly, the
polarization of the Type V bursts is in the opposite sense from that in the Type III bursts,
an effect thought to arise from a change in the angular distribution of the Langmuir waves
which lead to the plasma radiation.
Microwave bursts originate in the closed-field regions associated with active areas on
the sun. They are observed at the same time as hard X-ray bursts, with flux density
proportional to the hard X-ray flux, and similar microwave and X-ray flux time profiles.
Microwave impulsive bursts occur at the early, most energetic stages of flares. Electrons
are accelerated by the flare, producing hard X-rays due to bremsstrahlung when the elec-
trons encounter high density regions, and gyrosynchrotron radio emission from the electrons
which become trapped in the magnetic field loops of the low corona.
Microwave Type IV bursts are rare. They are caused by electrons accelerated by shock
waves from large flares; some electrons become trapped in the magnetic field loops and
radiate by the gyrosynchrotron mechanism.
Microwave postbursts occur, as the name suggests, in the late stages of large flares,
when the leftover hot plasma in the low corona radiates through thermal bremsstrahlung.
Microwave spike bursts are identified by their duration on timescales of tens of mil-
liseconds and their high degree of circular polarization. Source sizes inferred from the 1 ms
risetimes seen in their time profiles imply brightness temperatures of > 1013 K. All of these
characteristics, along with their narrow bandwidths, imply a coherent emission mechanism;
the most likely is the cyclotron maser.
2.2. FLARE STARS
2.2 Flare Stars
It seems reasonable to surmise that since the sun produces radio bursts from flares, one
should be able to observe similar processes on nearby stars. Indeed, dozens of nearby
stars have been observed to produce flares at radio wavelengths. This section discusses
the basic flare star characteristics, and is summarized from reviews by Dulk (1985) and
Hjellming (1988).
The events observed on flare stars are similar in character to those observed on the sun,
but the measured flux densities imply radio luminosities 104 times that of solar flares. There
seem to be two processes responsible for the observed emission, both of them resulting from
the acceleration of electrons by a flare. When the electrons encounter the magnetic fields of
the flare star, they radiate by the gyrosynchrotron process, as evidenced by the brightness
temperatures on the order of 109 K, the partial circular polarization of the radiation, and
the variations in intensity on timescales of minutes to hours. Those same electrons can
become trapped in a magnetic field loop and produce coherent radio emission in the form
of plasma radiation or cyclotron maser radiation. That the emission arises from a coherent
process is clear from the brightness temperatures of 1012-1015 K, the very high degrees of
circular polarization, and the intensity variations on timescales of milliseconds. Both of
these types of radiation have been observed from flare stars, sometimes in the same flare
event.
Interestingly, flares seem to be common in T Tauri stars and stellar associations, sug-
gesting that flare processes might be a part of stellar formation and evolution. It has even
been proposed that all stars experience a phase of flaring activity in their early lives.
2.3 RS Canis Venaticorum Binaries
RS CVn systems are close binaries with orbital periods of - 1-30 days (this section is based
on the reviews by Dulk, 1985 and Hjellming, 1988). Tidal coupling of the stars to the
binary orbit forces high rotation rates, causing higher levels of magnetic activity than the
stars would produce individually. Variable optical and UV fluxes and dark areas observed
on the stars ("starspots") are evidence of magnetic activity; the constant breaking and
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reconnection of magnetic field lines between the stars is expected to produce large particle
accelerations. As discussed above, these elements are a basic recipe for radio emission; sure
enough, transient radio emission has been observed from dozens of binary star systems.
The observed radiation appears to occur on two timescales: hours-days and minutes-
hours. The radiation varying on the hours-days timescale is seen to be moderately circularly
polarized. VLBI observations of the systems reveal source sizes of the scale of the binary
system, implying brightness temperatures of 108-1010 K, suggesting an incoherent radiation
source. Electrons are accelerated to energies of a few MeV by outbursts from the stars;
these electrons are trapped in the magnetic fields of strengths 10-100 G between the stars,
and radiate by the gyrosynchrotron process. The minutes-hours timescale variations are
observed to be highly circularly polarized (- 100%), suggesting coherent radiation. The
coherent processes are thought to be associated with the individual stars rather than the
common region between them; assuming source sizes less than the stellar diameters implies
brightness temperatures of > 1011 K, consistent with those expected from plasma radiation
or electron-cyclotron masers.
2.4 X-ray Binaries
An X-ray binary is a binary star system in which one of the members is a neutron star or a
black hole. When matter from the other (normal) star falls into the deep potential well of the
compact member, it is heated to such high temperatures that it emits x-rays. The infalling
matter gathers in an accretion disk before it finally falls onto the compact object. At the
high temperatures involved, one expects the presence of free electrons; in the magnetic
field of a neutron star, the hot electrons should produce radio emission. Indeed, many
X-ray binaries have exhibited transient radio emission following transient X-ray emission,
with radio flux variations on timescales ranging from tens of minutes to days. The radio
emission observed from these systems is different from much of that discussed in the previous
sections, in that it is thought to be due entirely to incoherent synchrotron emission coming
from a "synchrotron bubble event." In this scenario, a dynamical adjustment occurs in the
accretion disk, producing an outward-moving shock wave. The shock accelerates electrons,
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causing an expanding spherical distribution ("bubble") of relativistic plasma. The bubble
expands adiabatically, emitting synchrotron radiation as the electrons travel in the magnetic
field. Detailed models and simulations of synchrotron bubble events have been made which
agree with the observational evidence. For particulars on this and other issues in this
section, see Hjellming & Han (1995).
An extreme example is Cygnus X-3, a well-known X-ray binary system that is also a
low-level radio source with a flux density of a few tenths of a Jansky (Braes & Miley 1972).
It exhibits small variations in its radio flux density on timescales of hours. However, in
1972 it was observed to increase in flux density by a factor of >1000 to a level of 22 Jy on
a timescale of one day (Gregory et al. 1972). Since then many more large outbursts have
been observed.
2.5 Radio Pulsars
A radio pulsar is formed when a massive star reaches the end of its life in a violent explosion
known as a Type II supernova. The outer layers of the star are thrown off, leaving behind a
neutron star. The neutron star spins with leftover angular momentum from the star; when
it emits into a small solid angle about an axis different from the rotational axis, it creates a
"lighthouse beam," sweeping its emission around at the rotational frequency. If the beam
happens to sweep across the Earth, it can be observed with a radio telescope as a source of
periodic pulses. The mechanism responsible for the emission is not well understood, but is
thought to be related to the channeling of charged particles along the magnetic axis of the
neutron star. When the magnetic axis is different from the rotational axis, the lighthouse
beam is created. A full description can be found in many references; see, for example,
Manchester & Taylor (1977) or Backer (1988).
While all pulsars display variations in pulse amplitude, with maximum intensity ap-
proximately 10 times the average, the Crab pulsar is observed to produce giant pulses of
amplitude >1000 times its average pulse height (Lundgren et al. 1995). Approximately
0.3% of the pulses from the Crab are of the giant type; flux densities as high as 2000 Jy
have been observed. The mechanism for the giant pulses is not known, but it is believed
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to be due to a temporal modulation of the normal pulse emission process. Somehow the
emission mechanism can switch to a high-intensity state; when the beam sweeps across our
telescope and the mechanism is in the altered state, we observe a giant pulse.
2.6 Supernovas
Colgate et al. (1972) and Colgate (1975) have predicted that a Type I supernova should
radiate an electromagnetic pulse at radio frequencies. A Type I supernova occurs when
a white dwarf accretes enough matter to push its mass above the Chandrasekhar limit,
causing its collapse. In Colgate's model, the collapse produces a relativistic shock wave
propagating outward through the remaining envelope of the white dwarf and accelerating it
to Lorentz factor 7. The expanding surface acts as a "conducting piston," compressing the
transverse magnetic field by a factor 72 as though it were a fluid, yielding an energy density
proportional to 74 as measured by an observer at rest with respect to the supernova. The
rapidly changing magnetic field radiates away its energy as a pulse of radio emission lasting
At , r/(3cy2) = 0.1 ps ( ri ) (1-)2, (2.1)
where r is the white dwarf radius. This pulse can in principle be observed from Earth at
frequencies up to v - 1/At. Efforts to detect radio pulses from supernovas have not been
successful; discussions of several attempts may be found in Meikle & Colgate (1978) and
Phinney & Taylor (1979).
2.7 Exploding Black Holes
Hawking (1974) has shown that a black hole of mass M radiates as a thermal body with
temperature T P 10-6(M®/M)K. The decrease in mass due to the radiation of energy
causes an increase in surface gravity, which in turn increases the emission rate; the resulting
lifetime is _ 1071 (M/M) 3 s. For "miniholes" of mass around 1015 g, this lifetime is on the
order of the present age of the universe. Any minihole near the end of its life would radiate
intensely, releasing 1030 erg in the last 0.1 s.
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Rees (1977) has speculated that the relativistically expanding sphere of electrons and
positrons which this explosion generates would act like a conducting piston, similar to that
discussed in §2.6 in the context of supernovas. The compression of the ambient magnetic
field by the conducting shell induces surface currents which increase proportionally to t 2 if
the Lorentz factor y is constant. As in §2.6 the emission lasts for a time ~'rmax/(cy2) where
rmax is the maximum radius to which the shell expands. The characteristic wavelength of
the radiation is then A rmax/'y2 , which for physical situations discussed by Rees, can be
detected on Earth at centimeter wavelengths, from distances of kiloparsecs. Attempts have
been made to detect such radiation (Meikle 1977; Phinney & Taylor 1979), but it has not
been observed.
2.8 Active Galactic Nuclei
The luminosities of AGN are among the highest in the universe, and many have been
observed to produce transient radio emission (Aller et al. 1985). For example, 0528+134
is one of the strongest AGN seen in hard gamma-rays (Hunter et al. 1993) and is a known
variable radio source. Pohl et al. (1995) observed from it in the summer of 1993 a major
outburst at centimeter and millimeter wavelengths, with an increase of more than a factor of
two in flux density at 32 and 86 GHz. The timescale of the variation was -months, peaking
a few months after a strong outburst was observed in gamma-rays, and declining as expected
for an expanding, cooling electron distribution. VLBI observations by Pohl et al. revealed
a new component in the source along the jet, leading to the conclusion that the outburst
was due to the superluminal expulsion of a new component from the core.
Romero et al. (1994) observed a 45% amplitude variation from the BL Lac object
PKS 0537-441 on a timescale of hours. The object has redshift z = 0.894; the distance
and the short variability timescale imply a brightness temperature of TB _ 1021 K. For the
outburst to originate in an incoherent synchrotron source (as in 0528+134, discussed above)
requires bulk motion of the source toward the observer with Lorentz factor ' , 103.Even
relativistic shocked jet models require 'y - 60, which Romero et al. reject as still too high.
Coherent emission mechanisms are capable of producing such high brightness temperatures,
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but require extremely specific physical conditions. An explanation which arises naturally,
without the need for extreme conditions, is that of extreme scattering in the interstellar
medium. The authors find that the outburst can be produced by scattering of the source
radiation from a volume of plasma with sub-AU linear size and electron density , 22 cm - 3 .
This density is significantly larger than the standard value for the ISM (Spitzer 1978), but
Romero et al. state that this "small-scale, high-density phase of the ISM can be originated
by thermal instabilities in the radiative cooling regions behind interstellar shocks." How-
ever, intrinsic intraday variability of AGN in general is quite plausible, especially considering
observations of optical intraday variability; this severely weakens the case for scattering.
Heidt & Wagner (1996) studied the optical variability of a sample of radio selected BL Lac
objects and found that 28 of 34 displayed variations on sub-day timescales. Nearly all of
the cases could be explained by standard models of shocks propagating down relativistic
jets.
2.9 High-Energy Cosmic Rays
The Earth is continually bombarded by cosmic rays from space; single cosmic rays with
energies as high as 3.2 x 1020 eV (51 Joules!) have been detected (Bird et al. 1995). When
one of these cosmic rays encounters the Earth's atmosphere it interacts with a nitrogen or
oxygen nucleus and produces an "extensive air shower," a cascade of photons and leptons
in a pancake-shaped cloud hundreds of meters wide and 10-15 m deep (Sokolsky 1989).
Measurements of the direction and intensity of an extensive air shower yield information
on the energy and origin of the cosmic ray which causes it. Extensive air showers can
be detected on the ground in a number of ways: the leptons can be detected directly in
scintillation counters; the Cherenkov radiation from the electrons can be observed; and
the ionizing particles can excite N2 molecules in the atmosphere which subsequently emit
fluorescence photons which can be observed on the ground with photomultiplier tubes. Ex-
tensive air showers also produce radio emission. Pair production in the cascade produces
populations of electrons and positrons. The magnetic field of the Earth systematically sepa-
rates the opposite charges, setting up a current which in turn produces radio emission (e.g.,
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Kahn, 1965). Calculations of the radiofrequency spectrum indicate that the emission occurs
in the VHF band (v < 100MHz) (Hough 1973). However, the rapid lateral falloff of the
radiation intensity from the shower axis makes efforts to detect the radio emission cumber-
some (Turver 1973). Radio studies of high-energy cosmic rays through their extensive air
showers have largely been abandoned in favor of the other experimental methods described
above, although a recent report (Rosner & Wilkerson 1997) suggests renewed interest for
the Auger Air Shower Array.
2.10 Gamma-Ray Bursts
The origin of the gamma-ray bursts (GRBs) is one of the great mysteries in modern as-
trophysics. Short bursts of gamma-rays, appearing randomly in the sky, they have been
known for over 25 years, yet until recently even their distances were uncertain by many or-
ders of magnitude. The Burst and Transient Source Experiment (BATSE) on the Compton
Gamma-Ray Observatory (see also §1.1.1) has been detecting GRBs at the rate of 0.8/day
since its launch from the space shuttle in 1991. BATSE has provided a wealth of results
(Meegan et al. 1996b): the GRBs have durations ranging from a few-hundredths of a second
to a few hundred seconds, distributed bimodally with peaks at - 0.5 sec and - 30 sec; the
angular distribution of the GRBs is isotropic; the intensity distribution implies that the
density of sources decreases with distance; the GRBs do not repeat.' BATSE observations
have gone a long way toward resolving some of the important questions. For example, the
high degree of isotropy of the GRB angular distribution as observed by BATSE is most
easily explained by a cosmological distribution of GRB sources (Meegan et al. 1992). Many
puzzles remain, however. For a review see Fishman & Meegan (1995).
In recent years the search for counterparts to GRBs has gained momentum; a detection
of emission from a GRB at another wavelength would be an important clue in under-
standing the nature of the GRB sources. For a summary of recent activity, refer to the
section entitled "Counterpart Searches" in Gamma-Ray Bursts: 3rd Huntsville Symposium
(Kouveliotou et al. 1996). The association between high-energy emission and radio emis-
'A recent report suggests that the first repeating GRB has been observed (Meegan et al. 1996a).
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sion (§1.3) suggests that searches at radio wavelengths might be fruitful; several have been
been discussed in §1.1.2. Detections of radio emission from GRBs could in principle pro-
vide much information about the sources: studies of the radiofrequency spectrum could
reveal the details of the emission process, while measurements of frequency dispersion at
radio wavelengths due to the interstellar plasma could determine the distance to the source
(Palmer 1993).
One working emission model for the GRBs is the "blast wave" model described by
Mdszaros & Rees (1993). In this scenario, a large amount of energy is deposited in a small
volume which contains some mass. The resulting explosion creates a spherical relativistically
expanding plasma shell which sweeps up the ambient medium, producing a severe shock
which accelerates particles to relativistic energies. Synchrotron emission from these particles
produces the observed (and unobserved) radiation; M6szAros & Rees estimate the spectral
shape in the optical, UV, X-ray, and gamma-ray wavebands. One appealing feature of the
blast wave model is that it does not depend on the mechanism which generates the initial
energy, and thus is quite general.
Paczyniski & Rhoads (1993) calculate the radio emission expected from such a model
by assuming that an energy E0 is injected into a small volume containing rest mass Mo0.
The initial "fireball" evolves into a spherical shell expanding with bulk Lorentz factor ro =
Eo/Moc2. The rapid expansion causes adiabatic cooling of the shell, but when it encounters
the ambient medium (assumed to have uniform mass density p), it sweeps it up and is
reheated to relativistic energies by the resulting shock. Assuming that the electrons in the
shell have an energy distribution of the form
N(E) oc E - 2 ,  (2.2)
Paczyiiski & Rhoads find that the peak flux density Fv,max from the burst is
7/8 d -/ 4  S )
Fvmax 2OmJyCF0. (1 0.5 Gpc 10- erg cm-2)
X (10-24 p  ()1/8  V ) 5/823)
g5(2.3)10-24 g -3 5 GHz/"
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The peak follows the gamma-ray emission by a time tpeak:
tpeak 7 7days Ct( -1 2  d S (10tpeak 0.1 0.5 Gpc 10- erg cm-2)
S10 - 24 g cm- 3  5 GHz ' (2.4)
where CF and Ct are dimensionless constants of order unity which parameterize the energy
densities in the magnetic fields and in the electrons, (, = E,/Eo is the fraction of the
fireball energy radiated in the band 20-2000 keV, d is the distance from the observer to the
source, S is the burst fluence measured by the observer, and v is the observing frequency.
Katz (1994) also considers radio emission from the blast wave model, but argues that
relativistic shock heating of particles with energies below the mean particle energy E will
not assume an energy distribution of the form of equation (2.2), but will instead be in
thermal equilibrium:
N(E) oc E 2 e - 3 E/E. (2.5)
For radio emission, E < E, so this becomes N(E) oc E 2. The spectrum then takes
the form F1, c v1/ 3 up to the critical synchrotron frequency for electrons with energy E.
Normalizing to the soft gamma-ray fluxes from GRBs, Katz finds that for a GRB with flux
105erg cm - 2 s- 1, the flux density at 1 GHz is e 2 pJy. This is considerably more pessimistic
than the prediction of Paczyfiski & Rhoads (1993).
This section has provided a brief summary of a theoretical framework in which radio
observations of GRBs can be interpreted. One of the main goals of the surveys described
in this work is to make such observations: the STARE project (Chapters 3 & 4) with its
large sky coverage has been collecting data at 611 MHz during a large number of gamma-
ray bursts which occurred in its field of view, and the Haystack survey (Chapters 5-7) was
designed specifically to detect counterparts to GRBs at 23 and 35 GHz. The results from
STARE are presented in Chapter 4. The results of the Haystack observations are presented
in Chapter 7.

Chapter 3
The Survey for Transient
Astronomical Radio Emission
The ideal detector of transient astronomical radio emission would provide complete sky
coverage at all times and all radio frequencies with high time resolution and excellent
sensitivity.' In practical transient detection systems of course, compromises must be made.
The primary tradeoff is between sky coverage and sensitivity, as was discussed briefly in
§1.1.2. This fact is apparent from the equation for antenna gain K, which expresses the ca-
pability of an antenna to convert flux density to antenna temperature (commonly measured
in the units K/Jy):
A2
K = (3.1)
2kBQB'
where A is the observing wavelength, kB is Boltzmann's constant, and QB is the beam solid
angle. Clearly, the larger the sky area observed by an antenna, the lower its sensitivity. Pre-
vious detection efforts have thus generally fallen into one of two categories: low-sensitivity,
large solid-angle searches (e.g., Hugenin & Moore 1974, Charman et al. 1970), or high-
sensitivity, small solid-angle searches (e.g., Partridge & Wrixon 1972, Hughes & Retallack
1973). Many such projects occurred in the late 1960s and early 1970s, prompted by the re-
ports of the detection of gravitational radiation (Weber 1969; Weber 1970a; Weber 1970b),
and as such were constrained by the technical limitations of the time. Data recording was
'It would also cost little, or would at least be funded by a generous benefactor.
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accomplished with chart recorders and continuous photographing of oscilloscope screens,
resulting in response times limited by the time constants of mechanical apparatuses and
data records which allowed analysis only by means of rulers. Modern technology provides
the opportunity to do better. Advances in radiofrequency and microwave circuit techniques
offer greatly improved measurement sensitivity at a fraction of the cost, and the computer
revolution affords the possibility of high-speed digital data collection and storage. Such
capabilities allow the amassment of large machine readable data records which may be
analyzed and reanalyzed as new ideas arise.
The Survey for Transient Astronomical Radio Emission (STARE) is an updated version
of the searches for transient radio signals described above. By employing modern technology,
STARE improves on the low-gain, large solid-angle efforts of 25 years ago. Additionally,
the experiment is designed in anticipation of future efforts to upgrade to a high-gain, large
solid-angle survey which approaches more closely the ideal detector. This chapter describes
the concept, design, and operation of the STARE project. Chapter 4 presents the methods
used to analyze the STARE data, and discusses the results achieved thus far.
3.1 The STARE Design
3.1.1 Philosophy and Concept
The underlying concept of the STARE project is to develop a full-featured radio transient
detection system in stages. This approach offers several advantages. Early stages function
as design studies and proofs-of-concept for later stages. The early stages can be completed
at lower cost, while establishing the technical knowledge base for efficient execution of the
later stages. Perhaps most important, especially in scientific experiments, the early stages
can provide initial results, helping to steer the development of the later stages.
Such an approach is particularly appropriate for the STARE project, which is envisioned
in up to three stages. The first stage ("Phase I") brings up to date the low-gain, large
solid-angle surveys discussed above. Consisting of three geographically separated total-
power radiometers, Phase I of STARE makes regular measurements of the radiofrequency
sky power with high time resolution. Geographically separate measurements allow the
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identification of astronomical signals by the requirement that events be observed at multiple
sites. This setup is quite similar in spirit to the earlier efforts described above, but takes
advantage of modern instrumentation techniques to allow highly flexible operation and a
much wider variety of analyses than was possible in the 1970s. Phase I of the STARE
project is in full operation; a complete description is given below and in Chapter 4.
The second stage of STARE ("Phase II") will transform the experiment into a much
closer approximation to the ideal radio astronomical transient detector. The primary tech-
nical goal in Phase II will be to replace each of the single radiometers of Phase I with a
small correlating array. The benefits of such a change are obvious: detection sensitivity in-
creases proportionally to the number of elements in the array, and sky position information
is readily available from the correlation. At this writing, Phase I has demonstrated that
the chosen experimental parameters present no extraordinary technical demands; planning
and initial design for STARE Phase II is therefore underway. One design study has been
performed (Hinz 1996), and other preliminary work is in progress. The main technical chal-
lenge of Phase II is the development of a simple, relatively inexpensive correlator which can
fulfill the requirements of wide-field imaging. The completion of Phase II would result in a
unique instrument for monitoring the radio sky for transient astronomical activity.
The STARE concept includes a third stage. Should Phase II prove to be intellectually
profitable, Phase III would expand the correlating arrays of Phase II to encompass larger
numbers of elements and longer baselines, increasing the sensitivity and angular resolution of
the instruments. Such a step would require new technical efforts, especially in the correlator.
Phase III is of course an ambitious project which may never be executed. However, in the
event that Phases I and II of STARE produce significant scientific progress, Phase III will
be the obvious next step. In the event that such a step is undertaken, a firm foundation of
technical expertise will already be in place to simplify and expedite further development.
3.1.2 STARE Phase I Design Parameters
A glance at any table of allocations of the radiofrequency spectrum (e.g., NTIA 1996, Chap-
ter 4) shows that the radio astronomer has a myriad of terrestrial radio sources to contend
with, from frequencies of a few kilohertz to hundreds of gigahertz. In any radio astronomical
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observations, especially those which attempt to detect impulsive signals, measures must be
taken to distinguish astronomical radio emission from radiofrequency interference (RFI).2
This was apparent in the discussion of previous radio astronomical transient detection ef-
forts in §1.1.2, where the description of each investigation included the interference rejection
scheme. The simplest approach to RFI rejection, and that employed in the STARE project,
is the requirement of time-coincident detection in two or more geographically separated re-
ceivers. Since most RFI is generated by transmitters on the ground, it likely to affect only
one out of a group of receivers separated by hundreds or thousands of kilometers. Persistent
air- and spaceborne radio sources can be identified by their non-sidereal motions. In the
case of geostationary transmitters, their known positions and transmission frequencies may
give them away. STARE Phase I uses three receivers spaced by several hundred to several
thousand kilometers to identify radio signals of astronomical origin.
The choice of observing frequency drives the instrument design more than any other
parameter. STARE operates at a center frequency of 611 MHz with a bandwidth of 4 MHz.
This frequency was chosen for a variety of technical reasons. The frequency band between
608 and 614 MHz is protected for radio astronomy use, instead of carrying television chan-
nel 37 as it would otherwise since it falls in the middle of the UHF TV allocation. This
fact has implications for the STARE design: channels 36 and 38 are quite near, with the
channel 36 audio carrier at 607.75 MHz and the channel 38 video carrier at 615.25 MHz,
requiring the use of steep-skirt bandpass filters to select the radio astronomy band. On
the other hand, RFI in this band is likely to be more strictly monitored, since any rogue
source of UHF would affect all of the local television sets, and the FCC would be likely to
step in and eliminate the source. Another reason for the choice of 611 MHz is the relative
simplicity of constructing electronic circuits in that frequency range, 3 allowing the design
and construction of the STARE instrumentation entirely at MIT by the author (with some
help and much advice from a number of people). Finally, the effective collecting area of
an antenna increases with wavelength. There are scientific arguments for lower frequencies
2RFI is defined in this context as any radiofrequency energy which does not arise from natural processes
in the Universe; this is perhaps in direct conflict with the definition used by, for example, a radiofrequency
communications engineer.
3 ,At 600 MHz you can get away with murder." (Barrett 1994)
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as well (synchrotron sources are more intense at lower frequencies; see §1.2.2), but their
strength is offset by arguments for higher frequencies (the gamma-ray burst radio emission
model of Paczyfiski & Rhoads 1993, predicts higher radio flux densities at higher frequencies;
see §2.10). Thus technical factors tip the balance in the frequency choice for STARE. From
the choice of frequency arises other design requirements. The resulting instrumentation is
discussed in §3.2.
Finally, the STARE instrumentation is designed to function independently and auto-
matically. Obviously it is impractical to require operators to perform routine observations,
so the experiment takes advantage of modern computers and networks to automate observ-
ing, data transfer, data archive management, and data analysis. Also, since the STARE
radiometers are geographically separated, the systems are designed to minimize the neces-
sity of on-site intervention for service. Most routine maintenance can be performed from
MIT.
3.1.3 Goals of Phase I
The execution of Phase I of the STARE project has been undertaken with several goals
in mind. As described above in §3.1.1, one of the primary aims of Phase I is the initial
development and evaluation of experimental techniques and instrumentation. The design
and construction of apparatus for Phase I lays significant groundwork for Phase II. The
radiometer design may be used for the elements of the Phase II interferometers, and the
control systems and data management procedures will be easily adaptable to handle the in-
creased demands of future work. Another goal of Phase I is the evaluation of the 611 MHz
protected radio astronomy band for transient detection work at several locations. In an
experiment which depends on coincident detections, there is always the possibility of ran-
dom coincidences from RFI. Phase I is characterizing the interference environments at the
radiometer sites, allowing calculations of chance coincidence probabilities. Sites with high
levels of RFI may prove not to be effective for STARE. Finally, Phase I may produce the
first scientific results from the STARE project by assembling a unique data set-a con-
tinuous record of radiofrequency sky power at 611 MHz from three separate sites. Any
bright radiofrequency phenomena which fall in the field of view of the STARE sites will be
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recorded and stored for possible future analysis. Of particular interest are radio counter-
parts to gamma-ray bursts, but many other investigations are possible, from atmospheric
studies to large-number statistics of astrophysical upper limits. In addition, the machine
readable record means that the data will always be available for new applications and anal-
ysis methods as they appear. The results from the STARE experiment so far are discussed
in Chapter 4.
3.2 STARE Phase I: Instrumentation
The STARE apparatus at a single site consists of several systems: an antenna, a radio
astronomy receiver, a Global Positioning System (GPS) receiver, a GPS antenna, and a
PC which is responsible for data collection, control, and communications. A workstation
in the radio astronomy group at MIT is responsible for controlling the site instruments,
as well as receiving, archiving, and analyzing the data. Communications between the site
computers and the control computer at MIT are transmitted via the Internet. Figure 3-1
shows the overall organization of the system. The three sites are the VLBA station in
Hancock, NH, the National Radio Astronomy Observatory in Green Bank, WV, and the
Hat Creek Radio Observatory (the location of the Berkeley-Illinois-Maryland Array) in Hat
Creek, CA. These sites were chosen because they all have operating radio telescopes and
so are expected to have low levels of RFI, and because their managing organizations were
willing to support STARE operations. The STARE instruments are highly self-sufficient,
requiring only a 117 VAC wall outlet, an Internet connection, space for the antennas and
electronics, and a staff member willing to perform occasional minor crisis intervention, such
as pressing the reset key on the computer.
This section provides a description of each STARE subsystem. Full technical documenta-
tion is available in a series of memoranda: STARE Technical Memo #1: Phase I Experiment
Construction and Installation (Katz 1997a), STARE Technical Memo #2: GPS for STARE
(Moore & Katz 1997), and STARE Technical Memo #3: Phase I Operations (Katz 1997b).
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Internet
Figure 3-1: STARE system organization.
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Figure 3-2: Turnstile antenna used in the STARE project (not to scale).
3.2.1 The Antenna
The ideal antenna for an all-sky radio monitor would have constant gain over a large solid
angle, and zero gain elsewhere. This would provide even coverage over the desired area,
with complete rejection of signals arising from outside the observed area. Of course in
reality such performance is not possible, but reasonable approximations can be achieved.
Since this type of response is also desired for the prime-focus feed of a parabolic antenna,
many attempts have been made to produce it. One of the more successful designs is the
"turnstile" or "crossed-dipoles in a cavity" (e.g., Airborne Instruments Laboratory 1971,
Wong & King 1973). Since it is known to be a good performer, the turnstile antenna was
chosen for use in the STARE project.
Antenna Design
The basic arrangement of the turnstile antenna is illustrated in Figure 3-2. The specific
design used in the STARE project was originally created by Professor Bernard Burke of
MIT for use as a prime-focus feed on a parabolic antenna. It employs dipoles of total length
A/4 (A = 49.1 cm at 611 MHz), situated a distance A/4 above the backplane. The backplane
is a conducting disk of diameter about 1.2A, and the cavity is formed by a conducting ring
of diameter A, with height slightly less than A/4.
To investigate the properties of this design, a 1/10 scale model of the antenna (but includ-
ing only one dipole instead of an orthogonal pair) was built and tested by Jack Barrett, Dr.
Pauline McMahon, and Wayne Baumgartner. Construction was done at MIT, and radiation
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Figure 3-3: Normalized radiation pattern measurements of 1/10 scale model of STARE
antenna (one dipole only) using a helical transmitter: (a) radiation pattern in the plane
perpendicular to the dipole axis, (b) radiation pattern in the plane containing the dipole
and perpendicular to the backplane. Radial axes show dB relative to peak; angles refer to
zenith angle 9, with 0 = 00 directly above the antenna. Measurements by W. Baumgartner.
pattern measurements were made in the anechoic chamber at the Smithsonian Astrophysi-
cal Observatory, using a helical transmitting antenna. Figure 3-3 shows the results plotted
as a function of zenith angle 0, normalized to their maximum values. Both patterns show
substantial irregularities in the backward lobes (9 > 900). This is believed to be due to
peculiarities in the experimental setup: as the antenna was rotated through a full circle to
complete the measurement, various coaxial cables, RF connectors, mounting flanges, etc.
entered the space between the transmitter and the model. Since in the actual STARE an-
tenna, no celestial source can be observed at 0 > 900, and since the radiation patterns are
down from the peak by 15 dB or more for 8 > 90', the irregularities do not affect STARE
operation significantly. Somewhat more worrisome is the asymmetry of the pattern in Fig-
ure 3-3(b), especially below 9 - 45' . Since the scale model itself is symmetric, the pattern
should be symmetric, suggesting that geometrical peculiarities in the measurement setup
are to blame. Comparison of the radiation pattern in Figure 3-3(b) to other measurements
of similar antennas (e.g., Airborne Instruments Laboratory 1971) suggests that the left lobe
58 CHAPTER 3. SURVEY FOR TRANSIENT ASTRONOMICAL RADIO EMISSION
of the pattern is closer to the expected result. The somewhat abrupt change of the pattern
in the right lobe near 0 = 750 provides additional evidence that it is the corrupted part of
the measurement. Based on these facts, only the left lobe of the pattern in Figure 3-3(b) is
used in the determination of STARE results.
To use the antenna power patterns in Figure 3-3 for quantitative analysis, they were
characterized by fitting them with functions of the form P(0) = A [exp(-0 2/B) - 1] (an
ad hoc choice). For the pattern in Figure 3-3(a), the fit included the range 0 < 90 ° from
both left and right lobes, since that is the range in which it will in be used. The best fit
was
Pa(0) = 38.49 [exp(-02/13995) - 1], (3.2)
where 0 is measured in degrees and Pa in dB relative to peak. For Figure 3-3(b), the fit
included only the range 00 < 0 < 900 in the left lobe, due to the measurement asymmetry
described above. The best fit there was
Pb(O) = 23.86 [exp(-02/6253) - 1] , (3.3)
where 0 is measured in degrees and Pb in dB relative to peak. Figure 3-4 shows both fits
over the included ranges, along with their residuals. Fit (a) is good, deviating from the
measurements by less than 1 dB over the entire angle range. Fit (b) is somewhat worse. It
deviates from the measurements by less than 2 dB except in the neighborhood of 0 = 650,
where the deviation reaches almost 4dB. However, the quality of the measurement of
pattern (b) is rather lower than that of (a), as evidenced by Figure 3-3. Thus the fit
in Figure 3-4(b) is deemed satisfactory to within about 3 dB (a factor of 2). Note that
equations (3.2) and (3.3) yield the power pattern in decibels. To use them in data analysis,
they must be converted to linear units:
Pa(0) = 10Pa/10 = 1 0 3.849(exp(-0 2 /13995)-1) (3.4a)
Pb(0) = 10Pb/10 = 10 2.386(e xp (- 02/6253 )- l ) (3.4b)
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Figure 3-4: Least-squares fits to measured beam power patterns of STARE antenna scale
model, with residuals: (a) fit to pattern in Figure 3-3(a); values of 9 less than zero reflect
the fact that the fit included both lobes; (b) fit to pattern in Figure 3-3(b), including only
the left lobe.
The STARE antenna systems include another component not shown in Figure 3-2: the
outputs from the orthogonal dipoles are fed into a 900 hybrid coupler. This four-port device
takes two (complex) input voltages V, and Vy and combines them to form two outputs,
V1 = (V, - iVy)/VV and V2 = (-iVx + Vy)/ /, which are then passed to the receiver for
processing. This effectively converts the two orthogonal linear polarizations received by
the dipoles to two orthogonal elliptical polarizations. The primary advantage of converting
to elliptical polarization this way is that the radiation patterns become independent of
azimuth, depending only on zenith angle 0. To illustrate this quantitatively, suppose that
the dipoles are centered on the origin of a coordinate system, and are aligned with the x-
and y-axes, so that 0 = 00 corresponds to the positive z-axis. A plane electromagnetic wave
propagating toward the origin is described by its polarization vector OEe +E,, where 9 and
0 are unit vectors of a spherical coordinate system (0 is the angle made with the positive
z-axis; W is the angle measured from the positive x-axis through the positive y-axis), and
E 0 and E, are in general complex. If the dipoles are Hertzian (dipole length K< .), then
radiation received from a source located in the (0, ýo) direction produces receiver outputs
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Rout,i and Rout,2:
Rout,1 = E,[ + lEG 12 cOS2  - i cos 0 (EE, - EoE*)] (3.5a)
Rout,2 = CIE + IE 12 cos 2 0 + i cos 0 (EE, - E*E)] (3.5b)
as derived in §A.2. C is a proportionality constant which includes all of the factors which
enter into the conversion of the radiation to power at the output of the receiver. Note that
equations (3.5a) and (3.5b) are independent of Wp as required.
The dipoles used in the STARE antenna are not infinitesimal, but have total length A/4.
This destroys the azimuthal independence of equations (3.5a) and (3.5b). To investigate
the magnitude of this effect, the Numerical Electromagnetics Code (NEC) (Burke & Pog-
gio 1981) was used to simulate the antenna configurations of interest. First the radiation
from orthogonal Hertzian dipoles driven 90' out of phase was simulated, and found to be
azimuthally symmetric, as expected from equations (3.5a) and (3.5b). The procedure was
then repeated for dipoles of total length A/4. As expected, the azimuthal symmetry was
broken. However, the largest deviation from the Hertzian case is only 0.29 dB (7%). Since
other effects which limit the accuracy to which the antenna power pattern is known are sig-
nificantly more severe, the effect of the finite dipoles on the power pattern is ignored. The
pattern is thus assumed to be azimuthally symmetric to within measurement tolerances.
The antenna used for STARE consists not only of orthogonal dipoles, but includes a
circular backplane and ring which form a cavity. However, since the backplane and ring
have cylindrical symmetry concentric with the dipoles, they cannot destroy the azimuthal
symmetry of equations (3.5a) and (3.5b). This establishes in principle the azimuthal in-
dependence of the power patterns of the STARE antenna plus hybrid coupler. However,
issues in the construction of the antennas complicate the situation.
Realization of the STARE Antenna Design
An oversight which occurred during the construction of the STARE antennas modifies the
arguments of azimuthal symmetry presented in the preceding section. A pair of semi-rigid
coaxial cables was used to connect the dipoles to the inputs of the 900 hybrid coupler. In two
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of the three STARE antennas (those installed at Hancock and Green Bank), the members
of the pair were made with different lengths, introducing an extra phase between the two
orthogonal linear polarization signals before they enter the hybrid coupler. The result is
that the output powers Rout,l and Rout,2 are no longer described by equations (3.5a) and
(3.5b). Instead, they are given by (as derived in §A.3)
Rout,= - [|IE2 (1 - sin 2Wsin/3)
+ IEe1 2 cos 2 0 (1 + sin 2p sin P)
+ EVEB cos 0 (2 sin 3 cos2  + e-i(3+r/2))
+ E*E cos 0 (2 sin 3 cos 2 p + ei(3+7/2))] (3.6a)
Rout2[ I E2 (1 + sin 2W sin /)Rout,2
+ IEol2 cos 2 0 (1 - sin 2p sinp)
- EEE cos0 (2 sini cos2 p + e-i(3+± r/2))
- E*E 0 cos 0 2 sinl cos2 + ei(0+w/2)) (3.6b)
where / is the phase difference between the linear polarization signals due to the extra
length of coaxial cable. The receiver outputs now depend on p. In principle it is possible
to make measurements of the values of 8 in the STARE antennas. Then, for a source
with known position (0, p), equations (3.6a) and (3.6b) could be solved. This would also
require careful alignment of the STARE antennas in azimuth to fix the zero point of the V
coordinate. However, it is possible to avoid these complications, at a price, by noting that
the sum of equations (3.6a) and (3.6b) is independent of 'p:
Rout,i + Rout, 2 = C (Ei12 + Iel 2 cos2 o) (3.7)
This equation was derived from the responses of Hertzian dipoles. However, it can be used
for the STARE antennas in the following manner. Note that the function cos2 0 multiplies
IEo 2; note also that cos 2 0 is the normalized power pattern of a Hertzian dipole with axis in
the 0 = 900 direction. This is intuitively appealing: the projection of the 0 vector onto the
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x-y plane is a maximum at 9 = 00, and falls to zero at 0 = 900, where 0 is perpendicular to
the x-y plane. The 900 hybrid coupler has removed the azimuthal dependence of a single
Hertzian dipole, leaving behind only the zenith angle dependence. Similarly, note that the
quantity IEI12 is multiplied by unity, which is the power pattern of a Hertzian dipole in
the plane perpendicular to the dipole axis. Again, this is intuitively appealing, since the
projection of the 0 vector on the x-y plane is always unity. To apply equation (3.7) to the
STARE antennas, note that the power patterns in Figures 3-3(a) and 3-3(b) correspond for
the STARE antennas to 1 and cos2 9 for the Hertzian dipole. With this identification, the
form of equation (3.7) for the STARE antennas may be found by replacing 1 and cos2 9
with equations (3.4a) and (3.4b):
Rout, + Rout,2 = C [IEl 2 Pa() + IEl2 Pb(0)]
= C [IE 12 . 1 0 3.849(exp(- 02 /13995)-1)
+ IEol 2 . 102.386(exp(- 02/6253)-1) (3.8)
This equation shows that by summing the measured powers in each of the polarization
channels, azimuthal symmetry of the STARE antenna power patterns is regained, but at the
expense of the polarization information. For a source at a known elevation, equation (3.8)
is a single equation with two known quantities (the measured sum Rout,i + Rout,2, and 0),
and two unknown quantities (E 0 and E,). Obviously this cannot in general be solved.
However, it can still be used if an assumption about the polarization is made. For example,
unpolarized radiation has IEel = IEl with random phases. Assuming that the incident
radiation is unpolarized, defining E - JEel = lEI, and rearranging terms in equation (3.8)
yields
CE2  Rot, + Rout,2 (3.9)
Pa(0) + Pb(90)
Various calibration factors discussed below can be applied to this equation to convert the
sum Rout,J + Rout,2 to a flux density, and the value of 0 may be substituted to find the
correction factor for the power pattern. This yields an estimate of the total intensity of the
source, assuming it is unpolarized. While not ideal, this approach provides usable results
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until the situation is corrected. Equalization of the lengths of the coaxial cables which feed
the hybrid coupler inputs will render this approach unnecessary, since the outputs Rout,l
and Rout,2 will be separately independent of ýp. Presently, equation (3.9) provides total
intensity estimates which are at worst incorrect by a factor of a few.
Antenna Sensitivity
The other quantity necessary to characterize the STARE antennas is the sensitivity K, first
presented in equation (3.1). To calculate K requires knowledge of the beam solid angle f•B,
which is defined by
QB = j P(, W) d = j P(, W) sin 0d dp (3.10)
where P(O, W) is the power pattern of the antenna. For the STARE antennas, equa-
tions (3.4a) and (3.4b) provide two measured power patterns (both independent of p),
yielding two values of sB:
2B,a = 27r Pa(O)sinOdO = 1.56sr (3.11a)
2B,b = 27r Pb(O)sinOdO = 1.30sr (3.11b)
The integrals were evaluated numerically using Romberg's method (Press et al. 1992, §4.3).
The astute reader will note that the limits in 0 extend from 0 to 7r, while equations (3.4a)
and (3.4b) were determined by X2 fits over the range 0 to 7r/2. Since the beam power
patterns shown in Figure 3-3 are down by more than -15 dB for 0 > 7r/2, the majority of
the contribution to the integral arises from the range 0 < 7r/2. The effect of this discrepancy
was investigated by reevaluating the integrals with the range of 0 restricted to 0 to 7r/2. As
expected, the deviation from the solid angles in equations (3.11a) and (3.11b) is less than
3%, so those values may used without significant error. The two values are the antenna
sensitivities for two possible polarization directions of the incoming radiation (0 and #).
Since in the analysis of the STARE data, the assumption of an unpolarized source will be
made (see above), and since the two solid angles in equations (3.11a) and (3.11b), differ by
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only 20%, the mean of the two may be used in the STARE analysis with little error. The
beam solid angle of the STARE antennas is thus taken to be QB = 1.43 sr, yielding the
antenna sensitivity K at 611 MHz:
A2
K = = 6.1 x 10- 5 K Jy- (3.12)
2kBQB
This factor is used to convert measured antenna temperatures to flux densities, which may
then be corrected for the antenna power pattern using equation (3.9) and the procedure
described above.
3.2.2 The Receiver
The STARE receivers are dual-channel superheterodyne total-power radiometers. The com-
ponents are grouped in two sections. The front-end is outdoors (attached to the antenna),
and contains the 900 hybrid coupler for polarization conversion, a noise source for calibra-
tion, and the low-noise preamplifiers. Placing the preamplifiers close to the feed reduces the
UHF signal loss before initial amplification, reducing the receiver noise temperature. The
back end of the receiver is indoors, connected to the front end by coaxial cables, and con-
tains tuned-cavity bandpass filters to select the protected radio astronomy band and reject
the nearby television signals, additional UHF amplification, the mixer and 608 MHz local
oscillator, baseband amplifiers and filters, square-law detectors for measuring the power in
the input signal, and finally pre-digitization low-pass anti-aliasing filters. Figure 3-5 shows
a block diagram of the receiver components.
Front End
The 900 hybrid coupler for forming circularly polarized beams is manufactured by GHz
Technologies, Inc., and operates in the band 500-1000 MHz. The noise source is based on a
noise diode module from Noise Com, and is coupled into the main signal path with 20 dB
directional couplers, also from GHz Technologies, Inc. The noise source is switched on and
off through a connection to a control circuit in the back end (not shown in the diagram).
The preamplifiers are based on the design used by NRAO for the UHF bands of the
3.2. STARE PHASE I: INSTRUMENTATION 65
Figure 3-5: STARE receiver block diagram.
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VLBA (Harris & Lakatosh 1987). Based on Mitsubishi GaAs field-effect transistors, the
amplifiers operate at ambient temperature, providing > 30 dB of gain in the band 608-
614 MHz, with an equivalent noise temperature of < 50 K.
The front end UHF electronics are connected to the back end via - 30 m of RG-223
coaxial cable, with loss of - 15 dB at 611 MHz.
Back End
The bandpass filters which begin the back end are six-section resonant cavity filters from
K&L Microwave, Inc. The center frequency is 611 MHz and the bandwidth 4 MHz.4 The
steep skirt of the bandpass response provides rejection at 607.75 and 615.25 MHz (the
audio carrier of channel 36 and the video carrier of channel 38, respectively) of greater
than 40 dB. The filtering requirements were determined by spectral measurements made
at the Hancock, NH site before the design of the STARE receivers. Measurements of the
power in the two television signals at Hancock determined the required attenuation in the
STARE receivers. The proximity of Hancock to Boston, where the channel 38 transmitter
is a powerful UHF source, meant that it was likely to have the worst RFI (due to television
broadcasting) of the three sites.
Additional gain at 611 MHz is provided by cascades of three monolithic drop-in ampli-
fiers from Mini-Circuits, Inc. Each amplifier provides - 10 dB of gain. The mixers are also
from Mini-Circuits, Inc., and are driven by a local oscillator based on an Avantek VTO-9050
voltage-controlled oscillator, phase locked to an 8 MHz crystal with a Motorola 145152P2
frequency synthesizer IC.
After mixing, the baseband signal is amplified by a chain of four AD811 operational
amplifiers from Analog Devices, providing - 60 dB of gain. A low-pass LC filter with
cutoff frequency 5.5 MHz further reduces the effects of RFI, especially the video carrier
of channel 38. The signal is then detected using an Analog Devices AD835 four-quadrant
analog multiplier, which squares the voltage, producing a new voltage which is proportional
to the power in the passband. Finally, the detected signal is filtered by a low-pass filter
4Actually, the center frequency is 611.5 MHz and the bandwidth is 3.75 MHz. However, the difference
between these and the nominal values plays no significant role in the STARE results, so the round figures
are adopted as standard.
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Site Channel TR (K) TN (K)
Hancock, NH 1 137 118
2 147 110
Green Bank, WV 1 122 113
2 102 116
1 1 19t
2 131 t
Hat Creek, CA 1 155 86
2 99 93
tThe noise source at Green Bank was replaced on 20 Dec.
1996. These measurements apply after that date.
Table 3.1: STARE receiver calibration results.
with cutoff frequency 25 kHz. The purpose of this filter is to band-limit the signal so that
it satisfies the Nyquist criterion before digitization.
All aspects of the receiver were designed, constructed, and debugged at MIT by the
author, with invaluable advice from Alan Rogers and Brian Corey of Haystack Observatory,
and additional help from Larry Beno of National Radio Astronomy Observatory.
Receiver Calibration
Before installation in the field, each receiver was calibrated at MIT using hot and cold
loads. For each receiver channel, two quantities were measured: the receiver equivalent
noise temperature TR, and the equivalent noise temperature of the noise source TN. The
results are shown in Table 3.1. In the field, the noise sources are used to calibrate antenna
temperatures in the presence of changing receiver gains. Since the noise source temperatures
are known, measuring the change in receiver output that they cause yields a conversion
factor from receiver output to antenna temperature. This factor is used to infer the antenna
temperatures due to external radio sources.
3.2.3 The Global Positioning System
STARE identifies transient astronomical radio emission by its simultaneous appearance in
the data records of two or more sites. In order to make such an identification, STARE
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must be able to establish simultaneity. This requires accurate clocks at each of the sites
which can be used to assign timestamps to the data points. Accurate timing for STARE is
provided by the Global Positioning System (GPS). The Global Positioning System consists
of a constellation of 24 earth-orbiting satellites which carry atomic clocks. Each satellite
continuously transmits the time on its clock. A GPS receiver on the Earth receives the
signals from whichever satellites are overhead (the constellation is designed so there are
always at least four satellites visible from any point on the Earth). By comparing the
times-of-transmission from each of the satellites, the receiver can triangulate its position on
the ground as well as the time.
The GPS receiver used by STARE is the GPS Time-Machine/OEMTM  from Spectrum
Geophysical Instruments and consists of a receiver and an antenna/preamp. The antenna
is mounted outside (within a few meters of the radiometer antenna), with a coaxial cable
carrying the signal inside to the receiver. This system is designed as a precise time and
frequency instrument: high time accuracy is achieved by a "static timing mode" in which
the known position is fixed, and the receiver makes use of four satellites to determine the
time alone. This process produces a timing accuracy of ±100 ns. For static timing mode
to be successful, an accurate position is required. Accurate positions of the STARE sites
were computed by allowing the GPS receivers to determine their own positions ("dynamic
timing mode"). The PCs recorded the instantaneous GPS position solutions continuously
for a period of three days. The data were then processed at MIT to determine the best
positions: For each site, the data were broken into twelve six-hour segments, from each
of which was computed a mean position. Then, from the twelve position estimates, the
ensemble mean and the standard deviation of the mean were calculated, yielding the final
best position solution. This segmenting approach was necessary because the instantaneous
position solutions reported by the GPS receivers are not statistically independent: the
timing signals from the GPS satellites are purposely degraded by the provider (the U.S.
Department of Defense) by slowly varying the reported time from its correct value. This
results in statistical correlation between instantaneous measurements, making the standard
deviation around the mean of such measurements an inaccurate indication of the uncertainty
in the solution. The results of the GPS data analysis are shown in Table 3.2. The linear
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site
Hancock
Green Bank
Hat Creek
coordinate
latitude (N)
longitude (W)
altitude
latitude (N)
longitude (W)
altitude
latitude (N)
longitude (W)
altitude
measurement
420 56' 01.07"
710 59' 13.89"
304.0 m
380 25' 46.83"
790 50' 54.73"
791.7 m
400 49' 01.00"
1210 28' 08.24"
1012.2 m
uncertainty
(angular) (linear)
0.05" 1.4 m
0.07" 1.6 m
3.5 m
0.05" 1.4 m
0.05" 1.3 m
2.6 m
0.07" 2.3 m
0.06" 1.5 m
3.9 m
Table 3.2: GPS measurements of STARE site positions.
position uncertainties in latitude and longitude are approximate, and were calculated using
the relation (1 arc minute of longitude at the equator) = (1 nautical mile) = (1852 m).
The GPS Time-Machine/OEMTM requires special power supply provisions to maintain
the position solution in the event of power failure. The necessary circuitry was designed by
Brian Corey and Christopher Moore.
The GPS receiver provides timing information to the STARE site computer in three
forms. First, a text message containing the clock time is presented to the serial port of the
computer. Second, along with the time message, a one-pulse-per-second (1 PPS) signal is
provided which marks the time presented in the text message. This allows the computer to
identify a particular datum with a timestamp. Finally, a 100 kHz signal synchronized with
the 1 PPS is output; this signal is used to clock the data acquisition process, which keeps
it aligned with the GPS determined time.
3.2.4 The Site Computer
Each STARE site is controlled by a common desktop personal computer. The models in
use are from Midwest Micro, and are 486-based machines with clock speeds ranging from
33 MHz to 100 MHz. All operation is under the MS-DOS operating system. The computers
are responsible for all aspects of experiment operation.
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Receiver Control & Calibration
When observing begins, two calibration sequences are performed by the computer. First, a
time calibration takes place. The computer reads the time from the GPS receiver through
its serial port, then switches in the 1 PPS signal to the data acquisition circuits. When it
finds the pulse, it marks the bin with the time just read, setting up the timestamps for the
remainder of the observation. Second, the noise source is switched on for a short period of
time while data are acquired, then switched off. This provides a calibration signal which
is used in post-processing to convert raw data to antenna temperatures. After the initial
calibration, the computer may perform the noise source switching sequence periodically,
with the interval specified by the user.
Data Acquisition & Averaging
Each computer contains a National Instruments AT-MIO-16F-5 12-bit analog-to-digital con-
verter (ADC) which performs the actual data acquisition from the output of the radiometer.
The ADC samples the two receiver outputs at 50 kHz per channel, clocked by the 100 kHz
signal from the GPS. The data collected by the ADC are transferred to the computer's
main memory in blocks, where they may undergo averaging, as specified by the user. The
maximum averaging length which can be achieved this way is 6250 samples (due to buffer
size limitations in the PC), corresponding to an effective integration time of 0.125 seconds.5
With no averaging, the effective integration time is 1/50kHz = 20p s. Once the computer
completes any averaging, it writes the data to the disk.
All data acquisition operations are performed by custom software created at MIT by
John Ellithorpe, and modified by Bahman Rabii and the author.
GPS Control and Monitoring
The GPS receiver tracks satellites and produces timing information on its own, but it does
require some setup and monitoring in order to interact properly with the rest of the STARE
apparatus. It must be configured to communicate properly through the serial port of the
5 0f course, since the data are stored digitally, longer averaging times are possible in post-processing.
_I·_ I _
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computer, and it must have its 100 kHz output enabled in order to clock the data acquisition.
Also, it must be controllable so that position data collection may be performed, controlled
remotely from MIT. The PC provides all of these capabilities.
Additionally, the GPS provides a "Time Valid" signal which indicates that it is tracking
satellites and providing accurate timing. This signal is monitored by the PC during ob-
serving. If the valid time indication is dropped, the PC marks the data as possibly having
inaccurate timestamps.
Communications
The PC is responsible for all communications with MIT, from where central control of
the experiment is performed. Communication is via the Internet using the File Transfer
Protocol (FTP). Information flows from MIT to the STARE site computers in the form
of command files, through which the user controls the actions of the PC. Information flow
from the site computers to MIT includes the data files, diagnostic information, and a log of
system activity which allows the user to see what's happening at the site.
General Housekeeping & Management
A number of other routine maintenance tasks are performed by the PC, including com-
pression and archiving of data, synchronization of the system clock with the GPS clock to
maintain inter-site clock agreement, monitoring of local disk space and other relevant sys-
tem parameters, etc. The main control software at the sites performs all of these functions,
in addition to providing the capability for arbitrary DOS commands. This allows a large
variety of system maintenance to be performed from MIT, obviating the need for on-site
intervention. The control software was created at MIT by the author.
3.2.5 The Control Computer at MIT
The STARE control computer at MIT is responsible for providing instructions to the site
PCs, and collecting data from them. Control of the PCs is accomplished by the use of
command files, which are retrieved periodically and read by the PCs to direct their actions.
Data files, diagnostic output, and log files are received from the PCs. Once daily, the control
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computer processes the data received from each site, checking their integrity, calculating
calibration information from the noise-source data, searching the data for transient events,
and finally moving the data files to archive storage where they may be subjected to further
analysis. The daily results are collected into reports which are sent to the user.
Presently, the control computer at MIT is a DEC 3000 Alpha workstation, but STARE
is designed so that any other UNIX-based computer can easily be configured to serve the
sites through the Internet.
3.3 STARE Phase I: Operations
3.3.1 Operational Cycle
STARE operations occur in a regular cycle which is executed by the site computer control
program. The sequence is as follows:
1. Connect to MIT control computer; upload any data files from observing, diagnostic
files from maintenance, and log file; retrieve command file
2. Read next command from command file; prepare to execute it; connect to MIT and
upload log file so user knows which command PC is executing
3. Execute command, which may be one of the following:
(a) Maintenance command: execute command, saving diagnostic output in a file
(b) GPS data collection command: read text messages from GPS, extracting relevant
information; save in file
(c) Observing command; begin observing sequence:
i. Initialize analog-to-digital converter (ADC)
ii. Open data file
iii. Switch 1 PPS signal into ADC; wait for pulse; record time bin in which pulse
appears; switch receiver output into ADC
iv. Switch on noise source; collect data for 2 s; switch off noise source
v. Collect data, averaging at specified interval
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vi. Repeat item iv periodically, at specified interval
vii. When specified data collection period has elapsed, stop collection, close data
file
viii. Compress data file
Execution then returns to step 1, where data are transferred to MIT, and the command file
is retrieved in preparation for the next cycle. By changing the contents of the command
files on the MIT control computer, the user can control the behavior of the site PCs.
3.3.2 Current Status
At this writing, all three STARE sites are operating reliably. The Hancock, NH station
was the first to be installed, and has been collecting data since August 1995. Second was
the Green Bank, WV installation, which came on line in March 1996, allowing STARE
operation as it was designed: geographically separated radiometers making total power
measurements 24 hours/day. Finally, the Hat Creek, CA system was put into operation in
October 1996. Thus Phase I of the STARE project, as it is presently operating, consists
of three geographically separated radiometers which make measurements of the sky power
in the band 611 ± 2 MHz in two polarizations with a time resolution of 0.125 s. After the
working out of initial bugs, the system performance is generally quite good. Data collection
occurs most of the time, with interruptions only for data transfer to MIT. The duty cycle
generally exceeds 95%, with the efficiency higher at times of low Internet traffic.
The usual observing mode consists of data collection in which the averaging length is
set to 6250 samples (0.125s), the data collection period is one hour, and the calibration
interval is 15 minutes. This way, the STARE data archive is built up as a collection of
one hour long data files containing 28,800 power measurements x 2 channels. While the
apparatuses are capable of much higher data acquisition rates, the network connections
are rather slow, so the data transfer times become prohibitive as the sampling rates are
increased. An upgrade to the instrumentation which will allow STARE to take advantage
of its fast sampling capability is described in the next section.
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3.4 STARE Phase I: Upgrade Plan
A plan exists to upgrade the STARE instrumentation to allow the use of sampling rates
up to 50 kHz per channel without the corresponding long delay while data are transferred.
This is accomplished by a so-called "burst mode," in which normal operation is the same as
that described above: data are collected with an averaging period of 0.125 s. The difference
is that the 20p s data stream (which is always available prior to averaging) is monitored
in real time. When a large event is detected in the unaveraged data stream, the data
acquisition mode is changed to record the 20 ps data.6 This will continue for some specified
period (perhaps a few minutes), after which recording of maximally averaged data resumes.
In order to keep from filling the disk with data from burst mode triggers (the volume of
data collected in one minute with no averaging exceeds the amount collected in an hour
with maximum averaging by a factor of more than 100), some other mass-storage device
(perhaps a DAT drive) will be used for data storage. Even with burst mode triggers of only
one minute duration, the resultant data volume would be prohibitively large for transfer
via the Internet. Thus, occasional attention by observatory personnel would be required for
the exchange of data tapes.
Several technical challenges must be addressed for a working burst mode to be installed.
The additional processing required for monitoring the 50 kHz data stream may be beyond
the speed capabilities of some of the site PCs. It may be possible to remedy this situation
simply by replacing the computers, which are two to three years old, with faster machines.
Also, provision for the storage of large data files on a tape drive must be programmed to
occur simultaneously with data collection. Neither of these is a major obstacle; STARE
burst mode could likely be implemented with a moderate investment of effort.
Such a feature would provide two major improvements to the information available from
the STARE data. First, the time resolution would be improved by a factor of 6250, allowing
measurement of the flux density variations of processes occurring on very short timescales.
Of course, a corresponding decrease in sensitivity would result from the decreased inte-
gration time, but since the data are in digital form, post-averaging could provide effective
6Other triggering criteria would be possible as well; e.g., switch to the high data acquisition rate on
receipt of a BACODINE notice indicating a GRB trigger from BATSE (Barthelmy et al. 1996).
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Figure 3-6: Determination of source direction by comparison of pulse arrival times at two
locations separated by a baseline of length b. If the arrival times measured at positions 1
and 2 are tl and t2, with 7 - tl - t 2 , then the angle 0, which defines a circle on the sky,
may be calculated from d = cr = b cos 0. With the addition of a third station non-colinear
with the first two, the circular symmetry is broken and a position may be inferred.
integration times of any multiple of 20 ps. The other improvement would be the possibility
of inferring the angular positions of transient events by comparison of the arrival times at
different sites, as illustrated for two sites in Figure 3-6. Suppose the two stations, labeled
1 and 2 and separated by a distance b, measure the arrival times of a pulse of transient
astronomical radio emission to be tl and t2. Then the source location may be constrained
to the locus of points making an angle 8 with the direction of the baseline b (this defines a
circle on the sky). If the measured arrival time difference is 7 = tl - t2, then the angle 0 is
given by
SCT0 = cos- (3.13)
where c is the speed of light. The uncertainty J9 in the determination of 0 depends on the
uncertainty 6S in the measurement of 7:
30 = f99
/b2 - C2 r 2
Ssin (3.14)bsin0
-u
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Now suppose that tl and t2 were measured by noting the timestamps on the time bins in
which the pulse arrival was measured (as they would be in STARE's burst mode). If the
uncertainty in the determinations of tl and t2 are St, then the uncertainty in 7 is ST = ,r2St,
SO
0 = 12. (3.15)b sin0
Since the pulse can arrive at any time during the bin width of T = 20 As, its uncertainty is
uniformly distributed, and is given by 6t = T/2v3':
0 = cT (3.16)6 bsin
This equation is plotted in Figure 3-7 for b = 5000 km, the approximate Hancock-Hat Creek
baseline, and b = 1200km, the approximate Hancock-Green Bank baseline. Over most of
the range of 0, the angular resolution is better than 10. With three stations, there are
three arrival times, and thus three annuli on the sky, the intersection of which contains the
source location. The addition of a burst mode to STARE could thus in principle provide
sub-degree measurements of the locations of transient astronomical radio events.
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Figure 3-7: Theoretical uncertainty 60 of angular position measurement vs. 0 for two baseline
lengths.

Chapter 4
STARE Data Analysis and Results
Once the STARE data are collected at each site, they are transferred to MIT where they
undergo several stages of processing, including receiver gain calibration, baseline removal,
transient event detection, coincident event detection, and flux density calibration. The
results are the identification of transient astronomical radio emission, and radio flux density
limits on other known transient astronomical sources. This chapter describes the techniques
used in the analysis of the STARE data, and discusses the results derived from them.
4.1 Receiver Gain Calibration
Each STARE receiver includes a calibrated noise source, which during normal operation is
switched on every fifteen minutes. Data are collected for two seconds with the noise source
on, after which it is switched off and regular observing resumes. Since the equivalent noise
temperature of each noise source is known, the deflection it causes in the receiver output
indicates the receiver gain. The receiver gains vary with time, due primarily to temperature
fluctuations outdoors where the receiver front ends are located. Since the front ends are
not temperature controlled, the gains of the low-noise amplifiers vary considerably. The
noise source measurements are used to track the gain changes so that accurate antenna
temperature measurements may be made.
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4.1.1 Calculation of Receiver Gains
The calibration calculations are performed for each data file using the following procedure.
From each data block in which the calibration sequence was performed, two subsets are
extracted: the two seconds of data with the noise source on ("cal-on"), and the following
two seconds of data with the noise source off ("cal-off"). Note that in the calibration
sequence, two seconds of data are discarded between the cal-on data and the cal-off data,
while the noise source is switched off. To each of the cal-on and cal-off data, a line is fit using
the robust model fitting method described in Appendix B. A robust fit is used because the
noise source power is injected into the receiver signal chain such that it is added to any other
power which is present. Since the antenna is still connected during calibration sequence, any
impulsive signal received during the time the noise source is on could corrupt the calibration.
Using a linear fit which is insensitive to outliers minimizes this effect. The cal-on fit value at
the end of the two seconds and the cal-off fit value at the beginning of the two seconds are
taken to represent the receiver output levels for the two parts of the calibration sequence.
These points are chosen because they have the smallest time separation of any pair between
the cal-on and cal-off data. Figure 4-1 illustrates the arrangement. By subtracting the
cal-off power level from the cal-on power level, the deflection of the receiver output due to
the noise source is calculated. The known equivalent noise temperature of the noise source
(listed in Table 3.1) is then divided by the receiver output deflection, yielding a calibration
constant which converts a receiver output deflection to an equivalent temperature. For
receiver output deflections which are caused by radiation impinging on the antenna, the
calibration constant allows the calculation of the resulting antenna temperature.
For each of the data files collected, calibration constants are calculated for each noise
source switching sequence. The resulting information is stored in a database, which is
accessed in later analyses to convert raw data to antenna temperatures.
4.1.2 Receiver Gain Stability
Figure 4-2 shows the calibration constants vs. time for one channel of the Hancock receiver.
The obvious diurnal signal is due to daily temperature cycling; the calibration constants
show a seasonal variation as well. The receiver gain behavior is similar at the other sites. At
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seconds
Figure 4-1: Data used in receiver gain calibration. The lines are robust fits to the two
groups of data; the cal-on data include an outlier, which is ignored by the robust fitting
routine. The arrows indicate the fit points which are used to represent the receiver power
levels for the cal-on and cal-off data. The vertical axis is labeled in analog-to-digital units
(ADU), which are linearly related to power.
20
19
18
17
16
15
398 399 400 401 402 403
JD - 2 450 000.0
404 405 406
Figure 4-2: Calibration constants vs. time for the Hancock receiver (one channel shown) in
November 1996. The variations are due to ambient temperature changes.
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Green Bank, however, unpredictable power level fluctuations set in shortly after installation.
The noise power from the noise source appeared to change with time; whether this was due to
a problem in the noise source or in the front-end amplifiers was unclear. In December 1996,
an attempt was made to repair the receiver: the noise source was replaced, and the amplifiers
were serviced. This improved the situation, but did not correct it. Another servicing mission
is planned in which the amplifiers will be completely replaced. Meanwhile, data collected
with the Green Bank system during the power level fluctuations are generally still usable,
but must be treated with extra caution. Any results drawn from them come only after
careful manual inspection of the relevant data and calibration constants to determine their
reliability.
The receiver gain fluctuation timescales at all three STARE sites are long enough that
the effect does not interfere with the detection of impulsive events (i.e., timescales of minutes
or less). For detection of longer timescale astronomical transients, the gain fluctuations
become the dominant source of measurement error. An attempt to detect the Galactic
UHF radiation in the STARE record failed in large part due to the varying receiver gain
(Rabii 1996). Further attempts to measure long timescale transient radio emission will
require stabilization of the receiver gains, possibly through temperature control of the front
ends.
4.2 Single-Site Event Detection
The purpose of the STARE project is to detect transient astronomical radio emission by
simultaneous observation of events at geographically separated sites, requiring first the
ability to detect events in the records of individual sites. This section describes the technique
used to identify transient events in STARE observations, and the results of applying the
technique to the STARE data.
4.2.1 Detection of Transient Events by Baseline Removal
Transient events in the record of a STARE site are identified by comparing the power
measured at a particular time to the baseline noise level in the output. This is accomplished
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by fitting the baseline using the robust estimation technique described in Appendix B. The
analysis uses the following procedure, which is performed individually on each data channel.
First, the calibration signals are removed from the data. Since they consist of two-second
increases of the receiver output, they would be marked by any transient identification scheme
as events. To remove them, the medians of the cal-on and cal-off data are calculated and
subtracted to find the receiver output deflection due to the noise source. This quantity is
subtracted from the cal-on data, reducing its level to that of the surrounding data points.
With the calibration signals removed, the baseline fitting and removal is performed in
two passes through the data. The purpose of the first pass is to make an estimate of
the noise level throughout a data file. A fixed-width window is slid over the data; for
each window position, a (non-robust) fit with a quadratic polynomial is performed. The
standard deviation aj of the data around the fit model is then calculated. Then the window
is advanced and the process repeated, until the entire data file is processed. The result is
a set of values {aj } which represent the noise in the data as a function of time. From this
set, the median value Umed is selected to represent the approximate sensitivity of the entire
data file. In the second pass through the data, the same data window is used. Again, a
quadratic polynomial is fit to the data in the window, but this time the fit is performed
with the robust method described in §B.2, using the quantity amed as the weight (ai in
equation B.7). Once the fit is performed, it is subtracted from the central 50% of the data
in the window. The window is then advanced by one-half of its width, and the procedure
is repeated.
The model function must provide enough freedom that the changing baseline can be
represented accurately, but within a reasonable computation time. The fit window must
be long enough that the fit does not follow short timescale events, but short enough that
it can follow the changing baseline accurately. These requirements are sometimes at odds,
since there is no way to determine from power measurements alone whether a two-minute
event was due to power received at the antenna or a rapid fluctuation of receiver gain. The
combination of model function and fit window width for analysis of the STARE data was
determined by experimentation. The combination of a quadratic polynomial model and a
fit window of width 240 s was found to produce the highest detection efficiency for transient
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events with durations less than about a minute. The fit window width is easily adjustable,
so that the algorithm can be fine-tuned for different applications.
The second pass through the data by the baseline fitting routine removes the changing
baseline from the data record, leaving behind only the deviations of the data points from
the background. A single pass is made through these data to identify transient events. Any
point which deviates from the baseline by more than 5amed is identified as the beginning
of an event. The detection threshold is then lowered to 2.5amed; subsequent points are
considered to be part of the event if they deviate from the baseline by more than this
reduced threshold. Finally, a point which drops below the reduced threshold is identified as
the end of the event. The detection threshold is then restored to 5 amed, and the start time,
duration, peak, and value of amed are recorded. The adaptive detection threshold prevents
the separation of a long-lived, highly variable event into many short events. The detection
threshold of 5 amed was found by experiment to identify events of interest without producing
a flood of false detections due to receiver noise. The threshold is easily adjustable, allowing
fine-tuning of the algorithm for different applications.
The algorithm is summarized by the following steps:
1. Remove calibration signals from data.
2. First pass through data; calculate dispersion aj of data around quadratic model in
windows of width 240s; from set {aj} select median amed to represent sensitivity of
entiire data set.
3. Second pass through data: fit quadratic model robustly in 240 s windows, using amed
as weight; subtract model from data.
4. Search baseline subtracted data for points which deviate by more than 5 amed, lowering
threshold to 2 .5umed during an event. Report statistics of detected events.
Figure 4-3 shows an example of an hour-long data file which has been processed using this
algorithm.
The event detection method presented here is very simple. More sophisticated ap-
proaches to detecting transient events in time-series data have been used (e.g., Giles 1997).
4.2. SINGLE-SITE EVENT DETECTION
189
a)
a 188
0
S
- 187
(a
ca 186
1a
185
3
600 1200 1800
time (s)
2400 3000 3600
Figure 4-3: Example of STARE data and results of baseline subtraction. The upper panel
shows the data and the fit (solid line). The lower panel shows the same data with the
fit subtracted. The three horizontal lines are the lamed, 3Umed, and 5 umed levels. In this
example, two events would be reported: a multi-point event between 100 and 200 s, and a
single-point event just after 2100 s (indicated by the arrow).
Adaptation of existing algorithms or development of new methods could increase the STARE
detection efficiency significantly. Preliminary study suggests that maximum-likelihood tech-
niques and wavelet transforms are tools which show promise for the detection of transient
events.
4.2.2 Results from Single-Site Event Detection
The detection of events in the individual site records serves two purposes. First, it allows the
evaluation of the event rates at the sites. At UHF, very many of the events are expected to be
due to local interference; knowledge of the site event rates allows the calculation of the rate of
chance coincidences between sites. Second, it allows the detection of transient astronomical
radio emission, the essence of the STARE experiment. Before multi-site coincident events
- I ' I I ' I ' I' ' I ' I ' I-
-•...% 4 L :.-.. 4 ..... . ..
-- "T I I '1" -
! • I I• I • I I r I , , I "
CHAPTER 4. STARE DATA ANALYSIS AND RESULTS
can be identified, the single-site events which form the coincidences must be discovered.
The detection of coincidences in the STARE data is discussed in §4.4.
The transient detection procedure was performed on all of the Hancock and Green
Bank data collected from 1996 March 26 through 1997 April 7. The Hat Creek data were
excluded for reasons which will be discussed shortly. The events detected fall into one of
two categories: single-point events and multi-point events. Single-point events are increases
in the received power which appear only in a single time bin (0.125 s). Figure 4-3 shows
an example of a single-point event (indicated by the arrow); further investigation with
shorter averaging times has revealed that the single-point events are generally shorter than
a few milliseconds. Multi-point events are those which appear in two or more time bins.
Figure 4-3 also contains a multi-point event (depending on the exact profile of the event, it
may actually be identified as several multi-point events).
Figure 4-4 shows all events detected at Hancock from 1996 March 26 through 1997 April 7.
The histograms show that the average rate of the single point events varies from about 7 hr - 1
to about 8 hr- 1 from night to day, while the absolute rate for multi-point events is signif-
icantly lower, varying between about 0.25 hr- 1 and 2 hr- 1 from night to day. The diurnal
variation strongly suggests that many of the detected events are related to daily human
activities. The upper plots in Figure 4-4 show that an average hourly event rate does not
fully capture the time variation of the activity; the overall event rate varies day to day as
well. For example, a marked increase in the event rate, both for the single- and multi-point
events, occurred in the days surrounding day numbers 418 and 460 on the plots.
Figure 4-5 shows all of the events detected at Green Bank from 1996 March 26 through
1997 April 7. Immediately obvious is the large spike in event rate at about 10:00 UTC,
shifting to 11:00 UTC toward the top of the upper plot. The shift in time corresponds to
the change from Eastern Daylight Savings Time to Eastern Standard Time in the fall of
1996, suggesting rather strongly that the events are due to a source of radiation which is
activated at the same local time each day. Manual inspection of some of the affected data
files reveals an abrupt increase in noise level at 6:08 A.M. local time, lasting until about
6:36 A.M., when the condition disappears. The phenomenon does not occur daily, but does
seem to be concentrated in blocks of consecutive days. Consultation with Green Bank staff
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Figure 4-4: Events detected at Hancock from 1996 March 26 through 1997 April 7. The left
panes display the single-point events, and the right panes display the multi-point events.
The top plots show the times of all events; each individual dot describes the day and time
of day (UTC) of a detected event. The lower plots show histograms of the data directly
above them.
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Figure 4-5: Events detected at Green Bank from 1996 March 26 through 1997 April 7.
The left panes display the single-point events, and the right panes display the multi-point
events. The top plots show the times of all events; each individual dot describes the day
and time of day (UTC) of a detected event. The lower plots show histograms of the data
directly above them.
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Figure 4-6: Typical hour of data from the STARE radiometer at Hat Creek. The vertical
axis is labeled in analog-to-digital units (ADU), which are linearly related to received power.
has so far failed to uncover an explanation. The event rates at Green Bank are higher than
at Hancock; both the single-point and multi-point events show diurnal variation from about
10 hr - ' (night) to about 15 hr - ' (day). The variation in event rate from day to day is even
more pronounced than at Hancock, as evidenced by the changing density of points in the
vertical direction of the upper plots in Figure 4-5.
Soon after the installation of the STARE system, the Hat Creek site was found to
be very noisy at 611 MHz. Figure 4-6 shows a typical hour of data from the Hat Creek
system. Experiments performed with the help of the Hat Creek staff have determined that
the activity is due to radiation from the control building of the Berkeley-Illinois-Maryland
Array (BIMA) during normal operations. The RFI appears in both channels most of the
time. Clearly, it is unrealistic to expect reliable detection of astronomical events in the
Hat Creek record. Because of the constant RFI, the transient detection procedure was
not performed on the Hat Creek record; thus it cannot be used for coincidence detection.
The main disadvantage for STARE is that the probability that local interference occurs
simultaneously at two sites is much higher than for three sites, weakening the interference
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rejection efficiency. The loss of Hat Creek for coincidence detection does not imply that its
data record is entirely useless, however. With Hancock and Green Bank functioning as the
coincidence detector, Hat Creek still may be used for confirmation. Discovery of a two-way
coincidence provides an exact time at which to inspect the third record. Even during BIMA
operations, Hat Creek is not noisy 100% of the time, as is apparent in Figure 4-6. With
luck, an event detected at the other two sites will occur at a moment when the Hat Creek
record is relatively quiet. However, this is clearly not the ideal situation, and alternate
plans are under consideration.
From the measured event rates at Hancock and Green Bank, the rate of chance coinci-
dences between the two sites may be calculated. For a mean event rate r, the probability
that a time bin of width Jt contains an event is rbt (where by definition r < 1/6t, since
STARE measures either zero or one event per bin). Then for two sites with independent
random events occurring at rates rl and r2, the probability that two bins (one from each
site) both contain events is rlr2 (6t)2 . The average time between two-site coincidences is
then (1/[rlr2(&t) 2]) (6t) = 1/(rlr26t). For Hancock and Green Bank, rl and r2 may be set
to the approximate mean single-point rates from the histograms in Figures 4-4 (- 7hr- 1 )
and 4-5 (- 13 hr-1). This yields the mean time AT 2 separating chance coincidence detec-
tions between Hancock and Green Bank:
1 1
AT2 = 1 - (s 13 days. (4.1)
rlr26t (7 hr-1)(13 hr-1)(0.125 s)
For three sites, with rates rl, r2, and r3, the mean time between three way coincidences
in bins of width bt is 1/ [rlr2r 3(6t) 2]. For a third site with event rate equal to that of
Green Bank, the mean time AT3 separating chance coincidences of all three sites would be
1 1
AT3 = 80years. (4.2)lr2r3 (6t) 2  (7hr-1)(13hr-1) 2(0.125s) 2 ý years. (4.2)
This makes clear the importance of relocating the Hat Creek system to a site with less
severe RFI. These rates are of course approximate, and vary from hour to hour and day
to day as the local event rates vary. For any detected coincidence, it will be important to
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know the probability that it occurred by chance. This can be found by examining the mean
event rates at the STARE sites at the time the events were detected.
The STARE event records may be examined against sidereal time rather than solar
time; any preponderance of events which appears regularly on the sidereal scale might be
an indication of astronomical events. Figure 4-7 shows all events detected at Hancock from
1996 March 26 through 1997 April 7, plotted against GST. The single-point event plots show
no more structure in the sidereal plots than they do in Figure 4-4. In the multi-point event
plots however, there is the suggestion of event clustering between about 13 and 22 hours GST
prior to a sidereal day number of approximately 350. The prospect of astronomical events
in the STARE record requires a closer look: a sample of the data files which contribute
the high event rates in the upper right plot of Figure 4-7 were examined manually. They
contained extremely large numbers of relatively short, intense events, but no particular
temporal structure was obvious. The definitive test for signals of astronomical origin in
the STARE record is the identification of coincident events between sites; inspection of the
Green Bank record provides this information. Figure 4-8 shows all of the events detected at
Green Bank from 1996 March 26 through 1997 April 7, vs. GST. The high density of events
in the Green Bank multi-point event plot makes visual comparison to that for Hancock
fruitless, so the data files in question were examined individually. None of them showed
any indication of non-random coincidences with events in the Hancock record, leading to
the conclusion that the events were not of astronomical origin. The question of why the
anomalously high rates for the Hancock multi-point events appear to be correlated with
the sidereal hour remains. However, it is perhaps less surprising when one considers that
should one desire to find a source of sidereally correlated activity on Earth, the first place
one might visit would be an astronomical observatory. The possibility that the events are
indeed astronomical is a tantalizing one, but it seems unlikely at best, especially given the
lack of coincidences with Green Bank.
Returning to Figure 4-8, we see that the 10:00-11:00 UTC activity in Figure 4-5 has
been spread over the entire range of GST, but that a spike is present at about 11:00 GST.
Two ways to produce a spike in the histograms of GST hour are to detect a sidereal source,
or to have a disproportionately large number of events occur at the same UTC hour over a
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Figure 4-7: Events detected at Hancock from 1996 March 26 through 1997 April 7. The left
panes display the single-point events, and the right panes display the multi-point events.
The top plots show the times of all events; each individual dot describes the sidereal day
and sidereal time of day (GST) of a detected event. The lower plots show histograms of the
data directly above them.
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Figure 4-8: Events detected at Green Bank from 1996 March 26 through 1997 April 7. The
left panes display the single-point events, and the right panes display the multi-point events.
The top plots show the times of all events; each individual dot describes the sidereal day
and sidereal time of day (GST) of a detected event. The lower plots show histograms of the
data directly above them.
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period of only a few days, so that they all fall in the same GST hour bin as well. Proceeding
conservatively on the assumption that the latter of these is the cause of the spike in Figure 4-
8, the daily event plots (the upper panes) were examined in closer detail around the time
of the spike. The resolution of the plots in Figure 4-8 is not high enough to distinguish the
densities from one high density region to another, but zooming in can reveal finer structure.
This procedure revealed that over three days (nos. 375-377 in Figure 4-8), between GST
hours 10.5 and 11.5, an unusually large number of events occurred. Removing those three
hours of time from the database causes the spike in the histograms of Figure 4-8 to vanish
completely, leaving behind a nearly constant event rate of about 13 or 14 hr - 1 for both
the single-point and multi-point events. Thus no obvious sidereal signal is present. Again,
the definitive test for astronomical events in the STARE record is by coincidence detection
between sites. The systematic search for coincidences in the STARE database is discussed
in §4.4.
4.3 Solar Radio Bursts
The sun as a source of transient radio emission was discussed in some detail in §2.1, where the
large variety of emission types was presented. The brightness temperatures of the emission
and the relative proximity of the sun suggest that some of the events should be detected
by STARE. To investigate this possibility, the STARE data record was inspected at known
times of solar radio events. Information about solar radio emission was taken from the
Space Environment Center of the National Oceanographic and Atmospheric Administration.
Solar event reports are available from gopher://proton. sec .noaa.gov: 70/11/indices,
and include information on solar radio bursts from the Air Force Radio Solar Telescope
Network (RSTN) at eight frequencies, including 610 MHz. This is convenient for STARE,
since the RSTN records can be used as independent measurements against which STARE
results may be checked. One member of the RSTN is Sagamore Hill Radio Solar Observatory
in Hamilton, MA. The location of Sagamore Hill in the same time zone as Hancock and
Green Bank means that it observes the sun at the same time as the two STARE stations,
making its record particularly useful for comparison to the STARE record.
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date & time
(UTC)
95 Oct 13 15:18
96 Apr 21 16:47
96 May 05 18:32
96 Nov 23 17:45
97 Mar 30 16:07
97 Apr 01 13:46
97 Apr 04 20:09
97 Apr 07 14:42
peak flux density (MJy)
STARE
HN 8.8
HN 0.4
GB 1.1t
HN 0.21
GB 0.4 4 t
HN 3.5
HC 1.5
HN 0.25
GB 0.23
HN 1.5
GB 2.6
HN 0.42
GB 0.26
HN 1.5
GB 1.0
Sag. Hill
4.4
*
0.34
2.1
*
1.4
0.26
2.1
STARE
coincidence?
yes
no
yte
yes
yes
yes
yes
tThe Green Bank receiver was affected by power level fluctuations during these measurements, so
the reported values are less reliable than the others. See §4.1.2 for a discussion of the effect.
*No 610 MHz detection was reported by Sagamore Hill.
tHancock was the only STARE station in place at that time.
ISThe coincidence detection algorithm was not performed on the Hat Creek record; see §4.2.2.
Table 4.1: Solar radio bursts detected by STARE from 1995 October 13 through
1997 April 7. The Sagamore Hill flux densities refer to 610 MHz. The "STARE coinci-
dence" column shows whether the event was identified by the STARE coincidence detection
algorithm.
For each solar radio burst occurring within the field of view of one or more STARE sites,
the data were inspected manually for activity. Table 4.1 shows a list of the solar events
reported by the RSTN which were found in the STARE records. For each burst, the flux
density measurements (total intensity) from the STARE sites are presented alongside the
flux density reported by Sagamore Hill. Hat Creek provided useful data for one solar burst,
but for the rest was not yet installed, was too noisy with RFI from the BIMA, or at the
time of the burst had not yet had the sun rise. Also displayed in Table 4.1 is whether the
burst was detected automatically by the STARE coincidence detection algorithm; see §4.4
for a discussion of the algorithm and its performance. Figures 4-9 through 4-16 show the
figure
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time profiles of the bursts listed in Table 4.1 (the plots show the flux densities in excess
of the usual quiescent solar level). For a few of the bursts, the data from Sagamore Hill
were available; they are plotted on the same scale as the STARE data for comparison. The
Sagamore Hill receiving system produces one point per second, so its record contains less
detail than the STARE records.
The detection of the solar events in the STARE record allows two important checks on
the STARE experiment. First, in each of the detected bursts, the times of peak emission
measured at each STARE site were compared. In all cases, the times were in agreement to
the time bin width of 0.125 s. This confirms the correct operation of the GPS receivers and
the site PCs in assigning timestamps to the data. The second check is on the flux density
calibration procedure, which includes many steps. First the raw data in each channel
were converted to antenna temperatures by multiplication with the calibration constants
described in §4.1. Then, following §3.2.1, the sum of the two channels was formed, producing
an estimate of the total intensity of the transient solar radiation. The antenna temperatures
were converted to flux densities using the antenna gain from equation (3.12), and finally
were corrected for the antenna beam pattern by dividing by the summed beam response,
as prescribed by equation (3.9). The resulting data, estimates of the total intensity vs.
time of the solar radio bursts, are the curves plotted in Figures 4-9 through 4-16. The
figures and Table 4.1 show that the flux density estimates agree between STARE sites to
within a factor of at worst about three. Agreement between the STARE estimates and
the Sagamore Hill RSTN measurements is also at worst about a factor of three. This is
encouraging, given the effects which introduce errors into the estimates. The use of a scale
model of the STARE antennas for beam pattern measurements, as well as the quality of
the measurements themselves; the assumption of unpolarized incident radiation, which is
necessary to recover azimuthal symmetry of the antenna beam patterns; and the receiver
gain calibration difficulty at Green Bank are all factors which are known to corrupt the
flux density measurements. These considerations lead to the conclusion that despite the
problems encountered in its development, STARE is indeed functioning as intended: it
is detecting transient astronomical radio emission and providing coarse estimates of its
intensity.
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Figure 4-10: Hancock and Green Bank measurements of the solar radio burst on 1996 April
21, 16:47 UTC.
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Figure 4-11: Hancock, Green Bank, and Sagamore Hill measurements of the solar radio
burst on 1996 May 5, 18:32 UTC.
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Figure 4-12: Hancock, Hat Creek, and Sagamore Hill measurements of the solar radio burst
on 1996 Nov 23, 17:45 UTC. The abrupt drop and subsequent rise in power at the beginning
of the Hat Creek plot are due to BIMA activity.
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Figure 4-13: Hancock and Green Bank measurements of the solar radio burst on 1997 March
30, 16:07 UTC.
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Figure 4-14: Hancock and Green Bank measurements of the solar radio burst on 1997 April
1, 13:46 UTC.
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Figure 4-15: Hancock and Green Bank measurements of the solar radio burst on 1997 April
4, 20:09 UTC.
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Figure 4-16: Hancock and Green Bank measurements of the solar radio burst on 1997 April
7, 14:42 UTC.
I,
CHAPTER 4. STARE DATA ANALYSIS AND RESULTS
The solar radio burst information has been used only for verification of STARE opera-
tion. However, the detail present in the time profiles in Figures 4-9 through 4-16 suggests
that the record might be useful in studies of the transient solar radio emission itself. To
investigate this possibility, communication with the community of solar radio astronomers
is planned.
4.4 Coincidence Detection
Coincidence detection is the essence of the STARE project. Requiring the simultaneous
appearance of a signal at two or more geographically separated sites provides strong rejection
of local interference. STARE coincidence detection has already been discussed in §4.2.2
(expected rate of accidental coincidences) and §4.3 (coincident detections of solar radio
bursts). This section presents the results of systematic coincidence searching in the STARE
data collected from 1996 March 26 to 1997 April 7.
Coincident events were identified in the STARE record by simple comparison of the
single-site event lists for Hancock and Green Bank (Hat Creek was excluded because of its
RFI environment; see §4.2.2). For each event recorded at Green Bank, the Hancock event
list was searched for an entry at the same time. Two coincidence searches were performed:
the first compared the single-point event records at Hancock and Green Bank, yielding
"single-point coincidences," and the second compared the multi-point event records to find
"multi-point coincidences."
4.4.1 Single-Point Coincidences
A single-point coincidence was reported each time a single-point event at Hancock was
recorded within +1 time bin of a single-point event at Green Bank. The strictest coincidence
requirement possible with STARE is that the events fall in the same time bin at both sites.
However, while the specified precision of the GPS clocks was verified in experiments at
MIT, neither the absolute nor the relative accuracies of the STARE GPS systems has been
rigorously established. The solar radio bursts discussed in §4.3 indicate that the relative
timing accuracy among sites is better than the 0.125 s bin width, but these do not provide a
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systematic study. While it seems quite likely from the evidence at hand that the GPS clocks
are sufficiently accurate to support the strict coincidence criterion, the weaker criterion
was used to minimize the possibility that a true astronomical event was missed due to an
unknown timing error.1 The only adverse effect of increasing the width of the "coincidence
window" by a factor of three is the increase of the expected chance coincidence rate by the
same factor.
The single-point coincidence detection algorithm identified 196 coincidences in 7597
hours from 1996 March 26 to 1997 April 7 when both Hancock and Green Bank were
collecting data. However, 53 of those occurred on 1997 April 7, and are convincingly
identified with the large solar radio burst which began at 14:00 UTC (one part of the
April 7 event is shown in Figure 4-16). Subtracting these from the total yields 143 single-
point coincidences. To understand the significance of this number, the number of chance
coincidences expected during the life of the experiment must be known. A rough estimate
may be made using the average rates calculated in §4.2.2, but those rates ignored the fact
that the local event rates are independently time-variable. To estimate the expected number
of coincidences more accurately, the Hancock and Green Bank data sets were broken up
into segments of duration T. For each segment, the single-point event rate at each site was
estimated by dividing the number of single-point events detected in the segment by the
duration of the segment. The 68% confidence upper and lower limits were also estimated.
Since the number of events counted in a single segment was often low (sometimes zero),
the upper and lower confidence limits were asymmetric, and were determined using the
formulas in Gehrels (1986). Estimating the local rates this way assumes that they are
constant over the duration of the segment. From the local event rates rl and r2 at Hancock
and Green Bank, the chance coincidence rate R during the segment was calculated from
R = 3rlr26t, where Jt is the bin width (for the STARE data in this analysis, Jt = 0.125 s),
and the factor of three arises from the use of the weaker coincidence detection criterion
discussed above. The 68% confidence limits on the coincidence rates were also estimated by
quadrature addition of the fractional uncertainties separately for the upper and lower limits.
'Implementation of "burst mode" (§3.4) would require that the timing accuracy be verified convincingly
to 20 ps.
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The coincidence rates were then multiplied by the segment width T to yield the expected
number of coincidences for the segment. Finally, the expected numbers of coincidences for
all the segments were added, yielding the expected number (N) of coincidences over the
timespan of the observations. The upper and lower 68% confidence limits on the expected
number were also calculated this way. The result, calculated for T = 1 hr, is (N) =
121.4 3+232 coincidences expected in 7597 hours of two-site data collection. Clearly the 143
coincidences observed represent a significant statistical excess.
The discrepancy between the number of coincidences expected and the number observed
can result from any number of effects, the most interesting of which is of course that the
excess is due to true coincident detections of a single source, rather than chance coincidences.
Before this possibility is considered, however, an examination of other effects which can
cause the excess is appropriate. The uncertainties on the expected number of coincidences
in each segment were calculated by adding in quadrature the fractional uncertainties of the
local event rates, since the coincidence rate involves a product of the local rates. However,
quadrature addition is strictly correct only for normally distributed errors, but the local
rates were treated as Poisson-distributed. To investigate this possibility, the numerical
integration procedure used to calculate (N) was studied using the Monte Carlo method.
For each time segment, the measured event rates were used to generate a pair of Poisson
deviates. From these an equivalent coincidence rate was calculated. This was repeated for
all 7597 segments, and the results were added, yielding a simulated calculation of (N). This
process was repeated 106 times, yielding a distribution of expected numbers of events. The
result was (N) = 121.43 ± 1.39, which is consistent with the original estimate, ruling out
incorrect error propagation as the cause of the statistical excess of coincidences.
To investigate the source of the excess coincidences further, each of the data files in which
a coincidence occurred was examined manually. No obvious explanation was discovered,
but it was noted that a majority of the coincidences occurred when the event rate at
Green Bank was fairly high. This is not surprising, since the chance coincidence rate
increases when the local event rates increase, but it also raises the possibility that at these
high local rates, the assumption of random distributions used in the estimation of (N)
may be violated. Figure 4-17 shows the distributions of expected and observed number of
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coincidences plotted against the coincidence rate R inferred from the local event rates. If
the observed coincidences arise from random chance, as is assumed in the calculation of
(N), then they would be expected to follow the same distribution as the expected number
of coincidences. The difference between the observed number and expected number would
then be consistent with zero. It is clear from Figure 4-17 that this is not the case. If the
discrepancy were due simply to incorrect normalization of the distribution of (N), then the
difference would be expected to have the same distribution as the observed and expected
number.2 Figure 4-17 shows that neither is this the case. Most of the excess coincidences
occur when the expected coincidence rate is less than about 0.02 hr - 1 , and there is the
suggestion of a slight deficit of coincidences between rates 0.02 hr - ' and about 0.06 hr - 1 .
At higher rates, the remaining excess' is approximately uniformly distributed over rate, as
indicated by the integral of the difference. This effect can be explained by non-random
coincidences by assuming that they occur approximately uniformly distributed in time.
If this were the case, then on average they would be observed more often at the lower
coincidence rates, since there are so many more time segments in which the rate is low
(this can be seen by dividing the expected numbers of coincidences at a certain rate by the
rate itself). The assumption of coincidences uniformly distributed in time may be checked
by examining the times at which the coincidences were detected. Figure 4-18 shows the
distribution of the coincidences in time. Comparing this distribution of the coincidences to
the distribution of single-point events at Green Bank (Figure 4-5) shows that the coincidence
rate increases with the local event rate, as expected. There is no obvious time structure
besides the correlation with the Green Bank local event rate, so if there are non-random
coincidences in the data, Figure 4-18 does not conflict with the assumption of a uniform
distribution in time.
The source of the statistical excess of detected two-site coincidences has not been con-
clusively identified by this analysis. What remains is the suggestion that there may be
coincidences in the STARE record which are not random, but are caused by real transient
2This may be seen as follows. Let the distribution of the expected number of coincidences be f(r). If the
observed coincidences arise from random chance, then they are expected to have distribution Af(r), where
A accounts for a normalization discrepancy between observed and expected. The difference between the two
is (A - 1)f(r), which has the same form as the addends.
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Figure 4-17: Distribution of expected and observed single-point coincidences vs. inferred
two-site coincidence rate R. The third pane shows the difference between the observed and
expected numbers of events, and the fourth pane shows the integral of the difference.
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Figure 4-18: Time distribution of single-point coincidences detected from 1996 March 26 to
1997 April 7.
radio emission. Whether such emission is astronomical cannot be addressed in this frame-
work, for any transient source which can be detected at both Green Bank and Hancock
simultaneously produces the same signature. Correlated noise (Hancock and Green Bank
are not so far apart that this is impossible), artificial satellites, and astronomical sources
are all candidate sources of STARE detected coincidences. A number of other statistical
tests can be imagined which might provide more insight, but given the limited success of
the analyses presented here, it seems likely that further effort in this direction is not justi-
fied. Ernest Rutherford said, "If your experiment needs statistics, you ought to have done
a better experiment." Had the Hat Creek site not been plagued by RFI, it would have
provided the necessary interference rejection to make a detection of even a single three-way
coincidence significant. Thus the most sensible conclusion from the study of the STARE
two-site coincidence detection is that there is a suggestion of non-random coincidences in
the data, and instead of bombarding them with statistical tests, the best way to address
the question is to move the Hat Creek setup to an RF-quiet site. Then STARE will have
the full power of interference rejection which was designed into it by including three sites.
Should coincidences be detected that way, there will remain the question of whether they
are astronomical. Addition of a burst mode, as described in §3.4, would in principle provide
localization of sources on the sky, which would help to resolve the question.
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Figure 4-19: Time distribution of multi-point coincidences detected from 1996 March 26 to
1997 April 7. The dense group of points in the top row is due to the solar radio burst on
1997 April 7, and the group at about day 160, 20 hours, is due to very high local event
rates at both Hancock and Green Bank.
4.4.2 Multi-Point Coincidences
A multi-point coincidence was reported in the STARE data anytime an event at one site
(only Hancock and Green Bank were included) lasting longer than one time bin (0.125s)
overlapped in time with an event at the other site. Even if the second event was a single-
point event, a multi-point coincidence was indicated, allowing for the possibility that a
true multi-point event was not intense enough at the second site to cause a > 5a deviation
for longer than 0.125s. This algorithm identified a total of 408 multi-point coincidences.
This is a large number, but examination of the coincidences shows that many of them are
clustered, with several events reported within seconds of each other. This occurs when a
highly variable multi-point event drops below the adaptive transient detection threshold of
2.5c, then very soon rises above the 5a transient start threshold again. The clusters of
coincidences were examined manually, and those which all occurred within seconds of each
other were grouped together and considered a single event. This reduced the number of
detected multi-point coincidences to 40. The large reduction is due mostly to two groups
of events: on 1996 June 27, both sites were extremely noisy for an extended period of time,
producing 170 multi-point coincidences, and the solar radio burst on 1997 April 7 produced
153. The rest were either individual coincidences, or were in groups of a few associated
detections. The time distribution of the coincidences is shown in Figure 4-19. The most
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obvious feature is that a majority of the events occurred between 12:00 and 21:00 UTC.
The reason for this is apparent from the lower-right panes of Figures 4-4 and 4-5. It is
clear from those plots that the multi-point event rates at Hancock and Green Bank are
strongly dependent on the time of day: at Hancock, the rate varies by more than a factor
of five over 24 hours. 12:00 UTC corresponds to 7:00 EST or 8:00 EDT, and 21:00 UTC
to 16:00 EST or 17:00 EDT. These times, which correspond nicely to the range of daylight
hours, suggest that most of the multi-point events detected at the two sites are due to daily
human activity. The two higher event rates together naturally yield a higher probability of
random coincidence, thus the higher number of multi-point coincidence detected during the
daytime hours.
Studying the multi-point coincidences does not require the statistical approach that
studying the single-point coincidences does. The Hancock and Green Bank records may be
juxtaposed to compare the shapes of the events directly. This procedure was performed
for all of the detected coincidences. The 40 clusters of multi-point coincidences fell into
three categories. Five were due to solar radio bursts, including two which were not reported
by Sagamore Hill at 610 MHz (they were reported at other frequencies). These bursts are
discussed in §4.3, and are listed in Table 4.1. Another thirty-four of the coincidences appear
to be random. This was determined by comparing the shapes of the events. In these thirty-
four cases, the shapes were quite different, ruling out a common source. The one coincidence
remaining occurred on 1996 July 28 at 14:14:36 UTC, and is plotted in Figure 4-20. The
plotted flux densities are those that would be measured if the source were at 900 elevation;
for lower elevations, the inferred flux densities would be higher. The times of the two peaks
agree between sites to within the bin width of 0.125s at 14:14:36.4 and 14:14:37.1 UTC.
The proximity of the two peaks in time suggests that they are associated and arise from
the same source. Since the other non-random coincidences were due to solar radio bursts,
the RSTN record was checked at the time of this coincidence. There were several radio
bursts recorded on 1996 July 28 by two RSTN stations (including Sagamore Hill) between
15:35 and 16:00 UTC, none of which was detected by STARE (Sagamore Hill reported
events at 245 and 410 MHz, but not at 610 MHz). No events were reported by RSTN
around 14:14. Experience with the RSTN record has shown that the solar radio bursts are
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Figure 4-20: Multi-point coincidence detected by STARE (Hancock & Green Bank) on
1996 July 28. The times of the two peaks agree between sites to within the bin width of
0.125 s, occurring at 14:14:36.4 and 14:14:37.1 UTC. The flux densities are those that would
be measured if the source were at elevation 900.
often clustered, with many occurring sporadically over several hours. This suggests that
the STARE coincidence at 14:14 was due to heightened solar activity on that day. However,
the lack of RSTN event reports at that time is surprising, given that the RSTN telescopes
are more sensitive than those used in STARE. The time resolution of the RSTN records is
poorer, so one might surmise that a very short event, as this one appears to be, was not
enough to trigger the RSTN burst detectors. Thus the explanation that the event at 14:14
was indeed due to solar activity is plausible, but there remains the intriguing possibility
that the event is from some other source. Had the Hat Creek system been operational (and
RF quiet) at that time, it would have provided additional information. Of course the piece
of information which would unambiguously resolve the question would be the direction from
which the signal arrived. STARE burst mode would provide such information.
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4.5 Limits on Radio Emission from Gamma-Ray Bursts
The source of the gamma-ray bursts is one of the major puzzles in contemporary astrophysics
(GRBs are discussed in more detail in §2.10). Much effort in recent years has gone into
attempts to detect GRB counterparts in other wavebands. One of the major difficulties
in counterpart searches is the delay between the detection of a GRB and the pointing of
a telescope toward it. Even with the BACODINE system (Barthelmy et al. 1996), receipt
of the GRB coordinates by an observer can take more than 30 seconds, and slewing the
telescope requires additional time. If the GRBs do produce non-gamma-ray emission which
reaches the Earth simultaneously with the gamma-rays, they could easily be missed by the
counterpart searcher.
The STARE project offers a significant advantage over other counterpart detection ef-
forts in this regard. Since it monitors a large fraction of the sky nearly twenty-four hours
per day, it will record from GRBs in its field of view any radio emission occurring after,
during, or even before the GRB itself (with intensity above the STARE sensitivity level, of
course). The price paid for a large field of view is lower sensitivity than that of a narrow-
field detector. However, the large field of view also increases the number of GRBs expected
to occur within the antenna beam.
STARE began multi-site operation on 1996 March 26 when the Green Bank station came
on-line. Between that time and 1997 March 5, 108 GRBs occurred in the field of view3 of
at least one of the STARE sites. For each GRB, the STARE coincidence records were
searched for any detections within an hour of the gamma-ray event. This turned up five
positive results, which are listed in Table 4.2. To assess the significance of these neighboring
occurrences, it is necessary to calculate the expected number of STARE coincidences which
took place within ±1 hr of GRBs by chance alone. This quantity can be approximated
as follows. Suppose that in a time interval T, NGRB GRBs are detected, and associate
with each GRB a window of duration t. Now make the assumption that t < T/NGRB, or
equivalently, that the windows of width t do not overlap. Then the total time associated
with GRBs is NGRBt, and the fraction of the interval T which is associated with GRBs
3The field of view of a STARE site is defined here as the portion of the sky above 200 elevation.
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BATSE GRB Detection
Trig. Num. Time
5429 96 Apr 16 15:03:24
5509 96 Jun 20 16:48:26
5560 96 Aug 02 20:40:13
5568 96 Aug 08 04:42:04
STARE Coincidence Detection
Typet Time
S 96 Apr 16 15:55:51
M 96 Jun 20 16:43:11
M 96 Jun 20 16:44:58
S 96 Aug 02 21:13:40
S 96 Aug 08 05:20:47
iS = single-point coincidence; M = multi-point coincidence. See §4.4.
Table 4.2: STARE coincidence detections occurring within ±1 hour of GRBs. Times are
in UTC. BATSE GRB data courtesy of Dr. J. Fishman, Principal Investigator, Burst And
Transient Source Experiment.
is NGRBt/T. Assuming now that the coincidence detections are randomly distributed in
time, the probability that a given coincidence detection lies within one of the windows
of width t is also given by NGRBt/T. If there are Ncoinc coincidences in total, then the
expected number which lie within windows of width t is NcoincNGRBt/T. For the case
at hand, NGRB = 108, Ncoinc = 183 (143 single-point coincidences plus 40 multi-point
coincidences), t = 2 hr, and T = 7597 hr (the total STARE observing time with two or
more sites active). The expected number of coincidences which lie within ±1 hr of GRBs is
thus (108)(183)(2hr)/(7597hr) = 5.2, which compares favorably with the 5 detected. The
required assumption may be checked for the sample of detected GRBs: of 108 GRBs, only
one occurred less than 2 hours after another, so the assumption is essentially satisfied.
This estimate has assumed that the coincidences occur randomly in time at a constant
mean rate. However, this rate has been observed to vary; the single-point coincidence rate
as a function of time was calculated as part of the analysis in §4.4.1. Using the calculated
rates, the expected number of single-point coincidences which occur within ±1 hr of GRBs
may be estimated more accurately as follows. At the time of each GRB, find the mean
single-point coincidence rates in the hour before and the hour after the GRB. Multiply
each rate by 1 hour to find the expected number of single-point coincidences in that hour,
and add all the expected numbers together to find the total expected number of single-
point coincidences which occur within ±1 hr of GRBs. Performing this calculation with the
rates from §4.4.1 yields 2.6 single-point coincidences expected, which compares favorably
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with the 3 detected. In principle the expected number of multi-point coincidences may be
calculated similarly. However, it is not straightforward to define the rate of multi-point
coincidences, since the occurrence of a multi-point coincidence depends on the durations of
the two multi-point events which constitute it. Regardless, the two calculations presented
here provide sufficient information to support the conclusion that there is no compelling
reason to associate any of the coincidences listed in Table 4.2 with the nearby GRBs.
To provide another check for the detection of radio emission from GRBs, the STARE
data record was examined manually for unusual activity within ±30 minutes of GRBs. For
each GRB, all data files available for that time were inspected. For nearly all of the GRBs,
at least one of the records was quiet, and quite often, both Hancock and Green Bank
measured low event rates. No unusual features were found in any of the records. The
Hat Creek record was also examined when appropriate, although the RFI makes it much
harder to identify signals which are not due to interference. Nothing was discovered which
was not obviously the usual RFI.
In the absence of a detection of radio counterparts to GRBs, STARE provides upper
limits on the flux density at 611 MHz for each burst. Table 4.3 reports all of the GRBs
which occurred between 1996 March 26 and 1997 March 5 in the field of view of at least one
STARE site, along with the 3a upper limits on the 611 MHz flux density at the time of each
GRB. Listed with each limit is the site which provided it. When more than one site was
collecting data during a GRB, the limit from the site with the best sensitivity was listed.
Nine of the limits come from the Hat Creek record. The sensitivities there must be treated
with some caution; each upper limit was derived from the RMS in the data at the instant
of the GRB. While the instantaneous sensitivity at Hat Creek might have been good at the
time of a GRB, it is also likely to have changed abruptly. The RFI environment changes
rapidly at Hat Creek (as illustrated in Figure 4-6), so flux density upper limits derived from
its record should be viewed as somewhat less secure than those from the other sites. The
RFI environments at Hancock and Green Bank in general change slowly enough that the
upper limits listed in Table 4.3 may be considered to be approximately valid in the hour
preceding and the hour following the GRB.
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Table 4.3: Upper limits (3a) on 611 MHz flux densities for 108 gamma-ray bursts occurring
in the field of view of at least one STARE site between 1996 March 26 and 1997 March 5.
BATSE GRB data courtesy of Dr. J. Fishman, Principal Investigator, Burst And Transient
Source Experiment.
GRB Time
(JD - 2 450 000.0)
5392
5409
5411
5413
5416
5417
5427
5428
5429
5434
5443
5446
5447
5452
5453
5464
5465
5471
5474
5477
5480
5483
5489
5491
5493
5497
5500
5502
5508
5509
5511
5515
5517
5518
5523
5525
BATSE
Trig. Num.
173.709673
176.735013
178.688660
181.925318
182.830764
182.892882
188.903807
189.172915
190.127358
191.176281
195.694159
198.012879
198.999896
208.662396
210.983330
219.975096
221.529916
227.099452
228.980903
232.505383
234.372702
235.758982
241.903653
242.806741
246.237875
249.087825
250.294493
250.769625
255.097366
255.200305
255.932974
257.757448
258.143211
259.196145
262.222485
266.632945
GRB Fluencet
(erg cm - 2)
2.1 x 10- 7
3.9 x 10-6
5.7 x 10- 7
4.6 x 10-6
1.6 x 10-6
2.9 x 10-6
1.3 x 10-6
6.1 x 10- 7
1.7 x 10-6
8.2 x 10- 7
2.6 x 10-6
1.0 x 10-6
2.8 x 10-6
3.5 x 10- 7
6.3 x 10-8
2.2 x 10-6
1.3 x 10- 7
4.3 x 10- 7
1.2 x 10-6
3.5 x 10-6
2.0 x 10-6
2.0 x 10- 7
1.2 x 10- 5
2.5 x 10- 8
2.0 x 10-6
9.5 x 10- 7
9.5 x 10-8
1.2 x 10-6
2.4 x 10- 7
9.1 x 10- 7
1.6 x 10- 7
1.0 x 10-6
1.0 x 10-6
2.9 x 10-6
2.2 x 10-6
1.0 x 10- 5
Upper Limit
(kJy)
31
47
8
21
17
8
118
38
46
19
122
16
20
32
22
201
334
50
80
48
106
66
48
317
55
40
294
42
264
31
27
1714
35
121
123
251
Site
GB
GB
GB
GB
GB
GB
GB
GB
GB
GB
GB
GB
GB
GB
GB
GB
HN
HN
HN
HN
HN
HN
HN
HN
GB
HN
HN
HN
GB
HN
HN
GB
HN
GB
GB
HN
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STARE Flux Density Upper Limits on GRB cont'd.
GRB Time
(JD - 2 450 000.0)
5526
5529
5530
5537
5538
5539
5540
5542
5543
5548
5551
5555
5557
5558
5560
5563
5564
5567
5568
5570
5571
5572
5576
5581
5585
5586
5594
5599
5601
5605
5612
5614
5615
5617
5618
5619
5620
5621
BATSE
Trig. Num.
267.571457
269.034528
271.428244
277.719019
277.823297
279.033644
279.314734
280.093161
281.191676
286.295214
287.198633
294.856459
295.240298
295.864459
298.361261
299.978423
300.895222
302.825999
303.695878
305.965962
307.586402
308.240393
311.094528
314.858592
319.070728
320.727287
333.284853
335.861604
338.581570
342.991905
349.824139
350.487392
351.143931
353.157851
355.012006
355.729279
357.854322
357.870199
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GRB Fluencet
(erg cm - 2)
6.7 x 10-6
2.0 x 10- 7
1.7 x 10-6
6.5 x 10-8
9.7 x 10- 7
6.9 x 10- 7
4.8 x 10- 7
1.8 x 10-6
1.6 x 10- 7
3.6 x 10-6
3.0 x 10-6
7.5 x 10- 7
2.3 x 10-6
2.5 x 10- 7
6.1 x 10- 8
2.6 x 10- 6
1.3 x 10- 7
1.3 x 10- 5
4.9 x 10-6
1.4 x 10- 7
3.1 x 10- 7
2.9 x 10- 7
3.5 x 10-8
5.4 x 10- 7
1.9 x 10-6
1.7 x 10- 7
6.0 x 10- 7
2.6 x 10- 7
5.4 x 10-6
1.1 x 10- 7
1.1 x 10-6
1.1 x 10-6
7.0 x 10- 8
5.9 x 10-6
1.5 x 10- 7
8.8 x 10- 8
2.4 x 10-8
1.0 x 10- 5
Upper Limit
(kJy)
739
178
47
110
98
144
9
173
57
64
59
303
72
76
271
296
143
309
27
322
32
47
312
44
86
75
77
60
45
95
31
68
205
129
64
9
18
19
Site
GB
GB
GB
GB
HN
HN
GB
HN
GB
HN
GB
HN
HN
HN
HN
HN
HN
HN
HN
HN
HN
HN
HN
GB
HN
HN
HN
GB
HN
HN
GB
GB
GB
GB
GB
GB
HN
GB
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STARE Flux Density Upper Limits on GRB cont'd.
tGRB fluences reported here are preliminary and are subject to change with further
analysis by the BATSE group.
The mean upper limit is 137kJy; the median is 75.5kJy. 78% of the limits are under
200 kJy. The ensemble of flux density upper limits is summarized by the histogram in
Figure 4-21.
BATSE
Trig. Num.
5622
5628
5633
5634
5638
5644
5650
5664
5667
5669
5671
5697
5704
5709
5710
5715
5718
5719
5721
5723
5726
5744
5770
5867
5890
5989
5995
6004
6090
6096
6100
6103
6105
6115
GRB Time
(JD - 2450000.0)
358.707564
365.388355
373.255805
373.469949
376.119208
382.258222
386.590844
397.514319
398.965348
402.038272
403.683342
413.280090
419.771543
428.080699
428.862041
433.686823
435.816340
437.223508
440.872290
441.451294
443.243647
453.123568
458.967265
467.309370
468.964891
480.662624
481.299125
482.772666
493.448897
498.276409
502.351593
505.429425
506.558759
513.116429
GRB Fluencet
(erg cm - 2)
1.9 x 10-6
6.5 x 10-6
7.4 x 10-8
3.2 x 10-7
5.8 x 10-8
2.2 x 10-6
1.1 x 10-7
6.8 x 10-8
1.1 x 10-6
2.0 x 10-6
4.0 x 10-8
1.7 x 10-6
1.6 x 10-6
1.7 x 10-6
2.2 x 10-6
8.1 x 10-7
1.9 x 10-7
6.0 x 10-7
1.0 x 10-6
9.9 x 10-8
2.2 x 10-6
3.0 x 10-s
4.3 x 10- '
3.3 x 10-7
1.2 x 10-7
2.9 x 10-6
1.5 x 10-5
2.8 x 10-6
1.7 x 10-6
2.1 x 10- 7
3.3 x 10-6
3.5 x 10-6
2.2 x 10-8
1.8 x 10-5
Upper Limit
(kJy)
90
48
171
207
16
16
235
281
11
106
10
62
148
123
786
216
104
47
11
31
31
164
305
560
216
98
176
122
240
96
86
188
22
40
Site
HN
GB
HN
GB
GB
GB
HN
HC
GB
GB
GB
GB
HC
HC
HC
HN
GB
HC
GB
GB
GB
GB
HC
HC
HN
GB
GB
GB
HC
GB
GB
GB
GB
HC
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Figure 4-21: Histogram of STARE flux density upper limits (3a) for 108 GRBs occurring
from 1996 March 31 to 1997 March 5. Four limits are not shown: 560, 739, 786, and
1714 kJy.
4.6 Discussion of the STARE Results
Since it began multi-site operation in March 1996, STARE has assembled a large database of
measurements. Although the Hat Creek data are of limited utility due to RFI, the Hancock
and Green Bank data still allow the use of coincidence detection to provide a powerful
method for separating local interference from signals of interest. This is illustrated by
Figures 4-4 and 4-5, which show all the events detected separately at the two sites, and
Figures 4-18 and 4-19, which show all of the coincidences detected between the two sites.
Between 1996 March 26 and 1997 April 7, Hancock detected a total of 78,714 events (single-
and multi-point), and Green Bank detected a total of 260,407 events. The coincidence
requirement caused the rejection of over 99.7% of the Hancock events and over 99.9%
of the Green Bank events, identifying 143 single-point coincidences and 40 multi-point
coincidences. The statistical excess of single-point coincidences, the multi-point coincidence
of unknown origin, and the flux density upper limits on 108 gamma-ray bursts show that
even without the third site, STARE is producing interesting results. However, the discussion
would be incomplete without considering how the results might be used to address questions
of astrophysical significance.
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Table 3.1 lists the receiver equivalent noise temperatures for the STARE instruments.
Conservatively adopting TR = 150 K as representative of STARE performance, the nominal
zenith flux density sensitivity SRMS of the system may be computed. Using integration
time r = 0.125 s, bandwidth Av = 3.75 MHz, and antenna gain K = 6.1x10- 5 K Jy- 1 from
equation (3.12),
TR
SRMS - K "T 3600 Jy. (4.3)
This places the 3a detection limit at about 11 kJy which is consistent with the lowest flux
density limits in Table 4.3, showing that under the best conditions, the STARE receivers
perform at the theoretical sensitivity. Sensitivity is reduced away from zenith because of
the lower antenna gain, and may also be reduced by RFI which raises the system noise
temperature significantly.
4.6.1 General Considerations
To interpret SRMS in an astrophysical context, it is useful to recast it in terms of brightness
temperature TB. Assuming a uniform brightness distribution so that the flux density is
S, = I1,2, where n is the solid angle subtended by the source, equation (1.1) yields
c2S,
TB = 2kBV . (4.4)
Setting the detection limit at 3a fixes S,, 10 kJy. An object of linear size f at a distance
d subtends a solid angle Q,, r (f/d)2:
TB ( 2 kBv2) ( -) 0.28 K (). (4.5)
This relation is plotted in Figure 4-22 for several choices of e. For a source of linear size
£ at a distance d, this figure indicates the brightness temperature necessary to produce a
flux density which would be detected by STARE. Examination of this plot shows that for
distant objects, rather high brightness temperatures are required to produce radio emission
detectable by STARE. The requirement for nearby objects, while high, is not absurd.
For example, the unequivocal detection of solar radio bursts was demonstrated in §4.3. A
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1 A.U. 1 pc 10 kpc 1 Mpc
12 15 18 21 24
logo1 [distance (cm)]
Figure 4-22: Brightness temperature required to produce a 3a detection by STARE: any
combination of object size (diagonal lines) and object distance (horizontal axis) yields the
brightness temperature which produces a flux density greater than 3 SRMS.
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typical maximum flux density for the solar events was 1 MJy, corresponding to a brightness
temperature of
Ts 2 B 2  = 5.7 x 10 (4.6)
where £ is the linear size of the emitting region. Even for a region of size - 10- 3R®,
the brightness temperature is TB _ 1012 K, which is attainable by any of the emission
mechanisms discussed in §1.2. Some of the solar radio bursts display variation at the
STARE time resolution, 0.125s. A light travel time argument yields an upper limit on
the size of the emission region of e < 37, 500 km f 0.05R®, corresponding to a brightness
temperature TB > 6.3 x 108 K. It is likely that the intensity variations are faster than the
STARE time resolution, so that TB may be significantly larger than this value. The data
in Table 2.1 suggest that these events are Type I or Type III bursts, both of which arise
from coherent plasma radiation.
At greater distances, the requirements on TB become more severe. Small objects within a
few kiloparsecs would need to be very bright to be detected.4 The discussion of synchrotron
radiation in §1.2.2 described through equation (1.21) how at brightness temperatures higher
than about 1012 K, inverse Compton scattering rapidly removes energy, reducing TB. While
this means that synchrotron sources are unlikely to be seen with TB > 1012 K in general,
it is possible for such sources to exceed this limit temporarily during a phenomenon which
causes an impulsive injection of energy, and a corresponding flare (Hughes & Miller 1991).
The high brightness temperature will persist until the inverse Compton scattering process
removes enough energy to reduce TB to about 1012 K. One type of source which is known
to radiate via the synchrotron mechanism, to produce rapid variability, and which may
be located within kiloparsecs, is that of the Galactic "microquasars." For example, the
source GRS 1915+105, located at a distance of (12.5 + 1.5) kpc, has been seen to pro-
4Relativistic beaming would reduce these requirements, since the Lorentz transformation changes the
brightness temperature TB in the rest frame of the emission to TB in the observer's frame:
TB = (4.7)y(1 - 3 cos) (4.7)
where 0 is the angle between the velocity and the line-of-sight, P = v/c is the velocity, and y = (1 - 22)-1/2
is the Lorentz factor (e.g., Begelman et al. 1984, Appendix C). For a velocity directed toward the observer,
0 = 0 and TB = y(l + 3)TB, which for even mildly relativistic velocities becomes TB , 2yTT.
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duce major radio outbursts with accompanying apparent superluminal motion (Mirabel &
Rodriguez 1994). The source is thought to be a black hole or neutron star which ejects
matter in jets along the spin axis much the same way active galactic nuclei do, but on a
smaller scale. Rodriguez et al. (1995) performed radio monitoring of GRS 1915+105 at
several frequencies, for five months. They observed large outbursts, with the flux density
at 1.4 GHz reaching a maximum of 1.5 Jy. Of course this would be too faint for STARE
to detect, even given the observed spectral index a = -0.87, but it allows the construction
of general arguments about the class. Rodriguez et al. discovered the 1.5 Jy outburst in an
observation which was preceded by another five days earlier. The variation was likely much
more rapid than this. Assume a source size of 1013 cm (about 1 A.U.) and a flux density
of 3.2 Jy at 600 MHz (calculated using the 1.4 GHz flux density and the spectral index
a = -0.87). The brightness temperature is then
c2 STB = 2v 2kBs
(3 x 1010 cms- 1)2 (3.2 Jy)
2r(600 MHz) 2(1.38 x 10-16 erg K- 1)(10 13 cm/12.5 kpc) 2
. 1015 K. (4.8)
Figure 4-22 shows that if this source were closer by a factor of 100, it would be bright
enough for detection by STARE. Since the peak flux density occurred sometime during
the five days separating the observations, the peak brightness temperature is likely to be
even higher, which would allow for a greater distance. Another Galactic microquasar is
GRO J1655-40, at a distance of (3.2 + 0.2) kpc (Hjellming & Rupen 1995). While this is
still not close enough for detection by STARE, it does suggest that there may be others
even closer. Since these sources can have flux densities under 100 mJy during quiescence,
they would have been identified as exceptional only if observed during an outburst. For a
source of size 1013 cm, the minimum variability timescale is a few minutes, which is ideal
for recording by STARE.
Another class of source known to produce very high brightness temperatures is that of
radio pulsars. These were discussed in §2.5, where it was reported that the Crab pulsar
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has been observed to produce individual giant pulses with flux densities exceeding 2000 Jy.
With observing frequency v = 800 MHz (Lundgren et al. 1995), distance d = 2 kpc to the
pulsar, and an upper limit of e = 10 km on the size of the emission region (a typical neutron
star radius), the brightness temperature is
c2 S,d2  103
TB > k 1030 K. (4.9)
- 2rv2k1e2
The steep spectrum of pulsar emission would make this even brighter at 600 MHz (Lyne
& Graham-Smith 1990). This is approximately at the detection threshold for STARE,
although the pulses are significantly shorter than the STARE averaging time. The Crab
pulsar period of 33 ms means three pulses occur during a STARE integration as it is presently
set, but the pulse width itself is much shorter than the period. Dilution of the signal would
occur for the Crab pulsar, but another closer, slower pulsar which produced pulses this
bright would be detectable. This may offer a method for discovering nearby pulsars (see
also §4.6.3).
The most interesting result from the multi-point coincidence analysis of §4.4.2 is the
detection of the signal shown in Figure 4-20. There is no way to tell from the available data
whether this coincidence is due to correlated noise or astronomical emission. The report
from the RSTN of a solar radio burst about 80 minutes after the detected coincidence
suggests solar activity as the cause, but it is not definite since there was no radiofrequency
activity reported at the time of the coincidence. Assuming for the moment that the sun is
the source, the brightness temperature may be estimated. The variability timescale of the
signal is the STARE time resolution of 0.125 s or shorter. A light travel time argument gives
an upper limit on the size of the emitting region as e < 3.75 x 109 cm Z 0.05Re, which is
not much larger than a typical sunspot (Foukal 1990). Sunspots are known to be associated
with many types of transient solar radiation; although transient solar radio emission often
arises from the magnetic field loops and plasma above a sunspot, rather than from the spot
itself, this is a physically plausible estimate for the size. The peak flux density may be taken
from the Green Bank plot in Figure 4-20 as 230 kJy. However, this quantity was calculated
assuming a source elevation of 900, while the elevation of the sun at that time was about
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450 . Using equations (3.4a) and (3.4b) to correct for the antenna response at 450 elevation
yields a flux density estimate of 800kJy. A lower limit on the brightness temperature may
then be calculated:
c2 S d2
TB cSd 2  = 1.6 x 10" K. (4.10)27rkBv 2J2
This is consistent with several of the solar radio burst types listed in Table 2.1. If the
coincidence was indeed caused by solar radio emission, it would likely be due to a Type I
or a Type III burst, since those are most commonly observed.
For a more distant source, the physical parameters necessary to produce the observed
emission may be estimated by assuming a particular radio emission mechanism. Since the
source is unlikely to have been at zenith, and the flux density measurements are accurate
only to a factor of two or three, no major error will be introduced by taking S, = 1 MJy. A
possible source of transient radio emission is the ejection of high-energy electrons into the
interstellar magnetic field, producing synchrotron radiation. The discussion of synchrotron
radiation in §1.2.2 may be extended to yield formulas which give physical results. The most
convenient formulation is the expression for synchrotron intensity Iv, from Lang (1980)
(recast here using notation from §1.2.2 and this section):
1, 0.933 x 10-23 )CB(+1)/2  6.26 x 1018  erg(p /2 (4.11)
v cm 2 S (Z ST
where c(p) is a slowly varying function of order unity, B1 is the magnetic field com-
ponent perpendicular to the line-of-sight, and C and p describe the number density of
electrons with energy between E and E + dE via the relation N(E) = CE -P , where a
typical value for the exponent is p = 2.5 (Shu 1991). This may be related to the elec-
tron density ne (assumed uniform and isotropic) by noting that the total number density
of electrons is ne = C fEmax E-2.5 dE. For Emin = meC2 and Emax -+ oo, the integral
gives ne = (2C/3)(mec2) - 1"5 , 109C, with ne expressed in cm-3 . Substituting this into
equation (4.11), and setting a(p) = 1 yields
IV 10-23 n ) e(B(p+1)/2 6.26 x 1 01 8 (p-1)/2 erg (4.12)109 V cm 2 s Hz sr
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Noting that the source solid angle is l = 7r(/d)2, the flux density S, = IT, may be
estimated:
estimated: 32 3 (p+l)/2 6.26 x 10 (p-)/2 rgS, 10 n6.26 Berg (4.13)V cm 2 s Hz
Using the observed flux density S, = 1 MJy, the STARE observing frequency v - 611 MHz,
the source size upper limit f = 3.75 x 109 cm, p = 2.5, and a typical value for the interstellar
magnetic field of BI = 10-6 Gauss (Scheffler & Elsiisser 1988), the electron number density
may be expressed in terms of the source distance:
ne 6 x 1014 cm- 3 ( . (4.14)
This density is significantly higher than that observed even in dense regions of the galaxy;
e.g., molecular clouds typically have densities _ 105 cm - 3 (Scheffler & Elsisser 1988). Thus
for this signal to have arisen from a source at a kiloparsec scale distance would require
a very special environment. Star forming regions and the accretion disks around neutron
stars in X-ray binaries come to mind, although at such a distance an extremely violent
event would be required to generate the observed flux density. Since the interpretation of
this signal as a solar event yields a brightness temperature which is quite typical for solar
radio bursts, it must be adopted as the likeliest explanation of the 1996 July 28 coincidence.
More exotic (and interesting) explanations are not ruled out, however. Had such a signal
appeared serendipitously in a radio observation with a high-gain antenna, it would likely be
dismissed as interference due to its unusually high flux density. Position information (e.g.,
from STARE burst mode) could help uncover such phenomena if they do indeed occur. The
discussion changes of course if another emission mechanism is invoked. Equation (4.10) may
be expressed as a function of the source distance:
TB > 1.6 x 1024 K d 2 (4.15)
where the inequality is due to the knowledge of the source size only as an upper limit. While
this brightness temperature is high, it is not unprecedented. Under the right conditions, the
coherent emission mechanisms discussed in §1.2.3 can produce radio emission with extremely
high brightness temperature.
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4.6.2 Gamma-Ray Bursts
A strength of the STARE project in the study of gamma-ray bursts is the large temporal
and sky solid angle coverage. These lead to the occurrence of a large number of GRBs
in the fields-of-view of the STARE instruments. In the absence of a detection of radio
emission, a large ensemble of flux density upper limits is assembled (Table 4.3). While the
flux density detection limit is high, the large number of upper limits allows the consideration
of a question which other radio counterpart searches cannot address: Is some fraction of
the GRBs significantly different from the rest? To examine one way in which this question
may be investigated, suppose that the radio emission from each GRB is concentrated in a
particular direction due to relativistic beaming with Lorentz factor Y. Then most of the
radiation is beamed into a cone of half-angle 0 - 1/y (Rybicki & Lightman 1979), which
encloses solid angle Q = 27r [1 - cos(2/y)]. If the GRB sources are randomly oriented, then
the probability p that the Earth is in the beam of a particular source is p = Q/4rr. 5 Suppose
N GRBs are observed, and let P be the probability that at least one of them beams its
radio emission toward the Earth. Then P = 1 - Q, where Q = (1 - p)N is the probability
that none of the GRBs beam their radio emission toward Earth:
P = 1 -(l(1- /4 7r)
= 1- 1- 1 - cos ])
S -(1+ + cos - (4.16)
2 2 -
Solving for -y yields
22 (4.17)
cos-1 ( 2 [1 _ p]/N_ 1)(4.17)
5 0f course if the gamma-ray emission is beamed as well, this argument cannot be used, since the only
GRBs that would be detectable would be the ones which had their beams oriented toward the Earth. How-
ever, given the amount of information that is actually known about the GRB sources, it is not unreasonable
to speculate. Consider a scenario in which the radio emission behaves differently from the gamma-ray
emission. Perhaps an explosive event produces an isotropic burst of gamma-ray emission and a relativisti-
cally expanding shell of matter. Interaction with an inhomogeneous ambient environment might break the
spherical symmetry, possibly collimating the outflow so that the radiation is beamed.
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This equation has a very specific meaning: if the GRBs produce radio emission bright
enough to see from Earth, and if the emission is beamed with Lorentz factor "7true, and if
out of N GRBs observed, no radio counterpart is detected, then at the (100P)% confidence
level, 7Ytrue > 7. Equation (4.17) is plotted in Figure 4-23. The statistical effect of a large
number of null results is evident from this plot. It must be reemphasized however, that
these limits are meaningful only for the case that GRBs are expected a priori to produce
relativistically beamed radio emission. If that is indeed the case, then the STARE project
will be able to contribute significantly to the search for an explanation of the gamma-ray
bursts.
4.6.3 Opportunities for Further Analysis
STARE has updated and extended the efforts of the late 1960s and early 70s to detect tran-
sient astronomical radio emission in at least two ways, both due to advances in technology:
the sensitivity is higher, and the raw data are recorded digitally rather than with ink on
the paper of a chart recorder. Storing the data on a computer allows easy processing of a
very large database; at this writing, the STARE data collected so far (over 2.5 site-years)
occupy 3.3 GB of disk space. This amount of data, if collected with a chart recorder at
60 cm hr -  (cf. Mandolesi et al. 1977), would require over 14km of chart paper! Obviously
management of this much paper would make large analyses impractical. Having the data
in digital form gives rise to a myriad of possibilities for new analyses. For example, the
work presented here has used the data in their raw form, i.e., with an integration time of
7- = 0.125 s. However, it would be easy to increase the effective integration time with further
averaging: increasing 7 by a factor a to ar increases the sensitivity by a factor of Va-. In
principle, the sensitivity could be made arbitrarily higher, but a preliminary investigation of
this process showed that in practice, averaging times longer than about 10 s do not provide
the square-root increase in sensitivity, apparently due to the non-stationary, non-Gaussian
nature of the RFI, and to the varying receiver gains. Further work could improve this limit,
but even an averaging time of r = 10 s would increase the STARE sensitivity by a factor of
almost ten.
Another investigation which would be impossible without digital storage of the data is a
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Figure 4-23: Statistical limits potentially established by STARE on Lorentz factor Ytrue
of beamed radio emission. Each curve corresponds to the confidence level indicated at
the right. The dotted line indicates N = 108, the number of GRB radio flux density upper
limits established by STARE through 1997 March 5. These limits have very specific, narrow
interpretations. See the text for details.
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spectral analysis to search for periodic signals in the record. This is motivated in part by the
work of Chakrabarty et al. (1995) and Bildsten et al. (1997), in which the BATSE 1.024 s
data stream was analyzed to find previously unknown X-ray pulsars. While the response of
the BATSE large-area detectors falls off rapidly below 20keV (Fishman et al. 1989), and
the emission spectra of X-ray pulsars typically peak at about 10 keV (Lipunov 1992), the
large volume of data collected by BATSE allows the averaging of spectra to increase the
sensitivity. The situation for STARE is very similar: by computing power spectra for subsets
of the STARE data and averaging days or months worth of spectra, good sensitivity can
in principle be achieved for periods greater than 0.25 s. While the periods of many radio
pulsars are shorter than this, a significant number are longer, with many exceeding 1 s
(Taylor et al. 1993; Taylor et al. 1995). The flux densities of radio pulsars are typically
10-100mJy (at 400 MHz), but many are higher. In addition to averaging large numbers
of spectra, another way to improve the sensitivity of a STARE pulsar search is with the
harmonic summing techniques currently used by pulsar astronomers (e.g., Nice et al. 1995).
An initial attempt to calculate and average power spectra of the STARE data showed
promise, but technical issues remain to be solved.
The STARE database likely contains interesting information in numerous forms. No
doubt as the analyses described in this and the preceding sections progress, other ways of
viewing the data will suggest themselves. The extent of the database in temporal and solid
angle coverage makes it a unique resource for the study of UHF radio emission which has
only begun to reveal the secrets contained within.
4.6.4 Summary
Phase I of the STARE project has been in operation for over a year, and is observing the
611 MHz sky routinely. All of the major technical bugs have been ironed out, providing
collection of useful data from two sites. In §3.1.3, several goals for Phase I were discussed,
including instrument development, evaluation of RFI, and preliminary scientific results; all
of these have been achieved. The basic hardware and software have been implemented,
including the feeds, radiometers, GPS systems, and control computers. Good equipment
reliability has been attained, and further technical challenges have been identified as the
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object of future work. The Hancock site has been shown to provide an environment with low
enough RFI levels to be appropriate for this type of work; at Green Bank, the environment
is somewhat worse, but still provides good coverage. Hat Creek has been less successful,
since UHF emission from the BIMA instrumentation corrupts the STARE record nearly
continuously; alternative sites are under consideration. Finally, STARE has set 108 upper
limits on radio flux densities from gamma-ray bursts, and there is the suggestion of non-
random coincident signals in the record. Whether such signals are of astronomical origin
remains to be seen, but even the suggestion provides sufficient motivation for further effort.
Relocation of the Hat Creek system to another west coast site will provide STARE with the
very powerful interference rejection originally planned, and addition of a burst mode (§3.4)
can provide another important data type: sky positions of detected transient radio emission.
When coincidences are detected, knowing their sky positions will be very important in
their identification. Finally, one of the advantages the STARE project offers over previous
attempts to detect transient astronomical radio emission is the digitally stored database.
The great flexibility inherent in electronic data storage will allow the application of a variety
of analyses, some of which have been discussed above. With instrumentation upgrades and
the development of new analysis techniques, STARE Phase I could go on to produce new
results of significance.
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Chapter 5
The Haystack Survey of
Gamma-Ray Burst Locations
The detection of a non-gamma-ray counterpart to a gamma-ray burst would be a major dis-
covery and would contribute a critical piece of information to the problem of the origin of the
GRBs. Many observers have made followup observations of gamma-ray bursts to search for
counterparts across the electromagnetic spectrum. Radiofrequency and microwave observa-
tions are particularly appropriate in light of the association between high-energy emission
and radio emission (§1.3). Some of the efforts at radio wavelengths have been discussed in
§1.1.2. Other examples are given in the section entitled "Counterpart Searches" in Kou-
veliotou et al. (1996). The inverted radio spectrum predicted by the blast-wave models of
Paczyiiski & Rhoads (1993) (flux density S, oc v5/ 8) and Katz (1994) (SV, c v1/ 3 ) suggests
that observations at higher frequencies may be more likely to detect radio emission. This
chapter describes prompt followup observations of GRBs at 23 and 35 GHz made with the
Haystack Observatory radio telescope in May 1995, and February and April 1996.
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maximum
beamwidth integration best antenna nominal
frequency bandwidth (FWHM) time Tsys gain* sensitivity
23 GHz 160 MHz 89" 0.048s - 200K 0.14K/Jy 0.51 Jy
35 GHz 160 MHz 58" 0.048 s - 120K 0.17K/Jy 0.25 Jy
Ty, includes contributions from receiver noise, sky brightness, and radome losses. 23 GHz quan-
tities are referenced to a point below the atmosphere; see §5.1.1. 35 GHz quantities are referenced
to a point above the atmosphere; see §5.1.2.
*Antenna gain depends on elevation. See §6.2.2.
Table 5.1: Summary of Haystack observing parameters.
5.1 The Haystack Observatory Radio Telescope
The Haystack Observatory radio telescope' is a 37 m parabolic antenna which is quite well-
suited to prompt astronomical observations. Originally designed for tracking objects in
low Earth orbit, the Haystack telescope can slew at up to 20 s- 1 , allowing it to reach a
large fraction of the sky in a short time. More importantly, it can scan its beam over a
given area of the sky in a relatively short time, making it useful for surveying portions of
the celestial sphere which are much larger than the beam. The telescope performs well
at microwave frequencies, especially since a recent upgrade (Barvainis et al. 1993); good
aperture efficiencies and the large collecting area make it a sensitive instrument.
Haystack offers receiving systems in several frequency bands from about 1 to 100 GHz.
This experiment used the 1.3cm and 7mm cooled HEMT systems, tuned to 23 GHz and
35 GHz, respectively. A summary of the observing parameters at each frequency is given in
Table 5.1. The system temperatures reported there are somewhat higher than the best per-
formance expected from HEMT technology (e.g., Perley 1996). This is due to the protective
radome which encloses the Haystack antenna. Constructed with a metal support structure,
the radome scatters source radiation out of the antenna beam (effectively attenuating the
source), and scatters solar and ground radiation into the beam (adding noise). Both of
these effects contribute to the elevated system temperatures.
IRadio Astronomy at Haystack Observatory of the Northeast Radio Observatory Corporation is supported
by the National Science Foundation.
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5.1.1 The 23 GHz Receiver
The observations in May 1995 were made at 23 GHz. This waveband was chosen as a
balance between the requirement to observe at the highest possible frequency to maximize
the chance of finding radio emission of the type predicted by Paczyniski & Rhoads (1993),
and the necessity of a reasonable scan time, determined by the ratio of the GRB error
box area to the beam solid angle (§5.2.3). Within the waveband, the exact frequency of
23 GHz was chosen as intermediate between the H20(J: 6-+5) spectral line at 22.235 GHz
and the upper region of the system passband where the system sensitivity becomes severely
degraded. The bandwidth was B = 160 MHz and the integration period was 7' = 48 ms.
System temperatures were quite weather dependent due to the proximity of the passband
to the H20 line; under the best conditions, Tsys - 200 K was achieved. Thus the best RMS
sensitivities (not corrected for the atmosphere; see below) were
Tsys
ATrms = = 0.072 K, (5.1)
yielding a best case minimum detectable flux density (for a single integration) of ASrms =
ATrms/K 23 = 0.51 Jy, where K 23 = 0.14 K/Jy is the maximum antenna sensitivity at
23 GHz, referenced to below the atmosphere.
Noise-Tube Calibration
A noise-tube calibration procedure was used at 23 GHz to determine the system tempera-
ture: a noise source with known equivalent noise temperature TN is switched on, injecting
noise power at the waveguide below the antenna feed. The resulting receiver output is
Von = G(TR + Tsky + TN) = G(Tsys + TN), (5.2)
where G is the receiver gain, Tsys is the system equivalent noise temperature, TR is the
receiver equivalent noise temperature, and Tsky is the sky 2 brightness temperature. This
2This includes the contribution from the atmosphere only; other sources, such as the microwave and
galactic background, are ignored.
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defines Tsys:
Tsys = TR + Tsky. (5.3)
The receiver output with the noise source switched off is
Voff = GTsys. (5.4)
Eliminating G between equations (5.2) and (5.4), we find
Tsys- V T N  (5.5)
Von - Voff
Once the calibration has been performed and the system temperature computed, the bright-
ness temperature of a celestial source may be determined. The receiver output Vsrc with the
source in the beam is measured. The source brightness temperature can then be computed
from
Vsr - Voff
Tsrc,meas = Vrc- Vosys. (5.6)
Voff
The calculated system temperature is the sum of the equivalent noise temperature of the
receiver (TR) and the brightness temperature of the region of the sky which fills the beam
during the calibration sequence (Tsky). 3 The receiver temperature is due primarily to the
front-end HEMT amplifiers which are maintained at a constant temperature, so TR is rela-
tively stable. The sky brightness temperature Tsky is quite variable at 23 GHz due to changes
in the atmospheric water vapor content, so the calibration sequence must be performed pe-
riodically. In poor weather (i.e., warm and/or cloudy), the sky brightness temperature
fluctuates on such short timescales that calibration becomes quite difficult. Rainfall and
liquid water on the radome make meaningful observations impossible at 23 GHz.
The 23 GHz system temperature calculated in equation (5.5) is referenced to a point
in the system which is below the atmosphere, so Tsrc,meas is the apparent brightness tem-
perature of the source after the radiation has passed through the atmosphere. The true
3This ignores contributions which may be significant under certain conditions, e.g., ground pickup.
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brightness temperature of the source is given by
Tsrc,true = erTsrc,meas, (5.7)
where r is the optical depth of the atmosphere along the line of sight. The method used in
these observations for determining e' is described in §6.2.2.
5.1.2 The 35 GHz Receiver
The observations in February and April 1996 were made at 35 GHz. The frequency was
changed from 23 GHz because the proximity of that frequency to the 22.235 GHz H20 line
made the data quality highly dependent on weather conditions. 35 GHz was chosen because
it is approximately at the local minimum of the atmospheric opacity profile between the
22.235 GHz H20 line and the many 02 lines distributed around approximately 60 GHz
(see, e.g., Rohlfs 1990). The bandwidth was B = 160MHz and the integration period was
T = 48 ms. The system temperature was weather dependent due to water vapor in the
atmosphere, although the effect was expected to be less severe than at 23 GHz because the
opacity is lower for the same atmospheric water vapor content. Under the best conditions,
Tsys - 120 K. Thus the best RMS sensitivities (above the atmosphere; see below) were
Tsys
ATrms = = 0.043 K, (5.8)
yielding a best case minimum detectable flux density (in one integration) of ASrms =
ATrms/K 3 5 = 0.25Jy, where K3 5 = 0.17K/Jy is the maximum antenna sensitivity at
35 GHz.
Vane Calibration
A vane calibration procedure was used at 35 GHz to determine the system temperature.
This method calculates the system temperature referenced to a point above the Earth's
atmosphere. Thus the effects of atmospheric and radome losses are included in the sys-
tem temperature, and source brightness temperatures computed with the vane cal method
are also referenced to above the atmosphere. This eliminates the need for a posteriori
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corrections for atmospheric attenuation, as is required for the 23 GHz data (§6.2.2).
The calibration source is a vane of microwave absorbing material at a known physical
temperature Tv which can be placed in front of the antenna feed, completely blocking any
power from the sky. The receiver output with the vane in place is
Von = G(TR + Tv), (5.9)
where G is the system gain and TR is the equivalent noise temperature of the receiver.
When the vane is removed, the feed receives power from the sky, and the receiver output is
Voff = G(TR + Tsky), (5.10)
where Tsky is the brightness temperature of the sky. If Tatm is the physical temperature of
the atmosphere, then Tsky = Tatm(1 - e-'), where 7 is the optical depth of the atmosphere
along the line of sight. Assuming that the physical temperature of the vane is the same as
that of the atmosphere,
Tsky = Tv(1 - e-'). (5.11)
The system temperature reported by the vane cal system is calculated using equation (5.5),
with Tv replacing TN:
Voff
Tsys offTV
Von - Voff
TR + Tsky
TV.Tv - Tsky
TR + Tsky
Tv - Tv(1 - e- )
Tsys = (TR +Tsky)e T . (5.12)
Note that this is the noise-cal system temperature in equation (5.3) times the reciprocal of
the atmospheric attenuation.
Once the system temperature has been computed, the brightness temperature Tsrc of a
celestial source can be measured. When the telescope is pointed at the source, the output
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of the receiver Vsrc is due to the receiver noise temperature, the sky brightness temperature,
and the source temperature. However, the radiation from the source is attenuated by a
factor e-' from its passage through the atmosphere, so its apparent brightness temperature
below the atmosphere is Tsrce-r:
Vsrc = G(Tsrce-' + Tsky + TR). (5.13)
The receiver output without the source in the beam is Voff, given by equation (5.10). Using
equation (5.12), equations (5.13) and (5.10) may be expressed in terms of Tsys:
Vsrc = G(Tsrc + Tsys)e - T  (5.14)
Voff = GTsyse- '. (5.15)
Dividing (5.14) by (5.15) yields
Vs 
_ Tsrc + Tsys (5.16)
Voff Tsys
which can be solved for Tsrc, the brightness temperature of the source measured above the
atmosphere:
Vsr - Voff
Tsrc = src ffTsys (5.17)Voff
There are two corrections to the vane cal result, as described in the Haystack technical
note An 'Introduction to Radio-Astronomical Observing at Haystack (Haystack Observa-
tory 1995). The first is that in the Haystack computer, the program which calculates Tsys
from the measured receiver outputs has Tv = 290 K, while the actual temperature of the
vane is about 285 K. This results in a correction of about 2%. The other correction is due
to the assumption Tv = Tatm. The atmosphere is colder at altitude than at the ground,
and the vane is held at 285 K, which is warmer than the air temperature in cold weather,
so this assumption is not valid. The Haystack (1995) note gives the required correction as
AT
1 AT (eA - 1), (5.18)Tv
where AT is the temperature difference between the vane and the average atmosphere,
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A is the airmass (approximately sec[900 - elevation]), and 7 is the zenith atmospheric
opacity. The note states "At 115 GHz, this correction is typically some 10 to 20%." A
graph of atmospheric attenuation of electromagnetic waves versus frequency (Rohlfs 1990)
shows that the optical depth at 35 GHz is at least a factor of several smaller than that
at 115 GHz, depending on the amount of water vapor in the atmosphere. This reduces
the correction factor accordingly. Since the goal of these observations is to search for
microwave counterparts to GRBs and not to make precision flux density measurements,
and the correction factors are small, they will not be applied to the data.
5.2 Observations
5.2.1 BATSE GRB Positions
In order to search for counterparts to GRBs, one must know where to look. Positions for the
Haystack survey were provided by the BATSE team at NASA/Marshall Space Flight Cen-
ter in Huntsville, Alabama. Telemetry data from the Compton Gamma-Ray Observatory,
including BATSE information, are collected at NASA/Goddard Space Flight Center. Once
per day, the newest data are transferred to Marshall, where the BATSE team can process
them to produce position estimates. The algorithm includes corrections for scattering of
gamma-rays by the Earth's atmosphere, and is outlined in Meegan et al. (1996b). During
the Haystack survey periods, BATSE team members made a special effort to process the
data as quickly as possible. The result was the provision of GRB positions to the Haystack
observers 24 hours or less after their occurrence. Occasional technical problems at Marshall
caused delays in the position availability for some GRBs by a few days.
The uncertainties in the BATSE positions are due to two contributions. There is a
statistical error due to photon counting statistics. The magnitude of the statistical error
decreases with increasing burst intensity. There is also a systematic error of 1.60 due to
uncertainties in the modeling of the atmospheric scattering and in the iterative procedure
used to calculate locations (Meegan et al. 1996b). The statistical and systematic errors are
independent, and thus add in quadrature to yield the total uncertainty of the location. The
uncertainty is the radius of a circle which has the same area as the 68% confidence interval
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of the GRB location; this definition is necessary because "the actual la contours are not
necessarily circular." (Meegan et al. 1996b)
5.2.2 IPN GRB positions
The Interplanetary Network (IPN) (Hurley et al. 1996) consists of gamma-ray detectors
on the Ulysses spacecraft and on the Compton Gamma-Ray Observatory (in the past there
were, and in the future will be, more detectors in the IPN). Comparison of pulse arrival times
at the two spacecraft can localize a GRB to an annulus on the sky. The annulus widths (due
to the uncertainty in arrival times) are typically less than 0.20. Once the Huntsville GRB
error circle is available, its intersection with the IPN annulus can be computed, yielding a
much smaller error box; however the IPN annuli are not available for at least several days
after the GRB, making them somewhat less useful for prompt followup observations.
5.2.3 Observing GRB Error Boxes
Contour Scan
Once the position of a GRB was received from Marshall, it could be observed with the
Haystack telescope. The Haystack pointing computer offers a program known as a "contour
scan," which was used for the GRB observations. The contour scan is performed by driving
the telescope in a boustrophedon 4 pattern, scanning in the right ascension direction and
stepping in the declination direction. Figure 5-1 illustrates the boustrophedon pattern and
the parameters which specify it.
Scan Parameters
The primary consideration in the choice of scan parameters was the requirement that the
intensity distribution of the scanned area be fully sampled. This was accomplished by
ensuring that two measurements were made per beamwidth, so that Nyquist sampling was
achieved. The Haystack Continuum Data Processor was run in a custom mode (created
4bou.stro.phe.don n [Gk boustrophedon, adv., lit., turning like oxen in plowing, fr. bous ox, cow +
strephein to turn] (1699): the writing of alternate lines in opposite directions (as from left to right and from
right to left)-boustrophedon adj or adv-bou.stro.phe.don.ic adj (Merriam-Webster 1993)
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Figure 5-1: Boustrophedon scan and the parameters half arc and spacing which specify it.
Also required are the parameters npoints, the number of rows in the scan, and scanrate,
the angular velocity of the scan in the right ascension direction.
specially for the GRB survey observations) in which total power measurements were made
every 50 ms. This places an upper limit on the parameter scanrate, which must be specified
to the contour program in coordinate degrees:
scanrate < B _ OB(50 ms) cos 6 (0.1 s) cos 6
= 0.2470 s- 1/ cos 6 (23 GHz)
= 0.1620 s-l/ cos 6 (35 GHz)
(5.19)
where OB is the beamwidth and 6 is the declination. The Nyquist sampling requirement also
places an upper limit on the parameter spacing:
spacing • OB/ 2
= 0.01250
= 0.00810
(5.20)
(23 GHz)
(35 GHz)
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Prior to the beginning of the GRB observations, tests were performed with the Haystack
telescope to investigate its ability to point accurately while scanning across the sky. Sample
scans were performed with a variety of parameter choices, and at a variety of positions
on the sky. Figure 5-2 shows the scan pattern for an actual observation. This example
illustrates several phenomena, discovered during testing, which led to specific choices for
scan parameters:
1. The interleaving of adjacent scan lines is not reliable. For example, while at RA off-
set 20 the rows are evenly spaced, at RA offset -1', scans in opposite directions
sample nearly the same points.
2. The scan pattern at the horizontal extremes, when the telescope was reversing direc-
tion, is erratic. It cannot be trusted to produce Nyquist sampling at the edges of the
box.
3. Scans in one horizontal direction are offset vertically from those in the opposite direc-
tion. The pattern is not the boustrophedon pattern shown in Figure 5-1, but loops
back on itself. This implies that at the top and bottom of the box, the row spacing
may be twice as large as the requested value. The number of rows affected depends
on the magnitude of the offset.
Item 1 shows that the choice of spacing given in equation (5.20) does not guarantee
Nyquist sampling, which is necessary for reliable mapping of the sky brightness. To ensure
Nyquist sampling, spacing was chosen to be one-half that specified in equation (5.20), i.e.,
spacing = OB/4 (5.21)
= 0.006250 (23 GHz)
= 0.004050 (35 GHz)
This doubled the time to scan a given sky area, but greatly increased the likelihood that
the sampling was complete.
The angular extent of the effect in item 2 was studied in the tests; the tracking was
consistently found to become regular less than 0.50/ cos 3 from the edges. This led to the
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Figure 5-2: Actual contour scan pattern from Haystack telescope for scanrate = 0.270 s- 1,
halfarc = 2.70, spacing = 0.01250, npoints = 32, and declination +420 of box center.
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addition of this amount to half arc:
A9w/2 + 0.50
halfarc = (5.22)
cos 6
where AOw is the angular width of the area to be sampled reliably. Again, this increased
the total scan time, but ensured complete sampling of the area of interest.
The row offset described in item 3 was found not to exceed 5 rows, implying that
increasing npoints by 10 would result in full sampling in the declination direction of the
area of interest:
AOh
npoints = + 10, (5.23)
spacing
where AOh is the angular height of the area to be sampled reliably.
Not apparent in Figure 5-2, but also discovered during the tests, is the fact that the scan
pattern degrades with increasing scan rate. The maximum scan rate for which the track-
ing was sufficiently dependable for the GRB observations was found to be approximately
0.20 s-l/ cos 6. At 35 GHz, this is faster than the maximum scanrate allowed which insures
Nyquist sampling in the right ascension direction, but at 23 GHz, it is slower. Thus the
settings used for scanrate at the two frequencies were
scanrate = 0.2000 s-l/cos6 (23 GHz)
= 0.1620 s- 1/cos 6 (35 GHz)
GRB Error Box Slices
Using these parameters, the total time At to scan a region of area AOw x AOh is
2 • half arc
At = npoints (5.24)
scanrate
2(AOw/2 + 0.50)/ cos 6 Ah + 10O
scanrate spacing
(AOw/2 + 0.50) AOhG
0.10 s-1 0.006250 (23 GHz)
(AOw/2 + 0.50) ( AOh
0.0810 s-1 0.00405 + 10 (35 GHz)
143
CHAPTER 5. HAYSTACK SURVEY OF GAMMA-RAY BURST LOCATIONS
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0.5 deg / cos 8 0.5 deg / cos 6
Figure 5-3: Division of GRB error box into slices.
For a GRB position with statistical error 1.00, the systematic error of 1.60 is added in
quadrature to find the total error radius of 1(1.00)2 + (1.60)2 = 1.90. Setting AOw =
AOh = 2(1.90), the total scan time is 14,832s = 4.12 hr at 23 GHz and 28,097s = 7.8 hr at
35 GHz. Since these scan times are impractically long, the GRB error boxes were divided
into multiple equal-area slices along the declination axis. Figure 5-3 shows the arrangement
of slices for a GRB error box with total error radius 20. Slices were always numbered in
sequence beginning with the northernmost slice. The slice heights, and thus the number
of slices, for a given GRB error box were chosen to be approximately 10, which led to
convenient slice scan times of 1-2 hr.
IPN Arc Sections
The IPN arcs are long, curved, and narrow, making contour scanning inefficient. Figure 5-4
shows a fictitious but typical IPN arc and a set of boxes which might be used to cover
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RA Dec Flux Density
Source (J2000) (J2000) (23 GHz) (35 GHz)
DR21 2 0 h 39 m 01 s  +420 19' 35" 18.9 Jy 18.1 Jy
3C274 12 h 30 m 50 s  +120 23' 28" 20.1 Jy 14.4 Jy
3C273 12h 29 m 07 s  +020 03'09" variable
3C84 0 3h 19m 48s  +410 30' 42" variable
NGC7027 2 1h 07 m 02 s  +420 14' 10" 5.4 Jy 5.2 Jy
Table 5.2: Radio sources used for calibration.
it. Since an IPN arc is so narrow, the telescope beam spends a very small fraction of its
time scanning the arc itself. Two IPN arcs were scanned early in the 23 GHz observations;
halfway through the run IPN arc scanning was abandoned because of its inefficiency, and
the rest of the time was devoted to BATSE GRB box scans. No attempt was made to scan
IPN arcs at 35 GHz.
5.2.4 Calibrator Observations
Alternating with scans of BATSE error boxes were observations of known sources for cal-
ibration purposes. The calibrator box scans were examined at the telescope immediately
after their collection to ensure proper operation of the telescope systems and to assess the
data quality. In the data analysis, the calibrator scans were used at 23 GHz to estimate
the atmospheric opacity and antenna gains. At 35 GHz the calibrator data were used to
estimate the antenna gains. A full description of the procedures is given in §6.2.2.
The sources used for calibration are listed in Table 5.2; they were chosen because they
are bright at 23 and 35 GHz and are unresolved by the Haystack beam. The 23 and
35 GHz flux densities for DR21 and 3C274 were found by fitting spectral models of the
form S = Sov- a to 4.8, 8.0, and 14.8 GHz to data from the University of Michigan Radio
Astronomy Observatory database.5 The measurements (shown in Figure 5-5) show that the
flux densities of these two sources do not change from the time of one Haystack observation
to the next, making them useful as primary calibration sources. Figure 5-5 also shows that
5The University of Michigan Radio Astronomy Observatory is supported by the National Science Foun-
dation and by funds from the University of Michigan.
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Figure 5-4: Fictitious IPN arc and a set of boxes which might be used to cover it.
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Figure 5-5: Flux densities of four calibrator sources. The dotted lines mark the beginnings
and ends of the 23 GHz (May 1995) and 35 GHz (Feb. & Apr. 1996) observations. The
symbols represent different frequencies: D = 4.8 GHz, A = 8.0 GHz, -=- 14.5 GHz. For
clarity, the uncertainties JS are not displayed; they are in the range 0.15 Jy < 6S < 1.25 Jy;
65 of the 69 measurements have SS < 0.5 Jy.
147
3C84
0*
I ,
o,
3C274
:0
. ,
H ' 3C273
ci0:
, ,
, ,hioi
i 1 .,
DR21
0:
10200
10200
CHAPTER 5. HAYSTACK SURVEY OF GAMMA-RAY BURST LOCATIONS
the flux densities of 3C273 and 3C84 are variable. In addition, their spectra (as found in
the NASA/IPAC Extragalactic Database6 ) cannot be represented by simple power laws,
preventing extrapolation to flux densities at 23 GHz and 35 GHz, and making them less
useful as calibrators. However, over the course of each Haystack run separately, neither
3C84 nor 3C273 varied by more than 10%, so they may be used in consistency checks on
calibration algorithms. The flux densities of NGC7027 come from direct measurements at
the frequencies of interest (Ott et al. 1994). The observations reported therein were made
from 1990 to 1992, during which the flux densities remained close to constant. However,
this is not sufficient cause to believe that the flux densities remained at these values through
the three Haystack runs. Because of this, NGC7027 is used for consistency checks, like 3C84
and 3C273.
6 The NASA/IPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, Cali-
fornia Institute of Technology, under contract with the National Aeronautics and Space Administration.
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Analysis of the Haystack Survey
Once the data had been collected, they were analyzed to search for counterparts to gamma-
ray bursts. This chapter presents the data analysis techniques; the results of the analysis
are presented in Chapter 7.
The analysis procedure was applied to the data files from each of the contour scans. It
consisted of several steps, differing somewhat between the 23 GHz and 35 GHz data sets.
Figure 6-1 summarizes the procedure.
6.1 Initial Processing
6.1.1 Raw Data
The data were recorded by the Haystack continuum data processor (CDP) in a custom mode
created specially for this project by John Ball. Data were written in groups of 20 points
(corresponding to 1 second of samples), each proportional to the total power in the passband
at the time the sample was recorded. With each group of 20 data came a timestamp and two
sets of coordinate offsets from the pointing center: one in right ascension and declination
and the other in azimuth and elevation.
6.1.2 Editing
Various effects in the raw data necessitated editing some data sets and discarding others
completely:
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raw data (§6.1.1)
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Figure 6-1: Data analysis procedure.
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The CDP, for unknown reasons, occasionally output a long extraneous string of asterisk
characters, making the data file unreadable by the analysis software. The bad data were
written for several seconds at a time, after which normal data recording resumed. These
bad data were simply edited out of the files. This caused a small decrease in the map
coverage, but allowed the remainder of the file to be processed.
For scans near the North Celestial Pole, the erratic telescope tracking at the edges of
the contour box sometimes caused coordinate offsets in the right ascension direction which
exceeded 1000. The number of digits caused the coordinate fields in the raw data files to
overlap, making them unreadable by the analysis software. This problem was easily cor-
rected by manually adding space between overlapping fields. A similar problem occurred
during the observation of circumpolar scan boxes when the pointing position crossed az-
imuth 00. These could be edited similarly. In some cases, points taken near azimuth 00
were not recorded by the CDP, causing small gaps in the coverage.
Fluctuations in the water vapor concentration of the atmosphere profoundly affect the
measured power level at 23 and 35 GHz. In poor weather, these fluctuations and the high
absolute power levels make calculations of sensitivity limits unreliable. Thus data collected
in stormy weather, especially during rain, were discarded. At 23 GHz any box scan taken
with Tsys > 350 K (noise-tube cal, §5.1.1) was rejected; 3% of the data were discarded this
way. At 35 GHz, the rejection criterion was Tsys > 500K (vane-cal, §5.1.2), eliminating
about 5% of the data. These cutoffs were determined from the calibrator observations;
above these limits, the calibrator fluxes could not be reliably measured.
A snowstorm during the February 1996 35 GHz observations compromised the data
quality. At microwave frequencies, ice and snow are poor absorbers compared to liquid
water droplets, but are good scatterers (Gasiewski 1993). Thus the effects of the snow
could not be removed using the procedure described in §6.2.2. In principle, the attenuation
can be measured through observations of calibrator sources, but the scattering is strongly
dependent on the ice particle size distribution. It is clear from the large fluctuations in
the power level that very frequent calibration observations would be required to track the
changes in precipitation conditions. Since this was not done (and could not have been done
along with two-hour box scans), the data taken during the snowstorm (about 13 hours
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worth) were discarded.
Finally, at the beginning of the April 1996 35 GHz observations, a faulty attenuator in
the system caused intermittent, bursty fluctuations in the power level. Once the problem
was identified and corrected, the data were fine, but the severity of the data corruption
before the repair was such that the affected data sets had to be discarded. This amounted
to about 2.5 days worth.
6.1.3 Coordinate Correction at 23 GHz
A software bug in the Haystack telescope pointing computer caused incorrect calculation
of coordinate offsets for some sources, depending on their locations on the celestial sphere,
and their hour angles at the time of observation. This problem was discovered during
the observing run from examination of calibrator scans, and was corrected before the run
ended. The positions in the affected data files were corrected after the observations using the
program fixbox, written by Brian Corey of Haystack Obsei vatory. The program checked
to see whether a given data set had been affected by the problem; if it had, the program
undid the original (incorrect) calculation and replaced the data with the correct results.
Since the problem was corrected before the end of the 23 GHz observations, it did not
affect the 35 GHz observations.
6.1.4 Flattening
Figure 6-2 shows a graph of the raw data vs. time for one of the scans performed at 23 GHz.
Its characteristics are typical of those in other boxes, at both 23 and 35 GHz. Two features
are immediately obvious:
1. The power level oscillates in a triangle wave pattern with a period of tens of seconds.
2. The power level drifts slowly over the course of the observation.
Feature #1 is is due to the nodding up and down of the telescope in the elevation direction as
it scans back and forth in right ascension over the box. Its severity depends on sky position
(because of the angle between the right ascension direction and the elevation direction) and
the amount of water vapor in the atmosphere. Feature #2 is caused by the slow change
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of average elevation as the box center is tracked at the sidereal rate, as well as by weather
changes over the course of the observation. In bad weather, the power level drift can be
quite erratic. Note that changes in the total system gain also cause changes in the power
level. However, in both the 23 and 35 GHz receivers, the components of the electronics
most likely to experience gain drifts are the front-end HEMT amplifiers. These amplifiers
are cooled and held at constant temperature, which minimizes gain variation. Any variation
which does occur over the 1-2 hour duration of a box scan is likely to be much smaller in
magnitude than the variation of Tsy, (Ball 1997). Therefore, the possibility of gain variations
was not considered in the analysis procedure.
In order to search these data for sources, these elevation and weather effects were re-
moved. This was accomplished with the program map, originally written by Chris Moore,
then a graduate student at MIT, and modified by the author for use in this analysis. map
performs several functions:
* Assignment of timestamps and coordinate offsets to every data point by linear inter-
polation across the 1 second intervals between measurements of these quantities
* Baseline normalization of data points to remove the effects described above and trans-
form the data into an easily processed standard form
* Estimation of telescope angular velocity between recorded coordinate offsets
* On-screen display of data for visual examination
* Fitting of two-dimensional Gaussian beam profiles to data for measuring antenna
temperatures due to sources
Radio astronomical observations at almost any location are plagued by the ubiquitous pres-
ence of terrestrial interference. The Haystack telescope is no exception, especially consid-
ering the nearby presence of several other radio telescope systems, including high-power
radars. Anomalous power levels due to interference were observed regularly, although they
tended to be quite short in duration. To minimize the undesired effects of interference points
on the baseline normalization procedure, map made use of the robust estimation technique
described by Press et al. (1992). A full discussion of this method and its application are
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given in Appendix B. Here, it was used to fit a linear model y(x) = clx + c2 to the raw
data, where Cl and c2 are the fit parameters. The weight 1/a 2 used in the robust fit was
derived from the RMS of the temperature fluctuations
a = (6.1)
where B = 160 MHz is the observing bandwidth and T = 0.048 s is the integration time.
Points which deviated from the baseline by more than a few a were unlikely to be due
to noise power fluctuations, but were more likely to be interference, and were effectively
excluded from the fit by the robust estimation algorithm. Real astronomical sources would
also cause many-a deviations from the baseline, and so would not contribute to the fit. This
was desirable, since the source intensities were to be measured as additional power on top
of the baseline already present. To avoid following the source shape with the fit, the fit
window was chosen to be 3 seconds, corresponding to 60 samples. With Nyquist sampling,
this covers 30 beamwidths. The profile of any point source would follow the beam shape, and
so would fall off in a few beamwidths. This insured that the fit interval was long enough that
it was much larger than the expected source size, but was short enough that the procedure
could follow short-timescale variations in the baseline power. Once the best-fit linear model
was found, it was used to correct the central 1 second of data in the 3 second fit window.
The fit window was then advanced by 1 second and the procedure repeated, until the entire
data file was "flattened." The correction was applied by dividing the raw data by the model.
Since the data are proportional to total power, which in turn is proportional to Tsys, the
quotient represents a normalized temperature, in which any deviation from unity is the
temperature difference as a fraction of Tsys. For example, a source with peak normalized
temperature 1.01 measured while the system temperature was Tsys = 150 K, was calculated
to have produced antenna temperature (1.01 - 1)Tsys = 1.5 K. In this way each data file had
its variations in total power removed while ignoring interference and preserving structures
the size of the beam. Extended sources would require a modification of this approach, but in
these observations the goal was to find point sources, so measurements of extended sources
were not considered.
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The Gaussian profile fitting performed by map also used the robust estimation technique.
The model fit to the normalized data had the form
(a, ) = bn2 [(Aa - b2 )2 co 2 6 + (A - b3 )2] (6.2)f(Aa, A6) = b1 exp (Obeam/2) 2  , (6.2)(Obeam/2)2
where bl is the fitted peak value, b2 and b3 are the fitted right ascension and declination
offsets of the peak location from the map center, Aa and A6 are the offsets in right ascension
and declination from the peak location, and Obeam is the (FWHM) beamwidth. Note that
the right ascension coordinates are expressed in coordinate units, and so must be converted
to arclength units by multiplication with cos 6, where 6 is the declination of the box. The
weight used in the robust Gaussian fit was the same as that in the baseline fit, given
by equation (6.1). The Gaussian fitting routine also calculated the robust goodness-of-fit
parameter described in §B.2 to indicate the reliability of the measurement.
At this point the analysis procedure diverged, depending on whether the data file con-
tained a scan of a calibrator source or a scan of a BATSE box. The next section describes
the processing of the calibrator observations and the creation of a flux density correction
model. The section following that describes the processing applied to the BATSE boxes.
6.2 Calibration
The measurements were corrected for two effects which caused the measured flux densities
to differ from the true flux densities. At 23 GHz, atmospheric opacity attenuated the
signals; the magnitude of the effect varied depending on the amount of water vapor in the
direction of the observation, and on the elevation, since the farther away from zenith one
observes, the more air one looks through. The other effect which changes the measured flux
densities is the elevation dependence of the antenna gain. As the antenna moves away from
the elevation for which it is optimized, flexure of the telescope structure causes radiation to
be collected less efficiently, lowering the antenna gain.
At 35 GHz the use of the vane-cal system (§5.1.2) to determine the system temperatures
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Figure 6-3: Robust goodness-of-fit parameters for primary calibrators at 23 GHz. The dot-
ted lines show the threshold above which measurements were excluded from the calculation
of the flux density correction model.
means that atmospheric opacity does not hinder the measurements. The system temper-
ature computed by the vane-cal procedure is referenced to a point above the atmosphere,
effectively removing atmospheric attenuation. Thus only the correction for the antenna gain
vs. elevation is required for the 35 GHz data.
Determination of the calibration models made use of the flux density measurement of
the primary calibrators, 3C274 and DR21, which were discussed in more detail in §5.2.4.
6.2.1 Calibrator Flux Density Measurements
The first step in the calibration procedure was to find the measured flux densities for the
observations of 3C274 and DR21. After the data were flattened, they were displayed on the
screen by the map program and robustly fitted with the Gaussian profile in equation (6.2).
For each measurement, a normalized temperature and a robust goodness-of-fit value were
determined. The goodness-of-fit parameters for the 23 and 35 GHz calibrator observations
are shown in Figures 6-3 and 6-4 respectively, plotted against elevation and system tem-
perature to reveal any correlation between them and the fit qualities. At 23 GHz, the fits
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Figure 6-4: Robust goodness-of-fit parameters for primary calibrators at 35 GHz. The dot-
ted lines show the threshold above which measurements were excluded from the calculation
of the flux density correction model.
were degraded at low elevation and high system temperature, which are closely related. A
threshold of 0.355 (indicated by the dotted lines in Figure 6-3) was chosen at 23 GHz to
separate the outliers from the bulk of the data; measurements with goodnesses-of-fit above
this level were not included in the model computation described in §6.2.2. At 35 GHz the
situation was less clear, with the goodness-of-fit parameters more scattered in their param-
eter space. The cutoff was chosen by fitting correction models (§6.2.2) with different choices
of the goodness-of-fit cutoff. The threshold finally chosen was 0.76 (indicated by the dotted
lines in Figure 6-4), since it produced the smallest scatter of the data around the model.
With the selection of calibrator data to use in the flux density correction models com-
plete, each normalized temperature was converted to antenna temperature by multiplication
with Tsys at the time the observation was made. The antenna temperatures were then con-
verted to uncorrected flux densities by dividing by the correct antenna gain from Table 5.1.
Finally, the correction factor for each calibrator observation was computed by dividing the
known flux density of the calibrator from Table 5.2 by the measured flux density. The result
was a set of correction factors for a variety of elevations and system temperatures which
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could be used to find a model for correcting the rest of the observations.
6.2.2 Flux Density Correction Models
The 23 GHz calibrator flux densities were calculated using noise-tube determined system
temperatures, so they were not corrected for atmospheric opacity; the 35 GHz data used
vane-cal measured system temperatures, and so already had atmospheric opacity corrections
applied. Thus different models were required at the two frequencies to correct the flux
densities to their true values.
23 GHz: Atmospheric Opacity and Antenna Gain
At 23 GHz, attenuation by atmospheric opacity and the elevation dependent antenna gain
curve were responsible for changing the measured flux densities from their true values. The
factor by which the atmosphere attenuates the incoming radiation, and thus the factor by
which the measured flux density is multiplied to recover the true flux (in the absence of other
attenuation), can be written as Csky(T) = e' where 7 is the optical depth of the atmosphere
along the line of sight. Since the atmosphere is a thermal absorber, it is also a thermal
emitter; its brightness temperature in the direction of observation is Tsky = Tatm(1 - e-1),
where Tatm is the physical temperature of the atmosphere (cf. equation 1.4). Since the
system temperature measured by the noise-tube method is Tsys = TR + Tsky, where TR
is the receiver equivalent noise temperature, Csky can be expressed in terms -of system
parameters:
Tatm
Csky(Tatm, Tsys) Ta Tsys (6.3)Tatm + TR - Tsys
Since along with each box scan, the air temperature at the ground was measured, giving a
rough estimate of Tatm, there exists the possibility of fitting for TR and finding a model of
the atmospheric attenuation.
The shape of the Haystack telescope gain curve is published in the booklet An In-
troduction to the Haystack Observatory (Haystack Observatory 1994). Converting it to a
correction factor Cgc (defined similarly to Csky), it takes the form
Cgc(0) = exp (F2S( - o)2) (
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where 0 is the elevation, F is the observing frequency in GHz, and S and 00 are parameters
to be determined empirically. The Introduction booklet gives the values S = 8.713 x 10- 8
and Oo = 40.30, but it is suggested that observers may desire to measure the gain curve
themselves. Note that equation (6.4) is normalized to unity. This assumes that the antenna
temperatures are converted to flux densities with the maximum value of the antenna gain,
i.e., the value at 0 = 0o. The antenna gain values given in Table 5.1 are the published
maxima for 23 and 35 GHz.
The total correction factor C at 23 GHz can now be written
C(Tatm, Tsys, 0) = Csky(Tatm, Tsys) Cgc(0)
TatmTR ss exp (F2S( - 00) 2) (6.5)Tatm + TR - Tsys
which can be fit to measured data to find a flux correction model. Unfortunately, every
attempt to find the best fit of this model to the data resulted in unphysical or unreasonable
solutions (00 < 0° , TR > Tsys, etc.). This suggests that there are effects in the data which
are not modeled by equation (6.5). Instead of trying to refine equation (6.5) to include other
possible effects (ground spillover, radome losses and diffraction, etc.), it was decided to use
an ad hoc model to represent the correction factor. Since the two independent variables
which most strongly indicate the level of signal attenuation are the elevation 0 and the
system temperature Tsys, the model chosen took the form
C(Tsys, 0) = cTs2ys + c202 + c3 Tsys0 + c4Tsys + c5 0 + c6, (6.6)
where Tsys is expressed in Kelvin, 0 is expressed in degrees, and the c, are the parameters
to be determined by fitting. The measured correction factors to which the model was fitted
are shown in Figure 6-5. This figure reveals both the antenna gain effect in the upturn of
the data at high elevations and the atmospheric opacity effect in the system temperature
gradient at fixed elevation. The model was fit to the data by minimizing the quantity
X2 (Ci,measured - Ci,model) 2 , (6.7)
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40
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Figure 6-5: Flux density correction factors at 23 GHz. The numbers are the
peratures in Kelvin at which the measurements were made.
system tem-
where the sum is over the measured points. The resulting coefficients cq are shown in
Table 6.1, and the model is plotted in Figure 6-6 along with the data. Note that at low
elevation and low system temperature, the model yields correction factors smaller than
unity. This is unphysical, since atmospheric opacity can only attenuate the signal, and the
antenna gain is a maximum at about elevation 400. However, since at low elevations the
telescope looks through much more of the atmosphere, the system temperature is much
higher than at high elevations. Thus no data are collected at low elevation and low system
temperature. The model is not constrained in that region of Figure 6-6 because there are
no data there, but neither will it be used in that region, since no observation to be corrected
will produce data there.
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Figure 6-6: Flux density correction factors and best-fit model at 23 GHz. The numbers are
the system temperatures in Kelvin at which the measurements were made.
coefficient fitted value
+5.3611
+1.1357
-7.0220
+3.8213
+1.0974
+1.5945
10-6
10-4
10-5
10-3
10-2
10-4
Table 6.1: Fit coefficients for 23 GHz flux density correction model of form C(Tsys, ) =
C T,2ys + C202 + c3Tsys0 + c4Tsys + C50 + C6-
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The effectiveness of the model can be evaluated by using it to correct the primary and
secondary calibrator flux densities. Figure 6-7 shows the fractional differences in correction
factor between the model and the data as functions of elevation and system temperature.
The RMS of the deviations is approximately 5.5%, and none of the model correction factors
deviates from the data by more than about 10%. As another check, the measured flux
densities of the secondary flux calibrators 3C84, 3C273, and NGC7027 were corrected with
the model. Figure 6-8 shows the results. A majority of the flux densities are corrected
to within 10% of their mean. For 3C84 and 3C273 it is difficult to compare the mean
fluxes to the correct values since the sources are known to have varied over the course of
the observations (see §5.2.4). For NGC7027, the mean measured flux of 5.9 Jy differs by
9% from the predicted value of 5.4 Jy. No systematic effects in the corrected flux densities
with system temperature or elevation were seen. Based on these results, the 23 GHz flux
correction model presented in Table 6.1 is deemed satisfactory for the purpose at hand.
35 GHz: Antenna Gain
The measured 35 GHz antenna temperatures are converted to flux densities with vane-cal
computed system temperatures; thus the effect of atmospheric attenuation has already been
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Figure 6-8: Corrected flux densities of secondary calibrators at 23 GHz. The middle dotted
lines show the means of the ensembles, and the outer dotted lines show +10% deviations
from the means.
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published value I fitted value
Table 6.2: Fit parameters for 35 GHz flux density correction model of form C(O) =
A exp (F 2S(O - 90)2). The published values are from An Introduction to the Haystack Ob-
servatory, Haystack Observatory (1994).
removed, leaving only the effect of the antenna gain to correct. The procedure is similar to
that at 23 GHz, differing only in the form of the flux density correction model. The model
chosen is derived from the antenna gain curve published by Haystack Observatory:
C(O) = A exp (F2S(9 - 00)2), (6.8)
where 0 is the elevation, F is the frequency in GHz, and A, S, and 00 are the parameters
to fit. This differs from the model presented in equation (6.4) in that this model is not
normalized to unity; the coefficient A is determined in the fit. The correction factors were
calculated by dividing the true flux densities of the primary calibrators by the flux densities
estimated as described in §6.2.1. The model was fit to the data by minimizing X2:
X 2  (Ci,measured - Ci,model) 2 . (6.9)
The values of the fit parameters are given in Table 6.2; the data and the best fit model are
presented in Figure 6-9. Notice that A = 1.32, not unity. This implies that the value for
the maximum antenna gain at 35 GHz, 0.17 K/Jy, which is published in the "Introduction"
booklet and presented in Table 5.1, is too large by a factor 1.32. That this is indeed correct
was confirmed in discussions with the observatory staff (Ball 1997); other observers have
found the same result.'
The effectiveness of the model can be evaluated by using it to correct the flux densities of
the secondary calibrators. The results are shown in Figure 6-10. The model does a somewhat
'Note that this also increases the value of the nominal sensitivity at 35 GHz given in Table 5.1 by the
same factor, from 0.25 Jy to 0.33 Jy.
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Figure 6-9: Flux density correction factors and best-fit model at 35
due to the elevation dependent gain curve of the telescope.
GHz. The correction is
poorer job than the 23 GHz model, correcting most of the flux densities to within 20% of the
means. A number of attempts were made to improve this result by introducing additional
parameters to the model, editing the calibrator data more closely, etc., without success.
However, the scatter of the data around the best-fit model in Figure 6-9 is about 20%, with
some data points significantly worse, so it is not unreasonable that the secondary calibrators
are corrected only to this accuracy. Additionally, in the result published by the observatory
(Haystack Observatory 1994) the scatter of the data around the model approaches 20%
suggesting that observers might not reasonably expect much higher accuracy without more
sophisticated calibration methods.2 Thus while the 35 GHz flux density correction model
given in Table 6.2 is not ideal, it is judged to be acceptable.
2Recent application of a drift-scan technique by Barvainis (1997) at Haystack has resulted in theoret-
ical noise performance. Even with the low observing efficiency of this method, the noise performance is
significantly better than that offered by the techniques used previously.
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Figure 6-10: Corrected flux densities of secondary calibrators at 35 GHz. The middle dotted
lines show the means of the ensembles, and the outer dotted lines show +20% deviations
from the mean.
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6.3 Analysis of BATSE GRB box scans
With the calibration models complete, the data files containing scans on BATSE error box
slices and IPN arcs (see §5.2.3) could be analyzed. This section describes the procedures
used to find sources, or in the absence of sources, to set upper limits on the detection
sensitivities.
6.3.1 Source Identification and Measurement
The map program described in §6.1.4 produces a visual display of the flattened data on the
computer screen. Using this display, each of the BATSE box slices and IPN arc sections
was examined manually for the presence of sources. When a source was found, an estimate
of its flux density was made using the same procedure as that described in §6.2.1 for mea-
suring the flux densities of the calibrator sources. The normalized antenna temperature
was measured using map's robust fitting of a two-dimensional Gaussian profile of the form
given in equation (6.2), and converted to an uncorrected flux density by multiplication with
the system temperature Tsys and division by the nominal antenna gain at the frequency
of interest (from Table 5.1). Finally, the estimate was completed by correcting the flux
density with the calibration model appropriate for the frequency of observation, either that
presented in Table 6.1 for 23 GHz, or Table 6.2 for 35 GHz. The results of the source
searches are presented in §7.2.1.
6.3.2 Gridding
Once the raw data were flattened and measurements of sources made, they were further
processed by "gridding." This step served several purposes:
* Converting the data to samples on a Cartesian grid
* Combining redundant measurements to yield higher sensitivity
* Editing of unreliable data regions due to undersampling and poor telescope tracking
* Estimating completeness of sampling in high-quality data regions
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These were performed by the program gridder, written by the author. The sequence of
actions performed on each data file was as follows.
A grid was created with Nyquist spacing (2 grid points per beamwidth), with extent in
the right ascension direction computed from the parameter half arc, and in the declination
direction from the parameter npoints (both discussed in §5.2.3). The angular width of the
area to be sampled reliably was AOw in equation (5.22); the number of grid points in the
right ascension direction Nra was then
Nra =2O (6.10)
OB
where OB is the beamwidth. The number of grid points in the declination direction Ndec
was
Ndec = npoints - 10Ndec (6.11)
since as shown in equation (5.23), 10 rows were added to the contour scan as padding, and
the spacing between rows was chosen to be double Nyquist (4 points per beam).
With the grid created, the flattened data were read. For each sample i E {i}, the nearest
grid point j was found; if the distance between the sample location and the grid point was
greater than half a beamwidth, the sample was judged to be outside the region of reliable
sampling and was discarded. If the distance was less than half a beamwidth, the velocity
associated with the sample was examined. As discussed in §5.2.3, the pointing was unreliable
when the telescope underwent large angular accelerations. In addition to the box edges,
this condition occurred at the beginnings and ends of contour scans when the telescope was
commanded to change its position discontinuously from the box center to the beginning
of the scan, or from the end of the scan back to the box center. Points with velocities
much larger than those encountered in reliable scanning were discarded. Additionally, at
the end of the scan, the telescope settled slowly back to the center of the box, while the
CDP continued to collect data every 50 ms. This resulted in gross oversampling along a
single oblique track, skewing the sensitivities associated with the grid points along the track.
These points, identified by their unusually low velocities, were also discarded.
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Once all of the samples were examined this way, two quantities, Tj and Sj, were com-
puted. Denoting by {i'} the set of samples which lie within a half-beamwidth of the grid
point j, so that i' E {i'} and {i'} C {i},
1-1 TTnorm,i'
{i' }Ti = 1 (6.12)E D2{i'V i'
S1/2
Si ( D2 (6.13)
where Di, is the raw datum for the sample i', and Tnorm,it is the normalized temperature
for the sample i', previously computed during flattening. Since Di, is proportional to
the system temperature at the instant of measurement, it is proportional to the RMS of
the temperature fluctuations due to noise; thus it can be considered an indication of the
relative sensitivity of the measurement. 1/Dr, is then the relative statistical weight of the
measurement, so Tj is the weighted average of normalized temperatures T norm,i', and Sj is
the relative sensitivity with which the average Tj is measured.
In this way multiple measurements of the same point on the sky were combined to
increase the overall sensitivity. A small amount of distortion is introduced into the map
by the relocation of samples, but no point is moved by more than 0B/20V P 0. 350B, as
illustrated in Figure 6-11. While this small distortion would not be acceptable in a high-
resolution imaging application or high-accuracy radiometry, for the purpose of this survey,
it is easily tolerated.
The last action performed by gridder was to estimate the completeness of the sampling
of grid points. This was trivially computed by counting the number of grid points which had
samples within a half-beamwidth, and dividing by the total number of grid points NraNdec.
This quantity was reported as the percentage of the total grid area covered by samples.
Finally, each averaged data set was displayed in the form of a contour map, so that it
could be reexamined for sources at the higher sensitivity.
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Figure 6-11: Illustration of displacement of samples to grid points. The samples (gray
circles) are moved to the grid points (black circles) nearest them. In this case only the
three samples inside the dotted square are relocated to the grid point P. In no case is any
point displaced by more than the length 9B/2\v of the dashed line L.
6.3.3 Flux Density Sensitivity Limits
The gridding of the data from a box scan provided an ensemble of relative sensitivities Sj.
To characterize the ensemble, three order statistics were computed: the 2 .5th percentile
point, the 50th percentile point (the median), and the 9 7 .5th percentile point. These partic-
ular quantities, denoted P2.5, p50, and p97.5, were chosen because for a Gaussian distribution
with mean 1 and standard deviation a, they represent the values p - 2a, p, and p + 2a, re-
spectively. Since the distributions were not Gaussian, these values characterize their central
points and their widths, as well as their asymmetry about the central points. An example
of a distribution of the relative sensitivities of gridded points is shown in Figure 6-12. The
multi-modal nature of the distribution arises from the differences from grid point to grid
point in the number of samples which contributed to the sensitivity estimates.
Next the three relative sensitivity statistics were converted to equivalent temperature
sensitivities. This was accomplished by using the raw data as an indicator of system tem-
perature. The system temperature Tsys was measured by noise-tube cal or vane-cal at the
171
CHAPTER 6. ANALYSIS OF THE HAYSTACK SURVEY
2500
2000
1500
1000
500
0
10000 15000
relative sensitivity
Figure 6-12: Histogram of relative sensitivities for a typical gridded data set. The dotted
lines indicate, from left to right, the 2.5th percentile, median, and 9 7.5th percentile points
of the distribution. N is the total number of points included in the histogram.
beginning of each scan. This temperature was then associated with an estimate D1 formed
from the raw data values at the beginning of the scan. Specifically, the median of the first
101 raw data values was used. This estimator was chosen to prevent stray interference
points at the beginning of the scan from skewing the sensitivity estimates. From Tsys and
DI , the quantity Y was calculated:
Y= Tsys (6.14)
where as usual, B = 160 MHz is the observing bandwidth and r = 0.048 s is the integration
time. Under most conditions, the RMS of the -data around their mean was close to the
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theoretical value, so the quantity Y is expected to represent the true sensitivity sufficiently
accurately. Using Y, any raw data point Dk could be converted to a corresponding RMS
temperature fluctuation:
ATrms,k = YDk. (6.15)
Since the relative sensitivities P2.5, P50, and P97.5 were computed from the raw data values,
Y could be applied to them as well. In this way, they were converted to equivalent 2 .5th
percentile, median, and 97 .5th percentile antenna temperature sensitivities. The antenna
temperatures were then converted to flux densities using the appropriate antenna gain value
from Table 5.1. Finally, the flux densities were corrected for the antenna gain curve and at
23 GHz, atmospheric opacity, using the appropriate model from Table 6.1 or 6.2. Although
these corrections will be in error when Tsys varies by a large amount during the scanning, the
slices taken in very bad weather, when Tsys is most likely to exhibit the largest variations,
were not included in the analysis. To the desired level of precision, the corrections are
satisfactory. Applying the corrections resulted in a set of three flux density detection limit
statistics:
S2.5 = P2.5 Y C/K (6.16)
S50 = P50 Y C/K (6.17)
S97.5 = 997.5 Y C/K (6.18)
where C is the flux density correction model from Table 6.1 for 23 GHz or Table 6.2 for
35 GHz, and K is the antenna gain, equal to 0.14 K/Jy at 23 GHz, or 0.17 K/Jy at 35 GHz.
The results computed from the data analysis procedure described in this chapter are
presented in Chapter 7.
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Chapter 7
Results of the Haystack Survey
7.1 Observations
The observations took place at two frequencies during three time periods: 23 GHz during
1995 May 19-31, 35 GHz during 1996 February 1-12, and 35 GHz during 1996 April 19-25.
Table 7.1 lists the BATSE gamma-ray burst error boxes and IPN arcs which were observed
during each session. The observing sessions ran continuously, 24 hours per day, with the
group members taking twelve-hour shifts. In addition to the author, the following people
participated in the May 1995 observations: then-MIT graduate students Dr. Christopher
Moore, Dr. Robert Rutledge, and Catherine Trotter, MIT Professor Jacqueline Hewitt, and
Haystack Observatory staff member Dr. Brian Corey. The February and April 1996 ob-
servations were executed by this same group, plus then-MIT graduate students Deborah
Haarsma and Jefferson Kommers, and then-MIT undergraduate students Wayne Baumgart-
ner, Philip Hinz, and Bahman Rabii.
7.2 Results
7.2.1 Source Search
As described in §6.3.1, each box scan was searched manually, using the display generated
by the map program. One source was found, in the error box of the gamma-ray burst
with BATSE trigger number 3598, slice 2. This box was scanned at 23 GHz. Slice 2 was
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Table 7.1: BATSE boxes and IPN arcs observed. BATSE data courtesy of Dr. J. Fishman,
Principal Investigator, Burst And Transient Source Experiment.
Gamma-Ray Burst
Parameters
GRB BATSE Total
Time Trig. RA Dec Error Fluence
(TJD)t Num. (J2000) (J2000) Radiustt (erg cm- 2 )
BATSE boxes observed at 23 GHz during 1995 May 19-31
9843.9758
9846.9695
9858.2912
9859.9871
9860.2358
9861.1724
9866.4270
3552
3567
3588
3593
3594
3598
3606
2 2h2 3 m 12.0
02h57m45.6 s
01h28m50.4 s
0 7h18m14.4 s
06h03m26.4 s
12h22m57.6 s
15h56ml14.4 s
+84020'24"
+22055'4811
-26051'36"
+19016'48"
+38010'12"1
+01004'12"1
-20049'12"
2.90
3.60
2.40
1.80
3.30
2.20
2.40
10-7
10-6
10-6
10-6
10-6
10-7
10-7
IPN arcs observed at 23 GHz during 1995 May 19-31
9823.5604 3509 1 2h 2 5 m16 .8 s
9825.9699 3512 0 6 h0 9 m3 6 .0s
+30012'001" 12.10*** 1.6 x 10-6
+03015'36"1 16.10*** 3.1 x 10-6
BATSE boxes observed at 35 GHz during 1996 February 1-12
10106.0392
10106.8807
10110.6088
10114.9088
10119.2071
4556
4569
4636
4701
4757
03h24m09.60
15h27m40.8 s
1 1 h2 7 m0 4 .8s
2 3 h5 2 m12.0s
13ho02m07.2s
+54003'00"1
-04013'48" '
+58053'24"
+14027'36"'
-09004'12" '
1.60
2.10
2.00
1.60
1.60
6.1 x
9.6 x
9.0 x
1.0 x
8.7 x
BATSE boxes observed at 35 GHz during 1996 April 19-25
10189.1729
10190.1274
10191.0707
10191.7731
10195.6942
5428 0 4 h2 7 m2 4 .0s
5429 0 3 h2 0 m4 3 .2s
5433 11 h2 2 m0 0. 0 s
5436 0 7h2 1 m1 6 .8s
5443 0 8 h 5 9 m1 2 .0s
+73036'00"1
-04016'12"
+00025'12"
-16009'00" '
+27012'00"1
2.60
2.20
2.20
1.70
2.20
6.1
1.7
1.7
1.1
10-6
10-7
10-7
10-5
10-6
10-7
10-6
10-6
10-6
2.6 x 10-6
tTJD = JD - 2440000.0
ttStatistical error radius plus 1.60 systematic error added in quadrature. See §5.2.1.
describes the 68% confidence region of the GRB location.
*See §5.2.3.
**Range of days after the GRB that followup observations were made.
Haystack Followup
Parameters
number
of followup
slices* times**
5
6
6
4
6
4
5
4
11
4
5
5
4
4
8
6
6
4
6
19.8-24.9
14.2-15.2
2.7-2.9
2.4-9.3
3.8-8.8
2.3-8.3
2.2-3.3
35.9-38.2
33.3-34.5
8.3-17.6
10.9-13.9
3.6-12.0
0.4-8.5
2.7-5.8
5.6-9.0
5.0-7.9
3.4-5.4
3.5-4.6
1.6-2.6
The error radius
***Arc length of annulus segment which intersects BATSE error circle. Segment widths are < 0.20.
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Scan Time
(JD-2440000.0)
9863.6799
9864.4951
9865.6410
Source RA Source Dec.
(J2000) (J2000)
1 2 h 2 9 m0 7 .4s +02003'10"
1 2 h2 9 m0 7 .2 s +02003'18"
1 2 h 2 9 m0 7 .7s +02003'16"
Flux Density Estimate
(Jy) GFP
32.3 ± 3.2 0.32
26.9 ± 2.7 0.40
26.6 ± 2.7 0.32
Table 7.2: Measurements of the radio source found in the error box of GRB 3598 at 23 GHz.
GFP refers to the goodness-of-fit parameter defined in §B.2 (cf. Figure 6-3).
scanned three times, so three independent measurements of its parameters were made using
the Gaussian profile fitting feature of map. The normalized antenna temperatures were
converted to real antenna temperatures by multiplication with the system temperatures,
then to flux densities using the nominal antenna gain at 23 GHz, 0.14 K/Jy. The flux
densities were then corrected for atmospheric opacity and the antenna gain curve using the
model from Table 6.1; the results are shown in Table 7.2. The position measurements agree
to better than 10% of the beamwidth at 23 GHz, and so are judged to be consistent. A
quick examination of any database of radio sources shows that this source is the well-known
quasar 3C273. For example, Johnston et al. (1995) report a position of right ascension
12h2 9m0 6.70 s, declination +02003'08.6 " . The flux density uncertainties are ±10%, the level
to which the flux densities of the calibrator sources were determined (§6.2.2 and Figure 6-8).
Independent measurements of the flux density of 3C273 are available from the University
of Michigan Radio Astronomy Observatory at the same epoch. A plot of the Michigan data
along with the measurements from Table 7.2 is shown in Figure 7-1. Clearly the Haystack
measurements are less precise than the Michigan measurements, which is to be expected
since the Haystack work was not designed for high-precision radiometry. Although the flux
density appears to decrease between the first and second measurements, the conclusion is
not significant. Since there was nothing unusual about the flux density of 3C273 at other
frequencies during that time, there is no compelling reason to associate the gamma-ray
burst with 3C273.
7.2.2 Search for Known Sources
A search was made using the NASA/IPAC Extragalactic Database for known radio sources
which fall inside the scanned regions. Only those sources which are bright enough to be
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Figure 7-1: Measured flux densities of 3C273 during the period 1995 May 16 to June 6.
The 4.8, 8.0, and 14.5 GHz data come from the University of Michigan Radio Astronomy
Observatory database, and have uncertainties which are indicated approximately by the
sizes of the symbols. The 23 GHz data are from this work.
detected in the box scans were considered. One such source, 0552+398, a quasi-stellar
object, was found in the error box of GRB 3594, slice 2. This slice was scanned three
times at 23 GHz, so there are three independent measurements of the source. Table 7.3
shows the results. The position measurements agree to within less than half-beamwidth,
and are judged to be consistent with a published position of right ascension 05h55m3 0.8s,
declination +39048'49" (Johnston et al. 1995). For 3C273, the flux density uncertainty was
taken as ±10%. However, the flux density of the secondary calibrator NGC7027, which is
much lower than that of 3C273, was determined less precisely than this (Figure 6-8). Since
the flux density of NGC7027 is similar to that of 0552+398, a similar degree of uncertainty
is expected. Thus the error bars in Figure 7.3 indicate ±15%. Independent flux density
measurements contemporaneous with the Haystack measurements are available from the
University of Michigan Radio Astronomy Observatory database. The Michigan data plus
the Haystack data are plotted in Figure 7-2. Again, the Haystack measurements are less
precise than the Michigan measurements. Although there is the suggestion that the flux
' i I ' I I I -J I I I
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x 8.0 GHz -
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Scan Time
(JD-2440000.0)
9865.0806
9868.4889
9868.9632
Source RA
(J2000)
05h55m33.2 s
0 5 h 5 5 m 3 2 .9 s
0 5 h5 5 m 3 2 .2 s
Source Dec
(J2000)
+39048'39"
+39049'05"
+39048'44"
Flux Density Estimate
(Jy) GFP
2.4 ± 0.4
3.2 ± 0.5
4.9 + 0.7
0.33
0.32
0.31
Table 7.3: Measurements of the radio source 0552+398, found in the error box of GRB 3594
at 23 GHz. GFP refers to the goodness-of-fit parameter defined in §B.2 (cf. Figure 6-3).
9850 9860 9870
JD - 2440000.0
9880 9890
Figure 7-2: Measured flux densities of 0552+398 during the period 1995 May 6 to June 22.
The 4.8, 8.0, and 14.5 GHz data come from the University of Michigan Radio Astronomy
Observatory database, and have uncertainties which are slightly larger than the sizes of the
symbols. The 23 GHz data are from this work.
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v Nv , Nv = NJvv
23 GHz 9.0 sr - 1  0.058 sr 0.52
35 GHz 6.5 sr - 1  0.038 sr 0.25
Table 7.4: Number of sources brighter than 1 Jy expected to be found in the Haystack
observations.
density is changing, examination of additional measurements from the Michigan database
shows that this level of variability is common in this source. Thus the flux density of
0552+398 was not unusual at the time of the Haystack observations, and there is insufficient
evidence to associate it with GRB 3594.
7.2.3 Expected Number of Sources
As a check on the results of the source searching, the number of sources expected in the
BATSE boxes was estimated. Using the integrated source counts from Wall (1994), and
choosing a flux density cutoff of 1 Jy (the approximate sensitivity of this work), the ex-
pected source counts at 23 and 35 GHz can be (very roughly) estimated. Figure 7-3 shows
the data from Wall (1994) along with a naive quadratic extrapolation to the Haystack ob-
serving frequencies. Although this ad hoc extrapolation would be inappropriate for making
estimates of cosmological parameters, it is adequate for the task at hand, that of roughly
estimating expected numbers of sources. Letting Av be the number of sources per steradian
at frequency v brighter than 1 Jy, and Q, the total solid angle observed at frequency v, one
may calculate the number of sources N, expected to be detected in the observations to be
N, = ./'v,v. Table 7.4 shows the results for the Haystack survey. The measured numbers
are N 23 = 2 and N35 = 0; these are consistent with the calculated numbers.
7.2.4 Flux Density Detection Limits
The final results of the data analysis procedure described in Chapter 6 were flux density
detection limits for the slices scanned. Each slice scan was characterized by four numbers:
the 2.5%ile, median, and 97.5%ile flux density sensitivities with which the slice was scanned,
and the fraction of the slice which was reliably sampled. Figures 7-4 through 7-23 show
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Figure 7-3: Radio source counts above 1 Jy vs. frequency. The filled circles are data from
Wall (1994); the open circles are estimates at 23 and 35 GHz, calculated by naive quadratic
extrapolation. The dotted line is the quadratic model.
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the results for the seven BATSE error boxes scanned at 23 GHz, the two IPN arcs scanned
at 23 GHz, and the ten BATSE boxes scanned at 35 GHz. The results for each scan are
shown as a group of three points corresponding to the three 5a flux density limit statistics;
with each group of three points is a percentage reporting the fraction of the slice covered
during that particular scan. The limits are plotted versus the time in days following the
occurrence of the GRB that the slices were scanned.
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JD-2440000.0
RA
Dec (J2000)Dec
Total Error Radius
Fluence
9843.976
22h 23m 12.0s
+84' 20' 24"
2.9'
9.80 x 10 -7 erg cm-2
22
Days after GRB
Figure 7-4: Flux density detection limits for GRB 3552 at 23 GHz. The three points in
each group are, from bottom to top, the 2 .5 %ile, median, and 9 7 .5 %ile sensitivities (5o)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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JD-2440000.0
RA
Dec (J2000)
Total Error Radius
Fluence
14.4
9846.970
02h 57m 45.6s
+22' 55' 48"
3.6'
1.20 x 10-6 erg cm- 2
15.214.6 14.8
Days after GRB
Figure 7-5: Flux density detection limits for GRB 3567 at 23 GHz. The three points in
each group are, from bottom to top, the 2 .5%ile, median, and 9 7 .5%ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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BATSE 3588 JD-2440000.0 9858.291
RA (01h 28m 50.4s
Dec -26' 51' 36"
Total Error Radius 2.4'
Fluence 2.40 x 10-6 erg cm-2
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Figure 7-6: Flux density detection limits for GRB 3588 at 23 GHz. The three points in
each group are, from bottom to top, the 2 .5 %ile, median, and 9 7 .5 %ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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JD-2440000.0
RA
Dec (J2000)
Total Error Radius
Fluence
9859.987
07h 18m 14.4s
+19" 16' 48"
1.8'
3.90 x 10-6 erg cm-2
6
Days after GRB
Figure 7-7: Flux density detection limits for GRB 3593 at 23 GHz. The three points in
each group are, from bottom to top, the 2 .5 %ile, median, and 9 7 .5 %ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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JD-2440000.0
RADec (J2000)Dec
Total Error Radius
Fluence
9860.236
06h 03m 26.4s
+38' 10' 12"
3.3"
3.90 x 10-6 erg cm-2
6
Days after GRB
Figure 7-8: Flux density detection limits for GRB 3594 at 23 GHz. The three points in
each group are, from bottom to top, the 2 .5 %ile, median, and 9 7. 5 %ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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JD-2440000.0
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Dec (J2000)
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Flux density detection limits for GRB 3598 at 23 GHz. The three points in
are, from bottom to top, the 2 .5% i le , median, and 97.5%ile sensitivities (5a)
the slice was scanned. The percentage listed with each group is the fraction of
the box which was sampled.
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JD-2440000.0
RA
Dec (J2000)Dec
Total Error Radius
Fluence
9866.427
15h 56m 14.4s
-20' 49' 12"
2.4'
5.20 x 10 - erg cm-2
Days after GRB
Figure 7-10: Flux density detection limits for GRB 3606 at 23 GHz. The three points in
each group are, from bottom to top, the 2 .5 %ile, median, and 9 7 .5 %ile sensitivities (50)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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BATSE 3509
IPN arc
JD-2440000.0 9823.560
RA 12h 25m 1
Dec (J2000) +30 11' 60"
Annulus Segment Length 12.1'
Fluence 1.60 x 10-6
36.5 37
Days after GRB
6.8s
erg cm-2
37.5
Figure 7-11: Flux density detection limits for scans of IPN arc sections of GRB 3509 at 23
GHz. The three points in each group are, from bottom to top, the 2 .5%ile, median, and
9 7.5%ile sensitivities (5o) with which the slice was scanned. The percentage listed with each
group is the fraction of the area of the box which was sampled.
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BATSE 3512
IPN arc
(upper half)
JD-2440000.0
RA
Dec (J2000)
Annulus
Fluence
33.5
Days after
9825.970
06h 09m 36.0s
+03' 15' 36"
Segment Length 16.1'
3.10 x 10-6 erg cm- 2
34
GRB
34.5
Figure 7-12: Flux density detection limits for upper scans of IPN arc sections of GRB 3509
at 23 GHz. Results for the lower scans follow in Figure 7-13. The three points in each group
are, from bottom to top, the 2 .5% ile , median, and 9 7 .5%ile sensitivities (5o) with which the
slice was scanned. The percentage listed with each group is the fraction of the area of the
box which was sampled.
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JD-2440000.0
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De (J2000)Dec
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Figure 7-13: Flux density detection limits for lower scans of IPN arc sections of GRB 3509
at 23 GHz. Results for the upper scans are shown in Figure 7-12. The three points in each
group are, from bottom to top, the 2.5%ile, median, and 97.5%ile sensitivities (5a) with
which the slice was scanned. The percentage listed with each group is the fraction of the
area of the box which was sampled.
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JD-2440000.0
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Figure 7-14: Flux density detection limits for GRB 4556 at 35 GHz. The three points in
each group are, from bottom to top, the 2 .5 %ile, median, and 9 7 .5 %ile sensitivities (5r)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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JD-2440000.0
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Figure 7-15: Flux density detection limits for GRB 4569 at 35 GHz. The three points in
each group are, from bottom to top, the 2 .5 %ile, median, and 9 7 .5 %ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
BATSE 4569
I .. I I I
99.1%
S99.6%
1 99.1%
I I I I I I I I i I I
I 96.1%
, I , , ,i i s , I , , I
194
7.2. RESULTS
JD-2440000.0
RA
Dec (J2000)Dec
Total Error Radius
Fluence
10110.609
l h 27m 04.8s
+58' 53' 24"
2.0'
9.00 x 10-7 erg cm-2
4 6 8 10 12
Days after GRB
Figure 7-16: Flux density detection limits for GRB 4636 at 35 GHz. The three points in
each group are, from bottom to top, the 2 .5%ile, median, and 9 7 .5 %ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
BATSE 4636
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Figure 7-17: Flux density detection limits for GRB 4701 at 35 GHz. The three points in
each group are, from bottom to top, the 2 .5 %ile, median, and 97 .5%ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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Figure 7-18: Flux density detection limits for GRB 4757 at 35 GHz. The three points in
each group are, from bottom to top, the 2 .5 %ile, median, and 9 7 .5 %ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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Figure 7-19: Flux density detection limits for GRB 5428 at 35 GHz. The three points in
each group are, from bottom to top, the 2.5%ile, median, and 97 .5 %ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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Figure 7-20: Flux density detection limits for GRB 5429 at 35 GHz. The three points in
each group are, from bottom to top, the 2 .5 %ile, median, and 9 7 .5 %ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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Figure 7-21: Flux density detection limits for GRB 5433 at 35 GHz. The three points in
each group are, from bottom to top, the 2 .5%ile, median, and 97 .5%ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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Figure 7-22: Flux density detection limits for GRB 5436 at 35 GHz. The three points in
each group are, from bottom to top, the 2 .5%ile, median, and 9 7 .5 %ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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Figure 7-23: Flux density detection limits for GRB 5443 at 35 GHz. The three points in
each group are, from bottom to top, the 2 .5%ile, median, and 97 .5 %ile sensitivities (5a)
with which the slice was scanned. The percentage listed with each group is the fraction of
the area of the box which was sampled.
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7.3 Discussion
The results presented in Figures 7-4 through 7-23 can be interpreted in the framework of the
"radio fireball" model of Paczyniski & Rhoads (1993) (hereafter P&R), which was described
in §2.10. The model describes a relativistically expanding shell of matter, caused by the
deposition of energy Eo into a small volume containing mass Mo. The resulting explosion
creates a thin spherical shell expanding with bulk Lorentz factor Io = Eo/Moc2 . The shell
cools quickly due to adiabatic expansion, until it encounters the ambient medium, assumed
to be at rest with respect to the explosion and to have uniform mass density p. The collision
results in shock heating and radio emission via the synchrotron process. Expressions for the
maximum flux density of the radio emission and the time by which it follows the gamma-ray
event are given by equations (2.3) and (2.4). Rescaling them to dimensions appropriate to
the Haystack observations yields
Fv,max 6.8 mJy CF( )-7/8 (5 p -1 4 (10-5 erg cm-2
( 24p 1/8 )5/8 (71)((7.1)
S10- 24 gcm- 3  23 GHz (7.1)
and
tpeak 0 0.2days Ct(~ -1 /2 ( do.5pc)(O5egS 1/20.1 0.5 Gpc 10-5 erg cm-2 (7.2)× 10-24g cm- 3  23 GHz
where (. = Ey/Eo is the fraction of the fireball energy radiated in the band 20-2000 keV, d is
the distance to the source, S is the burst fluence measured by the observer, v is the observing
frequency, and CF and Ct are dimensionless constants of order unity which parameterize the
degree of energy equipartition among the magnetic fields, the electrons, and the baryons:
CF B /24e/8 and Ct oc (ýBGe) 1 /2, where CB and Ce express the fractions of the total burst
energy density contained in the magnetic field and the electrons respectively.
There are many parameters in this model. To see how various choices of the param-
eters affect the predictions, it is useful to consider specific cases. In the following, take
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S = 10- 4 erg cm - 2, corresponding to the brightest GRBs observed by BATSE (Meegan
et al. 1996b), and p = 10- 24 g cm - 3. First consider an extremely close GRB source, say
50 pc. Set the fractions (B and ýe to 0.1 (not implausible, since the magnetic field and
electrons tend toward equipartition over time), and choose ( = 0.01. Then the peak flux
density at 23 GHz is over 200 Jy. However, this would not be detected in the Haystack
survey (nor most other post-GRB followups) because the peak 23 GHz intensity follows the
GRB by only 0.2 s. Now consider an extremely distant burst, say at 5 Gpc. Keeping the
other parameters the same, the maximum 23 GHz flux density is about 2 Jy, and it follows
the GRB by nearly 8 months. This delay is clearly too large for detection in the Haystack
survey. Intermediate to these extremes are predictions which can be tested by the survey.
Figures 7-24 and 7-25 show the Haystack results at 23 and 35 GHz, respectively, with
contours showing the corresponding model parameters superimposed. Each single point
in Figures 7-24 and 7-25 represents the upper limit on flux density for an observation of
a single slice, not of an entire GRB error box. Thus a single point by itself does not
fully represent a non-detection. However, the ensembles of "partial" non-detections cover a
region of the observing parameter space, and they come from observations of many GRBs.
As a whole therefore, they can be considered "full" non-detections, and thus are meaningful
upper limits on radio emission from GRBs. Since the vertical axes represent flux density, a
non-detection at a given sensitivity excludes more intense events, for they would have been
detected. Thus the ensembles of points in Figures 7-24 and 7-25 rule out the regions of
parameter space directly above them, indicated in the figures by shading.
The model contours in Figures 7-24 and 7-25 were calculated by (conservatively) setting
the parameters to their scale values: S = 10- 5 erg cm - 2 , CF - Ct = 1, and .y = 0.1.
The fluence 10- 5 erg cm - 2 is that of the most intense GRB for which the BATSE er-
ror box was scanned in the Haystack survey. The results show that physical situations
with certain combinations of the parameters are ruled out as the sources of the GRBs.
For example, at the far reaches of the Galactic halo (. 100 kpc), the GRBs cannot arise
from regions with mass densities 10-13 g m- 3  p < 10 - 12 g m - 3 . Moving to higher
flux densities on the plots shows that closer, higher density regions are ruled out as well.
At , 10kpc, approximately the distance to the Galactic center, densities in the range
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Figure 7-24: 23 GHz Haystack GRB survey results overlaid with constant density and con-
stant distance contours from the model of Paczyfiski & Rhoads (1993). Model calculations
assume S = 10- 5 erg cm - 2 , ýy = 0.1, and CF = Ct = 1. The shaded area shows (approxi-
mately) the region of parameter space ruled out by the observations. A full description is
given in the text.
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100
Days after GRB
Figure 7-25: 35 GHz Haystack GRB survey results overlaid with constant density and con-
stant distance contours from the model of Paczyfiski & Rhoads (1993). Model calculations
assume S = 10- 5 erg cm - 2 , ýy = 0.1, and CF = Ct = 1. The shaded area shows (approxi-
mately) the region of parameter space ruled out by the observations. A full description is
given in the text.
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10-12 gcm- 3 < p < 10- 10 gcm-3 are excluded as regions which could produce the GRBs.
Extending the model predictions beyond the maximum flux densities in the figures, they
imply that at distances of - 300 pc, which encompass local regions of the Galaxy, densities
in the range 10- 9 g cm - 3 < p < 10- 7 gcm-3 are excluded.
Of course these conclusions can be changed by varying the model parameters. For
less intense GRBs, the limits on p and d are somewhat weakened, but they may also be
strengthened by putting more energy into the electrons and magnetic field. Clearly there
is enough flexibility in the choice of model parameters to allow consideration of a variety
of physical scenarios. Several known astrophysical settings which occur within the distance
limits addressed by the Haystack survey contain mass at densities in the ranges discussed
above. Since little is known about the sources which produce the GRBs, and all attempts at
detecting accompanying radio emission have yielded null results, the following is necessarily
speculative.
A possible candidate environment is that of the star-forming regions of the Galaxy. Giant
molecular clouds have overdense regions where the Jeans mass has been exceeded and self-
gravitational collapse has begun. The process of star formation is not well-understood, but
it seems to consist of several phases (Shu et al. 1987) which may involve explosive energy
release. As the infall of gas accelerates, the inner sections build up mass, increasing the
gravitational attraction and causing the inner "shells" of matter to collapse faster. As each
shell impacts on the accreting core below, outward propagating shock waves may result.
Later in the stellar birth process, bipolar flows begin as material is ejected at high energies
along the rotation axes. The outward-moving material produces shock fronts in which large
particle accelerations might occur. Additionally, there is the potential for large magnetic
fields due to the compression of frozen-in field lines in the collapsing gas. Finally, nuclear
fusion of hydrogen begins in the core. The effect of this sudden change in energy release is
to apply outward pressure which stops accretion and signals the appearance of a new main
sequence star.
Were star-forming regions not ruled out as sources of GRBs by the basic observation
that the GRBs are distributed isotropically on the sky, while star-forming regions are con-
centrated in the spiral arms of the Galaxy, other considerations might be applied to prevent
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the observation of the gamma-rays and the predicted radio emission, either by avoiding the
necessary conditions to produce them, or by dispersing the energy after its release to pre-
vent its arrival at the observer. Certainly in a star-forming region the environment is rather
complicated and one can imagine many conditions which might prevent the process from
occurring. For example, one of the fundamental problems in the theory of star formation
is the mechanism through which angular momentum is lost; many processes which channel
it away do so slowly, so that the collapse rate is limited. This could reduce the intensity
of accretion shocks so that the surrounding matter was not heated enough to produce the
desired emission. Even if the gamma-rays and radio waves were produced, it is not clear
that they would escape the dense surroundings in which they were generated. Other such
arguments could be applied, and it may be possible to make qualitative estimates of ener-
getics, etc. Since this example does not directly address the problem of the source of the
GRBs, such work is not warranted. However, this picture does provide some basic ideas
which might be included in other more plausible GRB scenarios.
Another setting within the Galaxy in which the high densities of interest occur is in
the accretion disks of X-ray binaries. These are binary systems in which one of the stars
is a neutron star, and the other is a normal star which fills its Roche lobe, thereby losing
matter to the compact companion. As the matter falls toward the neutron star, it forms
an accretion disk in which viscous friction causes heating and outward angular momentum
transfer. As the inner orbits in the accretion disk decay, matter detaches from the disk and
falls to the surface of the neutron star, where it is thought to undergo runaway thermonu-
clear burning (Longair 1994). The energy scales involved in this process are very high due
to the intense gravitational field of the neutron star (hence the observed X-ray emission for
which the systems are named), so it is natural to expect high-energy emission, including
that of gamma-ray bursts. Indeed, dozens of models of gamma-ray bursts have appeared
in the literature based on neutron stars, many in binary systems with accretion disks (Ne-
miroff 1994). To interpret the P&R model in this setting, one might hypothesize that
under certain conditions the thermonuclear explosion resulting from matter falling onto the
neutron star ejects bulk matter in an expanding shell which encounters the accretion disk.
Shock heating may then produce the expected radio emission. Of course in this scenario,
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the spherical symmetry used in the P&R model is absent, but it may be possible to make
the necessary adjustments to accommodate the accretion disk geometry. In binary systems
with black holes, the energy scales are even higher, so they may also be good candidates
for similar processes.
That no such radio emission was detected in the Haystack survey suggests several pos-
sible implications. The X-ray binaries might not be the sources of the GRBs, or if they
are, the emission process might not be that described in the P&R model, so that any radio
emission associated with the GRB would not be detectable by the Haystack experiment.
The non-detections in other, more sensitive experiments (see §1.1.2) yield more stringent
constraints. Also, it is difficult to produce the observed isotropy of the GRBs with X-ray
binaries primarily in the Galactic disk.
In addition to X-ray binaries, accretion disks are also thought to occur in the active
nuclei present in some galaxies (Blandford 1990). The physical situation is similar to that
in the X-ray binaries, but on a much larger scale. Matter is drawn in to a super-massive
black hole at the center of the galaxy, where the energy scales and mass densities become
quite high. Similar processes involving thermonuclear flashes may produce GRBs with
associated radio emission when the ejecta impact the accretion disks. Unfortunately, the
Haystack observations do not address this possibility, at least in the context of the P&R
model, because the only galactic nuclei close enough which might be active are M31 and our
own. Neither of these was observed, as no GRB occurred near them during the Haystack
observing periods.
A final comment about possible sources of the GRBs concerns the Galactic halo, which
is naturally included in the distance scales probed by the Haystack survey. Many models
have been created which place the sources of the GRBs in this halo, although BATSE
observations are making it increasingly more difficult to make those models work (Fishman
& Meegan 1995). For the constraints on the P&R model imposed by the Haystack survey,
it is unclear exactly how relativistic fireballs might be produced in regions of density p L>
10-16 g cm - 3 . The halo is thought to contain a large amount of dark matter due to the
flat rotation curve of the Galaxy; much of this matter may be concentrated in planetary-
sized objects (Alcock et al. 1996). One might hypothesize explosive dark matter events
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producing fireballs; this is of course wild speculation, but should such models be produced,
the Haystack survey may provide useful constraints on it.
The preceding discussion has assumed the correctness of the P&R model and applied it
to candidate astrophysical situations. There are many ways in which its predictions might
be altered, besides the simple adjustment of its parameters. For example, if the GRBs
emit preferentially in some direction (which is of course toward the Earth for the GRBs we
detect), then the observed fluences will correspond to much lower radio flux densities than
the model predictions. PaczyiAski & Rhoads address this possibility and recommend radio
observations at the highest possible frequencies to maximize the chance of a counterpart
detection. The Haystack survey observations, motivated in part by this consideration,
provided the most sensitive measurements made at frequencies of tens of GHz on timescales
of hours to days (see Figure 8-1). It is of course quite possible that the P&R model has
no relevance whatsoever to the GRBs. Despite the large number of models of gamma-ray
emission from GRBs, even qualitative predictions of accompanying radio emission may be
counted on one hand. In the absence of quantitative predictions, counterpart searchers are
left to survey as much of the parameter space as is practical. Clearly, better sensitivity is
one of the most desirable qualities in future observations. Frail et al. (1995) have provided
the most sensitive radio observations yet, and over a range of timescales. However, their
upper limits are for a single GRB. One can easily imagine situations in which radio emission
might be produced in only a fraction of the GRBs due to geometrical or other effects. More
sensitive observations of large numbers of GRBs will be necessary to fill in the picture. The
main difficulty in making sensitive radio observations is the size of the BATSE error boxes.
The IPN positions are much more accurate, but are unavailable for days after the GRBs.
Fortunately, the prospects for future work are good, with such missions as BeppoSAX in
operation, and another HETE in the works. These are discussed in more detail in Chapter 8.
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Conclusions
Transient astronomical radiation is the signature of some of the most fascinating phenomena
in the universe. Anywhere the physical conditions are changing with time, there is the
potential for transient radiation. When transient emission is observed, it is often due to
violent and exotic occurrences, and can be quite spectacular. For example, the sun has been
seen to produce flares in which huge plumes of plasma are ejected at high speed (§2.1). The
planet Jupiter produces transient radio emission due to storms in its atmosphere. A massive
star, at the end of its life, undergoes perhaps the most violent transformation in the universe:
the supernova (§2.6). Upon exhausting the nuclear fuel in its core, the star explodes, spewing
much of its mass into space and leaving behind a neutron star. A supernova emits as much
as 105 3 ergs in radiation, and can temporarily outshine the entire galaxy in which it is
located. Perhaps the most mysterious of all sources of transient radiation are the gamma-
ray bursters (§2.10). They are identified by short bursts of gamma-rays lasting fractions of
a second to many minutes, and are distributed randomly on the sky. Despite nearly thirty
years of study, the nature of the gamma-ray bursters is largely unknown.
The detection of transient astronomical radiation presents challenges not encountered in
observations of persistent sources. Many transient sources produce radiation sporadically,
foiling attempts at regular observations. Others produce radiation once, never to be seen
again. These are yet more difficult to study, since the observer lacks not only information
about when emission will occur, but from where on the sky it will come. Even when it
is detected, followup study is impossible if the source is no longer visible. The approach
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necessary to make headway in such endeavors is typified by the Burst And Transient Source
Experiment (BATSE) on the Compton Gamma-Ray Observatory (§1.1.1). Employing an
all-sky detector which continuously records the incident gamma-ray power, BATSE's ob-
servations of gamma-ray bursts transformed the subject.
At radio frequencies, detecting transient astronomical signals is made even more difficult
by the ubiquity of terrestrial radiofrequency interference (RFI). Unpredictable in occurrence
and character, RFI can easily mask true astronomical signals. Any attempt to detect
transient astronomical radio emission must include a method to extract signals of interest
from the bewildering array of terrestrial signals which it is bound to detect. Previous work
has generally relied on one of two RFI rejection methods (§1.1.2): frequency dispersion
identification, since astronomical signals are expected to suffer frequency dispersion during
their passage through the ionized interstellar medium, while RFI is mostly narrow-band
and undispersed, and coincidence requirement, in which multiple sites are geographically
separated so that they do not detect the same RFI, and astronomical signals can be identified
by their simultaneous appearance at all sites. Previous efforts at radio frequencies can
be divided into two categories. Narrow-field, high-gain observations use high-gain radio
antennas to monitor small portions of the sky with high sensitivity. This approach has
been used when transient radio emission was expected from a particular known source or
region. Wide-field, low-gain observations use wide-field antennas to monitor large fractions
of the sky, at correspondingly lower sensitivity. This is the approach used by BATSE at
gamma-ray energies, and is appropriate when the locations of the transient sources are
unknown.
Two complementary attempts to detect transient astronomical radio emission have been
described herein. The Survey for Transient Astronomical Radio Emission (STARE) is a
wide-field, low-gain survey which is designed to use coincidence detection among three sites
to provide RFI rejection. Of particular interest for STARE is the search for radio counter-
parts to gamma-ray bursts, since the continuous observing, 24 hours/day, means that radio
frequency data are collected before, during, and after a GRB. However, any transient astro-
nomical radio emission which occurs in the STARE field-of-view and is sufficiently intense
will be detected, leaving open the possibility that other phenomena, even those previously
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unknown, may be studied. The Haystack Survey of Gamma-Ray Burst Locations used the
Haystack Observatory radio telescope at 23 and 35 GHz to search for radio counterparts
to gamma-ray bursts. Since the error regions for the GRB locations are relatively small,
a high-gain antenna could be used to observe with good sensitivity. The delay between a
GRB and the availability of precise positions meant that radio observations could not begin
until about a day or more after a GRB. However, there is reason to believe that radio
emission from a GRB may follow the gamma-ray event by days or more, so that such a
survey is well-motivated.
STARE
The STARE project was conceived as a system to monitor the radio sky for GRB coun-
terparts and other transient astrophysical phenomena. Updating and expanding on ear-
lier work (e.g., Charman et al. 1970, Mandolesi et al. 1977) through modern technology,
STARE takes an incremental approach to the implementation of a full-featured, wide-field,
high-sensitivity detector of transient astronomical radio emission. The first stage of STARE,
Phase I, is in operation and has been described fully in Chapters 3 and 4. Consisting of three
total-power radiometers in Hancock, NH, Green Bank, WV, and Hat Creek, CA, STARE
Phase I was undertaken with three major goals in mind: proof-of-concept and development
of techniques for the project as a whole, evaluation of RFI at specific sites, and first scientific
results. All three of these goals have been achieved. The hardware and software required
to perform continuous high time resolution observations of the 611 MHz sky at three geo-
graphically separated sites have been conceived, implemented, debugged; STARE has been
operating since March 1996, and now performs reliably with a duty cycle exceeding 95%.
Hancock, NH has been found to be an excellent location for a transient detection system, as
the site is generally RF quiet. At Green Bank, WV, the RFI is significantly worse, but the
STARE data collected there are still useful. At Hat Creek, CA, the RFI is severe due to rou-
tine operations of the Berkeley-Illinois-Maryland Array (BIMA), making the data unusable
much of the time. Nevertheless, the coincidence requirement applied between the Hancock
and Green Bank records provides strong interference rejection: in over a year of operation,
out of 78,714 individual events detected at Hancock and 260,407 at Green Bank, only 183
CHAPTER 8. CONCLUSIONS
coincidences were identified, a rejection rate of well over 99%. Of the 183 coincidences, 143
were shorter than the current STARE time resolution of 0.125s. Based on the measured
event rates at the two sites, the number of these coincidences expected from random chance
was calculated to be 121.43 ± 1.39, indicating a statistical excess of detections (§4.4.1). The
source of the excess has not been identified, but there is the suggestion that the detections
are of real transient radio emission. Whether they are due to astronomical sources cannot be
answered with the STARE data alone, but even the possibility is enough to motivate further
work. The other 40 detected coincidences had durations longer than 0.125 s, allowing direct
comparison of their time profiles at the two sites (§4.4.2). Of the 40 detections, 35 were
found to be due to random chance (since the time profiles were very different at the two
sites). Five were associated with solar radio bursts (§4.3); the availability of independent
measurements of transient solar radio emission from the Air Force Radio Solar Telescope
Network (RSTN) has made the detections of solar activity useful for verification of STARE
operation. Comparison of the STARE record to the RSTN record has demonstrated that
the STARE timing accuracy is better than 0.125 s, and that the flux density calibration pro-
cedure is accurate to a factor of three or better, despite numerous sources of uncertainty.
The last of the forty coincidences (shown in Figure 4-20) remains unexplained. Some solar
activity was reported by the RSTN over an hour following the event, but there are no solar
event reports at the time of the STARE coincidence. The intensity and timescale of the
signal suggest a solar origin as the likeliest explanation, but other sources are not ruled
out. The prospect that this is a detection of some exotic astrophysical phenomenon is an
interesting one, and serves as motivation for further improvements to the STARE system.
Finally, 108 GRBs have occurred in the field-of-view of STARE in the course of a year
(§4.5). The Hancock and Green Bank records were examined within ±30 minutes of the
GRB times. No counterpart was found, leading to 108 flux density upper limits. While
the limits are mostly at the level of a few tens of kiloJanskys, the large number of limits
obtained makes them useful in statistical tests. For example, §4.6.2 demonstrated how an
ensemble of limits may be used to address a specific hypothesis. It was shown that if radio
emission from the GRBs is relativistically beamed, then at 95% C.L. at least one should
have been detected by STARE. This conclusion addresses the very specific situation in
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which GRBs produce relativistically beamed radio emission, which might not be true, but
it illustrates how a statistical ensemble of measurements can be used to answer different
questions than individual measurements can.
The fulfillment of the initial goals of STARE Phase I leads to plans for the future. A
"burst mode" is planned in which the full time resolution of STARE (20 ps) is used to
triangulate sky positions of detected signals. Position measurements would be major pieces
of information in the identification of sources of transient radio emission, such as that
shown in Figure 4-20. Other plans arise from the major advantage of the STARE project
over previous wide-field monitors: the storage of data in machine readable form. This
allows analysis and reanalysis of the data as new ideas are conceived. Two possibilities are
currently under consideration: further averaging, to increase the detection sensitivity, and
a spectral analysis, to search for periodic signals such as those from radio pulsars. Finally,
the results from Phase I so far encourage initial planning and design studies for Phase II, in
which the total-power radiometers are replaced with small correlating arrays. Correlation
would increase sensitivity and add position information, providing another step toward an
ideal wide-field, high-sensitivity detector of transient astronomical radio emission.
Haystack Survey of GRB Locations
The Haystack Observatory radio telescope was used to survey the error boxes of 19 gamma-
ray bursts at 23 or 35 GHz (Chapters 5-7). The GRB positions were provided by the
BATSE team at NASA/Marshall Space Flight Center, on average about a day after the
BATSE detections of bursts. Because of their large sky area relative to the Haystack beam,
the GRB error boxes were observed in slices, some from less than a day after, and others
up to more than 30 days after the GRB. No counterparts were detected. Two previously
known sources were found to lie in the error boxes, but their flux densities were not unusual
at the times of the GRBs. In addition, the number found is consistent with the number
expected from random chance, so there is no compelling reason to associate either of them
with a GRB. The flux density upper limits provided by the survey were interpreted in
terms of the model of relativistically expanding fireball, due to Paczyniski & Rhoads (1993).
The limits were shown to rule out regions of the model parameter space, which can be
CHAPTER 8. CONCLUSIONS
related to astrophysical settings (§7.3). If the model of Paczyfiski & Rhoads is correct,
then the Haystack survey leads to the conclusion that the GRBs do not occur in regions
with distances in the range - 30 kpc-1 Mpc, with densities , 10-16-10 - 12 g cm - 3 (see
Figures 7-24 and 7-25). Some environments in which these conditions occur are regions of
star-formation and the accretion disks in X-ray binary systems. Many models of the GRB
sources have been proposed based on neutron stars, so these results may place constraints
on them.
The high slew rate of the Haystack telescope makes it particularly appropriate for scan-
ning large areas of the sky quickly. The technical issues encountered during the Haystack
survey provide a base of information which may be useful in further work. With the prospect
of future gamma-ray detectors with better position resolution, the Haystack telescope may
be particularly well-suited to further GRB radio counterpart surveys.
Radio Counterparts to Gamma-Ray Bursts
The preceding sections have described the contributions of the STARE project and the
Haystack survey to the ongoing search for radio counterparts to GRBs, but a few more
general comments are appropriate. Since the discovery of the GRBs, many counterpart
searches have been performed. At radio wavelengths, a number of efforts have been un-
dertaken which address various parts of parameter space, but no counterparts have been
observed. Some of these efforts were described in §1.1.2; Figure 1-1 presented a graphical
summary of the results. STARE and the Haystack survey have provided more information;
Figure 8-1 shows the same plot with the addition of the results from the work described
herein. The upper limits from these two projects have filled in some previously unexplored
regions of the GRB counterpart search parameter space. Note that the major strength of
the STARE project, the large number of flux density upper limits, is not described by the
figure. The problem inherent in followup observations is obvious from this figure: in the
upper right panel, a very large region with short followup times and low flux density limits
is unsampled. Wide-field observations observe the GRBs as they occur, but at the cost of
low sensitivity. Narrow-field observations require precise position measurements, which are
not generally available until some time after the bursts. To make significant headway in the
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future will require better positions available sooner after the GRBs. This capability was
promised by the HETE mission (Ricker et al. 1992), which was intended to come on line in
late 1996. Unfortunately, the launch vehicle failed to deploy the satellite. Another attempt,
HETE II, is in the works.
In fact, the field may be about to undergo another major transformation. The Italian-
Dutch X-ray satellite BeppoSAX (Boella et al. 1997), launched in April 1996, includes a
gamma-ray burst monitor, and can use its narrow-field instruments to locate X-ray coun-
terparts with 5' precision. BeppoSAX was expected to detect a few counterparts per year,
and indeed, on 1997 February 28 it did just that; in addition, followup optical observa-
tions revealed a fading optical counterpart (van Paradijs et al. 1997). Radio observations
were made as well, using the Westerbork array (Galama et al. 1997), and the VLA (Frail
et al. 1997), but no radio counterpart was found in the error box of the GRB. The X-ray
and optical counterparts of GRB 970228 are the first ever observed, and are likely to redi-
rect work in the field. These discoveries will provide new constraints on models, and will no
doubt help focus further counterpart detection efforts. The future of GRB research appears
to hold much promise, and continuing radio observations may be able to play a significant
role.
Final Remarks
Execution of the observations described herein has required attention to a very large and
broad range of issues. From radiofrequency circuit design to the physics of relativistic
plasmas, the subjects spanned are many. Participation in and direction of much of this
work has been a unique educational experience. Studying transient astronomical radio
emission and the sources which generate it is fascinating; the results of the Haystack survey
and especially the STARE project make it even more intriguing. With advances likely in
the study of gamma-ray bursts, and the plans to upgrade the STARE instrumentation, the
time may be right for new discoveries.
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Appendix A
Properties of Elliptically Polarized
Antenna Beams
Each STARE antenna consists of two orthogonal dipoles in a cavity plus a 900 hybrid
coupler, as described in §3.2.1. Analysis of the STARE data requires knowledge of the
properties of the elliptically polarized antenna beams formed by the hybrid coupler from
the linearly polarized beams of the dipoles. This appendix presents derivations of the results
used in §3.2.1.
A.1 Preliminaries
The coordinates used for the calculations are those of a three-dimensional right-handed
Cartesian coordinate system. Points are located by the triplet (x, y, z), which give displace-
ments in the directions of the fixed unit vectors 5, ý, and ;, where · x 9 = i describes the
right-handedness of the system. It will also be convenient to use the spherical coordinates
r (the distance from the origin), 0 (the angle made with the positive z-axis), and cp (the
angle in the x-y plane measured from the x-axis through the y-axis). The unit vectors of
the spherical coordinate system are i, 9, and 0, where the right-handedness is described
by the relation i x 0 = 0. These unit vectors vary with position; Figure A-1 shows the
coordinate system with the orientations of the unit vectors ý, 0, and 0 for several locations.
The antenna pattern calculations require the relationships of the spherical coordinate unit
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Figure A-1: Coordinate system used in antenna calculations. The unit vectors r, 0, and g
are shown for several locations in the space.
vectors to the Cartesian unit vectors:
.· = sinG 0cos so
. F = sin0 sinW
r ^ = cos 9
3 . 9 = cos 9 cos wo
9 *· = cos 0 sin Vp
. = -sin0
A.2 Elliptically Polarized Antenna Beams Formed from
Hertzian Dipoles
Consider two Hertzian dipoles centered on the origin, one aligned with the x-axis, and the
other aligned with the y-axis. Also consider a plane wave traveling toward the dipoles (i.e.,
in the -P direction). The polarization state of the wave is most generally expressed by the
= - sin W
=- cos
= 0
(A.1)
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vector OE0 + E.,, where Eo and E. are complex. For linear polarization, one of E 0 and
E, equals zero; for circular polarizations E0 = ±iE~, etc. At the position of the dipoles
(r = 0), the electric field of the wave may be described by (OEo + OE,) eiwt. This electric
field induces currents in the dipoles which cause voltages to appear at their terminals. For
a Hertzian dipole, the voltage induced is proportional to the projection of the electric field
vector onto the dipole axis. For an electromagnetic wave originating from the direction
(8, W), the induced voltages are
= A( - Eo + OE, )eiW t
= A (Ee cos 0 cos ý - E, sin op) eiwt (A.2a)
V, = A( - OEo + OE eiewt
= A (E0 cos 0 sin ý + E, cos c) eiWt  (A.2b)
where Vz and Vy are the voltages at the terminals of the dipoles aligned with the x-axis
and y-axis respectively, and A is a constant which includes all factors that describe the
conversion of an electric field in space to a voltage at the terminal of a dipole.
Now suppose that the voltages Vz and Vy are fed into the inputs of a 900 hybrid coupler,
which forms two output voltages V1 and V2:
V x ivy (A.3a)vf
-iVX + VV2 = y (A.3b)
The receiver outputs are proportional to the power in each channel, and are produced by a
device which given an input V forms an output B IV12. Feeding the signals V, and V2 into
this device yields the receiver outputs Rout,1 and Rout,2:
Rout,1 = B 11 l2
- ((v +
SIV12 +V2+iVXV* -iVVy) (A.4a)
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Rout,2 = B V212
= i V+_V,)i + V*)
= |(Ivx12 + I2 - V + iV ) (A.4b)
Equations (A.4a) and (A.4b) contain four distinct terms, which can be calculated individ-
ually:
IVx 2 = A(Eocos0cosýo- Esinop)eiWtA* (E;cosOcoss - E sino) e-i t
= A 2 (IEO2 cos2 0 cos 2 cp + IE,2 sin2 s
- E 0 E cos 0 cos ýo sin ý - E0 E, cos 0 cos cý sin sp) (A.5a)
Vy 2 = A (Eo cos 0sincp + E, coscp) eiwtA* (E/ cos0sino + E* cos s) e- iWt
= IA2 (IE 2 cos 2 0 sin 2 cp + IEV,2 cos2
+ EoE* cos 0 cos o sin ýp + EoE, cos 0 cos ý sin o) (A.5b)
iVV,* = iA(Eo cos cos- E sin) eitA* Ecos 0 sin + E cos ) e-i t
= JA12 (i jEo 2 COS 2 Ocos ýsinsý - i IEV 2 cos p sin W)
- iEJE, cos 0 sin2 sp + iEoE, cos 0 cos2 sp) (A.5c)
-iV* Vy = -iA* (E cos cos - E sinn ) e-iwtA (Eo cos 0 sin o + E cos ý) eiwt
= Al2 (-i Eol2 cos2 0 cos p sin ý + i IEl2 cos W sin ý
- iE EE, cos cos 2 p + iEoE* cos 0 sin2 so) (A.5d)
Summing these according to equations (A.4a) and (A.4b), and defining C - IA 2 B, yields
Rout,1 -= [IE,12 + lEo 2 cos2 0 - icos0 (EZ*E, - EoE*)] (A.6a)
Rout,2 [ IE,•2 + IEo 2 cos2 0 + i cos 0 (E•E, - EoE*)] (A.6b)
A.3. BEAMS FORMED FROM DIPOLES WITH A PHASE DIFFERENCE
For a linearly polarized incoming wave, e.g., E, = 1, E6 = 0, the collected power appears
equally in both channels. For circularly polarized incident radiation, i.e., E, = ±iEO, the
response varies with 0. At 0 = 00, all of the power appears in one beam. At 0 = 900, only the
field component E, couples to the antenna, dividing its power equally between the channels.
For unpolarized radiation, IEe0 = IEV1, with a random phase relationship. The third term in
each of equations (A.6a) and (A.6b) vanishes, leaving the same response IEPI 2 + IE012 cos 2 0
in both channels. Finally, note that all cp dependence has been removed; regardless of the
polarization of the incident wave, the response of the antennas is azimuthally symmetric.
A.3 Elliptically Polarized Antenna Beams Formed from
Hertzian Dipoles with a Relative Phase Difference
Consider now the same arrangement as in the previous section, with one difference: intro-
duce an additional phase difference f3 between the voltages at the terminals of the Hertzian
dipoles, Vx and Vy. Feeding these into the inputs of the 900 hybrid coupler yields
Vz - iViePV = - iVye(A.7a)
-iVx + Vye iP (A.b)V2 =(AV7b)
The hybrid coupler outputs are processed by the rest of the receiver, yielding the outputs
Rout,1 = B IV1|2 and Rout,2 = B V212:
Rout,1 = B IVi2
=B (V - iVyeip) (V* +iVy*e-
= B (V2+ V2 + ieVxVy - ieipV:Vy)  (A.8a)
Rout,2 = B V212
2 B-iVx + Vye) iVx* + V,*e-i
= B(V2 + _ ie-i#VxVy* + ieP;V*V )  (A.8b)
2 \X
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These equations contain the same four terms which were calculated in equations (A.5a)
through (A.5d). Substituting those results into equations (A.8a) and (A.8b) and again
defining C = IAl2 B yields
Rout,1 = B V 1 12
= [E,| + IEol 2 cos2
+ ie- i (Eo 12 COS 2 0 cos W sin ieio (AEl 2 cos2 0 cos p sin  2 2
+ ie- i (- IEýI 2 cos Wssinýp) - iei3 (- IE,• 2 cos W sin W)
+ ie- iP (-EE(E, cos 0 sin 2 sp) + ie- i (EoE* cos 0 cos2 2o)
- ieiP (E;E, cos cos 2 p) - iei (-EoE* cos 0 sin2 ý)
= C E~ 2 + IEol 2 COS2 0
+ 2 IEeo 2 cos2 0 cos p sin p sin
- 2 IE,|2 coS W sin p sin 3
- iE E, cos 0 (2i cos2 p sinl3 + e- if)
- iEOE* cos 0 (2i cos psin - ei)]
= [I Eo 2 cos 2 0 (1 + sin 2W sin 0) + IEv12 (1 - sin 2p sin 3)
+ E*E, cos (2 cos 2 sp sin) + e - i( + 7r/ 2)
+ EoE, cos (2 cos 2 P sin ~ + ei(0+r/2))] (A.9a)
Rout,2 = B V2 12
=- [E•,12 + |Eol 2 cos 2 0
-ie-iP (IEo12 cos2 0cos ýsin ) + iei  (E 2 cos 2 0cosp osin W)
- ie- iZ (- JE, 2 cos s sin o) + ieiZ (- jE1 2 cos ~ sin s)
- ie-i (-E; E, cos 0 sin 2 so) - ie-io (EoE cos 0 cos 2 so)
+ ieiP (EoE, cos 0 cos2 ýp) + ie'• (-EoE* cos 0 sin2 so)]
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= [IE, 2 + JE6 12 cos2 0
+ 2 IEWE2 cos W sin W sin /
- 2 Eoel 2 COS2 0 cos p sin W sin3
+ iEEQE, cos (2i cos2 sin/, + e- iP)
+ iEoE, cos 0 (2i cos 2 r sin - eip )]
= [El 2 COS2 0 (1 - sin 2W sin 0) + lEvi2 (1 + sin2p sin/)
- EE E, cos 0 2 cos 2 W sin/3 + e- i(#+r/2))
- EoE* cos 0 (2 cos 2 r sin 0 + ei(P+r/2)) (A.9b)
Equations (A.9a) and (A.9b) show that the receiver outputs depend on p when/3 3 0, 7r.
However, the sum Routj, + Rout,2 is independent of W:
Rout,1 + Rout,2 = C (IEi12 + JEol2 cos2 O) (A.10)
Thus a receiver with P 5 0, 7r must be installed with attention to the orientation of the
dipole axes if polarization information is to be recovered. However, in the case that the
value of p or the W orientation of the antenna is unknown, equation (A. 10) provides a way to
make a total intensity measurement by giving up the polarization information. The STARE
project makes use of this fact, as described in §3.2.1.
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Appendix B
Robust Model Fitting
One of the most common analyses performed on an experimental data set is fitting it
to a model with one or more adjustable parameters. This is often accomplished with a
"maximum-likelihood" estimate: with each particular set of parameters is associated some
probability (the "likelihood") that the measured data could have occurred. The set of
parameters which maximize the likelihood defined this way is taken as the best-fit model.
Perhaps the most common way of estimating the likelihood of a model is with a least-
squares calculation, in which the data are assumed to be normally distributed around the
correct model. There are many cases however, where this assumption is invalid, and highly
deviant data points ("outliers") are present in much greater number than predicted by a
Gaussian distribution. In these instances, "robust estimation" methods may be used which
take into account the increased probability of outliers. This appendix presents the details
of the robust estimation scheme used in the data analysis in both the STARE project,
described in Chapter 4, and the Haystack gamma-ray burst survey, described in Chapter 6.
The procedure outlined here is based on Press (1992), §15.7.
B.1 Model Fitting by Least-Squares Estimation
Consider a set of measured points (xi, yi) and a model y(xi; a), where a is the set of M
adjustable parameters al ... aM on which the model depends. Assuming that each point yi
has a measurement error which is normally distributed about the true value y (xi) with stan-
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dard deviation ai, the probability of a measurement falling in the interval [yi - 6y, y2 + 6y]
is
Pi = 1 exp - )i 6y. (B.1)Ta2 2 ai
The probability of the entire data set given the model is thus
N
P = Pi. (B.2)
i=1
The maximum-likelihood method prescribes finding the parameters a which maximize equa-
tion (B.2), or equivalently, minimize the negative of its logarithm:
-log= - + by - [1y - y(x; a) 1 2 (B.3)
i=1 Z
Since by, ai, and 2 are independent of the model parameters, minimizing equation (B.3)
over a is equivalent to minimizing the quantity conventionally known as X2:
2 =• y - y(xi; a) ) 2 i (B.4)
i=1
The procedure of minimizing equation (B.4) is known as least-squares fitting, or X2 fitting.
Since X2 is the sum of the squares of the deviations between the data and the model, it
is a measure of the goodness-of-fit of the model, and may be used to compare the relative
merit of different choices of the model y(xi; a). For models which depend linearly on a, X2
is distributed as P(v/2, X2/2), where P is an incomplete gamma function and v - N - M
is the "number of degrees of freedom." P(v/2, X2/2) is known as a chi-square distribution
with mean v and standard deviation 2xvr, and expresses the probability that the measured
chi-square for a correct model should be less than the value X2. Convention dictates that
a fit be considered good when X2 - v. Figure B-1 shows a data set generated with a linear
model plus Gaussian noise, along with the best-fit line determined by X2-fitting.
In many cases the assumption of normally distributed measurement errors is not valid,
and there are many more outliers than predicted by a Gaussian distribution. For example,
measurements of the power in the passband of a radiometer are distributed normally about
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10 20 30 40 50
Figure B-i: Illustration of X2-fitting: the 50 points were generated from a linear model,
plus Gaussian noise; the line is the best-fit model determined by minimizing X2.
some mean value (assumed constant) due to the noise generated by the electronics. However,
interference is common in radio observations, causing large changes in the system power
level which are unrelated to the Gaussian noise process.1 In this case, the X2-fitting yields
an incorrect result, since the assumption on which it is based is violated. In equation (B.4)
the difference between the model and the data enters squared, so highly deviant points
contribute a large fraction of the value of X2. A minimization algorithm will distort the
model to bring into balance the contribution to X2 of the deviant points. This situation
is illustrated in Figure B-2. There, the data set is the same as in Figure B-1, except that
several of the points have been made highly deviant from the underlying model. Note how
the X2-fit line is skewed toward the outliers, and does not properly estimate the underlying
'This, of course, is exactly the reason that a robust estimation technique was used in the data analyses
described in Chapters 4 and 6.
0 · 0
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10 20 30 40 50
x
Figure B-2: Illustration of the failure of X2 fitting in the presence of outliers: the data set
is the same as in Figure B-1, except that five of the points have been given highly deviant
values.
model of the non-outlier points.
This situation can be remedied by the use of robust estimation techniques in which the
sensitivity to outlying points is reduced.
B.2 Model Fitting by Robust Estimation
The problem with the X2-fitting technique in the presence of outliers is the invalidity of
the assumption of normally-distributed measurement errors. The probability distribution
in equation (B.1) predicts that very deviant points are extremely unlikely, causing a X2
minimization procedure to adjust the model incorrectly rather than accept the existence of
what it considers to be highly improbable data points.
In a robust estimation technique, this problem is addressed by dropping the assump-
I 1111 I I 11111 I I
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tion of normally distributed measurement errors and replacing equation (B.1) with another
probability distribution in which outliers are much more likely. Generalizing the develop-
ment in section B.1 to use an arbitrary probability distribution, the probability of a data
set (xi, yi) given a model y(xi; a) is
p= exp [-p (Yi - y(xi; a) (B.5)
i=1
where p is the negative logarithm of the probability distribution. The function to be min-
imized to find the model with the highest probability of having produced the data set is
then
Xobust log = p i - y(i; a) (B.6)
i=1
instead of the X2 in equation (B.4).
To use equation (B.6) to find a best-fit model, a probability distribution must be chosen
to represent the measurement errors. A good choice for experimental work, and that used in
all of the robust model fitting described in Chapters 4 and 6, is the Lorentzian distribution:
Pi = 2 . (B.7)
+1 (yi - y(xi;a))
This distribution is strongly centrally peaked, with width oi, but has much more area
in the tails than the corresponding Gaussian. Figure B-3 shows Gaussian and Lorentzian
distributions with zero mean and width a = 1 on the same plot. Both curves are normalized
so that f + P(x) dx = 1, so the areas may be compared directly. To make the comparison
more quantitative note that while the Gaussian contains 99.7% of its area within ±3a of
its mean, in the same interval the Lorentzian contains only 79.5%, making outlying points
much likelier.
From the choice of probability distribution in equation (B.7), the function p may be
simply calculated:
p = log 1 + [ - (xi; a)] 2 ), (B.8)
or defining zi = (yi - y(xi; a))/ai, so that zi is the difference between the model and the
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Figure B-3: Normalized Gaussian (solid line)
-tributions with zero mean and width a = 1.
data point i measured in units of ai,*
and Lorentzian (dotted line) probability dis-
p = log ( +z (B.9)
Substituting equation (B.9) into equation (B.6) yields the function to be minimized over
the set of parameters a:
N
Xrobust = log (1 + . (B.10)
i=l
It is illuminating to compare this equation to equation (B.4) for Gaussian distributed er-
rors. It was noted that in equation (B.4) the difference between the data and the model
enters squared, assigning greater importance to more deviant points. In equation (B.10),
for deviations which are small compared to ai, the difference enters squared just as in
· · 1 · · 1 r · 1 1 · · · 1 · · ·
· · · · · · · · I ·m I I I I I I I
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equation (B.4), since log(1 + zi2/2) zi2/2 for zi <« 1. However, as the deviation becomes
large, its contribution to X obust is reined in by the logarithm. During the minimization of
equation (B.10), the value of X obust changes as the model parameters a are varied. For the
very deviant points, zi > 1, so log(1 + z2/2) ; 2 log zi - log 2. As the model is adjusted,
it moves nearer to some data points and farther from others, changing zi. This causes a
corresponding change in X obust
r Xobust 2
robust - W 0, zi > 1. (B.11)
azi zi
Thus the very deviant points, the outliers, contribute negligibly to the fit. Figure B-4
shows the same data set as in Figure B-2, with a best-fit model determined by minimizing
X2obust in equation (B.10). Note that the best-fit line recovers the underlying linear model,
effectively ignoring the highly deviant points.
Finally, just as the quantity X2 in equation (B.4) can be considered a measure of the
goodness-of-fit of the model, X obust indicates the relative goodness-of-fit of the model when
the outliers are ignored. The probability distribution of X2bust is not in general known
analytically as it is for X2, but given an ensemble of data sets and corresponding best-fit
models, the values of X obust characterize the relative goodnesses-of-fit. This procedure was
used in Chapter 6 to assess the relative qualities of Gaussian fits to calibrator sources.
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Figure B-4: Illustration of model fitting by robust estimation: the data set is the same as
in Figure B-2, where five of the points have been given values which deviate significantly
from those predicted by a normal distribution. The line is the best-fit model determined
by minimizing Xrobust in equation B.10.
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