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an61 Submission guidelines
H. Joseph Newton, Stata Technical Bulletin, stb@stata.com
The text of the insert
Please send the text of your submission in a plain ASCII ﬁle. Don’t worry about formatting the document. I have to change
everything to conform to our electronic publishing standards anyway. If your document contains mathematical symbols or graphs,
FAX (409-845-3144) or mail me copies so I can see the intended appearance of the text. If you have used STAGE to edit the




h ﬁles. Do not add titles (e.g., “Figure 1: ....”) to your graphs, as I will
have to strip them off.





e ﬁles, or other software that accompanies your submission.
Example with datasets
Include a do-ﬁle that replicates the examples in your text. Also include the datasets used in the example. This allows me to
verify that the software works as described and allows users to replicate the example as a way of learning how to use your
software.
Help ﬁles
Each ado-ﬁle needs a help ﬁle. Look at an example on a recent STB diskette for the structure of the help ﬁle. If you have
questions, just ﬁll in as much of the information as possible, and I will take care of the details.
Format of email submissions
If you are on a Unix system or have access to Unix utilities, it is easy to submit your insert article via electronic mail. Many
of the modern mail programs on other platforms have the ability to attach binary ﬁles to a message. The safest thing to do if
you have any question is to send me an email message telling me what platform you are using and we can work together on
how to get the submission to me electronically. If nothing else, you can mail me a diskette.
The following instructions are for electronic submission of STB inserts from an account on a Unix computer:
Instructions for submitting STB inserts via electronic mail
There are three steps for accumulating the material into a mail message: (1) use the Unix
t
a
r command to store all the individual





















command to convert binary information to a form that can be mailed reliably.
To send a few ﬁles


















































































r in the current directory. Include this ﬁle in your email.
To send the current directory and all of its subdirectories























































r contains the desired information. This is a good approach for the STB. You can store ado-ﬁles
in one subdirectory, text in another, data in another, graphs in another, and so on.








r ﬁle. Some mail systems cannot handle ﬁles larger than 100,000 bytes. In either approach,
it is best if you include a text ﬁle with an annotated list of the ﬁles you are sending.Stata Technical Bulletin 3





























































m is the ofﬁcial electronic mailing address for the Stata Technical Bulletin.
crc44 Conﬁdence intervals in a 2
￿ 2 table

















b group of programs all produce conﬁdence intervals for the odds
ratio in a 2
￿2 table. The default method for calculating the conﬁdence intervals is that proposed by Cornﬁeld and by Gart. As
far as I am aware the method is valid even when there is a zero in the 2
￿2 table. It is however generally anti-conservative
compared to the exact method and will be particularly poor in situations in which the usual chi-squared test for independence
is a poor approximation to the Fisher exact test. I recommend only using the Cornﬁeld conﬁdence interval when the expected
frequency (under independence) in all four cells of the 2







b commands do not attempt to calculate a conﬁdence interval whenever there is a zero in the table. In such
instances one would like a one-sided conﬁdence interval. Although one might argue that exact conﬁdence intervals are relatively
easy to calculate when there is a zero in a 2




















o provide a quick ﬁx.
There was also a bug in the old versions of these programs, so that occasionally one could get a negative limit to the
conﬁdence interval for the odds ratio. This is ﬁxed in these ﬁles.
Example 1




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































). This difference is reﬂected in the difference
between the chi-squared and the exact p-values. The exact p-value is 0.1169. This can be produced in Stata by using the exact
option. Note that the expected number of exposed cases under independence is only 0.64. It is not surprising then that the



























































































































































































































































































































































































































































































In this example, the exact interval is
[0
;2.675
] and the exact (2-sided)
p-value is 0.29. Again the expected number of exposed





































































































































































































































































































































































































































































































In this example, the exact interval is similar
[0
;0.376




































































































































































































































































































































































































































































































). The expected number of
exposed cases (and controls) is 7.5.
Reference
Cornﬁeld’s limits are discussed by Breslow and Day (1980, 133–134). On page 133, they give a rule of thumb for when
the approximation of Cornﬁeld is adequate. On page 129, they give equations for the exact conﬁdence limits. The whole topic
is covered in Chapter 4.
Breslow, N. E. and N. E. Day. 1980. Statistical Methods in Cancer Research, vol. 1. Lyon: International Agency for Research on Cancer.Stata Technical Bulletin 5
dm42 Accrue statistics for a command across a by list
James W. Hardin, Stata Corp., FAX 409-696-4601, stata@stata.com
Many times users wish to aggregate statistics from a command that are collected across groups of the dataset. The usual
method is to write a do-ﬁle and either collect the needed statistics by hand, or try to automate the collection via looping in a






e command automates this job by collecting the statistics






which is easier to use in many cases.






































e will overwrite the result vector for each






e is suitable for gathering statistics from commands that do not write results for
each variable in the command’s varlist. It is suitable for those cases where you wish to issue a command with a
b
y varlist and



















c command is issued.























e can be used to run an ado-command (that does not have a
b












































This is a list of existing variables that would normally appear in the
b
y varlist
: section of the command if you were to









































































statement. These names will be used in the created dataset and there should be as many names here as there are macros that

























































statement. These names will be used in the created dataset and there should be as many names here as there are macros that













This command speciﬁes the variable names for which you would like to save the
b
[
] values. Note that this is required to




s here to save the coefﬁcient of the constant. In order to save the coefﬁcient of












































s and do not specify names here, the variable names will be used.
Otherwise, the coefﬁcients that you requested will be saved in the corresponding names that you specify here. This list (if it






























] values. Note that this is required




s here to save the standard error of the constant. In order to save the standard














































s and do not specify names here, the variable names will be used.
Otherwise, the standard errors that you requested will be saved in the corresponding names that you specify here. This list (if

















































































































































































e shows the current value of all of the
b
y variables to keep you informed of the progress of the command.
Note that in all of the following examples, I limit myself to the small datasets that come with Stata. This command, however,
is most useful when you have very large datasets and wish to collect a great deal of statistics. In those cases, the ability of Stata






e command very powerful.
Example 1








a dataset. In this example we want to collect the statistics from a regression
where we model the price of a car by its weight, length, and mpg. We want to run this model for both domestic and foreign








) vector and to get the coefﬁcient and






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Namely, an informative message is printed on the screen so that you might investigate further to assure yourself that the program






e command continues running.
Example 2
In this example, we investigate the model that the log of wages is dependent on the age, race, and whether or not the
person is a college graduate. What we would like to do is to collect the coefﬁcient of the race of the person for each of the



























































































































































































































































































































































































































































































































































e to perform an ado-command across a
b
y varlist. The standard Stata syntax
speciﬁes that commands may be preﬁxed with
b
y varlist
: in order to execute the command for each group deﬁned by the
b
y
varlist. However, this does not work if the command is an ado-command. The reason for this is that the information associated
with the
b





) option in their command to allow the execution of the command across a
b
y varlist. Not all of the ado-ﬁles
include this option and some that have this option use the
b







e commands will allow us to run any command across a
b
y varlist.

































t variables. We are not interested in collecting
statistics for each of the models that we collect—just in running each of the models. In this example, there are only 5 groups

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Gould, W. W. 1995. dm27: An improved collapse, with weights. Stata Technical Bulletin 24: 40–43.
Royston, P. 1995. ip9: Repeat Stata command by variable(s). Stata Technical Bulletin 27: 3–5.
dt3 Reading EpiInfo datasets into Stata























t) ﬁle format. The






e command on any platform.
For those users who do not use DOS, the source code is included.
I would appreciate feedback from those of you that use EpiInfo as a matter of course. For the few examples that I could
try, the program always worked, but I am sure there will be instances where all does not translate to a dictionary ﬁle without






























t program; outﬁlename is











t will not assume the







t alone at the DOS prompt
will display a syntax diagram and short help ﬁle.
Options
















t program converts data. The































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































os16 Importing Stata graphs into word processors on the Macintosh
Chinh Nguyen, Stata Corp., FAX 409-696-4601, stata@stata.com
The question of how best to import Stata’s graphs into a word processor comes up often in email and technical calls.
Although the solution is quite simple, the difﬁculty lies in getting publication-quality results. As I’ve worked with most all
desktop publishing (DTP) packages on the Macintosh and also have intimate knowledge of Stata for the Macintosh’s internal
workings, I can give some insight on how to get the best results from Stata’s graphs. Many of the suggestions, limitations, and
improvements apply to Stata for Windows as well, so this article may be of some interest to Windows users. In a future version
of Stata, we will correct some of the limitations imposed by the current Stata and the Macintosh.
You can import Stata’s graphs into your favorite word processor, or any DTP package for that matter, using one of two
methods. The easiest method is to bring up the graph in Stata and select Copy from the Edit menu (make sure the Graph window
is the frontmost window). Then switch to the other application and select Paste from the Edit menu. Unfortunately, this doesn’t
always give the best results. This is due to a limitation of the Macintosh, what some consider a limitation of Stata, and also a
limitation of some applications. The Macintosh’s limitation is that it uses an integer-based coordinate system for its graphics.
This is adequate for most uses, but can produce poor results in certain situations. To see how this can affect an application,
create a pie chart in Excel and paste it into Word. Scale the image to a small size and you will see that the lines that make up
the slices no longer stop at the edge of the circle.Stata Technical Bulletin 11
This limitation affects Stata because Stata draws its own fonts using lines and arcs. The Macintosh can’t handle the level
of detail required in drawing the text (and you also can’t directly edit it as text). The text in Stata’s graphs comes out poorly
due to rounding error and this creates bitmap-like output. Stata tries to compensate for this by scaling the drawing area to a
larger size and outputting the graph at 300 dpi. However, many DTP applications will only maintain the standard 72 dpi when
importing a graphic.
WordPerfect initially works the same as most other applications in that if you paste a Stata graph into it and then print it,
you will get the bitmap-like text described above. The trick is to have WordPerfect convert the graph from the Mac’s internal
PICT2 format to its own internal graphic format. You can do this by double-clicking on the graph. This will bring up a graphics
editor in which you may edit the graphic or even add your own text. Although the text output is improved, it’s not perfect as
you can still see some small gaps in the fonts. Both Word and Nisus Writer have graphic editors, but neither one make any
improvements to Stata’s text.
Another possible limitation is how some applications treat Stata’s circles. On the Macintosh (and in Windows), there are




￿ arc in a square bounding box. The other is to draw an oval
in a square bounding box. Stata uses the former technique which can to lead to strange results in some applications when they
improperly convert the image into their own format. During my test with Canvas, the circles didn’t even show up because it
misinterpreted the circle as an arc that had the same starting and ending point. Some applications printed the circles just ﬁne but
rescaling them led to unpredictable results. One application even internally represented Stata’s circles as three joined arcs. The
table below shows the result of pasting a graph into several common applications.
Text OK True circles Objects ungrouped Preserve line thickness
Word 6.0 no no n/a no
WordPerfect 3.5 yes
￿ yes n/a no








￿ no n/a n/a no
Freehand 5.5 yes yes yes yes
Illustrator 5.5
￿
￿ n/a n/a n/a n/a
Canvas 3.5.3 no yes yes yes
* after using graphic editor
** I could not get Illustrator to paste a Stata graph from the clipboard
*** Neither PageMaker or QuarkXPress allow editing of images
Text OK does the text appear as intended?
True circles can the graph’s circles be edited as true circles?
Objects ungrouped this is a matter of taste and only applies to illustration packages
Preserve line thickness do the resulting line thicknesses match the intended line thicknesses?
You can avoid these problems by using the other method of importing Stata graphs—creating an encapsulated postscript
(EPS) ﬁle. To create an EPS ﬁle from a Stata graph, make sure you have the LaserWriter printer driver (version 8.3.3 is the latest)
installed and selected from the Chooser. Then, bring up your graph in Stata and select Print Graph... from the File menu. You
will be presented with the following print dialog.
Figure 1. The Apple LaserWriter print dialog
Select the File radio button in the Destination group box (the Print button will then change to Save) and then click on Save or
press Return. You will then be presented with the following Save dialog.12 Stata Technical Bulletin STB-32
Figure 2. The EPS save ﬁle dialog
Leave all the options as is but change the Format popup to “EPS Mac Standard Preview” so that you can see a preview of the
image when placed in your DTP application. If you are going to use this EPS ﬁle on another platform such as Windows, then
change the Format popup to EPS No Preview. If what you’re seeing is different from what’s above, you either do not have the
LaserWriter driver selected from the Chooser, or you do not have a recent enough version of the driver (try Apple’s homepage
at http://www.apple.com).
The advantage of creating an EPS ﬁle is that all the top DTP packages and word processors can import them and they
can be easily used on other platforms. Another advantage EPS ﬁles have over pasting from the clipboard is that EPS ﬁles are
not limited by complexity and size. Many packages, especially Word, would not paste fairly complex graphs or graphs with a
large number of points because they could not handle the number of objects. The disadvantages are that no package I know of
supports editing of EPS ﬁles and EPS ﬁles can become quite large.
It’s difﬁcult to make a recommendation on which DTP application is best with Stata. I would recommend always importing
your graphs as EPS ﬁles if you’re not concerned with editing them before publication. If you do have to edit the graphs but
don’t have FreeHand available, I’d recommend using any of the illustration packages, WordPerfect or Nisus Writer and redoing
all of the text in the graphs.
sed10 Patterns of missing data
Richard Goldstein, Qualitas, Inc., richgold@netcom.com






e command for ﬁlling


















k), and it can be used to look for actual missing value patterns and to compare such patterns across groups






























n gives a simple description, and count, of the number of patterns and what they look like. A maximum of 55 variables





n. The variables in the varlist can be either string or numeric.



































































There are four columns of information and a total at the bottom. The ﬁrst column gives the number of patterns of missing
data that are found (note that observations with no missing data, if any, form the last pattern shown). If there are more than just a






T, shows the number of observations that have the displayed pattern. The third column (
P
C
T) shows what percentageStata Technical Bulletin 13
of the total number of observations have the displayed pattern. The ﬁnal column shows the pattern. Each column of the pattern







n command). Each row of each column contains either
a dot (“.”) or an “
X”. A dot means the variable is missing and an
X means it is not missing. Thus, in the example above, there
are only two patterns for the 74 observations; in one pattern, the ﬁrst, ﬁve observations (6.76% of the total) are missing for the





8); in the second pattern, no variables have missing values for 69 of the 74 observations. At the





l is the total number of observations examined. Other examples are shown in
the help ﬁle.
sg51 Inference about correlations using the Fisher z-transform




















) is a bivariate random sample of size
n where
X and
Y are random variables with
product-moment correlation coefﬁcient






























Y are the standard deviations of
X and
Y .L e t











































). If the joint distribution of
X and
























= 0i st r u e .
The resulting











p-values for this test.)



































) if the joint distribution of
X and
Y is not too far from bivariate normal and





) is the famous Fisher
























) is approximately Gaussian with variance that is known and independent of
￿, a very simple approach to (approximate)














t test described earlier, this approach permits tests of nonzero values of
￿, as well as the construction of conﬁdence
intervals.






). These initial commands permit the user to form a correlation matrix, construct conﬁdence intervals for
elements of the matrix, and graph sets of correlations and their conﬁdence limits. A second installment will present commands
for comparing pairs of correlation coefﬁcients in various settings.
Conﬁdence intervals for correlation coefﬁcients
The command
z
r creates and stores a matrix of correlation coefﬁcients and a matrix of conﬁdence limits for each nontrivial









































































t suppresses the display of the matrix of conﬁdence limits.








a, the example below calculates some correlations and conﬁdence limits using the
































































































































































































































































































































































































































































The ﬁrst matrix displayed is a 5
￿ 5 matrix of sample correlation coefﬁcients




y pairs. The second
matrix shows the lower (below the diagonal) and upper (above the diagonal) 95% conﬁdence limits for each correlation in the ﬁrst







































If, as in the preceding example, the number of variables in the varlist is rather small, the output of
z
r is easy to view.
Otherwise, the correlation and conﬁdence limit matrices may be too large to readily digest, and a different display style may be

























































n,u s i n g
data from
n













t options suppress the display of the resulting pair of 11
￿11 matrices.



















where varlist is any subset of the variables represented in the matrix
S


















































































































































































































































































































































































Finally, note that Fisher
z conﬁdence limits depend on the sample only through
n and
r, and thus they can be calculated
without access to the raw data on which
r is based. (But see Remarks, below, for a warning about the wisdom of this practice.)





















l option is as described for
z
r. To illustrate, given
r
= .5854 based on
n
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t is a simple tool for visualizing correlation coefﬁcients and their conﬁdence intervals, using a version












￿1, with the midpoint
r
= 0 marked by another symbol (say,
+). Then, represent any given
sample correlation by a plot symbol positioned appropriately along the axis implied by the series of dots, and the associated



























From this display, one can extract the values of r and its conﬁdence limits to about one decimal place accuracy, which is often







t draws plots whose elements are graphical versions of the above dot chart, using the correlations and




































where each of rvarlist and cvarlist is any subset of the variables represented in matrix
S
1, speciﬁed in any order. graph options












y;s e eRemarks below for details. The remaining options are explained





t can produce two styles of plots. By default, it produces a triangular display in which each element is a dot chart
portraying
r and its conﬁdence limits for a pair of the variables in rvarlist. That is, the default style is a graphical rendition
of the lower half of a correlation matrix. To illustrate,







































sample correlation with 97.5% confidence interval
 

















t becomes more inefﬁcient:
















n option draws dot charts for a rectangular submatrix of the correlation matrix stored by
z
r. This style uses display
space more efﬁciently and makes it easy to focus attention on correlations involving a particular subset of variables—namely,
the elements of cvarlist.





























































































































) options may be supplied. symspec is a single
character that speciﬁes the plot symbol for the sample








i”; see [3] symbol. The default
symbol is





h command; see [3] pens.







a to the sample correlation
r,p e n
b to the line representing the conﬁdence interval, and pen








). Often, it will be useful to choose
c to obtain
faint rather than bold dots in printed output. Also note that setting
b
=
0 will erase the axis between the conﬁdence limits so
that the conﬁdence interval is rendered as a gap in the axis. This may be an effective presentation when the axis is short and




r saves a correlation matrix in the matrix
S





r creates a 1
￿3m a t r i x
S
3 whose elements are the number of observations
n used to compute each
r, the dimension
p of the correlation matrix
S
1, and the level of the conﬁdence intervals stored in the matrix
S
2. Thus, with the automobile

















































































































































































































































































































































































































































































































r also saves in the
S # macros:
S



























































t uses the matrix
S
0 for temporary storage, but erases it before exiting. There are no other saved results.
Utilities
It may sometimes be useful to copy the matrices saved by
z
r to other locations to protect them from destruction by
z
r
or some other command. For example, in the automobile data, it might be interesting to compare correlations among a set of
variables for foreign autos with their counterparts for domestic autos. We might then wish to avoid recomputing correlation







y copies matrices saved by
z
















































y copies the matrix
S
1 to the matrix m1,m a t r i x
S
2 to matrix m2, and matrix
S













































































































3, respectively. The corresponding matrices for foreign autos can then be
created by calling
z
r again. But, note that it may be convenient to collect sets of three matrix names into global macros. For




































































































￿ 5 correlation matrix and associated conﬁdence limits using data for foreign autos, and then copies the results to













































































































draws a dot chart for correlations computed earlier using observations on domestic autos.
Clearly, it is essential that the triplet of matrices stored by
z





t, be moved about
as a unit. Collecting matrix names in macros, as described above, is a simple way of packaging output from the command
z
r.











3 before proceeding. This is












y m1 m2 m3






y checks to see that its arguments appear to be three matrices saved by
a single invocation of the command
z

































































































i, typed without arguments, display the entire correlation matrix
S
1 and the entire conﬁdence limit matrix
S












i display exactly the same numerical
results, but in different styles.





































) both request 99.5% conﬁdence intervals.18 Stata Technical Bulletin STB-32

















































g) may be supplied.
5. Distributional properties of Fisher’s
z-transform are derived under the assumption that the sample is drawn from a bivariate




), certain stronger forms










= 0i s( a t
least approximately) valid under broader conditions than bivariate normality, although this is of little relevance if 0 is not
the right value of
￿ to entertain.
6. The sample correlation





i) should be used









), plays an important
role in this approach. See Efron and Tibshirani (1993) for many details.
References
Cleveland, W. S. 1985. The Elements of Graphing Data. Monterey, CA: Wadsworth.
Efron, B. and R. J. Tibshirani 1993. An Introduction to the Bootstrap. London: Chapman & Hall.
Fisher, R. A. 1921. On the probable error of a coefﬁcient of correlation deduced from a small sample. Metron 1(4): 3–32.
sg52 Testing dependent correlation coefﬁcients
Richard Goldstein, Qualitas, Inc., richgold@netcom.com
When one wants to test whether two dependent correlation coefﬁcients are equal, there is little software available for help
(actually there is little literature available). Yet often one wants to test whether the correlation of
Y with
X


















i)d ot h i s .





















o which implement Fisher’s
z-transformation for sample correlation






r (stands for correlated correlations).







is asymptotically equivalent to Dallal’s version (Meng, Rosenthal and Rubin 1992; Dallal relies on Steiger 1980). Comparison









































r tests whether the correlation between var1 and var2 equals the correlation between var1 and var3. The common variable
must be entered ﬁrst; the other two may be entered in any order. The immediate version asks for the correlation between var1
and var2, the correlation between var1 and var3, the correlation between var2 and var3, and ﬁnally the sample size N.





















o. These ado-ﬁles use the Fisher




























































































For these same correlations, STAT-SAK gives a
z of 1.703 and a two-tailed
p-value of .0885. This example is from Meng,
Rosenthal and Rubin (1992); they also provide formulae for testing the heterogeneity of a set
(
> 2
) or correlated correlations,
but this has not been implemented here.
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sg53 Maximum-likelihood complementary log-log regression
Joseph Hilbe, Dept of Sociology, Arizona State University, atjmh@asuvm.inre.asu.edu








Stata ﬁrst appeared as part of the author’s Generalized Linear Models (GLM) program in January 1993. A revision to the
g
l
m command was made by Royston in May 1994. With Stata 4.0,
g
l
m is now a full Stata command. All of these versions
incorporate the standard GLM method of using a scoring algorithm based on the expected second derivative of the log likelihood.
This method is typically termed Fisher scoring. Each iteration of the scoring algorithm is a weighted least squares regression
(IRLS) of an “adjusted dependent variable” on the predictive variables with a diagonal weight matrix. As a modiﬁcation of the
Newton–Raphson (N–R) algorithm, Fisher scoring has typically been chosen for ﬁtting GLMs because of its robustness and its
simplicity.
The essential difference between the full N–R algorithm and its Fisher scoring modiﬁcation is that the former employs the
observed rather than the expected information matrix. Both yield identical results when dealing with canonical linked GLMs;













g. Since estimated standard errors are derived from the information matrix, Fisher scoring results in slightly
different standards errors than do models based on the full N–R algorithm. Fortunately, the differences are negligible unless






t command is estimated using N–R, hence the difference between its output











g, ado program which is based on a N–R algorithm using an observed












t commands, which are both coded internally in Stata. In addition, I provide options which make

















































































































p speciﬁes that the ﬁrst variable in the varlist is the proportional numerator and the second variable in the varlist is the


































r Pearson chi-squared residuals
D
e
v Deviance based residuals
H
a








































) speciﬁes the number of iterations using Fisher scoring. The default is 2.
maximize options control the maximization process; see [7] maximize in volume 1 of the Stata reference manuals.
Example
For an example I shall use a dataset provided in the Stata 4.0 Manual referencing the
g
l
m command. As proportional data
with





e (the log dosage) as the explanatory variable,
g
l








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The square root of SAS
￿
2 values are identical to







g output; hence the results are consistent.
The comparative results show there to be little difference in the effect of the standard errors on the signiﬁcance of the







g regression on small datasets, preference











sg54 Extended probit regression







t regression command limits modeling situations to binary response data. In order to model grouped







t. No residual statistics can be directly produced using either commands. However, if neither residual













t may both be preferable to Stata’s
g
l







t regression. The problem with the latter is that standard errors may be less accurate with small datasets. This







































































































The options are as described in the previous article, sg53. Other options may be found in the accompanying help ﬁle.
I have found this program useful since I employ ﬁt and residual analysis after all modeling tasks.
Example
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































sg55 Extensions to the brier command
Richard Goldstein, Qualitas, Inc., richgold@netcom.com

















r: Mean probability of forecast is the
mean of the probability; Correlation is the correlation between the judgments and the outcomes; Spiegelhalter’s
z-statistic is a
standard normal test statistic for testing whether an individual Brier score is extreme; and ROC area is the same as the receiver












2) and the associated test is a test of whether the area is greater than 0.5.





































































a. This, and the extensions, come from Redelmeier, Bloch,












o, is a test of the equality of two different Brier scores where an example





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Redelmeier, D. A., D. A. Bloch, and D. H. Hickam. 1991. Assessing predictive accuracy: how to compare Brier scores. Journal of Clinical Epidemiology
44: 1141–1146.Stata Technical Bulletin 23
sg56 An ado-ﬁle implementation of a simplex-based maximization algorithm







x is a likelihood-maximization routine based on the simplex method, also known as the Amoeba method, due to





















































































) speciﬁes a matrix of initial values. Unlike the usual Stata default, the column names for this matrix are assumed
to correspond to those given in the variable list and need not be speciﬁed before the matrix is supplied. Any column names





























t speciﬁes that there will not be a constant term in the estimation (the default is to include one). If a constant term






) speciﬁes how ﬁnely the program looks along the simplex path for higher likelihood values. A step value close to zero
causes the program to look more frequently, while a value close to one causes it to only look once. The default is 0.1.
Choosing ﬁner values will probably only increase computational time per iteration, however if the function is non-concave










m option, plus a vector corresponding to each





































) speciﬁes how close the different simplex points must be in terms of the largest norm difference before the





e outputs more information about the path of the simplex than anyone probably wanted to know.
Remarks
For most likelihood-maximization problems, the standard routine supplied with the Stata package should be used. This
standard routine is described in detail in section [6m] ml of the Stata Reference Manual, and this text assumes that the reader
is familiar with the material in that section. It is based on the Newton–Raphson method, which uses the ﬁrst and second
derivatives of the likelihood function to perform the maximization. However, for some problems, the likelihood function may not
be differentiable. In such cases, the standard routine will generally be able to approximate the slope of the likelihood function
and will attempt a maximization, but these approximations may be inaccurate, and the reported maximum may be wrong. The
simplex method, by contrast, will be consistent even if the likelihood function is not differentiable, as long as it is strictly
globally concave. The tradeoff is that the simplex method is generally much slower than derivative-based methods. Therefore it
should be used only when necessary.
The simplex method works as follows: For a likelihood function with




k) as starting values for the estimates. These are similar to the starting values for the Newton–Raphson
method, except that there are
k
+ 1 of them instead of just one. In the routine below, the user only speciﬁes one such point,
and the computer supplies the other
k by moving out 0.1 (or another speciﬁed number) along each axis. For example, suppose



































). The program will then create a (
k
+1)-simplex out of these points
in the parameter space (a simplex is a polygon; for example, a 3-simplex is a triangle, a 4-simplex is a quadrilateral, etc.).
An analogy may be helpful for developing an intuition how the simplex method works: Suppose that the parameter space
is two-dimensional, so that the likelihood function looks like a hill, where each point on the ground represents a point in the
parameter space and the height of the hill represents the value of the function at that point. By our assumption of strict concavity,
the hill is never completely ﬂat or completely vertical. An eccentric engineer decides to build a device to climb the hill out of
three rods put together in a triangle (i.e., a 3-simplex) that lies on the ground and rolls. At each vertex of the triangle, there is
a sensor that indicates how high that vertex is sitting on the hill. At any given point on the hill, one sensor will ﬁnd that it is
lower than (at least one of) the other two. That sensor springs up and, while the other two vertices stay still, the device rolls24 Stata Technical Bulletin STB-32
over on the edge opposite that vertex. This process is then repeated until the device fumbles up to the top of the hill. This is
the basic idea behind the simplex method.
The careful reader will have noted that such a device will not work for every hill; indeed, the simplex is a bit more
complicated than the device described above. For example, suppose we have a bird’s eye view of the hill, looking straight down;
let the
























As soon as the program ﬁnds that the vertex on the right is lower than the other two, it looks along the dotted line segment
above. This segment is formed by convex combinations of the low vertex and the center of the convex hull of the remaining
k
points. In order to get the segment to move out the other way, the convexity parameter varies between 1 and
￿1 instead of 1
and 0. It checks several (the default is twenty) evenly-spaced points on that line segment, ﬁnding the likelihood value at each
point. It re-positions the vertex at whichever of those points has the highest likelihood value, and a new simplex is thus created
and the process repeats itself. If none of the points on the line segment is higher than the original vertex (this happens more and
more as the simplex approaches the maximum), then the whole simplex is ﬂipped around the highest vertex and shrunk in half.
For example, if “








and the process then repeats itself. The program stops when the maximum distance between any of the two vertices (as measured
by the Euclidean norm of their difference) is less than a speciﬁed value (the default is 0.00001). The value of the highest vertex
is then reported.
Another disadvantage to the simplex method is that, because of the lack of derivatives, the Cramer–Rao theorem may not
be used to derive a covariance matrix for the estimators. There is no ideal means of overcoming this difﬁculty. Bootstrapping
may be used for most applications; for some, there may be an analytical solution to the covariance matrix that is speciﬁc to the
problem at hand.
Example
We will now illustrate the command by looking at an application with a non-differentiable maximand: a Least Absolute
Deviation (LAD) estimator for a regression with a truncated dependent variable (as such, the maximand, or rather minimand, is
technically not a likelihood function except in improbable situations; however, the maximizing technique is the same). Truncated
variables are ones for which, if they are below a certain value, that value is reported instead of the true value of the variable
(see [5s] cnreg). For example, if a variable
y is truncated below at 3, then any value measured below 3 (say 2.5) would be listed





































t. In general, OLS will be an inconsistent estimator of
￿, since the conditional
expectation of
￿ given
x is greater than zero. If





t command (see again [5s] cnreg). However, assuming normality when there is no a priori reason to—as many practitioners
do—will lead to inconsistent estimates and false conﬁdence in the standard errors reported.
Powell (1984) offers an alternative estimator that is consistent for all models that have non-skew-distributed error terms
(i.e., in the equation above,
￿ has both mean and median zero). This estimator is based on minimizing the absolute value of the




























This minimand can be minimized in the usual manner by maximizing its negative. While this will only be a true likelihood
function if the error term has a Cauchy distribution (this tends to happen in real-life problems with probability zero), it can





d, is a routine to maximize such a function,








































































































































































































c needs to be pre-programmed with the value at which the dependent variable is truncated; otherwise, the







0 explained in the above section of the manual.
To illustrate the problem, I used data from the census of manufactures (available from ftp://nber.harvard.edu/pub/productivity)
to estimate a production function for U.S. manufacturing industries in 1988. If an economy exhibits constant returns to scale,
the marginal productivity of capital and labor (which, in this case, coincide with the labor and capital shares of output) can be



































































































































































































































































































































































































































































































































































































































































































































































































































The coefﬁcient on labor is just under 2/3, that on capital is just over 1/3, and, while the hypothesis of constant returns to scale
(capital + labor = 1) is rejected by an
F test (not shown here), the returns are not too far from constant.




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































At each iteration, the routine reports the likelihood value of the “lowest” vertex, and the maximum distance between any two
vertices. Here, the estimator converged after 74 iterations. This is actually a bit on the quick side; it is not uncommon for the
estimator to require 1,000 iterations to converge. As can be seen, the results are better still, though, as explained above, there
is no readily available means for estimating standard errors (although, for the particular LAD estimator exhibited here, Powell
(1984) provides a generally consistent formula for the covariances of the parameter estimates, we have not built such an estimator
into this routine).

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































As can be seen, although the estimator didn’t get too far from the maximum (looking at the above output, we might surmise
that this is more due to the estimator’s built-in error-correcting routines than anything else), it didn’t get terribly close, either .
The second derivative of the sample error function should have been zero where it existed, and hence the routine was mostly
unable to compute estimates of the parameter covariance matrix. Unlike the simplex routine, however, this one converged within
a few iterations, which is why it is a preferable routine when it does work. The above example has attempted to illustrate the
following: (1) There are estimations for which the maximand is not differentiable; (2) Stata’s built-in maximization routines,
because they depend on differentiability, are generally inconsistent in these cases, whereas the simplex routine is consistent; (3)
The simplex routine is very slow and should only be used when necessary.
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snp11 Test for trend across ordered groups revisited
Peter D. Sasieni, Katarzyna A. Stepniewska, and Douglas G. Altman




























d command) which should







) option has been replaced by two new options as explained below.





i, which emphasizes that this nonparametric trend test may be used with two-way





































































































l uses the values 1, 2, 3
:
:









































i command are to be left as the current data.







d to make sure that
there was a one-to-one correspondence between the values in groupvar and those in scorevar. Whenever there was a one-to-one
correspondence, the same answer could be obtained by using scorevar in the
b
y option. The new options allow two nonparametric
replacements for the explicit values in groupvar. The ﬁrst uses codes 1, 2, 3,
:
:
:and is the default in the immediate version.
The other uses the midranks after sorting the data according to groupvar.
When groupvar has only two values, all the scoring options are equivalent. The test is then equivalent to the Wilcoxon




r can also be used with two-way contingency tables when both variables are ordinal. These tests can then be viewed
as alternatives to those based on gamma and Kendall’s
￿




















r test does not treat the two variables symmetrically. It assumes that varname is dependent on groupvar.
In the immediate version the rows are treated as the dependent variable.
Examples
The data relates the number of dysplastic naevi (atypical moles) on a patient to the thickness of their melanoma (in mm).
Both the number of dysplastic naevi and the thickness of the melanoma have been grouped: 0, 1, 2–3, and 4 or more for moles;






























































































































































































































































































































































































































































Note that the tests based on gamma and
￿
b have the same efﬁcacy for testing independence. Hence, in practice, they will usually


















































































































































z statistic based on the weighted Wilcoxon test is nearly twice as large as that based on Kendall’s
￿
b. Note however that
the scoring used is rather extreme—the group with four or more dysplastic naevi are given score 10 compared to scores 0, 1



















































































































































This has indeed reduced the signiﬁcance of the association between thickness and number of dysplastic naevi. Finally we assign



























































































































































It is merely a coincidence that in this example the
z statistic using midranks is equal to that based on Kendall’s
￿
b. Note that
the Wilcoxon test using midranks to score the groups is similar to using Kendall’s
￿
b the analog of Spearman’s rank correlation.
































































































































































































































































































Note that when we use the midranks, we get the same result whichever way round we analyze the data. gamma and
￿
b are also































































































































































i is illustrated with data on the number of strains of Staphylococcus aureus, isolated from patients in a certain hospital




















































































































































































































z statistics may be compared to those obtained from other analyses: 4.58 for Armitage’s trend test and
4.60 for logistic regression.
For an in-depth discussion of the related statistical issues, including properties of the measures of association gamma and
￿
b, and guidelines regarding category choice and comparison between different approaches for analyzing ordinal-ordinal tables;
see Agresti 1984.
Also see
[5s] kwallis, [5s] nptrend, [5s] signrank, [5s] spearman
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sts11 Hildreth–Lu regression





































The two principal remedial measures for dealing with serially correlated data in regression are to add one or more independent
variables to the model or to use transformed variables. Stata already includes the means for transforming the variables by using
the Cochrane–Orcutt procedure. The Hildreth–Lu procedure (Neter, et al., 500) is a closely related procedure that has been shown
to work better for small sample sizes. Both procedures must estimate the autocorrelation parameter
￿. The Cochrane–Orcutt
procedure estimates this by assuming a functional form for the error term in the proposed model. The Hildreth–Lu procedure


















The procedure for calculating the correlation parameter for use in the regression transformations is similar to the search for
the parameter
￿ in the power transformation of Box–Cox. The value chosen for
￿ is the one which minimizes the error sum of

























The motivation for using the Hildreth–Lu procedure over the Cochrane–Orcutt is that the Cochrane–Orcutt tends to
underestimate the parameter
￿. When this bias is serious, it may signiﬁcantly reduce the effectiveness of the Cochrane–Orcutt
procedure. The Hildreth–Lu procedure does not require any iterations once the autocorrelation parameter is estimated.
The algorithm for ﬁnding the parameter
￿ is a simple bisection search that continues until the estimate does not differ until
the ﬁfth decimal place (meaning there are 15 maximum iterations).


















Data are available for industry sales (in millions of dollars) and we would like to use that information to model the company










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We know that the Cochrane–Orcutt procedure tends to underestimate the correlation and the correlation is very high in this













































































































































































































































































































































































































































































































































































































































































































































































































error terms essentially provide the same estimate of
￿
2 (the variance of the disturbance terms). The estimated standard error
of the

























o the estimate of rho.
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Phone: +49 212-3390 99 Phone: +44 181 462 0495
Fax: +49 212-3390 90 Fax: +44 181 462 0493
Email: available soon Email: 100412.2603@compuserve.com
Countries served: Austria, Germany, Italy Countries served: Ireland, U.K.
Company: Metrika Consulting Company: Timberlake Consultants
Address: Roslagsgatan 15 Satellite Ofﬁce
113 55 Stockholm Address: Praceta do Com´ ercio,
Sweden N
￿13–9
￿ Dto. Quinta Grande
Phone: +46-708-163128 2720 Alfragide Portugal
Fax: +46-8-6122383 Phone: +351 (01) 4719337
Email: hedstrom@metrika.se Telem´ ovel: 0931 62 7255
Countries served: Baltic States, Denmark, Finland, Email: 100412.2603@compuserve.com
Iceland, Norway, Sweden Countries served: Portugal
Company: Ritme Informatique
Address: 34 boulevard Haussmann
75009 Paris
France
Phone: +33 1 42 46 00 42
Fax: +33 1 42 46 00 33
Email: ritme.inf@applelink.apple.com
Countries served: Belgium, France,
Luxembourg, Switzerland