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ABSTRACT

The electron-phonon interaction is an important interaction in many solids as it
influences transport phenomena and related quantities such as the electrical and thermal
conductivities, especially in nuclear and space applications. The importance of the
electron-phonon interaction in primary damage production in 3C-SiC is the subject of this
research.
The electron-phonon coupling factor was calculated using a hybrid Density
Functional Perturbation Theory – Classical Electron Gas model. The coupling factor was
calculated as a function of electron temperature in pristine and defective 3C-SiC, and
relaxed defective cells. The electron-phonon coupling is found to depend strongly on the
electronic temperature and on the presence of vacancies. Electron-phonon mean free
paths were calculated to explore the possibility of extending those calculations to lower
vacancy concentrations using a rule-of-mixtures approach.
The electron-temperature-dependent couplings were implemented in the TwoTemperature Model (TTM), which was used to model the evolution of electron and
phonon temperatures following impact from a Swift Heavy Ion. Those results were
compared to similar calculations using constant coupling values. The use of a constant
coupling is justifiable at lower electronic stopping powers far from the track core (beyond
several nm). At the center of the track, however, the coupling is strong (on the order of
1016 W cm-3 K) and decreases rapidly with radius. These results reveal some weaknesses
of the TTM model and indicate that near the track core, the assumption of quasi-thermal
equilibrium is not necessarily valid at high electronic excitation densities.
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1. INTRODUCTION

1.1. SILICON CARBIDE (SiC)
SiC is a high temperature ceramic and wide bandgap semiconductor with
outstanding mechanical and physiochemical properties that make it useful in many fields
of industry and technology. Its high hardness (9 Mohs scale), low thermal expansion
coefficient (4×10-6 K-1), good chemical stability, high thermal conductivity (>60 W m-1
K-1), high melting temperature (2730 °C), and radiation tolerance are all strongly
desirable properties for a material subject to extreme conditions found in manufacturing,
the aerospace industry, high power electronics, and nuclear applications. In the nuclear
power industry, SiC is used as a structural material and a component of nuclear fuel.
SiC is used as a coating in Tri-Isostructural (TRISO) particles, a mature fuel
technology that has been employed in high-temperature gas-cooled reactors (HTGR)[1] .
More recently, SiC has been considered as a coating for structural materials and flow
channels in fusion reactors , in heat exchangers in HTGRs, and in control rods and core
structures in light water reactors [2]. There have been efforts led by companies in the
nuclear industry such as General Atomics, Westinghouse, and Framatome/Areva to
replace zirconium alloy cladding with SiC [3]. In the years following the FukushimaDaichi event of 2011, the nuclear industry started making a strong effort to enhance the
accident tolerance of light water reactors (LWRs) and their fuels. Particular attention has
been placed on replacing zirconium alloys - which can oxidize rapidly in high
temperature steam, producing explosive hydrogen - with a more chemically inert, yet
strong, fuel cladding [4]. In addition to the properties above, SiC has good oxidation
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resistance at high temperatures, minimizing hydrogen production, and a very high
sublimation temperature making SiC one of main candidate materials in accident tolerant
fuel cladding [5].
In addition to its high temperature strength and chemical durability, SiC has
intriguing electrical properties. In the aerospace and electronics industries, SiC is used in
light-emitting diodes, high power devices, microwave devices, among others [6]. SiC,
being composed of two abundant and non-toxic elements, is biocompatible and
environmentally friendly. Indeed, SiC has been considered as a suitable substitute for
certain noble metals, and rare-earth elements in some applications [7].
SiC is a covalently bonded material composed of SiC4 tetrahedra arranged in a
number of polytypes, which can be uniquely identified by their stacking sequence. There
are more than 250 polytypes or polymorphs for SiC. It is common to refer to the cubic
polytype, 3C-SiC, as β-SiC and the tremendous number of non-cubic polytypes
(hexagonal and rhombohedral) collectively as α-SiC. The cubic polytype, 3C-SiC, which
will be the focus of this work, is shown in Figure 1.1. 3C-SiC has a cubic zincblende
structure.

Figure 1.1: Unit Cell Structures illustration (a) 3C-SiC unit cell (b) 6H-SiC unit cell [8]
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1.2. RADIATION EFFECTS IN SIC
Particle radiation can be divided into two types. Non-ionizing radiations (e.g.
radio waves, microwaves, visible light) do not have sufficient energy to remove an
electron from an atom but nonetheless can carry energy through space. Ionizing radiation,
on the other hand, can excite or ionize atoms and molecules, temporarily or permanently
modifying the electronic structure of the material. In living tissue, this poses a wellknown health risk. In materials used in industrial and technological applications,
properties can be altered, sometimes in dramatic ways.
Commonly encountered ionizing radiations in nuclear applications include alpha
particles, beta particles, X-rays, γ-rays, neutrons, and swift ions. The energy transfer from
each particle type in matter depends on the particle’s mass, charge, energy, and its
specific interactions with the electrons and nuclei that make up the material. For example,
γ-ray photons can interact with orbital electrons through the photoelectric effect,
Compton scattering, and pair production, while neutrons interact directly with the nucleus
through elastic scattering, inelastic scattering, and absorption reactions. The focus of this
research will be on energetic charged particles which interact with both the electrons and
nuclei through the Coulomb force, with particular attention paid to swift heavy ions
(SHI). Swift heavy ions are heavier than carbon and possess a specific kinetic energy of 1
MeV/u or greater[9]. An important example of swift heavy ions are the energetic fission
fragments produced through nuclear fission reactions.
When swift heavy ions interact with matter, they transfer kinetic energy to
electrons through the Coulomb interaction, generating high energy electrons, so-called
delta electrons, and exciting lower energy plasmons, collective charge density
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oscillations. After a short time, the excited electronic system thermalizes in what is
termed the inelastic thermal spike and a hot electron plasma is formed (or electron-hole
plasma in the case of band-gap materials). The situation is illustrated in Figure 1.2. As the
plasma cools, it couples to the atomic lattice, transferring energy in the process and
heating the lattice. A central parameter governing the energy transfer is the electronphonon coupling. It describes the strength of the interaction processes where energy is
transferred between electrons and phonons, quanta of lattice vibrations. Its strength
determines the rate of lattice heating, and therefore the maximum temperatures reached in
the vicinity of the ion trajectory.

Figure 1.2: Swift heavy ion interaction with matter [10]
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One of the most striking effects of this process is the formation of ion tracks,
regions of amorphous or highly disordered material embedded in a crystalline matrix.
Experiments and models show that a useful criterion for predicting if tracks will form is
whether the maximum lattice temperature exceeds the melting point of the material.
When it does, a column of molten material can form. As the track cools, an amorphous or
highly defective region can remain. On the other hand, partial or total recrystallization
has been observed in some materials[11]. It is evident that particle stopping power,
electron-phonon coupling, melting point, heat capacity, and lattice thermal conductivity
are all important parameters in determining ion track structure. This thesis will focus on
one of these aspects of the ion matter interaction, namely, the electron-phonon coupling.

1.3. RESEARCH SCOPE AND CONTRIBUTIONS
This thesis explores three different aspects of the electron-phonon coupling in 3CSiC. First, the electronic temperature-dependence of the coupling is calculated. Second,
the modulation of the coupling by lattice defects is investigated. Finally, we study the
consequences of using a temperature-variable coupling in the so-called two temperature
model. The two-temperature model (TTM) is a commonly used model to explain ion
track formation in a variety of materials. Virtually all calculations published using the
two-temperature model assume a constant electron-phonon coupling. We will show that
this assumption can be partially justified in some cases but not in others. In certain
circumstances the temperature-variable coupling leads to qualitatively and quantitatively
different behavior. Indeed, a key conclusion of this work is that the electron-phonon
coupling is non-uniform in the track and the rate of energy transfer in the center of the

6
track is so rapid at high electronic excitation densities, that the assumption of welldefined electron and phonon temperatures breaks down.
This work proceeds through a method of calculating the electron-phonon coupling
(EPC) for 3C-SiC using density functional perturbation theory (DFPT) as a function of
electron temperature. Because band structure calculations are not well suited to the higher
extremes of electronic temperatures, a hybrid model, which treats highly excited
electrons as a classical gas, is used to extend the calculation to temperatures above 10,000
K. The results indicate that the coupling constant increases dramatically with electronic
temperature. This may be a general feature of semiconductors and insulators. The
coupling in metals has a comparatively weak temperature dependence.
The effect of structural defects on the coupling constant is studied by introducing
carbon and silicon vacancies into a supercell. A code was developed for solving the twotemperature model (TTM) equations with a temperature-dependent coupling constant.
Results of the calculation using a variable coupling were compared with those obtained
using different values of constant couplings. A result of the strong temperature
dependence is a similarly strong radial dependence of the coupling strength. The results
may help in understanding the effect of annealing of preexisting defects in highly
defective SiC. They also call into question the validity of the assumption of well-defined
electron and phonon temperatures over the entire track. For insulators and
semiconductors, it may eventually become necessary to consider three temperatures, one
for electrons, one for holes, and one for the lattice, with an additional conservation
equation governing the number of electrons and holes.
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2. STATE OF KNOWLEDGE

2.1. SILICON CARBIDE: PROPERTIES AND USES
Silicon carbide, or carborundum, is a non-oxide ceramic that has been an
industrially and commercially important material since the 1800s, when it was first used
as an abrasive. Since then, it has entered a diverse variety of applications which make use
of its desirable mechanical, thermal and electrical properties. Although it is rarely found
in its natural form (the mineral moissanite), it can be synthesized commercially. There
are about 250 crystal structures of SiC. The fundamental unit of these structures is the
covalently bonded SiC4 (or CSi4) tetrahedron [7]. Thus, all polytypes have the same
short-range order up to nearest neighbor. The rest of the structure is determined by
stacking sequence. The SiC polytypes can be visualized as stacked Si-C double atomic
layers. Each Si-C double atomic layer is composed of parallel monolayers of Si or C
atoms bonded by Si-C covalent bonds oriented perpendicular to the planes along a high
symmetry axis (conventionally designated the c-axis). One orientation of the layer is
denoted the A layer. Translation of the A layer yields a B layer. The addition of a 60°
rotation about the c-axis gives a C layer. Different stacking sequences of A, B, and C
layers describe the multitudes of polytypes. Figure 2.1 shows the stacking sequences of
the 6H, 4H, and 3C polytypes. 3C-SiC is formed by the ABCABC stacking sequence.
The tetrahedral coordination can be readily seen in Figure 1.1.
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Figure 2.1: Stacking sequence of the 6H-, 4H-, and 3C-SiC polytypes[12]

Cubic SiC is also referred to as β-SiC to distinguish from and the hexagonal and
rhombohedral polytypes, referred to collectively as α-SiC. Some properties, such as
density, elastic modulus, and coefficient of thermal expansion are similar for all
polytypes, owing to similar short-range order and bonding. Other properties, which
depend to a greater extent on lattice symmetry and long-range order, can show stronger
variations across polytype. For example, the indirect band gap for 3C-SiC is 2.4 eV,
while the band gap is somewhat higher, 2.9-3.3 eV, for hexagonal structures [13]
Because of its wear resistance, high temperature strength, and semiconducting
properties, SiC is used in automotive engines, heat exchangers, high-temperature
bearings, heavy-duty electric contacts, high temperature fixtures, nozzles, turbine blades,
and stators [14]. Figure 2.2 illustrates some of the power-related products of SiC and
their market share.
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Figure 2.2: Some of SiC products and their market share [15]

In the nuclear power industry, SiC has been long considered an advanced material
capable of withstanding the extremes of temperature and radiation damage found in
fission and fusion reactors. One of the most mature nuclear technologies incorporating
SiC is in the fuel for High Temperature Gas Reactors (HTGRs).
HTGRs utilize microsphere tristructural-isotropic (TRISO) fuel particles
embedded in a graphite matrix, taking either the form of a pebble or a monolithic
compact. The fuel particles, about 1 mm in diameter, have a layered structure comprised
of a central fuel kernel (oxide, carbide, or oxycarbide ceramic), coated by a low-density
carbonaceous buffer layer, followed by layers of inner pyrolytic carbon (IPyC), silicon
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carbide (SiC), and an outer shell of pyrolytic carbon (OPyC). A TRISO particle is shown
in Figure 2.3.
The role of the SiC layer in TRISO particles is to act as a “miniature containment
vessel.” The SiC layer provides mechanical strength, crush resistance, dimensional
stability, and, having low atomic diffusion coefficients, it acts as an effective fission
product barrier. Thus, the SiC layer, rather than cladding, becomes the primary fission
product barrier that contains the fission products. It also keeps chlorine and hydrochloric
acid, reagents used in the fuel fabrication process, from permeating and chemically
attacking the fuel kernel [16].

Figure 2.3: Tri-Isostructural (TRISO) fuel particle[17]

The TRISO concept was originally developed for HTGRs but it has more recently
been considered as a replacement for standard oxide fuel in commercial light water
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reactors (LWRs), and as fuel in fluoride salt cooled reactors [18]. Figure 2.4 shows how
TRISO fuel could be adapted to the LWR fuel form factor.

Figure 2.4: Use of TRISO in light water reactor (LWR) fuel[18]

Silicon carbide has been identified as a robust material in several other nuclear
power applications. Self-sufficient magnetic confinement DT fusion reactors incorporate
a tritium breeding blanket just outside the first wall of the vacuum vessel. The breeding
blanket in a hypothetical commercial fusion reactor will have to withstand 15-30
displacements per atom (dpa) per year of radiation damage, under nearly continuous
operation. SiC fiber-reinforced SiC-matrix (SiCf/SiC) composite is a candidate structural
material for such a blanket in the Demonstration fusion reactor (DEMO) [19].
In HTGRs, intermediate heat exchangers are required to withstand temperatures
of ~1000 °C. SiCf/SiC has been considered as an alternative to metal alloys because of its
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high temperature strength, microstructural stability, chemical stability, and thermal
performance[20] [2].

2.2. RADIATION INTERACTIONS WITH MATTER
The focus of this thesis is on primary radiation effects of energetic charged
particles, with particular attention paid to swift ions. In the context of nuclear energy,
energetic ions appear from several interactions. Fission spectrum and fusion neutrons can
generate swift light ions (isotopes of H and He) through a number of threshold direct
reactions (e.g. (n,p), (n,t), (n,nα)). Neutron elastic and inelastic scattering from fast or
fusion neutrons produce primary knock-on atoms (recoil nuclei), medium energy ions
with up to tens or hundreds of keV of energy, depending on target material. Swift heavy
ions, ions having a specific kinetic energy greater than 1 MeV/u and masses greater than
4 amu, include many fission fragments. In aerospace contexts, swift heavy ions also
appear in the form of solar ions and galactic cosmic rays.
The interaction of energetic ions with matter is important in several respects. In a
health physics and radiological protection context, swift ions are the most biologically
destructive of the nuclear radiations. In spacecraft, solar ions and galactic cosmic rays
represent a major concern as performance and reliability of electronics and sensors can be
greatly affect by those radiations. On manned space missions, acute radiation dose rates
to astronauts from solar storms is a common hazard[21]. On interplanetary missions (e.g.
Earth to Mars transit) accumulated dose rates are a significant consideration as the
Earth’s magnetosphere no longer protects astronauts from galactic cosmic rays. In the
nuclear industry, radiation damage from charged particle affects numerous aspects of
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materials performance in nuclear reactors. Damage to the fuel from fission products
produce some of the most radical microstructural and property changes of any material in
the reactor core.

2.3. ENERGY LOSS BY CHARGED PARTICLES
As a charged particle penetrates a material, it losses energy to orbital electrons
through the Coulomb interaction and to nuclei through the Coulomb interaction or direct
interactions. The rate of energy loss is described by the stopping power. The electronic
stopping power (Se), is the rate of energy loss through electronic excitation and ionization
per unit distance that the particle travels. Similarly, nuclear stopping power (Sn) is the
rate of energy loss through discrete particle-nucleus collisions per unit distance traveled.
For ions, the total stopping power is essentially the sum of the two. For electrons and
positrons where energy loss through Bremsstrahlung can occur, a radiative stopping is
also included. In the high velocity/high energy limit, the electronic stopping power is
given by the relativistic Bethe formula
−

𝑑𝐸
4𝜋𝑘 2 𝑍 2 𝑒 4 𝑛
2𝑚𝑐 2 𝛽 2
=
[ln
− 𝛽2]
𝑑𝑥
𝑐 2𝛽2
𝐼(1 − 𝛽 2 )

𝑘 is the electric constant (8.99×108 N m2 C-2), 𝑍 is the charge number (atomic number
𝑣

for ions), 𝑒 is fundamental electric charge, 𝛽 = 𝑐 is the particle speed, 𝐼 is the mean
excitation potential, and 𝑛 is the electron density. At energy ranges where the Bethe
formula is valid, the nuclear stopping is small and usually neglected.
While the Bethe formula is quantitatively accurate for swift protons and alpha
particles and relativistic ions, slower, heavier ions face several additional effects

(1)
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including charge screening, the shell correction, the Barkas-Anderson effect (order Z3
correction), and the Bloch-correction (order Z4 correction). These among other features,
these give rise to the appearance of Bragg peak, a maximum in the stopping power. For
energies below the Bragg peak, the electronic stopping power decreases towards zero. At
the same time the nuclear stopping power becomes significant at low energies and can
dominate the energy loss process. Thus for energetic ions nuclear stopping is thought of
as a low energy process while electronic stopping is a high energy process [22]. Figure
2.5 illustrates the energy dependence of electronic and nuclear stopping powers. The
maximum in the electronic stopping power corresponds to the Bragg peak.

Figure 2.5: Illustration of electronic and nuclear stopping power [22]

In the nuclear energy loss regime, heavy ions produce structural modifications to
the lattice occur through displacement cascades. Displacement cascades, a sequence of
binary atom collisions generating primary and secondary knock-on atoms, have the
ability to generate large numbers of point defects (vacancies and self-interstitial atoms),
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defect clusters, and through subsequent defect interactions, extended defects [23]. At low
temperatures, displacement cascades can form amorphous zone.
In the electronic energy loss regime, bond breaking and production of large
densities of electron holes pairs occurs. Subsequent exchange of energy between the
electronic system and lattice through the electron phonon coupling results in rapid and
localized heating. When the rate of heating sufficiently exceeds the rate of heat loss due
to thermal conduction, lattice temperatures can exceed the melting point. Subsequent
supercooling and quenching of molten zones is believed to be responsible for the
observation of fully amorphous or partially amorphous regions along the particle
trajectory. Contrary to many materials, which exhibit track melting and amorphization
above a specific stopping power threshold, no experimental evidence of amorphization in
SiC has been discovered [24].
An interesting relationship between the two stopping powers is observed in SiC.
Irradiation with high velocity ions in the electronic energy loss regime is found to remove
preexisting defects produced by lower energy ions in the nuclear energy loss regime [22]
[25]. This suggests that the ion in the electronic regime imparts enough thermal energy to
help anneal or recrystallize disordered SiC, but not enough to effectively amorphize the
material. The reasons for this particular behavior are still a subject of investigation.

2.4. THE TWO TEMPERATURE MODEL
Ion tracks and the interaction of radiation with matter has been a subject of much
research since the days of Thomson and Rutherford. Ion tracks are microstructural
features that could be most generally described as regions of structurally modified
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material that forms around the trajectory of an energetic ion. Several models have been
proposed to explain the physics of ion track formation[26]. In the Coulomb explosion
model, a charged particle that passes through a material ionizes and excites atoms,
depleting a region of electrons and producing region of net positive charge ions. The
resulting repulsive Coulomb force between ions leads to atomic displacement [27]. In the
bond weakening model, the excitation and ionization produced by charged particle
weaken the bonds between atoms which change the electron density around the atoms
producing a force that can induce phase changes [28]. In the self-trapped exciton model a
bound electron-hole pair produced via the excitation process may become self-trapped by
lattice distortions. The resulting self-trapped exciton can decay radiatively or nonradiatively producing heat, transferring energy to impurities, and forming defects, exciton
self-trapping is common in metal halides and rare-gas crystals[29].
Two Temperature Model (TTM) is a mathematical description of the inelastic
thermal spike. The TTM was originally developed to describe the interaction of high
power, pulsed laser radiation in solids. In the TTM, electrons and lattice constitute two
subsystems, each at quasi-thermal equilibrium. That is to say, they each have a different
but well-defined temperature. The electrons are initially excited by an external source,
either a laser or swift charged particle. The actual interaction of the charged particle with
electrons is a rather complex process but the TTM assumes that the electronic system
rapidly thermalizes before any subsequent energy transport or transfer can occur.
The temperatures of the electrons and lattice evolve through a coupled pair of heat
equations. The coupling is attributed to the electron-phonon interaction. The electronphonon coupling factor acts as an energy channel between the two subsystems. Because
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of the complexity of the electron-phonon interaction, it is usually treated as a fitting
parameter, determined from measurements of track radius or is simply given an assumed
value. The governing equations in the TTM are given by equations 2, and 3.
𝜕𝑇𝑒
= 𝛻 ∙ [𝑘𝑒 𝛻𝑇𝑒 ] − 𝐺(𝑇𝑒 − 𝑇𝑝ℎ ) + 𝐴(𝒓, 𝑡)
𝜕𝑡

𝐶𝑒

𝐶𝑝ℎ

𝜕𝑇𝑝ℎ
= 𝛻 ∙ [𝑘𝑝ℎ 𝛻𝑇𝑝ℎ ] + 𝐺(𝑇𝑒 − 𝑇𝑝ℎ )
𝜕𝑡

(2)

(3)

The subscripts ‘e’ and ‘ph’ denote thermal parameters for electrons and phonons (lattice).
𝐶𝑖 is volumetric heat capacity, 𝑘𝑖 is thermal conductivity, 𝐺 is the electron-phonon
coupling factor, and 𝐴(𝑟,𝑡) is local and time-dependent electronic energy deposition term
from the ion or laser. The heat capacities, and thermal conductivities of the electrons, and
phonons are temperature dependent [30], [31], but in the case of the electron heat
capacity and thermal conductivity, hot electrons in semiconductors and argued to behave
like hot electrons in metals, and Ce is usually assumed to be around 1 J cm-3 K-1 and a ke
is treated as a constant.

2.5. ELECTRON-PHONON COUPLING
One of the most important quasi-particle interactions in solids is the electronphonon interaction (EPI). Although it is usually ignored through the Born-Oppenheimer
approximation, it is involved in several physical phenomena. It modifies the low energy
excitations related to basic thermodynamic and mechanical properties [32], [33]. It is also
related to basic transport properties such as the electrical and thermal conductivities. The
lowest order electron-phonon interactions consist of Stoke and anti-Stokes processes
where an electron absorbs or emits a phonon. The strength of the interaction vertex is
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related to the strength of the deformation potential as felt by the incident and scattered
electron wavefunctions when atoms are displaced along their normal mode coordinates.
The EPI also plays quite a prominent role in the BCS theory of superconductivity.
Fifty years after the discovery of superconductivity, it was suggested that a weak
interaction between electrons with opposite spin allows them to be coupled together as a
bosonic Cooper pair, which then condense into a superconducting ground state. The
potential was unknown until Frӧhlich suggested that the electron-phonon interaction is
responsible for Cooper pairing [34].
To develop a more exact description of the EPI, one should start with the
Schrodinger equation for a system of nuclei and electrons.
𝑁

𝑀

𝑖=1

𝐼=1

𝑁

𝑁

𝑀

𝑀

𝑍𝐼 𝑍𝐽 𝑒 2
ℏ
ℏ
1
𝑒2
1
(−
∑ ∇2𝑖 −
∑ ∇2𝐼 + ∑ ∑
+ ∑∑
2𝑚
2𝑀
2
|𝒓𝑖 − 𝒓𝑗 | 2
|𝑹𝐼 − 𝑹𝐽 |
𝑖=1 𝑗≠1

𝐼=1 𝐽≠1

(4)
𝑀

𝑁

1
𝑍𝐼 𝑒 2
) Ψ = 𝐸Ψ
− ∑∑
|𝑹𝐼 − 𝒓𝑖 |
2
𝐼=1 𝑖=1

The first term on the LHS is 𝑇̂𝑒 , the electron kinetic energy operator. Electrons have mass
𝑚 and are indexed by 𝑖 and 𝑗. The second term on the LHS is 𝑇̂𝑖𝑜𝑛 , the ion kinetic energy
operator. Here it is assumed all ions have the same mass and are indexed by 𝐼 and 𝐽. The
third term, 𝑉̂𝑒−𝑒 , is the electron-electron potential energy operator. The fourth term is,
𝑉̂𝑖𝑜𝑛−𝑖𝑜𝑛 , the ion-ion potential energy operator. The fifth term is 𝑉̂𝒊𝒐𝒏−𝒆 , the ion-electron
potential energy operator. r and R denote electron and nuclear coordinates, respectively.
Ψ is the total wave function and 𝐸 is the total energy. The EPI is embodied in the ionelectron potential energy operator.
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Unfortunately, solutions of the all-electron Schrodinger equation are
computationally costly for systems larger than a few atoms. Even if they were not, there
is no guarantee that the solutions can be easily understood to the point of providing
insight into the relevant physical process. Therefore, approximation methods are used to
solve the Schrodinger equation. One of the most commonly used approaches is Density
Functional Theory (DFT). DFT and related methods have proven to be useful tools in
predicting material properties. In many cases they are able to provide accurate predictions
of experimentally measurable values. More details about DFT will be discussed in the
next section.

2.6. DENSITY FUNCTIONAL THEORY (DFT)
Description of the structure and dynamics of the many-electron system is a central
problem in condensed matter physics and chemistry because it determines: the stability of
matter, the chemical behavior of atoms, and transport properties. Some of these
properties can be determined from the ground state [35]. Other properties require
computation of excited states or use of perturbation theory. Exact analytical solutions to
the Schrodinger equation (Eq. 4) with more than 1 electron (e.g. the helium atom) are not
available. Thus, one must use approximate methods, numerical solutions, or a
combination of the two.
Density Functional Theory (DFT) is a numerical approach that makes the large
simplification of replacing the many-electron wavefunction with a one-electron
wavefunction. The main advantages of DFT are computational efficiency (compared to
all-electron methods), and enough accuracy to make quantitative predictions for a vast
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number of material properties. For example, DFT and its extensions can be used to
calculate band structure, optical absorption spectra, dielectric properties, formation
enthalpies, elastic moduli, phase diagrams, and a host of other fundamental materials
properties. Standard DFT methods usually treat nuclear coordinates as fixed values.
However, DFT calculations of interatomic forces can be used to integrate the equations of
motion for the nuclei in ab-initio molecular dynamics.
The main idea of DFT is to replace the many-body wavefunction with an electron
density, i.e. convert the 3N variable problem to a 3 variable problem. The electron
density is solved in a self-consistent manner by minimizing a functional (function of a
function) which describes the kinetic, potential, exchange, and correlation energies of the
system. To give an idea of computational advantages of DFT, the computational cost
(number of operations) of all-electron methods such as the Hartree-Fock method formally
scale as O(N4) where N is the number of electrons in the system. DFT methods which
rely on matrix diagonalization scale as O(N3) though some methods scale as O(N). While
such a difference may not be significant for, say, modeling a H2 molecule, a system with,
say, 100 carbon atoms (600 electrons) will quickly become daunting.
While DFT is successful at predicting many physical properties, it essentially
treats the problem of electronic structure determination as a problem consisting of oneelectron in an effective potential. This means that phenomena involving multiple
electrons are not always well modeled by DFT. Some examples include calculations of
dispersion forces which include many-body correlations, strongly correlated systems
where electron-electron interactions at the same site make a significant contribution to the
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total energy, and calculations of the band gap where both one particle and two particle
excitations contribute.

2.7. DEVELOPMENT OF DFT
In the Born Oppenheimer or adiabatic approximation, one assumes that the ions
or nuclei are much heavier and slower than electrons and can be regarded as stationary.
This is justified on the grounds that nucleons are over 1800 times more massive than
electrons. With the Born-Oppenheimer approximation in place, the Schrodinger equation
becomes
𝑵

𝑵

𝑵

𝑴

𝑵

ℏ
1
𝑒2
1
𝑍𝐼 𝑒 2
(−
)Ψ
∑ ∇2𝑖 + ∑ ∑
+ ∑∑
|𝑹𝑰 − 𝒓𝒊 |
2𝑚
2
|𝒓𝒊 − 𝒓𝒋 | 2
𝒊=𝟏

𝒊=𝟏 𝒋≠𝟏

𝑰=𝟏 𝒊=𝟏

(5)

= 𝐸Ψ
We denote the total wave function that describes the many-particle system as
Ψ(𝒓𝟏 , 𝒓𝟐 , … , 𝒓𝑵 ). For simplicity, the spin indices of the electrons will be dropped. The
marginal probability of measuring electron 1 at 𝒓1 is
𝜌(𝒓1 ) = ∫ 𝑑𝒓2 … 𝑑𝒓𝑵 |Ψ(𝒓1 , 𝒓𝟐 , … , 𝒓𝑵 )|2

(6)

The Hartree approximation represents the total wave function as a product of oneelectron wave functions[36], i.e. 𝛹 = 𝜓1 (𝑟1 )𝜓2 (𝑟2 )𝜓3 (𝑟3 ).. 𝜓𝑁 (𝑟𝑁 ). If we do not care
about the identity of the electron measured at a particular coordinate, the electron density,
under the Hartree approximation, reduces to a simple sum of marginal probabilities.
𝑛(𝒓) = 2 ∑ 𝜓𝑖∗ (𝑟) 𝜓𝑖 (𝑟)
𝑖

(7)
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2 accounts for spin. 𝜓𝑖∗ (𝑟) is the complex conjugate of 𝜓𝑖 (𝑟). Equation 6 implies that the
one-electron wave functions provide the electron density. In fact, the ground state density
also contains all information about the ground state wave function. Thus, a system of N
particles with 3N variables can be transformed into a problem of 3 variables.
Hohenberg and Kohn proved two theorems, the Hohenberg-Kohn (HK) theorems.
The first is that energy is a functional of density, 𝐸[𝑛(𝑟)]. This follows from the fact that
density is a composite function of wave function. The second HK theorem states that the
density that minimizes the energy is the electron density corresponding to the ground
state solution of the time-independent Schrödinger equation[37].
The energy functional can be divided into two parts, an exactly known part and
an unknown exchange part
𝐸[(𝜓𝑖 )] = 𝐸𝑘𝑛𝑜𝑤𝑛 [(𝜓𝑖 )] + 𝐸𝑥𝑐 [(𝜓𝑖 )]

(8)

The exactly known part is
𝐸𝑘𝑛𝑜𝑤𝑛 [{𝜓𝑖 }]= -

ℏ
∑ ∫ 𝜓𝑖 ∗ 𝛻 2 𝜓𝑖 𝑑𝒓3 + ∫ 𝑉(𝒓)𝑛(𝒓)𝑑𝒓3
𝑚
𝑖

2

+

(9)
′)

𝑒
𝑛(𝒓)𝑛(𝒓
∫∫
𝑑𝒓3 𝑑𝒓′3 + 𝐸𝑖𝑜𝑛
′
|𝒓
|
2
−𝒓

This contains the kinetic energy term, potential energy of electrons interacting with the
nuclear/ionic potential, and the electron-electron Coulomb interaction.
The exchange part includes effects not incorporated in the known part, exchange
and correlation effects. Kohn and Sham showed that the electron density can be
expressed as a solution to a set of one-particle equations (Khon-Sham equations).
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−ℏ2 2
[
𝛻 + 𝑉(𝒓) + 𝑉𝐻 (𝒓) + 𝑉𝑋𝐶 (𝒓)] 𝜓 𝒊 (𝒓) = 𝜀𝑖 𝜓𝑖
2𝑚
𝑛(𝒓′ )

𝑉𝐻 (𝒓) = 𝑒 2 ∫ |𝒓−𝒓′| 𝑑3 𝒓′ is called the Hartree potential, and 𝑉𝑋𝐶 (𝑟) =

(10)

𝛿𝐸𝑋𝐶 (𝒓)
𝛿𝑛(𝒓)

is the

exchange potential. To solve the Kohn-Sham equations, 𝑉𝐻 (𝒓) is required. To determine
the Hartree potential a density is required. To determine the density, the electron wave
functions are required which requires solving the Kohn-Sham equations. Because of the
circularity of the problem, the problem must be solved in a self-consistent way where an
initial guess updated iteratively. The process continues until the solution converges. In
practice, a convergence criterion is imposed based on the accuracy needs. The process is
illustrated in Figure 2.6. Ultimately, the wavefunction, density, and Hartree potential are
simultaneously obtained.

Initial guess of
n(r)

convergance
criteria

Solve Kohn-Sham
equations

Calculte the
new n(r)

Figure 2.6. Self-Consistent Field (SCF) calculations to solve DFT Kohn-Sham equations
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The main technical difficulty that arises is the choice of the exchange correlation
functional. As the exact functional is not known, a suitable assumption must be used.
Different approximations for exchange-correlation can be used. One of the simplest and
most widely used is Local Density Approximation (LDA). The LDA assumes that the
functional only depends on the product of the electron density and an energy function
(not functional) which depends only on the local magnitude of the density.
𝐸𝑋𝐶 = ∫ 𝜖𝑋𝐶 (𝑛(𝒓))𝑛(𝒓)𝑑𝒓

(11)

Because the energy function only depends on the local electron density, calculations of
the homogeneous electron gas can be employed. In the homogeneous electron gas (or
Jellium) model, electrons are placed in a uniform positive background charge. 𝜖𝑋𝐶 can be
divided into two parts, 𝜖𝑋 and 𝜖𝐶 , the exchange part and correlation part, respectively.
The exchange part is determined using the Slater-Dirac model. The correlation part can
be parameterized by quantum Monte Carlo simulations of the homogenous electron gas.
An improved approximation to the exchange-correlation functional is the
Generalized Gradient Approximation (GGA). In the GGA, the functional depends not
only on the local density but also on the gradient of the density. Meta-GGA incorporates
the Laplacian of the density. Other exchange-correlation approximations exist but
increasing accuracy demands more calculation time and computing power. Figure 2.7
illustrates some of these approximations and ranks them according to accuracy. This is
the so-called Jacob’s ladder of DFT accuracy.
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Figure 2.7: Jacob's ladder of approximation accuracy[38]

2.8. DENSITY FUNCTIONAL PERTURBATION THEORY
2.8.1. Lattice Vibrations. The description of lattice vibrations (phonons) is
important in the discussion of properties such as lattice specific heat, heat conduction, the
electron-phonon interaction, and electrical conductivity. The basic problem of studying
lattice vibrations is solving for the frequencies and polarization vectors (eigen
displacements) for the lattice normal modes. The Born-Oppenheimer approximation
allows one to consider the nuclear Hamiltonian separately.
ℏ2 𝜕 2
𝐻 = −∑
+ 𝐸({𝑹})
2𝑀𝐼 𝜕𝑹2𝐼
𝐼

(12)
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𝑀𝐼 and 𝑹𝐼 are the mass and the coordinate of the Ith ion. 𝐸({𝑹}) is the ground state
energy of a Hamiltonian, 𝐻𝑅 , of N interacting electrons moving in a field of fixed nuclei
at coordinates R.
𝐻𝑅 = −

ℏ
𝜕2 𝑒2
1
∑ 2+
∑
+ ∑ 𝜐𝐼 (𝒓𝑖 − 𝑹𝐼 ) + 𝐸𝑁 ({𝑹})
2𝑚
2
𝜕𝒓𝑖
|𝒓𝑖 − 𝒓𝑗 |
𝑖

𝑖≠𝑗

(13)

𝑖,𝐼

As before, 𝒓𝑖 are the electron coordinate, and m and e are electron mass and charge. 𝜐𝐼 =
−

𝑍𝐼 𝑒 2
𝑟

is the electron-nucleus Coulomb interaction, and
𝑍𝐼 𝑍𝐽
𝑒2
𝑬𝑵 =
∑
2
|𝑹𝑰 − 𝑹𝑱 |

(14)

𝑰≠𝑱

is the nuclear electrostatic energy. 𝑍𝐽 is the nuclear charge. Forces on nuclei, 𝑭𝐼 , are
given by the Hellmann–Feynman theorem which leads to

𝑭𝐼 = −

𝜕𝐸({𝑹})
𝜕𝐻{𝑹}
= − ⟨Ψ{𝑹} |
|Ψ{𝑹} ⟩
𝜕𝑹𝐼
𝜕𝑹𝐼

(15)

Ψ{𝑹} is the ground state electronic wave function for a given set of nuclear coordinates.
Thus, the results of the self-consistent Kohn-Sham calculation can be inserted into
equation 15 to determine interatomic forces.
Once the interatomic forces are known, calculation of the eigenfrequencies, 𝜔,
and polarization vectors (eigen displacements) are obtained by solving the secular
equation
𝛼𝛽

𝛽

∑(𝐶𝐼𝐽 − 𝑀𝐼 𝜔2 𝛿𝐼𝐽 𝛿𝛼𝛽 )𝑈𝐽 = 0
𝐽,𝛽

(16)
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𝛼𝛽

𝑈𝐼𝛼 is the eigendisplacement of the 𝐼 th atom along coordinate 𝛼. 𝐶𝐼𝐽 is the interatomic
force constant matrix (IFC matrix). The IFC matrix is given by

𝛼𝛽

𝐶𝐼𝐽 =

𝜕 2 𝐸({𝑅})
𝛽

𝜕𝑅𝐼𝛼 𝜕𝑅𝐽

= −

𝜕𝐹𝐼𝛼
𝛽

𝜕𝑅𝐽

(17)

Empirical or semiempirical interatomic potentials can be used to calculate IFCs.
In general, the parameters of these models come from fitting experimental data, such as
sound speeds, IR and Raman spectra, and inelastic neutron scattering spectra. However,
DFT provides a mean of calculating the IFCs from first principles.
2.8.2. Perturbation Theory Calculation of the electron-phonon coupling relies
on perturbation theory. In perturbation theory we start with an unperturbed Hamiltonian
and solve the eigenvalue equation.
𝐻 0 |Ψ𝑖0 ⟩ = 𝜀𝑖0 |Ψ𝑖0 ⟩

(18)

The unperturbed wavefunction and its eigenenergy is usual describes a simple situation
such as a freely propagating non-interacting particle. In the case of the electron-phonon
interaction, |Ψ𝑖0 ⟩ will be identified as a Bloch wave.
The Hamiltonian is modified by gradually turning perturbation terms through a
continuous variable 𝜆
𝐻 0 → 𝐻 0 + 𝜆𝐻1 + 𝜆2 𝐻 2 + ⋯
This will result in shifts in the eigen energies as well as perturbations to the
wavefunctions. Derivations can be found in many standard quantum mechanics textbooks
[39][40]. Suffice to say, the first energy correction is given by
𝜀𝑖1 = ⟨ψ0𝑖 |𝐻1 |ψ0𝑖 ⟩

(19)
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while the first order correction to the wavefunction is
|ψ1𝑖 ⟩ = ∑|ψ0𝑖 ⟩
𝑗

𝜀𝑖0

1
⟨ψ0 |𝐻1 |ψ0𝑖 ⟩
− 𝜀𝑗0 𝑗

(20)

In the context of the electron-phonon coupling, the first order perturbation to the
Hamiltonian, 𝐻1 , will be due to small displacements of atoms along normal modes. The
term ⟨ψ0𝑗 |𝐻1 |ψ0𝑖 ⟩ will eventually be identified as the electron-phonon matrix element.

2.9. ELECTRON SELF-ENERGY
The electron self-energy has been a problem since the development of classical
electromagnetism. In classical electromagnetism the self-energy represents the interaction
of an electron with its own electric field. One can show that the field energy, Ee= e2/re,
goes to infinity as the electron radius, re, goes to zero. Cutting this self-energy at the
electrons rest mass defines a classical electron radius. In quantum theory the problem is
made more difficult because electrons are assumed to be point particles. The electron also
possesses intrinsic spin which adds a magnetic field contribution to the self-energy.
The simplest definition of the electron self-energy in the many-body problem is
the difference between quasiparticle energy associated particle interacting with its
surroundings and the energy of the bare particle. The electron gains (or loses) energy and
mass through its interactions with the lattice potential, phonons, electrons, and other
quasi-particles[41]. If one only considers interactions between electrons and phonons the
electron gains self-energy through processes such as those seen in Figure 2.8.

29

Figure 2.8: Illustration of some possible electron phonon interactions[34]

In order to calculate the electron-phonon coupling factor, it will be necessary to
calculate the electron scattering rate. This scattering rate is related to the imaginary part
of the electron self-energy. The mode resolved scattering rate (inverse of relaxation time),
can be calculated using the imaginary part of the self-energy, ∑𝑛𝒌 [33][42]
1
= 2Im∑𝑛𝒌
𝜏𝑛𝒌
=

2𝜋
𝑑𝒒 𝜈
|𝑔 (𝒌, 𝒒)|2 [(1 − 𝑓𝑚𝒌+𝒒 + 𝑛𝒒𝜈 )𝛿(𝜀𝑛𝒌
∑ ∫
ℏ
Ω𝐵𝑍 𝑚𝑛
𝑚𝜈

(21)

− 𝜀𝒎𝒌+𝒒 − ℏ𝜔𝒒𝜈 )
+ (𝑓𝑚𝒌+𝒒 + 𝑛𝒒𝜈 )𝛿(𝜀𝑛𝑘 − 𝜀𝒎𝒌+𝒒 + ℏ𝜔𝒒𝜈 )]
𝜈 (𝒌,
𝑛 and 𝒌 are the branch and wavevectors for the electron undergoing scattering. 𝑔𝑚𝑛
𝒒)

are the electron-phonon matrix elements which are equal to ⟨𝜓𝑚𝒌+𝒒 |𝜕𝒒𝜈 𝑉|𝜓𝑛𝒌 ⟩. The
matrix elements represent the amplitude for an electron with wavevector 𝒌 in band 𝑛 to
scatter into wavevector 𝒌 + 𝒒 in band 𝑚. 𝜕𝒒𝜈 𝑉 is the derivative of the effective potential
felt by electrons with respect to atomic displacements for a phonon with wavevector 𝒒 on
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branch 𝜈. Ω𝐵𝑍 is the Brillouin zone volume, 𝑓𝑚𝒌+𝒒 are the Fermi occupation numbers for
electrons, 𝑛𝒒𝜈 are the Bose occupation numbers for phonons. It is here assumed that the
electron and phonon occupation numbers are calculated at different temperatures. 𝜀𝑛𝑘 and
ℏ𝜔𝑞𝝂 are electron and phonon energies.

2.10. EPC IN METALS
Much research has been conducted on the EPC in metals. In metals at near 0 K, an
EPC constant can be defined. Essentially, the small magnitude of phonon energies
ensures that electrons can only scatter from states near the Fermi surface to states near the
Fermi surface. In semiconductors and insulators, where there is no Fermi surface, the
EPC is not embodied in a single constant. DFT calculations of the EPC constant have
been performed for various metals and alloys and have been experimentally validated
using tunneling experiments. The influence of each phonon branch has been studied. The
EPC strongly depends on the phonon density of states and the electronic structure. In
free-electron-like aluminum, longitudinal phonons make a significant contribution to the
EPC, while the acoustic transverse (AT) and acoustic longitudinal (AL) branches are
found to dominate the contribution in copper alloys like CuAu3. In noble metals,
transverse phonons dominate the EPC [43]. Figure 2.9 show results of EPC of some
metals and alloys. One of the key features of the EPC in metals is the comparatively
weak temperature dependence, varying, perhaps by less than two orders of magnitude
over several thousand degrees. This weak dependence will be relevant later in Chapter 3,
where insulators and metals are compared.
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Figure 2.9: Electronic density and EPC in some metals (a) The electronic density of states
of Au, Cu, Ag, Al, (b) The electronic density of states of Ta, and Nb, (c) The electronphonon coupling constant for some metals as a function of electronic temperature, (d)
The electron-phonon coupling constant for some Cu alloys as a function of electronic
temperature, (d) Electron-phonon coupling strength for the copper-gold alloys as a
function of atomic percentage of gold. (f) G as a function of atomic percentage of gold
for the copper-gold alloys[43]

In metals, it is popular to use the rigid muffin tin approximation to calculate the
EPC constant. The potential derivative, 𝜹𝑉, is replaced by the gradient of the Muffin-tin
potential which would enter an augmented plane wave band calculation [44]. With such
an approach, the electron-phonon matrix elements are easily obtained. Predictions with
this method have agreed with experimental results, but cannot be extended to a defective
lattice.
Other computational studies have worked within the tight-binding approximation.
This semi-empirical method is used to calculate the band structure of single-particle
Bloch states written as linear combinations of atomic orbitals[45]. This approximation
offers the possibility of estimating the EPC in a wide range of simple metals. Medvedev
et al. [46] studied several simple metals, and different structures using the tight-binding
approximation. The best agreement with experiments and other numerical methods was
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found at higher electronic temperatures where the electrons better resemble free
electrons.
Fully ab-initio calculation is also possible for pure materials. DFT and
perturbation theory is the most common and accurate approach to calculating the EPC.
The main disadvantage of DFT calculations is the computational cost. Zhibin et al. used
fully ab-initio calculated electron density of states (DOS) to calculate electron-phonon
coupling constant (G), and electronic heat capacity (Ce) for eight representative metals:
Al, Cu, Ag, Au, Ni, Pt, W, and Ti, [47]. They investigated the relationship between the
coupling and temperature through ultrafast laser pulse irradiation using the Two
Temperature Model (TTM). That investigation revealed that the DOS is sensitive to
thermal excitation and can lead to a large variation of thermophysical properties in the
case of electron-phonon nonequilibrium. This latter point suggests that the electron
phonon coupling in semiconductors and insulators may be even more sensitive to thermal
excitation. It is known, for example, that electrical conductivity in semiconductors is
strongly affected by thermal carrier generation. Furthermore, the EPC constant calculated
at cryogenic temperature assumes that the Fermi surface is thin, all scattering occurs
within a narrow range within the DOS. At the high temperatures produced by a swift
heavy ions, electrons and holes are not necessarily guaranteed to lie close the conduction
band minimum or valence band maximum. All of these factors suggest that a different
approach must be tried in order to address the problem of the electron phonon coupling in
SiC.
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ABSTRACT

The electron-phonon coupling factor was calculated for both pristine and
vacancy-rich 3C-SiC. Ab initio calculations were performed within the framework of
density functional perturbation theory. Wannier functions were used to interpolate
eigenvalues into denser grids through the Electron-Phonon using Wannier (EPW) code.
The coupling factor was determined through calculations of the electron self-energy,
electron-phonon relaxation time, and electronic specific heat. These parameters were
extrapolated to high temperatures using a hybrid model which mixes band calculations
for electrons below an energy cutoff with the free electron gas model for electrons above
the energy cutoff. The electron relaxation times, specific heats, electron drift mobilities,
and electron-phonon coupling factors were calculated as a function of electron
temperature. Si and C vacancies were found to have a profound effect on electron-phonon
coupling for all temperatures, while electronic specific heat capacity was found to be
most affected at cryogenic temperatures. The electron drift mobility was calculated at
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different temperatures using the scattering time. Calculated mobilities were validated
with Hall mobility measurements reported in the literature. The importance of structural
defects on the electron-phonon coupling is discussed in the context of the twotemperature model, a model which has been widely used to understand aspects of the
interaction of solids with pulsed laser irradiation and swift heavy ion irradiation.
*Corresponding Author: grahamjose@mst.edu

1. INTRODUCTION

Silicon carbide is a high-temperature ceramic with numerous commercial and
industrial uses. Its utility arises from a combination of desirable properties such as high
hardness, high thermal conductivity, low coefficient of thermal expansion,
semiconducting properties, and radiation tolerance [1,2]. In the nuclear power industry,
SiC is used in High-Temperature Gas-Cooled Reactors as a coating in Tri-Isostructural
(TRISO) fuel particles. It is also being considered as a cladding material in light water
reactors [1, 3] and as a structural material in the flow channels of fusion systems [49].
Materials in nuclear energy systems are exposed to intense fields of neutrons,
gamma rays, and fission products. The interaction of radiation with matter results in the
transfer of energy from incident particle to the lattice through nuclear energy loss and to
electrons through electronic energy loss [50]. The former can produce structural disorder
through the introduction of elementary point defects such as vacancies and selfinterstitials. Higher-order defects such as clusters, dislocations, and voids can
subsequently form and grow [51]. Electronic energy loss describes the excitation of the
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electronic structure and generation of delta electrons. Energy transfer from the electronic
system to the lattice is mediated, to a large extent, by electron-phonon coupling [7],
though in semiconductors, trap-assisted radiative and non-radiative recombination
processes are also important [8]. Understanding electron-phonon coupling in the presence
of structural defects and as a function of electron temperature is an important element in
developing a complete picture of radiation interactions and radiation effects when both
nuclear and electronic energy loss mechanisms are present. In SiC, an interesting
competitive relationship between nuclear and electronic energy loss was recently
observed [9]. Structural disorder produced in SiC with ions in the nuclear energy loss
regime was found to be partially annealed upon irradiation with ions in the electronic
energy loss regime. Reasons for this may stem from modulation of the electron-phonon
coupling and thermal diffusivity via defects. This manuscript examines the former.
The electron-phonon interaction is also an important quasi-particle interaction that
modifies both the electron and phonon self-energies in a material. It is, therefore,
connected to the basic thermodynamic and transport properties of the material [10]. The
electron-phonon coupling factor discussed in this work is the dimensionful factor
appearing in the two-temperature model, a model which has been used to describe the
transfer of energy from hot electrons to a lattice [11,12]. The two-temperature model is
expressed through the following equations:
𝐶𝑒

𝜕𝑇𝑒
𝜕𝑡

𝐶𝑝ℎ

= 𝛻 ∙ [𝑘𝑒 𝛻𝑇𝑒 ] − 𝐺(𝑇𝑒 − 𝑇𝑝ℎ ) + 𝐴(𝒓, 𝑡)

(1)

𝜕𝑇𝑝ℎ
= 𝛻 ∙ [𝑘𝑝ℎ 𝛻𝑇𝑝ℎ ] + 𝐺(𝑇𝑒 − 𝑇𝑝ℎ )
𝜕𝑡

(2)
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𝐴(𝒓, 𝑡) represents the space- and time-dependent energy source (e.g. pulsed laser
or swift charged particle). 𝐶𝑒 and 𝐶𝑝ℎ are the specific heat capacities of electrons and the
lattice, respectively. 𝑘𝑒 and 𝑘𝑝ℎ are the corresponding thermal conductivities for
electrons and the lattice. 𝑇𝑒 and 𝑇𝑝ℎ are the temperatures of the electrons and the lattice,
respectively. In the two-temperature model, it is assumed that electrons and the lattice are
at quasi-thermodynamic equilibrium, which is to say that energy is rapidly shared among
electrons establishing a well-defined local electron temperature, and energy is efficiently
shared among phonons establishing a well-defined local lattice temperature. The two
temperatures can be different owing to the slow transfer of energy from electrons to
lattice. The rate of energy transfer is governed by 𝐺(𝑇𝑒 − 𝑇𝑝ℎ ).
Various approaches for determining 𝐺 have been made. Here we follow the
approach of [13] which takes as the value of 𝐺
𝐺=

𝐶𝑒
𝜏

(3)

𝜏 is the electron-phonon relaxation time (inverse scattering rate). It should be
mentioned that the dimensionless electron-phonon coupling constant - which frequently
appears in the context of superconductivity in metals - can also be related to the
dimensionful factor [14, 15]. Though well-defined for metals at cryogenic temperatures,
the dimensionless constant presupposes that only electron scattering at the Fermi surface
contributes to energy transfer [52]. In bandgap materials, electron-phonon scattering
occurs in the conduction and valence bands. Therefore, the factor discussed from this
point forth pertains only to the definition in Eq. 3.
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The main goal of this study is to understand the effect of Si and C vacancies on
electron-phonon coupling in cubic SiC. Using density functional perturbation theory, the
electron-phonon coupling factors and conduction electron lifetimes were calculated in
pristine 3C-SiC and in relaxed supercells of 3C-SiC containing Si or C vacancies. The
model was validated through comparison of predicted electron drift mobilities and
electron Hall mobility measurements, reported in the literature.

2. THEORY AND METHODOLOGY

2.1. THE ELECTRON RELAXATION TIME
The electron relaxation time is related to the imaginary part of the electron selfenergy, ∑𝑛𝒌 (with band 𝑛 and wavevector 𝒌). In the Migdal approximation, the moderesolved scattering rates (inverse relaxation times) are given by [16].
1
= 2Im∑𝑛𝒌
𝜏𝑛𝒌

=

(4)

2𝜋
𝑑𝒒 𝜈
|𝑔𝑚𝑛 (𝒌, 𝒒)|2 [(1 − 𝑓𝑚𝒌+𝒒 + 𝑛𝒒𝜈 )𝛿(𝜀𝑛𝒌 − 𝜀𝑛𝒌+𝒒 − ℏ𝜔𝒒𝜈 )
∑ ∫
ℏ
Ω
𝑚𝜈
𝐵𝑍
+ (𝑓𝑚𝒌+𝒒 + 𝑛𝒒𝜈 )𝛿(𝜀𝑛𝑘 − 𝜀𝑛𝒌+𝒒 + ℏ𝜔𝒒𝜈 )]

𝜈 (𝒌,
where 𝑔𝑚𝑛
𝒒) are the electron-phonon matrix elements:
𝜈
𝑔𝑚𝑛
(𝒌, 𝒒) = ⟨𝜓𝑚𝒌+𝒒 |𝜕𝒒𝜈 𝑉|𝜓𝑛𝒌 ⟩

(5)

𝜕𝒒𝜈 𝑉 is the partial derivative of the effective potential with respect to the lattice normal
mode indexed by wave vector 𝒒 and branch 𝜈. Each electron-phonon matrix element
represents the transition amplitude for an electron in state 𝜓𝑛𝒌 (with wave vector 𝒌 and
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branch 𝑛) to scatter into state 𝜓𝑚𝒌+𝒒 due to the perturbation in the effective potential
resulting from atomic motion. 𝑓𝑚𝒌+𝒒 are the Fermi occupation numbers for electrons and
𝑛𝒒𝜈 are the Bose occupation numbers for phonons. It is here assumed that the electron
and phonon occupation numbers are calculated at different temperatures. 𝜀𝑛𝒌 and ℏ𝜔𝒒𝜈
are electron and phonon energies, respectively. The integral is performed over the first
Brillouin zone, which has volume Ω𝐵𝑍 .

2.2. CALCULATIONS OF MATRIX ELEMENTS
Density functional perturbation theory (DFPT) calculations were performed on
2×2×2 supercells of 3C-SiC. After relaxing the atomic coordinates to minimize total
energy, ground state wave functions were calculated on a uniform 6×6×6 k-grid with a
cut-off energy of 60 Ry using the Quantum Espresso code [17]. Phonon frequencies and
polarization vectors were calculated on a uniform 3×3×3 q-grid centered at Γ using the
perturbation theory method. The resulting polarization vectors were used to deform the
effective potential along phonon normal coordinates, taking 𝑉 → 𝑉 + 𝜕𝒒𝜈 𝑉. The matrix
elements were then determined by taking the product of the in and out Bloch states with
the perturbing potential (Eq. 5).
The resulting matrix elements were Wannierized and interpolated onto a
12×12×12 k-grid, and 46×46×46 q-grid using the Electron-Phonon using Wannier (EPW)
code [18],[19]. The density of the k-point grid was increased until the maximum
differences in the imaginary electron self-energy converged to within 5%. This resulted
in a final interpolated grid of 12×12×12 for the k-point grid and 46×46×46 for the q-point
grid. EPW was subsequently used to determine the electron self-energies and relaxation
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times. Calculations in defective supercells of SiC were performed by adding a single C or
Si vacancy into the supercell and relaxing the structure. This corresponded to C or Si
vacancy concentrations of 12.5%. Those defective supercells will hereafter be referred to
as SiC0.875 or Si0.875C. Initial projections used sp3 hybridized orbitals for the pristine cell
and random projections for the defective cells.
Relaxation times were calculated from 20 K to 106 K. In order to parameterize the
relaxation time as a function of electron temperature, several simplifying assumptions
were made. The electron temperature dependence appears through the Fermi occupation
numbers in Eq. 4. The use of Fermi-Dirac statistics for the electron system assumes that
the hot electrons and holes have established quasi-thermal equilibrium, which is to say
that they can be characterized by a single electron temperature. In the context of the twotemperature model, where a rapid excitation source is present, such an assumption is
likely only valid after an initial equilibration period has elapsed and provided that the
electron-electron interaction rate is significantly greater that the electron-phonon
scattering rate. Alternative approaches might also consider using quasi-Fermi levels for
both electrons and holes or using Boltzmann transport or Monte Carlo methods to study
the non-equilibrium dynamics. However, in the context of the two-temperature model, it
is necessary to parameterize all material properties by a single electron temperature and
single lattice temperature.

2.3. HYBRID MODEL OF SPECIFIC CAPACITY AND THE ELECTRONPHONON COUPLING FACTOR
At low and intermediate temperatures, the Fermi occupation numbers are
negligibly small above the highest band energies, 𝐸𝑚𝑎𝑥 , calculated using the DFT code
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(approx. 11 eV above the Fermi level). However, above about 105 K, the number of
electrons above the highest energy bands begins to become non-negligible. The
contribution of those high energy electrons is approximated by treating them as a free
electron gas obeying Boltzmann statistics. The use of Boltzmann statistics is justified as
high energy states are sparsely occupied. The hybrid electronic specific heat capacity is
therefore made up of two parts:

𝐶𝑒 (𝑇) =

2
3
∑ 𝐶𝑛𝒌 + 𝑘𝐵 𝑛𝑓𝑟𝑒𝑒 (𝑇)
𝑁𝑘
2
𝑛𝒌

(6)

The first term is the heat capacity determined from the static band calculations.
The second term is the specific heat capacity of a Maxwell-Boltzmann distributed gas of
free electrons and is only important above 105 K. 𝐶𝑛𝒌 are the mode-resolved electronic
heat capacities due to electrons in the calculated band structure, which has a maximum
energy of 𝐸𝑚𝑎𝑥 .
𝜖𝑛𝒌 − 𝜖𝑓
)
𝑘𝐵 𝑇
=
𝜖𝑛𝒌 − 𝜖𝑓 2
𝑘𝐵 𝑇 2 [1 + exp (
)]
𝑘𝐵 𝑇
2

(𝜖𝑛𝒌 − 𝜖𝑓 ) exp (

𝐶𝑛𝒌

(7)

𝜖𝑓 is the Fermi level and 𝑁𝑘 is the number of sampled wavevectors in the Brillouin zone
(𝑁𝑘 =1728 for these calculations). The factor of 2 appearing before the first term in Eq. 6
accounts for electron spin.
To connect Fermi-Dirac statistics for electrons below 𝐸𝑚𝑎𝑥 with Boltzmann
statistics above 𝐸𝑚𝑎𝑥 , the following approximation is used for the product of the
electronic density of states 𝐷, and the Fermi-Dirac distribution 𝑓.
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𝐷(𝜖)𝑓(𝜖 − 𝜖𝑓 ; 𝑇) ≅ exp (−

𝐸𝑚𝑎𝑥 − 𝜖𝑓
𝜖 − 𝐸𝑚𝑎𝑥
) exp (−
) 𝐷𝑀𝐵 (𝜖 − 𝐸𝑚𝑎𝑥 )
𝑘𝐵 𝑇
𝑘𝐵 𝑇

(8)

where 𝜖 > 𝐸𝑚𝑎𝑥 and 𝐷𝑀𝐵 is the density of states of a Maxwell-Boltzmann gas.
Integrating Eq. 8 over energy gives the number of free electrons:
∞

𝑛𝑓𝑟𝑒𝑒 (𝑇) = ∫ 𝐷(𝜖)𝑓(𝜖 − 𝜖𝑓 ; 𝑇)𝑑𝜖 = 𝑁 exp (−
𝐸𝑚𝑎𝑥

𝐸𝑚𝑎𝑥 − 𝜖𝑓
)
𝑘𝐵 𝑇

(9)

𝑁 is the total number of valance electrons of SiC. For high temperatures, the Fermi level
was adjusted to ensure the conservation of valence electrons. At temperatures below 104
K, no adjustment of the Fermi level was needed. While such a treatment of the highenergy electrons is highly approximate, it is necessary to account for their energy
contributions in some way. Otherwise, the specific heat capacity will be unphysically low
at high temperatures and may even decrease. Note that in this scheme, each valence
electron in the structure has one valence state, one conduction/excited state, and one free
particle state. Extending Eq. 3 and incorporating the contribution of free electrons to the
electron-phonon coupling factor, one obtains:

𝐺=

2
𝐶𝑛𝒌 3𝑘𝐵 𝑛𝑓𝑟𝑒𝑒 (𝑇)
∑
+
𝑁𝑘
𝜏𝑛𝒌
2𝜏𝑓𝑟𝑒𝑒 (𝑇)

(10)

𝑛𝒌

The relaxation time for free electrons, 𝜏𝑓𝑟𝑒𝑒 (𝑇), is approximated as follows. The
scattering rate is given by.
1
𝜏𝑓𝑟𝑒𝑒 (𝑇)

= Σ̅〈𝑣〉

(11)
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where the mean cross-section, Σ̅, is assumed to be a sum of geometric cross sections for
ionic cores.
Σ̅ = 𝜌𝐶 𝜎𝐶 + 𝜌𝑆𝑖 𝜎𝑆𝑖 = 𝜌𝐶 (𝜋𝑟𝑐2 ) + 𝜌𝑆𝑖 (𝜋𝑟𝑆𝑖2 )

(12)

𝜌𝐶 and 𝜌𝑆𝑖 are the number densities of carbon and silicon atoms. 𝑟𝐶 and 𝑟𝑆𝑖 are the
ionic radii. The mean velocity of the free electrons, 〈𝑣〉, which is also the mean velocity
of a Maxwell-Boltzmann gas is:

〈𝑣〉 = √

8𝑘𝐵 𝑇
𝜋𝑚𝑒

(13)

where 𝑚𝑒 is the electron mass.

2.4. ELECTRON MOBILITIES AND THE ELECTRON-PHONON MEAN FREE
PATH
In order to validate these first principles calculations with experimental data, the
electron drift mobilities were calculated and compared to experimentally measured
electron Hall mobilities in donor doped 3C-SiC. The electron drift mobility can be
obtained from the conduction electron relaxation time using:
𝜇𝑒 =

𝑒𝜏
𝑚𝑒∗

(14)

where 𝜏 is the thermal-averaged conduction electron relaxation time and 𝑚𝑒∗ is the
effective mass of the electrons. 𝜇𝑒 is measured by applying a magnetic field
perpendicular to the carrier currents that are induced by an electromotive force. This in
turn produces a potential difference, the Hall voltage VH [20], which can be measured and
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used to extract the Hall mobilities for electrons and holes. The electron mobility was
calculated using:
𝜇𝑒 =

𝑒 ∑𝐶𝐵,𝒌 𝜏𝑛𝒌 𝑓(𝜖𝑛𝒌 − 𝜖𝑓 ; 𝑇)
𝑚𝑒∗ ∑𝐶𝐵,𝒌 𝑓(𝜖𝑛𝒌 − 𝜖𝑓 ; 𝑇)

(15)

The quotient of the sums gives the thermal averaged relaxation time. The sums
run over the lowest conduction band only. Near 0 K, the average relaxation time
approaches the relaxation time at the conduction band minimum (CBM) (bottom of the X
valley). Mobilities were calculated up to 1000 K. In that temperature range, higher energy
conduction bands and the free electron states could be ignored. The value of 𝑚𝑒∗ used was
the effective Hall mass 𝑚𝑒∗ = 0.67𝑚𝑒 [21].
The average mean free path of electrons was also calculated from the relaxation
time using
𝜆𝑛𝒌 = |𝜈𝑔,𝑛𝒌 |𝜏𝑛𝒌

(16)

where 𝜈𝑔,𝑛𝒌 are the electron group velocities. These mean free path values were used to
assess the degree of localization in the electron-phonon interaction.

3. RESULTS AND DISCUSSIONS

3.1. PHONON DENSITY OF STATES
The calculated phonon dispersion curves of the pristine lattice using a 6×6×6 qgrid are displayed in Figure 1. SiC has two atoms per primitive unit cell, corresponding to
six phonon modes, three of which are acoustic modes, and three of which are optical
modes. The electron-phonon interaction depends strongly on the polarization of the
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phonon modes. For example, the matrix elements of the transverse acoustic modes (TA)
are smaller than the longitudinal acoustic mode (LA) because the LA mode produces
both shear strain and volume dilation/contraction, while TA modes only produce shear
strain [22].

Figure 1: Phonon dispersion curves of pristine 3C-SiC lattice calculated on a 6×6×6

The calculated phonon dispersion curves are in good agreement with inelastic Xray scattering [23] and Raman scattering [24] measurements. The phonon density of
states (DOS) of the pristine lattice using a 6×6×6 q-grid is shown in Figure 2. The highfrequency peaks are mainly associated with vibrations of the lighter carbon atoms, while
the lower frequency features tend to have a more mixed character.

45

Figure 2: Phonon density of states of the pristine 3C-SiC lattice calculated on a 6×6×6
coarse q-grid

The effect of vacancies on the phonon DOS is illustrated in Figure 3. Both
vacancy types cause splitting and the appearance of low energy modes. This is expected
from the interruption of long-range order and decrease in the average Si-C bond strength.
In SiC0.875, there is a greater degree of splitting and a notable down shift in the energies of
the optical phonons which is expected as those phonon branches are largely characterized
by vibrations on the carbon sublattice.
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Figure 3: Defective cells phonon density of states (a) Phonon DOS of Si0.875C (b) Phonon
DOS of SiC0.875 modes were interpolated onto a 12×12×12 coarse q-grid

3.2. ELECTRON BAND STRUCTURE
The electron band structure for pristine 3C-SiC is shown in Figure 4. The
corresponding electron DOS is shown in Figure 5. These results show good agreement
with the computational literature [25] and experimental literature [26]. Figure 6 shows
the electron DOS for Si0.875C and SiC0.875.
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Figure 4: Electron band structure of pristine 3C-SiC. zero energy coincides with the
valence band maximum (VBM)

Figure 5: Electron density of states of pristine 3C-SiC

48

Figure 6: Electronic density of states of defective cells (a) Electronic DOS of Si0.875C (b)
Electronic DOS of SiC0.875

3.3. ELECTRON-PHONON RELAXATION TIME AND G
Referring to Figure 4, the upper three valance bands (bands 2, 3, and 4) meet at
the valence band maximum (VBM) while the conduction band minimum (CBM) occurs
in only the lowest conduction band (band 5). Therefore, at low temperatures, those four
bands have the greatest contribution to the specific heat capacity, electron-phonon
coupling factor and electron mobility. Relaxation times are plotted along a Brillouin zone
path in Fig. 7. The three upper valence bands are shown by the dashed red lines while the
lowest conduction band is shown by the dotted blue line.
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Figure 7: Relaxation times along a Brillouin zone path calculated on a fine
46×46×46 q-grid. The uppermost valence band is shown in red. The lowest conduction
band is shown in blue

As expected, the relaxation time of the lowest conduction band is highest at X due
to the valley at that point (X valley). The maximum relaxation time for valence electrons
occurs at Γ, coinciding with the valence band maximum.
The relaxation times for pristine 3C-SiC are plotted in Figure 8 as a function of
the difference in energy between the electron energy level and the Fermi level.
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Figure 8: Relaxation time vs. the energy difference from the Fermi level for pristine 3CSiC at 20 K

As with Figure 7, the longest-lived carriers are found at the VBM and CBM. The
CBM electrons lack lower energy states to scatter into. Similarly, holes in the VBM lack
higher energy states to scatter into. Meanwhile, in the middle of the bands, the abundance
of adjacent states reduces the lifetime to around 10-14 s. The relaxation times also
decrease as temperature increases due to the lowering of occupation numbers.
The situation changes when vacancies are added. The narrowing of the bandgap
and production of in-gap defect states increases the number of states that conduction
electrons near the band edge can scatter down into and valence band holes can scatter up
into. Figure 9a shows how the lifetimes of states near the VBM and CBM decrease by
several orders of magnitude due to the narrowing of the band gap in Si0.875C (Figure 6).
States near the VBM are particularly affected. Figure 9b, which shows the same for
SiC0.875, indicates less pronounced change in the relaxation time near the VBM.
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Figure 9: (a) Relaxation time vs. energy in Si0.875C (b) Relaxation time vs. energy in
SiC0.875

The electronic specific heat capacities calculated using Eqs. 6-9, are shown in
Figure 10. At temperatures below 105 K, nearly all electrons are accounted for in the
static band structure calculations and 𝑛𝑓𝑟𝑒𝑒 (𝑇) ≅ 0. At those temperatures, modification
of the electronic density of states has a profound effect on the specific heat capacity. In
Si0.875C, the narrowing of the band gap increases the density of states near the Fermi
level. Those states make a greater contribution to the specific heat capacity. In SiC0.875,
the partial overlap of the bands further increases the density of states near the Fermi level.
As the temperature increases, however, the broadening of the Fermi-Dirac distribution
smears out the details of the band structure. Also, a larger number of electrons are treated
as free electrons. Eventually, at very high temperatures, the heat capacity approaches the
3

classical value for a Maxwell-Boltzmann gas, i.e. 𝑐𝑣 ≅ 2 𝑁𝑘𝐵 , where 𝑁 is the number of
valence electrons per unit volume.
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Figure 10: Electronic specific heat capacity as a function of electron temperature.

Using the mode resolved specific heat capacities and relaxation times, the
electron-phonon coupling factors were calculated from Eq. 10. The coupling factors are
shown in Figure 11. In all cases, G increases as Te increases. Over all temperatures, the
vacancies increase the coupling factor by several orders of magnitude, but the increase is
most pronounced at low temperatures. Interestingly, the differences in specific heat and
relaxation times between the defective structures seem to largely cancel out. The larger
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specific heat for SiC0.875 is compensated for by its longer relaxation time. Thus, the
values of G are similar for both defective structures over all temperatures.

Figure 11: Electron-phonon coupling factor vs. electron temperature for pristine SiC,
SiC0.875, and Si0.875C

The electron mobilities calculated from the relaxation times are compared with
the experimental electron Hall mobilities measured in lightly (unintentionally) donordoped 3C-SiC in Figure 12. [27]. Calculated values from the Caughey-Thomas model
[68] are also overlaid. There is reasonably good agreement between the calculations and
data when one takes into account the following factors. First, there is inherent variability
in Hall measurements due to impurity concentration [27]. These calculations do not
consider several relaxation mechanisms such as electron-electron scattering, electron-
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dislocation scattering, and electron-impurity scattering. The latter mechanism accounts
for the larger differences between the calculated and measured mobilities at 20 K and 50
K. As temperature decreases, the lattice scattering rate decreases while the impurity
scattering rate increases [29]. The inflection in the experimental data around 60 K
indicates the presence of both impurity and lattice scattering. Since the present
calculations do not include the effects of impurities, the higher mobilities at 20 and 50 K
are expected. Also note that in the calculations, only the electron temperature is varied.
The lattice temperature is fixed at 0 K and therefore, only Stokes processes are accounted
for. At elevated temperatures, the anti-Stokes processes should also reduce the electron
mobility. Nevertheless, better than order of magnitude agreement was observed in a
temperature range where lattice scattering (electron-phonon coupling) is the dominant
relaxation mechanism.

Figure 12: Electron mobilities calculated in the present model (red crosses) along with
Hall mobilities measured for lightly doped 3C-SiC taken from [27] and values calculated
using the Caughey-Thomas (blue circles) taken from [28]
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The mean free paths of electrons calculated using Eq. 15 are shown in Figure 13
as histograms. The main outcome from the calculation is that the mean free paths of
electrons in the defective cells are smaller than the lattice parameter at temperatures
greater than 200 K. This implies that when electrons scatter in the presence of vacancies,
the scattering is highly localized, perhaps occurring over a length scale of an atom or a
bond. This suggests that it may be possible to use a rule of mixtures approach in
interpolating G over a range of stoichiometries given by SiCx and SixC where
0.875<x<1.0. Between 20 K and 200 K, there are a small number of states with mean free
paths larger than the lattice constant. Since some of those states can carry a significant
fraction of the specific heat capacity, it may not be reasonable to use a rule-of-mixtures
approach as the interaction can take place over several unit cells.
Interpolation to other stoichiometries may be further complicated by nonlinearities in the DOS and band structure. Defective 2×2×2 supercells, though necessary
to make the problem computationally tractable, cannot be regarded as a small
perturbation to the pristine cell from an isolated vacancy. Figure 6 shows clear narrowing
of the band gap and, in the case of SiC0.875, a semi-metallic DOS. At much lower defect
concentrations, localized defect states are expected to be more-or-less uncoupled and
show negligible dispersion (i.e. exhibit flat bands). A 2×2×2 supercell might not provide
an accurate approximation of the effect of an isolated point defect on states near Ef. That
said, it is clear from comparing Figures 8 and 9 that vacancy defects have a profound
effect on the lifetimes of states of all energies within the band structure. Future work will
need to be conducted to: 1) validate the rule of mixtures approximation either using larger
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supercell calculation or some other approximation and 2) calculate the coupling constant
for various stoichiometries and explore its impact on the two-temperature model.

Figure 13: The electron mean free path of (a) pristine cell, (b) Si0.875C, and (c) SiC0.875.
The vertical line corresponds to the lattice constant

4. CONCLUSION

Electron relaxation times, specific heat capacities, electron drift mobilities,
electron-phonon coupling factors, and electron-phonon mean free paths were calculated
for pristine 3C-SiC, Si0.875C, and SiC0.875 for electron temperatures from 20 K to 106 K.
The calculations were performed using a hybrid model which combines density
functional perturbation theory calculations with a free electron gas model. The model was
validated by comparing calculated electron mobilities with measured Hall mobilities.
Vacancy defects have a profound effect on the electron specific heat capacity at
low temperatures due to changes in the electron density of states near the Fermi level.
The relaxation times decrease and the electron-phonon coupling factors increase by
several orders of magnitude in the defective structures compared to pristine 3C-SiC. Both
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vacancy types have nearly the same magnitude of effect on the coupling factor. Perhaps
most importantly, the coupling factor strongly depends on the electron temperature. Such
temperature dependence is not usually accounted for in the two-temperature model.
While an effective electron-phonon coupling constant has been used as a fitting
parameter within the two-temperature model to successfully explain experimental data
from swift heavy ion irradiations and pulsed laser experiments, the consequences of the
strong temperature dependence on the coupling factor should be investigated further.
Electron-phonon mean free paths calculated in the defective supercells were
found to be, in most cases, much smaller than the lattice constant. This suggests that it
may be possible to interpolate the electron-phonon coupling factors to other
stoichiometries of SiC using a simple rule-of-mixtures approach. This will need to be
confirmed by either performing the calculations in a larger supercell, in effect lowering
the vacancy concentration, or through an alternative approach.
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ITS ROLE IN THE INELASTIC THERMAL SPIKE IN 3C-SiC
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ABSTRACT

In Two Temperature Model calculations of the inelastic thermal spike produced
by the passage of a swift ion, it is common practice to treat the electron-phonon coupling
factor as a constant. However, recent first principles calculations in 3C-SiC have shown
that the electron-phonon coupling factor is strongly dependent on the electron
temperature. The evolution of the electron and phonon temperatures were calculated
using both an electron-temperature-variable electron-phonon coupling as well as constant
couplings. The maximum electron and phonon temperatures were compared for different
electronic stopping powers and at different radii from the ion path. While the use of
constant couplings appears to be somewhat justified for certain combinations of radius
and stopping power, the high energy densities at the center of ion paths formed by high
stopping power swift heavy ions are capable of greatly enhancing the coupling,
sometimes by several orders of magnitude. This work shows that some of the physical
assumptions of the Two Temperature Model must break down near the center of the ion
path.
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1. INTRODUCTION

Silicon carbide is a technologically important ceramic. It has numerous uses
which take advantage of its hardness, large thermal conductivity, low coefficient of
thermal expansion, semiconducting properties, and radiation tolerance [1-3]. In the
nuclear industry, SiC is used as a coating in Tri-Isostructural (TRISO) fuel, where it
provides crush resistance and acts as a fission product barrier [4]. SiC is being
incorporated into Accident Tolerant Fuel (ATF) concepts in light water reactors and as a
structural material in the flow channels of fusion systems [4-6].
Owing to its importance in the nuclear industry, radiation effects in SiC have been
the subject of decades of research [7]. Both electronic and nuclear energy loss
mechanisms should be included in a full description of primary radiation damage. For
example, the primary knock-on atoms (PKA) produced by elastic collisions from fission
spectrum neutrons lose a significant fraction of their energy from both electronic energy
loss and nuclear energy loss. Fission fragments on the other hand, lose the majority of
their energy through electronic energy loss. To an appreciable extent, the coupling
between the electronic system and lattice governs the formation of microstructural
features by the passage of swift heavy ions. Depending on the ion energy and mass,
partially amorphous broken tracks, fully amorphous tracks, local phase changes, and
defect annealing have been observed in various materials. Excitation of the electronic
system and its coupling to the lattice can be understood through the inelastic Thermal
Spike (i-TS) model [8,9].
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In the i-TS model, an ion passes through the solid, ionizing and ejecting energetic
electrons (delta electrons). Those electrons then thermalize within femtoseconds through
electron-electron interactions resulting in the formation of a hot electron-hole plasma.
The electron-hole plasma begins to diffuse away from the center of the ion trajectory and
while doing do, transfers energy to the lattice through the electron-phonon coupling. The
size and duration of the of the thermal spike in the lattice and its cooling rate influence
the resulting microstructure. One such microstructural phenomenon observed in SiC is
swift heavy ion beam induced epitaxial recrystallization (SHIBIEC) [10,11]. In
SHIBIEC, swift heavy ions anneal preexisting defects produced by nuclear energy loss
(elastic collisions). This is seen when SiC samples are irradiated by two different ion
beams, one with a low electronic to nuclear stopping ratio, and a second with a high ratio
[12].
The Two Temperature Model (TTM), which arose out of research on pulsed laser
irradiation, provides a mathematical description of the i-TS. It assumes that electrons and
atoms constitute two different subsystems, each with a well-defined temperature. The
governing equations are a pair of coupled heat equations with a volumetric energy source
term in the electronic equation [8].
𝐶𝑒

𝜕𝑇𝑒
𝜕𝑡

= 𝛻 ∙ [𝑘𝑒 𝛻𝑇𝑒 ] − 𝐺(𝑇𝑒 − 𝑇𝑝ℎ ) + 𝐴(𝑟, 𝑡)

(1)

𝜕𝑇𝑝ℎ
= 𝛻 ∙ [𝑘𝑝ℎ 𝛻𝑇𝑝ℎ ] + 𝐺(𝑇𝑒 − 𝑇𝑝ℎ )
𝜕𝑡

(2)

𝐶𝑝ℎ

The subscripts ‘e’ and ‘ph’ denote the parameters for electrons and phonons,
respectively. 𝐶𝑖 are the volumetric heat capacities, 𝑘𝑖 are the thermal conductivities, 𝐺 is
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the electron phonon coupling factor, and 𝐴(𝑟,𝑡) is the radial- and time-dependent
electronic energy deposition source term from the ion. 𝐺 can be regarded as a constant
fitting parameter or it can be estimated from the electron-phonon relaxation time (𝜏𝑒−𝑝ℎ )
and heat capacity [13],
𝐺=

𝐶𝑒
𝜏𝑒−𝑝ℎ

Eq. 8 can be derived from the Boltzmann transport equation in the constant
relaxation time approximation. It is known that in semiconductors and insulators,
electronic heat capacity, electrical resistivity, and conductivity can depend strongly on
temperature. Given that the electronic temperatures predicted by the TTM can vary by
more than tens of thousands of degrees, the use of a constant coupling factor is
questionable. Indeed, previous calculations of this factor using Density Functional
Perturbation Theory (DFPT) [14] show a rather dramatic dependence on electronic
temperature as shown in Figure 1.

Figure 1: Electron phonon coupling factor, 𝐺, vs. electron temperature [14]

(3)
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In this study, TTM calculations of the electron and phonon temperatures were
carried out over a range of electronic stopping powers from 2.3 – 15.2 keV nm-1, with a
fixed specific energy of 1 MeV u-1. Two implementations of the electron-phonon
coupling were compared. In one, the electron-phonon coupling was allowed to vary as a
function of electron temperature according to the data shown in Figure 1. In the second
approach, the electron-phonon coupling was treated as a constant.

2. METHODOLOGY

Two Temperature Model calculations were performed on a 1D cylindrically and
axially symmetric grid. The calculations were implemented using the FiPy finite volume
PDE solver [15]. A uniform radial mesh and logarithmic time steps were used. The
source term in Eq. 1, was based on the formula of Katz et al. [16] with Waligorski et al.’s
empirical correction factor [17] and using Fageeha et al.’s density correction [18]. Time
dependence was implemented using a simple exponential decay function, i.e.,
𝐴(𝑟, 𝑡) = 𝐷(𝑟)

1
𝜏𝑒−𝑒

𝑒

−

𝑡
𝜏𝑒−𝑒

(4)

is an electron-electron relaxation time, taken to be 10-15 s. The values of the phonon
heat capacity and thermal conductivity were obtained from the literature [1,6]. The
electronic volumetric heat capacity and electronic thermal diffusivity were assumed to be
1 J cm-3 K and 2 cm2 s-1 respectively, which is based on the argument that hot electrons
in semiconductors and insulators behave like hot electrons in metals [19].
25 °C was used as the initial temperature and as Dirichlet boundary conditions for
the outer surface of the domain. The initial time step was 10-17 s and was incremented
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logarithmically by 0.1% per step. Simulations performed with constant couplings used
values of 1012, 1013, 1014, 1015, and 1016 W cm-3 K-1. At the melting point of SiC, an
additional heat loss term was incorporated into Eq. 2, to account for the latent heat of
fusion.

3. RESULTS AND DISCUSSIONS

The maximum electronic temperature vs. electronic stopping power are shown in
Figure 2 for radii of 0.5, 2.5, 5.5, and 10.5 nm away from the center of the ion path. Each
curve corresponds to a different prescription for the electron-phonon coupling.

Figure 2: Maximum electron temperature vs. stopping power at different radii from
the center of the ion path. The specific ion energy is fixed at 1 MeV u-1
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Figure 3 shows the time evolution of the electronic temperature for stopping
powers of 2.3 and 15.4 keV nm-1 at radii of 0.5 and 10.4 nm.
Considering both Figures. 2 and 3, the effective electron phonon coupling that
best reproduces the variable coupling at the center of the track is between 1015 and 1016
Wcm-3K-1. In the case of lower stopping powers (Figures 3(a) and (c)) this value
decreases rapidly with radius, down to between 1012 and 1013 W cm-3 K-1. Those lower
values are comparable to similar couplings used in TTM calculations for SiC [20,21]. An
interesting double peak feature is seen at the larger radius (Figure 3(c) and (d)) at higher
couplings. This is due to rapid initial coupling followed by a delayed, diffusion limited
coupling as hot electrons from the core region diffuse outwards.

Figure 3: Electronic temperature vs. time curves (a) 0.5 nm from the center of the ion
path, Se=2.3 keV/nm, (b) 0.5 nm from center, Se=15.2 keV/nm, (c) 10.5 nm from center,
Se = 2.3 keV/nm, and (d) 10.5 nm from center, Se = 15.2 keV/nm
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The maximum lattice temperatures vs. stopping power curves are shown in Figure
4 Corresponding temperature vs. time curves are shown in Figure 5 Similar qualitative
behavior is seen with lattice temperature as with electron temperature. Interestingly, even
at moderately low electronic stopping powers, the melting point of 3C-SiC (~3000 K) can
be exceeded within a few nm. Comparison of the lattice temperature vs. time curves in
Figure 5, however, show that the temperature fall back below the melting point within
one picosecond, even at the highest stopping powers. Considering that the phonon
frequencies of SiC extend over a few tens of THz [22], it is unlikely that enough atomic
vibrations will have occurred for any significant amount of atomic rearrangement to take
place resulting in track melting. In other words, the formation of observable ion tracks
appears to be kinetically unlikely. On the other hand, the rather large lattice temperatures
and localized heat deposition predicted by the variable coupling might help explain the
SHIBIEC phenomena. On timescales where defects can hop, the local lattice temperature
can still be a significant fraction of the melting point, providing the thermal energy
needed to help anneal said defects.
These results underscore several limitations of the TTM, at least in its use with
SiC. Much of the variation in the lattice temperature occurs over timescales where atoms
are essentially frozen. It is therefore unlikely that the atomic system will be able to
explore a sufficiently large number of microstates to make the concept of a latent heat of
fusion physically meaningful. Perhaps more importantly, at the center of the ion path,
temperature changes occur over timescales less than fs. Over these timescales, the
assumption of well-defined electron and phonon temperatures is no longer valid as the
delta electrons have not fully thermalized and produced an equilibrium electron-hole

69
plasma. In other words, the electronic system begins to couple to the atomic system
before electrons can establish quasi-thermal equilibrium. To properly understand energy
transfer at the center of the ion trajectory, it will be necessary to shift to a Boltzmann
Transport framework, which incorporates high energy electron-phonon scattering events.
The electron-temperature-variable electron-phonon coupling used in this work itself is
based on several simplifying assumptions about thermal equilibrium. Therefore, it will
need to be replaced with electron momentum dependent electron-phonon scattering cross
sections. Nevertheless, at radii sufficiently far away from the center of the ion path and at
low enough stopping powers, the use of the TTM and an effective coupling constant
appear to be justifiable.

Figure 4: Maximum phonon (lattice) temperature vs. stopping power at different radii
from the center of the ion path
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Figure 5: Phonon (lattice) temperature vs. time curves (a) 0.5 nm from the center of the
ion path, Se=2.3 keV/nm, (b) 0.5 nm from center, Se=15.2 keV/nm, (c) 10.5 nm from
center, Se = 2.3 keV/nm, and (d) 10.5 nm from center, Se = 15.2 keV/nm

4. CONCLUSION

Two Temperature Model calculations of the inelastic thermal spike resulting from
the passage of swift heavy ions in 3C-SiC were performed. Several prescriptions for the
electron-phonon coupling elucidated the complex electron and lattice temperature
evolution near the center of the ion trajectory. An electron-temperature-variable coupling
factor shows intense coupling at the center of the ion path, corresponding to an effective
coupling constant of up to 1016 W cm-3 K-1 that rapidly decreases to 1012-1013 W cm-3 K-1
several nm away from the center. Though the calculations predict lattice temperatures
well in excess of the melting point of SiC, those temperatures exist over timescales too
short to allow for track melting. This is in agreement with previous TTM calculations and
experimental evidence that show that ion tracks do not form in SiC. The results do,
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however, illustrate some of the limitations of the TTM. To fully describe energy transfer
near the center of the ion path, it will be necessary to relax the assumption of welldefined electron and lattice temperatures and adopt a Boltzmann transport approach.
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SECTION

3. UNDERSTANDING THE TEMPERATURE DEPENDENCE OF THE
ELECTRON-PHONON COUPLING IN INSULATORS AND METALS: A
TIGHT BINDING APPROACH

3.1. OUTLINE
A simple phenomenological model is here developed to help elucidate the key
factors influencing the observed behavior of the electron phonon coupling factor
presented in papers I and II. One of the more unexpected behaviors is the strong
dependence on electronic temperature in 3C-SiC. This model will show that this
dependence is largely an effect of band structure bonding. It shows that metals and
insulators tend to behave quite differently.

3.2. 1D TIGHT BINDING MODEL
We start with the Tight Binding Model (TBM). This is a standard model used to
understand various phenomena in solid state physics such as the electronic structure of
insulators, electrical conductivity, and Metal-Insulator Transitions[48]. For simplicity’s
sake, the 1-dimensional TBM will be used. Only same-site and nearest-neighbor
interactions are considered. In a Wannier basis, with a single localized Wannier orbital,
the Tight Binding Hamiltonian can be written as[49].

̂𝑇𝐵 = ∑|𝑛′ + 1⟩𝑡⟨𝑛′| + |𝑛′ − 1⟩𝑡⟨𝑛′|+|𝑛′⟩𝑈⟨𝑛′|
𝐻
𝑛′

(1)
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|𝑛′⟩ is the Wannier orbital localized at atomic site 𝑛′, of which there are 𝑁 sites. 𝑡 is the
hopping integral. It is a measure of the rate of electron hopping from one lattice site to a
nearest neighbor (see Figure 3.1a). 𝑈 is the energy of an electron on a lattice site.
Working in the Wannier basis with a single band leads to a number of simplifications.
The Bloch states can be written as
|𝑘⟩ =

1
√𝑁

∑ 𝑒 𝑖𝑘𝑛′𝑎 |𝑛′⟩

(2)

𝑛′

where 𝑘 is the wavevector and 𝑎 is the lattice constant (in this case, also the interatomic
spacing). Also, the Wannier functions form an orthonormal basis.
⟨𝑛|𝑛′⟩ = 𝛿𝑛𝑛′

(3)

It is straightforward to show that the eigen energies of the above Hamiltonian are given
by
𝜀𝑘 = 𝑈 + 2𝑡 cos 𝑘𝑎

(4)

If we assume that the bandwidth is large enough relative to the temperatures of
interest (i.e. 𝑘𝐵 𝑇 ≪ 4𝑡), one can also approximate the energy momentum relation as[50]
𝜀𝑘 ≈ 𝜀0 +

ℏ2 𝑘 2
2𝑚

(5)

𝑚 is the electron effective mass. From this point onward 𝜀0 = 0, establishing the zero of
energy. All other energy parameters such as the chemical potential will be measured
relative to it.
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3.3. ELECTRON PHONON COUPLING IN THE TIGHT BINDING MODEL
The electron-phonon coupling is incorporated into the 1D TBM in a
phenomenological way. Figure. 3.1b shows the effect of moving an atom on the hopping
integral terms. Hopping is generally faster when atoms are closer together and slower
when atoms are further apart. Thus, the effect of moving atom 𝑛 closer to 𝑛 + 1 (and
further away from atom 𝑛 − 1) is to increase 𝑡 by a small amount ∆𝑡. This also decreases
𝑡 by the same amount for hopping between atoms 𝑛 and 𝑛 − 1. The use of a single value
of ∆𝑡 can be justified given the additional assumption that the system is symmetric on
flipping the order of the atoms (mirror symmetry).

Figure 3.1. 1D Tight bonding model illustration (a) Hopping integral, (b) The effect of
moving an atom on hopping integral
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The above addition leads to a perturbation of the Hamiltonian of the form
∆𝑉̂𝑒𝑝𝑐,𝑛 = ∆𝑡(|𝑛 + 1⟩⟨𝑛| − |𝑛 − 1⟩⟨𝑛| + |𝑛⟩⟨𝑛 + 1| − |𝑛⟩⟨𝑛 − 1|)

(6)

Here, it is assumed that only atom 𝑛 is moved. If 𝑡 is assumed to be a continuous function
of the atomic displacement a small displacement of the atom gives the perturbation
∆𝑉̂𝑒𝑝𝑐,𝑛 ≈ ∆𝑥𝑛

𝑑𝑡
(|𝑛 + 1⟩⟨𝑛| − |𝑛 − 1⟩⟨𝑛| + |𝑛⟩⟨𝑛 + 1|
𝑑𝑥

(7)

− |𝑛⟩⟨𝑛 − 1|)
Inserting the Bloch states (Eq. 2), the deformation potential is obtained.
⟨𝑘′|𝜕𝑛 𝑉̂𝑒𝑝𝑐,𝑛 |𝑘⟩
=

𝑑𝑡 1 −𝑖𝑘′(𝑛+1)𝑎 𝑖𝑘𝑛𝑎
′
[𝑒
𝑒
− 𝑒 −𝑖𝑘 (𝑛−1)𝑎 𝑒 𝑖𝑘𝑛𝑎
𝑑𝑥 𝑁

+ 𝑒 −𝑖𝑘
=

′ 𝑛𝑎

𝑒 𝑖𝑘(𝑛+1)𝑎 − 𝑒 −𝑖𝑘′𝑛𝑎 𝑒 𝑖𝑘(𝑛−1)𝑎 ]

(8)

𝑑𝑡 1
′
2𝑖𝑒 −𝑖(𝑘 −𝑘)𝑛𝑎 [sin 𝑘𝑎 − sin 𝑘′𝑎]
𝑑𝑥 𝑁

If we assume that the Bloch state energies span a range of several eV but the electrons
gain and lose energy through the absorption and emission of phonons with only a few
meV of energy, it is reasonable to approximate the sine terms with a simple difference.
⟨𝑘′|𝜕𝑛 𝑉̂𝑒𝑝𝑐,𝑛 |𝑘⟩ ≈

𝑑𝑡 1
′
2𝑖𝑒 −𝑖(𝑘 −𝑘)𝑛𝑎 (𝑘 − 𝑘 ′ )𝑎
𝑑𝑥 𝑁

Lastly, the phonons are treated using Einstein model, i.e. all atoms vibrate
independently with frequency 𝜔0 . This leads to a flat phonon dispersion curve. It also
simplifies the integral of the electron scattering rate (Eq. 4 in Paper I). Rather than
summing over all phonon wavevectors, the sum can be performed over the N atoms.

(9)
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1
2𝜋
𝑑𝑘′
|𝑔 (𝑘′, 𝑘)|2 [(1 − 𝑓𝑘′ )𝛿(𝜀𝑘 − 𝜀𝑘′ − ℏ𝜔0 )
=
∑∫
𝜏𝑘
ℏ
Ω𝐵𝑍 𝑛
𝑛

(10)

+ 𝑓𝑘′ 𝛿(𝜀𝑘 − 𝜀𝑘 ′ + ℏ𝜔0 )]
where
𝑔𝑛 (𝑘′, 𝑘) = ⟨𝑘′|𝜕𝑛 𝑉̂𝑒𝑝𝑐,𝑛 |𝑘⟩

(11)

Here, the Bose factor is ignored as we are assuming hot electron coupling to a
cold lattice near 0 K. Because we assume all atoms are equivalent, the sum is replaced by
𝑁.
1
2𝜋 𝑑𝑘′
=
∫
𝑁|𝑔𝑛 (𝑘′, 𝑘)|2 [(1 − 𝑓𝑘′ )𝛿(𝜀𝑘 − 𝜀𝑘′ − ℏ𝜔0 )
𝜏𝑘
ℏ Ω𝐵𝑍

(12)

+ 𝑓𝑘′ 𝛿(𝜀𝑘 − 𝜀𝑘 ′ + ℏ𝜔0 )]
Making use of Eq. 5
1
4𝑎3 𝑑𝑡 2
ℏ2 𝑘 2 ℏ2 𝑘′2
′
2
( ) ∫ 𝑑𝑘′ (𝑘 − 𝑘 ) [(1 − 𝑓𝑘′ )𝛿 (
=
−
𝜏𝑘
ℏ 𝑑𝑥
2𝑚
2𝑚
(13)
2 2

2

2

ℏ 𝑘
ℏ 𝑘′
− ℏ𝜔0 ) + 𝑓𝑘′ 𝛿 (
−
+ ℏ𝜔0 )]
2𝑚
2𝑚
Then using the composition rule for delta functions
1
4𝑎3 𝑑𝑡 2
𝑚
2𝑚𝜔0
( ) ∫ 𝑑𝑘′ (𝑘 − 𝑘 ′ )2 [(1 − 𝑓𝑘 ′ ) 2 ′ {𝛿 (𝑘 ′ + √𝑘 2 −
)
=
𝜏𝑘
ℏ 𝑑𝑥
ℏ |𝑘 |
ℏ
+ 𝛿 (𝑘 ′ − √𝑘 2 −

2𝑚𝜔0
)}
ℏ
(14)

+ 𝑓𝑘′

𝑚
ℏ2 |𝑘′|

{𝛿 (𝑘 ′ + √𝑘 2 +

+ 𝛿 (𝑘 ′ − √𝑘 2 +

2𝑚𝜔0
)}]
ℏ

2𝑚𝜔0
)
ℏ
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Separating the Stokes and Anti-stokes terms gives
2

(𝑘 −

1
4𝑚𝑎3 𝑑𝑡 2
( )
( )
=
𝜏𝑘 𝑠𝑡𝑜𝑘𝑒𝑠
ℏ3 𝑑𝑥

√𝑘 2

2𝑚𝜔0
−
)
ℏ

√𝑘 2 − 2𝑚𝜔0
ℏ

[

(15)
2

(𝑘 + √𝑘 2 −
+
√𝑘 2

2𝑚𝜔0
)
ℏ

2𝑚𝜔0
−
ℏ

(1 − 𝑓𝑘′ )
]

2

2𝑚𝜔0
(𝑘 − √𝑘 2 +
)
ℏ

1
4𝑚𝑎3 𝑑𝑡 2
( )
( )
=
𝜏𝑘 𝑎𝑛𝑡𝑖𝑠𝑡𝑜𝑘𝑒𝑠
ℏ3 𝑑𝑥

√𝑘 2 + 2𝑚𝜔0
ℏ

[

(16)
2

(𝑘 + √𝑘 2 +
+

2𝑚𝜔0
)
ℏ

√𝑘 2 + 2𝑚𝜔0
ℏ

𝑓𝑘′
]

After additional simplification we arrive at
ℏ𝜔0
1
16√2𝑚𝑚𝑎3 𝑑𝑡 2 𝜀𝑘 − 2
( )
( )
=
(1
𝜏𝑘 𝑠𝑡𝑜𝑘𝑒𝑠
ℏ4
𝑑𝑥 √𝜀𝑘 − ℏ𝜔0
−

1
1 + exp(𝛽(𝜀𝑘 − ℏ𝜔0 − 𝜇))

(17)

)

ℏ𝜔0
1
16√2𝑚𝑚𝑎3 𝑑𝑡 2 𝜀𝑘 + 2
1
( )
( )
(
)
=
4
𝜏𝑘 𝑎𝑛𝑡𝑖𝑠𝑡𝑜𝑘𝑒𝑠
ℏ
𝑑𝑥 √𝜀𝑘 + ℏ𝜔0 1 + exp(𝛽(𝜀𝑘 + ℏ𝜔0 − 𝜇))

(18)
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where 𝛽 −1 = 𝑘𝐵 𝑇 and 𝜇 is the electron chemical potential. Reusing the electronic heat
capacity and definition of the electron phonon coupling factor (Eqs. 3 and 7 in Paper I),
we have
𝐶(𝜀𝑘 ) = 𝑘𝐵 𝛽 2

(𝜀𝑘 − 𝜇)2 exp(𝛽(𝜀𝑘 − 𝜇))
[1 + exp(𝛽(𝜀𝑘 − 𝜇))]2

𝐺(𝜀) =

𝐶(𝜀)
𝜏(𝜀)

(19)

(20)

Rather than summing over all wavevectors all terms can be conveniently written
in terms of electron energy. Therefore, one can simply integrate the energy-resolved
coupling 𝐺(𝜀) with the electron density of states. On a 1D lattice with parabolic
dispersion, the density of states is
𝐷(𝜀) ∝

1
√𝜀

(21)

Therefore, the temperature-dependent coupling can be evaluated using
𝐺(𝑇) ∝ ∫ 𝐷(𝜀)𝐺(𝜀) 𝑑𝜀

(22)

3.4. CALCULATIONS OF G(Te) FOR METALS AND INSULATORS
If we ignore the constant coefficients in Eqs. 19 and 20, 𝐺 is only parameterized
by the phonon energy ℏ𝜔0 , the chemical potential 𝜇, and the electron temperature 𝑇.
Setting ℏ𝜔0 =10 meV we can compare the temperature dependence of 𝐺 for an insulator
and a metal. This is accomplished by setting 𝜇 = −0.5 eV for the insulator and 𝜇 =
0.5 eV for the metal. In the case of the insulator. The chemical potential will fall below
the lowest energy state (which we regard as the conduction band minimum) and lie in the
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equivalent of the band gap. In the case of the metal, the chemical potential will fall in the
middle of a band resulting in a partially filled band with a Fermi surface. Though the
parabolic band extends to infinite energy, a 1.5 eV cutoff is imposed on the integrals.
This acts as an effective bandwidth. Though the use of the TBM with nearest-neighboronly interactions is inappropriate for metals, the purpose of this phenomenological model
is to merely to illustrate how large of an effect band structure and bond type can have on
the electron phonon coupling.
The coupling factors for both the metal and insulator are shown in Figure 3.2. As
was the case with 3C-SiC the 1D insulator has a dramatic temperature dependence,
changing coupling over several orders of magnitude. The metal, on the other hand,
increases more gradually with temperature and shows comparatively weak temperature
dependence. This is in agreement with previous first-principles calculations for metals
[51][52][53].

Figure 3.2: Electron-phonon coupling constant vs. electronic temperature for metals (blue
line), and insulators (red line)
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Because the bandwidth, effective mass, and hopping integrals were held fixed, the
large difference between these curves must be a result of the difference in bonding. In the
case of metallic bonding, only electrons near the Fermi surface participate in energy
transfer with the lattice. As temperature increases, electrons within ℏ𝜔0 of the Fermi
surface are surrounded by an increasing number of unoccupied states into which they can
scatter. However, the occupation numbers do not change as dramatically as a function of
temperature near the Fermi surface as away from the Fermi surface. In contrast, in the
insulator, the conduction electrons are present at a low concentration and the levels are
mostly unfilled. Thus, there are many more states for electrons to scatter into. At the
same time, the heat capacity is much more strongly dependent on temperature as the
population of conduction electrons mostly depends on the high energy “tail” of the
Fermi-Dirac distribution. That tail, being approximately a decaying exponential, has an
area that varies exponentially over temperature.
The above conclusions show that the calculated electron-phonon coupling will
depend sensitively on the assumptions made about the statistical distribution of electrons
produced following ion impact. In papers I and II, it was assumed that the energy
distribution of electrons and holes is governed by a single temperature and Fermi-Dirac
statistics are valid. In the literature on the Two Temperature Model (TTM), it is
sometimes assumed (but not always explicitly stated) that a degenerate electron gas forms
in the conduction band where it behaves as a metal. In the latter case, the parameters of
the TTM alone are insufficient to fully describe the relevant physics. At a minimum, the
carrier concentration must also be considered in addition to the electron temperature. It

83
may even be necessary to consider electron and holes has having two different
temperatures.
Given the apparent importance of the statistical distribution of electrons in the
electron-phonon coupling in insulators, a final factor which should be considered is
recombination. Two recombination mechanisms can influence the statistical distribution
of hot electrons in insulators. Auger recombination is a process that scales as the cube of
the carrier density [54]. It is observed at high electronic excitation densities, such as those
produced by pulsed laser irradiation [55][56]. Under those conditions is a fast process
that can potentially contribute to the establishment of a well-defined electronic
temperature and Fermi-Dirac distribution. On the other hand, Auger recombination is
known to depend strongly on the width of the band gap and on the dielectric constant.
Shockley-Read-Hall (SRH) recombination, on the other hand, is a slower, trap-assisted
recombination mechanism. If recombination was limited by the SRH process, it is
conceivable that electrons and holes would separately form degenerate gases in the
conduction and valence bands, and the electron-phonon coupling could have a
temperature dependence more similar to a metal. For a degenerate gas to form, however,
the electronic excitation density would have to be large enough to fill a significant
number of states near the conduction band minimum. On the other hand, at high
electronic excitation densities, Auger recombination becomes more significant.
In summary, the phenomenological model presented in this chapter helps explain
the dramatic temperature dependence of the electron phonon coupling predicted in 3CSiC and the comparatively weak dependence in metals. At the same time, it raises many
additional questions that can likely only be answered through detailed simulations of the
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Boltzmann Transport Equation. Those simulations should consider: Auger recombination
and its dependence on electronic excitation density and stopping power; Shockley Read
Hall recombination; evolution of the energy distribution of electrons and holes and
establishment of electron (and hole) temperatures; and dependence of the electron
phonon coupling on the aforementioned distribution and its behavior in the regime of low
and high electronic excitation density and in regimes dominated by Auger recombination
and Shockley Read Hall recombination.

4. CONCLUSIONS AND RECOMMENDATIONS

4.1. SUMMARY AND CONCLUSION
The electron-phonon coupling in 3C-SiC was investigated. The effect of
electronic temperature on the magnitude of the coupling was studied as was the effect of
vacancy point defects. Calculations of the coupling factor employed a hybrid method
utilizing ab-initio methods and a classical electron gas model to account for high energy
electrons. In the first paper, the electron relaxation time was calculated for pristine and
defective SiC using the quantum chemistry codes, Quantum Espresso and ElectronPhonon using Wannier functions (EPW). Mode resolved relaxation times (𝜏𝑛𝒌 ), and the
electronic heat capacity (Ce) were calculated for different electron temperatures. Through
the relaxation time τ, and the heat capacity, the electron-phonon coupling were calculated
at each temperature. The calculations were validated using measured electron Hall
mobilities. The electron-phonon coupling in 3C-SiC was found to be strongly
temperature-dependent, and strongly affected by point defects. These effects have not
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been adequately investigated before. A main contribution of the first paper was to show
how wide a range of coupling factors can exist in the same material, at different
electronic temperatures, and in the presence of defects.
In the second paper, the electronic temperature-dependent electron-phonon
coupling was incorporated into the Two Temperature Model. Calculations of the electron
and lattice temperatures following impact from a swift heavy ion were modeled for
different stopping powers. Upon comparison to results obtained using constant values of
the coupling, significant differences were seen. It was observed that at the center of the
ion track, the electron phonon coupling is strong (on the order of 1016 W cm-3 K-1) but
decreases rapidly as a function of radius from the center of the track. The evolution of
electron and lattice temperatures over time were quite different. For the variable
coupling, energy transfer starts within 10-15 s. Given that electron thermalization takes
place over similar time scales, it seems that these results illustrate a breakdown of the
TTM. The TTM assumes that the electrons reach quasi-thermal equilibrium before
significant heat transfer to the lattice can occur. At the center of the track, the effective
coupling is evidently strong enough that thermalization and electron-phonon coupling
may be competing processes. In future analyses, it may be necessary to analyze the
dynamics through the Boltzmann transport equation which does not assume well-defined
electron and phonon temperatures.
The main contributions of this dissertation are:
1. This was the first work to use first principles methods to calculate the
electron-phonon coupling in pristine and defective SiC.
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2. A hybrid method was developed to calculate electron phonon coupling factors
in semiconductors and insulators from cryogenic temperatures to extreme high
temperatures.
3. It was shown that the assumption of a constant electron phonon coupling in
the two-temperature model is not valid in general.

4.2. FUTURE WORK
Several suggestions for future work are summarized below:
1. Although calculations of the electron phonon coupling were performed in
small supercells with very high concentration of defects, those results might
be interpolated to lower concentrations. In the defective cells, calculated
electron-phonon mean free paths were found to be smaller, sometimes much
smaller, than a lattice constant. This suggests that the electron-phonon
coupling near a defect is highly localized. Thus, a simple rule-of-mixtures
approach might be used to interpolate the coupling to more dilute defect
densities. Results of the rule-of-mixtures should be benchmarked against
calculations using larger supercells (e.g. 3×3 or 4×4) to determine whether or
not the use of rule-of-mixtures is appropriate.
2. For the sake of computational speed, all calculations were performed in the
Local Density Approximation. An unintended consequence of using the LDA
is an inaccurate prediction of the band gap. Though computationally more
expensive, Generalized Gradient Approximation (GGA) DFT calculations
could provide more accurate band structure calculations. Comparison to the
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LDA results could also help elucidate the role of the band gap in the electron
phonon coupling.
3. Semiconductors other than SiC can be investigated. Silicon, germanium, and
gallium arsenide share similarities in structure but also have differences in
electronic structure and electrical properties.
4. The Boltzmann Transport Equation (BTE) could be solved with the scattering
rates or matrix element developed the first part of this work to better model
the inelastic thermal spike in situations where quasi-thermal equilibrium is not
yet established.
5. For completeness, the effects of other point defects such as self-interstitial
atoms and anti-sites on the electron phonon coupling in SiC should be studied.
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APPENDIX

PYTHON CODE

from fipy.tools import numerix
import scipy
import fipy
import numpy as np
from fipy import CylindricalGrid1D
from fipy import Variable, CellVariable, TransientTerm,
DiffusionTerm, Viewer, LinearLUSolver, LinearPCGSolver, \
LinearGMRESSolver, ImplicitDiffusionTerm, Grid1D,\
ImplicitSourceTerm
# Mesh
nr = 1000
dr = 1e-7
mesh = CylindricalGrid1D(nr=nr, dr=dr, origin=0)
# Variables
T_e = CellVariable(name="electronTemp", mesh=mesh,\
hasOld=True)
T_e.setValue(300)
T_ph = CellVariable(name="phononTemp", mesh=mesh,\
hasOld=True)
T_ph.setValue(300)
G = CellVariable(name="EPC", mesh=mesh)
x = mesh.cellCenters[0]
t = Variable()
# Material parameters
C_e = CellVariable(name="C_e", mesh=mesh)
K_e = CellVariable(name="k_e", mesh=mesh)
L = CellVariable(name="Latent heat", mesh=mesh)
C_ph = CellVariable(name="C_ph", mesh=mesh)
K_ph = CellVariable(name="k_ph", mesh=mesh)
# Gaussian parameters for latent heat
a = 0.75
sig2 = 600
L = a * numerix.exp(-(T_ph - 3103)**2 / (2 * sig2**2))
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# Coefficients
C_e = 2.342/(1 + (T_e/8.78e3)**-2.7685)
C_ph = 4.10446 - 3.886 * numerix.exp(-T_ph / 373.8) + L
K_e = 2
# W/cm K
K_ph = (4.681e-2 + 8.044e-2 * T_ph)/(1 - 1.155e-2 * T_ph \
+ 1.018e-4 * T_ph**2)
G = numerix.exp(0.012 * (numerix.log(T_e))**3 -\
0.6291*(numerix.log(T_e))**2 + 11.105*numerix.log(T_e) - \
22.848)
#G = 1e14
# Boundary conditions
T_e.constrain(300, where=mesh.facesRight)
T_ph.constrain(300, where=mesh.facesRight)
tau = 1e-15
##### Wlgorski Source
D_1 = CellVariable(name="source", mesh=mesh)
D_2 = CellVariable(name="source3", mesh=mesh)
D_t = CellVariable(name="source1", mesh=mesh)
K_1 = CellVariable(name="source2", mesh=mesh)
E = 207
#rgy in mev
M = 207 # %mass in amu
Z = 82 #;
N = 9.66e23 # %Electron density in e/cc
dens = 3.21
#; %Density
B = 0.215
beta = numerix.sqrt(2*E/M/931.5)
C = 3.127 - 0.434 * beta
Zp = Z*(1 - numerix.exp(-125 * beta * Z**(-2/3)))
e2 = 1.44e-10 #; %keVcm
mc2 = 511
if beta < 0.0081:
A = 0
elif 0.0081 < beta < 0.091:
A = 112*beta - 0.899
elif beta > 0.091:
A = 0.674*beta + 9.21
K_1 = A * (beta**B) * (x * 1e7 - 0.1) * numerix.exp(-x\
*1e7/C)
N = 9.66e23
W = 2*mc2 * (beta**2) /(1 - beta**2)
I = 0.072
#keV
k = 1.86e-6 #1.869e-6
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if I < 1:
alpha = 1.079
elif I > 1:
alpha = 1.667
theta = k * (I**alpha)
if W < 1:
alpha2 = 1.079
elif W > 1:
alpha2 = 1.667
T = k * W**alpha2
D_1 = 1.6e-16 * ((N * e2**2 * Zp**2)/(x *
alpha*mc2*beta**2))*(((1((x+theta)/(T+theta)))**(1/alpha))\
(x+theta))
D_2 = np.where(np.isnan(D_1), 0, D_1)
D_t = D_2 * (1 + K_1)
A_r = D_t * tau**-1 * numerix.exp(-t / tau)
##### Equations
eq0 = (TransientTerm(var=T_e, coeff=C_e) ==
DiffusionTerm(var=T_e, coeff=K_e) - \
ImplicitSourceTerm(coeff=G, var=T_e) +\
ImplicitSourceTerm(var=T_ph, coeff=G) + A_r)
eq1 = (TransientTerm(var=T_ph, coeff=C_ph) ==
DiffusionTerm(var=T_ph, coeff=K_ph) +
ImplicitSourceTerm(var=T_e, coeff=G) ImplicitSourceTerm(coeff=G, var=T_ph) )
eq = eq0 & eq1
dt = 1e-17
steps = 10000
for step in range(steps):
T_e.updateOld()
T_ph.updateOld()
print('S', A_r)
res = 1e100
dt *= 1.001
while res > 1:
res = eq.sweep(dt=dt, underRelaxation=0.5)
t.setValue(t + dt)
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