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I. INTRODUCTION
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direct-sequence code division multiple access (DS/CDMA) technology. This is because classical DS/CDMA modulation schemes can be easily generalized to incorporate and homogenize the simultaneous transmission of several data streams at distinct bit rates through the same physical interface. Traditionally, there have been three distinct approaches to generalizing the classical DS-CDMA modulation scheme to a multirate framework, namely 1) multicode modulation, where users transmitting at high bit rates make use of more than one spreading code transmitted simultaneously; 2) variable spreading factor modulation, where the span of the symbol in terms of number of chips is variable and depends on the transmitting bit rate; 3) variable chip rate modulation, where users transmitting at a higher bit rate occupy a larger portion of the available bandwidth. Currently, standardized systems such as the frequency division duplex (FDD) mode of UMTS terrestrial radio access (UTRA) transmit according to a modulation format usually referred to as wideband code division multiple access (WCDMA), which is basically designed as a combination of the multicode and variable spreading factor strategies. This means that each user is allowed to make use of more than one waveform or code sequence, while at the same time, the span of the bit interval in number of chips is variable, depending on the transmission bit rate. Fig. 1 depicts an example for real-valued signals where three different data streams are mapped to three codes with different spreading factor but equal chip and repetition periods.
One of the most interesting features of these newly deployed systems is the introduction of a pilot signal that, serving channel estimation purposes, is code division multiplexed and transmitted at the same time as the traffic information (one example of such a structure can be found in the uplink of the FDD mode of UTRA; see [1] ). While the performance of channel estimation algorithms for systems in which a training sequence is time division multiplexed with the traffic data has been widely studied, little attention has been paid to systems where it is code division multiplexed. Given the importance that such systems may have in the near future, it seems crucial to investigate some specific aspects such as the dependence of the channel estimation performance on, e.g., the spreading codes repetition period, the signal-to-noise ratio (SNR), the quotient between the pilot and the traffic signal powers, or the spreading factor utilized. This paper tries to provide answers to these questions in a theoretical yet simple manner. It will be shown that under some asymptotic conditions, very simple expressions describing the behavior of the analyzed channel estimation algorithms can be obtained. These simple expressions will prove most useful from a system designer point of view in that they will provide a precise description of the expected performance as a function of physical system parameters.
From the whole range of channel estimation algorithms available in the literature, we will focus on maximum likelihood (ML) estimation procedures since under certain regularity conditions, they provide asymptotically efficient estimates (see, e.g., [2] ). In particular, we will study both classical training-only techniques (based on the knowledge of the pilot or training sequence exclusively) and semi-blind techniques [3] , [4] (which make use of the training sequence and improve this estimation taking into account the signal structure). We will see that the performance gain obtained from the use of semi-blind techniques, which could be described as moderate in classical systems with time division multiplexed training sequences, turns out to be dramatic in systems with a code division multiplexed pilot.
The rest of the paper is organized as follows. Section II presents the multirate signal model and introduces the system parameters and assumptions. Section III describes the three different channel estimation methods under consideration and their asymptotic performance. In Section IV, the covariance of these estimators is particularized for some asymptotic cases assuming random training and code sequences. Finally, Section V presents a numerical validation of the results, and Section VI outlines some conclusions regarding the techniques under analysis.
II. MULTIRATE SIGNAL MODEL
The transmitting station is assumed to map the underlying data sequence to distinct and synchronized spreading sequences with period chips. Both the period of the spreading sequences and the chipping rate are assumed constant for all the sequences. Let represent the underlying complex symbol stream associated with the th code sequence, and assume that , consecutive symbols are mapped to each interval of chips. The spreading factor associated with a particular spreading sequence is denoted as chips/bit. According to these definitions, the total number of symbols mapped to a code sequence period ( chips) is . We assume that at the basestation, the signal is synchronously sampled at the chip rate (modulation with no excess bandwidth) and that symbol detection is made in observation windows of chips, where can be regarded as the number of spreading periods in the observation interval. Stacking samples of the received signal corresponding to the th code period into a column vector , we can define the total received signal vector as (1) where is the channel-filtered known training sequence, is a matrix of received signatures, is a vector containing the complex-valued transmitted symbols, and is the noise component. Here, is the number of symbols received in an observation interval, which is equal to the sum , where is the number of symbols corresponding to the th code Note from (1) that the training sequence is transmitted code division multiplexed-rather than time division multiplexed-with the traffic information. We denote by the column vector containing the channel impulse response, which is assumed stationary on the observation interval and of length , where for simplicity, we only consider . Accordingly, the known part of the received signal, can be expressed as (2) . . . 
with defined from the original code sequences , setting to zero all the samples outside the th symbol interval, i.e., otherwise.
Matrix
is obtained as the columns on the right of and contains the contribution from symbols transmitted prior to the observation interval.
All this formulation is useful to understand the signal model in (1) but becomes a bit cumbersome when performing matrix manipulations. For this reason, we prefer to use the following partitioning throughout the paper. (6) where now, each matrix contains the convolution matrix of the code sequence associated with the th symbol interval.
Returning to the signal model in (1), it is finally assumed that the components of the noise vector are circularly symmetric Gaussian distributed with zero mean and covariance . This seems a reasonable approximation since we are concentrating on a single-user scenario. The results obtained here could, in principle, be generalized to the multichannel estimation case, modifying the signal model in (1) to include the contribution from several users in the signal term. This is, however, out of the scope of this paper.
III. ML CHANNEL ESTIMATION METHODS
In the following, we present some channel estimation methods based on the principle of ML. We will see that different ways of modeling the presence of the unknown symbols, transmitted at the same time as the training sequence, will lead to distinct types of estimators with different asymptotic performance. In particular, we will concentrate on three different types of estimators.
1) classical training-only (TO) estimator, which results from ignoring the presence of the unknown symbols; 2) CML estimator, based on a model in which unknown data are regarded as deterministic parameters;
3) GML estimator, which arises from modeling them as Gaussian-distributed random variables. In order to ensure channel identifiability, it is assumed that a) the channel length is lower than or equal to the observation window ( ) and that b) the sequence is persistently exciting 1 of order or higher. These are sufficient conditions to ensure identifiability in both training-only and semi-blind GML methods. As for the semi-blind CML estimator, it will also be assumed that c) the codes are linearly independent and that d) the number of symbols per code period is lower than the period itself in number of chips ( ). In any case, it is important to distinguish between the model for which each channel estimator is derived and the model assumed taken when evaluating their asymptotic performance. In this paper, and as far as the performance evaluation is concerned, we will assume the following
As1) The unknown symbols are circularly symmetric i.i.d. random variables with zero mean, unit variance , , ,
, zero third-order moment and a finite fourth-order moment corresponding to 2 . Note that no particular distribution is imposed. We will see that under the appropriate set of assumptions, results are independent of their particular statistical distribution.
Notation: In what follows, for a certain parameter vector, e.g., , we will distinguish between the minimization variables (training-only approach) (conditional approach) (Gaussian approach) the actual estimators , and the vector of true values . The same notation will be used for all the other parameters.
A. Training-Only Approach
The training only estimator disregards the presence of the traffic channels, which is equivalent to setting in (1). The ML estimator for this signal model coincides with the conventional least squares solution and can be expressed as (7) Examining the form of the training-only estimator in (7) and making straightforward calculations, one can state the following.
Proposition 1: Under the statistical assumption As1), the random vector is asymptotically (in ) circularly-symmetric Gaussian-distributed with zero mean and covariance equal to , where (8) and is the Cramér-Rao bound for the training-only scenario (cf. [8] ). Proof: Convergence in law to a Gaussian distribution follows from the central limit theorem for -dependent processes [9, Th. 6.4.2] as (in our case, in the sense that and ). The covariance matrix can readily be obtained from (7) .
Note that due to the presence of the traffic signal (second term in ), the estimator becomes inefficient even at high SNRs [that is, the second term in (8) remains fixed when ]. This poor performance of the estimator can be improved with an explicit modeling of the traffic channels in the signal model of (1). In particular, one can model the unknown data either as deterministic parameters (conditional approach) or as random variables (unconditional approach); see [10] and references therein. These two approaches will lead to two distinct estimators, that, as already shown in [8] , [11] , and [12] , do not perform equivalently.
B. Conditional (Deterministic) ML Approach
If we model the unknown data as deterministic parameters, the ML estimator for both data and channel impulse response can be obtained minimizing the following negative log-likelihood function (9) where and subindexes in , and denote conditional model. The unknown symbols can be estimated as (10) where is the CML estimate of the channel impulse response, and is equal to replacing with . Plugging (10) for the general case into (9), we can reduce the dimensionality of the parameter space of the cost function (11) where denotes the orthogonal projection matrix onto the null space of the columns of . The semi-blind CML channel estimator has to be obtained after an exhaustive search for the global minimum of (11). However, if we have a good initialization for the estimator (this could be provided by a training-only estimation), we can get to the CML solution forcing the gradient of different sets of parameters to zero while assuming that the others are constant (this is the traditional alternating-maximizing approach proposed in [13] ). Of course, depending on the initialization of the algorithm, the solution might converge to local minima rather than the global one. In addition, depending on the actual size of the matrices, solving the set of equations might be prohibitive from a computational point of view. In any case, it seems interesting to analyze the estimator equations in the neighborhood of the actual channel response to gain insight into the inherent process of ML estimation.
In the CML semi-blind case, estimates of the channel impulse response and the noise power can be readily obtained minimizing either (9) or (11) being , where is a structured reconstruction of the convolution matrix associated with the unknown component of the received signal. Fig. 2(a) is a representation in a recursive block diagram of the equation that, when properly initialized, gives the CML semi-blind estimation. First, the known component of the signal is removed from the observation, and the result is passed through a zero-forcing (ZF) equalizer to obtain estimates of the unknown symbols. These estimates are then used to regenerate the unknown component of the received signal. The convolution matrix of the global regenerated signal is finally used to perform a least squares channel estimation. This is a well-known interpretation of the CML process of estimation; see, for instance, [14] and [15] .
Let us now discuss the asymptotic performance of this estimator.
Proposition 2: Under As1), the normalized conditional channel estimator is asymptotically ( ) circularly symmetric Gaussian-distributed with covariance , where
and is the conditional Cramér-Rao bound
Furthermore, these results hold, regardless of the assumption about the distribution of the symbols vector .
Proof: See Appendix A. The conclusion derived from the estimator covariance in (12) is clear. The conditional channel estimator is inefficient for finite values of the SNR. This is due to the finite number of chips per symbol , from which it is not possible to obtain a consistent estimation of the unknown data as grows. This effect can be alleviated using a Gaussian statistical model for the transmitted symbols.
C. Gaussian ML Approach
According to the Gaussian ML approach, symbols are modeled as complex mutually independent circularly symmetric Gaussian random variables with zero mean and unit variance. A Gaussian ML approach is preferred to a strictly unconditional ML estimator (where symbols would be modeled with a discrete uniform distribution) because we seek to obtain methods based on second-order statistics of the received signal, which are always more affordable from the computational point of view.
The negative log-likelihood function to be minimized can be expressed as tr (15) where and stand for the temporal covariance matrix associated with the random component of the signal and its rank-one sample estimate, respectively (16) (17) and and are defined replacing in the last equations the true parameters , with the minimization variables , . Note that unlike in the Conditional case, the estimation of channel impulse response and noise power are not decoupled.
The GML channel estimator can be obtained as one of the solutions to the equation obtained forcing the gradient of (15) with respect to the channel vector to zero (18) where is equal to , replacing the minimization variables with their GML estimates. Matrix can be interpreted as a structured reconstruction of the unknown component of the signal where is the output of a minimum mean squared error (MMSE) equalizer matched to the global impulse response (19) The noise power estimator can be calculated as one of the solutions to tr which is obtained forcing the derivative of with respect to to zero. Fig. 2(b) is a schematic representation of the equation that gives the GML solution. We see from (18) that as it happened with the CML estimator, the semi-blind GML can be interpreted as a combination of linear estimators and signal regenerators. In this case, the observation is passed through two different branches. In the upper branch, the known component of the received signal is first removed; the result is then used to obtain an estimation of the unknown symbols through a MMSE equalizer (as opposed to the ZF equalizer in the conditional approach) in order to regenerate the unknown component of the received signal. This regenerated signal is used to obtain a first conditional mean estimate of the channel, which is denoted by . In the lower branch, the estimator first removes the mean value of the unknown component of the received signal (assumed here), and the result is used to obtain a second conditional mean estimate of the channel, which is represented as since it is obtained from the known component of the signal. Finally, these two estimations are combined, and the resulting bias is removed after projection onto the inverse of the matrix . Let us now discuss the asymptotic performance of the estimator as . 
where denotes the Schur-Hadamard product.
Proof: See Appendix B. We see that in general terms, the GML semi-blind estimator is neither circularly symmetric nor asymptotically robust. Furthermore, given the complicated expressions in (22) and the intrinsic dependence on the training and code sequences, it is difficult to draw any conclusion about the behavior of the estimator. In the next section, we simplify these expressions, assuming that both training and codes are random variables.
IV. RANDOMIZED CODES AND TRAINING SEQUENCE
In this section, we investigate the asymptotic behavior of the covariance matrices for semi-blind and training-only estimation algorithms assuming the following.
As2) The spreading codes are circularly symmetric i.i.d. random variables with zero mean, variance , ,
, and finite fourth-order moments that are independent of the unknown symbols. As3) The training sequences are circularly symmetric i.i.d. random variables with zero mean, variance ,
, and independent of the unknown symbols and the spreading sequences. Note that under As2 and As3, the sequences are almost surely mutually linearly independent, and the training sequence is persistently exciting of all orders so that identifiability is guaranteed with probability one whenever (as well as in the semi-blind CML case). Two different limits will be considered: a limit when the number of codes ( ) tends to infinity while their period ( ) remains constant (high spectral efficiency case) and a limit as the period and spreading factors grow at the same rate for a fixed number of codes (low spectral efficiency case). Due to space limitations, we do not derive these asymptotic limits here. See [16] for a complete proof of these results.
A. High Spectral Efficiency Case
The limit as the number of codes grows without bound for a fixed code period can only be applied to the training-only and GML semi-blind estimators because the CML estimator is not defined for . 
Due to the presence of the traffic channels ( ) and the finite period of the code sequence ( ), the estimator can never attain the Cramér-Rao bound, however high the SNR might be. Interestingly enough, the estimator seems to be inefficient even when dealing with frequency nonselective channels ( ). This is a result that, due to the random code approximation, is too pessimistic. In practice, these codes are designed to be orthogonal to the training sequence to ensure that efficiency is obtained when . In any case, it is worth bearing in mind that the approximation of the channel estimator covariance matrix derived under random code sequences in (23) has to be handled carefully since it may be too pessimistic in certain scenarios.
2) Semi-Blind GML Estimator: Assuming that As2 and As3 hold and that the number of codes increases without bound, the quantities , , and tend, respectively, in probability to where is the channel frequency response, and its spectral power density. The values of , , , and tend to somewhat complicated quantities that depend on one of the fourth-order moments of the code sequences and are thus omitted here for clarity. It suffices to say that their contribution to the actual covariance is relatively low for typical symbol kurtosis and that it vanishes at both high and low SNRs. where for two square matrices, means that is positive semidefinite. Fig. 3 represents the averaged trace of the channel estimation covariance under the approximation of high spectral efficiency for the two cases under consideration. In this example, the channel impulse response taps were randomly chosen with a uniformly distributed phase and an exponentially decaying power delay profile. The delay spread is given by the inverse of , as shown in the figure. The higher the angular spread, the higher the gain that can be obtained from using semiblind identification techniques.
B. Low Spectral Efficiency Case
We now analyze the asymptotic behavior of the different covariance matrices for a fixed number of codes ( ) and a code period increasing without bound. The number of symbols per period is assumed fixed for each code, which implicitly implies that the different spreading factors ( ) scale up at the same rate as .
1) Training-Only Estimator:
Under the statistical assumptions As2 and As3, if the period of the spreading codes and the corresponding spreading factors increase without bound at the same rate ( , ) while their quotient remains constant, the covariance of the training-only estimator tends in probability to 2) Semi-Blind CML Estimator: Assume that As2 and As3 hold. Then, as , , the covariance of the semi-blind CML channel estimator tends in probability to where is defined in (24), and . Two observations are in order. First, note that under these asymptotic conditions, the covariance of the CML channel estimator does not depend on how the symbols are distributed across the different codes or what the power associated with each code is. Instead, it depends on the total number of transmitted symbols per code period and the global power associated with the codes . Second, we see now more clearly that the second term of (12) depends quadratically with the inverse of , thus tending to zero faster than the Cramér-Rao bound as the SNR unit increases.
3) Semi-Blind GML Estimator: Assume once again that As2 and As3 hold. Then, provided that the period of the spreading codes and the corresponding spreading factors increase without bound at the same rate ( , ) while their quotient remains constant, the asymptotic covariance of the Gaussian channel estimator Re Im tends in probability to 4 Re Im Im Re and where is the symbol energy to noise power spectral density associated with channel (30) and The expression of the channel estimator covariances for the Gaussian scheme are quite cumbersome and difficult to handle. Great simplifications can be obtained assuming, in addition to As2 and As3, that we have the following.
As4) The power of each code sequence is fixed according to its spreading factor so that the product remains constant for . This seems a logical working assumption since the larger the spreading factor, the smaller the received power must be in order to obtain a given quality. In other words, hypothesis As4) guarantees a constant reception quality for each and every one of the transmitted codes.
Simple algebra shows that under As1-As4, the Gaussian semi-blind channel estimator becomes asymptotically robust (in the sense that the performance is independent of the model chosen for the unknown data) and circularly symmetric with covariance (31) Condition As4) is a structural restriction that guarantees the model symmetry needed for the asymptotic robustness of the estimator in the low efficiency case.
4) Performance Comparison (Low Spectral Efficiency):
It is easy to establish the following relationships between the limiting covariances for the conditional, Gaussian, and training-only ML methods under As1-As4 when and at the same rate (for a constant ) (32) (33) (34) with According to (32), under the asymptotic conditions specified, the semi-blind GML estimator performs better than the training-only method. On the other hand, the inequality in (33) indicates that the conditional method performs worse than the Gaussian method. As a conclusion, the GML covariance can be interpreted, under the present assumptions and asymptotic limits, as the performance bound for both conditional and Gaussian methods, whereas the asymptotic conditional Cramér-Rao bound can never be attained with second-order approaches. All these conclusions are in perfect agreement with the results presented in [10] in the context of direction-of-arrival estimation. It should be stressed, however, that here, these relationships are only valid for the low spectral efficiency case and that the relative position of conditional and Gaussian Cramér-Rao bounds will depend on system parameters such as the number of codes and their repetition period.
Finally, it is observed from (34) that, quite surprisingly, the conditional semi-blind method can perform worse than its training-only counterpart at low values of the SNR. The threshold symbol energy to noise power density establishes a limit over which a performance gain can be expected from using semi-blind conditional estimation schemes under our asymptotic assumptions. For , the introduction of new parameters (unknown symbols) in the system model will not eventually pay off in terms of asymptotic performance. In other words, the CML approach is using more information but only to estimate an increasing number of parameters, which in turn may jeopardize the overall asymptotic performance. In Fig. 4 , is represented as a function of the traffic to training power ratio. As we see, the values of are low enough to guarantee that in practical situations, the semi-blind conditional scheme will perform better than the training-only estimator (values of the traffic to training power ratio are expected to be higher than one in actual WCDMA systems). 
V. NUMERICAL VALIDATION
In this section, we evaluate, via simulations, the discrepancy between the asymptotic covariance matrices for deterministic training and spreading codes and those obtained under the randomized assumption. We compare the trace of the different covariances matrices normalized by the squared norm of the channel with the normalized trace of the covariance matrices under the assumption of deterministic codes and training sequence for finite , , and . The channel impulse response was generated following an exponential power delay profile with time constant equal to the duration of 1 chip and random phases uniformly distributed within . The values corresponding to the covariances obtained under the deterministic codes assumption were calculated averaging 50 outcomes with 5 and using randomized codes. We represent the normalized trace of , , ,
(from top to bottom of the legend, respectively) with dB and dB. It is observed that the asymptotic expressions derived for the low-efficiency case are good approximations of the semi-blind variances for spreading factors of 16 or higher and become a bit too optimistic for lower values of the . On the other hand, we see that the covariance for the training-only scenario is, in general, much better approximated by the asymptotic covariance in the high-efficiency case ( ) than the one obtained under the low spectral efficiency limit (note that is also the mean variance with respect to training and code sequences for any fixed ). Fig. 7 illustrates the same evolution when the number of codes is fixed to . As before, it is generally seen that in practical situations, the covariance of the training-only estimator is well approximated by the high spectral efficiency situation ( ), whereas the formulas obtained for the low spectral efficiency situation ( ) are more representative of the behavior of the semi-blind estimators. This illustrates the potential benefits of semi-blind techniques applied to pilot-aided WCDMA contexts.
VI. CONCLUSIONS
We have derived asymptotic expressions describing the performance of three different channel estimation algorithms in a pilot-aided multi-rate framework. For the classic training-only channel estimation method, we have been able to provide a formula describing the mean asymptotic behavior as the number of spreading periods ( ) tends to infinity. Investigating the resulting covariance matrix, we have shown that the performance of the algorithm tends to saturate as the SNR ( ) increases. The higher the channel length, the more inefficient training-only estimators become. Semi-blind techniques have been proposed as means to improve this bad performance. First, we have shown that the semi-blind channel estimation procedures can be described in terms of simple equalizers and signal regenerators. Then, their performance has been evaluated under asymptotic conditions in the number of spreading periods when the spreading factor or the number of codes tend to infinity.
APPENDIX A PROOF OF PROPOSITION 2
Consistency
Let us first discuss the consistency of the estimator. The application of the strong law of large numbers (SLLN) guarantees almost-sure point-wise convergence as tr On the other hand, assuming that belongs to a dense subset of , it is easy to prove that the CML cost function is almost surely asymptotically uniformly equicontinuous, namely as , where is a ball centered on with radius and where the dependence on has been dropped for ease of 
Asymptotic Normality and Covariance
Convergence in law to a Gaussian distribution follows from consistency and the asymptotic normality of the gradient vector, which can be expressed as Thanks to the consistency of the conditional ML channel estimator and since channel and noise power estimators are decoupled, the asymptotic covariance matrix of the vector of the real parameters Re Im can be obtained as [19] where , , and are defined, as shown later, following the description of complex gradient given in [20] . Using conventional formulas for matrix derivatives, it can be shown that (see [16] for details) (38) where is the in-probability version of the corresponding deterministic notation. On the other hand, applying the classical formula for the expectation of four Gaussian-distributed random matrices [21] (39) where . Since the result of the expectation conditioned on depends quadratically on this vector, the result is valid, regardless of the unknown symbols statistical model assumption. Plugging (38) and (39) into (36), we obtain the expression for the asymptotic covariance matrix given in Proposition 2.
APPENDIX B PROOF OF PROPOSITION 3
Consistency
To prove strong consistency of the semiblind estimator, we proceed as in the conditional case. First, the SLLN allows us to prove almost sure point-wise convergence of the cost function to the following limiting value. tr Now, to prove that this convergence is uniform in the parameters , , we must verify the a.s. asymptotic uniform equicontinuity condition, namely with probability one, as , where is a ball defined in the space generated by the whole set of parameters centered on with radius . The proof is analogous to the one in the CML case and is therefore omitted here.
The limiting cost function can be expressed as tr where is a constant independent of the parameters. We have implicitly grouped into two terms that are always higher than or equal to zero so that the global minimum is obtained when the two terms null out. The following lemma, which is proven in [22] , is the key to understanding the behavior of the first term. 
where stands for the vector of actual values. Depending on the statistical model chosen for the unknown symbols, the results of the expectation in (40) and (41) will be different. In any case, we can express these matrices in terms of complex derivatives as shown in the equations at the top of the page. It is shown in [16] that the complex derivatives can asymptotically be expressed in compact form as
where , , , and are defined in Proposition 3. Before analyzing the covariance of the gradient, we introduce the following lemma.
Lemma 5: Given a random vector such that and have the statistical properties established in Section II and a deterministic matrix of appropriate dimensions tr where denotes element-wise product.
Proof: See [16] . We just need to apply Lemma 5 to obtain where we have used tr tr (which is valid for any square matrix of appropriate dimensions), where , ,
, and are defined in Proposition 3. Plugging this last result and (42) into (40), we obtain the final covariance matrix.
