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Summary 
The generation of Student's t random variables with k degrees of 
freedom is discussed, k a (possibly nonintegral) real . One method of 
generation is based on a transformation of normally distributed variables, 
given in Bailey (1980), that leads to a very close approximation of the t-
distribution. The next step is then to make the method exact using the 
rejection method, though often the approximation is probably good enough 
for practical purposes. The other generation method is only an 
approximation and is based on the well-known Cornish-Fisher expansion of a 
density in terms of the normal density function. 
1. Introduction 
Sometimes large quantities of random variables are needed that conté 
from distributions with heavier tails than the normal distribution, e.g. 
when one wants to assess the (finite sample) distribution or robustness of 
certain estimators through simulation; often Student's t family of 
distributions is rich enough to serve one's purposes or can be viewed as a 
important special case. As examples we mention e.g. Pötscher and Prucha 
(1986), who investigate adaptive estimators based on Student's t 
distributions in regression models, Kreiss (1987) who considers adaptive 
estimators for more general error distributions for time series and Hall 
and McAleer (1989), who examine robustness of certain tests through 
simulation using a t5 distribution. 
There are several ways to generate a tk-distributed variable tk 
(Student's t with k degrees of freedom). For instance one may generate a 
Standard normally distributed variable z and an independent chi-squared 
distributed variable with k degrees of freèdom X^ and use specific 
properties of the t distribution. The efficiency of this method largely 
depends on the value of k: if k is small and integer valued then Xk can be 
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generated quickly; for k>2 see Schmeiser and Lal (1980) and for k<2 see 
Ahrens and Dieter (1974). 
Another way is to take the square root of a Fisher's distributed 
variable with 1 and k degrees of f reedom and randomly assign a sign to 
this variable. Fisher's F distribution can be obtained from the beta-
distribution, in this case specialising to the situation where at least 
one parameter is less than one; see Atkinson (1979), Atkinson and 
Whittaker (1976) and Atkinson and Whittaker (1979). 
Several algorithms to generate t distributed variables directly (k>l) 
based on the rejection method and on probability mixing have been 
suggested in Kinderman, Monahan and Ramage (1977) and a simpler but faster 
method for k>2 has been suggested in Marsaglia (1980). A general 
generation method that is often very fast is given by Marsaglia (1984), 
who solves the question of what density should the variable x have such 
that the transformed variable g(x) has the desired distribution (g is 
given). As one of the examples in his paper he generates the t 
distribution as a simple transformation (a cubic polynomial) of a mixture 
of a normal and a 'residual' distribution. For instance, for k*=2,4,6 and 8 
the normal distribution occupies a proportion of p-.912, .967, .982 and 
.989 of the mixture. 
Generation of tk-distributed variables using the inverse cumulative 
distribution function is not attractive as it would take too long to 
evaluate this function each time a Standard uniform variate is generated. 
The method in Marsaglia (1984) is actually designed to circumvent this 
problem. 
In this paper we take the following approach. Several authors have 
suggested transformations that normalize a Student's t variate, e.g. 
Wallace (1959), Mickey (1975) and Bailey (1980). For our purpose these 
transformations have two essential features. The first is that these 
transformations have easily computable inverses and that the density of 
the transformed variable can be obtained easily; this enables one to 
generate variables quickly and to use the well-known rejection method to 
make the method exact. The second feature is the accuracy of the 
transformations; the more accurate the transformation is, the less 
frequently the generated variables will be rejected in the accept/reject 
part of the generation. We note here that if accuracy is very high one may 
wish to skip the rejection part altogether and accept the transformed 
variables automatically. 
To generate quickly one needs a simple transformation that transforms 
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a normal variate (approximately) into a Student's t variate. After some 
experimentation we took the inverse of a transformation suggested in 
Bailey (1980). If so wished the rejection method can be used to turn the 
generation into an exact method. 
In section four we also investigate the performance of a 
transformation that is part of the Cornish-Fisher expansion of a t 
distribution in terms of the Standard normal distribution (see Fisher and 
Cornish (1960)). In this case the method cannot as easily be made exact, 
but performance is good enough for many practical purposes. This method is 
presented here because once normally distributed variables are available, 
t distributed variables are obtained without any 'if' statements in the 
algorithm. It is well known that especially vector processing computers 
tend to slow down if conditional jump statements are encountered. Another 
and perhaps more important reason is most conveniently illustrated by an 
example. Suppose one wants to know by Monte Carlo me.thods the distribution 
of the quadratic form in t-distributed variables T'-A-T, where T is a 
(column) vektor with tk distributed components. In that case it is 
efficiënt to sample as a control variate (see Fieller and Hartley (1954)) 
the quadratic form N'-A-N, where N has Standard normally distributed 
components. To obtain a high correlation between the vectors N and T one 
generates N and then transforms each of the components into a t-
distributed variable (making them all larger in absolute value). If the 
vectors N and T are highly correlated then usually also the quadratic 
forms are highly correlated. The last step is then to improve the 
(marginal) distribution of T'-A-T by knowledge of the distribution of 
N'-A-N, which is a linear combination of chi-square distributed variables 
and thus can be computed exactly. 
2. The rejection method 
We use the following version of the rejection method (see also e.g. 
Atkinson and whittaker (1976)). Let x be distributed according to the 
density f(x) and let g(x) be non-negative, the maximum (supremum) of g(x) 
over the interval of interest (possibly the real line) being mg . To 
generate values according to the density d-f(x)-g(x), d a normalizing 
constant, one may use the following steps: 
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(i) generate x according to density f(x); 
(ii) generate y uniformly on an interval [0,c] with c>mg ; 
(iii) deliver the x value if y<g(x) and return to step (i) otherwise. 
If the method is to be useful one must be able to generate quickly 
from f (x). Also the number of rejections in step (iii) should be small, 
i.e. c should me taken small (but of course c>mg ) and g(x) should be close 
to mg as a function of x, especially for x values that are likely under 
f (x) . Finally, the function g(x) should not be too difficult to evaluate. 
Note however that the test in (iii) can be replaced by 'accept x if 
y<gx(x) and otherwise test y against g(x)' if a simple minorizing function 
gx(x)<g(x) is available. 
The expected fraction of accepted x-values equals Eg(x)/c < Eg(x)/mg, 
where the expectation is taken with respect to the density f(x); obviously 
c and also g(x) has to be finite if the rejection method is to be used. 
This expected fraction is often called the efficiency of the method, 
though there are more aspects that equally contribute to the 'overall 
efficiency'. 
For the generator that we propose the density f(x)=fk(x) is obtained 
through a simple transformation of the Standard normal distribution; we 
suggest that normally distributed variables (input for the transformation) 
are obtained e.g. by the well-known Box-Muller method or perhaps the 
method of Kinderman and Monahan (1976). For g(x) we take the quotiënt 
tk(x)/fk(x), where tk(x) is the desired Students tk-density function. For 
all transformations that we discuss this quotiënt is very close to the 
value 1 over the relevant range of x values for all (possibly nonintegral) 
k>l, implying that the efficiency is high. The value mg=mg(k) can be 
obtained numerically for any specific tk-distribution, though we give an 
upperbound c=c(k) that can be computed quickly and that is tight enough to 
be useful. 
3. The transformation 
In Bailey (1980) the following class of normalizing transformations 
of Student's tk-distributions is suggested: 
z - ± M k [(k-a)log(l
 + ^ ) ] , (1) 
where a, b, c and h are constants. The idea is to choose the constants 
such that the transformation coincides to as high an order as possible 
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with the Cornish-Fisher expansion of t expressed in terms of z. For 
convenience we reproduce the expansion below (see Fisher and Cornish 
(1960): 
z2+l 5z4+16z2+3 3z6+19z*+17z2-15 
4k 961? 384k3 t = z I 1 + -rr- + ^v5 + — — \«..Jk + 
79z8+776z6+1482zA-1920z2-945 
92Ï6ÖÏC5 
27z10+339z8+930z6-1782z*-765z2+17955 
368640ks + 0(k-
6) j. (2) 
To obtain particularly accurate estimates of tail-probabilities for 
the tk-distribution around the value z—2, Bailey suggests the values 
a—19/12, b=l/8, c-9/8, h-1/12, though below we choose for our purposes a 
different set of values. 
The inverse transformation of (1) is found to be 
' ( ' 
z2(k+c)2 ï* 
t - ± (k+h) [«*P( ( f c^a£ a )> - 1 (3) 
If z is Standard normally distributed, then t, transformed according to 
(3), has density fk(t): 
^(t>-cx (i + i^ h-p i t i ^ + r a ) ) • <4> 
where ^-(k+b) (k-a)*/{ (k+c) (k+h) (2TT)% } and c2—h(k+b)2 (k-a)/(k+c)2-1. A 
good choice in (4) requires that the quotiënt tk(t)/fk(t) is close to the 
value 1. We note that the transformation in (3) requires squaring z, two 
multiplications, one subtraction, one exponentiation and one square root; 
this perhaps seems to be a lot of computation, but in computers equipped 
with a floating point processor transcendental functions are not very much 
slower than multiplications. In Wallace (1959) a transformation is given 
corresponding to h=0, leading to a simpler expression for tk(t)/fk(t), but 
then tk(t)/fk(t) is not finite for all t. We found after some 
experimentation that the choice a=c=h=l/12 and b=-l/12 (also mentioned in 
Bailey (1980)) is quite satisfactory and is superior to the previously 
mentioned choice. In figure 1 we show the graphs of tk(t)/fk(t) for some 
low values of k. In table for one can find the cumulative density function 
of fk in (4) minus the cumulative density function of a student tk 
distributed variable. 
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F i g . 1. t k ( t ) / f k ( t ) for k - 1 , 1.5, 2, 3 and 4 
We note that log(tk(t)/fk(t)) ~ {(-l/12+2k-60k2)/(l+24k+144k2)}log(|t|) if 
|t| goes to infinity apart from a term log(log( 11|)); it means that the 
density fk has slightly heavier tails than the density tk . This tail 
behaviour is confirmed in Fig. 1. 
Table 1 shows for some specific values of k the maximum maxk of the 
function tk(t)/fk(t) and the efficiency of the method if c in step (ii) of 
the rejection method is chosen to be equal to maxk . 
k maxk efficiency ck pretest 
1.0 
1.5 
2.0 
3.0 
5.0 
7.0 
10.0 
14.0 
18.0 
1.033832 0.967276 
1.012521 0.987634 
1.005942 0.994093 
1.001981 0.998023 
1.000468 0.999533 
1.000177 0.999823 
1.000062 0.999938 
1.000023 0.999977 
1.000011 0.999989 
1.045455 0.9096 
1.012732 0.9719 
1.007215 0.9857 
1.003693 0.9932 
1.001702 0.9965 
1.001022 0.9977 
1.000586 0.9985 
1.000339 0.9990 
1.000222 0.9994 
Table 1. 
Beyond k-18 the distributions fk(t) and tk(t) are so much alike that for 
practical purposes it seems hardly worthwhile to improve the generated 
distribution with the rejection method; instead one can use the 
transformed variables right away, i.e. apply the transforaation in (2) to 
a Standard normally distributed sequence of variables and accept all of 
them (in that case also see section 4 however). Note that e.g. even for 
k=3 only 0.2% of the generated x-values would be rejected in step (iii) of 
the rejection method. 
In table 1 we obtained the maxima of the function tk(t)/fk(t) using 
numerical methods; this may be inconvenient for practical use as it 
considerably contributes to the initializing costs of the generator. 
Upperbounds ck for these maxima for l<k<18 are given by 
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- -K - • ku9-.88+k2/10 * 
These upperbounds were found after some experimentation and are reasonably 
tight. In table 1 the value of ck can be compared with maxk for several 
values of k. 
In step (iii) of the rejection method one has to evaluate tk(x)/fk(x) 
for each generated x-value. It can be f aster on average to pretest the 
value of y against a minorizing function of tk(x)/fk(x). We adopted the 
following approach, valid for l<k<18. 
Let wk be given by wk=l+.015/(k° • 9-.88+7k2) (wk is a lowerbound of the 
local minimum of tk (x)/fk (x) around zero) and let dk = (wk-
.98)/(15.68+.17k2), then 
- accept the generated x-value if y < wk/(l+dkx2), or 
- test y against tk(x)/fk(x) otherwise. 
Of course the quantities ck, wk and dk have to be computed only once after 
the parameter k of the student distribution is selected. They increase the 
initializing costs of the generator, but decrease the marginal costs. 
In table 1 the last column indicates how often the generated y-value will 
pass the pretest (the 'pretest efficiency') and thus lead to an accepted x 
if y is uniformly distributed on [0,ck]. We note that we integrated on an 
interval such that the cumulative density function is between 0.0001 and 
0.9999, so the pretest efficiency is actually slightly higher. 
4. Transformation based on Cornish-Fisher expansion 
In this section we seek to find a transformation of normally 
distributed variable towards Student's t-distributed variables that is 
good enough to skip the rejection method (or other methods) to make the 
generator an exact one. To do so we take the Cornish-Fisher expansion (2) 
as a starting point. Clearly the inverse of that transformation is not 
easily expressible as an analytic function, though this does not prevent 
one from being able to compute the density at each generated point. 
Let the function that coincides with (2) up to order 0(k"m) be 
denoted as h^z) ; e.g. hj (z)=z{l+(z2+l)/4k). Generation now proceeds as 
(i) generate a Standard normally distributed variable z and 
(ii) take t=hni(z) for some predetermined value m. 
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Computation of t is f ast as h,,, is only a m-th degree polynomial in z2 , 
multiplied by z (using Horner's scheme this requires (m+1) multiplications 
and m additions and as a byproduct also the derivative of lv(z) can be 
found quickly). 
To obtain an analytical expression for the density function of the 
generated distribution, i.e. fk(t) as a function of t, one needs z as a 
function of t and this is not possible in general from the transformation 
in (2). However, as one knows both t and z, the density at the generated 
point t can be expressed as 
f
*
( t )
= V § 7 ' (6) 
where ^'(z) is the derivative of h,,, with respect to z and <p(z) the 
Standard normal density; the whole expression is evaluated at the point z. 
Note that (6) enables one to use the rejection method to make the method 
exact if the tails of fk are thick enough. In Marsaglia (1984) a 
transformation g is to be carried out not on z but on a variable with (in 
this case) a density tk (g(z))g' (z); the transformation g is to be f ound 
such that tk(g(z))g'(z) is nearly normal. The advantage of our method is 
that one may simply take the well-known Gornish-Fisher expansion, but the 
disdavantage is that sometimes the rejection method cannot be applied; of 
course, in this specific case one may correct thin-tailedness e.g. by 
replacing the term 0(k"A)-z'1 by exp(0(k~*)-z4)-1, where 0(k"4) stands for 
(1482/92160)k~4 (or part of it). We do not pursue this here as we were 
trying to get rid of the need for the rejection method altogether. 
For each m the density of ^(z) has thin tails compared to the tk 
distribution (asymptotically their quotiënt approaches zero) because ^(z) 
is a polynomial in z, so the rejection method is not applicable to make 
the method exact. However, in that case the density tk(t) can be expressed 
as a probability mixture of fk and some 'residual' distribution: 
tk(t)=Pk-fk(t) + (l-pk)-rk(t). (7) 
Clearly one must have pk < min{tk (t)/fk (t) 11>0} as rk(t) must be non-
negative. In table 2 for several values of k the numbers pk are displayed 
for m=3, 4 and 5. Note that we draw exactly from a tk distribution if we 
generate with probability pk from density fk (which is easy and fast) and 
with probability (l-pk) from the residual density rk . To our opinion one 
could use in certain cases fk alone, making the method very fast in those 
cases. In figure 2 we plotted the density rk(t) for several combinations 
of k and m; it is clear that although fk(t) is too thinly tailed, we 
mainly miss probability mass near zero. 
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Another way to get an idea of how accurate the density fk in (6) 
resembles the tk distribution is to compare the cumulative density 
functions (CDFs). Table 3 contains the CDF of tk(t) for several values of 
k and table 4 contains the difference between the CDF of tk(t) and the CDF 
of fk(t). 
5. Conclusions 
In this paper we discuss two methods to generate Sudent tk-
distributed variables, the (possibly nonitegral) number of degrees of 
freedom k>l. The first is based on a normalizing transformation that has 
an easy to compute inverse transformation. The efficiency of the method 
(the expected fraction of not-rejected variables) is found to be high. The 
second method is based on the Cornish-Fisher expansion of a tk-distributed 
variable. Even for quite low values of k the corresponding transformation 
is accurate enough to make the generated distribution undistinguishable 
from a Student tk-distribution. The advantage of the latter method is that 
once a sequence of normally distributed variables is given, the algorithm 
proceeds without any conditional jump statements. Furthermore, under 
certain circumstances the latter method can be used to construct control 
variates in a Monte Carlo experiment. We also showed how in certain cases 
the second method can be used in combination with the rejection method to 
draw exactly from a specific density. 
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Density r(t) for (k=4,m=3,4,5) and (k=7,m=3) 
tk(t)-pk.fk(t) + d-Pk) rk(t) 
0(k"3) 0(k"«) 0(k"5) 
k Pk Pk Pk 
1.0 0.9410072 0.9754643 0.9802308 
1.5 0.9695395 0.9880769 0.9933559 
2.0 0.9824146 0.9935665 0.9970819 
3.0 0.9928101 0.9977083 0.9991986 
4.0 0.9965016 0.9990209 0.9997147 
5.0 0.9980921 0.9995259 0.9998807 
6.0 0.9988709 0.9997483 0.9999441 
7.0 0.9992893 0.9998565 0.9999714 
8.0 0.9995304 0.9999134 0.9999844 
9.0 0.9996774 0.9999452 0.9999910 
10.0 0.9997710 0.9999640 0.9999945 
12.0 0.9998754 0.9999830 
14.0 0.9999265 0.9999911 
16.0 0.9999539 0.9999950 
20.0 0.9999792 
24.0 0.9999893 
Table 2. 
J! „ t k ( s ) d s 
t k-1.5 k=2 k=3 k=4 
0.5 0.65972 0.66667 0.67428 0.67834 
1.0 0.77443 0.78868 0.80450 0.81305 
1.5 0.84500 0.86380 0.88471 0.89600 
2.0 0.88791 0.90825 0.93034 0.94194 
2.5 0.91510 0.93519 0.95615 0.96662 
3.0 0.93323 0.95227 0.97117 0.98003 
4.0 0.95508 0.97141 0.98600 0.99194 
5.0 0.96731 0.98113 0.99230 0.99626 
7.0 0.97997 0.99010 0.99701 0.99890 
9.0 0.98617 0.99394 0.99855 0.99958 
10.0 0.98817 0.99507 0.99894 0.99972 
15.0 0.99353 0.99779 0.99968 0.99994 
20.0 0.99579 0.99876 0.99986 0.99998 
25.0 0.99699 0.99920 0.99993 0.99999 
Table 3 . 
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J.oo ( f k ( s ) - t k ( s ) ) d s mult ipl ied by 10 
Expansion 0(k' 5) Expansion 0(k' 4) Transformation (3) 
t k-1.5 k=2 k=3 k=4 k-1.5 k-2 k-3 k=4 k-1.5 k=2 k=3 k=4 
0.5 -27 -5 0 0 47 14 2 1 -144 -71 -24 -11 
1.0 -24 -4 0 0 59 19 3 1 -253 -126 -44 -20 
1.5 -10 0 0 0 56 18 3 1 -332 -166 -58 -26 
2.0 1 3 1 0 53 18 4 1 -385 -192 -67 -30 
2.5 9 5 1 0 55 21 5 2 -415 -205 -69 -31 
3.0 15 7 1 0 60 25 7 3 -430 -208 -68 -29 
4.0 23 9 2 1 73 33 10 4 -431 -198 -58 -23 
5.0 28 11 2 1 85 39 11 4 -415 -181 -48 -16 
7.0 36 14 3 1 100 44 11 3 -370 -145 -31 -9 
9.0 40 15 3 1 106 44 9 2 -327 -118 -21 -5 
10.0 41 15 3 1 107 43 8 2 -308 -106 -17 -4 
15.0 43 14 2 0 102 35 5 1 -236 -69 -8 -1 
20.0 41 12 1 0 92 29 3 0 -190 -49 -4 -1 
25.0 39 11 1 0 83 23 2 0 -159 -37 -3 0 
Table 4. 
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