The modulation transfer function ͑MTF͒ and the noise power spectrum ͑NPS͒ are widely recognized as the most relevant metrics of resolution and noise performance in radiographic imaging. These quantities have commonly been measured using various techniques, the specifics of which can have a bearing on the accuracy of the results. As a part of a study aimed at comparing the relative performance of different techniques, in this paper we report on a comparison of two established MTF measurement techniques: one using a slit test device ͓Dobbins et al., Med. Phys. 22, 1581-1593 ͑1995͔͒ and another using a translucent edge test device ͓Samei et al., Med. Phys. 25, 102-113 ͑1998͔͒, with one another and with a third technique using an opaque edge test device recommended by a new international standard ͑IEC 62220-1, 2003͒. The study further aimed to substantiate the influence of various acquisition and processing parameters on the estimated MTF. The slit test device was made of 2 mm thick Pb slabs with a 12.5 m opening. The translucent edge test device was made of a laminated and polished Pt 0.9 Ir 0.1 alloy foil of 0.1 mm thickness. The opaque edge test device was made of a 2 mm thick W slab. All test devices were imaged on a representative indirect flat-panel digital radiographic system using three published beam qualities: 70 kV with 0.5 mm Cu filtration, 70 kV with 19 mm Al filtration, and 74 kV with 21 mm Al filtration ͑IEC-RQA5͒. The latter technique was also evaluated in conjunction with two external beam-limiting apertures ͑per IEC 62220-1͒, and with the tube collimator limiting the beam to the same area achieved with the apertures. The presampled MTFs were deduced from the acquired images by Fourier analysis techniques, and the results analyzed for relative values and the influence of impacting parameters. The findings indicated that the measurement technique has a notable impact on the resulting MTF estimate, with estimates from the overall IEC method 4.0% ± 0.2% lower than that of Dobbins et al. and 0.7% ± 0.4% higher than that of Samei et al. averaged over the zero to cutoff frequency range. Over the same frequency range, keeping beam quality and limitation constant, the average MTF estimate obtained with the edge techniques differed by up to 5.2% ± 0.2% from that of the slit, with the opaque edge providing lower MTF estimates at lower frequencies than those obtained with the translucent edge or slit. The beam quality impacted the average estimated MTF by as much as 3.7% ± 0.9% while the use of beam limiting devices alone increased the average estimated MTF by as much as 7.0% ± 0.9%. While the slit method is inherently very sensitive to misalignment, both edge techniques were found to tolerate misalignments by as much as 6 cm. The results suggest the use of the opaque edge test device and the tube internal collimator for beam limitation in order to achieve an MTF result most reflective of the overall performance of the imaging system and least susceptible to misalignment and scattered radiation. Careful attention to influencing factors is warranted to achieve accurate results.
I. INTRODUCTION
Commencing with the commercial introduction of computed radiography ͑CR͒ in 1983, the past two decades have witnessed a gradual transition from analog to digital radiography.
1, 2 This transition has been largely fueled by the practical advantages of digital technology, including electronic image transmission, image post-processing, and softcopy display. Concerned about the adequacy of image quality, the scientific community has taken up the task of quantifying the performance of these new digital systems in terms of conventional analog metrics of image quality, now adapted to digital systems. The principle metrics include the modulation transfer function ͑MTF͒, the noise power spectrum ͑NPS͒, and the detective quantum efficiency ͑DQE͒, for which results have been documented in prior publications for many commercial digital radiography systems. [3] [4] [5] [6] [7] [8] A review of the literature indicates that various investigators have used slightly different approaches to measure the MTF, the NPS, and the DQE. The differences can easily influence the results, and, as a consequence, results from various laboratories obtained for different systems cannot be easily compared. The comparison of published results have also often been complicated by the fact that prior studies have been performed using different test devices, acquisition conditions ͑e.g., spectral qualities, filtration, and kilovoltage͒, or processing conditions ͑e.g., different filtering approaches and algorithmic implementations͒, even within a chosen method. Partly to address this problem, an international committee recently developed a standard for measuring these quantities. 9 However, that by itself has added yet another method to the list, making it difficult to compare newly published results with those previously published in the literature. The investigators represented in the authorship of this paper have themselves over the years been involved with many such measurements using two separately developed methods. While those methods have been the basis of numerous prior publications, 1, 5, 7, 8, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] there has never been a side-by-side comparison of the two methods. Furthermore, without a side-by-side investigation, it is difficult to compare the results of those methods to those obtained using the new international standard.
To assess the MTF of radiographic systems, two general approaches have been used in the past: angulated slit and angulated edge. Both techniques use the detector response to a predefined input to measure the MTF. 3, 10 The edge method is typically implemented by using either a translucent edge or an opaque edge, which are characterized primarily by the difference in their radiolucency. 9, 25 The opaque edge method is the technique endorsed by the IEC standard. 9 Given the differences in the methods that are based on three different test tools, it is not possible to compare results from different MTF measurements without knowing the extent of the variation that might have been caused by the specific differences within the methods themselves.
We recently undertook a comprehensive study aimed at comparing the relative performance of the three aforementioned methods, a method by Dobbins et al. 7 ͑hereafter denoted as method A͒, a method by Samei et al. 4, 25 ͑hereafter denoted as method B͒, and the IEC method 9 ͑hereafter denoted as method C͒. In the current study we focused not only on the methods as a whole, but also on each method's various acquisition and processing components. The study further aimed to serve as the first independent scientific evaluation of the new standard, placing it in the context of prior established methods. The results of the study were organized into two papers. This paper is focused on the MTF methods. Similar intercomparisons of the NPS are reported in the subsequent concurrent paper.
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II. METHODS
The three MTF methods compared in this paper differed in terms of their various acquisition and processing components ͑e.g., beam quality, test device, analysis technique͒. Table I provides a list of some of these differing components. This study was designed to compare not only the methods ͑including all of their differing components͒, but also the relative impact of each individual component defining a MTF method. In the following sections we describe the details of the employed test devices, imaging system, beam conditions, image acquisition, and the MTF processing.
A. Test devices
Three MTF test devices were used in the study: a slit for method A, a translucent edge for method B, and an opaque edge for method C. The slit test device 7 was constructed of two 2 mm thick pieces of Pb with polished edges placed at a small distance from each other forming a slit 35 mm long and 12.5 m wide. The translucent edge test device 5 was constructed of a 0.1 mm thick Pt 0.9 Ir 0.1 alloy foil, laminated between two thin slabs of acrylic and polished on all four sides to form a 5 ϫ 5 cm 2 square test device. The opaque 
B. Imaging system
All the MTF measurements and comparisons were made on a prototype indirect flat-panel imaging device. Since the focus of the study was a comparison across different methods and not across different imaging devices, a single representative imaging device was used. The device, similar to its commercial equivalent ͑Revolution XQ/i, GE Healthcare͒ and coupled to a standard x-ray tube and generator, is currently used in our laboratory for radiographic research. The detector had a 0.2 mm pixel pitch, and provided a 41 ϫ 41 cm 2 ͑2048ϫ 2048 pixels͒ field of view. The device was initially calibrated for gain nonuniformities and defective pixels following the manufacturer's recommendations. The calibration produced a gainmap that was used by the manufacturer's acquisition and processing software to correct for pixel-to-pixel variations in detector response. The calibration and subsequent image acquisitions were performed without the originally installed antiscatter grid, faceplate, and automatic exposure control sensor. All images were acquired using the same calibration gain map.
C. Beam conditions
Three beam qualities were employed corresponding to those used historically by two of the coauthors ͑method A used by Dobbins et al. and method B by Samei et al.͒, and the IEC-specified RQA5 beam quality ͑method C͒. All techniques, listed in Table I , used a tube voltage of approximately 70 kilovoltage ͑kV͒ with various amounts of external tube filtration. Beam qualities for methods A and B used 70 kV with the specified amount of Cu and Al filtration, respectively. Beam quality for method C, per the IEC requirement, was achieved by using a specific amount of Al filtration ͑i.e., 21 mm͒ while altering the nominal voltage of 70 kV to obtain a required half-value layer ͑HVL͒ ͑i.e., 0.485-0.515 transmission͒ of 7.1 mm Al. The desired HVL was achieved at 74 kV.
Both Al-based techniques used an Al type-1100 filtration since higher purity Al metals, as specified by the IEC requirement for the RQA5 technique, 31 were not found to have adequate uniformity. 32 The IEC guidelines further required the use of two beam-limiting Pb apertures for the MTF measurement. Based on those guidelines, 2 mm thick Pb sheets were used to construct a 5 ϫ 5 cm 2 and a 16ϫ 16 cm 2 aper- ture. The two apertures were placed on the beam axis at 39 cm from the focal spot and at 12 cm from the detector, respectively ͑Fig. 1͒. To investigate the impact of beam limitation on the MTF estimate, the RQA5 beam quality was used under three conditions: without the external apertures ͑i.e., no APT͒, with the external apertures ͑i.e., Ext APT͒, and with the tube collimator limiting the beam to the same area as that of the external apertures ͑i.e., Int APT͒.
D. System response function
Prior to image acquisition, the linearity of detector response, given by the relationship between digital units and exposure, was determined for methods A, B, and C independently. No external apertures were used in this determination, except for the fact that the beam was tightly collimated to maintain a narrow beam condition ͑5.5ϫ 6.5 cm 2 at 90.5 cm͒.
Exposures were measured using a calibrated ionization chamber ͑MDH Model 1015, 10X5-6 ionization chamber, Radcal, Monrovia, CA͒ positioned at the approximate center of the beam axis at 90.5 cm from the focal spot. The detector was removed from the field of view. The probe was irradiated using the narrow beam geometry at various exposures ͑E͒ over a range of tube output from 0.25 to 64 mAs. For E ജ 1 mR, the exposure was determined from an average of three exposure measurements. For 0.5Ͻ E Ͻ 1 mR and E ഛ 0.5 mR, the exposure was determined from averages of five and ten integrated exposures, respectively, repeated three times. For all measurements, exposure in the detector plane was estimated using the inverse square law.
Using the same narrow beam geometry, three uniform images were acquired at each of the mAs settings at which the exposures were measured. In these image acquisitions, the ionization probe was positioned within the beam but off the central axis for quality control purposes. This process was repeated for all three beam qualities. No image processing was applied, except for gain and bad pixel corrections noted earlier. From each acquired image, the mean pixel value was calculated within a centrally positioned 100ϫ 100 pixel ROI. System response functions were then computed from a linear fit of the averaged mean pixel values versus measured average exposures at each mAs setting over the range of 0 to 2 mR.
The linear fit to the data used a zero intercept. This choice was due to the precision limits of the exposure meter, which made it difficult to accurately measure the low-exposure response. Such inaccuracies at low exposure substantially impact the determination of the tails of LSF measurements in the slit method. Thus, in keeping with our previous experience with this detector and based on information from the manufacturer, we assumed a zero intercept, further substantiated by the fact that pixel values behind Pb-masked areas were essentially zero ͑i.e., within the noise͒.
E. Image acquisition
Each test device was placed in contact with the detector cover ͑or nearly so for the case of a slit; noted below͒, aligned with the central axis of the x-ray beam, and then imaged at the specified beam qualities. The approximate exposure to the detector ͑without the device present͒ was 7.7, 3.7, and 4.0 mR for beam qualities associated with methods A, B, and C, respectively. Note that for the opaque edge device, these exposures were higher than those recommended by the IEC standard. 9 However, since the MTFs of indirect flat-panel detectors rarely show an exposure dependency, 25, 33 higher exposure values were used to reduce the amount of noise in the image. All image processing was turned off except for gain and bad pixel corrections noted earlier. All the images were acquired using a 184.5 cm source-to-detector distance ͑SDD͒ and a 0.6 mm nominal focal spot.
For the slit test device, the slit was 6 mm away from the detector cover, and about 16 mm from the actual internal detector surface. The device was precisely aligned using an iterative technique in which the test device was sequentially rotated until a maximum slit transmission was obtained, corresponding to the best alignment. 7 The rotation axis was parallel to the plane of the detector and roughly parallel to the slit itself. The slit was placed at an approximate angle of 2 degrees with respect to the detector pixel array to enable the determination of the presampled MTF. Once aligned, the slit was imaged 20 times.
For the edge test devices, the devices were simply placed such that a polished edge was projected at the visual center of the field of view. The edge was on the detector cover about 10 mm from the actual internal detector surface. The edge was otherwise angled by 2°-3°with respect to the detector pixel array. The edge test devices were then imaged three times at each of the specified beam conditions. In order to further investigate the influence of edge misalignment on the results, the edges were also sequentially shifted by up to 10 cm away from the center of the field of view.
To minimize detector lag effects, images were acquired with a minimum time interval of 2 min. In addition, apertures were used in a progression from full field to limited field of view with a minimum interval of 10 min between aperture configurations and a minimum of 12 h between MTF evaluations employing different devices. All MTF data were acquired within a short time span using the same detector gain and bad pixel calibration maps.
F. MTF processing
The slit and edge images acquired above were processed using established analysis routines. For the slit images, a previously documented analysis method ͑method A͒ was used.
1,7 The 20 acquired images were summed to provide adequate noise properties in the tails of the line spread function ͑LSF͒. An initial evaluation of the transmission through the slit was made to determine three segments along the length of the slit, where the MTF could be reliably determined. With the slit oriented vertically, the angle of the slit pattern within the image was then determined by evaluating the x and y locations of the uppermost and lowermost parts of the image of the slit. This angle information was then used to sort individual pixels from a 25 ͑vertical͒ ϫ 200 ͑horizon-tal͒ pixels ͑5 ϫ 40 mm͒ region around the slit into a vector of the pixel value versus the perpendicular distance from the slit center, forming the LSF. The integral of exposure values across each row perpendicular to the slit was used to normalize out slight imperfections along the slit. In order to improve the estimate of that integral, pixel values less than a threshold of 4 ͑values essentially within the noise͒ were excluded.
The finely sampled LSF from the slit was resampled and interpolated to ensure no missing data values, and then the tails were extrapolated exponentially for all data values below 1% of the LSF peak. The LSF data were Fourier transformed and the absolute value of Fourier transform was normalized by the zero-frequency component to give the MTF. The MTF estimates determined from three slit segments was averaged to improve precision of the measurement. The resulting MTF estimate was divided by a sinc function to account for the estimated 18 m width of the x-ray projection of the slit ͑including the estimated focal spot blur͒.
The image processing techniques used for processing the edge images were identical to those disclosed previously. 25 First, the portion of image containing the edge transition was extracted. The extracted region for the translucent edge was 34ϫ 34 mm. The extracted region for the opaque edge was 50 mm along the edge and 100 mm perpendicular to the edge per the IEC specification. 9 The exact angle of the edge was then determined by thresholding and gradient operations followed by a double Hough transformation. The original edge data in the extracted region were then projected along the edge line and binned into 0.02 mm spacing forming the edge spread function ͑ESF͒. This process is similar to the method used for slit data in which the distances between the pixels and the slit were used to form the LSF. The ESF was modestly smoothed using a moving Gaussian-weighted polynomial fit. This process was essentially equivalent to convolution with an appropriately chosen kernel. The smoothed ESF was differentiated to obtain the LSF. The LSF was then Fourier transformed and its absolute value normalized at zero frequency to obtain the presampled MTF. The MTF estimates obtained from the three repeated edge images were averaged to achieve a higher precision in the MTF estimate. All MTF data were averaged into 0.05 mm −1 bins per the IEC specification to facilitate a comparison of the data.
G. Simulated slit and edge images
In order to evaluate the absolute accuracy of the processing algorithms, in addition to the experimental images, synthetic slit and edge images were created with an analytically predetermined MTF. 34 A perfect 512ϫ 512 edge image was formed, assuming a 0.2 mm pixel size, a maximum pixel value of 16 383, a minimum pixel value of 10, a 2°edge angle, and a blur on the edge only associated with that of the partial pixel coverage by the edge. To form simulated slit images, two translationally offset ideal edge images were subtracted from each other, forming a synthetic image of a slit with a nominal 20 m opening. No further blurring was applied to these synthetic images, and thus both simulated images had a MTF that could be represented with a sinc function associated with a 0.2 mm pixel size.
Actual radiographic images of test devices include fluctuations associated with quantum and instrumentation noise as well as broad-range, low-frequency signal spreading processes often referred to as glare or veiling glare. [35] [36] [37] In order to further characterize the impact of image noise and glare on the accuracy of the MTF estimates, additional versions of the simulated edge and slit images were thus created by adding noise and glare to the simulated images. Noisy versions of the simulated images were formed by adding uncorrelated Poisson noise to the images with a standard deviation equal to the square root of the pixel value. For degradation by the glare, the simulated noiseless images were convolved with a Gaussian glare function,
where f is the spatial frequency, and w is the full-width at half maximum of the Gaussian function, characterizing the glare in the spatial domain. An ad hoc value of 5 mm was assumed for the parameter w as a likely spatial representation of the extent of glare in a structured phosphor detector. That corresponds to a glare MTF of 0.5 at approximately 0.1 mm −1 . The convolution, performed in the spatial frequency space, used a MTF modification routine previously developed in our laboratories. 38 Strictly speaking, the convolution of sampled data is not equivalent to sampling convolved data. However, in our case, the sampling was sufficiently fine compared to w that this effect could be considered negligible. The convolved edge and slit images were then added to the simulated images using
where I wg is the simulated resultant image including glare, I glare is the image convolved with the glare function, I ideal is the simulated original image, and c is a factor indicating the amount of added glare, set equal to 0.1 for the purpose of this study. The simulated edge and slit images were processed similarly according to their respective methods described previously. For the slit images, a 30 ͑vertical͒ ϫ 200 ͑horizontal͒ pixel region was used, with pixel values less than a threshold of 20 excluded from analysis ͑a higher threshold than the previous value of 4 was used due to a nonzero background in the simulated slit images͒. For the edge images, a default analysis area of 40ϫ 40 mm was used. The simulated edge images with glare were further processed multiple times using different analysis areas, from 20 to 100 mm squared, to assess the impact of the analysis area on the estimated glare in the resultant MTF estimates.
III. RESULTS
Overall comparisons of MTF estimates using methods A, B, and C are presented in this section, along with results of subcomparisons of various factors that influence MTF estimates.
A. System response function
The system response function demonstrated excellent linearity ͑R 2 Ͼ 0.9999 in all cases͒ within the evaluated expo- Figure 2 illustrates the directional dependence of the MTF estimate. In general, there is very little difference between the MTF estimates in the horizontal and vertical directions ͑0.4% ± 0.4% averaged over the zero to cutoff frequency͒. Slight differences are due to the fluctuations typical of the MTF estimates obtained using the edge method at high spatial frequencies. As the DQE is limited to the cutoff frequency ͑f c ͒ of 2.5 mm −1 , these minimal differences in MTF estimate due to directional dependence have virtually no impact on the DQE estimate. As a result, only horizontal MTF data are reported in the remainder of the paper. Figure 3 illustrates a comparison of the MTF estimates obtained by the three measurement methods using the same beam quality ͑IEC RQA5, per method C͒. At low spatial frequencies ͑Ͻ1 mm −1 ͒, the translucent edge and slit results are identical while the MTF estimate from the opaque edge is slightly lower. In the 1 -2 mm −1 range, the results from the translucent edge gradually shift downward toward those of the opaque edge. In the 2 -4 mm −1 range, the slit results similarly shift to meet the other two MTF estimates. The estimated MTF from the slit measurement was higher than those from the translucent and opaque edges by 7.6% ± 0.6% and 7.8% ± 0.6% at the cutoff frequency, respectively. Averaged over frequencies up to f c , the corresponding average relative differences were 3.2% ± 0.3% and 5.2% ± 0.2%, respectively.
B. Directional dependence
C. Impact of measurement method independent of beam quality
D. Impact of beam quality
Isolating the impact of beam quality alone, Fig. 4 illustrates the measured MTF estimates using the opaque edge at different beam qualities. The beam quality appears to have a modest impact on the MTF estimate. When averaged over all frequencies up to f c , the MTF estimates for the beam qualities of method A ͑70 kV with 0.5 mm Cu filtration͒ and method B ͑70 kV with 19 mm Al͒ differed from those of method C ͑IEC RQA5, 74 kV, 21 mm Al͒ by +3.7% ± 0.9% and −0.9% ± 0.9%, respectively ͑without external beam apertures͒.
E. Impact of external beam apertures
Referring again to Fig. 4 , the presence of external apertures increased the MTF estimate by an average of 4.0% ± 0.9% compared to the condition without apertures. The use of the tube internal collimator as the beam-limiting device had even a greater impact, increasing the MTF estimate by 7.0% ± 0.9%, averaged over frequency, relative to the condition without apertures. The impact of apertures may be attributed to the reduction of scattered radiation generated in the filtration from the beam, enhancing the edge sharpness. However, it is likely that some scattered radiation might still be created from the edges of the external aperture FIG. 5 . Impact of edge alignment on MTF estimate for ͑a͒ method B translucent and ͑b͒ method C opaque edges using method C beam quality ͑74 kV and 21 mm Al filtration͒. The ratios of misaligned edge MTF estimates and perfect alignment MTF estimates are tabulated in Table II . Error bars Ͻ ± 0.004.
closest to the detector degrading the MTF. This is consistent with the observed slight increase in the estimated detector exposure with added external apertures noted in the concurrent paper. Figure 5 illustrates the impact of edge alignment on the resulting MTF estimate for both the translucent and opaque edge devices ͑per methods B and C͒ using the method C beam quality ͑RQA5, 74 kV, 21 mm Al filtration͒. For both devices, the MTF estimate remains relatively stable at up to 6 cm of misalignment above which the translucent edge exhibits a reduction in the MTF estimate. To further illustrate this finding, Table II tabulates the ratio of each MTF estimate obtained in a misaligned edge condition to that of perfect alignment, averaged over the frequency range of interest. While the average relative difference is in the range of 0% -2% ͑±0.4% ͒ for both devices with small amounts of misalignment, that estimate exceeds 3.0% ± 0.4% beyond 8 cm misalignment. The increased sensitivity to misalignment of the translucent edge is not intuitive because its reduced thickness ͑compared to the thickness of the opaque edge device͒ would suggest that it might be less susceptible to the degradation of the MTF estimate resulting from the edge partial-penetration penumbra. However, the behavior may be explained by the partial-penetration penumbra associated with the 2 mm thick acrylic laminate of the device. 
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F. Impact of edge alignment
G. Overall comparison of the methods
Considering all factors combined, Fig. 6 illustrates the overall comparisons of methods A, B, and C. The results of the three methods converge at about 3.5 mm −1 . However, below that frequency, method A provides a consistently higher MTF estimate than the other two methods. Between 0 and 0.85 mm −1 , method B provides a MTF estimate higher than that of method C, but vice versa beyond 0.85 mm −1 . Most of the differences observed may be attributed to the three underlying differences: the differences in the test device, the beam quality, and the beam limitation technique outlined earlier. At the cutoff frequency, the estimated MTF from method C was 3.7% ± 0.6% lower than that of method A, and 9.7% ± 0.9% higher than that of method A. Averaged over frequencies up to the cutoff frequency, the corresponding average relative differences were 4.0% ± 0.2% and 0.7% ± 0.4%, respectively.
H. Absolute accuracy as determined by simulated edge and slit
A question, which naturally arises from the above results, is which analysis method provides a MTF estimate closest to the true MTF of the device. Figure 7͑a͒ illustrates the results of the three analysis methods applied to the simulated edge and slit data in the absence of image glare. The MTF estimate from the edge method is generally lower than the expected true MTF, approaching a difference of 5.2% at the cutoff frequency. In comparison, the MTF estimate from the slit is very close to the true MTF, differing by only 0.3% at the cutoff frequency. The lower performance of the edge MTF estimate may be attributed to the LSF smoothing process documented previously. 25 The edge method is also more susceptible to noise within the image caused by the differentiation process involved in the analysis. 25, 39 The above observations are relevant to the situation is which no image glare is present. Figure 7͑b͒ presents the MTF estimates using the simulated edge and slit in the presence of simulated glare. The MTF estimate from the slit method does not change appreciably when glare is in the image, while the edge method MTF estimates are much more sensitive to the presence of glare. The sensitivity of the edge method to glare is a direct function of the size of the image area used for analysis, with the best depiction of the glare indicated when a large area of the image ͑Ͼ8 ϫ 8 cm 2 ͒ is used. As a larger area of the edge image is analyzed, a larger extent of the broad glare is included in the analysis, leading to increased low-frequency content; after normalizing the MTF by the zero-frequency value, the low-frequency glare causes a general reduction of the MTF estimate across all frequencies. Using an 8 ϫ 8 cm 2 region of analysis in the presence of 10% simulated glare, the edge method gives a maximum error of 1.7% relative to the true MTF, whereas the slit method has a maximum error of 10.0%.
IV. DISCUSSION
The MTF has been recognized as the established metric for characterizing the resolution performance of an imaging system. 3, 40, 41 For many years, the slit technique was considered the state-of-the-art method to measure the MTF of radiographic imaging systems. 7, 16, [42] [43] [44] [45] [46] However, given its somewhat cumbersome alignment requirements, an alternative MTF measurement technique using an edge test device was employed by a number of investigators. 25, 28, 34, 47, 48 The edge technique, while less precise, 39 had a less rigorous alignment requirement and could provide an excellent definition of the low frequency MTF. Two types of edges were used by investigators, a translucent edge, which would transmit 10% -50% of x rays impinging upon it, and an opaque edge that would essentially absorb all x rays. The opaque edge technique was recently endorsed by the IEC international standard, 9 while the use of slit and translucent edge methods has continued in parallel.
In this study, we performed a comprehensive investigation to determine the relative accuracy of the slit and edge methods using data obtained from a single but representative digital radiographic system. We further investigated the impact of potential influencing factors such as beam quality, MTF device alignment, size of the analysis area, and the use of beam limiting devices, both external ͑via IEC-specified apertures͒ and internal ͑via collimator͒. The results of this study enable the comparison of previously published MTF results obtained using two established methods ͑methods A and B͒ with one another and with those from the new IECspecified method ͑method C͒.
Our findings indicate that measurement technique has a notable impact on the resulting MTF estimate, with estimates from the overall method C 4.0% ± 0.2% lower than that of method A and 0.7% ± 0.4% higher than that of method B averaged over the zero to cutoff frequency range. Isolating the impact of the test device alone, the MTF estimates obtained with the edge devices were a maximum of 7.8% ± 0.6% ͑5.2% ± 0.2% averaged over the zero to cutoff frequency range͒ lower than that of the slit. The use of beamlimiting devices increased the frequency-averaged MTF estimate by as much as 7.0% ± 0.9%. Isolating the impact of beam quality alone, at typical nominal 70 kV radiographic energies, the spectrum of method A was found to yield a higher MTF estimate than that of method B ͑4.7% ± 0.9% averaged over frequency͒. The results of the method C spectrum were only slightly higher than those of method B ͑ϳ0.9% ± 0.9% ͒. The size of the analysis area of an opaque edge was found to impact the MTF estimate, while both edge techniques were found to tolerate misalignments by as much as 6 cm. These dependencies and trends should be taken into consideration when comparing published results based on various methods and beam qualities. Furthermore, even though the impact of the parameters studied in this work on estimated MTF is relatively modest, even a modest impact should not be overlooked, as the resulting effect would be much more pronounced in the DQE, since the DQE is proportional to the square of the MTF.
While the slit was found to give MTF estimates that were both more precise and more accurate than those of the edge technique in the absence of glare, in the presence of glare, the opaque edge gave substantially better accuracy than either the slit or translucent edge at low frequencies. It is worthwhile to note that the poorer precision of the edge technique in estimating the high-frequency component of the MTF is not an inherent limitation of the technique. In this study, we applied a smoothing operation to the edge data in order to reduce the noise enhanced by the differentiation process. However, in lieu of smoothing, a larger number of edge images could be averaged to reduce uncertainty in edge response measurements, and thus this disadvantage of the edge technique can be minimized. However, such is not the case with the low-frequency disadvantage associated with the use of the slit technique. The low-frequency components with the slit are dependent on the long tails of the LSF. Those tails are difficult to estimate due to the difficulty in recording enough exposure to adequately represent the tails. It is possible to characterize these long tails better with computed radiography ͑CR͒ detectors than flat-panel receptors if one exposes the CR screen with multiple high exposures prior to readout. It is not possible to do such an on-the-plate integration with flat panel receptors. Even with CR, the plate can get close to saturation in the center of the slit before the tails are adequately recorded. Thus, the limitations of the slit technique at low frequencies are not easily overcome, and the opaque edge is seen to provide the most accurate results in the presence of glare.
Notwithstanding the findings of this study, their scope and limitations should be clearly recognized. This investigation was limited to only one type of image receptor, namely an indirect flat panel for general and chest radiographic applications, because the goal of the study was not an intercomparison of methods across different imaging technologies, but rather the comparison of different methods applied to the same imaging system. An important question arises as to how the relative differences between MTF methods noted in this paper can be related to the MTF measurements reported in other studies, particularly those using different imaging systems. We believe the most appropriate claims are the following: ͑1͒ For other studies using the same type of flatpanel system as used here, a quantitative correction could be applied to relate other MTF measurements to the three MTF measurement methods described in this paper. ͑2͒ The percent differences between MTF methods shown in this work are likely to be reflective of the general magnitude of differences to be expected due to measurement methods when applied to other types of imaging systems. ͑3͒ It cannot be determined quantitatively what magnitude of difference could be expected if method A on System X were compared to method B on System Y. Furthermore, the comparisons are only applicable to the beam qualities examined in this study and cannot be readily extrapolated to notably higher ͑e.g., chest radiography͒ or lower ͑e.g., mammography͒ x-ray energy ranges.
V. CONCLUSIONS
In this study we compared MTF measurement techniques using historical slit and edge techniques as well as the new edge technique recommended by a recent international standard. The findings suggest that the MTF estimate can be moderately impacted by the method used and by image acquisition parameters such as beam quality, beam limitation, and processing technique. Thus, as we have demonstrated, the MTF estimate is dependent on the methodology, and as a result, care must be exercised when comparing MTF results obtained using different methodologies.
Our findings have multiple implications in terms of a preferred method for proper measurement of the MTF.
͑1͒
The opaque edge method appears to yield MTF results that are the most accurate of the three methods evaluated in the presence of glare. The opaque edge was found to be unaffected by misalignments by as much as 6 cm. At higher energies, a translucent edge is more prone to generating secondary radiation that could impact the estimated MTF, 49 and thus the opaque edge is the preferred technique for measuring the MTF at kVs higher than 70. ͑2͒ When using the edge technique, the size of the analysis area has a direct impact on the representation of possible glare in the resultant MTF estimate. An analysis area of about 8 ϫ 8 cm 2 is close to ideal. Larger sizes would lead to an averaging resolution response across a larger area of the detector, thereby making the measurement prone to the heel effect, detector nonuniformities, and defects in the straightness of the edge. Smaller sizes would not adequately include the glare of the detector. ͑3͒ Compared to the other two techniques, the slit method appears to provide the highest precision, with a very small uncertainty of measurement, even at high frequencies. The slit method was also the most accurate of the three methods in the absence of glare. However, the slit method did not account for glare. This was due to the fact that the method employs as exponential extrapolation of the LSF below 1% of the peak amplitude, which tends to mask long-range glare attributes of the image. As the opaque edge method provides a better definition of low-frequency drop in the MTF due to glare and is easier to align, the opaque edge method is recommended over the slit method. Averaging multiple images, similar to that done with the slit, may be used to increase the precision of the opaque edge technique. ͑4͒ The beam quality, even at generally comparable kV and filtrations, does impact the MTF estimate, although modestly, and that should be taken into consideration when planning a measurement or comparing results with other studies.
͑5͒ Beam-limitation increases the MTF estimate by as much as about 8% likely due to the reduction of scattered x rays. Thus, it is encouraged. However, the x-ray tube collimator does a more effective job in that regard than external apertures required by the IEC standard. Given the fact that the setup of the external apertures is cumbersome and time consuming, the use of tube collimators is preferred.
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