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摘　 要: 针对计算机视觉领域的目标跟踪问题,提出一种基于排序支持向量机的多特征融合目标跟踪算法。 利用
排序支持向量机学习得到排序函数,提取 2 种不同的图像特征分别构造分类器,使 2 个排序支持向量机并行预测,
分别计算 2 个分类器的错误率,从而得到分类器权重完成融合。 实验结果表明,与目前主流的跟踪算法相比,该算
法的跟踪结果更准确,在复杂视频环境下也能对目标进行稳定跟踪,具有较强的鲁棒性。
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【Abstract】 For the object tracking problems in computer vision, this paper proposes a tracking algorithm based on
Ranking Support Vector Machine(RSVM) fused with multiple features. Firstly,RSVM is used to get rank function.
Secondly,the RSVMs combined with the two different image features are learnt respectively,then the two RSVMs predict
parallel. Finally,the two RSVMs are fused with the weights which are calculated by the error rates of two classifiers,then
it constructs a more adaptive RSVM framework fused with multiple features. This algorithm fuses image features
effectively,and gets accurate predictions using RSVM. Experimental results demonstrate that it outperforms several state-
of-the-arts algorithms.
【Key words】 object tracking; multiple features fusion; rank learning; classifier; Ranking Support Vector Machine
(RSVM);robustness


































排序学习定义为:给定输入向量集合 X = {x1,
x2,…,xl}及对应标签集合 Y = {y1,y2,…,yl}。 排序
学习就是从决策函数集合 F = { f:X→Y}中寻找最优
决策函数 f∗,使得其能精确预测未标记数据 x 的标
签 y。 即给定损失函数 g,在最优决策函数 f∗,有风
险函数 R( f)最小。










中,μ1i ←λμ1i + (1 - λ) μ1 为特征空间维数。 排序输
出空间由标签集合 Y = { r1,r2,…,rk}表示,标签 Y
中的 k 为排序个数。 标签 Y 中元素排序之间存在有
rk≻rk - 1≻…≻rl,其中,≻表示 Y 中的元素之间的顺
序关系。 那么,可以找到排序函数集合 f∈F,使得各
个样本之间的顺序关系如下:
xi ≻ xj⇔f(xi) > f(xj) (2)
那么,对于空间 X × Y 中给定待排序的数据集 S =
{(xi,yi)} li = 1,排序问题即为从函数集合找到最优函
数 f∗∈F 从而最小化排序样本的损失函数。
假设 f 是如下线性函数满足:
fw(x) = < w,x > (3)
其中,w 表示权重向量; < ·, · > 表示内积。 将
式(3)代入式(2)得:
xi ≻ xj⇔(w,xi - xj) > 0 (4)
　 　 由式(4)可得,xi 和 xj 之间的优先关系 xi ≻xj




S′ = xi - xj,zn{ }ln =1
z =
+1 if yi ≻ yj
-1 if yi ≺ yj
{ (5)
　 　 从而将排序学习问题转化为标准的二分类问
题。 构造 RSVM 可得:
min
w





　 　 s. t. 　 zi w,xi - xj[ ]≥ 1 - ξi,ξi ≥ 0
i = 1,2,…,l (6)
　 　 令 w∗为式(6)的最优权重向量,则 RSVM 排序
函数为:









括 Haar 类特征和 HOG 特征 2 类。 其中 Haar 类特征
由 2 个 ~ 6 个随机生成的矩形框和对应权重决定,每
个图像区域随机采样 200 个 Haar 类特征来表示,而









分别训练基于 HOG 和 Haar 2 个不同特征表示
的分类器,然后根据其对应错误率分别计算相应的







样本数 N,分别训练基于 HOG 及 Haar 特征的分类
器。 由每个分类器的分类结果可以得到 M 个分类
错误样本,从而计算得到该分类器错误率:
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远离目标区域的图像块分值。 若在 t 帧目标的位置
为 l∗t ,那么,可以分别构建 Xht 和 Xlt2 个训练样本集,
如式(10)和式(11)所示:
x ∈ Xht ≡ x: l(x) - l∗t < r{ } (10)
x ∈ Xlt ≡ x:α ≤ l(x) - l∗t < β{ } (11)
其中,x 为 t 帧图像中目标位置 l∗t 周围采样得到的
图像块实例。 令 r > 1,将确保采样得到足够的样本
信息来构建 Xht ,并且可以确保 Xht 包含有正确的目
标位置。
从给定样本集 Xht 和 Xlt 中生成排序对实例,从
而构建 RSVM 训练集:
Xt ≡ (xi,yi), (xj,yj):yi > yj{ }
其中,标签 yi 和 yj 仅仅反映了 xi 和 xj 之间的排序
关系。
6　 多特征融合的排序 SVM 跟踪算法
对采样得到的样本集 Xht 和 Xlt 构建训练集 Xt,
并分别用 Haar 类特征和 HOG 特征描述从而得到训
练集 XHaart 和 XHOGt 。 其中:
XHOGt ≡ (xHOGi ,yi),(xHOGj ,yj):yi > yj{ }
XHaart ≡ (xHaari ,yi),(xHaarj ,yj):yi > yj{ }
根据 Ranking SVM 构造排序函数:
F(x) = wTx (12)
　 　 学习函数 F 问题就转换为估计权重向量 w。 由
排序对 (xi,yi),(xj,yj):yi > yj{ }可以得到:











s. t. wT(xi - xj) > 1 - ηi,j





2 ∑ij ∑uv αijαuv(xi - xj)
T(xu - xv) -∑
ij
αij






a∗ij (xi - xj) (16)
　 　 那么,排序函数 F 由式(17)给出:
F(x) = (w∗) Tx = ∑
ij
a∗ij xT(xi - xj) (17)
　 　 式(17)表明,F(xi)越大,对应的 xi 排名越高。
因此,最终融合的分类器 C 的分值由式(18) 计算
得到:
F(x) = F(x)Haar ×wHaar +F(x)HOG ×wHOG (18)
其中,wHaar和 wHOG由式(8)和式(9)计算得到。
在 t 时刻,给定搜索区域和分类器 C,由式(18)
计算搜索区域内候选图像块的最终分值 F t (x),从
而得到目标位置。








输出　 t 时刻目标最佳位置 l∗t
For t = 2 to T
(1)根据式(10)和式(11)分别采样样本集 Xht - 1
和 Xlt - 1,构造训练集 Xt - 1。
(2)用 CHaart - 1 和 CHOGt - 1 对训练集 Xt - 1分类。
(3) 计算 CHaart - 1 和 CHOGt - 1 错误率和权重, 根据
式(8)、式(9)和式(18)计算得到错误率和 F t(x)。
(4) 以采样半径 s 构造采样集合 Xst , 跟据
式(18)和式(19)得到当前帧目标位置 l∗t 。
(5)重新训练分类器,得到 CHaart 和 CHOGt 。
End For
7　 实验结果与分析
本文算法在 vs2010 上由 c + + 编写实现。 测试
用的视频序列为经典公开测试序列。 在所有测试序
列实验中,参数设置对所有视频序列都是固定的。
实验参数具体为 r = 2,α = 5,β = 30, s = 30,其中
式(10)采样得到 45 个样本构成 Xht ,式(11)采样后




















表 1　 经典序列中心误差对比 像素
算法 Jumping Girl DavidIndoor DavidOutdoor Occlusion1 Occlusion2 平均误差
Frag 算法 58. 37 17. 97 76. 18 90. 38 6. 18 15. 55 44. 11
L1 算法 92. 29 10. 93 8. 03 100. 44 6. 78 11. 01 38. 25
MIL 算法 9. 40 31. 63 15. 61 37. 74 31. 79 13. 85 23. 34
PCA 算法 36. 13 48. 56 8. 24 53. 15 9. 27 15. 08 28. 41
PN 算法 3. 74 22. 96 9. 69 172. 83 17. 28 18. 21 40. 79
VTD 算法 63. 09 21. 25 13. 06 61. 97 11. 30 10. 46 30. 19
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