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Abstract: We introduce a non-commutative extension of Tsirelson-Vershik’s
noises [TV98, Tsi04], called (non-commutative) continuous Bernoulli shifts.
These shifts encode stochastic independence in terms of commuting squares,
as they are familiar in subfactor theory [Pop83, GHJ89]. Such shifts are, in
particular, capable of producing Arveson’s product system of type I and type II
[Arv03]. We investigate the structure of these shifts and prove that the von
Neumann algebra of a (scalar-expected) continuous Bernoulli shift is either
finite or of type III.
The role of (‘classical’) G-stationary flows for Tsirelson-Vershik’s noises is
now played by cocycles of continuous Bernoulli shifts. We show that these
cocycles provide an operator algebraic notion for Le´vy processes. They lead,
in particular, to units and ‘logarithms’ of units in Arveson’s product systems
[Ko¨s04a]. Furthermore, we introduce (non-commutative) white noises, which
are operator algebraic versions of Tsirelson’s ‘classical’ noises. We give ex-
amples coming from probability, quantum probability and from Voiculescu’s
theory of free probability [VDN92].
Our main result is a bijective correspondence between additive and unital
shift cocycles. For the proof of the correspondence we develop tools which
are of interest on their own: non-commutative extensions of stochastic Itoˆ
integration, stochastic logarithms and exponentials.
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Introduction
Recently, Tsirelson and Vershik established the existence of intrinsically
non-linear random fields [TV98]. Their surprising result was stimulated by the
existence of Arveson-Power’s product systems of non-type I [Pow87, Arv89,
Arv03]. These random fields or ‘noises’ go beyond the realm of the Le´vy-
Khintchine formula and provide, in particular, a rich probabilistic source of
non-type I product systems [Tsi03, Tsi04, Lie03]. Here we are interested in
Tsirelson-Vershik’s noises, as they are defined in [Tsi98, Tsi04]. We will intro-
duce a non-commutative extension of these noises, called (non-commutative)
continuous Bernoulli shifts. These shifts incorporate so-calledA0-independence
which extends amalgamated stochastic independence to an operator algebraic
frame, known as commuting squares in subfactor theory [Pop83, GHJ89, JS97].
These shifts may be regarded as two-sided ‘time-continuous’ analogues of shifts
on towers of von Neumann algebras [Rup95, GK04] (as they are also implicitly
present in [JS97], for example). But the notion of A0-independence comprises
also Voiculescu’s amalgamated free independence [VDN92]. Consequently, our
approach is, in particular, in close contact with free probability theory. Further
examples of continuous Bernoulli shifts arise, aside of fermionic and bosonic
noises, on deformed Fock spaces [BS91, BS94, BG02, BKS97, GM02].
Non-commutative continuous Bernoulli shifts comprise, in an algebraic form,
all ’classical’ examples of Tsirelson-Vershik’s noises. ’Classical noises’ are gen-
erated by additive (square integrable adapted) stationary flows, called Le´vy
processes, and are classified via the Le´vy-Khinchin formula (see e.g. [Tsi04,
Corollary 6a7]).
What is the operator algebraic counterpart of a ’classical noise’? Here, the
situation is much more complex and we are only at the beginning of under-
standing this complexity (see also [KS04]). Let us illustrate this in the case
A0 = C: Brownian motion is unique (up to stochastic equivalence), but there
exist many different non-commutative Brownian motions: q-Brownian motions
(−1 < q < 1) (including free Brownian motion), bosonic and fermionic Brown-
ian motions (parametrized by ’temperature’ or, equivalently, the period of the
modular automorphism group), and this is just the beginning of a long list.
But all these diverse examples have in common that they appear as additive
(adapted) cocycles in the GNS Hilbert space of a (C-expected) continuous
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Bernoulli shift. We will show in this paper that such additive cocycles are in
correspondence to multiplicative (adapted) cocycles in the GNS Hilbert space,
called unital cocycles. This will imply, in particular, that unitary (adapted) co-
cycles, i.e. multiplicative cocycles in the unitary operators of the von Neumann
algebra of a continuous Bernoulli shift, are also in correspondence with additive
cocycles. This means in the terminology of Tsirelson and Vershik that unitary
cocycles are ’linearizable’. Thus we have available an operator algebraic notion
of ’classical noise’: a continuous Bernoulli shift is called a (non-commutative)
white noise if it is generated by the set of all unitary cocycles.
Why do we avoid to say ‘A continuous Bernoulli shift is called a white
noise if it is generated by the set of all additive cocycles’? This would become
conceptually cumbersome already for bosonic white noises in Araki-Woods
representations: the vector space of additive cocycles does not capture the
type of the von Neumann algebra (see also Example 6.6.3). In all examples
this kind of information is normally encoded into the choice of a functor or into
mixed higher moments which we do not have available in our general setting.
Continuous Bernoulli shifts comprise also all ’non-classical noises’. But we
do yet not know a single example of a ’non-classical quantum noise’ which is
a non-commutative continuous Bernoulli shift, even though the latter object
is a straightforward extension of Tsirelson-Vershik’s noises. Such an exam-
ple would produce, similarly as ’non-classical noises’ do [Tsi04], an Arveson
product system of Hilbert spaces of type II [Ko¨s04b].
Some clarifying remarks on the terminology are appropriate at this point.
The attribute ‘non-commutative’ will always be used the sense of ‘not neces-
sarily commutative’. Frequently, we will drop it at all and will just write, for
example, ‘continuous Bernoulli shift’ instead of ‘non-commutative continuous
Bernoulli shift’. The attribute ‘quantum’ will be reserved for situations beyond
the realm of probability theory. We will avoid the attribute ‘classical’ and use
instead ‘commutative’. This convention is motivated from a conflict with the
terminology in [Tsi04]. A ‘classical noise’ there will be a ‘commutative white
noise’ here, a ‘white noise’ therein will be a ‘Gaussian white noise’ herein.
We have put emphasis on a self-contained, comprehensive presentation of the
subject, since our approach is not available easily in the published literature.
Moreover, we refrained here to go for the most general cases. This is mainly a
technical matter and can be accomplished later on. From doing so we hope that
our work is better accessible for the reader coming from probability, quantum
probability, quantum dynamics, quantum symmetries or operator algebras,
being interested in connecting these fields.
A starting point of this work has been the operator algebraic approach
to stationary quantum Markov processes in [Ku¨m85] and results in [Ku¨m84,
Pri89, Ku¨m93, Rup95, Ko¨s00, Hel01]. The present conceptual form is also
stimulated in parts by [Arv03, Tsi04]. In the context of product systems and
their classification are, in particular, of relevance [Bha99, Bha01, MS02, Lie03,
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BBLS04, BS04]. Finally, we want to bring to the reader’s attention also the
work of Gohm [Goh04, Goh], which is in close contact to our approach. Further
information on related approaches is provided within each Section.
Unital cocycles of continuous Bernoulli shifts are in closest contact to units of
product systems of Hilbert spaces or modules. More details about this relation
will be provided in [Ko¨s04a].
Unitary cocycles of continuous Bernoulli shifts or white noises give imme-
diately rise to Markovian cocycles or stationary quantum Markov processes,
as they are relevant in quantum dynamics and quantum probability. There
are various approaches to the construction of quantum Markov processes in
the literature. An operator algebraic setting is used in [AFL82, Ku¨m02, Arv03,
Ko¨s03]. For accounts on bosonic Fock space and Hudson-Parthasarathy’s quan-
tum stochastic calculus we refer the reader to [Par92, Mey93]. Meanwhile, this
approach is further developed and a modern account can be found in [Lin04].
Next we will provide an outline of the major results and contents of all
sections. More detailed introductions are contained at the beginning of each
section.
Section 1: Throughout a non-commutative probability space (A, ψ) is mod-
eled by a von Neumann algebra A together with a faithful normal state ψ on
A. The predual A∗ is always assumed to be separable. If A0 is a subalgebra
of A, such that the conditional expectation from A onto A0 exists, then we
will say that (A, ψ) is an A0-expected non-commutative probability space (see
Subsection 1.2 for a motivation).
Section 2: Our non-commutative extension of (amalgamated) stochastic in-
dependence is connected intimately to commuting squares, as they have been
introduced by Popa in subfactor theory [Pop83, GHJ89, Pop90]. Let (A, ψ) be
an A0-expected probability space and denote by E0 the conditional expecta-
tion from A onto A0.
Definition 0.0.1. Let B and C be two von Neumann subalgebras of A such
that, respectively, the conditional expectations EB, EC from A onto B, C exist.
Then B and C are called A0-independent if B ∩ C = A0 and EBEA = E0.
In other words, the four von Neumann algebras A,A0,B and C form a
commuting square:
C ⊂ A
∪ ∪
A0 ⊂ B
If the von Neumann algebra A is commutative and A0 ≃ C, then one recovers
the usual notion of stochastic independence in probability theory. In the gen-
eral setting, A0-independence encloses amalgamated stochastic independence,
tensor product independence and Voiculescu’s amalgamated free independence
6 Hellmich, Ko¨stler and Ku¨mmerer
[VDN92]. But most importantly, it is not restricted to non-commutative no-
tions of stochastic independence with universal product rules [Spe97, BGS02].
Further examples of A0-independence are accessible by ‘white noise func-
tors’ [Ku¨m96, BKS97, GM02], applied to von Neumann algebras generated by
‘generalized Brownian motions’ [BS91, BS94]. Moreover, we expect that An-
shelevich’s q-Le´vy processes will provide further examples of A0-independence
[Ans].
Section 3: We will introduce non-commutative continuous Bernoulli shifts
and study their structure. These shifts provide a non-commutative extension
of Tsirelson-Vershik’s noises, or speaking more technically, of homogeneous
continuous products of probability spaces [TV98, Tsi04]. Their infrastructure,
as stated in Definition 3.1.2, is integral for this paper, so that we will introduce
them informally next.
An A0-expected non-commutative continuous Bernoulli shift encodes from
an algebraic point of view the following structure. Consider an A0-expected
probability space (A, ψ) together with an pointwise weakly*-continuous au-
tomorphism group (St)t∈R (called shift) and a family of von Neumann subal-
gebras (A[r,s])−∞≤r≤s≤∞ (called filtration), indexed by (‘time’-)intervals, such
that StA[r,s] = A[r+t,s+t]. Assume that all conditional expectations fromA onto
A[r,s] (r ≤ s) exist and that ψ is S-invariant. Now we encode A0-independence
by the requirement that the filtration forms a family of commuting squares
which is moreover shifted covariantly in ‘time’ by the action of S:A[r,s] ⊂ A[r,v]∪ ∪
A0 ⊂ A[u,v]

r<s<u<v
St−−→
A[r+t,s+t] ⊂ A[r+t,v+t]∪ ∪
A0 ⊂ A[u+t,v+t]

r<s<u<v
The von Neumann algebra A0 is not shifted. But we will stipulate a stronger
condition: A0 is required to be the fixed point algebra of the shift S. Moreover,
we will impose the system to minimality: the family (A[r,s])−∞<r≤s<∞ generates
already A (‘minimal filtration’). A priori we do not require ‘local minimality’,
A[r,s] ∨ A[s,t] 6= A[r,t] may occur. Denoting by the set of all (closed) intervals
by I, an object (A, ψ, S, (AI)I∈I),
enjoying all these properties, will be called an A0-expected (non-commutative)
continuous Bernoulli shift (see Definition 3.1.2, where we will also allow non-
closed intervals in the index set). Notice that we do not assume continuity
properties for the filtration itself. Assuming for a moment the ‘local minimality’
condition A[r,s] ∨ A[s,t] = A[r,t], we observe the following.
(i) Putting A0 ≃ C and requiring that A is commutative, one obtains an
algebraic version of Tsirelson-Vershik’s noises (see Subsection 4.4).
(ii) Putting as ‘time’ Z (or N0) instead of R, dropping all notions of con-
tinuity, above scheme reduces to a (one-sided) Bernoulli shift which
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finds its examples in subfactor theory [Rup95, KM98, GK04], in par-
ticular.
Here we will focus onto the case of continuous ‘time’, which includes Tsirelson-
Vershik’s noises. The ‘discrete time’ case and its connection to subfactor theory
goes beyond the limits of this work and is postponed to sequel publications.
In Section 3 we will concentrate on properties of A0-expected continu-
ous Bernoulli shifts which follow out of Definition 3.1.2 without any further
assumptions. Among these properties are strongly mixing properties of the
shift, stability with respect to compositions (like tensor products and direct
sums) and decompositions (like compressions with conditional expectations).
Most importantly, the structure of a C-expected non-commutative continuous
Bernoulli shift (A, ψ, S, (AI)I∈I) is already sufficient to give results on the type
of its von Neumann algebra (see Subsection 3.2):
Theorem 0.0.2. Let (A, ψ, S, (AI)I∈I) be a C-expected continuous Bernoulli
shift. Then A is either finite or of type III. The state ψ is non-tracial if and
only if A is of type III.
This result extends to A0-expected continuous Bernoulli shifts if one passes
to ‘derived’ continuous Bernoulli shifts, similarly as it is understood for towers
of von Neumann algebras in subfactor theory. We will present this line of
research in more depth in [HK].
Section 4: Up to the present, all examples of continuous Bernoulli shifts
enjoy much more algebraic structure and continuity properties, as they are
stipulated in Definition 3.1.2. Among such additional (algebraic) properties,
which we will study in this section, are local minimality, local maximality,
enriched A0-independence, commuting past and future. These are properties
which are quite familiar in Arveson’s approach to quantum dynamics [Arv03].
At this place we will also investigate the relationship of continuous Bernoulli
shifts and Tsirelson-Vershik’s noises (see Subsection 4.4). Finally, we will give
examples of continuous Bernoulli shifts, coming both from probability theory
and quantum probability theory. Among the first ones are Gaussian, Poisson
white noise and Tsirelson-Vershik’s black noise (see Subsection 4.6). Among
the second ones are fermionic white noises and bosonic white noises in ‘finite
temperature’ representations of Araki-Woods type [AW63], as well as q-white
noises, in particular free white noise (see Subsection 4.7). As already stated
for A0-independence, more examples of A0-expected white noises can be con-
structed easily from generalized Brownian motions, using again the properties
of white noise functors. Moreover, Anshelevich’s q-L’evy processes lead to fur-
ther examples, as soon as it can be proven that the vacuum vector is separating
for the von Neumann algebras generated by these processes [Ans].
Section 5: The example of Gaussian white noise makes it already evident
that most interesting processes, here Brownian motion, are not contained in
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the L∞-space over the underlying measure space, but they are contained in the
corresponding L2-space. In consequence, we will extend the infrastructure of an
A0-expected continuous Bernoulli shift (A, ψ, S, (AI)I∈I) to the GNS Hilbert
bimodule AEA0 (see Subsection 5.1). Thus, we will obtain a ‘homogeneous
continuous commuting square system of pointed Hilbert bimodules’, in allegory
to [Tsi04] or alternatively, an A0-expected (non-commutative) continuous GNS
Bernoulli shift. We will develop the representation theory of such shifts only
as far as it is necessary for this paper. A key result is Proposition 5.3.1 which
establishes the product of two Hilbert bimodule elements, as long as they are
A0-independent. This provides a non-commutative extension of the well-known
result in probability theory that the product of two stochastically independent
L2-functions is again an L2-function. Furthermore, we will show that the shift
and all the conditional expectations extend to adjointable operators on the
Hilbert bimodules (see Theorem 5.2.2). This will put us finally into the position
to introduce in Definition 5.4.5 an A0-expected non-commutative continuous
Bernoulli shift (
AEA0 , 1l, S, (AIEA0)I∈I
)
that encodes, similarly as before, the covariant shift of a commuting square
system of pointed Hilbert bimodules:A[r,s]EA0 ⊂ A[r,v]EA0∪ ∪
A0EA0 ⊂ A[u,v]EA0

r<s<u<v
St−−→
A[r+t,s+t]EA0 ⊂ A[r+t,v+t]EA0∪ ∪
A0EA0 ⊂ A[u+t,v+t]EA0

r<s<u<v
Here denotes S the extension of the shift S to the bounded A0-linear opera-
tors on AEA0 . The Hilbert modules are ‘pointed’, because the cyclic separating
vector 1l is contained in each Hilbert bimodule and provides a (trivial) multi-
plicative shift cocycle (see Subsection 6.2). Now it is elementary to see that
(iii) if A0 ≃ C and A[r,t] ≃ A[r,s]⊗A[s,t] for r < s < t, then the continuous
GNS Bernoulli shift is a homogeneous continuous product system of
pointed Hilbert spaces, in the sense of Tsirelson [Tsi04, Ko¨s04a].
(iv) under the assumptions of (iii), the family (A[0,t]EA0)0<t<∞ defines a
continuous tensor product system of Hilbert spaces, now in the sense
of Arveson [Arv03, Tsi04, Ko¨s04a].
Tsirelson-Vershik’s noises provide a rich source of Arveson’s product systems,
in particular of type II. Consequently, so do C-expected commutative contin-
uous Bernoulli shifts. The relationship between these three approaches will be
further explored in [Ko¨s04a].
Section 6: Like stationary G-flows play a central role for a Tsirelson-Vershik’s
noise, so do cocycles for a continuous Bernoulli shift or its GNS representation.
These cocycles are adapted to the filtration of the continuous Bernoulli shift
and satisfy either additive or multiplicative cocycle equations. The multiplica-
tive cocycles come in two kinds: unitary cocycles for the continuous Bernoulli
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shift itself (Definition 6.1.1) and unital cocycles for its GNS representation
(Definition 6.2.1). The additive cocycles will always be given in the GNS repre-
sentation (Definition 6.3.1). These cocycles provide non-commutative versions
of Le´vy processes, as applications of Junge-Pisier-Xu’s non-commutative mar-
tingale inequalities show [PX97, Ko¨s00, JX03, Ko¨s03, Ko¨s04b]. Throughout
this work we will consider only additive cocycles with a uniformly bounded
variance operator. Also, the unital cocycles are such that their compression to
A0 is a uniformly continuous semigroup.
Let us now present our main results from Section 6. We will assume here
for simplicity that the A0-expected continuous (GNS) Bernoulli shift enjoys
dimA0 <∞ (see Theorems 6.4.1 and 6.4.4 for a more general case).
Theorem 0.0.3. There exists a bijective correspondence between unital cocy-
cles and additive cocycles, where the latter ones satisfy some structure equa-
tion.
Since every unitary cocycle defines a unital cocycle, we conclude immediately
from Theorem 0.0.3 (see also Theorem 6.5.1):
Theorem 0.0.4. There exists a bijective correspondence between unitary cocy-
cles and additive cocycles, where now the latter ones satisfy a stronger version
of the structure equation.
To reveal this stronger structure equation will be the topic of sequel publica-
tions (see Subsection 6.5 and [Ko¨s03] for the case of a tracial state). Theorem
0.0.4 resp. 6.5.1 can be regarded as a non-commutative version of Tsirelson’s
result that every stationary U(H0)-flow (continuous in probability) is ‘classical’
(see [Tsi04, Theorem 8a2] and also [Tsi98]). Here denotes U(H0) the unitary
operators on the (separable) Hilbert space H0 (corresponding to A0). (Notice
that our result does not cover fully Tsirelson’s results, since we will stipulate
stronger continuity conditions.)
We emphasize that Theorem 0.0.3 is only based on the infrastructure of con-
tinuous Bernoulli shifts and cocycles. This puts us into the position to intro-
duce non-commutative white noises, ensuring that they are a non-commutative
version (see Definition 6.5.1) of Tsirelson’s ‘classical’ noises:
Definition 0.0.5. An A0-expected (non-commutative) continuous Bernoulli
shift (A, ψ, S, (A[r,s])r≤s) is called a (non-commutative) white noise if the fil-
tration (A0,t)t>0 is generated by its unitary cocycles (in an adapted manner).
Now the correspondence ensures that white noises, as defined above, are
always ‘generated’ by additive cocycles. This is in parallel to the well-known
fact that, for example, Brownian motion generates the σ-algebras of the fil-
tration of the Gaussian white noise (see e.g. [Tsi98]). We will show that the
‘non-commutative white noise part’ can always be extracted from a contin-
uous Bernoulli shift by the compression with a conditional expectation (see
Subsection 6.5).
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The proof of Theorem 0.0.3 relies on a non-commutative extension of sto-
chastic Itoˆ integration and the construction of non-commutative versions of
stochastic exponentials and logarithms, which we will develop in Sections 7
and 8.
Section 7: We will develop a theory of non-commutative Itoˆ integration which
includes an existence and uniqueness theorem for solutions of non-commutative
Itoˆ differential equations. This theory relies only on the structure of non-
commutative A0-continuous (GNS) Bernoulli shifts and its additive cocycles.
Crucial for this approach is the notion of A0-independence which allows to
transfer the famous Itoˆ isometry of Brownian motion to the non-commutative
setting. The starting point of this theory are preliminary results in [Pri89]
which gave the evidence that the present approach is promising in its gener-
ality.
Our approach to non-commutative Itoˆ integration applies to all examples
of non-commutative white noises (in the sense of Definition 0.0.5), in particu-
lar fermionic, bosonic, free and q-white noises, including the operator-valued
setting. In the case of scalar-expected gauge invariant bosonic white noise
one recovers early work on non-Fock bosonic quantum stochastic integration
by Hudson, Lindsay and Wilde [HL85, LW86], which is constructed through
an amplification of Hudson-Parthasarathy quantum stochastic integration on
symmetric Fock spaces [HP84, Par92]. Moreover, one meets the pioneering
work on quasi-free quantum stochastic integrals for the CAR and CCR algebra
by Barnett, Streater and Wilde [BSW83]. Of special importance in applica-
tions is the Itoˆ integration theory for so-called ‘squeezed white noises’ which
are relevant in modern quantum optics [GZ00]. Their Itoˆ integration theory is
treated in [HHK+02], based on the present approach. If the underlying non-
commutative probability space comes from Voiculescu’s free probability theory,
one is precisely in the C-expected setting of Biane-Speicher’s free stochastic
calculus [BS98]. In the case of q-commutation relations, one obtains a non-
commutative theory of Itoˆ integration, as contained already in [HKK98] and
independently much further developed in [DM03].
Section 8: We will develop the theory of non-commutative logarithms and
exponentials for unital cocycles resp. additive cocycles, as far as it is necessary
for the proof of Theorem 0.0.3. We will introduce the mapping Exp from the
set of additive cocycles (with structure equation) to the set of unital cocycles
(Subsection 8.1) and the mapping Ln from the set of unital cocycles to the set
of additive cocycles (Subsection 8.2). Finally, we will show in Subsection 8.3
that the mappings Exp and Ln are each others inverse. This result completes
the proof of the main theorems on the correspondence of additive and unital
cocycles, as they are stated in Subsection 6.4.
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1. Preliminaries
We will fix the basic mathematical terminology for a non-commutative ex-
tension of probability theory, as we will use it throughout this paper.
1.1. General terminology. Throughout, A is a von Neumann algebra in
B(H), the bounded operators on some fixed Hilbert space H. We require that
A has a separable predual A∗. Beside the norm topology on A, we consider
the weak* topology σ(A,A∗), the strong operator (stop) topology and the σ-
strong operator (σ-stop) topology induced by the seminorms dξ(x) := ‖xξ‖,
ξ ∈ H resp. dϕ(x) := |ϕ(x∗x)|1/2, ϕ ∈ A∗. The unit of A is denoted by 1lA, or
simply by 1l, if no confusion can arise.
Since throughout A is considered in the presence of a fixed faithful state
ψ ∈ A∗, we assume for our convenience that H is already the GNS Hilbert
space Hψ corresponding to ψ. Thus we have ψ = 〈Ω | ·Ω〉 for some vector
Ω ∈ Hψ which is cyclic and separating for A. Moreover, since A∗ is separable,
the GNS Hilbert space Hψ is also separable. Notice that the scalar product is
taken to be linear in the second component. Two elements x, y ∈ A are called
ψ-orthogonal if ψ(x∗y) = 0. Finally, the von Neumann algebra generated by a
family (Aj)j∈J ⊂ A is denoted by
∨
j∈J Aj.
As usual, the von Neumann algebra A′ is the commutant of A in B(H) and
Z(A) := A ∩ A′ is the center of A. The von Neumann algebra A is called
a factor if Z(A) ≃ C. For a faithful normal state ψ on A, the associated
modular automorphism group is denoted by σψ. The centralizer Aψ := {x ∈
A |ψ(xy) = ψ(yx) for all y ∈ A} is the fixed point algebra of σψ.
We will use the modulus |a| := (a∗a)1/2 and, occasionally, Re a := (a+a∗)/2
and Im a := (a− a∗)/2i for a ∈ A. Finally, for any normed linear space N we
denote by N1 = {x ∈ N | ‖x‖ ≤ 1} the unit ball of N .
1.2. Non-commutative probability spaces and their morphisms. The
pair (A, ψ) will be understood as a (non-commutative) probability space con-
sisting of a von Neumann algebra A which is equipped with a faithful normal
state ψ. A subalgebra B of (A, ψ) is a von Neumann subalgebra B of A such
that the conditional expectation EB from A onto B exists and leaves ψ invari-
ant. We remind that such a conditional expectation exists (uniquely) if and
only if B is globally invariant under the action of the modular automorphism
group of (A, ψ) [Tak71].
The morphisms of (A, ψ) are completely positive unital maps T on A such
that ψ is T -invariant. They are automatically normal (see Lemma B.1) and we
denote them by Mor(A, ψ). Similarly, Aut(A, ψ) denotes the automorphisms
of (A, ψ). Conditional expectations, as we will consider them throughout this
paper, are always morphisms. The identity map on A is denoted by idA or just
by id.
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An A0-expected (non-commutative) probability space (A, ψ) is a probabil-
ity space with a distinguished subalgebra A0 of (A, ψ). Occasionally, such a
space will also be denoted as the triple (A, ψ,A0). The terminology is mo-
tivated from the fact that, given some von Neumann algebra B, an injective
*-homomorphism ι : B → A with A0 := ι(B) is a non-commutative random
variable (compare e.g. [Ku¨m88]). Here we will always identify A0 and B. Fi-
nally, two elements x, y ∈ A are called A0-orthogonal if EA0(y∗x) = 0.
Typical examples of A0-expected probability spaces are the following: Let
(A0, ψ0) and (B, ϕ) be two probability spaces. Then an (A0 ⊗ idB)-expected
probability space (A, ψ) is defined by the von Neumann algebraic tensor prod-
uct A = A0⊗B and the tensor product state ψ = ψ0⊗ϕ. If B is commutative,
then we are in the context of an operator-valued probability theory.
1.3. Filtrations. Let (A, ψ) be an A0-expected probability space and (AI)I∈I
a family of subalgebras of (A, ψ) which is indexed by the set I of possibly
degenerated or possibly unbounded intervals I ⊆ R and the empty set ∅. De-
generated intervals are points and will also be written as [t, t], t ∈ R. It is
called a filtration of (A, ψ) if I ⊆ J implies AI ⊆ AJ for any intervals I, J ∈ I
(monotony). The filtration is minimal if
∨{AI | I ∈ I bounded} = A. In par-
ticular, a minimal filtration enjoysAR = A. Notice that monotony is equivalent
to AI ∨AJ ⊆ AK whenever I ∪J = K. Finally, the sub-filtrations (A(−∞,t])t∈R
and (A[t,∞))t∈R are, respectively, called the past and future filtrations.
A filtration (AI)I∈I is continuous downwards if
⋂
ε>0A[s−ε,t+ε] = A[s,t] for
any s ≤ t. It is sufficient to check the downward continuity of a filtration for the
intersection of closed intervals: from A[s,t] ⊆ A(s−ε,t+ε) for any ε > 0 follows
A[s,t] ⊆
⋂
ε>0A(s−ε,t+ε) ⊆
⋂
ε>0A[s−ε,t+ε]. A filtration (AI)I∈I is continuous
upwards if
∨
ε>0A[s+ε,t−ε] = A[s,t] for any s < t (for notational simplicity, the
evident condition t − s > 2ε is always suppressed). Since ∨ε>0A[s+ε,t−ε] ⊆
A(s,t), the upward continuity of a filtration implies immediately A(s,t) = A[s,t]
for any s < t. A filtration is called continuous if it is continuous downwards
and upwards. The continuity properties of the past or future filtration are
understood similarly. Notice that the (downward resp. upward) continuity of
a filtration (AI)I∈I is equivalent to the (downward resp. upward) continuity
of the associated family (EI)I∈I of conditional expectations EI : (A, ψ)→ AI
in the pointwise stop topology [Hel01, Ko¨s00]. In particular, the past filtration
(A(−∞,t])t∈R is continuous if and only if the family (E(−∞,t])t∈R is continuous
in the pointwise stop topology. A similar equivalence is valid for the future
filtration.
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2. Non-commutative independence
We will introduce A0-independence in Definition 2.1.1 as a non-commutative
analogue of (amalgamated) stochastic independence. Such a notion of non-
commutative independence is in parallel to that of commuting squares in sub-
factor theory [Pop83, GHJ89]. It will be crucial for the introduction of contin-
uous Bernoulli shifts in Section 3, as well as non-commutative Itoˆ integration
in Section 7.
Subsection 2.1 provides the definition of A0-independence and states its el-
ementary properties which are well-known in subfactor theory. In Subsection
2.2 we will relate C-independence to classical stochastic independence and
to CCR (or bosonic) independence. Subsection 2.3 provides elementary tools
how C-independence is upgraded to A0-independence by tensor products of
probability spaces. Finally, we illustrate A0-independence by further exam-
ples coming from non-commutative probability theory in Subsection 2.4. This
list of examples includes CAR (or fermionic) independence, Voiculescu’s free
independence and A0-independence in the context of q-commutation relations.
2.1. A0-independence and Popa’s commuting squares. We remind that
in our terminology the phrasing ‘B is subalgebra of (A, ψ)’ always means:
B is a von Neumann subalgebra of A such that the conditional expectation
EB : (A, ψ)→ B exists (see Subsection 1.2).
Definition 2.1.1. Let B and C be two subalgebras of the A0-expected prob-
ability space (A, ψ) such that A0 ⊆ B ∩ C. The algebras B and C are called
A0-independent, if for any x ∈ B and y ∈ C
E0(xy) = E0(x)E0(y) . (2.1.1)
Here denotes E0 ∈ Mor(A, ψ) the conditional expectation from A onto A0.
Two families (xi)i∈I and (yj)j∈J in A are A0-independent if
∨
i∈I{xi} and∨
j∈J{yj} are A0-independent.
Such a structure was introduced by Popa as a ‘commuting square’ in sub-
factor theory [Pop83]. Thus the statements ‘B and C are A0-independent’ and
‘B and C form a commuting square over A0’ are essentially the same. They
will used both, depending on whether we want to emphasize the probabilistic
or more the algebraic aspect.
If the von Neumann algebra A0 is one-dimensional, i.e., A0 ∼ C, then
E0 = ψ(·)1lA is verified immediately. Whenever it is convenient and does not
produce confusion, A0-independence is also called A˜0-independence, if A˜0 and
A0 are isomorphic as von Neumann algebras. For example, this convention
simplifies ‘C1lA-independence’ to ‘C-independence’.
A0-independence is equivalent to other properties of the involved von Neu-
mann algebras, as it is well-known for commuting squares in subfactor theory
[Pop83, GHJ89, JS97]. We will make frequently use of this fact.
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Proposition 2.1.2. Under the assumptions of Definition 2.1.1 the following
conditions are equivalent:
(i) B and C are A0-independent;
(ii) E0(x1yx2) = E0(x1E0(y)x2) for any x1, x2 ∈ B, y ∈ C;
(iii) EB(C) = A0;
(iv) EBEC = E0;
(v) EBEC = ECEB and B ∩ C = A0.
Proof. The equivalences follow from the proof given in [GHJ89, Prop. 4.2.1],
after some elementary modifications. 
Remark 2.1.3. (i) In general, Definition 2.1.1 does not incorporate com-
putational rules for expressions like E0(xyxy) or E0(yxyx). But expressions
like E0(xyyx) or E0(yxxy) are pyramidally ordered and can be simplified to
E0(xE0(yy)x) resp. E0(yE0(xx)y) by the module property of conditional ex-
pectations. Whether enough information for the calculation of non-pyramidally
ordered expressions is present, this depends on the additional algebraic struc-
ture of an example.
(ii) A0-independence applies, in particular, to von Neumann algebras of
type III (see Example 2.2.2). Notice also that B ∨ C may be contained prop-
erly in A. If A is the weakly* closed linear span of {xy | x ∈ B, y ∈ C}, then
the corresponding commuting square is said to be ‘degenerated’ [Pop83, JS97].
Such a situation appears if the von Neumann algebras carry enough (commu-
tation) relations. But already free probability leads to an important example
of A0-independence with A = B ∨ C, where the corresponding commuting
squares are not ‘degenerated’ (see Example 2.4.2).
2.2. Commuting subalgebras and C-independence. A probability space
that includes a pair of commuting von Neumann subalgebras produces C-
independence of the two subalgebras which is characterized algebraically
as tensor product independence. It comprises ‘classical independence’ and
‘bosonic or CCR independence’.
Let B1 and B2 be two (von Neumann) subalgebras of the C-expected proba-
bility space (B, ϕ). Suppose that B1 and B2 commute, i.e., xy = yx for x ∈ B1,
y ∈ B2, and, for simplicity, that B = B1 ∨ B2. Then are equivalent:
(i) B1 and B2 are C-independent.
(ii) (B, ϕ) is canonically isomorphic to (B1 ⊗ B2, ϕ1 ⊗ ϕ2) with ϕi := ϕ|Bi
for i = 1, 2, where we identify B1 with B1 ⊗ 1l and B2 with 1l⊗ B2.
Obviously, (i) implies (ii) and we are left to prove the inverse implication. Let
xi ∈ B1 and yi ∈ B2 (i = 1, 2, . . . , n). Since ϕ(
∑n
i=1 xiyi) = ϕ1 ⊗ ϕ2(
∑n
i=1 xi ⊗
yi), the map
∑n
i=1 xiyi 7→
∑n
i=1 xi ⊗ yi is well-defined and extends to an iso-
morphism from (B, ϕ) onto (B1 ⊗B2, ϕ1 ⊗ ϕ2) which is implemented unitarily
on the corresponding GNS Hilbert spaces.
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Example 2.2.1 (Classical independence). In the case of a commutative von
Neumann algebra B, the notion of C-independence is equivalent to the classical
notion of independence. Let B = L∞(Ω,Σ, µ) and ψ(f) = ∫ f dµ. Then B1 and
B2 are independent if and only if the sub-σ-algebras of Σ generated by B1 and
B2 are independent.
Example 2.2.2 (Bosonic or CCR independence). The canonical commutation
relations (CCR) lead to the first non-commutative example of C-independence.
It is convenient to introduce them in their Weyl form (see [BR81, Pet90] and
cited literature therein). These relations are given by
W (f)W (g) = exp (− i
2
Im〈f | g〉)W (f + g),
W (f)W (f)∗ =W (f)∗W (f) = 1l,
where f, g are elements of the Hilbert space K with scalar product 〈· | ·〉. They
generate the C*-algebra CCR(K, Im〈· | ·〉). Consider on this C*-algebra the
quasi-free (gauge invariant) state
ψλ(W (f)) = exp(−14(2λ+ 1) ‖f‖2)
for some fixed λ > 0. Let B denote the von Neumann algebra which is generated
by {W (f) | f ∈ K} in the GNS representation associated to ψλ. Furthermore,
let K1 and K2 be two orthogonal closed subspaces in K. Then the corresponding
von Neumann algebras Bi, generated by {W (f) | f ∈ Ki} (i = 1, 2) in the GNS
representation, commute and are C-independent.
Above construction works also for more general quasi-free states on a CCR
algebra, as we will see them in Example 4.7.2. Finally, let us remind that the
condition λ > 0 ensures that ψλ extends to a faithful normal state on B.
2.3. From C-independence to A0-independence. Examples of A0-inde-
pendence are produced canonically from examples of C-independence. Given
in addition to (A, ψ) the probability space (B0, ϕ0), we let A := B0 ⊗ B,
ψ := ϕ0 ⊗ ϕ and Ai := B0 ⊗ Bi for i = 1, 2, and A0 := B0 ⊗ 1l. Then (A, ψ)
is an A0-expected probability space where E0 = id⊗ϕ(·)1l is the conditional
expectation onto A0. Moreover, A1 and A2 are A0-independent if and only if
B1 and B2 are C-independent.
Example 2.3.1. Following the above (widespread) construction, classical in-
dependence (Example 2.2.1) leads immediately to examples of so-called amal-
gamated (or operator-valued) independence. Similarly, CCR-independence
(Example 2.2.2) leads to examples of A0-independence.
The tensor product construction of an A0-expected probability space from a
C-expected probability space looks very specific. It is worthwhile to point out
that, if A0 is isomorphic to the complex n× n-matrices Mn with 2 ≤ n ≤ ∞,
this construction captures already the general situation:
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Proposition 2.3.2. Let (A, ψ) be an A0-expected probability space with A0 ≃
Mn. Then there exists a probability space (B, ϕ) such that A ≃ Mn ⊗ B and,
under this isomorphism, ψ = ψ|A0 ⊗ ϕ.
Proof. We define B as the relative commutant of A0 in A. Then A splits
canonically into the tensor product Mn ⊗ B, [KR86, 11.4.11] and we may
assume A = Mn ⊗ B. Now ϕ(x) := ψ(1l ⊗ x) defines a normal state on B. It
is checked immediately that the conditional expectation E0 from (A, ψ) onto
A0 acts as E0(x ⊗ y) = x ⊗ ϕ(y) for any x ∈ Mn and y ∈ B. We conclude
ψ(x ⊗ y) = ψ(E0(x ⊗ y)) = ψ(x ⊗ 1l)ϕ(y) and thus ψ = ψ|A0 ⊗ ϕ, [KR86,
11.4.11, 11.2.7]. 
2.4. Non-commutative examples of A0-independence. In the remaining
part of this section we present further examples of A0-independence which,
in particular, illustrate that A0-independent von Neumann algebras may not
commute.
Example 2.4.1 (Fermionic or CAR independence). We will consider the
canonical anticommutation relations (CAR) (see for example [BR81, 5.2.5]).
Let K be a Hilbert space and let CAR(K) denote the C*-algebra, generated by
the elements {a(f) | f ∈ K}, satisfying for all f, g ∈ K: f 7→ a(f) is antilinear
and
a(f)a(g) + a(g)a(f) = 0,
a(f)a(g)∗ + a(g)∗a(f) = 〈f | g〉1l.
Consider on CAR(K) the quasi-free (gauge-invariant) state ψλ, defined by
ψλ(a
∗(f)a(g)) = λ〈g | f〉
for some fixed λ with 0 < λ < 1 [Ara71, Ara87]. Let (B, ψλ) be the probabil-
ity space obtained as the weak closure of CAR(K) in the GNS representation
associated to ψλ. Let Ki, i = 0, 1, 2, be mutually pairwise orthogonal closed
subspaces in K and denote by Bi the von Neumann subalgebras generated by
{a(f) | f ∈ Ki} (i = 0, 1, 2) in the GNS representation. One verifies immedi-
ately that B0 ∨ B1 and B0 ∨ B2 are B0-independent. In particular, B1 and B2
are C-independent.
Example 2.4.2 (Free independence). An important example of A0-indepen-
dence is given by Voiculescu’s (amalgamated) free independence [VDN92]. Let
B1,B2 be two subalgebras of the B0-expected probability space (B, ϕ) such
that B0 ⊆ B1 ∩ B2. Let E0 ∈ Mor(B, ϕ) denote the conditional expectation
onto B0. The algebras B1 and B2 are B0-freely independent if
E0(b1b2 . . . bn) = 0
whenever E(bi) = 0, 1 ≤ i ≤ n and bi ∈ Bj(i) with j(i) 6= j(i+1), 1 ≤ i ≤ n−1.
Notice that for B0 ≃ C this definition reduces to free independence with respect
Continuous Bernoulli shifts 17
to the state ϕ. It is elementary to check that B0-free independence implies B0-
independence.
Example 2.4.3 (q-Gaussian processes and A0-independence). A further ex-
ample originates from the construction of q-Fock spaces (−1 < q < 1) by
Boz˙ejko and Speicher [BS91]. Let KR be a real Hilbert space and K = KR⊕iKR
its complexification. Then the family {a(f) | f ∈ KR}, satisfying
a(f)a(g) + a(g)a(f) = 0, a(f)a(g)∗ − qa(g)∗a(f) = 〈f | g〉1l
for all f, g ∈ KR, is realized as bounded linear operators on the q-Fock space
Fq(K). Let B denote the von Neumann algebra generated by q-Gaussian pro-
cesses {Φ(f) := a(f)+a(f)∗ | f ∈ KR}, or equivalently in the case K = L2R(R),
generated by all increments of q-Brownian motions (Φ(χ[s,t]))s<t (see [BKS97]).
Then the vacuum vector Ω ∈ Fq(K) defines a tracial faithful normal state τ on
B. If K1 and K2 are two orthogonal closed subspaces in KR, then the von Neu-
mann subalgebras Bi :=
∨{a(f)+a(f)∗ | f ∈ Ki} (i = 1, 2) are C-independent.
If K0 is a third closed subspace, orthogonal to K1 and K2, which generates the
von Neumann subalgebra B0, then it is again elementary to verify that B0∨B1
and B0 ∨ B2 are B0-independent.
This list of examples can be continued easily. More examples of C- or A0-
independence arise from von Neumann algebras generated by so-called general-
ized Brownian motions on deformed Fock spaces [BS94, BG02, GM02, Kro´02],
which contain q-Brownian motions as a simple case. All related constructions,
necessary to provide these further examples, are captured by so-called functors
of white noise, as introduced in [Ku¨m85] and further considered in [GM02]. In
view of Anshelevich’s results on q-Le´vy processes [Ans], it arises the question
whether they provide also examples of C-independence.
Aside of these quantum probabilistic approaches to construct new examples,
it is worthwhile to remind a second rich source for A0-independence: subfactor
theory with all its commuting squares.
3. Continuous Bernoulli shifts I
This section is devoted to the introduction of a (non-commutative) continu-
ous Bernoulli shift. Its discrete time versions are (non-commutative) Bernoulli
shifts on towers of von Neumann algebras, as they appear in subfactor theory
([GHJ89, Rup95]). On the other hand provide continuous Bernoulli shifts a
non-commutative extension of noises in the sense of Tsirelson [Tsi04, Def-
inition 2d1]. More technically speaking, a noise is a homogeneous contin-
uous product system of probability spaces. Thus we may call a continuous
Bernoulli shift also a ‘homogeneous continuous commuting square system of
non-commutative probability spaces’.
Let us outline the contents of this section. We begin in Subsection 3.1 with
the definition of a continuous Bernoulli shift, emphasizing the probabilistic
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point of view. We will study some of its elementary properties. These proper-
ties will in particular justify its name. In Subsection 3.2 we prove that the von
Neumann algebra of a C-expected continuous Bernoulli shift is either finite or
of type III. An immediate consequence of this result is that such a continuous
Bernoulli shift has a properly infinite von Neumann algebra if and only if the
state of the continuous Bernoulli shift is non-tracial. After noting in Subsection
3.3 that continuous Bernoulli shifts are stable with respect to compositions by
tensor products and direct sums, we turn our attention to the question whether
they are also stable with respect to decompositions. We show in Subsection 3.4
that this is indeed the case for compressions given by conditional expectations
or orthogonal projections, both subject to some natural conditions. This opens
the door to compressions onto the relative commutant which allows to intro-
duce ‘derived continuous Bernoulli shifts’. Further research in this direction is
planned and should provide classification results, similar to subfactor theory.
A continuous Bernoulli shift, as stated in Definition 3.1.2, provides already
the sufficient infrastructure for Theorem 6.4.4, our main result on the corre-
spondence between shift cocycles. Most up to the present known examples of
continuous Bernoulli shifts enjoy additional algebraic structures. The study of
these additional algebraic and continuity features is postponed to Section 4.
At this place the reader will also find more detailed information on the rela-
tionship of continuous Bernoulli shifts and Tsirelson’s noises. Some examples
of continuous Bernoulli shifts will also be provided there.
Finally, we want to bring to the reader’s attention that the class of contin-
uous Bernoulli shifts is richer than those of non-commutative white noises (in
the sense of our Definition 6.5.2). This follows already from the surprising re-
sult of Tsirelson and Vershik [TV98] on the existence of black noises which are
‘non-classical’ (in the terminology of [Tsi04, Definition 5c4]). The relation of
continuous Bernoulli shifts and non-commutative white noises will be further
specified in Subsection 6.5.
3.1. Continuous Bernoulli shifts and their basic properties. We start
with some notation and remind that our notion of a filtration does not stipulate
continuity properties (see Subsection 1.3).
Notation 3.1.1. The set of all intervals I in R and the empty set ∅ is denoted
by I. Furthermore we let I + t := {s+ t | s ∈ I} and ∅ + t := ∅. The set Int I
is the interior of I.
Definition 3.1.2. Let (A, ψ) be an A0-expected probability space, equipped
with a pointwise weakly* continuous group S = (St)t∈R ⊂ Aut(A, ψ) and a
minimal filtration (AI)I∈I. The quadruple (A, ψ, S, (AI)I∈I) is called an A0-
expected (non-commutative) continuous Bernoulli shift if it enjoys the follow-
ing properties:
(i) A0 is the fixed point algebra of S;
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(ii) S acts covariantly on the filtration: StAI = AI+t for any t ∈ R, I ∈ I;
(iii) AI and AJ are A0-independent whenever I ∩ J = ∅.
The A0-expected continuous Bernoulli shift is said to be trivial if S = id.
For shortness, and if there is no chance of confusion, (A, ψ, S, (AI)I∈I) as
well as its automorphism group S will be both just called a shift. If the shift
is trivial, then (A, ψ, S, (AI)I∈I) can be identified canonically with a non-
commutative probability space.
Notation 3.1.3. Throughout, EI denotes the conditional expectation from
(A, ψ) onto AI , where I ∈ I.
We proceed with elementary results on properties of an A0-expected con-
tinuous Bernoulli shift which, in particular, will justify its name.
In Definition 3.1.2 we required that AI and AJ areA0-independent if I∩J =
∅. But boundary points of such intervals don’t matter for A0-independence.
Moreover, we will see that A0 equals A∅, from which we will take advantage
occasionally in proofs.
Lemma 3.1.4. For an A0-expected continuous Bernoulli shift
(A, ψ, S, (AI)I∈I) is A0 = A∅. Moreover, the following are equivalent:
(iii) AI and AJ are A0-independent whenever I ∩ J = ∅.
(iii’) AI and AJ are A0-independent whenever Int I ∩ Int J = ∅.
Proof. We conclude A∅ = A∅∩A∅ = A0 from Definition 3.1.2 (iii) and Propo-
sition 2.1.2 (v).
It is obvious that (iii’) implies (iii). We are left to prove the inverse.
For Int I ∩ Int J = ∅ exists t ∈ R such that, without loss of generality,
I ⊂ (−∞, t] and J ⊂ [t,∞). From the continuity of the past and future filtra-
tion (see Lemma 3.1.5 (ii) below) we conclude EIEJ = EIE(−∞,t]E[t,∞)EJ =
EIE(−∞,t)E(t,∞)EJ = EIE∅EJ = E∅. 
We collect further, frequently used properties of a continuous Bernoulli shift.
Lemma 3.1.5. A shift, as stated in Definition 3.1.2, enjoys the following
properties:
(i) The shift acts covariantly for any t ∈ R, I ∈ I:
StEI = EI+tSt;
(ii) the past filtration (A(−∞,t])t∈R and the future filtration (A[t,∞))t∈R are
continuous, or equivalently, the families of conditional expectations
(E(−∞,t])t∈R and (E[t,∞))t∈R are pointwise weakly* continuous. In par-
ticular, A(−∞,t] = A(−∞,t) and A[t,∞) = A(t,∞);
(iii) A[t,t] = A0 = A∅ for any t ∈ R;
(iv) A0 ⊂ AI for any I ∈ I;
(v) a shift is tail trivial:
⋂
t∈RA(−∞,t] = A0 =
⋂
t∈RA[t,∞);
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(vi) a shift is locally trivial, i.e.,
⋂
ε>0A[t−ε,t+ε] = A0 for any t ∈ R.
Notice that the filtration of a shift may not be continuous downwards or
upwards. These and additional properties will be discussed in more detail in
Section 4.
Proof. From the covariant action of the shift S we get
ψ(xStEI(y)) = ψ(EI+t(x)StEI(y)) = ψ(S−tEI+t(x)EI(y))
= ψ(S−tEI+t(x)y) = ψ(EI+t(x)St(y)) = ψ(xEI+tSt(y))
for any x, y ∈ A. This implies (i).
(ii) follows from (i) and the pointwise continuity of the shift S in the weak*
topology, since E(−∞,t−ε] = S−εE(−∞,t]Sε. (The equivalence of the two formu-
lations is shown by routine arguments.)
(iii) A[t,t] and A[t,t] are A0-independent by Lemma 3.1.4. But this implies
A[t,t]∩A[t,t] = A0 (see Proposition 2.1.2 (v)). The equality A0 = A∅ is already
shown in Lemma 3.1.4.
(iv) is part of the definition of A0-independence (or follows directly from
(iii) by the monotony of the filtration).
The first equality of (v) follows from the observation that x ∈ ⋂t∈RA(−∞,t]
and y ∈ ⋃n∈NA[−n,∞) are A0-independent elements. It follows ψ((x −
E0(x))y) = ψ((x− E0(x)))ψ(y) = 0. From the weak* density of
⋃
n∈NA[−n,∞)
in A, we conclude x = E0(x), hence
⋂
t∈RA(−∞,t] = A0. The second equality
of (v) is shown by the same arguments.
We are left to prove (vi). From⋂
ε>0
A[t−ε,t+ε] ⊆
⋂
ε>0
(A(−∞,t+ε] ∩A[t−ε,∞)) =
[⋂
ε>0
A(−∞,t+ε]
]
∩
[⋂
ε>0
A[t−ε,∞)
]
we conclude with the continuity of the past and future filtration, and finally
the A0-independence,
A0 ⊆
⋂
ε>0
A[t−ε,t+ε] ⊆ A(−∞,t] ∩ A[t,∞) = A0 . 
The following result states that the shift S is strongly mixing. It will be
crucial in the proof of Theorem 3.2.1.
Lemma 3.1.6. Let (A, ψ, S, (AI)I∈I) be an A0-expected shift. For any x ∈ A
it holds
lim
|t|→∞
St(x) = E0(x)
in the weak* topology.
Proof. For bounded intervals I and J and x ∈ AI , y ∈ AJ one calculates
lim
|t|→∞
ψ(ySt(x)) = lim
|t|→∞
ψ(E0(ySt(x))) = ψ(E0(y)E0(x)) = ψ(yE0(x)) .
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Since the filtration is minimal, these identities extend to arbitrary x, y ∈ A by
standard arguments. Now the assertion follows from the norm density of the
functionals {ψ(y ·) | y ∈ A} in A∗ and the boundedness of the set {St(x) | t ∈
R}. 
Let us mention a subtle fact in the above proof: the mixing property of
the shift hinges on the notion of the minimality of a filtration, as intro-
duced in Subsection 1.3. It includes that A is approximated by the ‘local’
net (A[s,t])−∞<s≤t<∞. Thus the ‘global’ structure of a continuous Bernoulli
shift is already determined by its ‘local’ structure.
3.2. The type of a C-expected continuous Bernoulli shift. We proceed
with a result on the type of the von Neumann algebra of a continuous Bernoulli
shift. In particular, it shows that neither type I∞ nor type II∞ can occur for
the von Neumann algebra of a scalar-expected shift, as stated in Definition
3.1.2.
Theorem 3.2.1. Let (A, ψ, S, (AI)I∈I) be a non-trivial C-expected continuous
Bernoulli shift. Then A is either finite or of type III. Moreover, A is finite if
and only if ψ is a trace.
This result generalizes immediately to a factor-expected continuous
Bernoulli shift if one considers, instead of A, the relative commutant A0′ ∩A.
Before we start the proof of the theorem, we note an immediate conclusion.
Corollary 3.2.2. Let the C-expected shift be given as stated in Theorem 3.2.1.
If A is a factor, then A is either of type II1 or of type III.
Proof. Choose x ∈ A[0,1] with E0(x) 6= 0 and xn := Sn(x), n ∈ N. Then, by
C-independence, {xn − E0(xn) |n ∈ N} is a mutually ψ-orthogonal family in
A, thus A is infinite-dimensional. Consequently, the factor A is not of finite
type I, which proves the corollary. 
Proof of Theorem 3.2.1. Let z ∈ Z(A) be the maximal central semi-finite pro-
jection. Since for any automorphism α on A, the projection α(z) is again a cen-
tral semi-finite projection, we have α(z) ≤ z. Interchanging α with α−1 yields
α(z) = z and thus in particular St(z) = z for any t ∈ R. By the mixing property
of the shift S, as stated in Proposition 3.1.6, it follows z ∈ C·1l. If z = 0 then A
is of type III and we are done. Therefore we may assume in the following that
A is semi-finite. It follows that there exists a stop-continuous unitary group
(us)s∈R ⊂ A with the property σψs (x) = u∗sxus for any x ∈ A (see [Ped79, Prop.
8.14.13]). Since St and σ
ψ
s commute, one concludes St(u
∗
s)xSt(us) = u
∗
sxus for
all x ∈ A and s, t ∈ R. Thus St(us)u∗s ∈ Z(A) for any t ∈ R. From this follows,
again by Proposition 3.1.6, that the weak* limit E0(us)u
∗
s of this sequence is
an element of Z(A). Moreover, one has E0(us) = ψ(us)1l. Since s 7→ us is con-
tinuous in the stop topology and u0 = 1l, it is ψ(us) 6= 0 for all s in some small
0-neighborhood. Consequently, u∗s ∈ Z(A) for any s in this 0-neighborhood.
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But this implies σψs = id for any s ∈ R by the group property of σψ. Thus ψ is
a normal trace on A [Ped79, Lem. 8.14.6] and, since ψ is faithful, we conclude
that A is a finite von Neumann algebra, [Tak03a, Thm. V.2.4].
By the above arguments, we have in particular proven that the finiteness of A
implies that ψ is a trace. The converse is obvious. 
Remark 3.2.3. (i) Up to the present we know examples for C-expected con-
tinuous Bernoulli shifts with a von Neumann algebra A of type I1, type II1
and type IIIλ (0 < λ ≤ 1). We conjecture that for a C-expected continuous
Bernoulli shift A cannot be of type In for n 6= 1, but we have yet not been
successful to establish this. Also, it is of interest to investigate further the case
of type III0.
(ii) A general result for the type of A0′ ∩ A is obtained by disintegration
theory and will be presented elsewhere. It relies on the fact that the structure
of continuous Bernoulli shifts is stable with respect to relative commutants.
In particular, we introduce the notion of a ‘derived’ continuous Bernoulli shift
and start to investigate its properties, similar as it is done in subfactor theory
[HK].
3.3. Composition of continuous Bernoulli shifts. It is easy to see that
shifts, as introduced in Definition 3.1.2, are closed under tensor product and
direct sum compositions.
Proposition 3.3.1. Let (A(i), ψ(i), S(i), (A(i)I )I∈I) be A(i)0 -expected continuous
Bernoulli shift (i = 1, 2).
(i)
(A(1)⊗A(2), ψ(1)⊗ψ(2), S(1)⊗S(2), (A(1)I ⊗A(2)I )I∈I) is an (A(1)0 ⊗A(2)0 )-
expected continuous Bernoulli shift.
(ii)
(A(1) ⊕ A(2), µψ(1) ⊕ (1 − µ)ψ(2), S(1) ⊕ S(2), (A(1)I ⊕ A(2)I )I∈I) is an
(A(1)0 ⊕A(2)0 )-expected continuous Bernoulli shift whenever 0 < µ < 1.
The tensor product of a C-expected and a trivial A0-expected shift gives
rise to an A0-expected shift.
Definition 3.3.2. The tensor product of an A0-expected continuous Bernoulli
shift (A, ψ, S, (AI)I∈I) and a trivial B-expected continuous Bernoulli shift is
called the amplification of (A, ψ, S, (AI)I∈I) by B.
Remark 3.3.3. The composition by tensor product extends to infinite tensor
products. With some more technical efforts the procedure of direct sum com-
positions carries over to direct integrals of A(γ)0 -expected shifts, γ ∈ Γ, with
respect to some standard probability space (Γ, µ).
3.4. Decomposition of continuous Bernoulli shifts. In the following we
focus onto decompositions of continuous Bernoulli shifts. They are closed under
compression by conditional expectations and by orthogonal projections, sub-
ject to some further conditions. These compressions provide, roughly speaking,
the inverse procedures to the compositions as stated in Proposition 3.3.1.
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Proposition 3.4.1. Let E ∈ Mor(A, ψ) be a conditional expectation and
(A, ψ, S, (AI)I∈I) be an A0-expected continuous Bernoulli shift. If ESt = StE
and EEI = EIE for any t ∈ R, I ∈ I, then (E(A), ψ|E(A), S|E(A), (E(AI))I∈I)
is an E(A0)-expected continuous Bernoulli shift.
Definition 3.4.2. The shift (E(A), ψ|E(A), S|E(A), (E(AI))I∈I) is called the
compression of (A, ψ, S, (AI)I∈I) by the conditional expectation E.
If E = E0 then the compression leads to a trivial shift.
Proof of Proposition 3.4.1. The restriction ψ|E(A) is a faithful normal state on
E(A). Since the conditional expectation E and the shift S commute, E(A) is
globally invariant under the action of S. Thus the restriction S|E(A) is well-
defined and has E(A0) as fixed point algebra. Moreover, it is StE(AI) =
ESt(AI) = E(AI+t) for any t ∈ R, I ∈ I. Since E(AI) ⊆ E(AJ) when-
ever I ⊆ J , the family (E(AI))I∈I defines a filtration of (E(A), ψ|E(A)).
From the minimality of (AI)I∈I and the normality of E we conclude that⋃{E(AI) | I ∈ I is bounded} is weakly* dense in E(A). The minimality of
the filtration (E(AI))I∈I follows now by the double commutation theorem.
Finally, the independence of E(AI) and E(AJ) for I ∩ J = ∅ is an immediate
consequence of EEIEEJ = EEIEJ = EE0. 
The following compression will be needed in Subsection 4.5. Recall that Aψ
is the centralizer of (A, ψ).
Corollary 3.4.3. (Aψ, ψ|Aψ , S|Aψ , (Aψ∩AI)I∈I) is an (Aψ∩A0)-expected con-
tinuous Bernoulli shift.
Proof. We will prove that the conditional expectation E from A onto the
centralizer Aψ commutes with the shift S and the conditional expectations EI .
Since Aψ is the fixed point algebra of the modular automorphism group σψ, we
have E(x) = limT→∞
1
2T
∫ T
−T
σψt (x)dt in the stop topology for any x ∈ A. Since
the modular automorphism group σψ commutes with morphisms of (A, ψ), we
conclude that E commutes with St and EI for any t ∈ R, I ∈ I. 
In Proposition 3.4.1 is required that the conditional expectation E commutes
with the conditional expectations EI of the filtration. Dropping this condition
leads to more general compressions.
Proposition 3.4.4. Let (A, ψ, S, (AI)I∈I) be an A0-expected shift and E ∈
Mor(A, ψ) a conditional expectation with StE = ESt and EE0 = E0E for all
t ∈ R. Then (B, ψ|E(A), S|E(A), (E(A) ∩ AI)I∈I) is an (E(A) ∩ A0)-expected
continuous Bernoulli shift, where B := ∨I∈I E(A) ∩AI .
Notice that
∨
I∈I E(A) ∩AI can be much smaller than E(A).
Proof. All arguments in the proof of Proposition 3.4.1 are valid, aside those
for the covariant action of the shift, for the minimality and the independence.
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We will alter them as follows. From St(E(A) ∩ AI) = ESt(A) ∩ St(AI) =
E(A)∩AI+t it follows the covariant action of the shift. The minimality of the
filtration (E(A) ∩ AI))I∈I is evident. Finally, let E˜I denote the conditional
expectation from (A, ψ) onto E(A) ∩ AI . Notice that E˜I = E˜IEI = EIE˜I ,
E˜I = E˜IE = EE˜I , since conditional expectations are ψ-selfadjoint (compare
Theorem B.2), and E˜0 = EE0 = E0E, since E and E0 commute. Consequently,
we obtain E˜IE˜J = E˜IEIEJE˜J = E˜IE0E˜J = E˜IEE0E˜J = E˜IE˜∅E˜J = E˜0 for all
I, J ∈ I. Since ψ and S restrict to E(A), the compression defines a continuous
Bernoulli shift as spelled out in the proposition. 
Proposition 3.3.1 states that shifts can be composed by direct sums. In the
following we present compressions which, roughly speaking, provide the reverse
procedure. For a non-zero orthogonal projection e ∈ A we define ψe(x) =
ψ(exe)/ψ(e) for any x ∈ A.
Proposition 3.4.5. Let e ∈ A0∩Aψ be a non-zero orthogonal projection. Then
(eAe, ψe, S|eAe, (eAIe)I∈I) is an eA0e-expected continuous Bernoulli shift.
Proof. Clearly, ψe is a faithful normal state on the von Neumann algebra
eAe. Moreover, we observe σψet (eAIe) = eσψt (AI)e = eAIe. Thus, there ex-
ist uniquely conditional expectations QI from (eAe, ψe) onto eAIe for I ∈ I
such that QI(exe) = eEI(x)e for any x ∈ A. Since e is a fixed point of the
shift S, the restriction of S|eAe is well-defined. It leaves the state ψe invariant
and has the fixed point algebra eA0e. Since St(eAIe) = eSt(AI)e = eAI+te
for any t ∈ R, I ∈ I, the shift acts covariantly on (eAIe)I∈I . The family
(eAIe)I∈I defines a filtration on eAe since eAIe ⊆ eAJe whenever I ⊆ J .
From the minimality of (AI)I∈I we conclude that
⋃
I{eAIe | I ∈ I is bounded}
is weakly* dense in eAe. This ensures the minimality of (eAIe)I∈I . Finally,
the (eA0e)-independence of eAIe and eAJe for I ∩ J = ∅ follows from
QIQJ(exe) = eEJEI(x)e = eE0(x)e = eE∅(x)e = Q∅(x). 
4. Continuous Bernoulli shifts II
A continuous Bernoulli shift is a family of von Neumann subalgebras which
enjoys essentially two further structures: A0-independence and shift covari-
ance. We did not stipulate further algebraic structure elements in Definition
3.1.2. Here we will approach systematically some of these additional features
which a continuous Bernoulli shift may carry. Wide parts of the terminol-
ogy will be in analogy to [Arv03] and/or [Tsi04], in the attempt to highlight
common and different grounds. Let us outline this section’s contents.
In Subsection 4.1 we will show that the algebraic properties of local mini-
mality/maximality imply the (downward/upward) continuity of the filtration
(AI)I∈I . The subject of Subsection 4.2 is an enriched independence structure,
as it appears up to the present in all known examples. We proceed in Sub-
section 4.3 with the situation of a commuting past/future, as it appears in
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the setting of continuous tensor product systems. Next we discuss the case of
commutative continuous Bernoulli shifts and relate them to Tsirelson-Vershik’s
noises in Subsection 4.4. For these additional algebraic structures will also be
commented briefly whether they are stable under compressions by conditional
expectations (see Subsection 3.4). In Subsection 4.5 we will present an example
of a compression which obstructs the local minimality of a shift. Finally, ex-
amples of continuous Bernoulli shifts are provided in Subsection 4.6: Gaussian
and Poisson white noise, CCR and CAR white noises and q-Gaussian white
noises (−1 < q < 1).
4.1. Local minimality and local maximality. The following two algebraic
properties ensure the continuity of a filtration.
Definition 4.1.1. The filtration (AI)I∈I of an A0-expected continuous
Bernoulli shift is
(i) locally minimal if AI ∨AJ = AK for any I, J,K ∈ I with I ∪ J = K;
(ii) locally maximal if A(−∞,t] ∩ A[s,∞) = A[s,t] for any s ≤ t.
Lemma 4.1.2. Let (A, ψ, S, (AI)I∈I) be an A0-expected continuous Bernoulli
shift. If the filtration (AI)I∈I is locally minimal (maximal), then it is contin-
uous upwards (downwards).
Consequently, such a filtration is continuous if it is locally minimal and
locally maximal.
Proof. We first prove that local minimality implies upward continuity. For a
closed interval K with non-empty interior we choose two intervals I, J and
some ε > 0 with I ∪ J = K and I + ε, J − ε ⊂ K. The local minimality
guarantees AI ∨ AJ = AK . If any x ∈ AI and y ∈ AJ can be approxi-
mated by sequences (xn)n∈N, (yn)n∈N ⊂
⋃{AK0 |K0 = K0 ⊂ IntK}, then
AI ∨ AJ ⊆
∨{AK0 |K0 = K0 ⊂ IntK} ⊆ AK implies the upward continuity.
But such sequences are given by xn := Sε/n(x) resp. yn := S−ε/n(y), since they
approximate x resp. y due to the pointwise weak* continuity of S.
For a locally maximal filtration (AI)I∈I holds⋂
ε>0
A[s−ε,t+ε] =
⋂
ε>0
(A(−∞,t+ε] ∩A[s−ε,∞)) =
[⋂
ε>0
A(−∞,t+ε]
]
∩
[⋂
ε>0
A[s−ε,∞)
]
.
Now, by Lemma 3.1.5 (ii), the continuity of the past filtration and future
filtration establishes the downward continuity. 
Corollary 4.1.3. A locally minimal filtration (AI)I∈I of a shift enjoys AI =
AI for any I ∈ I.
Proof. Lemma 4.1.2 insures the upward continuity. Since
∨
ε>0A[s+ε,t−ε] ⊆
A(s,t), the upward continuity of a filtration implies immediately A(s,t) = A[s,t]
for any s < t. Similar arguments prove the two remaining cases of unbounded
intervals. 
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Remark 4.1.4. It is tempting to stipulate local minimality and/or local max-
imality in Definition 3.1.2 of an A0-expected continuous Bernoulli shift. But
local minimality is obstructed by compressions, as it will be shown in Sub-
section 4.5. In the other case, it is elementary to see that local maximality is
stable under the compression with conditional expectations. Local maximality
is always present for continuous Bernoulli shifts, which are non-commutative
white noises (see Definition 6.5.2). But we do not know whether every contin-
uous Bernoulli shift is locally maximal.
4.2. Enriched independence. All examples of A0-expected shifts enjoy
a richer independence structure than A0-independence, at least as known
presently by the authors. Many of these examples come in particular from
‘functors of white noise’ (see [Ku¨m85, GM02] for their notion).
Definition 4.2.1. An A0-expected continuous Bernoulli shift or its filtration
(AI)I∈I has an enriched independence if AI and AJ are AI∩J-independent for
any I, J ∈ I.
Proposition 4.2.2. For an A0-expected shift (A, ψ, S, (AI)I∈I) are equivalent:
(i) AI and AJ are AI∩J -independent for any I, J ∈ I;
(ii) AI ∩ AJ = AI∩J and EIEJ = EJEI for any I, J ∈ I;
(iii) (AI)I∈I is locally maximal and E(−∞,t]E[s,∞) = E[s,∞)E(−∞,t] for any
s, t ∈ R.
A filtration (AI)I∈I with enriched independence is continuous and enjoys AI =
AI for all I ∈ I.
Notice that the enriched independence of a filtration does not imply its local
minimality (see Proposition 4.5.1 for a counterexample).
Proof. The equivalence of (i) and (ii) is evident by Proposition 2.1.2 (v). Also
it is clear that that (ii) implies (iii). We are left to prove the converse. Local
maximality guarantees A(−∞,t] ∩ A[s,∞) = A[s,t] for s ≤ t and consequently,
by the equivalence of (v) and (iv) in Proposition 2.1.2, E(−∞,t]E[s,∞) = E[s,t].
This yields E(r,t]E[s,u) = E(r,t]E(−∞,t]E[s,∞)E[s,u) = E(r,t]E[s,t]E[s,u) = E[s,t] =
E[s,u)E[s,t]E(r,t] = E[s,u)E(r,t] for any −∞ ≤ r < s < t < u ≤ ∞. Aside of the
cases I ∩ J = ∅ or I ⊆ I ∩ J (which follow easily from the A0-independence
resp. the monotony of the filtration), the proof (iii) ⇒ (ii) is completed if the
filtration (AI)I∈I is continuous upwards, entailing AI = AI for any I ∈ I. But
E[s+ε,t−ε] = E(−∞,t−ε]E[s+ε,∞)
εց0−−→ E(−∞,t]E[s,∞) = E[s,t] from the continuity of
t 7→ E(−∞,t] resp. s 7→ E[s,∞) in the pointwise stop topology. Thus the filtration
is continuous upwards. Finally, the local minimality implies the downward
continuity. Consequently, (AI)I∈I is continuous. 
Corollary 4.2.3. If a continuous Bernoulli shift has an enriched indepen-
dence, then also its compression by a conditional expectation E, as stated in
Proposition 3.4.1.
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Proof. This follows immediately from Proposition 4.2.2 (ii) and EEI = EIE
for any interval I ⊂ R, since (E(A)∩AI)∩ (E(A)∩AJ) = E(A)∩AI∩J and
EIEEJE = EJEEIE. 
The stability of shifts with enriched independence under compressions sug-
gests to stipulate this structure in Definition 3.1.2. Nevertheless, it is not
needed for the proofs of our main results in this paper. Moreover, for more
general compressions (see Proposition 3.4.4) the proof of Corollary 4.2.3 breaks
down, since the conditional expectations E and EI may no longer commute.
Remark 4.2.4. (i) It is an open problem to give examples of continuous
Bernoulli shifts without enriched independence.
(ii) Further structure can be added to the index set I on R to provide other
enriched forms of A0-independence. Here we focus on (possible degenerated
and unbounded) intervals as set I. Stipulating a Boolean algebra structure for
I (similar as done for example in [TV98]) leads to even more enriched forms
of A0-independence.
4.3. Commuting past and future. Shifts with a commuting past/future
form an interesting class on their own, as they stem from tensor product inde-
pendence (see Subsection 2.2). Roughly speaking, such commuting structures
are present in Hudson-Parthasarathy’s approach to quantum probability the-
ory [Par92], in Arveson’s approach to continuous product systems of Hilbert
spaces [Arv03] and in Tsirelson-Vershik’s approach to continuous product sys-
tems of probability spaces [Tsi04].
Definition 4.3.1. A C-expected shift (A, ψ, S, (AI)I∈I) (or its filtration) is
said to have a commuting past/future if A(−∞,0] and A[0,∞) commute.
Lemma 4.3.2. Suppose that a C-expected shift (A, ψ, S, (AI)I∈I) satisfies one
of the following (equivalent) additional conditions:
(i) the past A(−∞,0] and the future A[0,∞) commute;
(ii) A(−∞,t] and A[t,∞) commute for any t ∈ R;
(iii) AI and AJ commute for all I, J ∈ I with Int I ∩ Int J = ∅.
If in addition the filtration is locally minimal, then it is locally maximal, con-
tinuous and enjoys an enriched independence.
It is well-known that local maximality does not imply local minimality, even
when adding commutativity of the von Neumann algebras to the assumptions
of this lemma (see for example [Tsi03, Rem. 3.9]).
Proof. The equivalence of (i) and (ii) is obvious by stationarity, (iii) clearly
implies (ii), the inverse implication follows from the monotony of the filtration
and the C-independence. For a locally minimal filtration with commuting past
and future is A(−∞,t] = A(−∞,s] ∨ A[s,t] isomorphic to A(−∞,s] ⊗A[s,t] ⊗ 1lA[t,∞)
with s < t. Similarly, one decomposes A[s,∞) and concludes A(−∞,t] ∩A[s,∞) ≃
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(A(−∞,s] ⊗ A[s,t] ⊗ 1lA[t,∞)) ∩ (1lA(−∞,s] ⊗ A[s,t] ⊗ A[t,∞)) ≃ A[s,t]. This shows
the local maximality of the filtration. The continuity of the filtration follows
directly from Lemma 4.1.2. Finally, using ideas from Subsection 2.3, it is easy
to see that E(−∞,t] and E[s,∞) commute. This ensures, by Lemma 4.2.2, the
enriched independence structure. 
Corollary 4.3.3. If the C-expected shift (A, ψ, S, (AI)I∈I) has a commuting
past/future, then also its compression by a conditional expectation E, as stated
in Proposition 3.4.1.
Proof. This is an elementary conclusion from Definitions 3.4.2 and 4.3.1. 
Remark 4.3.4. C-expected continuous Bernoulli shift with a locally minimal
filtration and a commuting past/future lead to examples of continuous tensor
product systems of W*-algebras (see [Lie03, Sec. 7.3, Def. 7.1]).
4.4. Commutative von Neumann algebras. A rich source for C-expected
continuous Bernoulli systems with a commutative von Neumann algebra is
provided by probability theory. Here we focus on the connection to noises, as
they appear in the work of Tsirelson and Vershik [TV98, Tsi98, Tsi04].
Let us start with the measure theoretic notion of a continuous Bernoulli
shift. We assume throughout that the probability spaces are Lebesgue spaces
and that the σ-algebras are completed.
Definition 4.4.1. A continuous Bernoulli shift (on a probability space) con-
sists of a probability space (Ω,Σ, µ), a measure preserving Borel-measurable
group (st)t∈R on Ω and a family of sub-σ-algebras (ΣI)I∈I ⊂ Σ, such that for
all I, J,K ∈ I
(o) Σ is generated by the family {ΣI | I ∈ I bounded};
(i) st maps ΣI onto ΣI+t for any t ∈ R;
(ii) ΣI and ΣJ are independent whenever Int I ∩ Int J = ∅;
(iii) ΣK contains the sub-σ-algebra generated by the union of ΣI and ΣJ
whenever K = I ∪ J .
(ΣI)I∈I (or the continuous Bernoulli shift) is called locally minimal if ΣK is
generated by the union of ΣI and ΣJ whenever K = I ∪ J .
A locally minimal continuous Bernoulli shift on a probability space is also
called Tsirelson-Vershik’s noise or a homogeneous continuous product (sys-
tem) of probability spaces (see [Tsi98] or [Tsi04, Definition 2d1]).
It is elementary to turn a measure theoretic shift into an algebraic shift in
the sense of Definition 3.1.2. The other direction is less elementary, but also a
very familiar fact. Let us state in the following result without proof and in our
terminology. Actually, it is an immediate corollary of Mackey’s paper [Mac62].
Definition 4.4.2. An C-expected continuous Bernoulli shift (A, ψ, S, (AI)I∈I)
is called to be commutative if A is commutative.
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Theorem 4.4.3. There is one-to-one correspondence between (isomorphism
classes of)
(i) (locally minimal) continuous Bernoulli shifts (Ω,Σ, µ), (sr)r∈R,
(ΣI)I∈I;
(ii) (locally minimal) C-expected commutative continuous Bernoulli shifts
(A, ψ, S, (AI)I∈I).
The correspondence is given by A = L∞(Ω,Σ, µ), ψ = ∫ · dµ, Sr(f) = f ◦ sr
for all f ∈ L∞(Ω,Σ, µ) and AI = L∞(Ω,ΣI , µ|ΣI) for all I ∈ I.
The terminology ‘isomorphism’ means in the present context ‘isomorphism
between the dynamical systems which preserves the filtration structure’. Since
we will use this equivalence only occasionally, we have omitted the (evident)
notion of an isomorphism between algebraic and measure theoretic continuous
Bernoulli shifts.
Corollary 4.4.4. Tsirelson-Vershik’s noise corresponds to a C-expected con-
tinuous Bernoulli shift which is commutative, locally minimal, locally maximal
and has a continuous filtration. Moreover it enjoys an enriched independence
and a commuting past/future.
Proof. The isomorphism of Theorem 4.4.3 respects local minimality, conse-
quently Lemma 4.3.2 applies. 
It is clear that all these properties can be translated back into properties of
the underlying probability spaces, for example like upwards and downwards
continuity in [Tsi04, 2d2, 2d4]. Let us close this section with a remark on
the notation. Since Tsirelson-Vershik’s noises are continuous, one always has
A(s,t) = A[s,t] =: As,t. The latter notation is used for example in [Tsi04].
4.5. Local minimality and compressions. Local minimality of a shift is
not aggregated to Definition 3.1.2, since this property is not stable with respect
to compressions. This is already a well-known phenomenon in probability the-
ory (see Remark 4.5.2). But the situation is even more dramatic for probability
spaces based on properly infinite von Neumann algebras. We will describe a
class of shifts, for which a quite natural compression by a conditional expecta-
tion destroys the local minimality. The von Neumann algebra of these shifts is
of type IIIλ (0 < λ < 1), equipped with a periodic state, and its compression
onto the centralizer yields a von Neumann algebra of type II1. The example
also shows that this obstruction cannot be removed or controlled by stipulat-
ing algebraic structures as an enriched A0-independence and/or a commuting
past/future.
Recall that a state ψ on A is called periodic if there exists T > 0 such that
σψT = id. The smallest such T is called the period of ψ [Tak73].
Lemma 4.5.1. Let (A, ψ, S, (AI)I∈I) be a non-trivial C-expected continuous
Bernoulli shift with a locally minimal filtration and a periodic state ψ. If the
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filtration carries a commuting past/future, then the compressed filtration (AI∩
Aψ)I∈I is not locally minimal.
Proof. Since the shift is C-expected, S ⊂ Aut(A, ψ) acts ergodically on A.
Thus ψ is a homogeneous periodic state with period T > 0 [Tak73]. Put
κ := e−2pi/T and let Bn := {x ∈ A |σψt (x) = κintx} for n ∈ Z. Note that
B0 = Aψ. Furthermore, Bn and Bm are ψ-orthogonal whenever n 6= m. Recall
also BnBm ⊆ Bn+m for any n,m ∈ Z. Finally, we will need from [Tak73]
that εn(x) :=
1
T
∫ T
0
κ−intσψt (x)dt is a projection from A onto Bn and xΩ =∑
n∈Z εn(x)Ω for any x ∈ A.
Since σψt commutes with St and EI , also εn does so. Thus, one has St(Bn) =
Bn and EI(Bn) ⊆ Bn for any t ∈ R, I ⊆ R and n ∈ Z. Now, let I := [0, 1],
J := [1, 2] = S1(I) and K := [0, 2]. First, we show that there exists a non-zero
x ∈ AI ∩Bn for some n 6= 0. If AI ∩Bn = {0} for all n 6= 0, then AI ⊂ Aψ and
furthermore A = ∨n∈Z SnAI ⊆ Aψ by local minimality. But this contradicts
the periodicity of ψ. Hence there exists a non-zero x ∈ AI ∩ Bn for some
n 6= 0. Since S1(x∗) ∈ AJ ∩ B−n is also non-zero, the C-independence of x
and S1(x
∗) implies that xS1(x
∗) ∈ AK ∩ B0 is non-zero: ψ(S1(x)x∗xS1(x∗)) =
ψ(xx∗)ψ(x∗x) 6= 0. We are left to prove that xS1(x∗) ∈ AK∩B0 is ψ-orthogonal
to (AI ∩ B0) ∨ (AJ ∩ B0). It holds
ψ(S1(b)axS1(x
∗)) = ψ(ax)ψ(S1(b)S1(x)) = 0 (4.5.1)
for any a, b ∈ AI ∩ B0, since a ∈ B0 and x ∈ Bn are ψ-orthogonal. Now, the
commuting past/future structure ensures that c ∈ (AI ∩ B0) ∨ (AJ ∩ B0) is
approximated in the weak* topology by some sequence (ci)i∈N with terms of
the form ci =
∑
l S1(bi,l)ai,l, where bi,l, ai,l ∈ AI ∩Aψ. Thus, (4.5.1) extends to
ψ(cxS1(x
∗)) = 0 for any c ∈ (AI∩Aψ)∨(AJ∩Aψ). This shows that (AI∩Aψ)I
is not locally minimal. 
A concrete example for such a continuous Bernoulli shift is provided by the
CCR white noise in Example 4.7.1.
Remark 4.5.2. It is well-known in probability theory that multi-dimensional
stochastic processes may lead to filtrations without local minimality. Let
us next sketch the construction of such an example, starting from Gauss-
ian white noise, as introduced in Example 4.6.1. Consider two indepen-
dent generalized stochastic processes (X
(1)
f )f∈S and (X
(2)
g )g∈S , realized on
(S ′×S ′,Σ×Σ, µ×µ) with characteristic functional C(f, g) := e−1/2(‖f‖2+‖g‖2).
A slight modification of the construction in Example 4.6.1 shows that the corre-
sponding C-expected continuous Bernoulli shift is given by (C⊗C, ψµ⊗ψµ, (St⊗
St)t∈R, (CI ⊗CI)I∈I), the tensor product of two Gaussian white noises. Now let
E˜ be the conditional expectation associated to the sub-σ-algebra Σ˜ generated
by {X(1)f ·X(2)f | f ∈ S }. Then it can be checked that (E˜(C⊗C)∩(CI⊗CI))I∈I is
a filtration without local minimality. From this follows that the tensor product
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of two Gaussian white noises is compressed by the conditional expectation E˜
to a C-centred continuous Bernoulli shift which fails to be locally minimal.
4.6. Examples from probability theory. Tsirelson-Vershik’s noises [Tsi04,
Definition 2d1] correspond to C-expected continuous Bernoulli shift which are
locally minimal and commutative (see Subsection 4.4). These noises divide
into two classes: classical and non-classical (in the sense of [Tsi04, Definition
5c4]), or alternatively phrased: type I and non-type I (following the analogy
with Arveson’s product systems [Arv03]).
‘Type I’ examples in probability theory correspond to Le´vy processes de-
scribed by the Le´vy-Khinchin formula. Essentially, these processes are combi-
nations of Brownian motion and Poisson processes. We will address the corre-
sponding C-expected continuous Bernoulli shifts as white noises. The attribute
‘white’ emphasizes that the spectral density of Le´vy processes is constant (see
also Subsection 6.5 for the general case). Notice that our usage of ‘white noise’
differs from [Tsi04] where it is reserved for ‘Gaussian white noise’(as stated in
Example 4.6.1). Thus a ‘classical noise’ therein corresponds to a ‘white noise’
herein.
Example 4.6.1 (Gaussian white noise). Let S ⊂ L2
R
(R) denote the space
of all smooth rapidly decreasing real valued functions and S ′ its dual, the
space of tempered distributions. Consider the generalized stochastic process
(Xf)f∈S with Xf(x
′) := 〈f, x′〉, x′ ∈ S ′, on the probability space (S ′,Σ, µ),
where the measure µ is determined by the characteristic functional C(f) :=
e−
1
2
‖f‖2 =
∫
S ′
eiXf dµ [Hid80, GV64]. Let ΣI be the σ-algebra generated by the
functions eiXf with supp f ⊆ I, where I ∈ I. From C(f+g) = C(f)C(g) for all
functions f, g ∈ S with support in the disjoint intervals I and J we obtain the
independence of the random variables Xf and Xg and hence the independence
of ΣI and ΣJ . The characteristic functional is invariant under the right shift σt
on S . Consequently, µ is invariant under the dual action st := σ
∗
t on S
′. Now
properties (o) to (iii) of Definition 4.4.1 can be checked. Hence, by Theorem
4.4.3, we get a locally minimal C-expected shift (C, ψµ, S, (CI)I∈I) which is
called Gaussian white noise. Notice that Brownian motion Bt ∈ L2(S ′,Σ, µ)
is approximated by (Xfn)n∈N with fn → χ[0,t] in the L2-norm and generates
the sub-σ-algebra Σ[0,t] for any t > 0.
Example 4.6.2 (Poisson white noises). Let N := (Nt)t≥0 be the Poisson pro-
cess with intensity λ > 0. Then N can be realized on a probability space
(Ω,Σ, µ), where Ω is the set of paths ω : R → Z, ω(0) = 0, which are in-
creasing and right continuous, and with left limits [Pro95]. We extend N to
negative times by N−t(ω) := ω(−t). Thus ω(t) and −ω(−t) count the jumps
of ω in [0, t] resp. (−t, 0]. The σ-algebras Σ and Σ[s,t] are generated by the sets
Ωn((s, t]) := {Nt−Ns = n}, s < t ∈ R, n ∈ N0 resp. Ωn((s′, t′]) with s ≤ s′ and
t′ ≤ t, n ∈ N0. The measure µ is given by µ(Ωn((s, t])) := λn(t−s)ne−λ(t−s)/n!.
The σ-algebras Σ[s,t] and Σ[u,v] are independent for disjoint intervals [s, t]
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and [u, v]. Finally, a measure preserving shift (sr)r∈R on Ω is defined by
(sr(ω))(t) := ω(t+r)−ω(r). Now, by Theorem 4.4.3, one can associate canon-
ically a locally minimal C-expected shift (P, ψµ, S, (PI)I∈I) to the Poisson
process. It is called Poisson white noise. Notice that the sub-σ-algebras of the
filtration are generated by increments of the Poisson process.
Remark 4.6.3. Tensor products of Poisson white noises and Gaussian white
noises, compressed to the von Neumann subalgebra generated by a specified
linear combination of the underlying Brownian motion and Poisson processes,
give first examples of white noises coming from Le´vy processes. Moreover,
(countable many) tensor products of Gaussian white noise lead again to Gauss-
ian white noises, now with multiplicities. Furthermore, the amplification with
a non-commutative probability space gives operator-expected white noises. We
leave the details to the reader.
Tsirelson-Vershik’s noises with a ‘non-classical’ or ‘non-type I’ part have no
representation in Fock spaces. The existence of such intrinsically non-linear
random fields was revealed by A. Vershik and B. Tsirelson [TV98]. For a
detailed survey on recent developments and examples, as well as the close
connection to Arveson’s non-type I product systems, we refer the interested
reader to [Tsi04]. Prominent examples among these ‘non-classical’ noises are
‘black noises’, as they are named by B. Tsirelson in [Tsi98]. These ‘black noises’
lead to Arveson’s continuous product systems of Hilbert spaces of type II0
[Arv03].
Example 4.6.4 (Black noises). Examples of ‘black’ noises, as stated in [Tsi04],
are locally minimal continuous Bernoulli shifts on probability spaces. They
promote to C-expected locally minimal continuous Bernoulli shifts according
to Corollary 4.4.4 and will also be addressed as C-expected black noises. They
are called ‘black’ because they have only trivial additive shift cocycles (see
Definition 6.3.1). Thus, no ‘linear sensors’ (as phrased by Tsirelson) exist to
detect their color (see also the discussion of ‘whiteness’ at the end of Subsection
6.5). For further details on black noises and their construction we refer to
[Tsi04] and the literature cited therein.
4.7. Examples from quantum probability theory. We continue with ex-
amples of continuous Bernoulli shifts coming from quantum probability. In
analogy to probability theory, we address the ‘type I’ examples as ‘quantum
white noises’. Heuristically and justified up to now by all known examples,
these examples come from quantum Le´vy processes which generate the filtra-
tion of the quantum white noise (see Definition 6.5.2). These quantum Le´vy
processes are provided by additive shift cocycles (see Definition 6.3.1). Al-
ready a rich source for the construction of quantum white noises is provided
by generalized Brownian motions which are realized on (deformed) Fock spaces
[BS91, BS94, BKS97, GM02, BG02]. Moreover, out the work of Anshelevich
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on q-Le´vy processes [Ans] appear promising candidates for further examples
of quantum white noises.
Example 4.7.1 (CCR white noises). We continue the discussion of Example
2.2.2. Let K := L2(R) and let BI be the von Neumann algebra generated
by functions f ∈ K with support in the interval I. Second quantization of
the right shift on L2(R) provides the shift S. It is elementary to check that
(B, ψλ, S, (BI)I∈I) is a locally minimal C-expected continuous Bernoulli shift,
called CCR white noise. It is well-known that the von Neumann algebra of
such a shift is a factor of type IIIλ/(1+λ) Notice that this shift has a commuting
past/future and an enriched independence.
Multi-dimensional CCR white noises are just tensor products of C-expected
CCR white noises.
Example 4.7.2 (Squeezed CCR white noises). More generally as done
in Examples 2.2.2 and 4.7.1, consider now the quasi-free state ψλ,c on
CCR(L2(R), Im〈· | ·〉), given by ψλ,c(W (f)) = exp (−14qλ,c(f)) with
qλ,c(f) := (2λ+ 1)‖f‖2 + 2Re(c〈f | Jf〉),
where J is the complex conjugation in L2(R) and λ >
√|c|2 + 1/4 − 1/2 for
some c ∈ C. This state is non-gauge invariant for c 6= 0 and the corresponding
Araki-Woods representation leads again to a C-expected quantum white noise.
This noise has important applications in quantum optics, where it is referred to
as ‘squeezed white noise’. We refer the reader to [HHK+02] for its construction
and further references, moreover to [GZ00] for its applications.
Example 4.7.3 (CAR white noise). Let (B, ψλ) be the probability space in-
troduced in Example 2.4.1 with K := L2(R). For any interval I ⊆ R let BI
be the subalgebra generated by the functions in L2(R) with support in I.
Second quantization of the right shift on L2(R) provides a shift S, which ful-
fills obviously StBI = BI+t. This gives the C-expected locally minimal shift
(B, ψλ, S, (BI)I∈I), called CAR white noise. Note that these shifts have an
enriched independence, but they do not have a commuting past and future.
Moreover, the von Neumann algebra of these shifts is a type IIIλ/(1−λ) factor
for 0 < λ < 1/2 and a type II1 factor in the case λ = 1/2.
Aside of amplification with a non-commutative probability space, the above
construction can also be promoted to a B0-expected shift as follows. Let K :=
K0⊕L2(R) (K0 separable) and let BI be the von Neumann algebra generated
by the closed subspace KI := K0 ⊕ L2(I) ⊆ K. Define the shift S by second
quantization of id⊕s. Here denotes s the right shift on L2(R). It is again
elementary to verify that (B, ψλ, S, (BI)I∈I) is a B0-expected shift.
Remark 4.7.4. Let two C-expected continuous Bernoulli shifts have von Neu-
mann algebras of type IIIκ resp. IIIκ˜ (0 < κ, κ˜ < 1). If ln(κ)/ ln(κ˜) is irrational
then the tensor product of these two shifts leads to a C-expected white noise
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with a von Neumann algebra of type III1 (see also [Tak03b, Theorem 4.16] for
approximately finite dimensional von Neumann algebras). Such examples are
in particular provided by the CAR white noises. The authors doubt that ex-
amples of C-expected continuous Bernoulli shifts with a von Neumann algebra
of type III0 exist, but have yet not been successful in clarifying this point.
The following class of examples contains quantum white noise from free
probability theory, including a special case of amalgamated free independence.
Example 4.7.5 (q-Gaussian white noises). We continue the discussion of Ex-
ample 2.4.3. Let KR := L2R(R) and let BI be the von Neumann algebra, gen-
erated by the q-Gaussian processes {Φ(f) | f ∈ KI} with KI := L2R(I) ⊆ KR.
The shift S is again obtained by second quantization of the right shift on
L2(R). From this one verifies that (B, τ, S, (BI)I∈I) is a locally minimal C-
expected shift with enriched independence, but without commuting past and
future. Such shifts are called q-Gaussian white noises and their von Neumann
algebras are factors of type II1 [BKS97].
Operator-expected shifts are produced by amplification. Similar to Example
4.7.3, let us here present an alternative way in the multi-dimensional case. Put
KI := K0⊕L2R(I,K1), where K0,K1 are two real separable Hilbert spaces. The
dimension of K1 will give the multiplicity of the shift. As usual, KI is identified
canonically as a subspace of KR. Let CI :=
∨{Φ(f) | f ∈ KI}. The shift S arises
again through the second quantization of idK0 ⊕st, where (st)t∈R is the right
shift on L2(R,K1). Now one obtains the C0-expected shift (CR, ψ, S, (CI)I∈I).
Notice in the case q = 0 that CR is isomorphic to the free product of B0 with
the dim(K1)-fold free product of B, as stated at the beginning of the present
example.
Remark 4.7.6. Further examples of A0-expected shifts arise from generalized
Brownian motions by functors of white noise, as indicated already at the end
of Section 2.
Remark 4.7.7. We close this section with a digression on ‘non-classical’ (or
‘non-type I’) examples of continuous Bernoulli shifts which come from quantum
probability. Presently, the existence of such examples is an open problem, if
one insists on the local minimality of the filtration (see Subsection 4.5 for an
example lacking local minimality). The analogy between Tsirelson-Vershik’s
noises and continuous Bernoulli shifts is evident, even more for the ‘classical or
type I’ parts. Thus it is tempting to conjecture the existence of ‘quantum black
noises’, in the sense of continuous Bernoulli shifts. Such objects would enjoy
a probabilistic interpretation and could provide the notion of an ‘intrinsically
non-linear random quantum field’. Moreover, such examples would serve as a
quantum probabilistic source for Arveson’s continuous tensor product systems
of type II [Arv03].
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5. Continuous GNS Bernoulli shifts
In this section we will develop the GNS representation theory of an A0-
expected continuous Bernoulli shift, as far as it will be needed throughout this
paper. The goal of this section is Definition 5.4.5, which provides our notion
of an A0-expected continuous GNS Bernoulli shift. It will be integral for the
remaining Sections 6 to 8. We will start now with a motivation.
Already a Gaussian white noise shows clearly that some of its most interest-
ing processes will not sit in the von Neumann algebra L∞(S ′,Σ, µ): Brownian
motion, its generating stochastic process, is contained in the GNS Hilbert
space L2(S ′,Σ, µ). Thus, starting with the Gaussian white noise(
L∞(S ′,Σ, µ), ψµ, S,
(
L∞(S ′,ΣI , µ|ΣI)
)
I∈I
)
,
we are led to the notion of a C-expected continuous GNS Bernoulli shift, here-
after formulated in the example of Gaussian white noise:(
L2(S ′,Σ, µ), 1l, S,
(
L2(S ′,ΣI , µ|ΣI )
)
I∈I
)
. (5.0.1)
It captures all the necessary structure on the Hilbert space level. Here is
1l ∈ L2(S ′,Σ, µ) the cyclic and separating vector coming from the GNS rep-
resentation associated to ψµ. Moreover denotes S = (St)t∈R the strongly con-
tinuous unitary group coming from the GNS representation of the shift S.
Looking at this most familiar example, one realizes that (5.0.1) represents
data which can also be captured by a homogeneous continuous product (system)
of pointed Hilbert spaces, as it is introduced in [Tsi04, Definitions 3c1 and 6d6].
It is pointed because it has the unit 1l.
In the general setting of an A0-expected continuous Bernoulli shift
(A, ψ, S, (AI)I∈I) we can neither rely on the tensor product (independence),
nor on Hilbert spaces. But due to the notion of A0-independence (Defini-
tion 2.1.1) and the rigid infrastructure of an A0-expected continuous Bernoulli
shift (Definition 3.1.2), all means are at hand to construct a proper ana-
logue. Technically speaking and picking up the analogy, a continuous GNS
Bernoulli shift will be a ‘homogeneous continuous commuting square system
of pointed Hilbert bimodules’. Here we will take a ‘lay-man’s approach’ to con-
struct the family of Hilbert bimodules (AIEA0)I∈I in B(Hψ), as we will need
them to extend the structure of an A0-expected continuous Bernoulli shift
(A, ψ, S, (AI)I∈I). Let us outline the contents of the present section.
Subsection 5.1 introduces on an elementary level the GNS construction of the
Hilbert A-A0-bimodule AEA0 , starting from an A0-expected probability space
(A, ψ). In Subsection 5.2 we will identify the morphisms of an A0-expected
probability space which extend to adjointable bounded linear operators on
the Hilbert bimodule AEA0 . In Subsection 5.3 we will introduce the product of
two A0-independent Hilbert bimodule elements. This product will be crucial
for the introduction of multiplicative shift cocycles in Section 6, as well as
the development of a theory of non-commutative Itoˆ integration in Section
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7. Next we will extend in Subsection 5.4 the structure of an A0-expected
continuous Bernoulli shift (A, ψ, S, (AI)I∈I) to its GNS HilbertA-A0-bimodule
AEA0 which leads to the notion of an A0-expected continuous GNS Bernoulli
shift (E , 1l, S, (EI)I∈I), finally stated Definition 5.4.5 .
There are various approaches to Hilbert bimodules. For the convenience of
the reader, we provide in Appendix A a short survey on Hilbert W*-modules,
as far as we will need them. Further references on Hilbert modules can also be
found there.
5.1. Hilbert bimodules of A0-expected probability spaces. In the fol-
lowing we will present the concrete construction of the Hilbert A-A0 bimodule
AEA0 , starting from the A0-expected probability space (A, ψ), occasionally also
denoted by the triple (A, ψ,A0). It will be realized in B(Hψ), the bounded lin-
ear operators on the GNS Hilbert space Hψ. We remind that A ⊆ B(Hψ) can
be assumed (see Section 1). Notice also that the constructed Hilbert bimodule
will be (isomorphic to) the GNS Hilbert space Hψ if A0 ≃ C.
Let E0 be the conditional expectation from (A, ψ) onto A0. Its GNS rep-
resentation defines an orthogonal projection e0 such that E0(x)e0 = e0xe0 for
any x ∈ A. Furthermore, let H0 := e0Hψ. The vector space Ae0 ⊂ B(Hψ) is
an A-A0-bimodule with left multiplication
A×Ae0 ∋ (y, xe0) 7→ yxe0 ∈ Ae0 (5.1.1)
and right multiplication
Ae0 ×A0 ∋ (xe0, a) 7→ xe0a = xae0 ∈ Ae0 . (5.1.2)
We introduce the A0-valued inner product
Ae0 ×Ae0 ∋ (x, y) 7→ 〈x | y〉0 := x∗y ∈ A0 (5.1.3)
which turns Ae0 into a pre-Hilbert A0-module. From now on, A0e0 and A0
will be identified canonically.
Definition 5.1.1. AEA0 is the closure of Ae0 in the stop topology of B(Hψ).
This closure can be identified as AEA0 = {A, e0}′′e0, thus it is elementary to
see that the left and right multiplication (5.1.1) resp. (5.1.2), as well as the
inner product (5.1.3), extend to AEA0 . The A0-valued ‘norm’ and its induced
norm on AEA0 are denoted by
|x|0 := 〈x | x〉1/20 resp. ‖x‖0 := ‖|x|0‖.
In order to see the connection with the definition of a Hilbert W*-module in
Appendix A, we note, that B(Hψ)e0 is canonically isomorphic to B(H0,Hψ) ⊂
B(H0 ⊕Hψ). Under this isomorphism AEA0 becomes a Hilbert W*-module in
the sense of Definition A.1. Identifying AEA0 with its isomorphic image, we
arrive at the following Lemma.
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Lemma 5.1.2. AEA0 is an A-A0-bimodule and a Hilbert W*-module (over
A0).
Notice that the left multiplication with an element in A defines a bounded
linear operator on AEA0 which is adjointable.
The strong operator (stop) topology on AEA0 is generated by the seminorms
dξ(x) := ‖|x|0ξ‖, ξ ∈ H0
and the σ-stop topology by
dϕ(x) := ϕ(〈x | x〉0)1/2, ϕ ∈ A+0∗.
Moreover are the following continuity properties valid:
(i) The map AEA0 ∋ x 7→ 〈x | y〉0 is weakly*-weakly* continuous for any
y ∈ AEA0 ;
(ii) The map AEA0 × AEA0 ∋ (x, y) 7→ 〈x | y〉0 is jointly continuous on
bounded sets in the stop topology on AEA0 and in the weak* topology
on A0.
Notice that A is a dense subspace of AEA0 in the stop topology, since the
algebra A embeds contractively into AEA0 by the strongly continuous mapping
A ∋ x 7→ xe0. From the separability of A∗ follows that AEA0 has a separable
predual. (see also Theorem A.2). Finally, we note that Kaplansky’s density
Theorem A.5 ensures that elements in AEA0 can be approximated in the stop
topology by bounded sequences in A.
5.2. GNS representation of morphisms. We will characterize the ele-
ments of Mor(A, ψ) which extend to adjointable bounded linear operators on
AEA0 . The following definition is needed for the formulation of Theorem 5.2.2.
Definition 5.2.1. A morphism T ∗ ∈ Mor(A, ψ) is called the ψ-adjoint of
T ∈ Mor(A, ψ) if ψ(T ∗(x)y) = ψ(xT (y)) for any x, y ∈ A.
Notice that T ∗ exists (uniquely) if and only if T commutes with the modular
automorphism group σψ (see Theorem B.2).
Theorem 5.2.2. Let T ∈ Mor(A, ψ) commute with the modular automor-
phism group σψ and leave A0 pointwise fixed. Then the morphism T has a
unique extension to an adjointable bounded linear operator T on AEA0 such
that T ∗ = T
∗
. Moreover, T 7→ T is pointwise weakly*-weakly* continuous and
pointwise strongly-strongly continuous.
Proof of Theorem 5.2.2. The morphism T defines by TxΩ := T (x)Ω, x ∈ A, a
contraction which extends to the GNS Hilbert space Hψ. Moreover, we know
from Theorem B.2 that its ψ-adjoint T ∗ ∈ Mor(A, ψ) exists uniquely and thus
also extends to a contraction T ∗ such that T ∗ = T
∗
.
We will need that A0 is contained in the fixed point algebra of T ∗: Since
A0 is contained in the fixed point algebra of T , we conclude T (xa) = T (x)a
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and T (ax) = aT (x) for any x ∈ A and a ∈ A0 (see also [Ku¨m84, Rob82]).
Furthermore is ψ(T ∗(a)x) = ψ(aT (x)) = ψ(T (ax)) = ψ(ax) for any x ∈ A,
a ∈ A0. Thus A0 is also contained in the fixed point algebra of T ∗. We notice
for later arguments that T ∗ satisfies also the conditions of the theorem.
We conclude next for any x, y ∈ A
Txe0yΩ = TxE0(y)Ω = T (xE0(y))Ω = T (x)E0(y)Ω = T (x)e0yΩ ,
and consequently Txe0 = T (x)e0. But this implies TAEA0 ⊆ AEA0 and
|Txe0|20 = e0(x∗T
∗
Tx)e0 ≤ ‖T‖2|x|20
for any x ∈ A. From inequality (A.2) follows now T ∈ B(AEA0). Further-
more we conclude with Corollary A.3 that T is adjointable. The morphism T ∗
satisfies again all conditions of the theorem and therefore extends also to an
adjointable operator T ∗. Thus we can conclude
ψ(a〈x | Ty〉0) = ψ(aE0(x∗T (y))) = ψ(ax∗T (y))
= ψ(T ∗(ax∗)y) = ψ(aE0(T
∗(x∗)y)) = ψ(a〈T ∗x | y〉0)
for any a ∈ A0, x, y ∈ A. But this implies T ∗ = T ∗.
Assume that (Tα)α∈I ∈ Mor(A, ψ) converges pointwise to T ∈ Mor(A, ψ) in
the weak* topology. Moreover, assume that each Tα and T satisfy the assump-
tions of the theorem. Then it follows that (Tα)α∈I maps the unit ball of AEA0
into itself.
The map T 7→ T ∗ is pointwise weakly* continuous, since the weak* topology
on A1 is induced by the family of seminorms {|ψ(y · )| | y ∈ A}. It follows
ϕ(〈y |(T α − T )x〉0) = ϕ(〈(T ∗α − T ∗)(y) |x〉0) α−→ 0
for any ϕ ∈ A+0∗, y ∈ A1 and x ∈ AEA01, ‖x‖0 ≤ 1. This implies the pointwise
weak*-weak* continuity of the extension T , since the weak* topology on the
unit ball of AEA0 is induced by the family of seminorms {|ϕ(〈y | ·〉0)| |ϕ ∈
A+0∗, y ∈ A1}.
Now, let us assume that Fα := Tα − T converges to 0 in the pointwise
stop-topology. Then it follows for any x, y ∈ A that
ψ(y(T ∗α ◦ Tα − T ∗ ◦ T )(x)) = ψ(Fα(y)Tα(x)) + ψ(T (y)Fα(x)).
In other words, T ∗α ◦ Tα converges to T ∗ ◦ T in the pointwise weak* topology.
Since T ∗ is weakly*-weakly* continuous, we conclude that F ∗α ◦ Fα converges
to 0 in the pointwise weak* topology on A. With x ∈ AEA0 and ϕ ∈ A+0∗, we
conclude further for any y ∈ A that
ϕ(〈y |F ∗α F αx〉0) = ϕ(〈F ∗α ◦ Fα(y) |x〉0) α−→ 0.
Thus one has limα F
∗
α F αx = 0 in the weak* topology. The pointwise strong
convergence of T α to T is an immediate consequence. 
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Notation 5.2.3. The argument x of a morphism T ∈ Mor(A, ψ) will always
be put in parenthesis, in contrast to the argument of T , its extension to an
adjointable bounded linear operator on AEA0 . This distinguishes morphisms
acting on A and bounded linear operators on AEA0 in most cases sufficiently;
thus we will denote them from now on by the same symbol T to lighten the
notation.
Notice finally that a conditional expectation E ∈ Mor(A, ψ) extends to an
orthogonal projection on AEA0 . In particular, the extension of the conditional
expectation E0 onto A0 satisfies E0x = 〈1l | x〉0 (= e0xe0), where x ∈ AEA0 .
5.3. The product of A0-independent elements. Let B be a subalgebra of
(A, ψ,A0) withA0 ⊆ B, such that the conditional expectation EB ∈ Mor(A, ψ)
exists. Since EB is a morphism which commutes with the modular automor-
phism group and which leaves A0 pointwise fixed, it extends to an orthogonal
projection on AEA0 . One verifies easily that EBAEA0 = BEA0 , where BEA0 corre-
sponds to (B, ψ,A0).
Proposition 5.3.1. Let B and C be two von Neumann subalgebras of the
probability space (A, ψ,A0) such that the conditional expectations EB resp. EC
exist.
If B and C are A0-independent, then
BEA0 × CEA0 ∋ (x, y) 7→ xy ∈ B∨CEA0 (5.3.1)
defines a product which extends the left multiplication
B × AEA0 ∋ (x, y) 7→ xy ∈ AEA0 .
This product is jointly ‖ ‖0-continuous. If its first component is ‖ ‖0-bounded, it
is also jointly σ-stop - σ-stop-continuous. The product satisfies
〈x1y1 | x2y2〉0 = 〈y1 |〈x1 |x2〉0 y2〉0 , (5.3.2)
for any x1, x2 ∈ BEA0 and y1, y2 ∈ CEA0. Moreover, the module property of the
conditional expectations EB resp. EC extends to
EB xy = xE0y and EC xy = (E0x)y , (5.3.3)
for any x ∈ BEA0 and y ∈ CEA0.
We emphasize that in general the product (5.3.1) is not minimal: The ‖ ‖0-
closure of the product BEA0 CEA0 , where B and C are A0-independent, may be
contained properly in B∨CEA0 . Consider for example C-free independence as
stated in Example 2.4.2.
Proof. The equation (5.3.2) reduces for xi ∈ B and yi ∈ C (i = 1, 2) simply
to the equation in Proposition 2.1.2 (ii). It is still valid for yi ∈ CEA0 . This is
concluded immediately from the approximation of yi by bounded sequences in
C, from the continuity of the left multiplication by elements in B, and finally
the continuity of the inner product. Next, we approximate x ∈ BEA0 by a
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sequence (xn)n∈N, with xn ∈ B, in the strong (operator) topology on BEA0 and
show that for y ∈ CEA0 the element
xy := lim
n→∞
xny (5.3.4)
is well-defined. We verify the claimed convergence in the strong topology and
the independence from the choice of the approximating sequence (xn)n∈N as
follows: for another approximating sequence (x˜n)n∈N ⊂ B of x in the strong
topology on AEA0 and for any ξ ∈ H0 it is:
‖|(xn − x˜m)y|0ξ‖2 =
〈
(xn − x˜m)yξ
∣∣(xn − x˜m)yξ〉
=
〈
yξ
∣∣ |xn − x˜m|20yξ〉 = dϕ(xn − x˜m)2 m,n→∞−−−−−→ 0 .
with ϕ := 〈yξ | ·yξ〉 ∈ A0+∗ . Here we used that stop-convergent sequences are
also σ-stop convergent. One observes that xy is just the usual left multiplica-
tion whenever x is in B. Consequently, the equation (5.3.2) follows, since the
inner product is continuous.
We are left to prove the continuity of the product. Let x = limα xα in the
stop topology, where xα ∈ BEA0 and ‖xα‖0 ≤ M . Moreover, let y = limβ yβ in
the stop topology, where yβ ∈ CEA0 . We observe
xαyβ − xy = (xα − x)(yβ − y) + (xα − x)y + x(yβ − y) .
For the first summand we conclude for any ϕ ∈ A+0∗
dϕ((xα − x)(yβ − y))2 = ϕ(〈yβ − y | |xα − x|20 (yα − y)〉0)
≤ ‖xα − x‖20 dϕ(yβ − y)2 ≤ 4M2dϕ(yβ − y)2
β−→ 0 .
Similarly, we proceed with the third summand. The second summand de-
livers the expression ϕ(〈y | |xα − x|20 y〉0) which converges to zero, since the
map AEA0 ∋ z 7→ ϕ(〈y | |z|20 y〉0) is continuous in the stop topology. The ‖ ‖0-
continuity is shown easily. Finally, we conclude (5.3.3) from the defining equa-
tion (5.3.4) of the product xy and the strong continuity of the conditional
expectations EB resp. EC. 
Remark 5.3.2. If B and C are A0-independent, we obtain for x ∈ BEA0 and
y ∈ CEA0
〈x | y〉0 = 〈x | 1l〉0〈1l | y〉0 . (5.3.5)
This is evident by choosing x1 = y2 = 1l and y1 = x, x2 = y in equation (5.3.2).
Similarly,
E0xy = 〈1l | xy〉0 = 〈1l | x〉0〈1l | y〉0 = E0xE0y. (5.3.6)
Notice that the module property of E0 insures E0(xE0y) = (E0x)(E0y). The
identities (5.3.5) and (5.3.6) feature the factorization property (2.1.1) in the
language of Hilbert modules.
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Remark 5.3.3. The n-tuple product x1x2 · · ·xn of elements xi ∈ BiEA0 ⊂
AEA0 (i = 1, 2, . . . , n) is well-defined and associative whenever Bj and
∨j−1
i=1 Bi
are A0-independent for all j = 2, . . . , n. Moreover, it is E0x1x2x3 · · ·xn =
E0x1E0x2E0x3 · · ·E0xn.
The following notion of A0-independence will be used for AEA0 .
Definition 5.3.4. BEA0 and CEA0 in AEA0 are called A0-independent if B and
C are A0-independent. Two elements x, y ∈ AEA0 are A0-independent if they
are, respectively, elements of two A0-independent BEA0 and CEA0.
All properties of commuting squares, as stated in Proposition 2.1.2, carry
over to AEA0 .
Proposition 5.3.5. Under the assumptions of Proposition 5.3.1, the following
conditions are equivalent:
(i) BEA0 and CEA0 are A0-independent;
(ii) 〈x1y1 |x2y2〉0 = 〈y1 |〈x1 |x2〉0 y2〉0 for any x1, x2 ∈ BEA0 and y1, y2 ∈
CEA0;
(iii) EBCEA0 = A0;
(iv) EBEC = E0.
Proof. The stated equivalences follow from Proposition 2.1.2 and (5.3.4), if one
approximates elements in AEA0 by sequences in the underlying von Neumann
algebra A. 
5.4. Continuous GNS Bernoulli shifts. We will use the results of the
previous subsections to extend the structure of an A0-expected continuous
Bernoulli shift (A, ψ, S, (AI)I∈I).
Notation 5.4.1. We lighten the notation of Hilbert bimodules and let E :=
AEA0 and EI := AIEA0 .
Proposition 5.4.2. Let the A0-expected continuous Bernoulli shift
(A, ψ, S, (AI)I∈I) be given. The filtration (AI)I∈I induces the family of Hilbert
bimodules (EI)I∈I such that
(o) E is the closure of {EI | I ∈ I bounded} in the stop topology.
(i) EI ⊆ EJ whenever I ⊆ J ;
(ii)
⋃{EI | I ∈ I bounded} is strongly dense in E .
(iii) EI and EJ are A0-independent whenever I ∩ J = ∅;
Proof. This follows from the results in the present section. 
Notice that due to Proposition 5.3.1, the product xy of independent elements
x and y is well-defined in E .
The shift St satisfies the assumptions of Theorem 5.2.2. Thus St extends to
an identically denoted operator St on E for any t ∈ R.
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Proposition 5.4.3. Let the A0-expected continuous Bernoulli shift
(A, ψ, S, (AI)I∈I) be given. Then the shift S on the Hilbert bimodule E en-
joys the following properties:
(i) S = (St)t∈R is a unitary group on E , which is pointwise continuous in
the stop topology;
(ii) the fixed point space of S in E is A0, in particular it is StE0 = E0 for
any t ∈ R;
(iii) St maps EI onto EI+t for any interval I ⊆ R and t ∈ R.
Proof. This is clear. 
We will use frequently the following result.
Corollary 5.4.4. Let a A0-continuous Bernoulli shift be given. (E(−∞,t])t∈R
and (E[t,∞))t∈R are pointwise continuous in the stop topology on E .
Proof. This is concluded from Proposition 5.4.2 (iii) and 5.4.3 (i), similar as
in Lemma 3.1.5. 
In this paper we refrain from an axiomatization of these structures in the
language of Hilbert bimodules and work with the following definition.
Definition 5.4.5. The quadruple (E , 1l, S, (EI)I∈I) is called an A0-expected
continuous GNS Bernoulli shift, whenever it is constructed from an A0-expected
continuous Bernoulli shift (A, ψ, S, (AI)I∈I) as stated above.
For simplicity, we will refer occasionally to continuous GNS Bernoulli shifts
just as shifts.
Remark 5.4.6. (i) Since a C-expected locally minimal commutative continu-
ous Bernoulli shift corresponds to a Tsirelson-Vershik noise, it is evident that
both cover the same class of of continuous product systems of pointed Hilbert
spaces (see [Tsi04, Definitions 3c1 and 6d6] for a definition).
(ii) A0-expected locally minimal continuous GNS Bernoulli shifts with a
commuting past/future are in close contact with product systems of Hilbert
modules, as they are considered in [MS02] and [BS00, BBLS04].
6. Cocycles of continuous (GNS) Bernoulli shifts
In this section we will introduce and investigate additive and multiplicative
cocycles for A0-expected (non-commutative) continuous Bernoulli shift. These
cocycles are a non-commutative version of operator-valued Le´vy processes and
thus enjoy a probabilistic interpretation. The unital (or unitary) shift cocycles
will take over the role of stationary multiplicative G-flow in Tsirelson’s theory
[Tsi04], or of units in Arveson’s product systems of Hilbert spaces [Arv03]. As
to expect from this parallel, an additive shift cocycle will play in the present
operator algebraic setting the part of a stationary additive G-flows [Tsi04]
resp. of the ‘logarithm’ of a unit [Arv03], or of an ‘addit’ in Bhat-Srinivasan’s
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sum systems [BS04]. Notice that the present approach does not cover general
G-flows of Tsirelson’ theory; our (semi-)group G is restricted to be the additive
(resp. multiplicative semi-)group A0.
Our main result is a bijective correspondence between unital shift cocycles
and additive shift cocycles, subject to a continuity condition resp. a structure
equation (see Theorems 6.4.1 and 6.4.4). This correspondence is based on
the construction of non-commutative logarithms and exponentials which is the
subject of Section 8. Moreover, it rests on non-commutative Itoˆ integration,
which will be developed in Section 7.
The correspondence can also be regarded as a non-commutative stochastic
extension of Stone’s theorem on unitary groups with bounded generators. Since
our main result is formulated in the language of Hilbert bimodules, it can more-
over be seen as a correspondence between a concrete Stinespring representation
of uniformly continuous Markovian (or CP0-)semigroups on a von Neumann
algebra and the Christensen-Evans form of its generator. From the stochastic
point of view it provides a non-commutative analogue of the correspondence
between square integrable Le´vy processes with values in the (additive group)
A0 and ‘unital’ square integrable multiplicative Le´vy processes with values in
the (multiplicative semigroup) A0. Obviously, there exists also a parallel to
subfactor theory in the (one- or two-sided) ‘discrete time’ case. We have not
developed enough material here to point out this connection explicitely and
thus postpone further details in this direction.
Our main result insures already the abstract form of a bijective correspon-
dence between unitary shift cocycles and additive shift cocycles. But now the
latter one’s are satisfying a stronger structure equation. An explicit rigorous
presentation of this correspondence is beyond our limits in this paper and
will be presented in sequel publications. But already the abstract form of
this correspondence provides enough information to introduce the notion of
a non-commutative white noise in Definition 6.5.1. We show that the ‘non-
commutative white noise part’ can always be extracted from an A0-expected
continuous Bernoulli shift. This is in parallel to results that one can extract the
‘classical part’ from a Tsirelson-Vershik noise [Tsi04], or that one can extract
the ‘type I part’ of Arveson’s tensor product systems [Arv03].
Let us summarize the contents of this section. In Subsection 6.1 we in-
troduce unitary cocycles for an A0-expected continuous Bernoulli shift and
show that they lead as usual to CP0- (or Markovian) semigroups by compres-
sions. This gives in particular rise to stationary quantum Markov processes
as they are considered in [Ku¨m85], but now in continuous time. Subsections
6.2 and 6.3 contain the definitions of unital cocycles resp. additive cocycles
for A0-expected continuous GNS Bernoulli shifts and some of their elemen-
tary properties from which we will make frequent use. In Subsection 6.4 we
present with Theorems 6.4.1 and 6.4.4 the bijective correspondence between
additive and unital cocycles. The first theorem states this correspondence in
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an abstract manner, the second in a concrete manner which allows to identify
the non-commutative logarithms and exponentials. We also include there some
immediate implications of this correspondence: If the cocycles are weakly* dif-
ferentiable, one recovers Stone’s theorem from the correspondence. Moreover
allows the correspondence to identify the Christensen-Evans generator of a
uniformly continuous CP0-semigroup in terms of additive cocycles. We pro-
ceed in Subsection 6.5 with an existence result about another correspondence,
this time between unitary cocycles and additive cocycles. This result puts us
into the position to introduce the notion of an A0-expected non-commutative
white noise (Definition 6.5.1) and we will study some of its properties. Finally,
we apply our main result in Subsection 6.6 to the examples of Gaussian and
Poisson white noise, CCR, CAR and q-white noises.
Throughout we will assume that a fixed A0-expected continuous Bernoulli
shift (A, ψ, S, (AI)I∈I) and its continuous GNS Bernoulli shift (E , 1l, S, (EI)I∈I)
are given.
6.1. Multiplicative cocycles of continuous Bernoulli shifts. We intro-
duce unitary cocycles. They are a non-commutative version of Le´vy processes,
taking values in unitary operators.
Definition 6.1.1. Let (A, ψ, S, (AI)I∈I) be an A0-expected shift. A family of
unitaries u = (ut)t≥0 in A is called a unitary cocycle if for any s, t ≥ 0
(i) t 7→ ut is weakly* continuous;
(ii) ut ∈ A[0,t];
(iii) us+t = St(us)ut.
The unitary cocycle u is called trivial if u ⊆ A0. The set of all (‖ ‖0-continuous)
unitary cocycles is denoted by C0(A, · ) (resp. C 00 (A, · )).
Putting ut = St(u
∗
−t) for t ≤ 0, the unitary cocycle u extends to R. For
a given A0-expected shift, a unitary cocycle u defines via Tt(x) = u∗tSt(x)ut,
x ∈ A a pointwise weakly* continuous group of automorphism T = (Tt)t∈R
on A. As usual, the compression R = E0TE0 defines a pointwise weakly*
continuous unital semigroup of completely positive contractions, also called a
Markovian or CP0-semigroup on A0.
Notice that T ⊂ Aut(A, ψ) if and only if u ⊂ Aψ. In such a situation,
the quadruple (A, ψ, T ;A0) defines an A0-valued stationary quantum Markov
process in the sense of [Ku¨m85]. The Markovian semigroup R = (Rt)t≥0 is
again obtained by the compression Rt = E0TtE0 and leaves ψ invariant.
6.2. Multiplicative cocycles of continuous GNS Bernoulli shifts. In
the framework of continuous GNS Bernoulli shifts, the role of a unitary cocycle
is filled by a unital cocycle.
Definition 6.2.1. Let (E , 1l, S, (EI)I∈I) be an A0-expected continuous GNS
Bernoulli shift. A unital cocycle is a weakly* continuous family u := (ut)t≥0 ⊂
E such that for any s, t ≥ 0
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(i) |ut|0 = 1l; (unitality)
(ii) ut ∈ E[0,t]; (adaptedness)
(iii) ut+s = (Stus)ut. (cocycle identity)
The unital cocycle u is called trivial if u ⊆ A0.
The set of all (‖ ‖0-continuous) unital cocycles is denoted by C0(E , · ) (resp.
C 00 (E , · )).
Notice that every unitary cocycle gives a unital cocycle. We remark also that
the cocycle identity (iii) relies on the fact that the product of the independent
elements Stus ∈ E[t,t+s] and ut ∈ E[0,t] is well-defined by Proposition 5.3.1.
A unital cocycle u is trivial if and only if u is a strongly continuous semigroup
of isometries in A0. Notice moreover that a ‖ ‖0-continuous unital cocycle is
trivial if and only if u is a uniformly continuous semigroup of unitaries in A0.
If A0 ≃ C, then a unital cocycle is a family of unit vectors in the GNS
Hilbert space Hψ.
From the definition of a unital cocycle follows already u0 = 1l. Indeed, it is
u0 ∈ A0 by adaptedness and u0 = u20 by the cocycle identity. Moreover, u∗0u0 =
1l is satisfied by unitality. From this we conclude u0−1l = u∗0u0(u0−1l) = 0. As in
the case of unitary cocycles, theA0-independence ensures that the compression
of a unital cocycle yields contractive semigroups as follows.
Proposition 6.2.2. Let u be a unital cocycle.
(i) The compression A := (E0ut)t≥0 is a strongly continuous semigroup
of contractions in A0. Moreover, the following are equivalent:
(a) the unital cocycle u is ‖ ‖0-continuous;
(b) the semigroup A is ‖ ‖-continuous;
(c) the generator K of A is in A0, i.e., At = etK for any t ≥ 0.
(ii) The compression Rt(a) := 〈ut | a ut〉0 for a ∈ A0 and t ≥ 0 defines a
pointwise weakly* continuous Markovian semigroup R on A0. If u is
‖ ‖0-continuous then R is uniformly continuous.
Notice that the state ψ of the continuous Bernoulli shift may not be R-
invariant.
Proof. (i): From the cocycle identity followsAs+t = E0us+t = E0(Stus)ut. Since
Stus and ut areA0-independent and E0St = E0, we conclude As+t = AsAt from
equation (5.3.6). The equivalence of (b) and (c) is evident from the theory of
semigroups on Banach spaces (see e.g. [Dav80]). The equivalence of (a) and
(b) comes essentially from Cauchy-Schwarz’s inequality (A.1):
‖At − 1l‖2 = ‖〈1l |ut − 1l〉0‖2 ≤ ‖ut − 1l‖20 = ‖1l−A∗t − At + 1l‖ . (6.2.1)
(ii): The semigroup property is a consequence of 6.2.1 (iii) and (5.3.2):
Rs+t(a) =
〈
(Stus)ut
∣∣ a(Stus)ut〉0 = 〈ut ∣∣〈us | a us〉0ut〉0 = Rt(Rs(a)).
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Using (A.1) again we obtain the ‖ ‖-continuity of R from ‖ ‖0-continuity of u:
‖Rt(a)− a‖ ≤ ‖〈ut − 1l | a(ut − 1l)〉0‖+ ‖〈ut − 1l | a1l〉0‖+ ‖〈a∗1l |ut − 1l〉0‖
≤ ‖ut − 1l‖0‖〈ut − 1l | a∗a(ut − 1l)〉0‖1/2 + 2‖a‖‖ut − 1l‖0
≤ 4‖a‖‖ut − 1l‖0 . (6.2.2)
All other properties of the semigroup are clear by construction. 
Throughout this paper we will consider only ‖ ‖-continuous semigroups on
A0.
6.3. Additive cocycles of continuous GNS Bernoulli shifts. We turn
our attention to additive cocycles which are non-commutative versions of Le´vy
processes with values in an operator algebra.
Definition 6.3.1. Let (E , 1l, S, (EI)I∈I) be an A0-expected continuous GNS
Bernoulli shift. An additive cocycle is a family b := (bt)t≥0 ⊂ E such that for
any s, t ≥ 0
(i) t 7→ bt is ‖ ‖0-continuous.
(ii) bt ∈ E[0,t], (adaptedness)
(iii) bt+s = bt + Stbs. (cocycle identity)
The additive cocycle b is centred if in addition E0bt = 0 for all t ≥ 0. The
operator 〈bt | bt〉0 is called the variance and E0bt the drift part of b.
C0(E ,+) is the set of all additive cocycles. C 00 (E ,+) is the set of all additive
cocycles b satisfying the structure equation
〈b−E0b | b−E0b〉0 + E0b+ (E0b)∗ = 0.
Notation 6.3.2. Whenever it is convenient, we will use E0b := (E0bt)t≥0 and
〈b | c〉0 := (〈bt | ct〉0)t≥0 for additive cocycles b and c. We have already used this
convention in above structure equation.
Instead of ‖ ‖0-continuity in condition (i) one could require the additive co-
cycle to be weakly* continuous (or measurable). But standard arguments show
that all these conditions are equivalent. Note also that ‖ ‖0-continuity is a re-
dundant requirement for a centred additive cocycle b. This continuity property
follows already from the martingale property
E(−∞,t]bt+s = bt (s ≥ 0). (6.3.1)
and the continuity of the past filtration (see Corollary 5.4.4). Thus one needs
only some continuity or measurability condition to ensure E0bt = t E0b1 for
any t ≥ 0 (compare the proof of the next proposition).
Proposition 6.3.3. The variance of a centred additive cocycle b satisfies
|bt|20 = t|b1|20 . (6.3.2)
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More generally, the covariance operator 〈bt | · ct〉0 of two centred additive cocy-
cles b and c satisfies for any a ∈ A0
〈bt | act〉0 = t〈b1 | ac1〉0 . (6.3.3)
Proof. Equation (6.3.2) is obtained from equation (6.3.3) by putting b = c and
a = 1l. For the proof of the latter one we define the linear map Γt : A0 ∋ a 7→
〈bt | act〉0. By the continuity of b and c in the stop topology mentioned above, Γ
is pointwise weakly* continuous. From 〈bt | aStcs〉0 = 〈bt | 1l〉0〈1l | acs〉0 = 0 we
conclude Γt+s(a) = 〈bt | act〉0 + 〈Stbs |Stacs〉0 = Γt(a) + Γs(a). Thus we obtain
for any ϕ ∈ A0∗ the functional equation ϕ(Γt+s(a)) = ϕ(Γt(a)) + ϕ(Γs(a)).
Since t 7→ ϕ(Γt(a)) is continuous, this functional equation has the unique
solution ϕ(Γt(a)) = tϕ(Γ1(a)). Equation (6.3.3) follows now, since the predual
of A0 is separating for A0. 
Remark 6.3.4. In the case of q-Gaussian white noises and the CAR-white
noises, it is well-known that their additive cocycles are bounded in the operator
norm and thus contained in the von Neumann algebra A itself. Nevertheless,
we refrained here to define explicitely such additive cocycles for continuous
Bernoulli shifts. This additional feature can be exploited in applications, for
example, if it is necessary or helpful on the computational side.
6.4. The correspondence. Recall that C 00 (E , · ) and C 00 (E ,+) are sets of ‖ ‖0-
continuous unital resp. additive cocycles with structure equation, as introduced
in Definitions 6.2.1 and 6.3.1. The abstract version of our main result is as
follows.
Theorem 6.4.1. Let (E , 1l, S, (EI)I∈I) be an A0-expected continuous GNS
Bernoulli shift. Then there exist two bijective mappings
Ln: C 00 (E , · )→ C 00 (E ,+)
Exp: C 00 (E ,+)→ C 00 (E , · )
such that
Ln ◦Exp = id = Exp ◦Ln .
Notice that one has C 00 (E , · ) = C0(E , · ) for dimA0 < ∞, since in this
case every semigroup A is uniformly continuous and thus Proposition 6.2.2 (i)
applies.
Notation 6.4.2. The cocycles (Exp(b)t)t≥0 and (Ln(u)t)t≥0 will also be writ-
ten as (Exp(bt))t≥0 resp. (Ln(ut))t≥0. Since these two mappings will be con-
structed ’pointwise’, this slight abuse of notation will vanish anyway.
Above result can be viewed as an abstract corollary of Theorem 6.4.4 stated
below. The latter one is formulated from a (quantum) stochastic perspective
and brings much more structure to the surface. This will allow us to establish
the mappings Ln and Exp in a constructive manner. The related proof is
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based on non-commutative Itoˆ integration, non-commutative exponentials and
logarithms. All these tools will be developed in Section 7 and 8, where we will
also finish the proof of Theorem 6.4.1.
Notation 6.4.3. Z(t) denotes an arbitrary net of partitions Z of the interval
[0, t], which is partially ordered by inclusion, such that its grid tends to zero.
Theorem 6.4.4. Let (E , 1l, S, (EI)I∈I) be an A0-expected continuous GNS
Bernoulli shift. The following are in a bijective correspondence:
(i) ‖ ‖0-continuous unital cocycles u in E ;
(ii) pairs (c,K), where c ⊂ E is a centred additive cocycles and K ∈ A0,
satisfying the structure equation
|ct|20 + t(K +K∗) = 0.
The unital cocycle u is obtained from the pair (c,K) as the solution of the
non-commutative Itoˆ differential equation (IDE)
ut = 1l +
∫ t
0
dcsus +
∫ t
0
dtKus . (6.4.1)
Conversely, the centred additive cocycle c is obtained from the unital cocycle u
as the non-commutative logarithm
ct = ‖ ‖0- lim
Z∈Z(t)
∑
ti∈Z
Sti(uti+1−ti −Ati+1−ti) , (6.4.2)
and K is the generator of the semigroup A := (E0ut)t≥0.
Let us give some guidelines for the proof strategy. By doing so we will
present, in particular, the concrete form of the mappings Ln and Exp.
Outlined proof of Theorem 6.4.1 and Theorem 6.4.4. In Section 7 we will de-
velop a theory of non-commutative Itoˆ integration that is based solely on an
A0-expected continuous GNS Bernoulli shift (E , 1l, S, (EI)I∈I) (see Definition
5.4.5) and its additive cocycles C0(E ,+) (see Definition 6.3.1). Then Propo-
sition 7.2.1 ensures that the non-commutative Itoˆ integral
∫ t
0
dcsus is well-
defined. With Theorem 7.3.1 is established that the IDE (6.4.1) has a unique
solution. Now, all terms are introduced and well-defined as they appear in the
formulation of Theorem 6.4.4.
In Section 8 we will develop the notion of non-commutative exponentials
and logarithms for a given A0-expected continuous Bernoulli shift. We start in
Subsection 8.1 to investigate the IDE (6.4.1) for an arbitrary additive cocycle
in C0(E ,+).We ensure with Theorem 8.1.1 that an additive cocycle in C 00 (E ,+)
gives a ‖ ‖0-continuous unital cocycle as the solution of the IDE (6.4.1). Now we
are in the position to introduce non-commutative exponentials (see Definition
8.1.2). From the uniqueness of the solution we conclude that the mapping
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Exp: C 00 (E ,+)→ C 00 (E , · ) is well-defined by the family of IDEs
Exp(bt) = 1l +
∫ t
0
dbs Exp(bs) (b ∈ C 00 (E ,+), t ≥ 0).
Here we make use of the convention
∫
dbs· =
∫
dcs ·+
∫
dsK ·.
We proceed in Subsection 8.2 with the proof that
Ln0(ut) := ‖ ‖0- lim
Z∈Z(t)
∑
ti∈Z
Stiuti+1−ti − Ati+1−ti (t ≥ 0)
and
Ln(ut) := ‖ ‖0- lim
Z∈Z(t)
∑
ti∈Z
Sti(uti+1−ti − 1l) (t ≥ 0)
are well-defined in E for every unital cocycle u in C 00 (E , · ). In particular, we
show that Ln(ut) = Ln0(ut) +Kt, where K is the generator of the semigroup
A. Moreover, we verify in Theorem 8.2.2 that Ln(ut) is an additive cocycle in
C 00 (E ,+). Thus we have obtained the mapping Ln: C 00 (E , · )→ C 00 (E ,+), (see
Definition 8.2.3). At this state all terms are well-defined, as they appear in the
formulation of Theorem 6.4.1.
We are left to prove that the correspondence in Theorem 6.4.4 is bijective,
respectively that the mappings Exp and Ln in Theorem 6.4.1 are injective. But
this is ensured by Proposition 8.3.1 and Proposition 8.3.3. We complete the
proof of Theorem 6.4.1 and Theorem 6.4.4 at the end of Subsection 8.3. 
If the shift (A, ψ, S, (AI)I∈I) is trivial, i.e. if A0 = A and thus S = idA,
then the correspondence reduces to Stone’s theorem on uniformly continuous
unitary groups. The following result emphasizes the stochastic character of the
additive and unital cocycles.
We remind that a function R ∋ t 7→ xt ∈ E is weakly* differentiable if
d
dt
ϕ(xt) exists for any ϕ in the predual of E (see Theorem A.2).
Corollary 6.4.5. If the unital cocycle u or the additive cocycle c, respectively
as stated in (i) or (ii) of Theorem 6.4.4, is weakly* differentiable, then u is
a semigroup of unitaries in A0 with generator K = iH for some selfadjoint
operator H ∈ A0 and c = 0.
Consequently, ‖ ‖0-continuous cocycles are weakly* differentiable if and only
if they are trivial.
Proof. We will show that a weakly* differentiable unital cocycle u lies in A0,
the fixed point algebra of the shift S. Since ut−1l ∈ E(−∞,t]∩E[0,∞) for any t > 0
and since the filtration (A(−∞,t])t∈R is continuous we conclude that the weak*
limit u′0 := limt→0
1
t
(ut − 1l) is in
⋂
t>0 E(−∞,t] ∩ E[0,∞) = E(−∞,0] ∩ E[0,∞) = A0.
Furthermore, the cocycle identity implies u′t = (Stu
′
0)ut = u
′
0ut, where u
′
t
is the weak* derivative of ut. Consequently, ut = e
Kt ∈ A0 with K := u′0.
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Since ut = E0ut, the correspondence of Theorem 6.4.4 implies ct = 0, hence
K +K∗ = 0 and consequently K = iH for some selfadjoint operator H ∈ A0.
Conversely, the centred additive cocycle c is weakly* differentiable if and
only if it is weakly* differentiable at t = 0. Indeed, by the cocycle property,
it is c′t = Stc
′
0. It follows with similar arguments as for the unital cocycle that
c′0 ∈ A0 and thus c′t = c′0. Hence ct = c′0t = 0 for any t ≥ 0, since the cocycle is
centred. Now K +K∗ = 0 entails again K = iH for some selfadjoint operator
H ∈ A0 and (6.4.1) implies ut = eiHt, which is weakly* differentiable. 
The correspondence allows to identify the generator of the semigroup R,
introduced in Proposition 6.2.2 (ii).
Corollary 6.4.6. The uniformly continuous semigroup of completely positive
contractions R on A0 has the Christensen-Evans generator [CE79]
L(a) = Λ(a) +K∗a+ aK, a ∈ A0,
where Λ := 〈c1 | · c1〉0 .
Proof. Since the convergence in (6.4.2) is independent of the chosen net, we
consider the sequence of equidistant partitions Zn := {iδn | δn := 2−nt, i =
0, . . . , 2n} ∈ Z(t) of [0, t]. Together with (6.3.3) we calculate
Λ(a)t = 〈ct | act〉0 = limn→∞
2n−1∑
i,j=0
〈Siδn(uδn − Aδn) | aSjδn(uδn − Aδn)〉0
= lim
n→∞
2n−1∑
i=0
〈uδn − Aδn | a(uδn − Aδn)〉0
= lim
n→∞
1
δn
(Rδn(a)− a+ a−A∗δnaAδn)t
= (L(a)−K∗a− aK)t .
Thus, L is given by L(a) = Λ(a) +K∗a + aK. 
The structure equation of the additive cocycle gives immediately conditions,
how additive cocycles should be composed for the construction of unital cocy-
cles.
Lemma 6.4.7. Let b, c ∈ C 00 (E ,+). Then it is
b+ c− Re〈b−E0b | c− E0c〉0 ∈ C 00 (E ,+).
If the centred parts of b and c are, in addition, A0-independent or A0-
orthogonal then b+ c ∈ C 00 (E ,+).
Proof. This is an elementary consequence of Definition 6.3.1. 
Notice that A0-independence of two centred additive cocycles implies their
A0-orthogonality.
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Lemma 6.4.7 allows to generalize Corollary 6.4.6 to a countable family of
mutually A0-orthogonal additive centred cocycles (ci)i∈N with drifts (Ki)i∈N,
satisfying the structure equation. If the sequences, defined by
∑n
i=1 c
i
t +K
it,
are stop-convergent for n → ∞ for any t > 0, then their limits define an
additive cocycle in C 00 (E ,+). In this case, the Christensen-Evans generator of
the semigroup R, associated to
∑
i∈N c
i
1 +K
i, is given by
L(a) = 〈∑
i∈N
ci1
∣∣ a∑
i∈N
ci1
〉
0
+
∑
i∈N
Ki
∗
a + aKi .
The more familiar form
∑
i∈N〈ci1 | aci1〉0+Ki∗a+aKi of the generator is obtained
if the considered family of additive cocycles is mutuallyA0-independent. Notice
that the sum over infinitely many terms is meant as limit in the weak* topology
on A0.
Remark 6.4.8. (i) The correspondence in Theorem 6.4.4 provides a concrete
Stinespring decomposition of uniformly continuous CP0-semigroups on a von
Neumann algebra. Further details are postponed to sequel publications.
(ii) There are many other independent approaches to the dilation of uni-
formly continuous CP0-semigroups on von Neumann algebras. For further in-
formation on this huge subject we refer the reader to [Arv03, BS00, BBLS04,
GLSW01, GLSW03, GS99, LW00, MS02] and the references therein. In this
context we want further mention the approach of [Sau86, CS03a, CS03b].
6.5. Non-commutative white noises. Our main result, stated in Theorem
6.4.4, establishes a bijective correspondence between unital and additive shift
cocycles. Actually, it contains already an (abstract) result for unitary shift
cocycles, as introduced in Definition 6.1.1. Recall from Subsection 6.4 that Ln
maps a ‖ ‖0-continuous cocycle to an additive cocycle.
Theorem 6.5.1. Let (A, ψ, S, (AI)I∈I) be a A0-expected continuous Bernoulli
shift. Then there exists a bijective correspondence between the set of
‖ ‖0-continuous unitary cocycles C 00 (A, · ) and the set of additive cocycles
Ln
(
C 00 (A, · )
) ⊂ C 00 (E ,+).
Proof. Every unitary cocycle defines a unital cocycle. According to Theorem
6.4.4, the latter one corresponds uniquely to an additive cocycle. This ensures
the existence of the claimed bijection. 
What is the structure of the set Ln(C 00 (A, · ))? The development of the
necessary material for a satisfying answer goes beyond the limits of the present
paper. Due to the importance of this question, let us at least outline an answer
for C-expected shifts with a tracial state ψ (see also the survey [Ko¨s03]). Notice
that it holds E0 = ψ(·)1l in this case.
Up to now we have not further specified the GNS Hilbert space of a con-
tinuous Bernoulli shift. It turns out that the non-commutative L2-space pro-
vides all the further infrastructure which is sufficient to reveal the structure of
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Ln(C 00 (A, · )). We have available the whole scale of non-commutative Lp-spaces
and in particular the adjoint b∗t of an additive cocycle bt. More importantly,
the sesquilinear quadratic variation
Jb, bKt := lim
n→∞
n−1∑
j=0
Sjt/n|bt/n|2,
is well-defined as an L1-norm limit [Ko¨s04b]. Now it turns out that a ‖ ‖0-
continuous unital cocycle is unitary if and only if the corresponding additive
cocycle b satisfies
Jb, bKt + b
∗
t + bt = 0.
Notice that the compression of this structure equation by the conditional ex-
pectation E0 gives back the structure equation as it appears for the corre-
spondence between unital and additive cocycles. This conceptual approach
works also in the more general setting of an A0-expected continuous Bernoulli
shift, at least in the case of a tracial state. Publications on this issue are in
preparation, including the non-tracial case.
We return to the discussion of the structure of continuous Bernoulli shifts
and present an operator algebraic notion of ‘white noise’.
Definition 6.5.2. An A0-expected continuous Bernoulli shift
(A, ψ, S, (AI)I∈I) is called an A0-expected (non-commutative) white
noise if for any t > 0
A[0,t] =
∨
{us | u ∈ C0(A, · ), 0 ≤ s ≤ t}. (6.5.1)
The A0-expected white noise is said to be generated by C0(A, · ).
Notice thatA0 ⊆
∨{us |u ∈ C0(A, · ), 0 ≤ s ≤ t} for any t > 0, because each
unitary in A0 defines canonically a trivial unitary cocycle and a von Neumann
algebra is generated by its unitaries. A plausible explanation of ‘whiteness’ is
provided for the reader’s convenience at the end of this subsection.
It is easy to see from the cocycle equation that an A0-expected white noise
is always locally minimal. This implies upward continuity and in particular
AI = AI for its filtration (see Subsection 4.1).
Proposition 6.5.3. An A0-expected white noise with an enriched indepen-
dence is locally minimal, locally maximal and has a continuous filtration.
Proof. Enriched independence implies the local maximality of the filtration
and thus downward continuity (see Subsection 4.2). 
We expect that the enriched independence condition can be removed, due
to the continuity of the unitary cocycles, but we didn’t yet look closer at this
problem. It is evident that all continuity properties of the filtration pass to the
corresponding continuous GNS Bernoulli shift (E , 1l, S, (EI)I∈I).
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At this point it is worthwhile to remind our convention. We use the attribute
‘non-commutative’ always in the sense of ‘not necessarily commutative’. If
an A0-expected non-commutative white noise does not come from (operator-
expected) probability theory, we will call it a quantum white noise.
Remark 6.5.4. (i) If the von Neumann algebra A of a C-expected white noise
is commutative then its measure theoretic version is identified as a ‘classical
noise’ in [Tsi04]. Note also that unitary cocycles play a generating role similar
as it do units of Arveson’s product systems. Thus white noises may also be
called continuous Bernoulli shifts of ‘type I’. The ‘classical or type I’ part
is well-understood for continuous product systems of probability spaces or
Hilbert spaces. Stressing the analogy, we hope to gain a better understanding
of ‘continuous commuting square systems of operator algebras’, starting in the
(time-)homogeneous ‘type I’ setting.
(ii) There exist other notions of ‘quantum white noise’ in the literature.
Essentially, these approaches have in common that they start with general-
ized or quantum Brownian motions (or Le´vy processes). These processes are
given explicitely in (deformed) Fock spaces and generate their ‘quantum white
noises’. Out of our results arises the question whether every C-expected non-
commutative white noise induces a deformed Fock space such that it can be
generated from quantum Le´vy processes on this Fock space. Notice also in
this context that such a Fock space structure is anticipated by multiple non-
commutative Itoˆ integrals which can be formulated easily, starting from the
results in Section 7.
The following result states that one can always extract the ‘classical’ or
‘type I part’ of a shift.
Proposition 6.5.5. Let (A, ψ, S, (AI)I∈I) be an A0-expected continuous
Bernoulli shift (A, ψ, S, (AI)I∈I). Then there exists a conditional expectation
E such that the compression of (A, ψ, S, (AI)I∈I) by E is an A0-expected non-
commutative white noise generated by C0(A, · ).
Notice that a single unitary cocycle u ∈ C0(A, · ) (together with all trivial
unitary cocycles) may not generate a non-commutative white noise. But this
is guaranteed if u ⊂ C0(A, · ) ∩Aψ.
Proof. Let B[r,r+t] :=
∨{Sr(us) |u ∈ C0(A, · ), r ∈ R, 0 ≤ s ≤ t} and define
similarly BI for more general intervals I ⊆ R. We conclude from the σψ-
invariance of BI that the conditional expectation E[r,r+t] from (A, ψ) onto
B[r,r+t] exists. We note that BR is S-invariant and St(BI) = BI+t. The A0-
independence of BI and BJ for disjoint I and J follows immediately from the
inclusions A0 ⊆ BK ⊆ AK for any K ∈ I. Thus (B, ψ|B, S|B, (BI)I∈I) is an
A0-expected continuous Bernoulli shift and, by construction, an A0-expected
non-commutative white noise. 
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Proposition 6.5.6. Any A0-expected non-commutative white noise
(A, ψ, S, (AI)I∈I) is generated already by a finite or countable set of
unitary cocycles.
Proof. Since A has a separable predual and is represented with respect to the
faithful normal state ψ, there exists a stop-dense sequence (xn)n∈N [Ped79,
Proposition 3.8.4]. Kaplansky’s density theorem (and the separability of the
predual) ensures that each xn can be approximated by sequence (xn,k)k∈N
in the algebraic hull of the set {Stus |u ∈ C0(A, · ), t ∈ R, s ≥ 0}. Clearly
there are at most countable many cocycles involved to generate all elements
(xn,k)n,k∈N. 
An immediate consequence of Theorem 6.5.1 is the following result.
Corollary 6.5.7. If the set of centred additive cocycles is {0}, then the A0-
expected continuous Bernoulli shift (A, ψ, S, (AI)I∈I) restricts to a trivial non-
commutative white noise.
Proof. It follows from Theorem 6.5.1 that C0(A, · ) is a subset of A0. But this
implies the triviality of the compressed shift stated in Proposition 6.5.5. 
From the cocycle identity follows that a continuous Bernoulli shift without
local minimality already fails to be a white noise. An example of a continuous
Bernoulli shifts without locally minimal filtration is presented in Subsection
4.5. We emphasize that a locally minimal commutative C-expected continuous
Bernoulli shift may not be a white noise. The surprising existence of such
examples emerges from work of Tsirelson and Vershik on the construction
of intrinsically non-linear random fields [TV98]. We summarize their result,
phrased in our terminology, as follows (see also Example 4.6.4).
Theorem 6.5.8 (Tsirelson-Vershik). There exist non-trivial locally minimal
commutative C-expected continuous Bernoulli shift with {0} as the set of cen-
tred additive cocycles.
We close this subsection with a (widely known) explanation of ‘white-
ness’ which also captures the non-commutative case. By Theorem 6.5.1, a
‖ ‖0-continuous unitary cocycle u determines uniquely a centred additive co-
cycle b. Let K be the Hilbert space given by the closed C-linear span of
{Stbs | t ∈ R, s ≥ 0}. The shift S defines on K a strongly continuous unitary
group, denoted by the same symbol. Thus we obtain a Hilbert space cocycle
system (K, S, b) which captures the linear theory of a white noise (up to multi-
plicity). Its theory is equivalent to that of the triple (L2(R), (σt)t∈R, (χ[0,t])t≥0)
(see e.g. [Gui71, Gui72]). Here denotes σt the right shift on L
2(R) and the
family (χ[0,t])t≥0 satisfies the cocycle equation χ[0,t+s] = χ[0,t] + σtχ[0,s]. In the
discussion of ‘whiteness’, it is instructive to think of ‘white noise’ as the fam-
ily of formal derivatives ‘dbt/dt’, thus as the family of Dirac distributions δt
centred at t in the equivalent picture. The latter one is better expressed in
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the spectral representation of the shift. By Fourier transformation one obtains
the triple (L2(R), (eitλ)t∈R, ((iλ)
−1(eitλ − 1))t≥0). The derivatives ‘dbt/dt’ are
now given by the family of functions (eitλ)t∈R (not contained in L
2(R)). The
attribute ‘white’ features that these functions (‘frequency modes’) evolve in-
dependently in time t and that they are equally weighted by the Lebesgue
measure. It is worthwhile to remind that C-expected white noises, each of
them generated by a single unitary cocycle, have all the same linear theory
as sketched above. It is determined by the second order correlation functions
of the additive cocycle. The differences between C-expected non-commutative
white noises appear, aside of multiplicities, by looking at the correlation func-
tions of higher orders.
6.6. Examples for the correspondence. We illustrate the explicit form of
additive cocycles which satisfy the structure equation of Theorem 6.4.4 and
thus lead to unital cocycles. Let us remark that all examples presented below
are A0-expected non-commutative white noises in the sense of Definition 6.5.2)
(we will omit here most arguments about this fact).
Example 6.6.1 (Gaussian white noise). We continue the discussion of Ex-
ample 4.6.1. The C-expected GNS Bernoulli shift is given explicitely by
(L2(S ′,Σ, µ), 1l, S, L2(S ′,ΣI , µI)). Here denotes µI the restriction of µ to
ΣI . The Brownian motion Bt ∈ L2(S ′,Σ, µ) is the limit of (Xfn)n∈N with
fn → χ[0,t] in the L2-norm. All additives cocycle bt are of the form λBt +Kt,
where λ,K ∈ C. It is elementary to check that bt satisfies the structure equa-
tion as stated in Theorem 6.4.4 (ii) if and only if ReK = −|λ|2/2 and ImK = h
for some h ∈ R. Thus we obtain bt = λBt − (|λ|2/2− ih)t. By straightforward
calculations the corresponding unital cocycle is given by
Exp bt = exp(λBt − (λRe(λ)− ih)t).
Example 6.6.2 (Poisson white noise). Consider the Poisson process N with
intensity λ > 0 of Example 4.6.2. Then ct := ε(Nt − λt) defines a centred
additive cocycle. From ψµ(|ct|2) = |ε|2λt we conclude that the additive cocycle
bt := ct +Kt satisfies the structure equation if and only if K = −|ε|2λ/2 + ih
for some h ∈ R. The explicit form of the corresponding unital cocycle is found
after some calculations to be of the form
Exp bt = (1 + ε)
Nt exp (−(1
2
|ε|2λ+ ελ− ih)t).
Example 6.6.3 (CCR white noises). We continue Examples 2.2.2 and 4.7.1.
To find the form of additive cocycles, we pass to a concrete GNS represen-
tation of the C*-algebra CCR(L2(R), Im〈· | ·〉) with the state ψλ(W (f)) =
exp (−(2λ+ 1)/4 ‖f‖2) (λ > 0). This representation of Araki-Woods type
is given on the tensor product of two symmetric Fock spaces F+(L2(R)) ⊗
F+(L2(R)) with cyclic separating vector Ω⊗ Ω such that
ψλ(W (f)) = 〈Ω⊗ Ω |WF(
√
λ+ 1f)Ω⊗WF(
√
λJf)Ω〉
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Here denotesWF (f) the Weyl operator on the symmetric Fock space and J the
complex conjugation on L2(R). One finds from the represented Weyl operators,
via Stone’s Theorem, the annihilation operator
aλ(f) :=
√
λ+ 1 a(f)⊗ 1l +
√
λ 1l⊗ a∗(Jf)
and the annihilation operator aλ(f)
∗ as its adjoint, in terms of the usual anni-
hilation operator a(f) on F+(L2(R)). This gives immediately the general form
of a centred additive cocycle as a linear combination of aλ(χ[0,t]) and a
∗
λ(χ[0,t]):
ct = a1
√
λΩ⊗ χ[0,t] + a2
√
λ+ 1χ[0,t] ⊗ Ω (a1, a2 ∈ C).
One verifies easily from this form that an additive cocycle bt = ct+Kt satisfies
the structure equation whenever K = −1/2(λ|a1|2+(λ+1)|a2|2)+ ih for some
h ∈ R. Obviously, the fixed constants √λ and √λ+ 1 are superfluous. Their
effect can be compensated by rescaling the coefficients, as long as one calculates
only time-ordered higher moments factorizing into second moments.
The examples 6.6.1 to 6.6.3 generalize straightforward to the case of A0-
expected white noises with infinite multiplicity
(A0 ⊗ (
N⊗
n=1
C), ψ ⊗ (
N⊗
n=1
ψ), id⊗(
N⊗
n=1
S), (A0 ⊗ (
N⊗
n=1
CI))I∈I).
Here denotes (C, ψ, S, (CI)I∈I) a C-expected white noise as considered in the
last three examples. The general form of an additive cocycle is now
bt =
∑
n
an ⊗ c(n)t + (K ⊗ id)t,
where K ∈ A0 and c(n)t denotes the canonical embedding of the C-expected
centred additive cocycle with variance 〈c1 | c1〉 = 1 into the infinite tensor
product at the nth position. Moreover, it is required for the sequence (an)n∈N ⊂
A0 that
∑n
i=1 |ai|2 is stop convergent for n → ∞. The structure equation is
satisfied by b if and only if ReK = −1/2∑n |an|2 and ImK = h for some
selfadjoint operator h ∈ A0. One obtains, as usual, the Markovian semigroup
A0 ∋ x 7→ Rt(x) := 〈Exp(bt) |xExp(bt)〉0,
where we identify A0 and A0 ⊗ 1l. As it is well-known, this semigroup has a
generator of Lindblad form:
L(x) =
∑
n
(a∗nxan − 12{a∗nan, x}) + i[h, x]
(here denote {a, b} and [a, b] the anti-commutator resp. the commutator).
Example 6.6.4 (CAR white noises). We continue the discussion of Examples
2.4.1 and 4.7.3. Similar as done for the CCR-algebra, we pass for the C*-algebra
CAR(L2(R)) with the quasi-free state ψλ(a
∗(f)a(g)) = λ〈g | f〉 (0 < λ < 1) to
an Araki-Woods representation on the tensor product of two antisymmetric
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Fock spaces F−(L2(R))⊗F−(L2(R)) and find that an additive cocycle is always
of the form
bt = a1Ω⊗ χ[0,t] + a2χ[0,t] ⊗ Ω (a1, a2 ∈ C).
In the case of CAR(K0 ⊕ L2(R,K1)), where one obtains a B0-expected white
noise, the general form of an additive cocycle is now
bt =
∑
n
xnΩ⊗ (χ[0,t] ⊗ en) + yn(χ[0,t] ⊗ en)⊗ Ω (xn, yn ∈ B0).
Here, {en}n is an orthonormal basis of K1. Moreover, we identified L2(R,K1)
and L2(R)⊗K1. If K1 is infinite dimensional, one needs also that
∑n
i x
∗
ixi+y
∗
i yi
is stop convergent for n → ∞. The computation of the Christensen-Evans
generator is straightforward. We leave these details to the reader.
Example 6.6.5 (q-Gaussian white noises). We continue the discussion of Ex-
amples 2.4.2, 2.4.3 and 4.7.5. Let us immediately consider the case
(F0(K0 ⊕ L2(R)), τ, S, (F0(K0 ⊕ L2(I))I∈I).
The general form of an F0(K0)-expected additive cocycle is now
bt =
n∑
i=1
aiΦ(0 ⊕ χ[0,t])a˜i +Kt,
where ai, a˜i, K ∈ Fq(K0⊕ 0) (1 ≤ i ≤ n). The structure equation is satisfied if
K = 1
2
∑n
i,j=1 a˜
∗
iΓq(q)(a
∗
iaj)a˜j + ih for some selfadjoint operator h ∈ B0. Here
denotes Γq(q) the second quantization of the multiplication operatorMq(g) :=
qg with g ∈ K0 ⊕ L2R(R). Moreover we used the identity
E0(a˜
∗Φ(0⊕ χ[0,t])a∗aΦ(0⊕ χ[0,t])a˜) = ta˜∗Γq(q)(a∗a)a˜,
where a, a˜ ∈ Fq(K0 ⊕ 0) (see [DM03]). Notice that Γ0(0)(x) = τ(x) in free
probability. The generator of the semigroups has now the Christensen-Evans
form
L(x) =
n∑
i,j=1
(
a˜∗iΓq(q)(a
∗
ixaj)a˜j − 12 {a˜∗iΓq(q)(a∗iaj)a˜j, x}
)
+ i[h, x].
Remark 6.6.6. This list of examples can be enlarged by examples coming
from generalized Brownian motions, as soon as white noise functors are avail-
able and the vacuum vector of the deformed Fock space is separating for the
von Neumann algebra, generated by these generalized Brownian motions.
7. Non-commutative Itoˆ integration
This section is devoted to the development of operator-valued non-
commutative Itoˆ integration, as it is needed for the correspondence stated in
Theorem 6.4.4. In the case of a C-expected Bernoulli shift with a commutative
von Neumann algebra, our approach reduces to an L2-theory of stochastic Itoˆ
58 Hellmich, Ko¨stler and Ku¨mmerer
integration, as it is known for Le´vy processes, in particular Brownian motion.
Since we work with A0-expected shifts, this approach covers Itoˆ integration for
operator-valued Le´vy processes with uniformly bounded covariance operators.
Notice also that our filtrations may not necessarily be ‘generated by the non-
commutative Le´vy processes’, we will make use only of the additive cocycle’s
adaptedness. This adaptedness implies already that a centred additive cocycle
is a non-commutative martingale with respect to the filtration of the given
continuous Bernoulli shift.
The GNS representation (E , 1l, S, (EI)I∈I) of a continuous Bernoulli shift
(A, ψ, S, (AI)I∈I) and its additive cocycles C0(E ,+) provide in our approach all
the infrastructure which is needed to develop this theory of non-commutative
Itoˆ integration. We will restrict our presentation to results, as far as they are
necessary for the proof of Theorem 6.4.4. We emphasize that our approach
to Itoˆ integration is purely operator algebraic. A priori, it is not based on
(deformed) Fock space structures. Nevertheless, it can be utilized for quantum
stochastic integration on (deformed) Fock spaces, reserved to the condition
that a continuous Bernoulli shift is present in the bounded operators of this
Fock space.
Throughout this section, we work in the presence of a fixed A0-expected
continuous GNS Bernoulli shift (E , 1l, S, (EI)I∈I). Moreover, we assume that
this shift has at least one non-zero centred additive cocycle. (We remind that
Tsirelson’s black noises provide examples which have only trivial additive co-
cycles.)
7.1. Non-commutative Itoˆ integrals for simple adapted processes. In
the following, a centred additive cocycle c will serve as the non-commutative
generalization of a stochastic process with stationary independent increments,
like Brownian motion or Poisson process.
We start with the usual notion of adapted processes, as it is known from
stochastic Itoˆ integration in probability theory. A process is a family x =
(xt)t≥0 ⊂ E . It is called (locally) adapted if xt ∈ E(−∞,t] (resp. E[0,t]) for any
t ≥ 0. A simple adapted process x = (xt)t≥0 ⊂ E is given by
x :=
∑
i≥0
xi χ[si,si+1) , xi ∈ E(−∞,si] .
Here Z := {si | si < si+1, i ∈ N0} defines a partition of R+. For a simple
adapted process x (putting sm := t0 and sn := t for suitable 0 ≤ m < n), we
introduce the ((left) non-commutative) Itoˆ integral∫ t
t0
dcsxs :=
n−1∑
i=m
(csi+1 − csi) xi . (7.1.1)
It is sufficient to define the integrals of simple adapted processes just for inter-
vals [t0, t] with boundaries t0, t ∈ Z (using a sub-partition of Z if necessary).
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Indeed, this expression is well-defined, since csi+1 − csi = Ssicsi+1−si and xi are
A0-independent, and thus, by Proposition 5.3.1, their product makes sense.
The following operator identity in A0, the so-called (non-commutative) Itoˆ
identity, will be crucial for the extension of the integral to a larger class of
adapted processes.
Lemma 7.1.1. If x and y are two simple adapted processes, then〈∫ t
t0
dcsxs
∣∣∣ ∫ t
t0
dcsys
〉
0
=
∫ t
t0
〈xs |Λ(1l) ys〉0ds ,
where Λ = 〈c1 | · c1〉0 is the uniformly bounded covariance operator of b.
Proof. By refinement, we may assume that x and y are simple adapted pro-
cesses with respect to the same partition. From equation (5.3.2) we conclude
〈(csi+1 − csi) xi |(csj+1 − csj) yj〉0 = 0 for i 6= j .
Thus,〈∫ t
t0
dcsxs
∣∣∣ ∫ t
t0
dcsys
〉
0
=
n−1∑
i=m
〈(csi+1 − csi) xi |(csi+1 − csi) yi〉0
(5.3.2)
=
n−1∑
i=m
〈xi | |csi+1−si|20 yi〉0
(6.3.2)
=
n−1∑
i=m
〈xi |Λ(1l) yi〉0(si+1 − si)
=
∫ t
t0
〈xs |Λ(1l) ys〉0ds . 
Remark 7.1.2. In this paper we make use only of left Itoˆ integrals. Nev-
ertheless, using the same techniques, the right non-commutative Itoˆ inte-
gral
∫ t
t0
xsdcs is introduced. It goes along with an Itoˆ identity of the form〈∫ t
t0
xsdcs
∣∣ ∫ t
t0
ysdcs
〉
0
=
∫ t
t0
Λ(〈xs | ys〉0)ds. We emphasize that here, in con-
trast to stochastic Itoˆ integration or Hudson-Parthasarathy quantum sto-
chastic integration, the left and right integral differ in most cases, since the
past/future structure may not commute, even in the case A0 ≃ C. A typi-
cal example is Itoˆ integration in the case of free Brownian motion (see also
[BS98]).
7.2. An extension of the non-commutative Itoˆ integral. For the pur-
poses of this paper, it will be sufficient to extend the Itoˆ integral, introduced
in Subsection 7.1, to the vector space V of piecewise stop-continuous adapted
processes
R
+
0 ∋ t 7→ xt ∈ E
(which are locally ‖ ‖0-bounded by the uniform boundedness principle). Notice
that V includes locally bounded ‖ ‖0-continuous adapted processes, in particular
centred additive cocycles.
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The key for this extension is provided by the Itoˆ identity. We introduce on
V the family of seminorms
dξ0,I(x) :=
[∫
I
∥∥|xs|0ξ0∥∥2ds]1/2,
where ξ0 ∈ H0 and I ranges over all compact intervals in R+. We have
dξ0,I(x) ≤ ‖ξ0‖ sup
s≥0
‖xs‖0 |I|.
Notice that for a simple adapted process x ∈ V, the estimate∥∥∥∣∣∣∫
I
dcsxs
∣∣∣
0
ξ0
∥∥∥2 = 〈ξ0 ∣∣∣ ∫
I
〈xs |Λ(1l) xs〉0ds ξ0
〉
=
∫
I
〈
ξ0
∣∣〈xs |Λ(1l) xs〉0ξ0〉ds
≤ ‖Λ(1l)‖dξ0,I(x)2.
is valid. Here, we used the Itoˆ identity and Λ(1l) ≤ ‖Λ(1l)‖1l.
Next, we show that processes in V can be approximated by simple processes
in V. By a simple reduction argument, we may assume that the process x ∈
V is stop-continuous on I. We define the simple adapted processes xZ :=∑
i∈Z+ xsi χ[si,si+1) ∈ V, where Z := {si | si < si+1, i ∈ N0} denotes a partition
of R+. The continuity of x and
dξ0,I(x− xZ)2 ≤
∑
si∈I
∫ si+1
si
∥∥|xr − xsi |0ξ0∥∥2dr + ∫ si
si−1
∥∥|xr − xsi−1 |0ξ0∥∥2dr ,
imply dξ0,I(x−xZ)→ 0, whenever the grid of the partition Z tends to 0. From
this and from∥∥∥∫
I
dcsx
Z
s
∥∥∥
0
= sup
‖ξ0‖≤1
∥∥∥∣∣∣∫
I
dcsx
Z
s
∣∣∣
0
ξ0
∥∥∥ ≤ ‖Λ(1l)‖1/2 sup
s≥0
‖xZs ‖0|I|
≤ ‖Λ(1l)‖1/2 sup
s≥0
‖xs‖0|I|, (7.2.1)
and furthermore∥∥∥∣∣∣∫
I
dcsx
Z
s −
∫
I
dcsx
Z′
s
∣∣∣
0
ξ0
∥∥∥ ≤ ‖Λ(1l)‖1/2(dξ0,I(xZ − x) + dξ0,I(x− xZ′)) ,
we conclude that
( ∫
I
dcsx
Z
s
)
Z
is a bounded Cauchy net in the stop topology
on E . Its limit in E is denoted by ∫ t
0
dcsxs. Finally, one verifies by routine
arguments that the definition of the integral is independent from the chosen
net of partitions. Moreover, it is elementary to see from the definition that∫ t
0
dcsxs carries all the usual properties, as
∫ t
t0
dcsxs =
∫ t1
t0
dcsxs +
∫ t
t1
dcsxs
(t0 ≤ t1 ≤ t), and as linearity with respect to vector space structure of V. We
summarize the above discussion as follows:
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Proposition 7.2.1. The non-commutative Itoˆ integral extends from simple
adapted processes in E to the vector space V of piecewise stop-continuous
adapted processes. Moreover, the Itoˆ identity〈∫ t
t0
dcsxs
∣∣∣ ∫ t
t0
dcsxs
〉
0
=
∫ t
t0
〈
xs
∣∣Λ(1l) xs〉0ds (7.2.2)
is valid for any x ∈ V.
We remark that the integral on the right-hand side of the Itoˆ identity is a
weak* integral in A0.
Notice also that Xt :=
∫ t
t0
dcrxr is a ‖ ‖0-continuous non-commutative mar-
tingale with respect to the filtration (A(−∞,s])s≥0, i.e., E(−∞,s]Xt = Xs for any
t0 ≤ s ≤ t. This is seen easily for a simple process x:
E(−∞,s]
∫ t
s
dcrxr =
∫ t
s
E(−∞,s] ◦ E(−∞,r]dcrxr
=
∫ t
s
E(−∞,s]E(−∞,r](dcr)xr = 0 .
This equation extends from simple processes to processes x ∈ V by approxima-
tion and thus proves that (Xt)t0≤t is a martingale. The ‖ ‖0-continuity follows
directly from inequality (7.2.1), which, by (7.2.2), extends to the piecewise
stop-continuous adapted processes. Moreover, Xt is locally adapted if x is lo-
cally adapted.
Since a (non)-centred additive cocycle b decomposes uniquely into its centred
part c := b− E0b and its drift E0bt = tE0b1, we let for any x ∈ V∫ t
t0
dbs xs :=
∫ t
t0
dcsxs +
∫ t
t0
(E0b1) xsds .
By routine calculations it is shown that∥∥∥∫ t
t0
dbs xs
∥∥∥2
0
≤ 2(1 + t− t0)‖b1‖20
∫ t
t0
‖xs‖20ds .
Remark 7.2.2. The following argument ensures that the vector space V con-
tains, roughly speaking, many processes. Let P := (E(−∞,t])t≥0 be the pro-
jection from the vector space of processes onto the vector space of adapted
processes in E . For a stop-continuous process x, the map s 7→ E(−∞,s]xs is also
stop-continuous, since s 7→ E(−∞,s] is pointwise stop-continuous. Consequently,
a stop-continuous process is mapped by the projection P to a stop-continuous
adapted process. Notice that these arguments do not apply to locally adapted
processes and the family (E[0,s])s≥0 if s 7→ E[0,s] fails to be pointwise stop-
continuous.
A further extension of the non-commutative Itoˆ integral to the class of L2-
integrable adapted processes is possible, but this requires tremendously more
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technical efforts. These processes are imposed to the condition of integrabil-
ity of t 7→ ‖xtξ‖2 on any compact interval, aside of measurability conditions
for any ξ ∈ H0. The relevant tools for the development of such a theory are
well-known and can be found, e.g., in [Tak03a], Chapter IV. We will not elab-
orate further this direction, because the integration class of stop-continuous
processes will be sufficient for the purpose of this paper.
7.3. Non-commutative Itoˆ differential equations. We will close our di-
gression on non-commutative Itoˆ integration with an existence and uniqueness
theorem for solutions of (non-commutative) Itoˆ differential equations (IDEs).
Let c be a centred additive cocycle in C0(E ,+). We say that the process
x ∈ V has the differential dxt = αtdt + dctβt, if it has the form xt = x0 +∫ t
0
αsds +
∫ t
0
dcsβs for any t ≥ t0, where α and β are processes in V. We call
a function α : R+ × E → E adapted, if α(t, y) ∈ E(−∞,t] for any t ≥ 0 and
y ∈ E(−∞,t]. Moreover, we say that the function α is locally adapted, if the
previous statement is satisfied with respect to E[0,t], instead of E(−∞,t]. Finally,
we say that such a function is stop-continuous, if t 7→ α(t, y) is stop-continuous
for any y ∈ E and y 7→ α(t, y) is stop-stop-continuous for any t ≥ 0.
If α and β are adapted, a process x ∈ V is called a solution of the non-
commutative Itoˆ differential equation (IDE)
dxt = α(t, xt)dt + dctβ(t, xt) , xt0 ∈ E(−∞,t0] , (7.3.1)
if x solves the integral equation
xt = x0 +
∫ t
t0
α(t, xs)ds+
∫ t
t0
dcsβ(s, xs) . (7.3.2)
In particular, the following result insures that the IDE, as stated in Theorem
6.4.4, has a unique solution.
Theorem 7.3.1. Let the A0-expected continuous GNS Bernoulli shift
(E , 1l, S, (EI)I∈I) be given. Let c ∈ C0(E ,+) be a centred additive cocycle and α,
β adapted stop-continuous functions from R+ × E to E . Furthermore, assume
for α and β that for any compact interval [t0, t1] with t0 ≥ 0 and ξ ∈ H0, there
exists a constant Cξ ≥ 0 such that for any x, y ∈ E and t, s ∈ [t0, t1]
dξ(α(t, x)− α(s, x)) ≤ Cξ (‖ξ‖2 + dξ(x)) |fξ(t)− fξ(s)| , (7.3.3)
dξ(β(t, x)− β(s, x)) ≤ Cξ (‖ξ‖2 + dξ(x)) |gξ(t)− gξ(s)| , (7.3.4)
dξ(α(t, x)− α(t, y)) ≤ Cξdξ(x− y) , (7.3.5)
dξ(β(t, x)− β(t, y)) ≤ Cξdξ(x− y) . (7.3.6)
Here, fξ and gξ are continuous, real-valued functions on R
+.
If all these assumptions are satisfied, then there is a unique process x in V
that solves the IDE
dxt = α(t, xt)dt + dct β(t, xt) , xt0 ∈ E(−∞,t0] . (7.3.7)
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Moreover, this solution x is ‖ ‖0-continuous. In addition, if xt0 ∈ E[0,t0] and if
α, β are locally adapted functions, then this solution x is locally adapted.
Remark 7.3.2. A similar theorem is valid for IDEs which contain both left
and right non-commutative Itoˆ integrals.
Proof. By the Picard iteration, we will construct on the interval [t0, t1] a unique
stop-continuous solution x of the IDE (7.3.7). In particular, we will produce
from the initial data (t0, xt0) the new data (t1, xt1). The latter ones will serve
as initial data for the Picard iteration to produce a solution on the interval
[t1, t2] (with t2 ≤ t1 + 1). By this iterative method, we will cover the interval
[t0, t] by finitely many intervals [ti, ti+1], since the iteration procedure will show
that we can choose all intervals [ti, ti+1] to be of the same length 0 < ∆t ≤ 1.
Thus, we will produce successively a unique solution for each interval [ti, ti+1],
and consequently a solution for any time t ≥ 0.
We already know from (7.3.3) and (7.3.5) that, for a stop-continuous process
x, the function t 7→ α(t, xt) is stop-continuous and consequently ‖ ‖0-bounded
on any compact interval. The same is true for the function t 7→ β(t, xt).
We choose some fixed ∆t with 0 < ∆t ≤ 1 and start the iteration on the
interval [t0, t1] with t1 := t0+∆t. Let x
0
t := xt0 for any t ∈ [t0, t1]. The functions
t 7→ α(t, x0t ) and t 7→ β(t, x0t ) are stop-continuous and (locally) adapted if
α and β are (locally) adapted and if xt0 is an element in L
2(A(−∞,t0], E0)
(resp. L2(A[0,t0], E0)). Thus the nth iteration step
xnt := xt0 +
∫ t
t0
ds α(s, xn−1s ) +
∫ t
t0
dcsβ(s, x
n−1
s )
is well-defined by induction. Notice that xn is stop-continuous and (locally)
adapted. We let M := sups∈[t0,t1] ‖x1s − x0s‖0. Moreover, we define qξ :=
Cξ((∆t)
1l/2 + ‖Λ(1l)‖1/2). From (7.3.5) and (7.3.6) we find for any t ∈ [t0, t1]
and normalized ξ ∈ H0 the estimate
dξ(x
n+1
t − xnt ) ≤
∫ t
t0
dξ(α(s, x
n
s )− α(s, xn−1s ))ds
+ ‖Λ(1l)‖1/2
[∫ t
t0
dξ(β(s, x
n
s )− β(s, xn−1s ))2ds
]1l/2
≤ qξ
[ ∫ t
t0
dξ(x
n
s − xn−1s )2ds
]1l/2
≤M qnξ
(∆t)n/2√
n!
.
For any n > q2ξ follows
max
t∈[t0,t1]
dξ(x
n+m
t − xnt ) ≤
m−1∑
k=0
max
t∈[t0,t1]
dξ(x
n+k+1
t − xn+kt )
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≤ M qnξ
(∆t)n/2√
n!
m−1∑
k=0
√
n!
(n+ k)!
(∆t)k/2qkξ
≤ M qnξ
(∆t)n/2√
n!
∞∑
k=0
( qξ√
n
)k
(∆t)k/2
n→∞−−−→ 0 .
We conclude that the limit xt := limn→∞ x
n
t exists uniformly on [t0, t1] in
the stop-topology and defines a stop-continuous, (strongly) adapted process
on this interval. Next, we obtain from (7.3.5) and (7.3.6) that
∫ t
t0
α(s, xs)ds =
limn→∞
∫ t
t0
α(s, xns )ds and
∫ t
t0
dcsβ(s, xs) = limn→∞
∫ t
t0
dcsβ(s, x
n
s ) in the strong
operator topology. Now one concludes with routine arguments that x solves the
IDE on [t0, t1]. Since qξ depends only on ∆t, this procedure applies iteratively
to all right next neighbor intervals with the same length ∆t. The ‖ ‖0-continuity
of the solution x follows from the fact that the integrals, as they appear in
the integral equation for x, contain stop-continuous integrands and thus define
‖ ‖0-continuous functions. Finally, the uniqueness of the solution follows with
the help of the estimates (7.3.3) - (7.3.6) in the usual way. 
Remark 7.3.3. A more complete treatment of non-commutative Itoˆ integra-
tion, compatible with the setting of continuous GNS Bernoulli shifts is con-
tained in [Hel01]. If the shift is scalar-expected, then our approach reduces
to non-commutative Itoˆ integration in the GNS Hilbert space of the shift,
as it is already contained in [Pri89]. If the state of the A0-expected shift is
tracial, then the continuous GNS Bernoulli shifts are realized as subspaces of
non-commutative L2-spaces in [Ko¨s00]. This approach produces similar results
on non-commutative Itoˆ integration. Notice also that one-sided integrands in
[BS98] fall into our setting.
8. Non-commutative exponentials and logarithms
This section is devoted to the development of non-commutative exponen-
tials (Subsection 8.1) and non-commutative logarithms (Subsection 8.2). The
presented constructions generalize beyond the frame of non-commutative ex-
ponentials Exp of additive cocycles and non-commutative logarithms Ln of
unital cocycles. Here we will refrain to include all these, in parts immediate
generalizations and will just focus on the development of sufficient tools to
complete the proof of Theorem 6.4.1 and Theorem 6.4.4. This will be done in
Subsection 8.3, where we will show that the mappings Exp and Ln are injective
and each other’s inverse.
We assume throughout this section that a fixed A0-expected continuous
Bernoulli shift (A, ψ, S, (AI)I∈I) and its GNS representation (E , 1l, S, (EI)I∈I)
are given.
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8.1. Non-commutative exponentials of additive cocycles. Non-
commutative exponentials will be obtained as solutions of non-commutative
Itoˆ differential equations (IDEs).
Theorem 8.1.1. Let the centred additive cocycle c ∈ C0(E ,+) and the operator
K ∈ A0 be given. Then the (unique) solution u of the IDE
ut = 1l +
∫ t
0
dcsus +
∫ t
0
dtKus . (8.1.1)
is a locally adapted ‖ ‖0-continuous process in E that satisfies the cocycle iden-
tity us+t = (Stus)ut (s, t ≥ 0). Moreover, it enjoys the following additional
properties:
(i) The compression A := (E0ut)t≥0 defines a ‖ ‖-continuous semigroup
with At = e
tK .
(ii) The compression R := (〈ut | · ut〉0)t≥0 defines a ‖ ‖-continuous semi-
group of completely positive mappings on A0. It has the Christensen-
Evans generator
L(a) = Λ(a) +K∗a+ aK,
where Λ = 〈c1 | · c1〉0 is the covariance of b.
In particular, the following are equivalent:
(a) u is a unital cocycle;
(b) Rt(1l) = 1l for any t ≥ 0, or equivalently L(1l) = 0;
(c) |ct|20 + (K +K∗)t = 0.
If the conditions (a) to (c) are satisfied, then the semigroup R is contractive.
Let b denote the additive cocycle defined by bt = ct +Kt, t ≥ 0.
Definition 8.1.2. The solution u of the IDE (8.1.1) is called the exponential
of the additive cocycle b and is denoted by Exp(b).
We remark that in stochastic analysis the additive cocycle b falls into the
class of semi-martingales and that a solution of (8.1.1) is called an exponential
semi-martingale.
Proof of Theorem 8.1.1. Putting α(t, ut) = Kut and β(t, ut) = ut, the func-
tions α and β are locally adapted and evidently satisfy the Lipschitz condi-
tions in Theorem 7.3.1. Moreover, the initial conditions is locally adapted, i.e.,
u0 = 1l ∈ A0. Thus the IDE (8.1.1) has a unique ‖ ‖0-continuous locally adapted
solution u ⊂ E .
In the following we will verify the cocycle property of the solution u. Let
(Zn[a, b])n∈N be a sequence of partitions of the interval [a, b] with grid tending
to zero. In a first step we determine for an arbitrary w ∈ E[0,t](
St
∫ s
0
dcrur
)
w = lim
n→∞
∑
ri∈Zn[0,s]
(St(cri+1 − cri))(Sturi)w
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= lim
n→∞
∑
ri∈Zn[0,s]
(ct+ri+1 − ct+ri)(Stut+ri−t)w
= lim
n→∞
∑
ti∈Zn[t,s+t]
(cti+1 − cti) (Stuti−t)w
=
∫ t+s
t
dcr(Stur−t)w ,
where the limits are taken in the stop-topology on E . Throughout these
calculations we have used the continuity properties of the product of A0-
independent elements in E (Proposition 5.3.1). Moreover, we used triple prod-
ucts (cf. 5.4) of the three A0-independent, increasingly ordered factors w, Sturi
and ct+ri+1 − ct+ri. (Here, ‘increasingly ordered’ means [0, t] ≤ [t, t + ri] ≤
[t+ ri, t+ ri+1].) We define for a fixed t > 0
vr :=
{
ur , 0 ≤ r ≤ t,
St(ur−t)ut , t < r.
The continuity of the product of A0-independent elements implies the conti-
nuity of r 7→ vr in the stop-topology and hence the integrability. Clearly, vr
solves the IDE (8.1.1), whenever 0 ≤ r ≤ t. Hence we conclude
vt+s = St
(
1l +
∫ s
0
dcrur +
∫ s
0
drKur
)
ut
= ut +
∫ t+s
t
dcr(Stur−t)ut +
∫ s
0
drK(Stur)ut
= 1l +
∫ t
0
dcrur +
∫ t+s
t
dcr(Stur−t)ut +
∫ t
0
drKur +
∫ t+s
t
drK(Stur−t)ut
= 1l +
∫ t+s
0
dcrvr +
∫ t+s
0
drKvr .
This calculation shows that v solves (8.1.1). Now, the uniqueness of the solution
implies ur = vr for any r ≥ 0 and consequently the cocycle identity ut+s =
vt+s = (Stus)ut of the solution u.
(i) The compression E0u of the solution u defines a semigroup. Indeed, we
apply E0 on both sides of (8.1.1) and obtain
E0ut = 1l +
∫ t
0
dsKE0us .
This integral equation has the unique solution t 7→ E0ut = eKt.
(ii) Rt is completely positive by construction. By the cocycle property, it
is shown immediately that Rs+t(a) = Rs(Rt(a)) for any s, t ≥ 0 and a ∈ A0.
Since u is ‖ ‖0-continuous and u0 = 1l, the uniform continuity of R follows from
(6.2.2). Thus R has a bounded generator L (such that Rt = etL). Next, we
will identify the form of L. For this purpose we rewrite Rt with the help of the
Continuous Bernoulli shifts 67
IDE (8.1.1). Recall that Λ = 〈c1 | · c1〉0. An elementary calculation shows that
for any a ∈ A0
Rt(a) = 〈ut | aut〉0
= a+
∫ t
0
〈1l | aKus〉0ds+
∫ t
0
〈Kus | a〉0ds +
∫ t
0
〈us |Λ(a)us〉0ds
+
∫ t
0
〈
Kus
∣∣∣ a ∫ s
0
dcrur
〉
0
ds +
∫ t
0
〈∫ s
0
dcrur
∣∣∣ aKus〉
0
ds
+
∫ t
0
∫ s
0
〈Kus | aKur〉0drds +
∫ t
0
∫ r
0
〈Kus | aKur〉0dsdr .
Notice that, due to the ‖ ‖0-continuity of u, all integrals of the form
∫ 〈· | ·〉0ds
are Bochner integrals on A0. Consequently, we are allowed to differentiate
separately each term and obtain for any a ∈ A0
d
dt
Rt(a) = 〈1l | aKut〉0 + 〈Kut | a〉0 + 〈ut |Λ(a)ut〉0
+
〈
Kut
∣∣∣ a ∫ t
0
dcrur
〉
0
+
〈∫ t
0
dcrur
∣∣∣ aKut〉
0
+
〈
Kut
∣∣∣ a ∫ t
0
dr Kur
〉
0
+
〈∫ t
0
dr Kur
∣∣∣ aKut〉
0
– we use again the IDE (8.1.1) –
= 〈1l | aKut〉0 + 〈Kut | a〉0 +Rt(Λ(a))
+ 〈Kut | a(ut − 1l)〉0 + 〈ut − 1l | aKut〉0
= Rt(Λ(a)) +Rt(K
∗a+ aK) .
Thus, the generator L is identified as L(a) = Λ(a)+(K∗a+aK), where a ∈ A0.
Finally, the equivalence of (a) to (c) and the contractivity of R is evident
from the form of the generator L and the definition of a unital cocycle. 
8.2. Non-commutative logarithms of unital cocycles. We will construct
an additive cocycle in E from a ‖ ‖0-continuous unital cocycle. Motivated by
Corollary 6.4.5 and probability theory, we shall call the constructed additive
cocycle the non-commutative logarithm of the unital cocycle. Our main result
of this subsection is stated in Theorem 8.2.2.
Notation 8.2.1. Z(t) will denote a net of partitions Z := {ti ≥ 0 | 0 = t0 <
t1 < . . . < tnZ = t} of the interval [0, t]. The set of partitions in Z(t) is
partially ordered by inclusion such that their grid |Z| := max{|ti+1 − ti| | i =
0, . . . , nZ − 1} tends to zero.
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Theorem 8.2.2. A ‖ ‖0-continuous unital cocycle u ⊂ E with the associated
contractive semigroup At := E0ut = e
Kt defines via
bt := ‖ ‖0- lim
Z∈Z(t)
nZ−1∑
i=0
Sti(uti+1−ti − 1l), (8.2.1)
ct := ‖ ‖0- lim
Z∈Z(t)
nZ−1∑
i=0
Stiuti+1−ti −Ati+1−ti (8.2.2)
two additive cocycles b, c in C0(E ,+). They are related uniquely by bt = ct+Kt
and K = E0b1. Moreover, the additive cocycle b is in C
0
0 (E ,+), in other words,
it satisfies the structure equation
|bt − E0bt|20 + t(E0b1)∗ + tE0b1 = 0
and the pair (c,K), containing the centred additive cocycle c and the drift K,
satisfies the structure equation
|ct|20 + t(K∗ +K) = 0 .
Definition 8.2.3. The additive cocycle b (resp. c), constructed in Theorem
8.2.2, is called the (centred) non-commutative logarithm of the unital cocycle
u and denoted by Ln(u) (resp. by Ln0(u)).
For brevity, we will also say that b is the logarithm and that c is the centred
logarithm of u. Notice that for a trivial unital cocycle u, i.e. ut = exp (itH)
with H = H∗ ∈ A0, one finds Ln(ut) = itH and Ln0(ut) = 0. Let us further
motivate this definition:
Corollary 8.2.4. Let u, v ⊂ A be two ‖ ‖0-continuous unital cocycles. If u and
v are A0-independent and satisfy the commutation relation ut(Stvs) = (Stvs)ut
for any s, t ≥ 0, then uv := (utvt)t≥0 is again a unital ‖ ‖0-continuous cocycle
and
Ln(uv) = Ln(u) + Ln(v) = Ln(vu) ,
Ln0(uv) = Ln0(u) + Ln0(v) = Ln0(vu) .
Proof. The A0-independence of u and v ensures that the product utvt is well-
defined in E for any t ≥ 0. The commutation property for u and v guarantees
that uv is a cocycle. The ‖ ‖0-continuity of t 7→ utvt is also elementary to check.
Due to
Sti(uti+1−tivti+1−ti − u0v0) = Sti(uti+1−ti − u0)v0 + u0Sti(vti+1−ti − v0)
+ Sti((uti+1−ti − u0)(vti+1−ti − v0)),
it is sufficient to establish
‖ ‖0- lim
Z∈Z(t)
nZ−1∑
i=0
Sti((uti+1−ti − u0)(vti+1−ti − v0)) = 0.
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Indeed, this follows from estimates, similar as they appear in the proof of
Theorem 8.2.2. We leave these details to the reader. 
We prepare the proof of Theorem 8.2.2 with a technical result.
Lemma 8.2.5. For r, s, t ≥ 0 and a ∈ A0 hold the following identities:
(i) 〈Srus | aut〉0 = Rs(aAt−r−s)Ar , 0 ≤ s ≤ t− r,
(ii) 〈Srus | aut〉0 = Rt−r(A∗s−t+ra)Ar , 0 ≤ t− r ≤ s.
Proof. For t− r ≥ 0 one calculates
〈Srus | aut〉0 = 〈Srus |(Sraut−r) ur〉0 = 〈1l |〈us | aut−r〉0 ur〉0
= 〈us | aut−r〉0Ar .
In case (i) with 0 ≤ s ≤ t− r we conclude further
〈Srus | aut〉0 = 〈us | a(Ssut−r−s) us〉0Ar
= 〈us | a〈1l |ut−r−s〉0 us〉0Ar = Rs(aAt−r−s)Ar .
In the case (ii) with 0 ≤ t− r ≤ s one finds
〈Srus | aut〉0 = 〈(St−rus−(t−r)) ut−r | aut−r〉0Ar
= 〈ut−r |A∗s−t+raut−r〉0Ar = Rt−r(A∗s−t+ra)Ar . 
Proof of Theorem 8.2.2. We let
cZ(t) :=
nZ−1∑
i=0
Stiuti+1−ti −Ati+1−ti ∈ E[0,t] (8.2.3)
and will prove that (cZ(t))Z∈Z(t) is a ‖ ‖0-Cauchy net in E . This convergence
implies immediately that
bZ(t) :=
nZ−1∑
i=0
Stiuti+1−ti − 1l ∈ E[0,t] (8.2.4)
converges to bt, since the difference bZ(t) − cZ(t) converges evidently to Kt.
Moreover the equivalence of the structure equations of b and c is ensured,
since the decomposition of an additive cocycle in its centred part and its drift
is unique. Thus, we will concentrate in the following on the convergence of
cZ(t) to ct, the cocycle property of ct and its structure equation.
Let us denote the joint refinement of Z,W ∈ Z(t) by ZW . Since
‖cZ(t)− cW (t)‖0 ≤ ‖cZ(t)− cZW (t)‖0 + ‖cW (t)− cZW (t)‖0, (8.2.5)
it is sufficient to investigate ‖cZ(t)− cZW (t)‖20. This expression is controlled by
〈cZ(t) | cZW (t)〉0. For the refinement ZW of Z we let ti+ si,j, j = 1, . . . , ni−1,
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be the additional points in the interval [ti, ti+1]. Moreover, we put si,0 := 0 and
si,ni := ti+1 − ti. Setting vs := us − As for s ∈ [0, t], one calculates
〈cZ(t) | cZW (t)〉0 =
nZ−1∑
i=0
nZ−1∑
k=0
nk−1∑
j=0
〈Stivti+1−ti |Stk+sk,jvsk,j+1−sk,j〉0
=
nZ−1∑
i=0
ni−1∑
j=0
〈uti+1−ti − Ati+1−ti |Ssi,jusi,j+1−si,j − Asi,j+1−si,j〉0
=
nZ−1∑
i=0
ni−1∑
j=0
〈uti+1−ti |Ssi,jusi,j+1−si,j〉0 − A∗ti+1−tiAsi,j+1−si,j
=
nZ−1∑
i=0
ni−1∑
j=0
A∗si,jRsi,j+1−si,j (A
∗
ti+1−ti−si,j+1
)−A∗ti+1−tiAsi,j+1−si,j
– si,j+1 − si,j ≤ ti+1 − ti − si,j admits the application of Lemma 8.2.5 (i) –
=
nZ−1∑
i=0
ni−1∑
j=0
A∗si,j (Rsi,j+1−si,j − id)(A∗ti+1−ti−si,j+1 − 1l)
+
nZ−1∑
i=0
ni−1∑
j=0
A∗(ti+1−ti)−(si,j+1−si,j)(1l−A∗si,j+1−si,jAsi,j+1−si,j) .
We will investigate the two double sums separately.
From the norm continuity of the semigroups R and A we conclude that there
exists an upper bound M > 0 such that ‖Rt − id‖ ≤ Mt, ‖At − 1l‖ ≤Mt and
‖A∗tAt − 1l‖ ≤ Mt. With this bound we produce the following estimate of the
first summand:
∥∥∥nZ−1∑
i=0
ni−1∑
j=0
A∗si,j(Rsi,j+1−si,j − id)(A∗ti+1−ti−si,j+1 − 1l)
∥∥∥
≤ M2
nZ−1∑
i=0
ni−1∑
j=0
(si,j+1 − si,j)(ti+1 − ti − si,j+1)
≤ M2
nZ−1∑
i=0
ni−1∑
j=0
(si,j+1 − si,j)(ti+1 − ti)
=M2
nZ−1∑
i=0
(ti+1 − ti)2 ≤ M2max {|Z|, |W |}t .
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The second summand converges to λt with λ := −(K +K∗):∥∥∥nZ−1∑
i=0
ni−1∑
j=0
A∗(ti+1−ti)−(si,j+1−si,j)(1l− A∗si,j+1−si,jAsi,j+1−si,j)− λt
∥∥∥
≤
nZ−1∑
i=0
ni−1∑
j=0
∥∥A∗(ti+1−ti)−(si,j+1−si,j) − 1l∥∥∥∥1l− A∗si,j+1−si,jAsi,j+1−si,j∥∥
+
nZ−1∑
i=0
ni−1∑
j=0
∥∥∥1l− A∗si,j+1−si,jAsi,j+1−si,j
si,j+1 − si,j − λ
∥∥∥(si,j+1 − si,j)
≤
nZ−1∑
i=0
ni−1∑
j=0
M2[(ti+1 − ti)− (si,j+1 − si,j)](si,j+1 − si,j)
+
nZ−1∑
i=0
ni−1∑
j=0
ε(si,j+1 − si,j)
≤
nZ−1∑
i=0
ni−1∑
j=0
M2(ti+1 − ti)(si,j+1 − si,j) + εt
=
nZ−1∑
i=0
M2(ti+1 − ti)2 + εt
≤ (M2|Z|+ ε)t ≤ (M2max {|Z|, |W |}+ ε)t .
During this calculations we used the fact that
∥∥1l−A∗δAδ
δ
− λ∥∥ ≤ ε for any
0 < δ ≤ δε, with some appropriate δε > 0 such that max {|Z|, |W |} < δε. Con-
sequently, we obtain for any partitions Z,W ∈ Z(t) with max {|Z|, |W |} <
min{δε, ε} the estimates∥∥〈cZ(t) | cZW (t)〉0 − λt∥∥ ≤ ε(M2 + 1)t
and
‖cZ(t)− cZW (t)‖20 ≤ 4ε(M2 + 1)t .
A similar estimate is produced along the same line of arguments for
‖cW (t)− cZW (t)‖20. According to the inequality (8.2.5), we conclude that
(cZ(t))Z∈Z(t) is a Cauchy net with limit ct := ‖ ‖0- limZ∈Z(t) cZ(t) ∈ E[0,t]. The
independence of the limit ct from the used net Z(t) is concluded immediately
with the help of this inequality.
We are left to prove the cocycle property of c := (ct)t≥0. Given the nets Z(s)
and Z(t) of partitions of the intervals [0, s] resp. [0, t], we define the net Z(s+t)
of partitions associated to the interval [0, s + t] in the following manner. For
Zs := {si ≥ 0 | 0 = s0 < s1 < . . . < sns = s} ∈ Z(s) let t + Zs denote the
partition {t+ si | 0 = s0 < s1 < . . . < sns = s} of the interval [t, t+ s]. Now we
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define for any pair (Zt, Zs) of partitions Zt ∈ Z(t) and Zs ∈ Z(s) an element
Z of the net Z(t + s) by Z := Zt ∪ (t + Zs). Obviously, the grid of this net
tends to zero. We observe
cZ(t+ s) =
nt−1∑
i=0
Sti(vti+1−ti) +
ns−1∑
i=0
St+si(vsi+1−si)
= cZt(t) + StcZs(s) .
From the net convergence of the left-hand side of this equality and the conver-
gence of each summand of the right-hand side to ct+s, ct resp. Stcs, we obtain
the cocycle identity ct+s = ct + Stcs.
We have already identified in Corollary 6.4.6 the Christensen-Evans gener-
ator L of R as
L(a) = Λ(a) +K∗a+ aK .
Since L(1l) = 0 and |ct|20 = t|c1|20 by (6.3.2), the structure equation follows
immediately from
Λ(1l) = |c1|20 = −(K +K∗) . 
We close this section with a technical result which will be needed in Section
8.3 to finish the proof of Theorem 6.4.4.
Lemma 8.2.6. Let u be a ‖ ‖0-continuous unital cocycle and c := Ln0(u) the
centred logarithm of u. Setting At := E0ut and Λ := 〈c1 | · c1〉0, it follows
〈ct | aut〉0 =
∫ t
0
Λ(aAt−s)Asds , a ∈ A0 . (8.2.6)
Proof. We recall Lemma 8.2.5 (i) to see that 〈Srus | aut〉0 = Rs(aAt−r−s)Ar,
whenever 0 ≤ s ≤ t− r and a ∈ A0. Next, we choose for [0, t] the equidistant
partition Zn := {iδn | δn := 2−nt, i = 0, . . . , 2n} ∈ Z(t). Since the approximants
cZn in (8.2.2) converge to ct in the ‖ ‖0-topology, we obtain in the uniform
topology on A0 that
〈ct | aut〉0 = limn→∞
2n−1∑
i=0
〈Siδnuδn −Aδn | aut〉0
= lim
n→∞
2n−1∑
i=0
[
Rδn(aAt−(i+1)δn)Aiδn − A∗δnaAδn
]
= lim
n→∞
2n−1∑
i=0
[Rδn − id
δn
− L
]
(aAt−(i+1)δn)Aiδnδn
+ lim
n→∞
2n−1∑
i=0
L(aAt−(i+1)δn)Aiδnδn
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+ lim
n→∞
t
[
a
At−δn − At
δn
+
1l− A∗δn
δn
aAt
]
=
∫ t
0
L(aAt−s)Asds− t(aK +K∗a)At
– we use the form of the generator L from Corollary 6.4.6 –
=
∫ t
0
Λ(aAt−s)Asds+ tK
∗aAt
+
∫ t
0
aAt−sKAsds− t(aK +K∗a)At
=
∫ t
0
Λ(aAt−s)Asds . 
8.3. Proof of the correspondence. In this section we will complete the
proof of Theorem 6.4.1 and Theorem 6.4.4. We will show that the mappings
Ln and Exp, as introduced in Section 8.2 resp. Section 8.1, are injective. This
will show that Ln and Exp are each-other inverse. Thus we will have completed
the proof of Theorem 6.4.1. Notice that the injectivity of both mappings will
also provide the bijectivity of the correspondence in Theorem 6.4.4. We divide
its proof in several intermediate results.
Let the A0-expected continuous GNS Bernoulli shift (E , 1l, S, (EI)I∈I) be
given.
Proposition 8.3.1. For any additive cocycle b in C 00 (E ,+) holds
Ln(Exp(b)) = b .
Consequently, the mapping Exp: C 00 (E ,+)→ C 00 (E , · ) is injective.
We will need the following Lemma for the proof of Proposition 8.3.1.
Lemma 8.3.2. Let b be an additive cocycle with centred part c and drift K,
satisfying the structure equation 〈ct | ct〉0 + t(K∗ +K) = 0. Let ut := Exp(ct +
Kt) and At := e
Kt. For any a ∈ A0 holds〈
ct
∣∣∣ a ∫ t
0
dcsus
〉
0
=
∫ t
0
Λ(a)Asds .
Proof. Since u is the solution of the IDE (8.1.1), the map t 7→ ut is ‖ ‖0-
continuous and thus the Itoˆ integral
∫ t
0
dcsus is well-defined. Moreover, (a
∗ct)t≥0
is a centred additive cocycle. We calculate with the Itoˆ identity (7.2.2)〈
ct
∣∣∣ a ∫ t
0
dcsus
〉
0
=
〈∫ t
0
d(a∗cs)
∣∣∣ ∫ t
0
dcsus
〉
0
=
∫ t
0
〈1l |Λ(a)us〉0ds
=
∫ t
0
Λ(a)Asds . 
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Proof of Proposition 8.3.1. By Theorem 8.1.1 u := Exp(c) is a unital cocycle
and by Theorem 8.2.2 we know that Ln(Exp(c)) is again an additive cocycle
satisfying the structure equation. We are left with the task to identify this
cocycle as c. For this we consider, as stated in the previous Lemma, the unique
decomposition bt = ct+Kt of the additive cocycle b and At = E0 Exp(bt). We
will prove
Ln(Exp(bt))− bt = lim
n→∞
2n−1∑
i=0
Siδn(Exp(bδn)− 1l)− bt = 0 ,
where δn := t2
−n, by showing
lim
n→∞
2n−1∑
i=0
Siδn(Aδn − 1l)−Kt = 0 (8.3.1)
and
lim
n→∞
2n−1∑
i=0
Siδn(Exp(bδn)− Aδn)− ct = 0 (8.3.2)
in the ‖ ‖0-topology. The equation (8.3.1) is obvious, since A0 is the fixed point
algebra of S and At is a uniformly continuous semigroup with generator K.
Next we focus on the limit stated in equation (8.3.2) and let ut := Exp(bt) for
shortness:
2n−1∑
i=0
Siδn(uδn − Aδn)− ct =
2n−1∑
i=0
Siδn(uδn − 1l− cδn)−
2n−1∑
i=0
(Aδn − 1l)
=
2n−1∑
i=0
Siδn
∫ δn
0
dcs(us − 1l)−
2n−1∑
i=0
Siδn
∫ δn
0
dsKus −
2n−1∑
i=0
Aδn − 1l
δn
δn .
Obviously, the last summand tends to −Kt. The second summand tends to
Kt, since ∥∥∥∫ δn
0
K(uδn − 1l)ds
∥∥∥
0
≤
√
2‖K‖
∫ δn
0
‖As − 1l‖1/2ds
and thus
∫ δn
0
K(uδn − 1l)ds tends to zero with order δ3/2n . Finally, the first
summand converges to zero:∣∣∣2n−1∑
i=0
Siδn
∫ δn
0
dcs (us − 1l)
∣∣∣2
0
=
2n−1∑
i=0
∣∣∣∫ δn
0
dcs us − cδn)
∣∣∣2
0
=
2n−1∑
i=0
(∫ δn
0
Rs(Λ(1l))ds + δnΛ(1l)
)
−
2n−1∑
i=0
2Re
〈
cδn
∣∣∣ ∫ δn
0
dcs us
〉
0
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– we use Lemma 8.3.2 –
=
2n−1∑
i=0
∫ δn
0
Rs(Λ(1l))ds+ Λ(1l)t−
2n−1∑
i=0
2Re
∫ δn
0
Λ(1l)Asds
which tends to zero for n → ∞, since both sums converge to 2Λ(1l)t in the
‖ ‖-topology on A0. 
We prove next the injectivity of the mapping Ln.
Proposition 8.3.3. For any unital cocycle u in C 00 (E , · ) holds
Exp(Ln(u)) = u .
Consequently, the mapping Ln: C 00 (E , · )→ C 00 (E ,+) is injective.
We will show that each ‖ ‖0-continuous unital cocycle u is a solution of the
IDE (6.4.1), where c = Ln0(u), the centred non-commutative logarithm of u.
Proof. We prepare the proof by some results which we will need in the sequel.
By Theorem 8.2.2 we know already: the semigroup R := (〈ut | · ut〉0)t≥0 has
the generator A0 ∋ a 7→ L(a) := Λ(a) + K∗a + aK, where Λ := 〈c1 | · c1〉0
and At := E0ut = e
Kt, as well as Λ(1l) = −(K∗ + K). The non-commutative
logarithm of u we obtain as ct = ‖ ‖0- limn→∞
∑2n−1
i=0 Siδn(uδn − Aδn), with
δn := t2
−n. To prove the Lemma we will show∣∣∣ut − 1l− ∫ t
0
dcsus −
∫ t
0
dsKus
∣∣∣2
0
= 0 . (8.3.3)
The inner product leads to the following ten expressions:
(i) |ut|20 = 1l (ii) |1l|20 = 1l
(iii)
∣∣∣∫ t
0
dcsus
∣∣∣2
0
=
∫ t
0
Rs(Λ(1l))ds
(iv)
∣∣∣∫ t
0
dsKus
∣∣∣2
0
=
∫ t
0
Rs(Λ(1l))ds
−2Re
[ ∫ t
0
Rs(Λ(At−s))ds− (1l−At)
]
(v) −2Re〈ut | 1l〉0 = −2ReAt
(vi) 2 Re
〈
1l
∣∣∣ ∫ t
0
dcsus
〉
0
= 0
(vii) −2Re
〈
ut
∣∣∣ ∫ t
0
dcsus
〉
0
= −2Re
∫ t
0
Rs(Λ(At−s))ds
(viii) −2Re
〈
ut
∣∣∣ ∫ t
0
dsKus
〉
0
= 2Re
[ ∫ t
0
Rs(Λ(At−s))ds− (1l− At)
]
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(ix) 2 Re
〈
1l
∣∣∣ ∫ t
0
dsKus
〉
0
= −2Re(1l− At)
(x) 2 Re
〈∫ t
0
dsKus
∣∣∣ ∫ t
0
dcsus
〉
0
= 2Re
[ ∫ t
0
Rs(Λ(At−s))ds
−
∫ t
0
Rs(Λ(1l))ds
]
Equation (8.3.3) is obtained by adding (i) to (x). The equations (i), (ii), (iii),
(v) and (vi), as well as (ix), are evident.
Ad (iv): We use Lemma 8.2.5 (i) and (ii) to obtain∣∣∣∫ t
0
dsKus
∣∣∣2
0
=
∫ t
0
∫ r
0
〈us |K∗Kur〉0dsdr +
∫ t
0
∫ t
r
〈us |K∗Kur〉0dsdr
=
∫ t
0
∫ r
0
Rs(K
∗KAr−s)dsdr +
∫ t
0
Rr
(∫ t
r
A∗s−rK
∗Kds
)
dr .
The second integrals evaluates to
∫ t
0
Rr((A
∗
t−r − 1l)K)dr. In the first integrals
we exchange the order of integration and obtain
∫ t
0
Rs
( ∫ t
s
K∗KAr−sdr
)
ds =∫ t
0
Rs(K
∗(At−s − 1l))ds. We collect all expressions and obtain∣∣∣∫ t
0
dsKus
∣∣∣2
0
=
∫ t
0
Rs(Λ(1l))ds+
∫ t
0
Rs(A
∗
t−sK +K
∗At−s)ds .
The next calculation will make use of
−
∫ t
0
Rs(K
∗A∗t−s)ds =
∫ t
0
Rs
( d
ds
A∗t−s
)
ds = 1l− A∗t −
∫ t
0
Rs(L(A∗t−s))ds .
and of a similar equation for the adjoint expression − ∫ t
0
Rs(At−sK)ds. We
take into account these two equations and the form of the generator L to find∣∣∣∫ t
0
dsKus
∣∣∣2
0
=
∫ t
0
Rs(Λ(1l))ds
+
∫ t
0
Rs(A
∗
t−sK +K
∗A∗t−s)ds+
∫ t
0
Rs(At−sK +K
∗At−s)ds
−
∫ t
0
Rs(K
∗A∗t−s)ds−
∫ t
0
Rs(At−sK)ds
=
∫ t
0
Rs(Λ(1l))ds
+
∫ t
0
Rs((At−s + A
∗
t−s)K +K
∗(At−s + A
∗
t−s))ds
−
∫ t
0
Rs(L(At−s + A∗t−s))ds + 1l−At + 1l−A∗t
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=
∫ t
0
Rs(Λ(1l))ds− 2Re
∫ t
0
Rs(Λ(At−s))ds + 2Re(1l−At) .
Ad (vii): Next of all we calculate for 0 ≤ s ≤ t− δ:
〈ut |(Sscδ) us〉0 = 〈(Ssut−s)us |(Sscδ)us〉0 = Rs(〈ut−s | cδ〉0)
= Rs(〈At−s−δuδ | cδ〉0)
(8.2.6)
= Rs
(∫ δ
0
A∗rΛ(A
∗
δ−rA
∗
t−s−δ)dr
)
= Rs
(∫ δ
0
A∗rΛ(A
∗
t−s−r)dr
)
.
Thus we obtain:〈
ut
∣∣∣ ∫ t
0
dcs us
〉
0
= lim
n→∞
2n−1∑
i=0
〈ut |(Siδncδn)uiδn〉0
= lim
n→∞
2n−1∑
i=0
Riδn
( 1
δn
∫ δn
0
A∗rΛ(A
∗
t−iδn−r)dr − Λ(A∗t−iδn)
)
︸ ︷︷ ︸
o(δn)
δn
+ lim
n→∞
2n−1∑
i=0
Riδn(Λ(A
∗
t−iδn))δn =
∫ t
0
Rs(Λ(A
∗
t−s))ds .
Ad (viii):〈
ut
∣∣∣ ∫ t
0
dsKus
〉
0
=
∫ t
0
〈(Ssut−s)us |Kus〉0ds =
∫ t
0
Rs(A
∗
t−sK)ds
=
∫ t
0
Rs(A
∗
t−sK +K
∗A∗t−s)ds−
∫ t
0
Rs(K
∗A∗t−s)ds
=
∫ t
0
RsL(A∗t−s)ds−
∫ t
0
RsΛ(A
∗
t−s)ds−
∫ t
0
Rs(K
∗A∗t−s)ds
= 1l− A∗t −
∫ t
0
Rs(Λ(A
∗
t−s))ds .
The last equation is found, similar to (iv), by partial integration.
Ad (x): The same calculation as for (vii) shows 〈Kus |
∫ s
0
dcr ur〉0 =∫ s
0
Rr(Λ(K
∗A∗s−r))dr. Consequently, we have〈∫ t
0
dsKus
∣∣∣ ∫ t
0
dcsus
〉
0
=
∫ t
0
∫ s
0
Rr(Λ(K
∗A∗s−r))drds
=
∫ t
0
∫ t
r
Rr(Λ(K
∗A∗s−r))dsdr
=
∫ t
0
Rr(Λ(A
∗
t−r))dr −
∫ t
0
Rr(Λ(1l))dr . 
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Now we have provided all results to finish the proof of Theorem 6.4.1 and
Theorem 6.4.4.
Proof of Theorems 6.4.1 and 6.4.4. According to Theorem 8.1.1 we can asso-
ciate to each additive cocycle b in C 00 (E ,+) a unital cocycle u = Exp(b) in
C 00 (E , · ). By Proposition 8.3.1 the mapping Exp is injective and by Proposition
8.3.3 it is also surjective. This completes the proof of the two theorems. 
Appendix A. Hilbert W*-modules
For the convenience of the reader we provide some background results on
Hilbert W*-modules, as far as we will need them throughout this paper.
We start with a (pre-) Hilbert C*-module E over a von Neumann algebra
A0 ⊆ B(H0) and present the construction of a Hilbert W*-module which we
will need within the framework of continuous Bernoulli shifts. For a detailed
approach to Hilbert modules we refer to [Lan95] and for the notion of Hilbert
W*-modules to [Fra90, Pas73, Sch96]. The A0-valued inner product 〈· | ·〉0
induces by |x|0 := 〈x |x〉1/20 an A0-valued ‘norm’ which gives rise to the norm
‖x‖0 := ‖|x|0‖ on E . The completion of E in this norm is a Hilbert C*-module
which we will also denote by E . The Cauchy-Schwarz inequality for the inner
product is valid in the following form:
|〈x | y〉0|2 ≤ ‖x‖20 |y|20, x, y ∈ E . (A.1)
B(E) is the Banach algebra of bounded module maps, i.e., the continuous A0-
linear maps T : E → E such that T (xa) = T (x)a for any x ∈ E and a ∈ A0.
A bounded linear map T : E → E is A0-linear if and only if the inequality
〈Tx |Tx〉0 ≤M 〈x |x〉0, x ∈ E . (A.2)
is satisfied [Pas73]. L(E) denotes the C*-algebra of adjointable A0-linear maps,
i.e., maps T ∈ B(E) for which a linear map T ∗ exists such that 〈x |Ty〉0 =
〈T ∗x | y〉0 for any x, y ∈ E . In general an A0-linear map is not adjointable (but
this property will always be the case for W*-modules). The topological dual E ′
of E is given by theA0-linear maps from E into A0. The map xˆ : E ∋ y 7→ 〈x | y〉
defines an isometric embedding of E into E ′. Notice that, in general, the image
Ê is not identical to E ′. A Hilbert module E with the property Ê = E ′ is called
selfdual.
K(E) := lh{Θx,y | x, y ∈ E}−‖‖ ⊆ L(E), with Θx,yz := x〈y | z〉0 is the two-
sided *-ideal of ‘compact operators’ on E . The ideal K(E) has an approximate
unit (eα)α∈I of the form eα :=
∑nα
i=1Θyαi ,yαi (which can be constructed by an
obvious adaption of the proof in [BR79, Prop. 2.2.18]).
In the following, we present a concrete realization of the Hilbert W*-module
via the minimal Kolmogorov decomposition of the kernel E×E → A0; (x, y) 7→
〈x | y〉0 [EL77, Mur97]. By this decomposition the Hilbert module E is realized
as a subspace of B(H0,H′) for some Hilbert space H′ such that EH0 = H′ and
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thus, by an embedding, as a subspace of B(H0⊕H′). Consequently, we assume
that the inner product of E takes the form 〈x | y〉0 = x∗y.
Definition A.1. The closure of E in the stop topology of B(H0⊕H′) is called
a Hilbert W*-module.
The strong operator (stop) topology resp. the σ-strong operator (σ-stop)
topology on E is induced by the seminorms x 7→ ‖|x|0ξ0‖, ξ0 ∈ H0, resp.
x 7→ |ϕ(〈x | x〉0)|1/2, ϕ ∈ A0∗. The weak* topology on E1 is induced by the
seminorms x 7→ |ϕ(〈y |x〉0)|, ϕ ∈ A0∗, y ∈ E .
Theorem A.2. A Hilbert W*-module E over the von Neumann algebra A0
has the predual E∗ = lh{ϕ(〈y | ·〉0) | y ∈ E , ϕ ∈ A0∗}–
‖ ‖
and is selfdual in the
sense of Hilbert modules.
Proof. Since E is a weakly* closed subspace of B(H0 ⊕ H′), it is the dual of
the Banach space T (H0 ⊕ H′)/E◦. Here, T (H0 ⊕ H′) denotes the trace class
operators on H0 ⊕ H′ and E◦ the polar of E in T (H0 ⊕ H′). Obviously, the
functionals x 7→ 〈ξ | xξ0〉, ξ ∈ H′, ξ0 ∈ H0 form a total set in E∗. Due to
the minimality of the Kolmogorov decomposition, they are approximated by
functionals x 7→ 〈yη0 |xξ0〉 = 〈η0 |〈y | x〉0ξ0〉, η0, ξ0 ∈ H0, y ∈ E . The latter
can be used to approximate x 7→ ϕ(〈y | x〉0), ϕ ∈ A0∗. Thus, we conclude
E∗ = lh{ϕ(〈y | ·〉0) | y ∈ E , ϕ ∈ A∗}–
‖ ‖
.
The self duality of E is proved with the help of the approximate unit (eα)α∈I
of K(E). For Ψ ∈ E ′ we check
Ψ(eαx) =
nα∑
i=1
Ψ(yαi ) 〈yαi | x〉0 =
〈 nα∑
i=1
yαi Ψ(y
α
i )
∗
∣∣x〉
0
=: 〈zα |x〉0 .
This expression converges in norm to Ψ(x). Thus ϕ(Ψ(eαx)) converges to
ϕ(Ψ(x)) for any ϕ ∈ A0∗. From this we conclude that (zα)α∈I converges
to some z ∈ E in the weak* topology on E , since the net is bounded:
‖zα‖0 = ‖〈zα | ·〉0‖ = ‖Ψ ◦ eα‖ ≤ ‖Ψ‖ ‖eα‖0 ≤ ‖Ψ‖. Therefore we get
ϕ(Ψ(x)) = ϕ(〈z |x〉0) for any ϕ ∈ A0∗ and any x ∈ E , i.e., Ψ = 〈z | ·〉0. 
Corollary A.3. For a Hilbert W*-module E is B(E) = L(E).
Proof. For T ∈ B(E) and y ∈ E defines E ∋ x 7→ 〈y |Tx〉0 an element in E ′,
i.e., there exists a unique element zy ∈ E such that 〈zy | x〉0 = 〈y |Tx〉0 for any
x ∈ E . From [Lan95] it is known that T ∗ : y 7→ zy is the adjoint of T . This
proves B(E) ⊆ L(E). The inverse inclusion is obvious. 
Corollary A.4. Let E ⊆ B(H0 ⊕ H′) be a Hilbert W*-module over the von
Neumann algebra A0 ⊆ B(H0). Then y ∈ B(H0 ⊕H′) and y∗x ∈ A0 for any
x ∈ E implies y ∈ E .
Proof. E ∋ x 7→ y∗x defines an element in E ′, i.e., it is y∗xξ0 = 〈z |x〉0ξ0 =
z∗xξ0 for any x ∈ E , ξ0 ∈ H0 and some element z ∈ E . Since H′ is generated
by EH0 we conclude y∗ = z∗, and thus y ∈ E . 
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Theorem A.5 (Kaplansky). Let E be the Hilbert W*-module generated by the
pre-Hilbert module E0. Then the unit ball E0,1 of E0 is σ-stop dense in the unit
ball E1 of E .
Proof. The so-called linking algebra LE :=
[A0 E∗
E L(E)
]
is a W*-algebra. Here
we have E∗ := {x∗ | x ∈ E}. The density follows from the contractivity of the
embedding of E in LE and Kaplansky’s density theorem for LE . 
Appendix B. The ψ-adjoint of morphisms
We provide results which are needed in the proof of Theorem 5.2.2.
Lemma B.1. Let (A, ψ) be a probability space and T : A → A a completely
positive map such that there exists an a ∈ A with the property
ψ(T (x)) = ψ(xa) (B.1)
for all x ∈ A. Then T is normal (i.e. weakly*-weakly*-continuous), σstop-
σstop- and σstop*-σstop*-continuous.
Note that the operator a is necessary unique, if it exists. For the proof of
the lemma we introduce the so called ψ-norm on A by ‖x‖ψ := ψ(x∗x)1/2.
Proof. Using [Sak71, Prop. 1.24.1], we obtain the inequality
ψ(T (x)) ≤ ‖a‖ψ(x) , x ∈ A+ (B.2)
from the positivity of ψ ◦ T . The Kadison-Schwarz inequality for T leads to
‖T (x)‖ψ ≤ ‖a‖1/2‖x‖ψ. Now the Cauchy-Schwarz inequality shows for each
x ∈ A the σ stop-continuity of A ∋ y 7→ ψx(T (y)), where ψx(y) := ψ(xy).
Since {ψx |x ∈ A} is uniformly dense in A∗ by the bipolar theorem, the usual
ε/2-argument shows the stop-continuity of the maps y 7→ ϕ(T (y)), ϕ ∈ A∗,
on bounded subsets of A. From [Tak03a, Thm. II.2.6] we conclude ϕ ◦ T ∈ A∗
for any ϕ ∈ A∗, i.e. T is normal. Now let (xα)α∈I be a net converging σ-
strongly to zero. Then for any positive ϕ ∈ A∗ we have by Kadison-Schwarz’s
inequality ϕ(T (x∗α)T (xα)) ≤ ϕ ◦ T (x∗αxα) α−→ 0, i.e. T (xα) α−→ 0 σ-strongly. The
σ stop*-σ stop*-continuity of T is shown analogously. 
For the readers convenience we include a direct proof of a result from
[Ku¨m84], which is needed in Theorem 5.2.2 (cf. [Hel01]). In the following ∆
and J denotes, as usual, the modular operator and the modular conjugation
with respect to ψ = 〈Ω | ·Ω〉.
Theorem B.2. For a completely positive map T on the probability space (A, ψ)
with property (B.1) the following are equivalent:
(i) There exists a completely positive map T ∗ on A with the property
ψ(xT (y)) = ψ(T ∗(y)x) f.a. x, y ∈ A.
(ii) T commutes with the modular automorphism group σψ of ψ.
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Consequently, the operator a in equation (B.1) belongs to the centralizer Aψ
of ψ and is given by T ∗(1l).
Definition B.0.4. T ∗ is called the ψ-adjoint of T .
Proof. By (B.2), T has an extension T to a bounded operator on the GNS
Hilbert space Hψ, which is defined by TxΩ := T (x)Ω, x ∈ A.
(ii) ⇒ (i): Since T and σψ commute, T maps the stop-dense subspace of
entire analytic elements Aa for σψ into itself. Hence, for any y ∈ Aa, the
analytic continuation of R ∋ t 7→ T∆ity∗Ω = ∆itT (y∗)Ω, evaluated at t =
−i/2, yields
TJyΩ = T∆1/2y∗Ω = ∆1/2Ty∗Ω = ∆1/2T (y∗)Ω = JT (y)Ω = JTyΩ .
It follows [T , J ] = 0, since AaΩ is dense in Hψ. Next we will show T ∗A+Ω ⊆
A+Ω. To begin with, by the duality of the cones A+Ω and A′+Ω and the
estimation
〈JxΩ | T ∗yΩ〉 = 〈JT (x)Ω | yΩ〉 = 〈T (x)1/2Ω | JyJT (x)1/2Ω〉 ≥ 0 ,
for all x, y ∈ A+, we obtain T ∗yΩ ∈ A+Ω. Next we observe that the positive
linear functional x 7→ 〈JxΩ | T ∗yΩ〉 is dominated by ψ: For x ∈ A+ we have
〈T (x)1/2Ω | JyJT (x)1/2Ω〉 ≤ ‖y‖ 〈Ω |T (x)Ω〉
(B.2)
≤ ‖y‖ ‖a‖ψ(x) .
Hence, by the Radon-Nikodym theorem, there is a unique z ∈ A+ with the
property 〈JxΩ | T ∗yΩ〉 = 〈JzΩ | xΩ〉 = 〈JxΩ | zΩ〉 for any x ∈ A. That is,
T
∗
yΩ = zΩ ∈ A+Ω.
Therefore, T ∗(y)Ω := T
∗
yΩ, y ∈ A, defines a positive linear map T ∗ on A,
which fulfills obviously ψ(xT (y)) = ψ(T ∗(x)y). Thus the uniqueness of T ∗ and
a = T ∗(1l) ≥ 0 are evident. T ∗(1l) ∈ Aψ follows from
ψ(T ∗(1l)x) = ψ(T (x∗)) = ψ(T ∗(1l)x∗) = ψ(xT ∗(1l)) .
Up to now we have used only the positivity of T . We are left to show that
T ∗ is completely positive. To this end consider the map T(n) := idn⊗T on the
probability space (Mn ⊗ A, ψ(n)), where ψ(n) := τn ⊗ ψ, with τn the normed
trace on Mn. The modular operator ∆(n) and the modular conjugation J(n) of
ψ(n) are, respectively, given by ∆(n) := 1ln ⊗ ∆ and J(n) := Jn ⊗ J , with Jn
the modular conjugation of τn. Obviously, T(n) commutes with the modular
automorphism group of ψ(n), given by idn⊗σψ. An elementary calculation
shows ψ(n)(xT(n)(y)) = ψ(n)(T
∗
(n)(x)y) for all x, y ∈ Mn ⊗ A, with T ∗(n) :=
idn⊗T ∗. Choosing x = 1ln ⊗ 1l, we arrive at (B.1) for ψ(n) and T(n), with a
replaced by 1ln ⊗ a. Since T is completely positive, T(n) is positive. Hence, our
considerations above show the existence of the adjoint map (T(n))
∗, which by
uniqueness is given by T ∗(n). Since (T(n))
∗ is positive, T ∗ is completely positive.
(i) ⇒ (ii): Let y ∈ Dom(∆) and x ∈ A. Then we have, using T ∗ = T ∗:
〈xΩ | T∆yΩ〉 = 〈∆1/2T ∗(x)Ω |∆1/2yΩ〉 = 〈JT ∗(x∗)Ω | Jy∗Ω〉
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= 〈y∗Ω |T ∗(x∗)Ω〉 = 〈T (y∗)Ω |x∗Ω〉
= 〈J∆1/2T (y)Ω |J∆1/2xΩ〉 = 〈∆1/2xΩ |∆1/2TyΩ〉 .
Since AΩ is a core for ∆1/2, ∆1/2TyΩ is in the domain of ∆1/2 and we have
∆TyΩ = T∆yΩ. Hence T and ∆ commute strongly. From this we obtain
[T ,∆it] = 0 and finally T ◦ σψt = σψt ◦ T . 
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