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The Cauchy problem for the nonlinear Schro dinger equations is considered in the
Sobolev space Hn2(Rn) of critical order n2, where the embedding into L(Rn)
breaks down and any power behavior of interaction works as a subcritical non-
linearity. Under the interaction of exponential type the existence and uniqueness is
proved for global H n2-solutions with small Cauchy data.  1998 Academic Press
1. INTRODUCTION
In this paper we study the nonlinear Schro dinger equations of the form
it u+2u= f (u), (1.1)
where u is a complex-valued function of (t, x) # R_Rn, t=t, 2 is
the Laplacian in Rn, and f (u) is the nonlinear interaction given by a
complex-valued function f on C. There arises a new interest in the Cauchy
problem for (1.1) in the fractional Sobolev spaces H s=(1&2)&s2 L2(Rn)
of order s0 [3, 4, 7, 8, 1115, 18, 2325]. To illustrate some of the latest
developments of the H s-theory for (1.1), take for example the single power
interactions
f (u)=* |u| p&1 u, (1.2)
where * # R and 1<p<. A homogeneity argument on (1.1) with (1.2)
indicates that the power p is critical [resp. subcritical] at the level of H s
if and only if p=1+4(n&2s) [resp. p<1+4(n&2s)], where we follow
the convention 0s<n2 to keep the critical exponent 1+4(n&2s) finite
with the exception 1<p< to denote the subcritical case at the level of
H s with sn2. Both in the critical and subcritical cases the available
results show the existence and uniqueness of local H s-solutions and, under
the smallness assumption on the fractional derivative (&2)s0 2 , in L2 for
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the Cauchy data , # H s with s0 #n2&2( p&1), the existence and unique-
ness of global H s-solutions. (See for instance [4, 8, 1315] for the critical
case and [8, 1315, 18] for the subcritical case.) Here, when p is not an
odd integer, an additional assumption such as s<p is required to keep the
smoothness of f compatible with the behavior at zero. Concerning the
number s0 , we notice the following simple facts: (1) s=s0 in the critical
case. (2) s0<s in the subcritical case. (3) p is critical at the level of H s0.
(4) 0s0<n2.
As we see above, as regards the H s-theory with 0s<n2, the power
behavior of the nonlinearity determines the order of the Sobolev space
where the smallness of the data is imposed to ensure the existence and
uniqueness of global H s-solutions. This is the right phenomenon, as is
usual with other nonlinear evolution equations with dilation structure,
such as the heat equation with single power interaction and the
NavierStokes equations, see [4, 5] and references there for instance.
In contrast, when s>n2, no specific behavior for the nonlinearity is
required for the H s-theory for (1.1) at least locally in time. In fact, when
s>n2, for the existence and uniqueness of local H s-solutions one has only
to assume that f # Ck(C; C) with f (0)=0, where differentiability refers to
the real sense and k is the smallest integer greater than or equal to s. The
proof depends on the usual Sobolev embedding H s/L for s>n2 in an
essential way.
The case s=n2 may therefore be regarded as the borderline in two
aspects: (1) No power behavior of interaction amounts to the critical non-
linearity at the level of Hn2. (2) Pointwise control of solutions falls beyond
the scope of the Hn2-theory, so that any argument similar to that of the
H s-theory with s>n2 breaks down even for local theory without specific
behavior of interaction.
In addition to the critical phenomena described above, Hn2-solutions
deserve attention as finite energy solutions for n=2 and as strong solutions
for n=4.
The purpose of this paper is to determine the critical behavior of non-
linearity that ensures the existence and uniqueness of global Hn2-solutions.
We prove the existence and uniqueness of global Hn2-solutions to (1.1)
with small Cauchy data under the nonlinearity of exponential type. This is
reminiscent of Trudinger’s inequality [16, 17, 19, 22], which replaces the
Sobolev embedding in the limiting case on the basis of the exponential
estimates in terms of functions in the critical order Sobolev space Hn2. To
state the main result more precisely we introduce the following notation.
For any r with 1r, Lr=Lr(Rn) denotes the Lebesgue space on Rn.
For any s # R and any r with 1<r<, H sr=(1&2)
&s2 Lr denotes the
Sobolev space defined in terms of Bessel potentials. For any r with
1<r<, H4 sr denotes the homogeneous Sobolev space defined as the space
365NONLINEAR SCHRO DINGER EQUATIONS
File: DISTL2 323603 . By:CV . Date:18:05:98 . Time:10:57 LOP8M. V8.B. Page 01:01
Codes: 2988 Signs: 2246 . Length: 45 pic 0 pts, 190 mm
of classes of distributions u modulo polynomials such that (&2)s2 u # Lr.
For any s # R and any r, m with 1r, m, B4 sr, m denotes the
homogeneous Besov space defined as the space of classes of distributions u
modulo polynomials such that [2sj &,j V u; Lr&]& # l
m, where V denotes
the convolution in Rn and [,j]& is a sequence of functions such that the
Fourier transformed sequence [, j] forms the PaleyLittlewood dyadic
decomposition on the space Rn"[0] of nonvanishing momenta. Analo-
gously the usual Besov space Bsr, m is defined on the basis of the Paley
Littlewood dyadic decomposition on the whole momentum space Rn. We
refer to [1, 10, 21] for general information on Besov and TriebelLizorkin
spaces and their homogeneous counterparts. For simplicity we set H s=
H s2 , H4
s=H4 s2 , B
s
r=B
s
r, 2 , B4
s
r=B4
s
r, 2 . For any interval I/R and any Banach
space X we denote by C(I; X ) the space of strongly continuous functions
from I to X and by Lq(I; X ) the space of measurable functions u from I to
X such that &u( } ); X& # Lq(I ). Let U(t)=exp(it2) be the free propagator,
namely the one parameter group which solves the free Schro dinger
equation. For any r with 2r, we define $(r)=n2&nr, namely the
optimal decay rate in time for the Lr-estimate of the free propagator.
Regarding the space-time integrability properties for the free propagator, it
is convenient to call a pair of exponents (q, r) admissible if 02q=
$(r)<1. The Cauchy problem for the equation (1.1) with data u(t0)=
U(t0) , at time t0 will be treated in the form of the integral equation
u(t)=U(t&t0) u(t0)&i |
t
t0
U(t&{) f (u({)) d{
(1.3)
=U(t) ,&i(Gt0 f (u))(t),
where the second line is understood to define the integral operator Gt0 . The
first line of (1.3) is formally equivalent to (1.1) with Cauchy data u(t0)
given at finite time t0 , while the second line will be used to denote the
Cauchy problem for (1.1) with Cauchy data , at time t0=0 as well as at
t0=\. To describe the nonlinear interaction f with an exponential
growth at infinity as well as with a vanishing behavior as a power at zero,
for *>0 we introduce the following assumptions (A)m with m1 and (B)m
with m0.
(A)1 : f # C 1(C; C) and f (0)=0. There exists a constant C such that for
all z # C
| f $(z)|Ce* |z|2 |z| 2.
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(A)m for m2: f # C m(C; C) and f (0)=0. There exists a constant C
such that for all z # C and 2km
| f $(z)|Ce* |z|2 |z|,
| f (k)(z)|Ce* |z|2.
(B)0 : f # C(C; C) and f (0)=0. There exists a constant C such that for
all z1 , z2 # C
| f (z1)& f (z2)|C(e* |z1 |
2
|z1 |4+e* |z2 |
2
|z2 | 4) |z1&z2 |.
(B)m for m1: In addition to (A)m , f (m) satisfies the estimate for all
z1 , z2 # C
| f (m)(z1)& f (m)(z2)|C(e* |z1 |
2
+e* |z2 |2) |z1&z2 |.
Here f (k) denotes any of the k th order derivatives of f with respect to z
and z and | f (k)| denotes the maximum of the moduli of those derivatives.
We solve the equation (1.3) in the Banach space X$ with 0$<1 defined
by
X$=C(R; Hn2) & ,
02q=$(r)$
Lq(R; H n2r ) if n is even,
X$=C(R; Hn2) & ,
02q=$(r)$
Lq(R; B4 0r & B
n2
r ) if n is odd,
with norm
&u; X$&= sup
02q=$(r)$
&u; Lq(R; H n2r )& if n is even,
&u; X$&= sup
02q=$(r)$
(&u; Lq(R; B4 0r )&+&u: Lq(R; Bn2r )&) if n is odd.
We define X=0$<1 X$ . With the notation above we now state the
main result.
Theorem 1. Let n1. If n is even let f satisfy (A)n2 for some *>0. If
n is odd let f satisfy (B) (n&1)2 for some *>0. Then there exists =>0 with
the following property.
(1) For any data , # B= at time t0=0 the equation (1.3) has a unique
solution u # X, where B= is the ball in H n2 with center 0 and radius =.
Moreover there exists a unique pair (,+ , ,&) # Hn2H n2 such that
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&u(t)&U(t) ,+ ; H n2&  0 as t  +, (1.4)
&u(t)&U(t) ,& ; H n2&  0 as t  &. (1.5)
(2) For any data ,+ # B= at time t0=+ the equation (1.3) has a
unique solution u # X. Moreover u satisfies (1.4).
(3) For any data ,& # B= at time t0=& the equation (1.3) has a
unique solution u # X. Moreover u satisfies (1.5).
Remark 1. The assumptions of the theorem above cover for instance
the nonlinearities of the form
f (u)=\(e* |u|2&1&* |u2| ) u for n=1,
f (u)=\(e* |u|2&1) u for n=2, 3,
f (u)=\(e* |u|2&1) for n4,
with *>0, which need not be the same as that of (A)m or of (B)m . The
nonlinearity of exponential type was studied in [2, 6] only in the special
case where n=2, 3 and *<0.
Remark 2. In the framework of pure H s-theory the nonlinearity is
required to behave as a power u p at least p1+4n at the origin. On the
other hand, the nonlinearity is required to have the differentiability of
order greater than or equal to n2 at the origin. To take those requirements
into account, it is sufficient to suppose that the nonlinearity should behave
as a power u5 for n=1, u3 for n=2, 3, and u2 for n4 to keep everything
smooth. This is the reason why we have imposed additional power
behavior at the origin of the nonlinearity. Although there is a room to
reduce the order of power behavior at the origin to the minimal value
1+4n, that is outside the purpose of this paper since we intend to keep
the exposition not too technical.
Remark 3. To our knowledge, both in the local and global cases there
is no other work to treat the Schro dinger equation with nonlinearity of
exponential growth in the H s-theory with sn2. In view of Trudinger’s
inequality the growth rate as e* |z|2 at infinity seems to be optimal at the
level of Hn2. Note that the L-norm is out of control of the H n2-norm
even when the latter is infinitesimally small.
Remark 4. The theorem above proves the existence and asymptotic
completeness of the wave operators W\ : ,\ [ u(0)=, on the small
asymptotic states ,\ in Hn2.
We prove the theorem in the next section. The method of the proof
depends on a contraction argument on (1.3) in X$ with metric on Lq(R; Lr)
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for an admissible pair of exponents (q, r) in which the Strichartz type
estimates for the free propagator fit naturally. For that purpose we prove
that all the norms appearing in the definition of X$ are reproduced by the
right hand side of (1.3) and that the metric on Lq(R; Lr) is contracted. As
is usual with the estimation of the nonlinearity of exponential growth, we
take the corresponding power series expansion and reduce the problem to
majorizing each term of the expansion in terms of the Sobolev and Besov
norms so that the resulting series of norms should converge. This requires
detailed information on the individual terms of the expansion regarding the
growth rate with respect to the exponent r of the Lr-norm in the space
variables, since the argument here should be based exclusively on the
Hn2-norm but be independent of the L-norm. For that purpose we derive
a sharp form of the GagliardoNirenberg inequality which states precise
dependence of the exponent r of the Lr-norm on the associated bound, see
Lemma 2.2 below. As well as the problem described above on the norms
with respect to the space variables, there arises a problem in the norms
with respect to the time variable since no explicit dependence of the size T
of the time interval [0, T] on the nonlinear estimate is required to make
the contraction argument work on the whole time interval (&, +). To
be more specific, the contribution of time on the estimates occurring in
the contraction argument should be given in terms of the norm of X$ so
that the argument could go though regardless of the size of the time inter-
val. The problem is naturally solved by a simple power counting with
respect to the time variable on the basis of admissible pairs arising from the
Strichartz estimates, where we remark that no contribution of the time
interval is given by the quantities associated with the H n2-norm since X$
is continuously embedded in L(R; Hn2).
Before concluding the introduction we should mention that is was
M. Tsutsumi [23] who pointed out the lack of the Hn2-theory in the
Sobolev scale for the nonlinear Schro dinger equations. Actually that has
been the major motivation for this work and we would appreciate his
insight on that matter.
2. PROOF OF THE THEOREM
In this section we prove the theorem. We first recall the basic estimates for
the free propagator on the homogeneous Besov spaces. For any s # R and any
r, m with 1r, m, the homogeneous Besov space B4 sr, m is defined as the
space of classes of distributions u modulo polynomials such that
&u; B4 sr, m&#\ :

j=&
2sjm &,j V u; Lr&m+
1m
<
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with obvious modification for m=, where ,j is defined through the
Fourier transform by
, j (!)= (2& j!)& (2& j+1!)
with  # C 0 (R
n) satisfying 0 1,  (!)=1 for |!|1, and  (!)=0 for
|!|2. We now state the Strichartz type estimates for the free propagator
U on the homogeneous Besov spaces B4 sr #B4
s
r, 2 .
Lemma 2.1 [4,8]. The free propagator U satisfies the following estimates.
(1) For any s # R and any admissible pair (q, r)
&U( } ) ,; Lq(R; B4 sr)&C &,, H4 s&.
(2) For any s # R and any admissible pair (q1 , r1) and (q2 , r2), any
interval I/R possibly unbounded, and any t0 in the closure I of I in the
extended real line R _ [\], the operator Gt0 defined by (1.3) satisfies the
estimate
&Gt0 f; L
q1(R; B4 sr1)&C & f; L
q$2(R; B4 sr$2)&,
where the constant C is independent of I and t0 and p$ is the exponent dual
to p defined by 1p+1p$=1.
Remark. Except for the case where (q, r)=(4, ) for n=1, the usual
Strichartz estimates [3, 7, 9, 12, 20, 26] are derived immediately from
Lemma 2.1 on the basis of the embeddings
B4 sr /H4
s
r if 2r<,
H4 sr/B4
s
r if 1<r2.
Conversely, Lemma 2.1 is derived from the usual Strichartz estimates by
using the definition of the norm on B4 sr , the Minkowski inequality, and the
commutation relation between U and . V .
The following lemma is crucial in the proof of convergence of the series
of exponential type.
Lemma 2.2. Let 1<r<. Then there exists a constant C0>0 such that
for any q with rq< the following estimates hold.
&u; Lq&C0q12+(r&2)(2q) &u; H4 n2&1&rq &u; Lr&rq,
&u; B4 0q&C0q
12+(r&2)(2q) &u; H4 n2&1&rq &u; B4 0r &
rq.
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Proof. We first recall the following estimate from [17, Inequality(2.6)].
For any p with 1<p< there exists a constant C>0 such that for any
q with pq<
&u; Lq&Cq1p$ &u; H4 np&nqp &.
For any r with 1<r< and any q with r<q< we define a and p by
a=1&rq and 1p=a2+(1&a)r. Note that 0<a<1, p<q<,
np&nq=na2. By an interpolation inequality (see [10, Lemma A.1] for
instance), we have
&u; H4 np&nqp &C &u; H4 n2&a &u; Lr&1&a,
where C is independent of q since two numbers np&nq and p range over
compact intervals. Combining two inequalities above, we obtain the first
inequality of the lemma since 1p$=12+(r&2)(2q) by definition. The
second inequality of the lemma follows from the first by substituting u by
.j V u and taking the norm on l2(Lq). We note here that the l2(H4 n2) norm
of [. j V u] is equivalent to the H4 n2 norm of u. Q.E.D
Lemma 2.3. Let (q0 , r0) satisfy
n2<r0, 1<r0,
n2<q0<, 1q0<,
2q0+nr0=2.
Let $=1&1q0=n2r0 . Let f be as in Theorem 1. Then there exists a con-
tinuous, non-negative function F defined on the interval [0, \0] with \0>0
such that the following estimates hold: For any admissible pairs (q1 , r1) and
(q2 , r2) with $(r1)+$(r2)=nr0 and $(rj)$, any \ with 0<\\0 , and
any u, v # X$ with &u; X$&\, &v; X$&\,
& f (u)& f (v); Lq$2(R; Lr$2)&F(\) &u&v; Lq1(R; Lr1)&, (2.1)
& f (u)& f (v); Lq$2(R; B4 0r$2)&F(\) &u&v; L
q1(R; B4 0r1)&, (2.2)
& f (u); Lq$2(R; H n2r$2 )&F(\) &u; L
q1(R; H n2r1 )& for n even, (2.3)
& f (u); Lq$2(R; Bn2r$2 )&F(\) &u; L
q1(R; Bn2r1 )& for n odd. (2.4)
Moreover, F satisfies
F(\)=O(\4) for n=1,
F(\)=O(\2) for n=2, 3,
F(\)=O(\) for n4,
as \  0.
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Proof. We prove the lemma for real-valued functions for simplicity
since the proof for complex-valued functions is analogous if we regard f as
a function of two variables z and z . By the assumptions on exponents,
(qj , rj), j=0, 1, 2, satisfy
1r$2=1r0+1r1 ,
1q$2=1q0+1q1 .
Moreover, (4q0 n, 4r0 n) forms an admissible pair.
We first consider the case where n4. By the assumption (A)[n2] , we
decompose f as f =f1+ f2 with f1(0)= f2(0)=0,
| f $1(u)|C |u|,
| f $2(u)|C(e* |u|
2
&1),
where *>0 may be taken large enough if needed. We treat separately the
contributions of f1 and f2 . By the Ho lder inequality in space and time, we
estimate
& f1(u)& f1(v); Lq$2(R; Lr$2)&
C(&u; Lq0(R; Lr0)&+&v; Lq0(R; Lr0)&) &u&v; Lq1(R; Lr1)&, (2.5)
& f2(u)& f2(v); Lq$2(R; Lr$2)&
C :

j=1
* j
j !
(&u2 j; Lq0(R; Lr0)&+&v2 j; Lq0(R; Lr0)&) &u&v; Lq1(R; Lr1)&.
(2.6)
We estimate the first two norms on the RHS of (2.5) and (2.6) by using
Lemma 2.2 for the Lr0 norm in space and taking the Lq0 norm in time of
the resulting inequality to obtain for instance
&u; Lq0(R; Lr0)&C &u; L(R; H4 n2)&1&4n &u; L4q0 n(R; L4r0 n)&4n
C &u; X&, (2.7)
&u2 j; Lq0(R; Lr0)&=&&u; L2 jr0&2 j; Lq0&
C 2 j0 (2 jr0)
j+2(nq0) &u; L(R; H4 n2)&2 j&4n
_&u; L4q0 n(R; L4r0 n)&4n
C 2 j0 (2 jr0)
j+2(nq0) &u; X&2 j, (2.8)
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where C0 is a constant independent of j and we have used Lemma 2.2 with
q=2 jr0 and r=4r0 n. Combining (2.5) and (2.7), for u, v # X with norm
bounded by \ we have
& f1(u)& f1(v); Lq$2(R; Lr$2)&C\ &u&v; Lq1(R; Lr1)&. (2.9)
Combining (2.6) and (2.8), for u, v # X with norm bounded by \ we have
& f2(u)& f2(v); Lq$2(R; Lr$2)&
C :

j=1
j j+2(nq0)
j !
(2*r0C 20\
2) j &u&v; Lq1(R; Lr1)&, (2.10)
where the last series converges for all \ with 0\<\0 #1((2*r0e)12 C0).
The inequality (2.1) therefore follows from (2.9) and (2.10), while (2.2)
follows by the embeddings B4 0r /L
r and Lr$/B4 0r$ for r2. We next prove
(2.3) for even n4. In view of (2.1) with f (0)=0, it suffices to prove the
inequality of the form
& f (u); Lq$2(R; H4 n2r$2 )&F(\) &u; L
q1(R; H4 n2r1 )&. (2.11)
We estimate the LHS of (2.11) as
& f (u); Lq$2(R; H4 n2r$2 )&
C :
|:|=n2
& f $1(u) :u; Lq$2(R; Lr$2)&+C :
|:|=n2
& f $2(u) :u; Lq$2(R; Lr$2)&
+C :
2kn2
|:|=n2
:
|;l|1
;1+ } } } +;k=:
" f (k)(u) ‘
k
l=1
;lu; Lq$2(R; Lr$2)", (2.12)
where : and [;l] stand for the usual multi-indices for derivatives and f1
and f2 are as in the preceding argument. We consider separately the con-
tributions of the derivatives f (k) with 1kn2 on the RHS of (2.12). The
terms with f $= f $1+ f $2 are estimated in the same way as in the preceding
argument and the first and second sums on the RHS of (2.12) are bounded
respectively by the RHS of (2.9) and (2.10) with &u&v; Lq1(R; Lr1)&
replaced by &u; Lq1(R; H4 n2r1 )&. For the terms with f
(k) with 2kn2, we
define pl with 1lk by
1pl=+l r1+(1&+l)s,
where +l=|;l ||:| and s=(2 j+k&1) r0 with j0. By the Ho lder
inequality in space, the convexity inequalities between the homogeneous
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Sobolev spaces [10, Lemma A.1], and Lemma 2.2 with q=s=
(2 j+k&1) r0 and r=4r0 n, we estimate the last norm in space on the
RHS of (2.12) by
" f (k)(u) ‘
k
l=1
;lu; Lr$2"
C :

j=0
* j
j ! "u2 j ‘
k
l=1
;lu; Lr$2"
C :

j=0
* j
j !
&u; Ls&2 j ‘
k
l=1
&u; H4 |;l|pl &
C :

j=0
* j
j !
&u; Ls&2 j+k&1 &u; H4 n2r1 &
C :

j=0
* j
j !
C 2 j+k&10 ((2 j+k&1) r0)
j+(k&1)2+2(nq0)
_&u; H4 n2&2 j+k&1&4n &u; L4r0n&4n &u; H4 n2r1 &, (2.13)
where C0 is a constant independent of j. We take the Lq$2 norm in time of
(2.13) for u # X with norm bounded by \ and use the Ho lder inequality in
time to obtain
" f (k)(u) ‘
k
l=1
;lu; Lq$2(R; Lr$2)"
C\k&1 :

j=0
(2 j+k&1) j+(k&1)2+2(nq0)
j !
_(C0*12r120 \)
2 j &u; Lq1(R; H4 n2r1 )&,
(2.14)
where the last series converges for all \ with 0\<\0 , so that the LHS
of (2.14) is bounded by the RHS of (2.11). Collecting those estimates above
yields (2.11), as required. We now prove (2.4) for odd n5. In view of
(2.1) with f (0)=0, it suffices to prove the inequality of the form
& f (u); Lq$2(R; B4 n2r$2 )&F(\) &u; L
q1(R; B4 n2r1 )&. (2.15)
We write n as n=2m+1 with m2 and we estimate the B4 n2r$2 norm on the
LHS of (2.15) as
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& f (u); B4 m+12r$2 &
C :
|:|=m
&:( f (u)); B4 12r$2 &
C :
|:|=m
& f $1(u) :u; B4 12r$2 &+C :
|:|=m
& f $2(u) :u; B4 12r$2 &
+C :
2km
|:|=m
:
|;l|1
;1+ } } } +;k=:
" f (k)(u) ‘
k
l=1
;lu; B4 12r$2 ", (2.16)
where we have decomposed f $ as f $= f $1+ f $2 with f $1(0)= f $2(0)=0,
| f $1(u)& f $1(v)|C |u&v| ,
| f $2(u)& f $2(v)|C((e* |u|
2
&1)+(e* |v|2&1)) |u&v|.
We consider separately the contributions of f $1 , f $2 , and f (k) with 2km
on the RHS of (2.16). As for the latter, it follows by assumption that for
all k with 2km,
| f (k)2 (u)& f
(k)
2 (v)|C(e
* |u|2+e* |v|2) |u&v|.
To estimate the Besov norms on the RHS of (2.16) we use the following
equivalent norm on B4 _r, m with 0<_<1
&u; B4 _r, m&&\|

0
t&1&_m sup
| y|t
&{yu&u; Lr&m dt+
1m
,
where {y is the space translation by y # Rn. For the terms with f $1 on the
RHS of (2.16) we define p0 and p1 by
1p0=+0 r0+(1&+0)r1 ,
1p1=+1 r0+(1&+1)r1 ,
where +0=1&1n and +1=1n. The terms with f $1 are estimated as
& f $1(u) :u; B4 12r$2 &
C \|

0
t&2 sup
| y|t
& f $1({y u)& f $1(u); L p0&2 dt+
12
&:u; L p1&
+C & f $1(u); Lr0& &:u; B4 12r1 &
C &u; B4 12p0 & &u; H4
(n&1)2
p1
&+C &u; Lr0& &u; B4 n2r1 &
C &u; B4 0r0 & &u; B4
n2
r1
&, (2.17)
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where we have used the Ho lder inequality, the embeddings B4 0r0 /L
r0 and
B4 n2r1 /H4
n2
r1
, and the following convexity inequalities
&u; B4 12p0 &C &u; B4
0
r0
&+0 &u; B4 n2r1 &
+1,
&u; H4 (n&1)2p1 &C &u; L
r0&+1 &u; H4 n2r1 &
+0.
Taking the Lq$2 norm in time of (2.17), we conclude that the contribution
of f $1 on the RHS of (2.15) is bounded by the LHS, as required.
For the terms with f $2 on the RHS of (2.16) we define p0 and p1 by
1p0=+0 s+(1&+0)r1 ,
1p1=+1 s+(1&+1)r1 ,
where +0=1&1n, +1=1n, and s=(2 j+1) r0 with j1. The terms with
f $2 are estimated as
& f $2(u) :u; B4 12r$2 &
C \|

0
t&2 sup
| y| t
&( f $2({y u)& f $2(u)) :u; Lr$2&2 dt+
12
+C & f $2(u); Lr0& &:u; B4 12r1 &
C :

j=1
* j
j !
&u; Ls&2 j &u; B4 12p0 & &
:u; L p1&+C & f $2(u); Lr0& &u; B4 n2r1 &
C :

j=1
* j
j !
&u; B4 0s &
2 j+1 &u; B4 n2r1 &
C :

j=1
* j
j !
C 2 j+10 ((2 j+1) r0)
j+12+2(nq0) &u; H4 n2&2 j+1&4n
_&u; B4 04r0 n &
4n &u; B4 n2r1 &, (2.18)
where we have used the Ho lder inequality with 1r$2=1r0+1r1=
2 js+1p0+1p1 , the embeddings and convexity inequalities as in the
preceding argument with r0 replaced by s, and Lemma 2.2. Taking the Lq$2
norm in time of (2.18), we conclude that the contribution of f $2 on the RHS
of (2.15) is bounded by the LHS for any u # X with norm bounded by \
in the interval [0, \0), which ensures convergence of the resulting series as
before.
For the terms with f (k) on the RHS of (2.16), namely f (k)(u) ;1u } } } ;ku
with ;1+ } } } +;k=: and ;1 , ..., ;k {0, we write the corresponding first
difference in the equivalent Besov norm as
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{y \ f (k)(u) ‘
l
 ;lu+& f (k)(u) ‘
l
;lu
=( f (k)({yu)& f (k)(u)) :
l
;lu
+:
l
f (k)(u)({y;lu&;lu) ‘
a<l
{y;au ‘
b>l
;bu (2.19)
and we denote by I and II the first and second line on the RHS of (2.19),
respectively. For the term I, we defined pa with 0ak by
1pa=+a r1+(1&+a)s,
where +0=1n, +a=2 |;a |n for a{0, and s=(2 j+k) r0 for j0. We
estimate
\|

0
t&2 sup
| y| t
&I; Lr$2&2 dt+
12
C :

j=0
* j
j !
&u; Ls&2 j &u; B4 12p0 & ‘
l
& ;lu; L pl&
C :

j=0
* j
j !
&u; B4 0s &
2 j+k &u; B4 n2r1 &
C :

j=0
* j
j !
C 2 j+k0 ((2 j+k) r0)
j+k2+2(nq0) &u; H4 n2&2 j+k&4n
_&u; B4 04r0n&
4n &u; B4 n2r1 &, (2.20)
where we have used the Ho lder inequality with 1r$2=1r0+1r1=
2 js+a 1pa , the embeddings and convexity inequalities between the
homogeneous Sobolev and Besov spaces, and Lemma 2.2. For the term II,
we define pa with 1ak by
1pa=+a r1+(1&+a)s,
where +a=2 |;a |n for a{l, +l=(2 |;l |+1)n, and s=(2 j+k&1) r0 for
j0. In the same way as above, we see that the integral on the LHS of
(2.20) with I replaced by II is estimated by the RHS of (2.20) with k
replaced by k&1. Taking the Lq$2 norm of (2.20) and the corresponding
inequality for II, we have for u # X with norm bounded by \
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" f (k)(u) ‘
k
l=1
;lu; Lq$2(R; B4 12r$2 )"
C(\k&1+\k) :

j=0
(2 j+k) j+k2+2(nq0)
j !
(C0*12r120 \)
2 j
_&u; Lq1(R; B4 n2r1 )&, (2.21)
where the last series converges for all \ with 0\<\0 , so that the LHS
of (2.21) is bounded by the RHS of (2.15). Collecting those estimates yields
(2.15), as required. This proves the lemma for n4.
We now comment briefly on the lower dimensional case n3. The
method of proof above works as well with minor modifications and the
only essential difference arises in connection with the power behavior of
nonlinearity as u  0. To be specific, the power p at the origin should
satisfy p1+4n. For instance, to ensure (2.8) for all dimensions, one has
to impose the condition that 2 j4n. This determines the behavior of f $(u)
as u  0, so that the assumptions of the theorem fit into the argument
above. Q.E.D
Proof of the Theorem. We solve the equation (1.3) by a contraction
argument. For that purpose it suffices to show that all the norms appearing
in the definition of X$ are reproduced by the RHS of (1.3) and that the
metric on Lq(R; Lr) or on Lq(R; B4 0r ) is contracted for an admissible pair
(q, r). The smallness assumption on the data is required to ensure the
invariance of a closed ball in X$ under the mapping (1.3) with respect to
u # X$ . The size of radius of the ball in X$ is accordingly chosen to be small
enough. The contraction argument on (1.3) is carried out on the basis of
Lemmas 2.1 and 2.3 and yields a unique fixed point u # X$ for any data ,
at t0=0 or at t0=\ with the Hn2 norm sufficiently small. The
asymptotic conditions (1.4) and (1.5) are proved in the same way if one
replaces the whole time interval by the interval I=[t, +) or (&, t] in
the relevant estimates, so that the required convergence follows from the
integrability in time of solutions in X. The existence of asymptotic states
,\ follows by the standard CookKuroda method. Q.E.D
CONCLUDING REMARKS
(1) The main result of this paper states the global well-posedness in
Hn2 for small Cauchy data. It would be interesting to establish the local
well-posedness in Hn2 without size restriction on the Cauchy data. If one
followed the same pattern as above, then the convergence of the series of
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norms given by the expansion of nonlinearity would be guaranteed by the
smallness of the size of time interval. That seems unclear to us, however.
(2) In order to make the usual contraction argument go through, we
have used the cut-off spaces X$ for the space X since X is realized as a
Fre chet space of the projective limit of the family of Banach spaces
[X$]0$<1 . That method is naturally free from the requirement of the
endpoint Strichartz inequality with (q, r)=(2, 2n(n&2)). The argument in
this paper could be straightforward if it was based on that inequality,
which seems to be recently proved by Keel and Tao as was pointed by the
referee.
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