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INTRODUCTION GÉNÉRALE
Les matériaux semi-conducteurs sont à la base de l’électronique contemporaine. Plusieurs de leurs
propriétés particulières sont utilisées pour créer la brique élémentaire de la logique électronique : le
transistor ; mais aussi pour réaliser toute une série de dispositifs allant de la production lumineuse (les
diodes électro-luminescantes par exemple) aux capteurs thermiques... De ces propriétés particulières
on peut retenir, entre autre, la capacité du semi-conducteur à se comporter soit comme un isolant, soit
comme un conducteur selon différents facteurs ; ou encore la possibilité d’introduire de façon contrôlée
des espèces chimiques étrangères dans le matériau de façon à contrôler le nombre de porteurs de charge
(c’est le dopage)...
Les premiers dispositifs industriels à base de semi-conducteurs ont été réalisés en germanium (Ge)
depuis les années 50 jusque dans les années 70. Ensuite, le secteur s’est tourné vers l’utilisation du
silicum (Si) qui possède de meilleures qualités électriques, mais qui nécessite une très grande pureté
mono-cristaline. Puis, des matériaux hybrides comme les alliages silicium/carbone (SiC) ou de façon
plus importante les alliages silicium-germanium (SiGe) ont fait leur apparition ces dernières années
dans le milieu industriel pour toujours améliorer les performances techniques des dispositifs électro-
niques.
Parallèlement à ce travail sur les matériaux, la taille des puces électroniques n’a cessé de diminuer.
Alors qu’au début des années 70 ; Intel plaçait environ 2000 transistors pour réaliser le processeur 4004,
on trouve couramment en 2005 des puces à 5.108 transistors pour un encombrement équivalent. Plus
précisément, sur les dix dernières années, la taille des cellules mémoires est divisée par 1,4 tous les
ans1, ce qui amène aujourd’hui à des tailles caractéristiques pour les canaux de transistors, autour de
100nm.
À cette échelle, sub-micrométrique, une partie des modèles classiques basés sur une description
continue des phénomènes trouve ses limites. Il faut mieux prendre en compte le comportement quan-
tique des électrons qui a beaucoup d’importance à ces échelles. En outre, un canal mesurant 130nm ne
contient que quelques défauts dont la variabilité statistique est très importante.
Le suivi des défauts, individuellement ou en petit nombre, est un problème crucial pour le bon
fonctionnement des dispositifs électroniques. En effet, la présence non maîtrisée d’espèces chimiques
1Source : Intel, http://www.intel.com/technology/silicon/BorodovskyPhotomaskJapan0402pres.pdf.
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différentes, de lacunes ou d’interstitiels, vient rajouter des états électroniques non désirés à l’intérieur
de la bande interdite, perturbant par là-même les caractéristiques électriques du dispositif. Toutefois,
les défauts ne sont pas toujours nuisibles et lorsque leurs concentrations et leurs positions sont maîtri-
sées, on peut les utiliser pour obtenir différentes caractéristiques électriques ou chimiques. Ces deux
aspects font jouer un rôle clef à la compréhension des mécanismes liés aux défauts (créations, diffu-
sions, interactions...), qu’ils soient ponctuels (un interstitiel par exemple) ou étendus (une dislocation) ;
intrinsèques (une lacune) ou extrinsèques (un interstitiel de carbone par exemple).
Des expériences pour mesurer des grandeurs caractéristiques relatives aux défauts ont été menées
dès le début de la micro-électronique comme celles de Logan [1] dans le germanium ou celles de
Watkins [2] dans le silicium. Nous en rapporterons plusieurs résultats dans la suite de ce travail. Ces
expériences concernent en majorité la mesure de diffusion de telle ou telle espèce dans Si ou Ge. Elle
portent parfois aussi sur la caractérisation de la géométrie de tel ou tel défaut.
Dans le même temps, les outils de simulation numérique se sont améliorés et ont profité de l’aug-
mentation de la puissance de calcul des ordinateurs. Comme nous le verrons au premier chapitre, il
existe aujourd’hui un ensemble de codes de calcul permettant de réaliser des simulations pouvant ex-
pliquer et même prédire un certain nombre de comportements à l’intérieur de différents matériaux dont
ceux qui nous intéressent ici : Si et SiGe. Ces codes s’appuient sur des théories relativement récentes et
à la pointe comme celle de la fonctionnelle de la densité pour décrire la matière dans le formalisme de la
mécanique quantique. On appelle ces outils des calculs ab initio de par leur particularité à ne dépendre
d’aucune paramétrisation extérieure. Ils permettent d’obtenir des résultats avec une bonne précision.
Cependant cette précision a un prix et les systèmes étudiés sont aujourd’hui limités à quelques centaines
d’atomes, ce qui reste encore une échelle en deça des dimensions des objets manipulés par l’industrie
de l’électronique.
Pour pouvoir accéder à des tailles de systèmes au-delà de la centaine d’atomes, il faut apporter des
approximations supplémentaires et ne conserver des calculs ab initio que les effets mis en évidence qui
gardent une importance à des échelles supérieures. On peut alors appliquer dans le cadre de la physique
thermodynamique différents algorithmes pour décrire des comportements comme la diffusion. Certains
de ces algorithmes sont appelés algorithmes de Monte Carlo comme nous le verrons dans la seconde
partie du chapitre premier.
Les objectifs de ce travail sont doubles :
– D’une part, nous nous interrogerons sur les valeurs des grandeurs pertinentes et la compréhension
des effets diffusifs atomiques dans le silicium (qui est le matériau de référence actuel pour l’indus-
trie du semi-conducteur) et dans le silicium-germanium (qui représente une alternative d’avenir
prometteuse).
– D’autre part, nous souhaitons montrer la complémentarité du calcul ab initio et du calcul Monte
Carlo. En effet, les phénomènes électriques et structuraux observés sur des semi-conducteurs dont
les dimensions sont celles du micromètre, sont la résultante de processus à l’échelle atomique. Or
les calculs menés à cette échelle, aussi riches en informations soient-ils, ne permettent pas de
remonter directement à des grandeurs plus macroscopiques. Cet objectif, nécessite un couplage
avec d’autres méthodes traitant de différentes échelles.
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Ce dernier point, le passage de la description ab initio à la simulation Monte Carlo, n’est toutefois
pas direct et nous allons l’illuster au travers de l’étude de Si et SiGe, en suivant plusieurs étapes :
– Il faut tout d’abord identifier les défauts et leur géométrie d’équilibre afin de mesurer certaines
de leurs caractéristiques comme l’énergie de formation. Elle permettra d’obtenir des informations
sur la concentration thermique des défauts suivis. Ce travail sera présenté dans le chapitre II. Nous
étudierons en détail les défauts lacunaires, interstitiels et concertés dans les semi-conducteurs à
base de silicium et de germanium. Nous discuterons des problèmes numériques posés par ces
systèmes ainsi que de l’incidence de l’ajout de germanium dans le silicum sur la concentration de
tel ou tel catégorie de défaut.
– Une fois l’identification des défauts effectuée, il faut rechercher les mouvements d’énergie mini-
male qui permettent un déplacement de ces défauts. Nous présenterons au chapitre III les résultats
originaux obtenus quant à la diffusion locale du germanium dans le silicium et nous discuterons
des différences avec l’auto-diffusion dans le silicium seul.
– Enfin, dans le chapitre IV, les informations obtenues au chapitre précédent étant des informations
de mobilité locale, nous présenterons, dans le cas des lacunes dans le silicum, comment passer à
une diffusion en volume.
Ce travail a été réalisé au sein du laboratoire de simulation atomistique2 du Département de Re-
cherche Fondamentale sur la Matière Condensée au CEA Grenoble. Ce laboratoire est spécialisé à la
fois dans l’utilisation d’outils ab initio et Monte Carlo, dont on peut citer des résultats sur les recons-
tructions de surface de l’alumine [3] ou la proposition d’un nouveau défaut dans le silicium [4]. Ce
travail a par ailleurs fait l’objet, tout au long des trois ans, d’un partenariat avec une équipe du LETI3
permettant de garder à l’esprit les besoins des expérimentateurs et les applications éventuelles des cal-
culs effectués. Enfin, un séjour de six mois dans l’équipe de simulation numérique4 de l’Université de
Bâle (Suisse) aura permis de confronter les résultats obtenus avec ceux d’autres méthodes numériques.
2L_Sim : http://www-drfmc.cea.fr/sp2m/L_Sim
3LETI : Laboratoire d’Électronique de Technologie de l’Information, département de recherche appliqué pour la physique
du solide au CEA Grenoble
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Le sujet de cette thèse, tel qu’il vient d’être exposé, peut être abordé au travers de l’étude d’un
paramètre, l’énergie ; plus précisément, l’énergie qu’il faut pour amener de l’infini à un ensemble de
positions données les différents atomes du système étudié. Dans le cadre de la mécanique quantique,
cette énergie est simplement une fonction à la fois de la nature chimique des éléments du système et
de leurs positions dans l’espace. Les variables considérées seront, dans notre cas, les fonctions d’onde
associées aux électrons ainsi que les positions spatiales des noyaux. En suivant cette description, pour
un système de plusieurs centaines de milliers d’atomes, la détermination de cette énergie n’est pas
possible à cause du nombre trop important de variables.
Nous allons découper le problème selon plusieurs échelles, appliquant ainsi différents degrés d’ap-
proximation permettant de calculer ce paramètre d’énergie même pour de grands systèmes.
– À l’échelle de quelques atomes seulement, il est possible de calculer précisément l’énergie comme
une fonction de l’ensemble des variables citées, grâce aux méthodes de Monte Carlo quantique.
– À l’échelle de plusieurs dizaines d’atomes, voire quelques centaines, les méthodes de calcul ab
initio basées sur la théorie de la fonctionnelle de la densité permettent, suivant différentes approxi-
mations dont nous discuterons dans cette partie, de calculer l’énergie. Ces méthodes réalisent une
première minimisation pour trouver l’état de plus basse énergie du système « ions + électrons »,
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une fois fixées les positions atomiques. Ainsi, à l’échelle de plusieurs dizaine d’atomes, l’énergie
d’un système peut être vue comme une fonction dépendant des positions atomiques et de la nature
chimique des éléments seulement.
– Il existe pour des échelles plus grandes (quelques milliers d’atomes), des méthodes semi-empiri-
ques permettant aussi d’écrire l’énergie comme une fonction des positions. Ces méthodes consis-
tent à postuler une formule analytique pour l’énergie et ensuite d’ajuster les paramètres de cette
fonction sur des grandeurs mesurées expérimentalement ou calculées par des méthodes ab initio.
Ces fonctions analytiques sont appelées potentiels empiriques et sont globalement moins précises
que les calculs ab initio. Nous en discuterons rapidement dans ce chapitre.
– Enfin, pour des échelles encore plus grandes (plusieurs milliers d’atomes et au-delà) ainsi que
pour des temps simulés bien supérieurs, la fonction énergie est encore simplifiée. Elle passe d’une
fonction continue des 3N coordonnées atomiques à une fonction discrète, dépendant de la connais-
sance des simples voisinages atomiques. Cette simplification permet l’utilisation de méthodes de
Monte Carlo sur réseau, comme nous le détaillerons à la fin de ce chapitre.
Le but de cette partie n’est pas de détailler le fonctionnement de l’ensemble des méthodes exis-
tantes pour le calcul de l’énergie, mais de donner aux lecteurs les bases nécessaires pour comprendre
l’utilisation des différentes méthodes employées dans les chapitres qui suivent. Nous discuterons aussi
des avantages et des inconvénients des différentes méthodes, ainsi que des approximations qui sont
utilisées.
I 1 Calcul d’énergies de systèmes atomiques réduits
La connaissance de l’énergie à l’échelle de plusieurs dizaines d’atomes, permet d’étudier différents
phénomènes selon l’algorithme de relaxation de géometrie utilisé.
– Avec un algorithme de minimisation géométrique, on cherche les positions atomiques qui corres-
pondent à un bassin d’énergie. On accède ainsi à la géométrie d’équilibre de petites structures ou
de petits défauts. On peut déterminer quels défauts sont stables, quels défauts sont instables. On
peut aussi calculer leur énergie de formation, ce qui donne des informations sur leur proportion
respective à l’équilibre.
– En s’intéressant à plusieurs configurations, formant un chemin sur la surface d’énergie, on peut
relaxer la géométrie de chacune des configurations, avec certaines contraintes bien choisies. On
accède ainsi à des énergies de col, c’est-à-dire à l’énergie minimale qu’il faut pour passer d’un
bassin à un autre.
Dans le cadre de cette étude, nous avons utilisé la théorie de la fonctionnelle de la densité (notée
DFT) pour calculer l’énergie (et aussi les forces atomiques) d’un système donné. Nous allons rappeler
les principes et les approximations dans les pages qui vont suivre. Nous aborderons aussi l’utilisation
des deux algorithmes utilisés pour la relaxation de la géométrie.
I 1.1) Outil ab initio
Nous présentons ici rapidement les bases de la théorie de la DFT. Une étude complète de cette théorie
est l’objet du livre de Parr et Yang [5]. Le but ici n’est donc pas d’expliquer en détail le fonctionnement
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de cette théorie, mais plutôt de comprendre comment on passe d’un système dont la description est
simple (un ensemble de particules chargées en interactions coulombiennes) mais dont la résolution ma-
thématique est difficile à un système dont la formulation semble plus complexe mais dont la résolution
est numériquement possible. Nous détaillerons en particulier, à partir de la page 25, les approximations
nécessaires à la compréhension des calculs effectués dans les chapitres suivants.
Idées principales et approximations de la DFT
Dans la partie qui va suivre, les grandeurs scalaires physiques sont notées par des lettres capitales
d’imprimerie, par exemple l’énergie cinétique T ; alors que les opérateurs sont notés par des lettres
capitales curvilignes, par exemple l’opérateur énergie cinétique T .
Le problème ici est de rechercher les états électroniques qui minimisent l’énergie d’un système
donné pour lequel on se donne la position des noyaux ainsi que le nombre d’électrons par atome. On
cherche l’état fondamental des électrons, ces derniers étant soumis à l’attraction coulombienne élec-
trons/noyaux ainsi qu’à la répulsion coulombienne électrons/électrons. La solution cherchée correspond
à la fonction d’onde associée à la valeur propre la plus faible de l’équation de Schrödinger indépendante
du temps :
H Ψ = EΨ avec H = TN(R)+Te(r)+VNN(R)+VeN(r,R)+Vee(r) (I.1)
où R sont les coordonnées des noyaux et r celles des électrons. Les opérateurs TN et Te représentent les
énergies cinétiques des noyaux et des électrons. Les opérateurs notés V correspondent à des énergies
potentielles d’interaction.
La formulation qui consiste à prendre les positions des noyaux comme des paramètres d’entrée
correspond à l’approximation de Born-Oppenheimer qui stipule que la fonction d’onde du système
totale peut s’écrire comme le produit d’une fonction d’onde électronique et d’une fonction d’onde pour
les noyaux. Ce qui permet de ne s’intéresser qu’à un hamiltonien réduit aux termes électroniques :





















Dans cet hamiltonien, le terme d’énergie cinétique des noyaux, TN(R), et le terme d’interaction noy-
aux/noyaux, VNN(R), ne dépendant que de R, n’interviennent pas dans le calcul des fonctions d’ondes
électroniques, mais il est nécessaire de les rajouter pour obtenir l’énergie totale du système.
Après avoir posé le problème et l’avoir ramené aux seuls termes électroniques, il faut chercher
une formulation permettant de le résoudre. Pour des fonctions d’onde Ψ orthonormées, on peut écrire
l’énergie exacte du système (en unités réduites), découlant de l’hamiltonien I.2 en fonction des densités
réduites d’ordre 1 et 2, ρ et ρ2 ainsi que de la matrice densité d’ordre 1, σ1 :




























et ρ2(r1,r2) = σ2(r1,r2;r1,r2) (I.6)
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On pourrait essayer de minimiser Ee en fonction de la matrice densité d’ordre 2, mais il est difficile
de donner des conditions nécessaires et suffisantes pour que cette matrice corresponde bien à un sys-
tème physique, c’est-à-dire qu’elle découle d’une fonction Ψ de N électrons (fonction anti-symétrique).
La théorie de la fonctionnelle de la densité propose une solution pour aborder le problème avec une ap-
proche différente de cette approche directe sur la matrice densité d’ordre 2.
Le premier théorème d’Hohenberg et Kohn datant de 1964 montre que la connaissance du potentiel
extérieur appliqué aux électrons (ici le potentiel attractif des noyaux) fixe la densité électronique du
système dans son état fondamental et réciproquement. Ceci permet d’écrire l’hamiltonien comme une
fonction de la densité seulement :
He(ρ) = T (ρ)+VeN(ρ)+Vee(ρ) (I.8)
On peut directement identifier le terme < Ψ|VeN(ρ)|Ψ > dans l’équation I.3 à
R
ν(r)ρ(r)dr. Par
contre les termes d’énergie cinétique et d’interaction électron/électron n’ont pas d’écriture directe en
fonction de ρ. Pour contourner ce problème, on se ramène à un système d’électrons non inter-agissants
ayant la même densité électronique ρ que la densité réelle. On écrit alors l’énergie comme une somme
de trois termes : d’une part l’énergie du système non inter-agissant, d’autre part une énergie coulom-













Le terme Ts(ρ) est l’énergie cinétique du système électronique non inter-agissant qui amène à la
même densité ρ. Le terme d’énergie d’échange-corrélation Exc(ρ) contient la différence d’énergie ci-
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L’écriture du terme d’énergie cinétique en fonction de ρ n’est pas possible. Il faut chercher d’autres
variables. De façon exacte, on peut écrire ρ comme une somme de densités de fonctions d’onde à un




Ces orbitales naturelles φi(r) sont les vecteurs propres associés à l’opérateur densité électronique à un
corps ρ1(r,r′), ni étant les valeurs propres associées. La somme sur i peut être infinie, ce qui ne permet
pas de faire le calcul numérique. Cependant les ni ont une signification physique qui correspond à la
probabilité de trouver un électron du système dans l’état φi(r), si l’on se restreint aux états de plus basse
énergie, on est assuré de bien décrire le système.
La formulation proposée par Kohn et Sham en 1965, consiste à s’intéresser à N électrons non-
interagissants, ce qui revient à ne garder que N états mono-électroniques particuliers φKSi (r) et à leur
associer une occupation ni de 1 (N est le nombre d’électrons du système). Ces états mono-électroniques
de Kohn-Sham sont particuliers du fait qu’ils sont choisis pour représenter parfaitement la densité exacte
(ρ = ∑Ni=1 ‖φ
KS
i (r)‖
























Nous verrons par la suite comment exprimer le potentiel d’échange-corrélation. Enfin, l’énergie élec-




















Il reste à minimiser l’énergie électronique Ee en fonction des φKSi en respectant la contrainte de
normalisation de chacun des φKSi à 1. Ceci peut se faire en introduisant des quantités εi multiplicateurs








La recherche de cet extremum se fait en écrivant pour tout i dans [|1;N|] ∂F∂φi = 0, ce qui donne les








φi(r) = εiφi(r) (I.15)
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Ceci est équivalent à chercher les N plus petites valeurs propres εi (et un de leurs vecteurs propres




∆+V ext +V H +V xc (I.16)
L’hamiltonien s’exprime (à cause des termes d’énergie de Hartree ou d’échange-corrélation) en fonc-
tion de la densité, donc en fonction des vecteurs propres recherchés ce qui nécessite une résolution
auto-cohérente. On postulera un ensemble de fonctions d’ondes mono-électroniques, puis on calculera
la densité et donc l’hamiltonien. Ceci permettra d’en calculer N vecteurs propres linéairement indé-
pendants et de les comparer avec ceux postulés. On itère ensuite jusqu’à ce que l’écart entre fonctions
permettant de calculer l’hamiltonien et fonctions valeurs propres de l’hamiltonien soient assez proches
les unes des autres.
Il reste pour pouvoir faire ceci à donner une formule pour le terme d’énergie d’échange corrélation.
Il existe de nombreuses approximations pour donner une écriture explicite à ce terme, nous ne détaille-
rons ici que celle appelée approximation de la densité locale (ou LDA en anglais pour Local Density
Approximation), proposée par Kohn et Sham en 1965.
Approximation de la densité locale
L’idée principale de la LDA est que l’énergie d’échange-corrélation du système est approchée par
l’intégrale d’une énergie d’échange-corrélation locale, égale en chaque point r à celle d’un système




où εxc(y) est la densité d’énergie d’échange-corrélation d’un système inter-agissant de densité électro-
nique y.
Cette approximation n’est à priori valable que pour les systèmes dont la densité varie suffisament
lentement, ce qui n’est pas toujours le cas dans les solides ou les molécules. Néanmoins, il s’avère que
cette approximation donne de bons résultats numériques.
La densité d’énergie d’échange-corrélation d’un système inter-agissant provient d’un calcul de Mon-
te Carlo quantique dont on a paramétrisé le résultat.
Il existe d’autres fonctionnelles, telle que la GGA (pour Generalized Gradient Approximation) dont
l’idée est d’étendre la densité locale par l’intermédiaire de ses gradients. Bien que plus précise dans
certains cas, il n’a pas été montré que la GGA donnait de meilleurs résultats concernant les énergies
des défauts dans Si etSiGe, en grande partie dû au fait qu’il n’existe que peu de valeurs expérimentales
suffisament précises (comme nous le verrons dans la suite) pour effectuer des comparaisons. De plus,
selon les matériaux ou les défauts étudiés, la LDA s’avère parfois donner des valeurs plus précises,
comme celles présentées, par exemple, par Carling et al. [6]. Nous avons ainsi effectué tous nos calculs
dans le cadre de la LDA.
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Résolution numérique du problème de Kohn-Sham
Une fois encore nous ne prétendons pas expliquer en détail le fonctionnement d’un code ab initio
de DFT mais plutôt de donner aux lecteurs une idée des paramètres en jeu permettant d’aborder les cha-
pitres suivants. Nous recommendons la lecture de l’article de revue de Payne et al. [7] pour approfondir
les points que nous allons aborder.
Pour pouvoir résoudre numériquement les équations de Kohn-Sham, il est nécessaire de décrire
les fonctions d’onde mono-électroniques φKSi sur une base de fonctions. Ces fonctions d’onde mono-
électroniques sont des fonctions définies sur un ouvert et dérivables 2 fois. La décomposition de telles
fonctions dans une base est possible, mais la dimension de la base est infinie. Ceci nécessite donc de li-
miter la base avec un certain critère pour pouvoir mener le calcul numérique. On peut choisir différentes
bases dont on retient généralement deux grandes classes pour le problème qui nous intéresse :
– les bases dites « localisées ». Ce sont souvent des bases construites sur des gaussiennes centrées
sur les atomes du système à calculer. Ces bases ont l’avantage de ne nécessiter qu’un nombre
réduit de fonctions de base pour une précision de calcul donnée puisque les fonctions de base
sont proches des solutions atomiques. Ceci entraîne que le choix des bases est très dépendant du
système chimique étudié. C’est un handicap pour l’étude de systèmes mixtes comme SiGe ou
avec d’autres dopants. C’est pour cette raison que nous ne nous intéresserons pas dans cette étude
aux bases localisées.
– les bases dites « systématiques ». Ce sont des bases dont chaque fonction n’a pas nécessairement
de réalité physique pour le problème étudié mais qui simplifient le traitement mathématique du
problème. Elles ont par ailleurs l’avantage de pouvoir être étendues simplement pour améliorer la
description des fonctions d’onde. Nous utiliserons par la suite des bases d’ondes planes. Suivant
cette formulation, les fonctions d’onde mono-électroniques φKSi s’écrivent comme une somme
continue d’ondes planes, ce qui n’est rien d’autre que l’écriture des φKSi en transformée de Fourier.
L’utilisation de bases continues n’est pas possible numériquement, il faut avoir une base discrète.
Ceci peut être réalisé de façon exacte en ne travaillant que sur des systèmes périodiques, permettant de
passer de la transformée de Fourier à des séries de Fourier. Par ailleurs, pour des systèmes périodiques,
le théorème de Bloch permet d’écrire toute fonction d’onde comme le produit d’une onde plane de
vecteur k (vecteur de la première zone de Brillouin) et d’une fonction f ayant la périodicité du système.
Cette fonction f se décompose par série de Fourier, ce qui permet d’écrire :






où les vecteurs G sont des vecteurs du réseau réciproque, c’est-à-dire tel que G.r = 2pim avec r un
vecteur du réseau direct et m un entier quelconque.
Le fait de rendre le système périodique permet d’exprimer de façon exacte les fonctions d’onde
de Kohn-Sham dans une base discrète. Ceci a cependant pour conséquence de rajouter parfois dans
le système à calculer des interactions qui n’existent pas dans le système réel. Par exemple, la présence
d’un défaut dans une boîte rendue périodique, crée par périodicité des répliques de ce défaut et l’énergie
calculée n’est proche de l’énergie réelle du défaut seul que si les interactions entre les répliques restent
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négligeables, comme illustré sur la figure I.1. La boîte qui est rendue périodique dans le calcul est
appelée par la suite super-cellule. Lors d’un calcul ab initio, il faut vérifier que l’augmentation de la
taille de la super-cellule ne fait pas varier l’énergie du défaut, ce qui constitue un premier paramètre
dont il faudra vérifier la convergence.
FIG. I.1 – À gauche, un cas réel d’un défaut dont on souhaite calculer l’énergie. On isole une super-cellule
autour de ce défaut. Lors du calcul ab initio, la super-cellule est reproduite dans les trois directions de l’espace
(à droite), ce qui amène à créer des répliques du défauts. Les éventuelles interactions entre le défaut de la super-
cellule et ses répliques peuvent venir modifier l’énergie calculée.
Les équations de Kohn-Sham (I.15) exprimées dans la base des vecteurs G pour un vecteur k donné
s’écrivent :






e f f )(G−G′)
}
ci,k,G′ = εici,k,G (I.19)
où δGG′ représente le symbole de Kronecker et TF( f )(G) la transformée de Fourier de la fonction f
prise en G. Pour résoudre numériquement ce problème, comme précisé précédemment, on coupe la
base des vecteurs G au-delà d’un certain Gc de coupure. Ceci permet d’écrire l’équation (I.19) sous
forme matricielle et d’associer les εi aux valeurs propres et les ci,k,G aux composantes des vecteurs
propres associés. L’introduction de la coupureGc est un autre paramètre important des calculs qui seront
présentés par la suite. On associe à ce vecteur une énergie, que nous appelerons énergie de coupure,
définie par Ec =
h¯2(k+Gc)2
2m . Plus cette énergie est grande, plus la base prise en compte pour le calcul est
grande. Les ondes planes de grande énergie correspondent aux variations rapides des fonctions d’ondes.
Il s’avère que les contributions des ondes planes de grande énergie deviennent négligeables quand G2
devient grand (les ci,k,G tendent vers 0). Ceci justifie l’introduction d’une coupure. Il conviendra tout
de même de vérifier la convergence en énergie de coupure en testant l’évolution de l’énergie avec
l’augmentation de Ec.
Une opération de diagonalisation donne les solutions des équations de Kohn-Sham pour un vecteur k
de la zone de Brillouin donné. L’énergie totale du système s’obtient en intégrant sur la zone de Brillouin.
Là encore, il faut discrétiser le problème pour pouvoir réaliser numériquement l’intégration. On notera
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que plus la super-cellule est grande, plus la zone de Brillouin est petite, donc plus la discrétisation pourra
être limitée (voire réduite au seul point Γ dans certains cas). Cette opération de discrétisation s’appelle
le maillage en points k de la zone de Brillouin. Différentes méthodes ont été proposées et la plus simple
et la plus couramment utilisée est celle proposée par Monkhorst et Pack dans leur article de 1976 [8].
C’est celle qui sera mentionnée dans la suite de ce travail. Elle est constituée d’un maillage régulier dans
les trois directions de l’espace de la zone de Brillouin. Nous utiliserons en plus un maillage uniforme
n×n×n qui amène à considérer n3 points k dont certains pourront être équivalents suivant les symétries
de la super-cellule. Il est important de remarquer, d’un point de vue mathématique pour l’intégration
dans la zone de Brillouin, l’équivalence entre augmenter le maillage de Monkhorst-Pack et la taille de
la super-cellule. En effet, un maillage deux fois plus fin dans l’espace réciproque revient à considérer
une super-cellule deux fois plus grande dans l’espace réel. De plus, augmenter le nombre de points k est
une opération linéaire en temps de calcul, au contraire de l’augmentation de la taille de la super-cellule
qui est une opération en O(N3). Cependant, ce raccourcis calculatoire n’est pas toujours physiquement
acceptable puisqu’il amène à travailler sur des super-cellules de taille réduite, ce qui est problématique
dans le cas de défauts à grand champ de déformation à cause de l’interaction entre défauts répliques.
À retenir I.1 Nous venons de voir les différents paramètres utilisés par la suite permettant de résoudre
numériquement les équations de Kohn-Sham :
– la taille de la super-cellule (qui provient du fait que le système a été rendu périodique) ;
– le maillage en points k (nécessaire pour intégrer dans la zone de Brillouin) ;
– l’énergie de coupure, parfois désignée par le terme anglais cut-off (qui limite la taille de la base
dans laquelle sont décrites les fonctions d’onde).
Calcul des paramètres de convergence ab initio utilisés par la suite
Parmis les trois paramètres présentés précédemment, le choix de la taille de la super-cellule ainsi
que le maillage en points k dépendent très fortement de la géométrie du système étudié comme nous le
verrons dans les chapitres suivants.
Au contraire, le choix de l’énergie de coupure ne dépend que des espèces chimiques utilisées dans
les calculs pour un niveau requis de précision. Il entraine une erreur sur l’énergie totale calculée par
ab initio. Comme représentée sur la figure I.2, l’erreur par atome dans un système parfait diminue
exponentiellement avec l’augmentation de l’énergie de coupure. De plus cette erreur dépend seulement
de la nature chimique de l’atome testé et non du niveau d’intégration dans la zone Brillouin.
Pour le silicium, cette erreur est autour de 0,02eV par atome pour Ec ≃ 340eV. Cette valeur repré-
sente un bon compromis entre la puissance machine nécessaire et la précision des résultats. En effet,
augmenter l’énergie de coupure se traduit par une augmentation du nombre de fonctions de base, donc
une augmentation de la mémoire et du temps de calcul qu’on peut estimer en O(n3). Pour le germa-
nium, la convergence est un peu plus lente. On obtient une erreur équivalente à celle du silicium avec
Ec ≃ 400eV. Néanmoins dans les systèmes constitués de silicum avec seulement quelques atomes de
































Si + P 64−Γ
Si + B 64−Γ
FIG. I.2 – Dans des boîtes de 64 sites, l’énergie totale du système est calculée pour différentes valeurs d’énergie
de coupure. L’erreur représentée correspond à l’écart par atome avec la valeur calculée pour la plus grande
coupure (≃ 610eV).
Le résultat précédent correspond à une erreur lorsqu’on s’intéresse à l’énergie par atome. Seule-
ment, dans la suite de ce travail, il sera uniquement question de différences d’énergies totales. En effet,
on s’intéressera à la variation d’énergie entre un système de référence et un système avec un défaut.
Ce défaut étant ponctuel, seuls quelques atomes autour se trouveront dans un état différent de celui
de référence. Ainsi, l’erreur due à la coupure, lorsqu’on regarde des différences d’énergies totales ne
dépend pas de la taille de la boîte, mais uniquement du nombre d’atomes impactés par la présence du
défaut. Cependant, la variation de ce nombre étant faible, nous négligerons la variation de l’erreur due à
la coupure pour différents défauts et nous considérerons l’erreur calculée sur un défaut témoin comme
l’erreur obtenue pour tous les systèmes de même composition. Par exemple, la figure I.3 donne l’éner-
gie de formation d’un défaut interstitiel (interstitiel dissocié [110], cf. page 61) dans le silicium calculé
dans une boîte de 64 sites avec un maillage 2×2×2 en points k. Pour la coupure choisie de ≃ 340eV,
l’erreur obtenue est inférieure à 2%.
En plus de ces trois paramètres, pour calculer l’énergie d’une configuration géométrique donnée,
il faut choisir quel paramètre de maille on va utiliser. La LDA étant une approximation, le paramètre
de maille du silicium obtenu suivant cette approche est différent du paramètre de maille expérimental
(la différence est autour de 2%). De plus, en fonction des paramètres de convergence choisit, cette
différence sera plus ou moins importante. Le choix d’effectuer ses calculs sur le paramètre de maille
expérimental ou sur celui de la LDA est encore aujourd’hui un débat ouvert, comme le fait remarquer
Ög˘üt [9]. Pour des raisons de simplicité, nous effectuerons tous nos calculs sur le même paramètre de
maille, celui du silicium (liaison inter-atomique de 2,35Å).
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Énergie de coupure en eV
Dumbbell [110] 64−2x2x2
FIG. I.3 – Tracé de l’énergie de formation du défaut interstitiel dissocié [110] dans le silicium, calculée dans
une boîte de 64 sites avec un maillage 2×2×2 en points k en fonction de la coupure de la base d’ondes planes.
L’erreur obtenue avec Ec ≃ 340eV est de 0,03eV.
Pseudo-potentiels
Il reste une dernière approximation nécessaire à l’utilisation de la DFT pour les systèmes qui nous
intéressent : l’utilisation de pseudo-potentiels. Le calcul des fonctions d’onde de Kohn-Sham tel qu’il
vient d’être présenté n’est pas numériquement possible pour les atomes avec de nombreux électrons.
Les variations des fonctions d’onde proches des noyaux sont trop rapides pour être représentées avec
une base de taille raisonnable.
La notion de pseudo-potentiels [10, 11, 12] a été introduite pour contourner cet obstacle. Elle
consiste à modifier le potentiel au voisinnage des noyaux de façon à retirer du calcul les électrons
de coeur tout en conservant leur influence sur les électrons de valence. Tous les calculs de ce travail ont
été réalisés en utilisant le potentiel de Goedecker, Hutter et Teter [13].
Relaxations géométriques
Comme on vient de le voir, la DFT et son application au travers des équations de Kohn-Sham permet
de calculer l’énergie d’un système dont les positions atomiques et les espèces chimiques sont données.
On obtient donc une façon de calculer ponctuellement la fonction E ((R1,z1), . . . ,(Rn,zn)), dépendant
des positions et de la nature chimique des atomes du système. Les forces s’exerçant sur les atomes dans
une configuration donnée sont définies par la relation suivante :
Fi =−
∂E ((R1,z1), . . . ,(Rn,zn))
∂Ri
(I.20)
On peut suivre ces forces pour faire bouger les atomes selon un processus Newtonien et obtenir ainsi
l’évolution temporelle de l’état du système (ici la position des atomes dans la boîte).
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On peut aussi appliquer des algorithmes de recherche de points singuliers de façon à obtenir les
configurations statiques physiquement intéressantes : les positions d’équilibre pour les minima ou les
points de transition d’un état à un autre pour les points cols. La recherche de minima peut être faite avec
la méthode de la plus grande pente (steepest descent en anglais, cf. Numerical Recipes [14]) ou avec la
méthode du gradient conjugué (conjugate gradient en anglais) qui permet une meilleure convergence
(cf. Numerical Recipes [14]).
On peut aussi rechercher les points singuliers comme les points cols en utilisant un algorithme appelé
DIIS pour « Direct Inversion of the Iterative Subspace » (cf. l’article de Pulay [15] pour plus de détails
sur le fonctionnement de cet algorithme). Il a la particularité de converger vers le point singulier le plus
proche. Ce point singulier peut être un minimum ou un col. Dans un cas réel, il faut toutefois avoir une
configuration initiale assez proche d’un point col pour obtenir la géométrie et l’énergie du col, sinon le
système converge vers un minimum. Nous verrons un peu plus loin comment obtenir une configuration
initiale suffisamment proche d’un point col (cf. partie sur le NEB page 32).
La majorité des résultats de ce travail a été obtenue en utilisant cet algorithme de DIIS pour sa
très bonne performance numérique. Dans le cas de recherche d’un minimum, certaines configurations
auront toutefois été vérifiées à l’aide d’une minimisation en gradient conjugué.
Domaines d’applications et limitations
La DFT est une théorie dont les applications en physique du solide sont très nombreuses et très
importantes. Elle peut être employée pour expliquer différents résultats expérimentaux ou pour obtenir
des grandeurs difficilement accessibles par l’expérience.
Elle est employée en dynamique moléculaire pour correctement calculer les forces s’exerçant sur
les atomes du système simulé. On trouve plusieurs exemples illustrant cet emploi, comme récemment
le calcul des constantes élastiques d’un composant majeur du manteau terrestre (cf. Nature [16, 17])
ou la meilleure compréhension des interfaces liquide-vapeur de l’eau (Science [18]). La DFT est aussi
employée pour calculer des énergies de systèmes statiques, donnant accès aux géométries des défauts, à
leur structure électronique ou encore à leur proportion ; comme l’illustre les travaux de Fu et al. (Nature
Materials [19]).
La DFT est une théorie de l’état fondamental électronique. Elle ne permet donc pas de traiter des
phénomènes faisant intervenir les états excités, comme les phénomènes optiques, ou même la mesure
des gaps des semi-conducteurs. Par exemple, la DFT estime le gap du silicium à 0,58eV alors que
la valeur expérimentale est de 1,17eV. Il existe d’autres méthodes, différentes de la DFT (la méthode
GW [20]) ou basées sur la DFT (la méthode TDDFT) pour résoudre le problème des excitations.
Localisation des fonctions d’ondes en espace réel
Les fonctions d’onde de Khon-Sham n’ont pas à priori de signification physique, elles ne servent
que d’intermédiaire de calcul. Seule la densité qui en découle correspond à la densité réelle.
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Cette densité s’écrit comme une somme de fonctions de Block (comme on l’a vu au paragraphe 25).
Ces fonctions permettent de facilement traiter les calculs en travaillant en espace de Fourrier du fait de
leur caractère délocalisé.
Il existe toutefois une façon de « projeter » la densité de façon à maximiser la localisation des
fonctions d’ondes en espace réel (cf. l’article de Marzari et al. [21]). Cela consiste à effectuer une
transformée de Fourrier sur les fonctions de Block et d’adapter la phase de façon à minimiser un certain
opérateur. Ces nouvelles fonctions d’onde, appelées fonctions de Wannier, et correspondant à la même
densité, sont aussi solutions du problème de Kohn-Sham tout en ayant la particularité d’être localisée
en espace réel. On peut les utiliser pour se représenter les liaisons chimiques entre les éléments par
exemple.
Codes de calcul existants
La production d’un code de calcul DFT est une tache très importante, nécessitant plusieurs années
de développement. Il existe à disposition des chercheurs plusieurs codes de calcul avec des propriétés
et des licences variées. La liste suivante ne se veut pas exhaustive et les fonctionalités présentées ne le
sont qu’à titre indicatif. Nous invitons le lecteur à aller visiter les sites web de chaque programme cité
pour de plus amples informations.
– Abinit1, code développé à l’Université Catholique de Louvain-la-Neuve par l’équipe de X. Gon-
ze. La licence utilisée est la GPL2 ce qui a permis à plusieurs scientifiques dans le monde d’appor-
ter des compléments au code. Il est basé sur les ondes planes et l’utilisation des pseudo-potentiels.
Il implémente la DFT avec différentes fonctionnelles (LDA, diverses GGA. . .) ainsi que différentes
options de relaxations pour la géométrie du système. Il permet donc d’obtenir des énergies de sys-
tème, des structures électroniques et d’autres propriétés comme les matrices d’élasticité, le tenseur
diélectrique. . .D’autres méthodes que la DFT ont aussi été implémentées comme la TDDFT ou la
méthode GW.
– CPMD3 est un code d’ondes planes basé sur la DFT. Il permet l’utilisation de la LDA et de diverses
GGA. Il est utilisé pour obtenir l’énergie du système et sa géométrie mais aussi pour faire de la
dynamique moléculaire. C’est par ailleurs un code qui est très bien parallélisé.
– PWscf4 est un code d’ondes planes basé sur la DFT sous licence GPL. Il permet le calcul de
l’énergie totale, et des structures relaxées ; ainsi que diverses autres caractéristiques comme le
tenseur diélectrique, la matrice d’élasticité. . .
– SIESTA5 est un code en base localisée. La LDA et diverses GGA ont été implémentées. Il permet le
calcul de l’énergie totale, de diverses relaxations de géométrie et du tenseur élastique. Il est aussi
souvent utilisé pour faire de la dynamique moléculaire.
1Abinit : http://www.abinit.org
2GPL : General Public Licence, http://www.gnu.org/licenses/gpl.html.
3CPMD : Car-Parinello Molecular Dynamic, http://www.cpmd.org
4PWscf : Plane-Wave Self-Consistent Field, http://www.pwscf.org




– VASP6 est un code en ondes planes. Il est surtout utilisé pour effectuer de la dynamique molécu-
laire. Il a la particularité de se baser sur des pseudo-potentiels ultra-doux pour diminuer le nombre
d’ondes planes nécessaires au calcul. Cette technique est particulièrement efficace dans le cas des
métaux et des éléments de la première colonne du tableau périodique.
– WIEN2k7 est un code basé sur LAPW8. Dans cette approche, les ondes planes sont utilisées comme
base pour les fonctions et on rajoute des bases localisées au voisinage des atomes. Ceci permet
d’effectuer des calculs « tout électron », c’est-à-dire sans utiliser de pseudo-potentiels. Ce code
permet, entre autre l’obtention de l’énergie totale et de la géométrie d’un système donné. . .
Dans la suite de ce travail, les calculs présentés auront été réalisés avec CPMD. Le choix de ce code
repose en grande partie sur la volonté de travailler en ondes planes pour s’affranchir de la recherche
souvent complexe d’une base adaptée au Si et au mélange avec d’autres espèces comme le germanium,
le bore ou l’arsenic. Par ailleurs, CPMD est réputé pour sa bonne parallélisation ce qui autorise le calcul
de systèmes à quelques centaines d’atomes dans les cas qui nous intéressent.
I 1.2) Outil NEB
On vient de voir que le calcul des forces d’un système permet de faire évoluer sa géométrie selon
différents critères : avec un processus newtonien, on suit l’évolution physique du système (dynamique
moléculaire) et avec des algorithmes de suivi du gradient, on trouve les points singuliers proches de la
position initiale. Nous allons présenter maintenant un autre type de relaxation. Celle-ci, sous certaines
conditions de contrainte, permet d’obtenir l’énergie minimale qu’il faut fournir à un système pour passer
d’un état dans un autre.
Le problème à résoudre est le suivant : on connait deux configurations localement d’énergie mini-
male et l’on souhaite connaître le ou les chemin(s) C (r) reliant ces deux configurations sur la surface
d’énergie potentielle du système (qui se confond avec la surface de Born-Oppenheimer dans notre cas
puisque les électrons sont supposés toujours être dans leur état fondamental), r est la coordonnée de
réaction, telle que le chemin passe par un point col. Cette position col se caractérise sur la surface
d’énergie potentielle (définie par l’ensemble des points E ((R1,z1), . . . ,(Rn,zn)) quand {Ri}i∈[|1;N|] dé-
crit l’ensemble de la super-cellule) par le fait que l’énergie est maximale le long de C (r) et minimale
dans toutes les autres directions.
L’énergie du col correspond à l’énergie minimale à fournir pour passer d’un minimum à un autre. Il
peut cependant exister plusieurs chemins physiques représentant des cols différents.
Méthode NEB classique
La méthode utilisée s’appelle en anglais Nudged Elastic Band Method (notée NEB par la suite).
Elle a été introduite par Jónsson, Mills et Jacobsen dans les années 1990 et est décrite en détail dans
6VASP : Vienna AbInitio Simulation Package, http://cms.mpi.univie.ac.at/vasp/
7WIEN2k : http ://www.wien2k.at
8LAPW : Linearized Augmented Plane-Wave.
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la référence [22]. Elle consiste à construire une suite d’images du système (appelées configurations
intermédiaires), permettant de passer de la configuration initiale à la configuration finale. Des forces de
rappel sont établies entre les configurations intermédiaires de façon à reproduire une espèce de ruban
élastique (elastic band) dont on cherchera à optimiser la longueur. Le processus est illustré sur la figure
I.4.
FIG. I.4 – Schéma représentant le fonctionnement de l’algorithme NEB. Les configurations intermédiaires ini-
tiales correspondent à une variation linéaire des coordonnées des atomes entre la configuration initiale et la
configuration finale. Des petits ressorts évitent aux configurations intermédiaires de retomber dans un des deux
minima locaux. Les atomes des configurations intermédiaires sont bougés en ne gardant que les composantes des
forces perpendiculaires au chemin.
Pour chacune des configurations intermédiaires, on calcule les forces (dans la suite du travail, cette
étape est réalisée avec CPMD) appliquées sur les atomes comme décrites à l’équation I.20. Cependant la
relaxation de la géométrie se fera non pas avec ces forces réelles mais avec leurs composantes perpen-
diculaires au chemin C (r) auxquelles sera ajoutée une composante tangentielle provenant des forces de
rappel décrites dans le paragraphe précédent. Ceci permet de se déplacer sur la surface d’énergie poten-
tielle tout en gardant des distances raisonnables entre les configurations intermédiaires (la déformation
du ruban dépend du choix des constantes k de raideur pour les forces de rappel). Pour la configuration




= k (|Ri+1−Ri|− |Ri−Ri−1|)τi− (∇E(Ri)− (∇E(Ri).τi)τi) (I.21)
où τi est un vecteur unitaire donnant la direction parallèle au chemin au niveau de la configuration i.
La relaxation du ruban se fait suivant un processus itératif dont le critère d’arrêt repose sur la valeur
maximale des forces perpendiculaires qui doit tomber sous une valeur donnée.
Cette méthode donne de bons résultats et a déjà été utilisée de nombreuses fois pour trouver des
chemins d’énergie minimum (cf. références [23, 24, 25, 26]).
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Henkelman a étudié dans un article de 2000 [27] l’influence qu’a la façon de calculer les directions
parallèles au chemins, τi, sur la convergence de l’algorithme NEB. En effet, le chemin étant discrétisé, le
calcul de ces gradients ne peut être qu’approché. Il ressort de cette étude qu’une bonne façon de choisir
τi est la suivante. La valeur de τi est normalisée à la fin du choix :
Si Ei−1 < Ei < Ei+1 : τi = τ−i
Si Ei−1 > Ei > Ei+1 : τi = τ+i
Si E est minimale ou maximale,




















et pour ∆Emaxi et ∆E
min
i :
∆Emaxi = max(|Ei+1−Ei|, |Ei−Ei−1)
∆Emini = min(|Ei+1−Ei|, |Ei−Ei−1)
Méthode NEB avec configurations intermédiaires remontantes
Il existe néanmoins un inconvénient à la méthode telle qu’elle vient d’être décrite. La contrainte
imposée par les forces de rappel fait qu’aucune configuration intermédiaire n’a de chance de se trouver
à la position du col et celui-ci se résume alors à une interpolation entre les deux configurations intermé-
diaires proches du col. Cet inconvénient peut être levé comme l’a montré Henkelman dans un article de
décembre 2000 [28].
La modification introduite consiste à modifier les forces prises en compte pour chaque configuration
intermédiaire proche d’un col. Si imax est une configuration intermédiaire, localement maximum pour
le chemin, les forces utilisées sont définies par :
Fimax =−∇E(Ri)|⊥+∇E(Ri)|‖ (I.23)
Cette expression revient à dire que la configuration intermédiaire maximum va suivre la partie perpen-
diculaire du gradient alors qu’elle va remonter la partie parallèle. En pratique, plusieurs pas de NEB
classique sont effectués pour faire apparaître grossièrement le col, puis les forces des configurations
localement d’énergie maximale changent pour prendre la définition donnée à l’équation I.23.
Cet algorithme modifié de NEB est appelé Climbing Image NEB method du fait de l’utilisation d’une
configuration intermédiaire qui remonte les gradients.
Nous utiliserons l’implémentation de Carlos Sbraccia9 pour le NEB. Celle-ci est constituée d’une
suite de scripts Bash et d’un programme Fortran90 permettant d’effectuer les itérations d’optimisation
9La dernière version du programme de NEB peut être téléchargée à partir de la page suivante http://www.sissa.it/
~sbraccia/gNEB.d/
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du chemin. Le calcul des forces est effectué par l’intermédiaire de CPMD (avec un simple calcul d’éner-
gie, sans relaxation de la géométrie). Ensuite, les atomes des différentes configurations intermédiaires
sont déplacés en suivant les forces données par I.21 et I.23 grâce au programme fourni dans le paquet
NEB de Carlos Sbraccia. Nous avons apporté quelques modifications aux scripts de lancement pour per-
mettre le calcul dans différents environnements : machines parallèles, systèmes de queue avec ou sans
limite de temps. . .
Procédure utilisée pour la recherche de cols
Dans la suite de ce travail, différentes configurations et énergies de col seront fournies, voici com-
ment elles ont été obtenues.
On se donne deux configurations stables et l’on cherche le chemin de plus faible énergie reliant les
deux. Un calcul de NEB est effectué avec de 6 à 10 configurations intermédiaires, selon qu’on s’attende
à obtenir un chemin direct ou avec plusieurs cols. Le critère d’arrêt (basé sur la valeur maximale des
forces perpendiculaires) est fixé à 0,05eV.Å−1 (pour comparaison, le test d’arrêt utilisé pour un calcul
ab initio est deux fois plus faible). Une fois le chemin obtenu, la position exacte du point col n’est pas
obtenu en utilisant la variante Climbing Image du NEB mais en prenant la configuration dont l’énergie
est localement maximale et en effectuant une relaxation DIIS10 avec CPMD. Dans presque tous les
cas, la configuration testée s’est trouvée être un point singulier après quelques pas de relaxation de la
géométrie.
Un calcul NEB avec N configurations intermédiaires correspond en puissance numérique requise,
à N calculs ab initio avec optimisation de la géométrie. La recherche de col est donc une opération
coûteuse. C’est pourquoi, les paramètres de calcul des forces par ab initio sont pris assez bas (faible
maillage en points k et taille de boîte réduite), de façon à limiter le temps de calcul. Une ou plusieurs
relaxations par DIIS sont ensuite nécessaires, même en utilisant l’algorithme de CI-NEB, pour augmenter
les paramètres de convergence ab initio.
Limitations
Comme dans une minimisation classique, l’énergie obtenue par calcul NEB n’est pas nécessairement
la plus petite, mais correspond au chemin minimum le plus proche du chemin initial (celui obtenu par
variation linéaire de la position des atomes).
Par ailleurs, le chemin obtenu n’est pas nécessairement le chemin physique emprunté. En effet, avec
une température non nulle, et selon la forme de la surface d’énergie, le système réel passera par telle
ou telle position plus ou moins proche d’un col. Nous conserverons néanmoins les valeurs obtenues par
NEB pour quantifier les hauteurs des barrières en se plaçant dans l’approximation classique des états de
transition.
10DIIS : Direct Inversion of the Iterative Subspace, cf. page 30
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I 1.3) Outil potentiels empiriques
Les potentiels empiriques forment une classe de méthodes approchées pour calculer l’énergie d’un
système dont on se donne les positions atomiques. L’énergie totale s’écrit alors suivant une formule
analytique dépendant de coefficients. Ces coefficients sont ajustés pour reproduire différentes propriétés
du matériau comme sa température de fusion, ses constantes élastiques ou les énergies de formation des
défauts ponctuels.
Les formules analytiques choisies dans le cas des semi-conducteurs font intervenir en général des






On rencontre aussi souvent l’énergie sous la forme suivante :
E = νre´pulsif(ri j)+bi jkνattractif(ri j) (I.25)
le coefficient bi jk contenant les informations angulaires.
Balamane et al. [29] ont écrit un très bon article de comparaison sur six potentiels couramment
utilisés dans le silicium (dont on notera Stillinger-Weber ou Tersoff III). Ils ont analysé la capacité de
ces potentiels à reproduire les géométries d’agrégats de quelques atomes de silicum, les phases haute-
pression du silicium, les longueurs de liaisons et les géométries des défauts ponctuels lacunaires et
interstitiels.
Dans la suite de ce travail, pour comparer certains résultats, nous utiliserons le potentiel de Tersoff
III [30] et celui de Bazant [31, 32, 33]. Ce dernier est aussi appelé EDIP.
À retenir I.2 La taille des boîtes utilisées est fixée de façon à obtenir des distances inter-atomiques
de 2,35Å, ce qui correspond à la valeur expérimentale pour du silicium (réciproquement dans les
boîtes en germanium pur, nous utilisons des géométries donnant le paramètre de maille expérimental :
2,45Å). Concernant les paramètres de convergence ab initio, nous utiliserons ≃ 340eV (25Ry) pour
l’énergie de coupure pour les calculs dans du silicium avec au plus quelques atomes de germanium.
Pour les calcul dans le germanium massif, la valeur sera montée à≃ 400eV (30Ry). Ceci permet d’avoir
globalement des erreurs sur l’énergie inférieures à 2%. Nous verrons que la taille du maillage de la
zone de Brillouin ne peut pas être estimée à l’avance et dépend des configurations étudiées. Quant à la
procédure de recherche de cols, elle est constituée d’un premier calcul NEB suivi de plusieurs calculs
de convergence pour le point le plus proche du col en utilisant un algorithme de DIIS pour la relaxation
géométrique.
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I 2 Calcul de grandeurs macroscopiques
Les grandeurs calculées grâce aux outils présentés précédemment ne peuvent pas toujours être as-
sociées directement à des grandeurs macroscopiques accessibles dans des expériences. Par exemple,
l’énergie de formation n’est pas une grandeur directement mesurable. On préférera plutôt mesurer une
concentration. L’énergie de formation calculée pourra se rapporter à cette concentration mesurée en
utilisant un modèle thermodynamique par exemple :C = e−
E f−TS
kBT . Néanmoins, il n’est pas toujours pos-
sible de relier par un modèle analytique simple des grandeurs microscopiques comme les énergies de
formation et les énergies de barrière obtenues par ab initio avec des grandeurs plus macroscopiques
comme la diffusivité. Une partie de l’intérêt de ce travail consiste à illustrer dans le cas des semicon-
ducteurs Si et SiGe l’utilisation de méthodes spécifiques permettant de relier les deux échelles.
Dans cette partie, nous décrirons la grande classe de méthodes utilisées regroupant les différents
algorithmes de Monte Carlo, qu’ils soient cinétiques ou non, sur événements ou sur réseau. . .
I 2.1) Outil Monte Carlo et Monte Carlo cinétique
La problématique de base du Monte Carlo est d’explorer parmi un nombre très important de confi-
gurations celles qui sont physiquement importantes. Le tri entre telle ou telle configuration est effectué
sur l’énergie Ec selon une répartition de Boltzmann : p = ke−βEc avec β = 1kBT . Plus p est grand, plus
la configuration correspondante a de chance d’apparaître durant une simulation Monte Carlo. Il est im-
portant de noter qu’une simulation Monte Carlo est donc une simulation dépendant de la température.
Une étude détaillée des algorithmes de Monte Carlo est présentée dans le chapitre premier de la thèse
d’E. Adam [34] ainsi que dans les références citées.
L’hypothèse de base de tout Monte Carlo est qu’il est possible d’obtenir le coût énergétique de
passage d’un configuration à une autre. Nous verrons un peu plus loin différentes façons de remplir ce
prérequis (cf. page 47).
Une simulation de Monte Carlo est une simulation itérative. À chaque pas, on cherche à passer
d’une configuration à une autre. Le type de mouvement effectué conditionne l’information physique
que pourra apporter le Monte Carlo :
– Soit les deux configurations n’ont pas de lien physique simple entre elles. Par exemple, on cherche
à passer en un pas de deux lacunes séparées de 12,4Å à deux lacunes premières voisines. Le coût
énergétique d’une telle variation n’est pas le coût physique permettant de réaliser le mouvement,
mais simplement la différence d’énergie entre les deux configurations. Dans ce cas une simulation
Monte Carlo permet à une température donnée d’aller vers les états thermodynamiques d’équilibre
du système.
– Soit les deux configurations sont reliées par un chemin physique simple, comme le mouvement
élémentaire d’un interstitiel dans une position stable à une autre position stable proche. Le coût
énergétique correspond au maximum du chemin reliant les deux configurations. Dans ce cas, on
peut associer une durée physique à chaque événement, permettant ainsi d’avoir une évolution
temporelle du système à partir d’un état initial donné.
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Ce second type de simulation est appelé Monte Carlo cinétique. Nous l’utiliserons pour calculer la
diffusivité de certains défauts dans Si au chapitre IV. Mais nous commencerons d’abord par décrire
ici le fonctionnement élémentaire d’un algorithme de Monte Carlo et les changements à apporter pour
effectuer une simulation cinétique.
La brique élémentaire : le pas de Metropolis
Le pas élémentaire dans une simulation de Monte Carlo classique consiste à passer d’une configu-
ration à une autre avec un critère sur la variation d’énergie, comme expliqué sur le schéma I.5.
État courant
On choisit de façon équiprobable un état connecté
On obtient ∆E et on calcule la probabilité p= min(1,e−β∆E)
On tire un nombre r uniformément réparti dans [0;1]
r < p
On change d’état courant On reste dans l’état courant
r ≥ p
FIG. I.5 – Représentation schématique de l’algorithme d’un pas de Metropolis.
La forme de la probabilité p (p = min(1,e−β∆E)) signifie qu’un échange qui abaisse l’énergie est
toujours accepté, alors qu’un échange qui augmente l’énergie pourra être rejeté. Le rejet sera d’autant
plus important que la variation ∆E est grande devant l’énergie thermique kBT .
Avec une telle règle, la recherche de minima globaux est possible. En effet, l’énergie thermique as-
sure le frachissement des barrières intermédiaires entre minima locaux et minima globaux. Néanmoins
la probabilité de franchissement est d’autant plus faible que l’énergie thermique est petite. À contrario,
on ne peut pas trop augmenter la température sans voir apparaître de plus en plus de configurations de
hautes énergies. Ainsi, une recherche d’états de minima d’énergie se fait en simulant une trempe : on
amène petit à petit le système à la température désirée à partir de plus grandes températures.
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Simulations temporelles : le Metropolis cinétique
En réalisant des échanges de configurations physiquement accessibles et en associant un temps à
chaque saut, on peut obtenir une évolution du système en fonction du temps. Avant d’introduire le
nouveau pas élémentaire, il faut définir la notion de fréquence de transition entre les états i et j, qui
correspond au nombre moyen de transitions effectuées par unités de temps. Dans une première ap-
proximation, on peut exprimer ce temps en fonction de la barrière à franchir Eb et d’une fréquence
d’attaque universelle ν0 :




La fréquence d’attaque ν0 peut-être vue comme une vibration à l’intérieur des bassins d’énergie des
états stables, chaque vibration pouvant entraîner un saut avec une probabilité p = e−
Eb
kBT . Dans la suite
on prendra ν0 = 1013s−1. On notera par ailleurs que Eb est une quantité toujours positive, définie comme
Eb = Ecol −Ei, avec Ecol l’énergie au col entre les configurations i et j. Une discussion sur la validité
de cette hypothèse est menée dans l’article de Montalenti et al. [35].
Les travaux d’Adam et al. [34, 36] ont montré qu’il était possible de modifier légèrement le pas élé-
mentaire de Métropolis classique pour introduire l’évolution temporelle (cf. schéma I.6). Le coefficient
νi qui intervient dans le calcul de l’incrément temporel est choisi comme N fois un majorant des νi j
pour les N configurations finales accessibles depuis la configuration i (par exemple, νi = Nmax j(νi j)).
Le choix de ce majorant conditionne la performance de l’algorithme, plus on peut choisir un majorant
petit, plus les pas de temps seront grands. Cependant, choisir le meilleur majorant possible pour chaque
configuration initiale i nécessite de calculer les barrières de l’ensemble des configurations accessibles.
Ceci peut s’avérer coûteux et il est alors préférable de choisir ν0 comme majorant.
Le Monte Carlo cinétique avec un pas de Metropolis tel qu’il est présenté ici est un algorithme facile
à programmer et pas plus coûteux qu’un algorithme de Monte Carlo usuel. En effet, le dénombrement




On compte le nombre d’états physiquement reliés : N.
On tire un nombre t uniforme dans [0;1] et on calcule l’incrément de temps ∆t =− ln(t)νi .
On tire uniformément un état voisin j (parmi les N physiquement reliés)





On tire un nombre r uniformément réparti dans [0;1]
r < p
On change d’état courant On reste dans l’état courant
r ≥ p
FIG. I.6 – Représentation schématique d’une itération de l’algorithme de Metropolis adapté au cas cinétique.
Les portions identiques à l’algorithme de Metropolis sont notées en gris. Le terme νi correspond à N fois un
majorant des fréquences de transition à partir de l’état initial i.
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Néanmoins, si la majorité des barrières rencontrées E i jb sont grandes devant l’énergie thermique,
mais qu’il existe quelques petites barrières, le cas est très défavorable à l’algorithme qui vient d’être
présenté. En effet, même en calculant un majorant à partir du maximum des νi j, celui-ci sera proche de
ν0 à cause des quelques petites barrières. Ensuite, puisque les configurations finales sont tirées unifor-
mément, la majorité des mouvements tentés auront une barrière importante et seront rejetés. Ainsi, le
temps simulé avancera par petits pas (car νi est grand) et le système physique n’évoluera pas (puisque
les pas à grande barrière, souvent rejetés, sont majoritaires). Ceci est illustré sur la figure I.7. Ce cas
est un cas classique pour la dynamique des défauts dans les semi-conducteurs. On rencontre plusieurs
gammes d’énergies de barrière : celles des mouvements de diffusion (faibles mais peu nombreuses à
cause de chemins préférentiels) et celles des mouvements de dissociation (hautes et assez nombreuses
car dans toutes les directions).
FIG. I.7 – Illustration du fonctionnement d’un Metropolis classique dans un cas idéal et dans un cas réel.
Chaque segment a une longueur de 1. Dans les deux cas, le choix de νi n’est pas optimal puisqu’il existe au
moins un cas où la probabilité pi→ j n’est pas 1. Dans le cas idéal, toutes les barrières sont assez identiques et le
mouvement a de bonnes chances d’avoir lieu. Dans le cas réel, une barrière est plus faible que les autres et son
νi j domine les autres, le mouvement a de forte chance d’être rejeté.
Simulations temporelles : le temps de résidence
Un algorithme classique, souvent utilisé dans les études cinétiques, est celui du temps de résidence
ou algorithme BKL dans la littérature anglo-saxone des initiales des noms des trois auteurs de l’article
de référence [37].
Les deux points négatifs de l’algorithme de Metropolis cinétique sont :
– le choix uniforme d’une configuration d’essai parmi les configurations reliées ;
– l’existence d’une probabilité de rejet dù à une majoration globale des fréquences individuelles.
Ces deux points trouvent une solution dans l’algorithme du temps de résidence. Tous les taux de tran-
sitions νi j à partir de la position courante i sont calculés et on choisit la configuration suivante avec
une probabilité pi j proportionnelle à νi j. Ensuite, le temps de résidence dans l’état i est obtenu à partir
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du temps moyen 1νi où νi = ∑ j νi j. Ceci revient à regrouper dans la vue schématique I.7 tous les seg-
ments épais sur le début de la droite et à considérer comme longueur du segment totale la longueur des
segments épais seulement.
Pour résumer, dans l’algorithme classique, on a N événements correspondant à des sauts individuels
dont on majore chacune des fréquences de saut νi j par une valeur νi globale. Dans l’algorithme de
temps de résidence, on a un unique événement qui est le saut hors de l’état courant, avec une fréquence
de saut définie par νi = ∑ j νi j qui maximise le pas de temps.
Du point de vue de la programmation, l’algorithme de temps de résidence est plus complexe et plus
coûteux que l’algorithme classique car il nécessite de dresser la liste de tous les mouvements accessibles
à partir de la configuration courante et d’en calculer les barrières. Cependant, c’est l’algorithme qui
donne des pas de temps maximums et qui permet, de plus, d’avoir un mouvement à chaque pas.
Le schéma du temps de résidence est présenté sur la figure I.8. C’est cet algorithme que nous utili-
serons dans la suite de ce travail.
État courant
Pour chacun des états j physiquement reliés, on calcule νi j.
On tire un nombre t uniforme dans [0;1] et on calcule l’incrément de temps ∆t =− ln(t)νi .
On sélectionne l’état j suivant selon sa probabilité pi j = νi jνi
On effectue le saut de i vers j.
FIG. I.8 – Représentation schématique d’une itération de l’algorithme du temps de résidence.
Nous allons maintenant présenter plusieurs cas particulier que nous avons étudié et où l’algorithme
du temps de résidence présente ses limites.
I 2.2) Le piège des bassins d’énergie
Il peut arriver pendant une simulation cinétique, que seul un nombre restreint de configurations soit
visité, ces configurations correspondant à une évolution localisée dans une région particulière de la boîte
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de simulation. Par exemple, un groupe de cinq lacunes dans du silicium se positionne dans sa géométrie
la plus stable pour former, en association avec un silicium, un anneau sur six sites. Ce silicium peut
alors librement tourner dans cet anneau avec de faibles barrières d’énergie. Par contre la géométrie
en anneau est très stable et les barrières pour changer de forme sont assez élevées. Cette situation est
représentée sur la figure I.9. Elle est particulièrement pénalisante dans le cas où on étudie la diffusion
puisque la très grande majorité des pas du Monte Carlo cinétique consistera en une rotation du silicium
libre à l’intérieur de l’anneau. On n’observera pas suffisament de diffusion à longue portée pour obtenir
une statistique fiable quant à la diffusion.
FIG. I.9 – Représentation schématique du puits d’énergie créé par un groupe de 5 lacunes dans du silicum. Les
cercles blancs représentent les lacunes et les cercles gris sont du silicium.
Soit (Σ), l’ensemble des configurations reliées par de faibles probabilités en regard de celles permet-
tant de sortir de (Σ). On se place ici dans le cas d’un puits, ce qui signifie que (Σ) est un ensemble fini.
L’idée, pour résoudre le problème des multiples aller-retours à l’intérieur de (Σ), consiste à ne considé-
rer (Σ) que comme une unique configuration, ne laissant ainsi au système que la possibilité de transiter
vers des états hors de (Σ). Il faut néanmoins adapter les probabilités de sortie de façon à conserver
l’évolution cinétique du système. La solution suivante a été proposée par Frédéric Lançon [38, 39] et a
aussi été exposée dans un article publié par La Magna et al. [40].











ω jin j(t) (I.27)
où les ni(t) sont les taux d’occupation de la configuration i à l’instant t et où ωi j représente le taux
de passage (indépendant du temps) entre la configuration i et la configuration j. La première somme
correspond à une « fuite » des éléments de ni alors que la seconde traduit « l’apport » des autres
configurations. Il existe autant d’équations de ce type que de configurations possibles pour le système.










NΣ(t) représente la somme des ni(t) propres à (Σ). Les sommes sont effectuées sur l’ensembles des
configurations à l’intérieur de (Σ) (indice i) et sur l’ensemble des configurations extérieures à (Σ) et
accessibles à partir de (Σ) (indices j). Les termes d’échange entre les configurations à l’intérieur de (Σ)



















Ainsi, si l’on considère que les ωi j
ni(t)
NΣ(t)
sont les taux de sortie de (Σ), alors NΣ joue le même rôle
qu’un ni quelconque. Il faut toutefois remarquer que dans ce cas les taux dépendent du temps. Pour
complètement identifier (Σ) à une configuration, il faut faire disparaître cette dépendance en temps.
Pour cela, une approximation est nécessaire. Puisque le système transite rapidement entre les confi-
gurations de (Σ), et n’en sort que très rarement, on peut légitimement poser qu’au moment de sortir
de (Σ), le système a atteint localement une répartition d’équilibre (c’est-à-dire dnidt ≈ 0). En d’autres
























Finalement, l’algorithme du temps de résidence est modifié de la façon suivante :
– Le système est dans une configuration i ;
– On cherche si on peut construire un "puits" autour de cette configuration. Pour cela, on parcourt
l’ensemble des configurations accessibles depuis la configuration i et on construit (Σ) en suivant
un critère de choix entre petites et grandes barrières ;
– Les mouvements permettant de sortir de la configuration actuelle sont ceux rencontrés qui pos-
sèdent une grande barrière. On corrige alors leur probabilité par les termes d’occupation à l’équi-
libre des configurations du puits ;
– On tire le temps de résidence suivant la loi habituelle puis on effectue le mouvement.
Implémentation par parcours exhaustif
Au niveau de l’implémentation d’un tel algorithme, le deuxième point est assez difficile à faire :
il nécessite d’envisager tous les sauts possibles à partir d’une configuration donnée et qui ne font in-
tervenir que des petites barrières. Cette exploration exhaustive nécessite de stocker les configurations
rencontrées et de stocker leurs mouvements de sortie. Ceci n’est possible que si le cardinal de (Σ) n’est
pas trop grand. Typiquement, ça fonctionne bien pour le problème du groupe de cinq lacunes donné en
exemple, mais ne fonctionne pas pour un groupe de 4 lacunes car le nombre de configurations reliées
par des petites barrières est trop grand pour son stockage efficace en mémoire.
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Nouvel algorithme par construction à la volée
Pour contourner ce problème des puits avec de nombreuses configurations, nous proposons un algo-
rithme de parcours de (Σ) à la volée. On part donc d’un algorithme cinétique de temps de résidence. On
se donne un critère permettant de différencier un mouvement dit « petite barrière », d’un mouvement
« grande barrière ».
Chaque pas qui est effectué avec une petite barrière, est appelé mouvement stationnaire. Un tableau
stocke l’ensemble des sites11 du réseau qui pourraient subir une modification suite à un mouvement
petite barrière. On retire, d’autre part, de ce tableau les sites ayant subit une telle modification.
L’ensemble (Σ) a été complètement décrit lorsque le nombre de sites restant à visiter par un mou-
vement stationnaire arrive à zéro12. On est bien alors dans le cas qui pose problème : une suite de
mouvements reste cantonnée dans une zone de l’espace (on ne visite plus de nouveaux sites) et le temps
simulé n’avance pas vite (les barrières franchies ne sont que des petites barrières).
Une fois l’état stationnaire détecté, on se retrouve dans le cas traité par la recherche exhaustive :
il faut incrémenter correctement le temps et choisir un mouvement de sortie. Dans l’algorithme de










où i correspond à l’ensemble des configurations à l’intérieur de (Σ) et j indice l’ensemble des configu-
rations de sortie de (Σ). On peut voir la fraction ni(t)NΣ(t) comme la probabilité de trouver la configuration
i dans (Σ). Ainsi, on peut aussi obtenir Ω à la volée, au bout de N pas stationnaires, en construisant la









α j τα (I.30)
où τα est le temps écoulé pendant le pas α et ω
grande barrie`re
α j le taux de sortie de la configuration α vers
une configuration j avec une grande barrière. On peut analytiquement tranformer la somme sur α (i.e.
sur les configurations rencontrées pendant la simulation) en somme sur i (correspondant à l’ensemble























11Il est important de noter que l’on ne stocke pas ici les configurations rencontrées, car c’est ce qui crée le problème de
mémoire de l’exploration exhaustive, on ne stocke ici que les sites qui subissent une modification lors d’un mouvement.




Ceci correspond à sommer l’ensemble des fréquences de saut grandes-barrières pour chaque mouve-
ment stationnaire multiplié par le temps requis par ce mouvement puis à diviser par le temps total passé
à rechercher l’état stationnaire.
À ce stade, il est donc possible de détecter facilement un état stationnaire et d’obtenir le terme per-
mettant l’incrémentation du temps. Il reste alors à choisir un mouvement de sortie de (Σ) respectant
les probabilités ωi j
ni(t)
NΣ(t)
. Pour cela, on effectue des pas de Metropolis cinétique (sans incrémenter le
temps) jusqu’à sortir de (Σ). Ces pas sont un peu particuliers : en effet, on ne place dans la liste des
mouvements possibles depuis la configuration courante que les mouvements de sortie accessibles de-
puis cette configuration et on choisit comme majorant des νi j (cf. page 39) le majorant de l’ensemble
des mouvements de sortie de l’état i. Si le tirage d’un nombre aléatoire n’amène pas à sortir à partir de
la configuration courante, on se déplace dans une autre configuration de (Σ) (en respectant les proba-
bilités de mouvement) et on ressaye de sortir. Le choix du taux maximum de l’état i comme majorant,
assure qu’il existe un mouvement de sortie avec une probabilité de 1 et accélère ainsi la sortie de l’état
stationnaire.
Cet algorithme a été implémenté et utilisé pour obtenir des valeurs de diffusion d’agrégats lacunaires,
impossible à obtenir par l’algorithme de temps de résidence classique.
Limitations
Aucun des deux algorithmes, exhaustif ou « à la volée », n’apporte de solution au problème des puits
d’énergie si la barrière pour sortir du puits est constituée de multiples sauts petites barrières faisant
progressivement monter l’énergie (cf. figure I.10). Ce problème est par exemple illustré par le piégeage
d’une lacune dans une couche de germanium dans du silicium. Il est possible de simuler la diffusion de
la lacune dans le germanium, mais la diffusion dans le silicium ne restera constituée que de phénomènes
très rares.
FIG. I.10 – Représentation schématique d’un puits d’énergie dont les parois sont constituées d’un ensemble
de petites barrières. Ce type de puits pose problème à l’algorithme exhaustif aussi bien qu’à l’algorithme « à la
volée ».
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Ce problème reste un problème ouvert.
I 2.3) Différentes façons de calculer les variations d’énergie
Nous venons de détailler les algorithmes permettant de simuler l’évolution temporelle de systèmes
avec un grand nombre de particules. Ces outils Monte Carlo reposent sur l’hypothèse de pouvoir cal-
culer rapidement l’énergie d’une configuration donnée. Ces configurations sont toujours des configura-
tions particulières, représentant des minima locaux ou des points cols.
Pour cela, on écrit que l’énergie totale est une fonction de la nature chimique des voisinages plus
ou moins étendus de chaque atome du système. Le choix des voisinages utilisés est appelé par la suite
modèle énergétique. Nous en avons proposé plusieurs types selon le système étudié :
– un modèle où l’énergie s’écrit comme la somme d’énergies associées aux liaisons. Dans un sys-
tème avec deux types d’atomes, par exemple, il y a trois types de liaisons : A−A, B−B et A−B.
On a alors :
E = NA−AEA−A +NA−BEA−B +NB−BEB−B (I.33)
où Nα est le nombre de liaisons de type α dans la boîté considérée. L’hypothèse principale de ce
modèle est que l’environnement de la paire n’a pas d’influence sur son énergie. Ceci est valable
uniquement dans les solides dont l’effet de taille est réduit, comme les alliages SiGe (sans défauts).







Dans le réseau diamant, les formes géométriques constituées par un atome et ses premiers voisins
sont des tétraèdres réguliers. On associe une énergie à chacun de ces tétraèdres, pour un système
constitué de trois espèces différentes, le nombre de tétraèdres différents (et donc de paramètres
pour le modèle) est de 45.
– un modèle imitant celui des tétraèdres mais pour les liaisons : on écrit l’énergie totale comme une
somme d’énergies de liaisons corrigées par leur environnement proche.
E = ∑(Eliaison +Eenvironnement) (I.35)
Chaque paramètre de ce modèle est ainsi indexé par la connaissance de la nature des deux atomes
à l’extrémité de la liaison observée et des 6 atomes qui les entourent. Pour un système ternaire sur
le réseau diamant, le nombre de paramètres est alors de 141.
– un dernier modèle essayant de prendre en compte certaines spécificités du réseau diamant : le
fait que les plus petits chemins fermés sont des hexagones. C’est une extension du modèle de
tétraèdres où les écarts restant entre le modèle et les calculs servant de références sont projetés
sur un découpage de la boîte en hexagones :
E = ∑Ete´trae`dre +∑Ehexagone (I.36)
Pour un système ternaire, le nombre d’hexagones à calculer est de 96.
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Le calcul des paramètres est réalisé à chaque fois en effectuant une minimisation aux moindres
carrés par rapport à un ensemble de calculs ab initio qui constitue une base de données. Le choix du
modèle énergétique est donc limité par la possibilité de constituer cette base de données. Le modèle de
tétraèdres est ainsi le seul réellement accessible aux vues du nombre de calculs ab initio nécessaires. Il
permet toutefois d’obtenir des résultats corrects.
Les autres modèles ont été testés à partir d’une base ab initio obtenue avec des paramètres de conver-
gence très restrictifs. Le modèle de liaisons s’avère être insuffisant pour décrire un système avec des la-
cunes. Au contraire, les modèles étendus (liaisons et environnement ou tétraèdres et hexagones) donnent
de bons résultats mais à peine meilleurs que ceux obtenus avec le modèle tétraédrique, ce qui conforte
le choix de ce dernier.
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Avant de commencer une étude dynamique de la diffusion dans Si ou SiGe, nous allons nous in-
téresser aux défauts dans leur état d’équilibre. En effet, ce sont les défauts qui sont à la base de la
diffusion, soit en tant que médiateurs de celle-ci, comme c’est le cas des défauts lacunaires et des dé-
fauts interstitiels ; soit en tant qu’états intermédiaires de la diffusion comme c’est le cas pour les défauts
intrinsèques1.
Ce chapitre se découpe en trois parties :
– les défauts lacunaires ;
1défaut intrinsèque : défaut sans ajout ou manque d’atome dans le cristal, il correspond à une réorganisation locale de
certains atomes.
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– les défauts interstitiels ;
– les défauts intrinsèques.
Chaque partie sera l’occasion d’une étude ab initio approfondie de l’énergie de formation et de la
géométrie de ces différents défauts.
II 1 Défauts lacunaires
II 1.1) Quelques informations sur ces défauts
Un défaut lacunaire est un défaut ponctuel dans un cristal correspondant à l’absence d’un atome sur
un site du réseau. Ce défaut peut être créé selon deux classes de mécanismes : seul, on parle de méca-
nisme de Schottky ; en combinaison avec un interstitiel, on parle de mécanisme de Frenkel. Le premier
type de mécanisme, celui de Schottky, a majoritairement lieu au voisinage d’une surface ou proche de
défauts étendus comme les dislocations. Le second type, dit de Frenkel, peut avoir lieu dans le massif. Il
correspond à une génération de défauts dans une zone qui n’en possédait pas, généralement provoquée
par une irradiation. Dans différents types de matériaux, et en particulier dans les semi-conducteurs, les
lacunes peuvent avoir un état de charge, neutre, positif, négatif, doublement négatif... Dans la suite de
ce travail, nous ne nous intéressons qu’aux seules lacunes neutres. En effet, l’effet de charge est dû à
l’introduction d’un dopant, or nous ne nous intéresserons qu’à des matériaux de la même colonne que
le silicium dans la classification périodique.
Expérimentalement, les lacunes peuvent être mises en évidence, souvent indirectement, parfois di-
rectement, de différentes façons :
– Watkins et Corbett [2, 41] ont utilisé dans les années 1960 la résonance paramagnétique des élec-
trons pour caractériser un complexe identifié comme une paire phosphore-lacune dans le silicium,
donnant une mesure indirecte de l’énergie de formation de la lacune dans ce matériau.
– Des marqueurs métalliques tels que l’or sont piégés par les petites cavités formées par l’agré-
gation de plusieurs lacunes, comme l’ont montré Venezia et al. [42]. Ceci permet ensuite une
visualisation directe au MET2.
– La spectroscopie d’annihilation de positrons (SAP) permet la détection de défauts dans une
gamme de concentration de 1015 cm−3 à 1019 cm−3. Une revue récente est proposée par Knights
et Coleman [43] quant à l’utilisation de cette technique.
D’autres méthodes, classiques dans les métaux, sont inadaptées dans le cas du silicium. Par exemple,
les mesures par dilatométrie sont inefficaces à cause de la trop faible concentration en lacunes et d’une
variation de volume trop petite. En règle générale, ce problème de faible concentration en lacunes dans
le silicium rend difficile les mesures. Pour illustrer ceci, il suffit de voir que les mesures par positrons
(SAP) ne permettent la détection qu’à partir de 10−8 lacunes par site environ, alors que la concentration
d’équilibre thermique à 1000K est d’environ 10−15 lacunes par site.
À la suite de plusieurs expériences, différentes équipes ont proposé des valeurs pour l’énergie de
formation du défaut lacunaire aussi bien dans le silicium que dans le germanium. Ces résultats sont
2MET : Microscope Électronique en Transmission
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rassemblés dans le tableau II.1. Il convient toutefois de garder à l’esprit que ces mesures sont toutes
indirectes.
Si Ge
Logan [1] en 1956 ≃ 2eV
Watkins et al. [2] en 1964 3,6±0,5eV
Lannoo et al. [44] en 1981 1,7−2,7eV
Van Vechten [45] en 1986 2,4±0,2eV
Dannefaer et al. [46] en 1986 3,6±0,2eV
TAB. II.1 – Mesures expérimentales de l’énergie de formation d’un défaut lacunaire dans le silicium ou dans le
germanium.
Enfin, dans les matériaux dont le réseau cristallin correspond à celui du diamant, une lacune se
trouve majoritairement dans deux états de symétrie :
– un état 4¯3m (ou Td en suivant la notation de Schoenflies [47]) dans lequel les premiers voisins
sont uniformément déplacés soit vers la cavité, soit repoussés par celle-ci (cf. figure II.1-a).
– un second état 4¯2m (ou D2d) dans lequel les premiers voisins s’attirent deux à deux (cf. figure
II.1-b), formant un complexe de moindre symétrie.
a) b)
FIG. II.1 – Représentation des deux états de symétrie de la lacune dans le silicium : a) Td et b) D2d .
On parle d’effet Jahn-Teller lorsque le passage de l’état de haute symétrie à celui de plus basse
symétrie est accompagné d’une diminution de l’énergie du défaut par une levée de dégénérescence de
certains niveaux électroniques. C’est le cas dans le silicium mais aussi, dans une moindre mesure, dans
le germanium comme nous le verrons un peu plus loin.
Nous utiliserons deux paramètres pour quantifier la déformation due à la lacune (cf. figure II.1) :
– α, décrit la déformation radiale par rapport à la position de la lacune : α = aJTa0 −1. Il est négatif
dans le cas d’une contraction, −50% correspondrait à une diminution de moitié de la distance
lacune-premiers voisins.
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– β, quantifie l’effet Jahn-Teller en décrivant la déformation du tétraèdre formé par les quatre pre-
miers voisins d’une lacune : β = bJT
b0
− 1 (où b0 est la distance entre seconds voisins pour un
système à symétrie Td ayant une distance premiers voisins définie par aJT ). Dans le cas du sili-
cium ou du germanium, la symétrie passe de Td à D2d , ce qui correspond à une déformation deux
à deux des sommets. β permet de quantifier cette déformation. Il est négatif dans le cas d’une
contraction deux à deux.
II 1.2) Étude numérique de la lacune simple dans Si, Ge et SiGe
L’énergie de formation ou l’effet Jahn-Teller ont beaucoup été étudiés dans le silicium par des mé-
thodes numériques, en particulier ab initio. Un point très important de ces calculs concerne le problème
de convergence, d’une part au niveau de la taille de la super-cellule (pour éviter de compter une inter-
action entre lacunes répliquées par la périodicité des super-cellules, cf. chapitre I 1.1)) et d’autre part
au niveau du maillage de la zone de Brillouin.
Énergie de formation élevée dans Si et dans Ge
Plusieurs travaux [48, 49, 50, 51, 52, 53, 54] ont déjà étudié les problèmes de convergence dans le
silicium dans le cadre de la LDA. Cependant, comme le montre la dispersion des points sur la figure
II.2, il n’est pas aisé de tirer de conclusions quant à la valeur de E f . Cette dispersion est due en par-
tie à la nécessité de prendre des valeurs d’énergie de coupure assez basses pour limiter le temps de
calcul. L’amélioration des capacités numériques des ordinateurs, permet aujourd’hui, tout en prenant
une valeur d’énergie de coupure assez élevée (≃ 340eV pour le silicium et ≃ 400eV pour le germa-
nium), d’explorer une large gamme de paramètres de convergence au niveau de la taille de la boîte ou
de l’intégration de la zone de Brilouin.
Nous avons réalisé une étude pour Si et Ge de systèmes dont la taille de la boîte et le maillage de
la zone de Brillouin varient. Les paramètres vont de 64-Γ à 64-4× 4× 4 et de 216-Γ à 216-2× 2× 2.
Les valeurs obtenues sont résumées dans le tableau II.2 et les figures II.2 et II.3 permettent de comparer
celles-ci avec celles de travaux antérieurs.










TAB. II.2 – Valeurs d’énergie de formation de la lacune dans le silicium ou le germanium en fonction de la
taille de la super-cellule et du maillage de la zone de Brillouin pour l’intégration en points k. Le calcul noté a a
été effectué sans relaxation de la géométrie (il garde celle de 216-2×2×2).
Nos résultats pour Si et Ge permettent de tirer les conclusions suivantes :
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Antonelli (Ondes planes 16Ry)
Kumeda (Ondes planes 12Ry)
Puska (Ondes planes 15Ry)
Seong (Ondes planes 10Ry)
Ce travail (Ondes planes 25Ry)
Énergie de formation de la lacune dans le silicium
Étude de convergence ab initio
Zone pour la valeur expérimentale (Dannefaer)
FIG. II.2 – Valeurs d’énergies de formation pour la lacune dans le silicium obtenues par ab initio dans un
formalisme DFT-LDA. Les valeurs issues de la littérature sont comparées avec nos résultats. Les auteurs cités
correspondent aux références suivantes : El-Mellouhi [48], Antonelli [49], Kumeda [50], Puska [51, 52] et
Seong [53]. Les symboles vides font référence à un calcul dans une boîte contenant 63 atomes, les symboles
tramés à un calcul avec 215 atomes et les symboles pleins à des calculs avec 511 atomes.
– La convergence de l’énergie de formation est très lente, aussi bien dans Si que dans Ge : il faut un
produit (taille de la boîte×maillage en points k) au moins égal à six3 pour obtenir une énergie de
formation convergée.
– L’énergie de formation d’une lacune isolée dans Si et celle dans Ge sont assez différentes, bien
qu’élevées dans les deux cas, en comparaison avec d’autres matériaux comme les métaux usuels.
Par exemple, pour l’argent, E f = 1,10eV ou pour le nickel, E f = 1,80eV (cf. Landolt-Börn-
stein [55]).
– Le champ élastique est important dans le silicium : non seulement il faut une bonne intégration
en points k mais il faut aussi une boîte assez grande pour éviter les interactions entre les lacunes
répliques lors du calcul. Au contraire, le champ élastique est faible dans le germanium, seule la
bonne intégration en points k est importante.
– Grâce à deux intégrations équivalentes de la zone de Brillouin (par exemple 512-Γ et 64-2×2×2),
on peut estimer l’énergie d’interaction élastique à longue portée. Dans le silicium, cette interaction
est attractive (car l’énergie de formation à 64 sites est plus basse que celle à 216 sites). Elle vaut
3C’est-à-dire 64-3× 3× 3 ou 216-2× 2× 2. En effet, 216 sites correspondent à une reproduction triple de la maille
élémentaire dans les trois directions de l’espace : 216= 8×33, d’où une zone de Brillouin d’abord divisée par 3 pour la taille
de la boîte, puis divisée par 2 par le maillage en points k, ce qui donne le facteur 6 annoncé.
53
II. DÉFAUTS PONCTUELS DANS SI, GE ET SIGE
1 2 3 4
















Fazzio (Ondes planes 12Ry - 128 atomes)
Ce travail (Ondes planes 30Ry)
Énergie de formation de la lacune dans le germanium
Étude de convergence ab initio
Zone pour la valeur expérimentale (Lannoo)
FIG. II.3 – Valeurs d’énergies de formation pour la lacune dans le germanium obtenues par ab initio dans un
formalisme DFT-LDA. La référence citée correspond au travail de Fazzio [54]. Les symboles vides font référence
à un calcul dans une boîte contenant 63 atomes et les symboles tramés à un calcul avec 215 atomes.
0,12eV entre une lacune dans 63 silicium et une lacune dans 511 silicium et 0,11eV entre un
calcul dans 64-3×3×3 et 216-2×2×2. Dans le germanium cette interaction est très faible, elle
vaut 0,04eV entre un calcul dans 64-3×3×3 et 216-2×2×2, soit trois fois moins que dans le
silicium.
Nos résultats montrent des énergies de formation dans le silicium et le germanium autour de la limite
supérieure des valeurs expérimentales. On peut imputer ceci au fait que les calculs on été effectués
sur le paramètre de maille expérimental (respectivement 5.4298Å et 5.6580Å pour le silicium et le
germanium) et non au niveau du paramètre obtenu en LDA (respectivement 5.391Å et 5.584Å). Les
systèmes calculés sont donc légèrement en tension, ce qui augmente l’énergie de formation des lacunes
de quelques dizième d’électrons-volts (cf. l’article de conférence de Diebel et al. [56]).
Effet Jahn-Teller important dans Si, faible dans Ge
Pour l’ensemble des systèmes calculés précédemment, nous avons mesuré les amplitudes géomé-
triques α et β (cf. figure II.1) de l’effet Jahn-Teller (cf. tableau II.3).
Dans les deux matériaux, Si et Ge, la lacune entraine une contraction notable de ≃ 12% des quatre
premiers voisins. La géométrie autour de la lacune dans le silicium présente une diminution de la
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TAB. II.3 – Mesure de l’effet Jahn-Teller dans le silicium et le germanium. La géométrie dans Si est convergée
à partir d’un calcul dans une boîte de 216 sites avec le point Γ. L’effet Jahn-Teller est inexistant dans des boîtes
plus petite (paramètre β nul). La géométrie dans le germanium est correcte dès les boîtes de 64 sites.
symétrie de Td à D2d avec une forte attirance des premiers voisins deux à deux : ≃ 9% de contraction.
De plus, cet effet n’est observé que pour des boîtes avec au moins 216 sites comme l’avait déjà montré
Probert et al. [57], confirmant la lente convergence des calculs ab initio en présence d’une lacune dans
Si. Dans le germanium, il n’y a pas ou très peu d’effet Jahn-Teller et la géométrie est convergée avec
une bonne précision dès les boîtes de 64 sites. Dans les deux cas, la géométrie du système n’est pas
significativement affectée par l’augmentation du nombre de points k comme l’ont montré Zywietz et
al. [58] dans le silicium et le carbone.
À retenir II.1 Dans la suite de ce travail, nous utiliserons les résultats des calculs dans des boîtes
de 216 sites avec le seul point Γ dès que des lacunes seront en jeu dans des boîtes majoritairement en
silicium. Ces paramètres permettent de correctement obtenir la géométrie des systèmes lacunaires dans
ces matériaux.
L’utilisation d’un maillage 2×2×2 et de 216 sites pour le silicium n’est nécessaire que pour obtenir
des énergies de formation.
Affinité de la lacune et du germanium dans du silicium
Lorsque l’on place du germanium dans une maille de silicium au voisinage d’une lacune, l’énergie
de formation de la lacune est abaissée, comme le montrent les valeurs du tableau II.4. Avec seulement
quatre voisins en germanium, E f passe de 3,52eV dans le silicium pur à 2,95eV, soit une diminution
de presque 0,6eV. Ainsi dans un alliage de SiGe, les atomes de germanium agissent comme des pièges
pour les lacunes. Cette affirmation est en accord avec les résultats expérimentaux de Mesli et al. [59].
On se trouve ici dans le cas d’un matériau mixte Si et Ge et les amplitudes géométriques α et β de
l’effet Jahn-Teller doivent être indicées par la nature chimique des voisins X ou Y de la lacune :
– αX correspond à la variation radiale de la position de l’atome X premier voisin de la lacune ;
– βXY correspond à la variation de position deux à deux des atomes de l’espèce X et de l’espèce Y .
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Le calcul du paramètre α pour le germanium a été fait en prenant comme longueur de référence la
longueur de liaison dans le germanium pur et non celle du silicium, bien que les calculs aient été fait
avec des boîtes dont la taille correspond au paramètre de maille du silicium. Ceci permet de voir si
l’environnement de la lacune se comporte ou non comme dans du germanium relaxé.
Les résultats des mesures de α et β, présentés dans le tableau II.4 permettent de distinguer deux
phénomènes :
– D’une part, la contraction radiale, mesurée par αGe, diminue avec le nombre de voisins en ger-
manium. Ainsi, plus les germaniums sont nombreux autour de la lacune, plus l’environnement
est ressenti comme celui du germanium relaxé au niveau des variations radiales de position. De
plus, cette transition vers un environnement pur germanium est continu et rapide : quatre voisins
suffisent à faire passer αGe de −17% à −15% alors que la valeur dans le germanium relaxé est de
−13%.
– D’autre part, l’existence de la symétrie D2d comme état d’équilibre reste valable dans les dif-
férents cas testés. L’amplitude géométrique de l’effet Jahn-Teller existe encore avec les quatre
premiers voisins en germanium et sa valeur reste assez proche de celle obtenue dans le silicium
pur. Ceci soulève différentes interrogations : à partir de quand l’effet Jahn-Teller disparaît-il lors-
qu’on rajoute du germanium autour d’une lacune dans du silicium ? La contrainte sur le paramètre
de maille du silicium est-il un facteur limitant la disparition du phénomène ? La transition entre
symétrie D2d dans le silicium et presque Td dans le germanium est-elle continue ou brutale avec
l’augmentation locale de la concentration en germanium ? Ces différentes questions ne seront pas
traitées ici car elles n’influencent pas au premier ordre la diffusion lacunaire dans Si et SiGe. Elles
constituent néanmoins un approfondissement intéressant de ce travail.
Si pur Si + 1 Ge Si + 2 Ge
E f 3,52eV 3,39eV 3,23eV
αSi =−12% αSi =−12% αSi =−10%
Jahn-Teller αGe =−17% αGe =−16%
βSiSi =−9% βSiSi =−10% βSiSi = 9%
βSiGe =−6% βSiGe =−7%
βGeGe = 8%
Si + 3 Ge Si + 4 Ge Ge pur
E f 3,09eV 2,95eV 2,08eV
αSi =−10%
Jahn-Teller αGe =−16% αGe =−15% αGe =−13%
βSiGe =−9%
βGeGe =−7% βGeGe =−7% βGeGe <−1%
TAB. II.4 – Évolution de l’énergie de formation de la lacune dans un cristal de silicium en fonction de son
nombre de voisins de germanium. La valeur dans le germanium pur (calculée avec son paramètre de maille
expérimental avec Ec = 400eV) est rappelée à titre de comparaison. Les variations de la géométrie dans le
germanium sont calculées par rapport à une longueur de liaisons dans le silicium. Les calculs ont été fait en
DFT-LDA dans une boîte de 216 sites au point Γ avec Ec = 340eV.
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Dans le cas lacune + 1Ge, les états avec ou sans effet Jahn-Teller sont des points singuliers, ce qui
permet de quantifier l’énergie gagnée grâce à la relaxation de Jahn-Teller. Calculée dans une boîte de
216 sites avec le point Γ, l’énergie gagnée est de 0,17eV.
Dans ce même cas (lacune + 1Ge), la localisation des fonctions d’ondes par représentation des
centres des fonctions de Wannier (cf. page 30) permet d’affirmer que l’effet Jahn-Teller est d’origine
électronique. Les quatre atomes voisins de la lacune, se trouvant avec une liaison pendante, cherchent à
apparier leur électron. Dans le cas le plus symétrique (Td), l’appariement se fait entre les trois électrons
des siliciums premiers voisins de la lacune d’une part et le germanium retient proche de lui son électron
non apparié d’autre part (cf. figure II.4-a). Dans le cas de la symétrie D2d , le germanium joue le même
rôle que dans le silicium massif et les électrons des atomes premiers voisins s’apparient deux à deux,
comme représenté sur la figure II.4-b.
a) b)
FIG. II.4 – Représentation de la position des centres des fonctions de Wannier, illustrant l’effet électronique de
la relaxation de Jahn-Teller pour la paire lacune-germanium dans le silicium. Seules les centres des fonctions de
Wannier des premiers voisins de la lacune sont représentés (cubes sombres). Dans la partie (a) de la figure, la
symétrie est Td , les deux centres de fonctions de Wannier proches de la lacune sont séparés entre les trois siliciums
voisins et le germanium. Les lignes oranges entre les trois siliciums premiers voisins et leur centre de fonctions
de Wannier commun ne sont tracées que pour aider la visualisation de la position de ce centre de Wannier. Dans
la partie (b), de symétrie D2d , les deux centres sont partagés par les premiers voisins deux à deux (un dans le
plan de la figure, l’autre dans un plan perpendiculaire).
II 1.3) Agrégation dans le silicium
Après avoir vu en détails l’état d’une lacune, nous allons nous intéresser à des ensembles de plusieurs
lacunes. En effet, dès 1965, Watkins et al. [41] proposaient d’associer des spectres de résonance para-
magnétique particuliers aux états de charge de deux lacunes groupées (appelé par la suite bi-lacune).
Plus récemment (1998 et 2001), des observations (cf. les travaux de Venezia et al. [42, 60]) à l’aide
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de traceurs d’or ont mis en évidence de petites cavités de 15Å de diamètre dans du silicium à forte
concentration en défauts. Parallèlement à ces travaux expérimentaux, il a été montré numériquement,
qu’un état groupé d’un ensemble de lacunes est toujours plus favorable qu’un état où les lacunes sont
séparées.
L’étude numérique des agrégats de lacunes a majoritairement été faite jusqu’à présent à l’aide des
liaisons fortes dont on peut citer les articles suivants : Staab et al. [61], Akiyama et al. [62], Bongiorno
et al. [63] ou encore Chakravarthi et al. [64]. Il existe aussi une étude ab initio utilisant le formalisme
d’Hartree-Fock, publiée par Estreicher et al. [65] en 1997. Ces études montrent en particulier (Bon-
giorno et al. [63]) que la croissance de petits amas de lacunes se fait en maximisant le nombre d’hexa-
gones formés jusqu’à une taille d’agrégats de 24 lacunes, ensuite la croissance se fait en favorisant les
géométries de type sphérique.
Nous avons étudié par ab initio des agrégats de petites tailles (n < 11). Les calculs ont été faits en
DFT-LDA dans des boîtes de 216 sites au point Γ et avec Ec = 340eV. Nous avons aussi testé les résultats
donnés par deux potentiels empiriques : le potentiel de Bazant et celui de Tersoff dans sa troisième
version (cf. page 36). Nous comparons ici les différentes méthodes afin de déterminer lesquelles sont
appropriées à l’étude de la diffusion lacunaire.
Les énergies de formation obtenues avec les différentes méthodes suivent une même évolution (cf.
figure II.5). Toutes les tailles d’agrégats sont stables par rapport à des lacunes dispersées puisque la

























Taille de l’agrégat de lacunes
Bongiorno (liaisons fortes)
Staab (liaisons fortes)
potentiel de Bazant (ce travail)
potentiel de Tersoff III (ce travail)
Ab initio (ce travail)
FIG. II.5 – Comparaisons des énergies de formation d’agrégats de lacunes entre différentes méthodes numé-
riques. Les résultats de Bongiorno sont tirés de son article ref. [63] et ceux de Staab viennent de l’article ref. [61].
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L’étude d’une telle courbe n’est cependant pas aisée et il est préférable de lui substituer une courbe
d’énergie de dissociation, correspondant à l’énergie qu’il faut fournir pour éjecter une lacune d’un amas
de taille n : ED(n) =E f (n−1)+E f (1)−E f (n). Une telle définition permet de parler de stabilité relative
pour chaque agrégat : ainsi un agrégat de taille n dont ED(n) > ED(n+ 1) et ED(n) > ED(n− 1) sera
un agrégat particulièrement stable, les agrégats de taille n−1 et n+1 captant ou se séparant facilement
d’une lacune pour obtenir une taille n.
Quand on compare les résultats ab initio aux résultats des potentiels empiriques (cf. figure II.6-a)),
on observe que la stabilité relative des agrégats n’est plus en accord dès n = 5. Ceci écarte donc les
potentiels pour le calcul de la diffusion des lacunes dans le silicium en présence d’agrégats puisque les

















Taille de l’agrégat de lacunes
potentiel de Bazant (ce travail)
potentiel de Tersoff III (ce travail)





















Ab initio (ce travail)
FIG. II.6 – Comparaisons des énergies de dissociation d’agrégats de lacunes entre différentes méthodes numé-
riques. Les résultats de Bongiorno sont tirés de son article ref. [63], ceux de Staab viennent de l’article ref. [61]
et ceux d’Estreicher de l’article [65].
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Si l’on compare maintenant les résultats ab initio aux résultats des calculs en liaisons fortes (cf.
figure II.6-b)), on constate que l’accord qualitatif est bon jusqu’à 7 lacunes. Ils mettent en évidence
la grande stabilité des agrégats de 2 ou de 6 lacunes. Au-delà de 7 lacunes, les stabilités relatives ne
sont plus en accord. Cependant pour des agrégats contenant plus de 6 lacunes, les résultats ab initio
ne sont pas suffisament fiables pour faire référence à cause de l’importance relative de la taille de
l’agrégat par rapport à la taille de la super-cellule utilisée pour le calcul. Les valeurs proposées ici
ne sont données qu’à titre indicatifs et ne sont pas utilisées par la suite. Si l’on compare maintenant
les valeurs numériques pour les agrégats de taille inférieure à 6 lacunes, on constate des différences
pouvant aller jusqu’à 0,7eV. Or ces énergies de dissociation sont importantes car elles gouvernent en
partie la cinétique des mouvements comme nous le verrons au chapitre IV. Leur estimation précise est
une nécessité pour obtenir des valeurs quantitatives sur la diffusion. C’est pourquoi, nous conserverons
les valeurs ab initio dans la suite de ce travail.
II 1.4) Conclusions
Les lacunes dans le silicum ont une énergie de formation qui est assez élevée (par rapport aux
lacunes dans les métaux) d’où leur faible concentration d’équilibre aux températures usuelles. L’apport
de germanium entraine une diminution de cette énergie de formation, ainsi qu’une diminution de l’effet
Jahn-Teller. Ainsi, les zones à plus forte concentration en germanium dans SiGe forment un piège pour
les lacunes.
Nous avons aussi montré la nécessité du calcul ab initio pour l’estimation précise de la stabilité
des petits agrégats de lacunes. On retiendra enfin que les populations de petits agrégats présentent des
nombres magiques : les agrégats de taille 2 et 6 étant les plus stables relativement aux autres tailles.
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II 2 Défauts interstitiels
II 2.1) Quelques informations sur ces défauts
Un défaut interstitiel est, tout comme la lacune, un défaut ponctuel. Il correspond à la présence dans
le réseau d’un atome surnuméraire. Comme la lacune, il peut être créé seul (défaut de type Schottky)
ou en association avec une lacune (défaut de type Frenkel). On retrouve les interstitiels dans les appli-
cations en micro-électronique du silicium, par exemple, lors du procédé d’oxydation : la création de
la couche d’oxyde envoie des interstitiels dans le canal. Les interstitiels peuvent être, aussi bien des
atomes de même nature que ceux du réseau (on parle d’auto-interstitiels) que des atomes de nature
différente.
L’étude expérimentale des auto-interstitiels ne peut pas être directe. En effet, aucune expérience n’a
pu mettre en évidence l’existence d’atome isolé par la méthode de résonance paramagnétique des élec-
trons (RPE), comme le rapporte Watkins [66]. Néanmoins, on peut suivre par RPE des auto-interstitiels
piégés sur des défauts ou des impuretés, ce qui permet d’obtenir des informations indirectes.
Il existe pour les interstitiels un phénomène d’agrégation, comme pour les lacunes. Plusieurs géomé-
tries ont été proposées, comme celles publiées par Arai et al. [67], contenant 3 ou 4 interstitiels groupés.
Cependant, nous nous limiterons dans ce travail aux seuls défauts mono-interstitiels. En effet, la topo-
logie des amas d’interstitiels est très variée, bien plus que celle des mono-interstitiels. De plus, l’étude
de la dynamique des mono-interstitiels mixtes Si/Ge n’ayant pas été réalisé, nous nous concentrerons
sur l’étude de ces derniers.
La géométrie des défauts interstitiels est bien plus riche que pour les lacunes. Les premières études
numériques, menées à l’aide des potentiels empiriques ou des liaisons fortes dans le silicium ont iden-
tifié plusieurs configurations de plus basse énergie :
– Le défaut tétraédrique (Wang et al. [68], Song et al. [69], Lenosky et al. [70] et Munro et al. [71]
obtenu par liaisons fortes ainsi que Batra et al. [72] et Ungar et al. [73] par potentiels empiriques).
Ce défaut correspond à une position de grande symétrie. Un atome dans cette position se trouve
être tétra-coordonné avec des longueurs de liaisons équivalentes à celle du matériau massif. On
peut trouver une vue schématique de cette position sur la figure II.7.
FIG. II.7 – Représentation schématique de la position de l’interstitiel tétraédrique dans la maille de silicium.
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– Le défaut hexagonal (Lenosky et al. [70] par liaisons fortes et Batra et al. [72] et Ungar et al. [73]
par potentiels empiriques). C’est un défaut dont la position se trouve au centre des hexagones
formés par les atomes du massif. En considérant les liaisons de la maille diamant, l’hexagone est
le plus petit chemin fermé possible. Un interstitiel hexagonal a six voisins avec des longueurs de
liaisons proches de celles du massif, comme schématisé sur la figure II.8.
FIG. II.8 – Représentation schématique de la position de l’interstitiel hexagonal dans la maille de silicium.
– Le défaut liaison centré (Maroudas et al. [74], Batra et al. [72] et Ungar et al. [73] par potentiels
empiriques). Dans cette configuration, l’atome surnuméraire vient se placer au milieu d’une liai-
son, repoussant un peu ses premiers voisins. L’interstitiel a alors deux voisins et des longueurs de
liaisons plus petites que celles du massif (cf. figure II.9).
FIG. II.9 – Représentation schématique de la position de l’interstitiel liaison centré dans la maille de silicium.
– Le défaut interstitiel dissocié [110] (Munro et al. [71] par liaisons fortes et Batra et al. [72] par
potentiels empiriques). Il est aussi appelé défaut dumbbell dans la littérature anglo-saxonne, du
fait qu’il occupe non plus une place vide de la structure diamant mais vient se positionner sur un
site occupé du réseau, formant un doublet en forme d’haltère avec l’atome substitutionnel, comme
représenté sur la figure II.10. Dans ce cas, ils s’alignent selon une direction [110].
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FIG. II.10 – Représentation schématique de la position de l’interstitiel dissocié [110] dans la maille de silicium.
– Le défaut interstitiel dissocié [001] (Maroudas et al. [74] par potentiels empiriques). C’est un
interstitiel du même type que le précédent si ce n’est que les deux atomes partageant un même
site s’orientent selon une direction [001] (cf. figure II.11).
FIG. II.11 – Représentation schématique de la position de l’interstitiel dissocié [001] dans la maille de silicium.
– défaut « étendu » (Nishihira et al. [75] et Marquès et al. [76] par des potentiels empiriques). Nous
nommerons ce défaut FFCD+I car sa géométrie associe un interstitiel à un défaut tétra-coordonné,
cf. partie II 3 pour plus de détails sur les défauts tétra-coordonnés. Sa géométrie est donnée à la
figure II.12.
FIG. II.12 – Représentation schématique de la position de l’interstitiel FFCD+I dans la maille de silicium.
Des études plus récentes, reposant sur des calculs ab initio, ont permis d’écarter certaines géomé-
tries (se révélant finalement instables ou trop chères en énergie). Ainsi, Needs [77] identifie le défaut
interstitiel dissocié [110], le défaut hexagonal et le défaut tétraédrique comme les interstitiels de plus
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basse énergie dans le silicium. Nous complètons ici ces études ab initio par une réflexion identique sur
les interstitiels dans SiGe. Nous comparons ensuite nos résultats aux récents travaux de Wang et al.
dans ce même matériau. Nous commencerons par traiter des problèmes de convergence des calculs DFT
puis nous comparerons les énergies de formation et les géométries des interstitiels suivants entre Si et
SiGe : interstitiel dissocié [110] et hexagonaux. Nous traiterons aussi du cas particulier de la position
tétraédrique. Nous appelerons par la suite « défauts interstitiels dans SiGe » des interstitiels faisant
intervenir localement un seul germanium dans une maille de silicium.
II 2.2) Étude numérique des interstitiels dans SiGe, comparaison avec Si
Traitement de la convergence des calculs ab initio
La vérification de la bonne convergence, par rapport à la taille de la boîte et au nombre de points k,
doit être menée pour chacun des défauts. En effet, une partie des problèmes de convergence porte, sur
la bonne estimation de l’énergie de déformation élastique entrainée par la présence du défaut ; or cette
énergie dépend de la géométrie du défaut étudié.
Pour chacun des défauts étudiés, l’étude de convergence en fonction de la taille de la boîte et du
nombre de points k est faite en utilisant des boîtes avec un atome de germanium proche ou constitutif
d’un interstitiel. Le reste de la super-cellule est complété avec du silicium et le volume est choisi de
telle sorte que la maille du système corresponde à la maille du silicium pur. L’énergie de coupure est
fixée à ≃ 340eV (25Ry).
Les résultats sont présentés dans les trois tableaux II.5. La position tétraédrique, instable, est discutée
page 70.
On constate d’abord que la convergence dans des boîtes de 216 sites n’est pas assurée directement,
puisque la variation entre 216-Γ et 216-2×2×2 reste importante et puisque d’autre part le calcul avec
un maillage 3× 3× 3, pour 216 sites, n’est pas accessible (pour des raisons de puissance de calcul
nécessaire). Cependant, on peut déduire cette convergence des autres calculs effectués. Dans une boîte
de 64 sites, la convergence est obtenue avec un maillage 3× 3× 3. Or cette combinaison correspond
justement en termes d’intégration de la zone de Brillouin à un calcul dans 216-2× 2× 2. Donc, les
fonctions d’ondes étant convergées en 64-3× 3× 3, elles le sont aussi en 216-2× 2× 2. De plus le
terme d’énergie d’interaction entre répliques est fortement diminué entre un calcul dans une boîte à 64
sites et un calcul dans une boîte à 216 sites.
On constate d’autre part que les énergies à 64-2×2×2 sont similaires à celles de 216-2×2×2, par
compensation d’erreur. D’un côté la moins bonne intégration de la zone de Brillouin abaisse E f et d’un
autre côté l’énergie d’interaction élastique vient compenser ce manque.
À retenir II.2 Dans la suite de ce travail, nous continuerons les études faisant intervenir des intersti-
tiels avec des paramètres 64-2× 2× 2 puisque ceux-ci diminuent grandement la puissance de calcul
nécessaire par rapport à 216-2× 2× 2. Toutefois, les résultats seront vérifiés par un calcul à 216-
2×2×2, pour s’assurer que la compensation d’erreur donne toujours des résultats corrects.
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Interstitiel dissocié [110] 64 at. 216 at. 512 at.
Γ 1,94 eV 2,82 eV 3,05 eV
2×2×2 3,13 eV 3,16eV
3×3×3 3,22 eV
4×4×4 3,23 eV
Hexagonal Si + Ge subs. 64 at. 216 at.
Γ 2,02 eV 2,94 eV
2×2×2 3,31 eV 3,33eV
3×3×3 3,35 eV
Hexagonal Ge 64 at. 216 at.
Γ 2,25 eV 3,09 eV
2×2×2 3,45 eV 3,45eV
3×3×3 3,49 eV
TAB. II.5 – Étude de convergence des paramètres de calcul ab initio dans SiGe pour l’énergie de formation (E f )
de l’interstitiel dissocié [110]. n× n× n correspond à la taille du maillage de type Monkhorst-Pack. Les cases
vides correspondent à des configurations non-calculées (principalement pour des raisons de durée de calcul).
Défaut interstitiel dissocié [110]
Dans le silicium pur, le défaut interstitiel dissocié [110] est le plus stable d’après de nombreux
résultats ab initio dont ceux de Needs [77] (DFT-LDA, 512 sites, maillage deMonkhorst-Pack 2×2×2 et
Ec = 160eV (12Ry)). Nos propres calculs dans le silicium, réalisés avec des paramètres de convergence
légèrement différents, donnent des résultats similaires (cf. tableau II.6 à droite). On constate que la
SiGe Si
Needs 3,31eV
(512 - 2×2×2, 160eV (12Ry))
Wang 3,25eV 3,27eV
(64 - 3×3×3, 430eV (32Ry))
Ce travail 3,16eV 3,22eV
(216 - 2×2×2, 340eV (25Ry))
TAB. II.6 – Comparaison de l’énergie de formation de l’interstitiel dissocié [110] entre SiGe et Si.
substitution d’un atome de silicium par un atome de germanium dans un interstitiel dissocié [110]
abaisse très légèrement son énergie (0,06eV).
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La géométrie du défaut est globalement conservée entre celui dans Si et celui dans SiGe, comme
le montre la figure II.13. Si l’on considère les déplacements dont l’amplitude est supérieure à 10%
de l’amplitude maximum, on constate qu’ils s’étendent jusqu’aux seconds voisins du défaut. Comme
dans le silicium, le défaut avec un germanium a des longueurs de liaisons fortement perturbées pour les
atomes du défaut et leurs premiers voisins : le germanium forme des liaisons de 2,48, 2,54 et 2,37Å avec
ces proches voisins (en comparaison avec 2,38Å pour un germanium substitutionnel dans du silicium)
et le silicum a une liaison de 2,48Å avec le germanium et 2,48 et 2,32Å avec les autres silicium (alors






























FIG. II.13 – Modifications de la géométrie du défaut interstitiel dissocié [110] entre celui dans Si et celui dans
SiGe. La vue de gauche représente dans un code de couleur (du blanc pour les petits mouvements vers le noir
pour les grandes amplitudes) les amplitudes des mouvements atomiques. La sphère un peu plus grosse que les
autres représente le germanium. À droite, l’histogramme permet de comparer la répartition des mouvements,
classés par amplitude, pour les trois défauts interstitiels étudiés. Les déplacements inférieurs à 0,003Å ne sont
pas représentés dans l’histogramme.
Défaut hexagonal associé à un germanium substitutionnel
Ce défaut correspond à un interstitiel hexagonal de silicium ayant parmi ses premiers voisins un
atome de germanium en substitution.
Sa géométrie relaxée présente la même dégénérescence que dans le silicium (cf. l’article de Al-
Mushadani et al. [78] détaillant cette dégénérescence). En effet, le positionnement de l’interstitiel par-
faitement au centre d’un hexagone n’est pas stable et le système relaxe vers une des deux positions
légèrement décalées selon un axe normal au plan moyen de l’hexagone (cf. figure II.14). Dans notre
cas, où un atome de germanium fait partie des premiers voisins de l’interstitiel de silicium, les deux
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FIG. II.14 – Positions schématiques de l’interstitiel hexagonal relaxé : existence de deux positions dégénérées
en énergie.
positions hexagonales décalées ne sont pas strictement équivalentes. En effet, d’un côté le silicium in-
terstitiel se déplace vers le germanium (noté défaut SiHGe), de l’autre il s’en éloigne (noté défaut Si
H
Ge).
La configuration la plus stable est la configuration notée SiHGe. Calculée dans une boîte de 216 sites avec
le point Γ, l’écart entre les deux configurations n’est que de 0,01eV. C’est pourquoi, dans la suite, sauf
mention spéciale, nous parlerons du défaut SiH sans spécifier de configuration particulière SiHGe ou Si
H
Ge.
L’énergie de formation du défaut SiH est récapitulée au tableau II.7. Quand on la compare avec celle
du même défaut dans Si pur, on constate que contrairement au cas de l’interstitiel dissocié [110], l’ajout
d’un germanium augmente légèrement E f (+0,08eV).
SiGe Si
Needs 3,31eV
(512 - 2×2×2, 160eV (12Ry))
Wang 3,39eV 3,27eV
(64 - 3×3×3, 430eV (32Ry))
Ce travail 3,33eV 3,25eV
(216 - 2×2×2, 340eV (25Ry))
TAB. II.7 – Comparaison de l’énergie de formation du défaut hexagonal de silicium en présence ou non d’un
germanium substitutionnel proche.
Quand on compare les amplitudes des déplacements atomiques entre ce défaut et son équivalent
dans le silicium pur, on constate, comme pour l’interstitiel dissocié [110], que les différences sont assez
faibles et que l’atome le plus déplacé n’appartient pas au défaut lui-même mais est un silicium premier
voisin du germanium. Les longueurs des liaisons des atomes de l’hexagone sont assez perturbées par la
présence de l’interstitiel : les liaisons Si-Si passent à 2,46Å et les liaisons Si-Ge passent à 2,56Å alors
que ces valeurs, pour des atomes purement substitutionels, sont respectivement 2,35Å et 2,38Å.
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FIG. II.15 – Modifications de la géométrie du défaut SiH entre celui dans Si et celui dans SiGe. La vue de
gauche représente dans un code de couleur (du blanc pour les petits mouvements vers le noir pour les grandes
amplitudes) les amplitudes des mouvements atomiques. La sphère un peu plus grosse que les autres représente le
germanium. À droite, l’histogramme permet de comparer la répartition des mouvements, classés par amplitude,
pour les trois défauts interstitiels étudiés. Les déplacements inférieurs à 0,003Å ne sont pas représentés dans
l’histogramme.
Défaut hexagonal germanium
Ce défaut (noté GeH) correspond aussi à un défaut hexagonal. Dans cette configuration, l’atome
interstitiel est un germanium.
L’énergie de formation de ce défaut est plus haute de 0,12eV que pour celle du défaut hexagonal
silicium + germanium substitutionnel, donc, comme pour ce dernier, la substitution d’un silicium inter-
stitiel dans un défaut hexagonal silicium pur, par un atome de germanium est assez défavorable comme
le montrent les valeurs du tableau II.8.
La position relaxée de ce défaut fait apparaître, comme pour l’hexagonal de silicium, deux positions
dégénérées autour du centre de l’hexagone, le long de la normale à celui-ci. La variation de géométrie
entre ce défaut et son équivalent en silicium pur est encore une fois assez faible. Par contre, au contraire
des précédents défauts où la déformation était ressentie en volume autour du germanium et d’un de ces
voisins, pour le défaut GeH , elle est très majoritairement contenue dans le plan de l’hexagone (111),
comme illustrée sur la figure II.16. Les déformations notables s’étendent à tous les seconds voisins de
l’interstitiel de germanium.
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SiGe Si
Needs 3,31eV
(512 - 2×2×2, 160eV (12Ry))
Wang 3,52eV 3,27eV
(64 - 3×3×3, 430eV (32Ry))
Ce travail 3,45eV 3,25eV
(216 - 2×2×2, 340eV (25Ry))































FIG. II.16 – Modifications de la géométrie du défaut GeH entre celui dans Si et celui dans SiGe. La vue de
gauche représente dans un code de couleur (du blanc pour les petits mouvements vers le noir pour les grandes
amplitudes) les amplitudes des mouvements atomiques. La sphère un peu plus grosse que les autres représente le
germanium. À droite, l’histogramme permet de comparer la répartition des mouvements, classés par amplitude,
pour les trois défauts interstitiels étudiés. Les déplacements inférieurs à 0,003Å ne sont pas représentés dans
l’histogramme.
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Autres défauts
Nous avons calculé par ab initio la géométrie relaxée ainsi que l’énergie de formation du défaut
FFCD+I de Nishihira et al., puisque ceci n’avait jamais été fait. Ce défaut est toujours stable en DFT-LDA
et son énergie de formation, calculée dans une boîte de 64 sites avec un maillage de Monkhorst-Pack de
2× 2× 2 est de E f = 3,97eV. En comparaison des énergies des défauts déjà présentés (∆E f = 0,8eV
avec l’interstitiel dissocié [110]), ce défaut étant bien plus haut en énergie, nous ne l’avons pas conservé
pour la suite de l’étude.
Nous avons calculé le défaut interstitiel dissocié [100], dans une boîte de 216 sites avec le seul
point Γ. Ce défaut est stable, mais puisque son énergie de formation est 1,2eV plus haute que celle de
l’interstitiel dissocié [110] (pour les mêmes paramètres de calcul), nous avons aussi écarté ce défaut
pour la suite.
Enfin, nous avons testé le défaut tétraédrique, et il s’est avéré être instable, se transformant en défaut
hexagonal. Toutefois, de nombreux articles traitant les défauts de manière ab initio [77, 79] référencent
ce défaut comme stable. Nous pensons que c’est dù à un artefact de calcul forçant la conservation de
la symétrie lors de la relaxation de la géométrie. Pour tester cette hypothèse, nous avons aussi fait
un calcul en contraignant la symétrie à rester la même au cours de la relaxation. Le calcul a été fait
pour un défaut tétraédrique germanium (stable dans le papier de Wang et al.) dans une boîte de 64
sites avec un maillage de Monkhorst-Pack de 2× 2× 2 et un cut-off de 340eV. Le défaut est alors
stabilisé et son énergie de formation (3,26eV) est en accord avec celle trouvée par Wang et al. (3,54eV
pour des paramètres de convergence légèrement différents). Le calcul mené par Wang et al. pour une
autre configuration (un défaut tétraédrique silicium avec un germanium premier voisin) vient lui-même
confirmer notre hypothèse. En effet, cette configuration n’a pas la symétrie du défaut tétraédrique,
la relaxation peut donc se faire selon plus de degrés de liberté et le résultat de leur calcul conclut à
l’instabilité de cette configuration. Nous ne tiendrons donc pas compte du défaut tétraédrique dans la
suite de notre étude.
Comparaison avec le germanium
Actuellement, peu d’équipes ont étudié la stabilité des interstitiels dans le germanium. On peut néan-
moins citer les résultats de Moreira et al. [80] ainsi que ceux de Da Silva et al. [81, 82] qui retrouvent
dans le germanium les mêmes défauts que dans le silicum ou dans SiGe ; avec comme dans SiGe, une
différenciation entre interstitiel dissocié [110] et hexagonal quant à l’énergie de formation en faveur du
défaut interstitiel dissocié.
II 2.3) Conclusions
Dans le cas des interstitiels dans Si et dans SiGe, et quels que soient les défauts considérés, le facteur
limitant de la convergence des calculs ab initio est celui du maillage en points k de la zone de Brillouin.
La taille de la boîte, et donc l’effet d’interaction élastique entre répliques périodiques, représente une
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moindre erreur. On estime pour le défaut interstitiel dissocié [110] (les valeurs sont du même ordre
pour les autres défauts) l’interaction élastique à 0,06eV dans des boîtes de 64 atomes alors qu’une
moins bonne intégration dans la zone de Brillouin entraîne une variation de 0,34eV dans une boîte de
216 sites entre le seul point Γ et un maillage de Monkhorst-Pack 2×2×2.
L’insertion d’un germanium interstitiel favorise le défaut interstitiel dissocié [110] mixte par rapport
aux défauts hexagonaux, levant la dégénérescence existant dans Si entre ces défauts. Les énergies de
formation des différents défauts sont résumées dans le tableau II.9.
SiGe Si
Interstitiel dissocié [110] 3,16eV 3,22eV
(216 - 2×2×2, 340eV (25Ry))
Si hexagonal + Ge substitutionnel (SiH) 3,33eV 3,25eV
(216 - 2×2×2, 340eV (25Ry))
Ge hexagonal (GeH) 3,45eV 3,25eV
(216 - 2×2×2, 340eV (25Ry))
FFCD+I 3,97eV
(64 - 2×2×2, 340eV (25Ry))
Interstitiel dissocié [100] 4.02eV
(216 - Γ, 340eV (25Ry))
TAB. II.9 – Comparaison de l’énergie de formation des différents interstitiels dans Si et SiGe.
Pour comprendre d’une façon synthétique la position des interstitiels les plus stables dans Si et SiGe,
il est intéressant de considérer 4 sites d’un des réseaux cubique à faces centrées (CFC) de la structure
diamant, formant une pyramide, comme représentés sur la figure II.17. On place ensuite les sites des
défauts interstitiels à l’intérieur de cette pyramide. Une telle représentation permet de visualiser les
différences de géométrie entre les principaux défauts, ainsi que leurs symétries. De plus cette pyramide
a la propriété de contenir toutes les positions interstitielles. Son volume peut-être agrandi sans toutefois
contenir plus de sites interstitiels en considérant les six atomes premiers voisins des sommets de la
pyramide deux à deux (représentés par des sphères brillante sur le schéma II.17). Ce nouveau volume,
délimité par dix atomes, a la propriété de constituer une partition de l’espace, ce qui nous assure que
regarder les défauts à l’intérieur de ce volume est équivalent à regarder l’ensemble des interstitiels du
cristal. Cette propriété sera utile dans le chapitre III 2 pour l’étude de la diffusion des interstitiels.
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FIG. II.17 – Représentation schématique des positions idéales des différents interstitiels dans la maille de sili-
cium. Les atomes bleus mats délimitent une forme de pyramide contenant des sites interstitiels. L’ensemble des
dix grosses sphères délimitent un volume contenant la pyramide et correspondant à une partition de l’espace. Les
sphères notées ’d’ ou ’h’ représentent les positions interstitielles alors que les autres sont les sites de la maille
diamant. Les sites notés d correspondent aux sites des interstitiels dissociés [110]. Ceux notés h correspondent
aux positions des interstitiels hexagonaux. Les lettres modifiées par un prime symbolisent des positions intersti-
tielles n’appartenant ni à la pyramide ni au groupe de dix atomes substitutionnels. La position de l’interstitiel
tétraédrique n’est pas représentée sur ce schéma, elle coïncide néanmoins avec le centre de la pyramide.
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II 3 Défaut tétracoordonné
II 3.1) Quelques informations sur ce défaut
C’est un défaut correspondant au repositionnement local de deux atomes du réseau. Il n’y a donc ni
atome en plus ni en moins. Les caractéristiques géométriques de ce défaut lui donne son nom : FFCD
pour four-folded coordinated defect en anglais ; ce qui signifie que les atomes le constituant possèdent
quatre voisins comme tous les autres atomes de la maille diamant. On le retrouve dans la littérature sous
différents autres noms que nous citons ici par référence, bien que dans la suite nous utiliserons le terme
FFCD :
– Il est aussi appelé défaut IV, pour Interstitial-Vacancy. On peut en effet le voir comme le résul-
tat d’une recombinaison particulière d’un interstitiel dissocié [110] et d’une lacune comme le
montrent Tang et al. [83].
– Le défaut de liaisons (bond defect en anglais) est une autre dénomination, utilisée dans les articles
de Cargnoni et al. [84], de Marqués et al. [85, 86] ou de Stock et al. [87].
FIG. II.18 – Schémas représentant la construction d’un défaut FFCD. L’image de gauche montre le défaut dans
une direction perpendiculaire à [110] et celle de droite dans une direction [110].
Il n’y a pas pour le moment de preuve expérimentale de l’existence de ce défaut. On s’attend tou-
tefois à ce qu’il joue un rôle important dans l’amorphisation [87] aussi bien que dans la recristallisa-
tion [85, 86]. Nous verrons aussi plus en détail dans la suite de ce travail que le défaut FFCD est impliqué
dans les processus de diffusion. Cette idée a été introduite par Pandey en 1989 [88] et a ensuite été étu-
diée par Antonelli [49].
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II 3.2) Étude ab initio
À ce jour, ce défaut a peu été étudié par ab initio. Le papier de Goedecker et al. [4] fait référence
dans le silicium. Les calculs ont été effectués dans le cadre de la DFT-LDA en ondes planes, avec des
pseudo-potentiels à norme conservée et un cut-off de 340eV. La super-cellule contient 216 atomes et
seul le point Γ est utilisé pour l’échantillonnage de la zone de Brillouin. Un calcul à l’aide de la GGA a
aussi été mené. L’énergie de formation est estimée à 2,34eV et à 2,42eV respectivement pour la LDA
et la GGA. Cependant les calculs de Al-Mushadani et al. [78] donne une énergie de formation sensible-
ment différente (2,80eV) avec des paramètres différents : la super-cellule est limitée à 64 atomes mais
l’échantillonnage de la zone de Brillouin est réalisé à l’aide d’un maillage de Monkhorst-Pack de taille
3× 3× 3, le cut-off est fixé à 325eV. Dans le germanium, les seuls calculs disponibles sont ceux de
Moreira et al. [80]. Aucun résultat n’existe dans le cas où un des atomes du FFCD dans Si est remplacé
par un germanium.
Nous nous proposons maintenant d’expliquer la différence d’énergie de formation dans Si et de
fournir des valeurs d’énergie de formation pour le cas d’un FFCD en SiGe.
Pour lever la différence entre les résultats de Goedecker et de Al-Mushadani nous avons poussé
l’étude de convergence un peu plus loin. Les résultats sont représentés sur la figure II.10. Ils montrent
que les calculs de Al-Mushadani et al. sont correctement convergés par rapport au maillage de la zone
de Brillouin, mais que l’effet de taille étant très important pour ce défaut, ils surestiment l’énergie de
formation de 0,20eV. À l’opposé, les calculs de Goedecker et al. sous-estiment de 0,25eV par manque
de convergence au niveau du maillage de la zone de Brillouin. On obtient des résultats similaires quand
le défaut FFCD en pur silicium est remplacé par un défaut en SiGe.








TAB. II.10 – Étude de convergence des paramètres de calcul ab initio dans Si et SiGe pour l’énergie de for-
mation (E f ) du défaut tétracoordonné. n×n×n correspond à la taille du maillage de type Monkhorst-Pack. Les
cases vident correspondent à des configurations non-calculées.
Ainsi la convergence ab initio pour ce défaut est limitée à la fois par la taille de la boîte et par le
maillage de la zone de Brillouin ; comme c’est le cas pour la lacune et au contraire des défauts intersti-
tiels. Par ailleurs, les énergies de formations de ce défaut dans le silicium, qu’il soit en silicium pur ou
qu’il contienne un germanium sont presque identiques (∆E f = 0,03eV). La déformation géométrique
est aussi plus faible que dans le cas des interstitiels : d’une part, moins d’atomes sont impactés par la
substitution d’un silicium par un germanium et d’autre part, le déplacement maximum est presque deux

































FIG. II.19 – Modifications de la géométrie du défaut FFCD entre celui dans Si et celui dans SiGe. La vue de
gauche représente dans un code de couleur (du blanc pour les petits mouvements vers le noir pour les grandes
amplitudes) les amplitudes des mouvements atomiques. La sphère un peu plus grosse que les autres représente
le germanium. À droite, l’histogramme permet de comparer la répartition des mouvements, classés par ampli-
tude, pour le FFCD avec les trois défauts interstitiels étudiés. Les déplacements inférieurs à 0,003Å ne sont pas
représentés dans l’histogramme.
II 4 Conclusion
Pour pouvoir complètement discuter de la concentration en défauts thermiquement activés dans tel
ou tel matériau il manque les entropies de formation. On peut néanmoins déjà tirer plusieurs informa-
tions des énergies calculées dans ce chapitre.
Les défauts ponctuels rencontrés dans les semi-conducteurs Si, Ge et des composés SiGe peuvent
être aussi bien des lacunes, des interstitiels que des défauts intrinsèques. Le FFCD, représentant la der-
nière catégorie, par sa faible énergie de formation est un défaut facilement thermiquement activé, bien
que sa mise en évidence expérimentale reste complexe. Les lacunes et les interstitiels, contrairement à
d’autres matériaux comme les métaux, présentent des énergies de formation similaires autour de 3,5eV
dans Si et SiGe, avec une énergie plus favorable pour les interstitiels. Par contre, dans le germanium
seul, la lacune coûte nettement moins cher que les défauts interstitiels. Dans un matériau mixte, les
zones à forte concentration en germanium sont des pièges à lacunes alors que inversement, les zones à
forte concentration en silicium sont plus favorables aux interstitiels.
Les valeurs du tableau II 4 récapitulent les énergies de formation.
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Si + 1Ge Si Ge
FFCD 2,62eV 2,59eV 2,82eVa
(216 - 2×2×2, 340eV) (216 - 2×2×2, 340eV) (128 - 2×2×2, 220eV)
Interstitiel dissocié [110] 3,16eV 3,22eV 3,55eVa
(216 - 2×2×2, 340eV) (216 - 2×2×2, 340eV) (128 - 2×2×2, 220eV)
Si hexagonal + Ge subs. (SiH) 3,33eV 3,25eV 3,99eVa
(216 - 2×2×2, 340eV) (216 - 2×2×2, 340eV) (128 - 2×2×2, 220eV)
Ge hexagonal (GeH) 3,45eV 3,25eV 3,99eVa
(216 - 2×2×2, 340eV) (216 - 2×2×2, 340eV) (128 - 2×2×2, 220eV)
Lacune 3,63eV 3,81eV 2,72eV
(216 - 2×2×2, 340eV) (216 - 2×2×2, 340eV) (216 - 2×2×2, 400eV)
TAB. II.11 – Comparaison des énergies de formation des différents défauts ponctuels présents dans Si, Ge ou
SiGe. Les valeurs notées a sont tirées des travaux de Moreira et al. [80].
Maintenant qu’une grande partie des défauts ponctuels de basse énergie a été étudiée, nous allons
nous intéresser aux mécanismes simples qui permettent de passer des uns aux autres. Ces mécanismes
impliquent le déplacement d’un ou deux atomes sur des distances de l’ordre de la longueur d’une liaison
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Après avoir vu au chapitre précédent les défauts simples existants dans les matériaux à base de sili-
cium et de germanium, nous nous proposons d’en étudier la dynamique. Les problèmes de diffusion des
espèces chimiques sont au cœur des deux prochains chapitres. Dans un premier temps, nous étudierons
les étapes élémentaires qui permettent le mouvement des défauts dans le matériau. Puis au chapitre
suivant, nous aborderons la diffusion sous un aspect plus macroscopique.
Que ce soit dans le silicum pur, dans le germanium ou dans des alliages SiGe, la diffusion des
espèces Si et Ge revêt un caractère important pour la maîtrise des procédés de fabrication des transistors
dont les canaux sont constitués de ces éléments (cf. l’article de revue [89]). La mobilité des éléments
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chimiques Si et Ge à l’intérieur du matériau est dépendante d’un grand nombre de facteurs, dont l’état
de contrainte, la température, la présence de défauts jouant le rôle de médiateurs de la diffusion, ou
encore de la concentration en telle ou telle espèce.
De multiples études expérimentales ou numériques ont été menées pour caractériser l’auto-diffusion
dans Si ou dans Ge ainsi que la diffusion du germanium dans SiGe.
– Ural et al. [90, 91] ont montré expérimentalement que l’auto-diffusion dans le silicium a lieu à
la fois grâce aux lacunes et aux interstitiels et dans une moindre mesure à des défauts concer-
tés. La part des différents médiateurs est dépendante de la température : entre 800 et 900°C, la
diffusion est interstitielle pour une fraction fI comprise entre 0,5 et 0,6 ; alors qu’entre 1000 et
1100°C la proportion fI , fL est plus proche de 23 ,
1
3 . La part du mécanisme par défauts concertés
étant inférieure à ≃ 10%. À plus basse température, il est attendu que les mécanismes lacunaires
deviennent prédominants sur les mécanismes interstitiels, comme le montrent différentes études
en liaisons fortes [83, 92] ou d’autres études expérimentales [93].
– Werner et al. [94] ont associé, dans leur article de 1985, l’auto-diffusion du germanium à un méca-
nisme lacunaire dans une gamme de températures autour de 1000K. Cependant, contrairement au
cas du silicium, la méthode RPE1 n’est pas très efficace dans le germanium, comme le rapportent
Haesslein et al. [95]. Les auteurs proposent une méthode un peu différente appelée « spectrosco-
pie de perturbation de corrélations angulaires » (PAC2), reposant sur la mesure de la perturbation,
par le piégeage des défauts, des émissions γ de dégénérescence de 111In. Les auteurs mettent ainsi
en évidence la présence de défauts lacunaires et dans une certaine mesure interstitiels.
FIG. III.1 – Cette figure provient de l’article de Strohm et al. [96] et représente la variation de l’énergie
d’activation de la diffusion du germanium dans SiyGe1−y. Pour y petit, la diffusion est associée à un mécanisme
lacunaire. Le changement de pente est attribué à un changement dans le mécanisme diffusif.
1RPE : Résonance Paramagnétique des Électrons
2PAC : Perturbated Angular Correlation spectroscopy
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– La diffusion du germanium dans le silicium a d’abord été étudiée par McVay et al. [97] en 1974
dans des échantillons poly-cristallins de SiGe. Leurs résultats ont ensuite été confirmés pour les
mono-cristaux par plusieurs équipes (dont Laitinen et al. [98, 99], Zangenberg et al. [100] et
Strohm et al. [101]). Ils montrent une variation linéaire de l’énergie d’activation depuis l’énergie
d’auto-diffusion dans Ge pour des échantillons dont la concentration de silicium augmente (cf.
figure III.1). Ceci peut s’expliquer par l’augmentation du coût de création de la lacune au fur et à
mesure que la concentration en germanium diminue. Ils observent aussi une rupture de pente pour
une concentration en germanium autour de 35% environ, ce qui laisse penser à un changement
dans le mécanisme de diffusion. Par ailleurs, Fahey et al. [102] ont mis en évidence, comme Ural
et al. dans le silicium, la participation à la diffusion d’au moins deux types de défauts : les lacunes
et les interstitiels (cf. figure III.2).
FIG. III.2 – Cette figure provient de l’article de Fahey et al. [102] et montre l’augmentation de la diffusion du
germanium dans le silicium en présence aussi bien de lacunes que d’interstitiels à 1050°C.
Ces différents résultats sont en accord avec ce qui a été montré au chapitre précédent : en effet, aussi
bien les lacunes que les interstitiels ont une énergie de formation compatible avec leur présence dans
le matériau. Ils montrent par ailleurs, que ces défauts ont en plus des énergies de migration du même
ordre. Ils restent néanmoins des interrogations : est-ce que les lacunes et les interstitiels sont les seuls
médiateurs de la diffusion ? Est-il possible de comprendre les mouvements à l’échelle de l’atome qui
expliquent la diffusion ?
Nous nous proposons de répondre à ces questions dans les pages qui suivent, en calculant les énergies
de migration des défauts présentés au chapitre précédent. Nous utiliserons pour cela la technique de
recherche de chemins (dite NEB) telle qu’elle a été décrite au chapitre I 1.2).
III 1 Mécanismes lacunaires
Dans le cas des défauts lacunaires, nous avons montré que leur énergie de formation est compa-
rable avec celle des autres types de défauts. Un matériau à l’équilibre contient donc, entre autre, des
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lacunes. Dans l’optique d’étudier la dynamique de vieillissement des défauts, et puisque les lacunes
sont majoritairement créées seules, nous commencerons par nous intéresser aux étapes élémentaires de
la migration d’une mono-lacune, d’une part dans un matériau homogène (silicium ou germanium), puis
dans un matériau mixte (SiGe). Nous avons aussi montré que les lacunes abaissent leur énergie en se
regroupant en agrégats. Nous étudierons donc ensuite la dynamique du déplacement pour l’agrégat le
plus petit : la bi-lacune. Une extension à des agrégats plus gros sera proposée au chapitre suivant (cf.
page 115).
III 1.1) Mouvement d’auto-diffusion dans Si ou Ge
L’auto-diffusion lacunaire dans un matériau pur consiste en une suite de déplacements mono-atomi-
ques d’une longueur proche de celle de la liaison inter-atomique : un atome voisin d’une lacune vient
prendre sa place.
FIG. III.3 – Ce schéma illustre en 2 dimensions l’autodiffusion lacunaire dans un matériau.
On peut caractériser cette auto-diffusion lacunaire, en première approximation, par la connaissance
de la barrière qu’il faut franchir pour qu’un atome voisin d’une lacune vienne prendre sa place. Dans le
cas de la lacune, l’état de charge intervient de façon importante sur cette valeur. Nous nous limiterons
ici à l’étude des lacunes neutres (car nous étudions des matériaux non dopés).
Une récente publication de G.D. Watkins [66] expose l’état de l’art au niveau expérimental quant à
la mesure de cette énergie de barrière pour la mono-lacune dans le silicium : Eexpb (Si) = 0,45±0,04eV.
La technique employée consiste à relier les cinétiques de capture des lacunes par différents éléments
chimiques (O, Ge, Sn, ...) à l’énergie de barrière.
Dans le germanium, où la diffusion est majoritairement lacunaire (cf. ref. [94]), on peut avoir une
estimation de l’énergie de barrière en suivant la diffusion de marqueurs radioactifs 71Ge. Cette tech-
nique de marqueurs radioactifs est possible dans le germanium, contrairement au silicium, du fait d’un
temps de demi-vie assez long. Ceci donne accès à l’énergie d’activation, dont il faut retirer l’énergie de
formation pour obtenir la barrière (Ea = E f +Eb). Différents travaux expérimentaux ont donné des ré-
sultats concordant quant à l’énergie d’activation : Eexpa = 3,1eV d’après l’article de Werner [94] (en bon
accord avec les résultats présentés dans d’autres articles, notamment celui de Strohm et al. [101] ou ce-
lui de Widmer et al. [103]). Cependant, l’énergie de formation est assez mal connue expérimentalement
(cf. chapitre II 1.1)), ce qui laisse une grande plage possible, d’environ 1eV, pour la valeur d’énergie
de migration. On peut utiliser, dans ce cas, une valeur pour E f calculée ab initio : pour un calcul d’une
lacune dans 216 atomes avec un maillage 2×2×2 (E f = 2,71eV), on obtient E
exp
b (Ge) = 0,4eV.
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Ces valeurs de barrières, obtenues expérimentalement, dans le silicium et dans le germanium, peu-
vent être calculées complètement par ab initio en utilisant un algorithme de recherche de chemin.
Cas de la lacune dans le silicium
Nous avons appliqué l’algorithme NEB au déplacement d’une lacune sur une distance inter-atomique
dans une boîte de 215 siliciums (au point Γ). Les positions initiales et finales ont été relaxées dans la


















FIG. III.4 – Variations de l’énergie issues du calcul NEB du déplacement d’une simple lacune dans Si. Les
barres d’erreur représentent le maximum des forces normales au chemin appliquées aux atomes. La vue de droite
représente la position au col. Les deux petits cubes correspondent à des positions inoccupées de la maille de
silicium ; l’atome de silicium qui bouge est signalé par une couleur différente.
On y constate que le mouvement d’un silicium d’un site à un autre est bien représenté par une
unique barrière. La position précise du col est ensuite obtenue en effectuant une relaxation DIIS à
partir de la configuration d’énergie extrémale obtenue par NEB, comme défini au chapitre I 1.2). Ceci
donne une barrière de ESib = 0,28eV qui se confirme par un calcul testant la convergence en points k
(ESib = 0,22eV pour un calcul à 215 atomes et un maillage 2×2×2). Pourtant, la valeur de la barrière
obtenue directement par NEB est ESib = 0,40eV. La variation importante d’énergie entre le calcul NEB et
le calcul DIIS vient d’un changement de géométrie au niveau de deux premiers voisins de l’atome qui se
déplace. Ceci est représenté sur la figure III.5, l’amplitude maximum des mouvements étant de 0,09Å.
Le mouvement de ces deux atomes vient augmenter la symétrie du point col, les quatre premiers voisins
de l’atome mobile devenant alors équivalents. Cette variation de géométrie pourrait remettre en cause
l’identification entre le col obtenu par NEB et le col obtenu après relaxation. Dans la suite de ce travail,
nous conserverons néanmoins la valeur obtenue mais il serait intéressant de vérifier que le chemin vers
le point col DIIS ne présente pas de barrière supplémentaire.
Récemment, des calculs ab initio ont été menés dans des approximations différentes :
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FIG. III.5 – Représentation des variations de la géomtrie entre le calcul NEB et le calcul DIIS pour la position
col du déplacement de la mono-lacune dans le silicium. L’amplitude maximum des mouvements est de 0,09Å.
Plus les sphères sont sombres, plus les atomes se sont déplacés.
– Kumeda et al. [50] en 2001 ont obtenu une valeur de barrière de 0,58eV. Les géométries cols sont
issues d’un calcul en liaisons fortes et relaxées dans des boîtes de 216 sites au point Γ dans le
cadre de la DFT-GGA avec la fonctionnelle BLYP.
– El-Mellouhi et al. [48] en 2004 ont obtenu une barrière de 0,40± 0,02eV. L’état de transition a
été obtenu en utilisant la méthode NEB. Le calcul des forces est effectué en base localisée (code
SIESTA).
Les différentes valeurs proposées ici sont rappelées dans le tableau III.1
216 sites Énergies de barrière Énergies d’activation
point Γ 0,28eV 3,80eV
2×2×2 0,22eV 4,03eV
Γ (BLYP - Ec = 160eV)a 0,58eV 3,93eV
Base simple-ζb 0,40eV
TAB. III.1 – Résultats des tests de convergence pour le calcul de l’énergie de barrière du mouvement de la
lacune dans le silicium (partie gauche du tableau) et pour l’énergie d’activation (partie droite). Les valeurs
notées a sont tirées de l’article de Kumeda et al. [50] et celles notées b de celui de El-Mellouhi et al. [48].
La différence importante obtenue dans l’estimation de la barrière du mouvement lacunaire dans Si
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entre les travaux de Kumeda et les nôtres peut provenir de problèmes numériques, les fonctionnelles
utilisées étant différentes et leur méthode de recherche de cols ne donnant que des majorants. Par contre
la différence avec les travaux de El-Mellouhi peut provenir du fait que le calcul NEB ne correspond pas
à la position relaxée ensuite par DIIS comme nous l’avons obtenu.
Cas de la lacune dans le germanium
Nous avons effectué des calculs similaires pour estimer la barrière d’auto-diffusion du germanium
par mouvement lacunaire. Nous avons montré au chapitre précédent qu’une boîte de 64 sites était suf-
fisante pour estimer la formation de la lacune dans le germanium. Le calcul NEB, pour rechercher le
col, a donc été effectué sur des géométries à 63 atomes avec le seul point Γ pour l’intégration dans la
zone de Brillouin. L’énergie de coupure est fixée à ≃ 408eV (30Ry). La géométrie du col obtenue est
identique à celle obtenue pour le silicium (après la relaxation par DIIS) : le col représente un point de
grande symétrie, dès le calcul NEB.
Différents calculs de convergence ont ensuite été menés pour le point col, comme le rapporte le
tableau III.2. La barrière est rapidement convergée dans des boîtes à 64 sites : un maillage 2× 2× 2
suffit pour donner une valeur avec 6% d’écart par rapport à la valeur la mieux convergée (c’est-à-
dire, celle avec un maillage 4×4×4). Par contre, l’énergie d’activation (qui correspond à l’énergie de
formation du point col) converge moins vite. En particulier, une boîte de 216 sites avec le seul point Γ
ne permet pas d’estimer précisément l’énergie d’activation, car comme nous l’avons montré au chapitre
précédent, la part due à l’énergie de formation n’est pas convergée dans ces conditions. En cela, le
germanium est assez différent du silicium, puisque dans ce dernier, une boîte de 64 sites ne donne ni
les bonnes énergies (Ea ou E f ), ni la bonne géométrie.
Énergies de barrière Énergies d’activation
64 sites 216 sites 64 sites 216 sites




TAB. III.2 – Résultats des tests de convergence pour le calcul de l’énergie de barrière du mouvement de la
lacune dans le germanium (partie gauche du tableau) et pour l’énergie d’activation (partie droite). La notation
n× n× n correspond à un maillage de Monkhorst-Pack de la zone de Brillouin. Les calculs ont été effectués à
partir de la géométrie obtenue par calcul NEB avec 63 atomes et le point Γ et correspondent à des configurations
relaxées par DIIS.
L’accord sur l’énergie d’activation entre les résultats expérimentaux cités précédemment et les résul-
tats convergés du calcul ab initio est très bon. Ceci confirme les résultats du chapitre précédent que pour
le germanium, la convergence d’un système lacunaire est obtenue d’abord par une bonne intégration de
la zone de Brillouin et qu’alors une boîte de 64 sites est suffisante.
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À retenir III.1 Les mouvements lacunaires simples dans le silicium et dans le germanium sont de
même nature et la géométrie du col est identique dans les deux cas : c’est un point de grande symétrie.
De même, les énergies de barrière mises en jeu sont quasiment les mêmes : Eab initiob (Si) = 0,22eV et
Eab initiob (Ge) = 0,24eV.
La grande différence sur la diffusivité lacunaire observée expérimentalement dans Si et dans Ge est
due uniquement au terme d’énergie de formation, augmentant l’énergie d’activation dans le silicium :
Eab initioa (Si) = 4,03eV (E
exp
a (Si) = 4,14eV [93]) et Eab initioa (Ge) = 3,01eV (E
exp
a (Ge) = 3,01eV [94]).
III 1.2) Mouvement d’échange et de capture/séparation dans SiGe
Maintenant que nous avons vu comment caractériser les étapes élémentaires de la diffusion dans un
matériau homogène (silicium ou germanium), nous allons nous intéresser au même mouvement dans
un matériau mixte silicium-germanium et plus particulièrement à la diffusion du germanium dans le
silicium par médiateur lacunaire.
Le système considéré est constitué d’une boîte de silicium contenant un germanium et une lacune,
contrainte sur la maille du silicium. Ces paramètres permettent de traiter la diffusion dans les cas où
le germanium est très dilué dans du silicium. Contrairement au phénomène d’auto-diffusion, l’échange
d’un atome et d’une lacune n’est pas suffisant pour décrire le mouvement diffusif dans son ensemble.
Il est nécessaire de prendre en compte, en plus, le phénomène de capture et de séparation de la lacune
par l’atome qui diffuse. En effet, le mouvement d’échange permet seulement au germanium de faire des
aller-retours entre deux sites.
Mouvement d’échange lacune-germanium dans Si
La barrière de ce mouvement est obtenue comme précédemment pour le silicium ou le germanium
à l’aide de la procédure définie page 35. La super-cellule contient 62 siliciums et 1 germanium. Seul
le point Γ est utilisé et l’énergie de coupure est fixée à ≃ 340eV (25Ry). Les résultats de l’étude de
convergence, rassemblés dans le tableau III.3, présentent deux caractéristiques :
– L’énergie pour des boîtes de 216 n’est pas forcément convergée. La valeur obtenue à 216-2×2×2
est cependant une bonne approximation, puisque l’énergie d’interaction entre répliques entre un
calcul dans une boîte de 64 et celui dans une boîte de 216 n’est que de 0,02eV. Nous utiliserons
donc par la suite cette valeur obtenue à 216-2×2×2.
– La géométrie du col est un point de haute symétrie, les quatre plus proches atomes du germanium
étant équivalents. Le mouvement d’échange entre un germanium et une lacune dans le silicium
fait passer le système d’un état de symétrie brisée (effet Jahn-Teller pour une paire germanium-
lacune, cf. chapitre précédent) à un autre état équivalent en transitant par un état de plus haute
symétrie.
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Énergies de barrière Énergies d’activation
64 sites 216 sites 64 sites 216 sites
point Γ 0,43eV 0,43eV 3,16eV 3,83eV
2×2×2 0,22eV 0,27eV 3,58eV 3,90eV
3×3×3 0,25eV 3,74eV
TAB. III.3 – Résultats des tests de convergence pour le calcul de l’énergie de barrière du col de l’échange
germanium/lacune dans du silicium (partie gauche du tableau) et pour l’énergie d’activation du mouvement
d’échange (partie droite). La notation n× n× n correspond à un maillage de Monkhorst-Pack de la zone de
Brillouin. Les calculs ont été effectués à partir de la géométrie obtenue par calcul NEB avec 63 atomes et le point
Γ et correspondent à des configurations relaxées par DIIS.
On constate que la présence d’un germanium dans le silicium n’augmente pas significativement la
barrière d’échange de la lacune qui était dans le germanium massif de 0,24eV et de 0,22eV dans le
silicium massif et qui passe à 0,27eV dans le silicium en présence d’un germanium.
Nous appelerons dans la suite ce mouvement d’échange un 11-mouvement du fait que la lacune
passe d’une position premier voisin à une autre position premier voisin de l’atome dont on cherche la
diffusion (ici du germanium).
Mouvement de capture/séparation lacune-germanium dans Si
Après avoir vu l’échange germanium/lacune, nous allons étudier les mouvements d’échange sili-
cium/lacune en présence d’un germanium plus ou moins loin. Ceci permet de caractériser le profil
d’énergie d’un mouvement de séparation ou de capture impliquant plusieurs pas d’échange de la la-
cune. Dans la suite, nous nommerons nm-mouvement les échanges silicium/lacune qui font passer la
lacune du nième voisin du germanium au mième voisin. Par exemple, le saut correspondant à la formation
d’une paire lacune / germanium sera noté 21-mouvement.
Afin de réduire le temps de calcul, les positions de la lacune seule dans le silicium et le col de
l’échange associé sont prises comme points de départ pour les calculs impliquant un germanium. Dans
ces boîtes, un silicium est substitué par un germanium et la géométrie est relaxée par DIIS. Bien sûr
cette méthode donne des résultats aussi précis que les précédents mais ne garantit pas que les points
cols calculés se trouvent sur le chemin de diffusion. Cependant, tous les calculs précédents ont montré
que la substitution d’un silicium par un germanium modifie l’énergie et la géométrie locale mais pas la
forme des cols, ce qui vient justifier cette démarche.
Nous avons vu au chapitre II 1.2) qu’un calcul impliquant une lacune dans du silicium dans une boîte
de 64 sites donne une géométrie erronée (pas d’effet Jahn-Teller). Nous utiliserons donc des boîtes de
216 sites pour les calculs. Même si l’énergie de formation n’est pas vraiment correctement estimée avec
le seul point Γ, les barrières sont correctes : par exemple, pour la barrière du mouvement lacunaire dans
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FIG. III.6 – Évolution de l’énergie pour des mouvements d’une lacune autour d’un germanium en substitution
dans du silicium. Les points extrema ont été calculés dans des boîtes de 216 sites avec le point Γ, sauf dans le
cas de l’échange. L’étalement des coordonnées en x n’a pas de signification physique et la courbe qui relie les
points extrema, est un simple guide et ne résulte d’aucun calcul. La courbe représentée en pointillée correspond
au calcul de Ramanarayanan et al. [104].
le silicium, δEb = 0,06eV entre un calcul au point Γ et un calcul avec un maillage 2×2×2. Pour des
raisons de temps de calculs nous nous limiterons donc à des boîtes avec 215 atomes et le point Γ.
La figure III.6 présente les résultats des calculs. On peut constater que la lacune ne perçoit plus
la présence du germanium dès qu’elle se situe en troisième voisin. Or la lacune doit passer par la
position en troisième voisin pour pouvoir tourner autour d’un germanium du fait de la géométrie du
réseau du silicium (les plus petits chemins fermés sont des hexagones). Ainsi, lors de sa diffusion, le
germanium ne peut pas garder la lacune captive, et on s’attend à ce que le mécanisme ait lieu par une
suite d’échanges, de séparations avec diffusion en volume de la lacune et capture d’une nouvelle lacune.
Comme le phénomène de diffusion proposé est complexe, la grandeur macroscopique décrivant la
diffusion du germanium dans le silicium par médiation lacunaire (c’est-à-dire, l’énergie de migration
effective) ne pourra être tirée de la connaissance de l’ensemble des barrières élémentaires que grâce à
un calcul Monte Carlo (calcul qui n’a pas été réalisé faute de temps).
Une étude similaire a été proposée par Ramanarayanan et al. [104], dans laquelle les auteurs ont
effectué les calculs ab initio en ondes planes dans des boîtes de 64 sites avec un maillage 2× 2× 2
et ≃ 270eV (20Ry) de cut-off. Ils ont étudié la dépendance avec la concentration en germanium et
ont effectué les calculs Monte Carlo pour obtenir l’énergie effective de migration. Toutefois, comme
nous l’avons vu, l’utilisation de boîtes de 64 atomes pour calculer des énergies dans le silicium les
sous-estime de quelques dixièmes d’électron-volts. C’est pourquoi, nous avons refait les calculs ab
initio avec des paramètres différents. Nos résultats sont cohérents avec les leurs quant au comportement
du mécanisme d’échange/capture/séparation : nous obtenons toujours la séparation de la lacune du
germanium au troisième voisin. Cependant, les énergies de barrières étant assez différentes, il serait
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intéressant de voir comment les coefficients de diffusion sont modifiés en effectuant des simulations
Monte Carlo.
Il serait intéressant, en outre, d’étudier l’effet de la concentration en germanium sur l’évolution du
profil d’énergie.
III 1.3) Un exemple de mouvement au second voisin : le déplacement de la bi-lacune
dans Si
La première partie de l’étude des mécanismes de diffusion lacunaire s’est concentrée sur des mé-
diateurs mono-lacunaires. Or, deux lacunes qui se rencontrent forment un composé stable, la bi-lacune.
Il convient d’étudier ses mécanismes de diffusion. Le mouvement élémentaire d’une bi-lacune d’une
distance inter-atomique correspond au déplacement physique d’un atome de silicium jusqu’au second
voisin (cf. le schéma III.7).
FIG. III.7 – Schéma représentant le déplacement d’une bi-lacune d’une distance d’une liaison inter-atomique.
Ce mouvement correspond au déplacement d’un silicium sur deux distances inter-atomiques.
Une première approche a été proposée par Hwang et al. [105] en ab initio DFT-LDA en ondes planes
(avec le code CPMD), dans des boîtes de 216 sites au point Γ. Leur algorithme de recherche de chemin
est un algorithme simplifié. En effet, l’atome de silicium qui se déplace dans une direction [110] ne peut
alors relaxer que selon z uniquement. De même, pour éviter les mouvements globaux de la boîte, les
atomes sur le bord ne peuvent pas relaxer. Le mouvement obtenu est un mouvement direct (c’est-à-dire
sans minimum intermédiaire) dont l’énergie de migration est de 1,36eV. Cependant, les contraintes sur
la relaxation de la géométrie sont importantes et ne garantissent pas la validité du col trouvé, seulement
que la valeur obtenue correspond à un majorant. Nous nous proposons donc d’étudier ce mouvement
plus en détail.
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La technique employée consiste de nouveau à utiliser le calcul NEB pour chercher le chemin d’éner-
gie minimum. Les calculs ont été effectués dans des boîtes de 216 sites au point Γ.
Le chemin obtenu n’est pas un chemin direct au sens strict du terme. Il existe une position intermé-
diaire dont la barrière de retour est très faible (23meV). La structure de l’évolution de l’énergie forme
donc un large plateau autour de la position col, comme illustré sur la figure III.8. La stabilité de cet état
intermédiaire n’est toutefois pas assurée au vue de la précision des calculs ab initio effectués. De plus,
la très faible barrière obtenue permet d’affirmer que l’énergie thermique sera rapidement suffisante pour

























FIG. III.8 – Évolution de l’énergie lors du mouvement d’une bi-lacune. Les points représentent les énergies de
boîtes effectivement calculées pendant le processus NEB, la courbe continue ne sert que de guide. Le calcul a
d’abord été fait avec 8 points intermédiaires pour la coordonnées de réaction r variant de 0 à 2, ensuite la partie
pour r ∈ [0;1] a été recalculée avec plus de points, la partie r ∈ [1;2] étant simplement représentée par symétrie.
Géométriquement, la position médiane, est hors du plan (1¯10). Elle est représentée sur la figure
III.9. Il existe donc deux chemins dégénérés passant de part et d’autre du plan (1¯10). Ceci montre la
limite de l’approche utilisée par Hwang et al. dans la recherche de col, puisqu’ils ont dû imposer que le
silicium se déplaçant reste dans le plan. Les énergies obtenues sont les suivantes :
– la position médiane est à 1,19eV au-dessus de la position bi-lacunaire ;
– le col entre la position médiane et la position bi-lacunaire est à 1,21eV.
Le déplacement de la bi-lacune est donc un déplacement particulier, bien différent du mouvement
de deux mono-lacunes. Une poursuite intéressante de ce travail consisterait à regarder si le même effet
apparaît dans le germanium seul. Une première partie de la réponse peut être apportée en regardant ce
que le point col de la bi-lacune dans le silicum donne dans le germanium. Ce calcul (effectué dans 216-
Γ et Ec = 400eV) montre que la position de l’atome hors du plan est instable et relaxe vers une position
médiane dans le plan du mouvement. Le germanium a donc un comportement différent du silicium sur
ce point précis. Néanmoins un calcul NEB complet reste nécessaire pour bien caractériser le mouvement
bi-lacunaire dans le germanium.
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FIG. III.9 – Représentation géométrique de la position du point médian du saut de la bi-lacune. Le silicium qui
se déplace est signalé par une couleur différente. Les positions des sites inoccupés sont signalées par des cubes.
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III 1.4) Conclusions
Nous avons vu que dans un matériau homogène Si ou Ge, la lacune diffuse avec une énergie de
barrière faible (≃ 0,2eV). Cette faible énergie de barrière est compensée par une importante énergie de
formation (cf. chapitre II 1), ce qui donne des énergies d’activation pour la diffusion mono-lacunaire
dans Si et Ge de respectivement 4,0eV et 3,0eV. Ces valeurs sont en très bon accord avec les valeurs
expérimentales.
Au contraire, dans un matériau mixte SiGe, la lacune rencontre des barrières plus importantes (entre
0,2 et 0,3eV). De plus, nous avons montré que la diffusion lacunaire du germanium dans le silicium
suit un schéma de captures/séparations dont l’énergie d’activation effective reste encore à déterminer
par intégration Monte Carlo des différentes barrières obtenues.
Enfin l’agrégat le plus petit, c’est-à-dire la bi-lacune, est une espèce très lente dans le silicium, avec
un mouvement caractérisé par une énergie de barrière de ≃ 1,2eV. Ce mouvement est un mouvement
particulier dont l’état « deux lacunes séparées par un silicium » n’est pas une étape intermédiaire stable.
Si Ge SiGe
mono-lacune ESib = 0,22eV E
Ge




bi-lacune ESib = 1,21eV
(216-1×1×1)
TAB. III.4 – Récapitulatif des énergies de barrières des mouvements lacunaires élémentaires dans Si, Ge et
SiGe. Les informations données entre parenthèses correspondent aux paramètres de calcul ab initio. Enfin, il
convient de noter que la case pour SiGe donne l’encadrement des barrières rencontrées durant le mouvement et
non un encadrement de la barrière effective résultante.
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III 2 Mécanismes interstitiels
Nous avons vu au chapitre II 2, que les interstitiels ont un coût de formation qui rend leur présence
dans le matériau aussi probable que les lacunes. Nous allons voir dans quelle mesure ils assurent aussi
la diffusion. Nous expliquerons en détail les types de mécanismes existants puis nous comparerons
les particularités de ces mécanismes dans le silicium pur et dans le silicum contenant un germanium
interstitiel.
Il existe différentes classifications des mécanismes de diffusion interstitielle. Dans la diffusion par
paire, représentée dans la figure III.10-a, deux atomes partagent un même site du réseau. La diffusion
est assurée par la séparation et la recombinaison de ce défaut sur un site voisin. Un autre mécanisme,
nommé kick-out, a été proposé par Gösele et al. [106, 107]. Il consiste à remplacer une impureté sub-
stitutionnelle par un atome interstitiel provenant du massif. L’atome d’impureté peut alors diffuser à
son tour de sites interstitiels en sites interstitiels avant de chasser un atome du massif et revenir en
substitution (comme indiqué sur la figure III.10-b).
a- b-
FIG. III.10 – Schémas 2D illustrant la diffusion interstitielle dans deux cas, a- mécanisme de paire et b- méca-
nisme de kick-out.
III 2.1) Description des différents types de mouvements interstitiels
Nous présentons ici l’ensemble des mouvements permettant de relier les interstitiels étudiés au cha-
pitre II 2 entre eux. Cette étude est une étude exhaustive des liens possibles existants entre les intersti-
tiels de plus basse énergie des matériaux silicium et silicium avec un atome germanium. L’étude dans
SiGe est complètement originale, alors que les résultats présentés ici dans le silicium s’appuient à la
fois sur ceux publiés dans la littérature et sur des calculs que nous avons effectués.
Nous réutiliserons la figure du chapitre précédent représentant les positions idéales des défauts in-
terstitiels. Par soucis de commodité, nous la faisons figurer à nouveau pour illustrer les mouvements qui
nous intéressent. Cette figure met en avant, une façon de découper l’espace en zones. En prenant quatre
sites de substitution du même sous réseau CFC du silicium (représentés par quatres grosses sphères
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mates dans la figure III.11), on forme un tétraèdre que nous appelons pyramide dans la suite. Cette py-
ramide contient un ensemble de positions interstitielles dissociées et hexagonales. On peut augmenter
le volume de cette pyramide sans pour autant rajouter de sites interstitiels en prenant la forme délimi-
tée par les quatre sites de la pyramide et les six sites premiers voisins deux à deux. Nous appelons ce
nouveau volume le groupe de 10 (symbolisé sur la figure par dix grosses sphères). C’est un volume
connu dans la maille diamant puisqu’il constitue le plus petit volume dont les arêtes sont des liaisons
premiers voisins. Il a aussi la particularité de former une partition de l’espace (plus précisément, c’est
un sous-groupe de ce groupe de 10 duquel on a retiré 2 sommets, comme le montre le schéma b) de
la figure III.11 qui forme une partition). Ce dernier point permet de réduire l’étude des mouvements
interstitiels du cristal en deux catégories : les mouvements à l’intérieur du groupe de 10 et ceux aux
frontières.
a) b)
FIG. III.11 – Représentation schématique des positions idéales des différents interstitiels dans la maille de
silicium. Les sphères étiquetées par une lettre minuscule représentent les positions interstitielles alors que celles
étiquetées avec une capitale figurent la maille diamant. Les sites notés d (pour dumbbell) correspondent aux sites
des interstitiels dissociés [110]. Ceux notés h correspondent aux positions des interstitiels hexagonaux. Les lettres
modifiées par un prime symbolisent des positions interstitielles n’appartenant ni à la pyramide ni au groupe de
10. Les sites notés S sont des sites de substitution.
Il existe deux types d’interstitiels de basse énergie de formation, aussi bien dans Si que dans SiGe :
les interstitiels dissociés [110] (dit dumbbell) et les interstitiels hexagonaux. La recherche de mouve-
ments entre ces défauts permet de dégager trois types de mouvements différents :
– un mouvement dumbbell-hexagonal (noté dh-mouvement) ;
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– un mouvement de petite amplitude à l’intérieur du bassin d’énergie de deux sites hexagonaux
dégénérés (noté b-mouvement, b pour bassin) ;
– un mouvement de grande amplitude entre sites hexagonaux non dégénérés (noté hh-mouvement).
On constate d’autre part qu’il n’existe pas de mouvement direct (c’est-à-dire caractérisable par une bar-
rière énergétique unique) entre deux positions interstitielles dissociées. Ces différentes caractéristiques
sont résumées dans le tableau III.5.
interstitiel dissocié [110] hexagonala hexagonalb
interstitiel dissocié [110] dh-mouvement
hexagonala dh-mouvement hh-mouvement b-mouvement
hexagonalb b-mouvement
TAB. III.5 – Dénomination des mouvements interstitiels. Le site hexagonal noté a est un site du même groupe de
10 que l’interstitiel dissocié, alors que le site hexagonal noté b est un site d’un groupe de 10 voisin, correspondant
à la position dégénérée du site noté a. Les cases vides correspondent à une absence de mouvement direct.
Avant d’entrer dans le détail de ces mouvements pour le silicium et SiGe, nous allons illustrer et
préciser à l’aide de la figure III.11 quelques caractéristiques communes.
Mouvement dumbbell-hexagonal
Ce mouvement fait passer d’un interstitiel dissocié [110] à un interstitiel hexagonal. En se référant
à la figure III.11, on peut citer comme exemple un état interstitiel dissocié où les sites d1 et d’1 sont
occupés (le site substitutionnel associé S1 est bien sûr vide). Cet état peut transiter suivant un dh-
mouvement si l’atome du site d1 va occuper le site h1 (ou bien h2 ou h3) et que l’atome du site d’1
revient en position substitutionnelle sur le site S1.
C’est un mouvement concerté où deux atomes bougent en même temps sur des distances importantes
de plus de 1Å (en opposition aux autres atomes alentour qui ne subissent que des relaxations sans
changement de site). Il s’apparente à la classe des mouvements de paire telle que décrite au début de
cette partie.
C’est enfin un mouvement qui est à la fois un mouvement interne à un groupe de 10 (dans l’exemple
ci-dessus, c’est l’atome du site d1 qui va vers h1) et qui s’effectue à la frontière, permettant l’échange
d’atomes entre des groupes de 10 (c’est l’atome du site d’1 qui se déplace en position S1 par exemple).
Mouvement hexagonal-hexagonal
C’est un mouvement d’échange interne à un groupe de 10. Il existe en effet 4 sites hexagonaux à
l’interieur d’un tel groupe et le passage d’un de ces quatre sites vers l’un des trois autres constitue un
hh-mouvement.
Le col d’un tel mouvement est une position assez proche de la position tétraédrique qui se trouve au
centre du groupe de 10.
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Mouvement de bassin
La position d’interstitiel hexagonal présente une dégénérescence au niveau de sa configuration géo-
métrique, comme il a été rappelé au chapitre II 2.2). Les deux positions stables de l’interstitiels sont
alors de part et d’autre de l’hexagone. Comme les faces d’un groupe sont justement des hexagones, les
deux positions dégénérées se trouvent chacune dans un groupe de 10 différent. Le mouvement qui relie
les deux positions est donc un moyen « naturel » de faire se déplacer un interstitiel d’un groupe de 10
dans un autre.
III 2.2) Particularités de ces mouvements dans le silicium
Nous allons aborder maintenant plus en détail ces mécanismes dans le silicium pur. C’est un point
qui a déjà été beaucoup étudié dans la littérature aussi bien au niveau expérimental que numérique.
Sur le plan numérique, plusieurs méthodes ont été utilisées, dont on retiendra en particulier la dy-
namique moléculaire ou la recherche de chemins par ab initio. Cependant, comme la dynamique molé-
culaire est souvent basée sur des potentiels inter-atomiques, certains défauts interstitiels peuvent appa-
raître alors que par ab initio ceux-ci sont instables ou assez cher en énergie de formation. Par exemple,
le potentiel de Stillinger-Weber donne l’interstitiel FFCD-I (cf. page 63) comme interstitiel de plus basse
énergie. Des travaux comme ceux de Nastar et al. [108] ou ceux deMarquès et al. [76] ont donc identifié
comme chemins préférentiels des chemins de diffusion impliquant cet interstitiel et le défaut interstitiel
dissocié [110], ce qui ne correspond pas aux résultats ab initio . Ce problème de stabilité relative des
interstitiels rencontré dans l’utilisation de potentiels inter-atomiques nous a amené à nous intéresser ici
plutôt aux travaux réalisés par ab initio.
Mouvements dumbbell-hexagonal
Dans son article de 1999 [77], Needs a effectué une recherche de col ab initio pour le type de
mouvement dh dans le silicium. L’algorithme utilisé est un peu différent du NEB et permet de donner
un majorant des énergies de col à 0K. Les calculs ont été effectués dans des boîtes de 512 sites avec
un maillage de la zone de Brillouin 2× 2× 2 et une énergie de coupure de ≃ 170eV. Les valeurs
obtenues sont ensuite corrigées de la différence obtenue entre un calcul 64-2×2×2 avec Ec ≃ 170eV
et Ec ≃ 490eV.
L’énergie de barrière d’un dh-mouvement dans le silicium est ainsi estimée à Eb = 0,15eV (en LDA,
la valeur étant Eb = 0,20eV en GGA avec PW91).
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Mouvements hexagonal-hexagonal
Dans ce même article, Needs a aussi étudié les mouvements hh dans les mêmes conditions de cal-
cul que précédemment, et trouve Eb = 0,03eV (en LDA) et Eb = 0,18eV (en GGA avec PW91). Il a
aussi montré que la position col du hh-mouvement dans le silicium est assez proche d’une position
tétraédrique, l’atome interstitiel en position col passant à 0,24Å du site tétraédrique.
Calculées par Needs dans les mêmes conditions, l’énergie de formation de l’interstitiel dissocié et
celle de l’hexagonal sont estimées toutes deux à E f = 3,31eV (E f = 3,84eV et E f = 3,80eV respec-
tivement en GGA), ce qui donne une énergie d’activation du déplacement interstitiel dans le silicum
Ea ≃ 3,3eV (respectivement Ea ≃ 4,0eV en GGA) pour un déplacement impliquant une suite de hh-
mouvement et Ea ≃ 3,5eV (respectivement Ea ≃ 4,0eV en GGA) pour un déplacement basé sur des
dh-mouvements. Parallèlement, plusieurs travaux expérimentaux ont permis la mesure de cette éner-
gie d’activation du mouvement interstitiel dans Si. On peut citer notamment, les travaux de Bracht et
al. [93], donnant Eexpa = 4,95eV, ou ceux de Masters et al. [109], donnant E
exp
a = 5,15eV. Les valeurs
obtenues par ab initio sont donc nettement en dessous, aussi bien en LDA qu’en GGA. Dans son article,
Needs propose les hypothèses suivantes :
– Les mesures expérimentales disponibles ont été faîtes dans une gamme de 1200K à 1550K, alors
que les calculs ab initio ne fournissent une information qu’à température nulle. Le comportement
des interstitiels pourraient donc changer à plus forte température.
– Les mesures expérimentales donnent des énergies d’activation plus élevées, ce qui pourrait résul-
ter d’un piégeage des interstitiels par des impuretés dans les échantillons (du carbone en particu-
lier).
– Les différences obtenues entre les calculs en LDA et en GGA montrent l’importance de l’effet de
corrélation électronique et ni l’une ni l’autre des deux méthodes pourraient ne donner de réponse
assez précise dans le calcul des énergies d’activation.
Ces différences d’énergie d’activation obtenues pour les interstitiels entre les mesures expérimentales
et les calculs ab initio sont à mettre en relation avec la bonne concordance obtenue pour la diffusion
lacunaire dans Si, comme nous l’avons montré dans la partie précédente (cf. page 84).
III 2.3) Détails des mécanismes interstitiels dans SiGe
Après avoir vu les mécanismes de diffusion interstitielle dans le silicium pur, nous présentons les
résultats d’une étude similaire, où un silicium a été remplacé par un atome de germanium. Le système
étudié correspond donc à une boîte de silicium dont le paramètre de maille est celui du silicum pur et qui
contient un atome de germanium en interstitiel ou en substitution proche d’un interstitiel de silicium.
Un tel système est un bon modèle pour les alliages SiGe à faible concentration en germanium. Les
défauts interstitiels les plus stables d’un tel système ont déjà été étudiés au chapitre II 2.2). Il y en a
trois : le défaut interstitiel dissocié [110], l’hexagonal de silicium avec un germanium en substitution
(noté SiH) et l’hexagonal de germanium (noté GeH). Voyons maintenant les mécanismes élémentaires
qui les relient entre eux.
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Mouvement dumbbell-hexagonal
Ce mouvement, de type dh, peut faire passer d’un interstitiel dissocié [110] à un interstitiel aussi
bien SiH que GeH .
Pour un atome donné d’un interstitiel dissocié, il existe trois positions hexagonales proches. Or
seules deux de ces positions sont accessibles en un pas élémentaire. En effet, le mouvement dont les
sites sont dans un plan, n’est pas un mouvement direct. Par exemple, sur la figure III.11, le mouvement
qui passe de (d1, d′1) peuplés à (h3, S1) peuplés, se décompose en un mouvement en deux étapes, par
exemple, de (d1, d′1) à (h2, S1) puis à (h3, S1), ce dernier mouvement étant un hh-mouvement.
Cette décomposition est mise en évidence par un calcul NEB dont le résultat est illustré sur la fi-



















FIG. III.12 – Calcul NEB illustrant la non existence de chemin direct lors d’un mouvement plan de D110 vers
SiH . Le système transite par un état SiH intermédiaire. Les courbes en pointillés correspondent aux résultats pour
les mouvements élémentaires associés aux deux étapes du mouvement plan.
vers la position hexagonale alignée. Nous avons superposé les courbes d’évolution énergétique d’un
dh-mouvement puis d’un hh-mouvement pour faire apparaître la décomposition du mouvement. Le
premier saut, s’identifie assez bien à un dh-mouvement. Cependant, le nombre faible de positions in-
termédiaires pour la seconde partie du mouvement peut soulever la question de la validité de ce calcul
et il serait intéressant d’augmenter le nombre de points. Toutefois en regardant la configuration géomé-
trique de l’état intermédiaire, cette configuration s’identifie bien avec un défaut hexagonal, confortant
l’hypothèse qu’un dh-mouvement plan n’est pas direct.
Comme nous l’avons déjà fait remarquer, la particularité des dh-mouvements réside dans le fait que
ce sont des mouvements concertés. Dans le cas SiGe, l’élongation de la liaison entre les deux atomes en
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valeur absolue est inférieure à 4% pendant tout le mouvement (pour le mouvement de D110 vers SiH).
Ceci illustre bien que le mouvement se fait de concert et non un atome qui bouge puis le deuxième.
L’énergie de la barrière à franchir a été calculée et une étude de convergence a été menée. La barrière
dans le sens D110 vers SiH est estimée à 0,37eV et la barrière retour à 0,20eV pour un calcul dans 216
sites avec un maillage 2×2×2 et pour un cut-off de ≃ 340eV. Quant au cas D110 vers GeH , la barrière
est estimée à 0,45eV et la barrière retour à 0,15eV, pour les même conditions de calcul. Les autres
valeurs sont données dans le tableau III.6.
D110 vers SiH 64 sites 216 sites
1×1×1 0,45eV (2,39eV) 0,36eV (3,18eV)
2×2×2 0,41eV (3,54eV) 0,37eV (3,53eV)
D110 vers GeH 64 sites 216 sites
1×1×1 0,57eV (2,51eV) 0,44eV (3,26eV)
2×2×2 0,46eV (3,59eV) 0,45eV (3,60eV)
TAB. III.6 – Étude de convergence des énergies de barrières entre D110 et SiH et D110 et GeH ainsi que des
énergies d’activation de la position col (entre parenthèses).
Il est intéressant de noter que la différence d’énergies de formation entre les défauts SiH et GeH
(∆E f = 0,12eV ) est plus grande que la différence d’énergies des cols à franchir pour arriver à ces
défauts en partant d’une position D110 : ∆Ecolsf = 0,07eV .
Mouvement hexagonal-hexagonal
Ce mouvement, de type hh, permet de déplacer un interstitiel (silicium ou germanium) de site hexa-
gonal en site hexagonal à l’intérieur d’une même pyramide. Certains de ces mouvements peuvent en-
trainer la séparation du germanium et d’un silicium interstitiel. Ceci pourrait faire l’objet d’une autre
étude, s’intéressant à la capture/séparation d’un interstitiel silicium par un germanium substitutionnel.
Nous nous limiterons cependant ici aux seuls mouvements amenant vers un défaut SiH ou GeH .
Dans le cas de SiGe, il en existe trois sortes différentes :
– L’atome en interstitiel est un germanium (c’est le défaut GeH) et il saute vers un autre site h de la
même pyramide. Par exemple, un défaut GeH sur le site h1 a la possibilité d’aller sur un des trois
sites h2, h3 ou h4.
– L’atome de silicium occupe un site h (défaut SiH) et le germanium substitutionnel associé est sur
un des trois sommets de la pyramide proche du site h (défaut SiHGe, cf. chapitre II 2.2)). Le silicium
peut physiquement sauter sur chacun des trois autres sites h à l’intérieur de la pyramide, mais un
de ces trois sauts l’amène à se séparer du germanium substitutionnel premier voisin. Ce dernier
saut ne sera pas étudié ici. Par exemple, un silicium en h1 avec un germanium en substitution sur
le site S3 pourra aller vers h2 ou h4. Le saut sur le troisième site h libre correspond quant à lui à
une séparation du germanium substitutionnel et du silicium interstitiel.
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– L’atome de silicium occupe toujours un site h (défaut SiH), mais l’atome de germanium associé est
sur un des sommets du groupe contenant la pyramide (défaut SiHGe). Le silicium peut encore une
fois sauter sur chacun des trois autres sites h à l’intérieur de la pyramide, mais deux de ces trois
sauts l’amène à se séparer du germanium. Ces deux derniers cas ne seront pas non plus étudiés
ici. Par exemple, un silicium sur le site h1 alors que le germanium est en substitution sur le site
voisin de S1 et de S3 pourra seulement aller vers le site h2. Un mouvement vers les deux autres
sites h entraine en effet une séparation du germanium substitutionnel et du silicium interstitiel.
Les énergies des barrières à franchir ont été calculées dans les cas GeH et SiHGe (cf. tableau III.7).





différentes que de 0,01eV, nous considérerons qu’il en va de même pour les barrières associées.
On note que les barrières obtenues sont nettement plus faibles que celles des dh-mouvements. Un
hh-mouvement impliquant le déplacement d’un défaut GeH coûte 0,06eV et celui impliquant un défaut
SiH coûte 0,20eV.
GeH 64 sites 216 sites
1×1×1 0,24eV (2,49eV) 0,11eV (3,20eV)
2×2×2 0,04eV (3,49eV) 0,06eV (3,51eV)
SiHGe 64 sites 216 sites
1×1×1 0,38eV (2,40eV) 0,25eV (3,19eV)
2×2×2 0,18eV (3,48eV) 0,20eV (3,53eV)
TAB. III.7 – Étude de convergence des énergies de barrières et des énergies d’activation (valeurs entre paren-
thèses) des hh-mouvements.
Il est intéressant de remarquer que les énergies d’activation de ces mouvements sont toutes iden-
tiques. Alors que les énergies de formations favorisent l’existence des défauts SiH au détriment des
défauts GeH .
C’est un mouvement de type kick-out dans le cas où un SiH vient former un GeH avec un germanium
en substitution, ce dernier se mettant alors à diffuser par suite de hh-mouvements.
Mouvement bassin-hexagonal
Ce type de mouvement permet à un silicium ou un germanium en position interstitielle hexagonale
de passer d’une configuration dégénérée à la configuration dégénérée « jumelle ». Ceci se traduit par
un passage d’un défaut SiHGe à un défaut Si
H
Ge dans le cas d’un silicium en interstitiel.
C’est un mouvement de faible amplitude géométrique. L’atome interstitiel se déplaçant parcourt
environ 0,5Å, tout en restant lié au même hexagone.
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FIG. III.13 – Représentation des deux positions interstitielles hexagonales dégénérées. Le mouvement de bas-
sin, noté b-mouvement, est représenté par un petit tube rouge reliant les deux positions hexagonales.
Les énergies de ces mouvements (rassemblées dans le tableau III.8) ont été calculées dans le cas
des mouvements GeH et SiH . Les énergies obtenues sont faibles (cas du mouvement GeH), voire négli-
geables (pour le mouvement SiH) devant celles des autres mouvements.
GeH 0,05eV (3,49eV) 64 sites 2×2×2
0,04eV (3,13eV) 216 sites Γ
SiH 0,01eV (2,95eV) 216 sites Γ
TAB. III.8 – Énergies de barrières et énergies d’activation (valeurs entre parenthèses) des b-mouvements.
III 2.4) Conclusions
Nous avons étudié l’ensemble des mouvements reliant les défauts interstitiels de plus basse énergie,
aussi bien dans Si que dans SiGe. Pour SiGe, le fait d’avoir deux types d’atomes rend plus complexe
la détermination exhaustive des mécanismes possibles. Nous avons proposé l’utilisation du polyèdre à
10 sommets pour rendre synthétiques nos résultats. Le point important qui se dégage de cette étude,
est qu’il n’existe pas de chemin direct permettant de relier les défauts interstitiels dissociés entre eux.
Les barrières calculées et leurs positions relatives sont rapellées à la figure III.14. On constate que les
énergies d’activation (position maximum des barrières) de tous ces mouvements se trouvent toutes dans
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une gamme restreinte d’énergies comprise entre 3,5eV et 3,6eV. Cependant, les barrières effectivement
recontrées varient de 0,06 à 0,45eV.
La connaissance seule de ces différentes énergies n’est pas suffisante pour déduire quel phénomène
dominera la diffusion interstitielle, ni quelle valeur prendra l’énergie d’activation effective, en particu-
lier dans SiGe. En effet, les défauts les plus stables (défauts interstitiels dissociés) sont les défauts dont
la barrière est la plus haute. Ils n’ont par ailleurs pas de chemin direct de diffusion. Au contraire, les
défauts les moins probables (les défauts GeH) sont ceux qui diffusent le plus vite, d’autant plus que leur
chemin de diffusion est direct.
Pour pouvoir répondre à la question de l’énergie d’activation effective ou de la probabilité d’ap-
parition de tel ou tel défaut lors d’une cinétique, il est nécessaire de réaliser une étude Monte Carlo
cinétique.
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FIG. III.14 – Variations relatives de l’énergie lorsqu’un silicium et/ou un germanium se déplacent parmi dif-
férents interstitiels. Les sites notés A et B peuvent être occupés par du silicium ou du germanium. L’énergie de
référence est celle du défaut interstitiel dissocié dans SiGe. Les zones délimitées correspondent au groupe de 10
atomes représenté sur la figure III.11. Les trois schémas représentent les trois types de mouvements possibles.
Les barrières dans le silicium pur, notées a), sont celles obtenues par Needs dans son article de 1999 [77].
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III 3 Mécanismes par mouvement concerté
Nous venons de voir comment expliquer aussi bien l’auto-diffusion que les déplacement d’une es-
pèce étrangère (par exemple le germanium dans le silicium) grâce à la présence de défauts interstitiels
ou lacunaires. Il existe néanmoins un troisième mécanisme de déplacement ne nécessitant pas l’exis-
tence préalable de défauts.
Lors de tels déplacements, il se crée localement un défaut. Ce défaut permet le déplacement et
s’annihile après le mouvement effectué. Nous allons voir que ce type de diffusion, dans le cas où les
défauts intermédiaires ont de faibles énergies de formation, a une énergie d’activation comparable aux
énergies d’activation des mouvements lacunaires ou interstitiels.
III 3.1) Échange d’un silicium et d’un germanium substitutionnels
Nous allons étudier le cas d’un atome de germanium en substitution dans du silicium, la probléma-
tique étant d’échanger ce germanium substitutionnel (noté Gem, pour germanium mobile) avec un de
ses voisins silicium (réciproquement noté Sim).
Vue générale du mouvement
Le mouvement se décompose en trois phases :
– les deux atomes Gem et Sim, en positions substitutionnelles (configuration notée P 1subs) se dé-
placent pour former un défaut FFCD (cf. chapitre II 3), noté P 1FFCD.
FIG. III.15 – Première étape du mouvement d’échange dans SiGe : Gem et Sim se tournent autour pour former
un défaut FFCD.
– Le FFCD tourne sur lui-même pour former un nouvel FFCD dans une autre direction, noté P 2FFCD.
– les deux atomes Gem et Sim retournent en positions substitutionnelles (notée P 2subs) à partir du
deuxième FFCD.
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FIG. III.16 – Deuxième étape du mouvement d’échange dans SiGe : le premier défaut FFCD tourne sur lui-même
pour former un nouvel FFCD dans une autre direction.
FIG. III.17 – Dernière étape du mouvement d’échange dans SiGe : le deuxième défaut FFCD tourne sur lui-
même pour retourner dans une position substitutionnelle où le silicium et le germanium ont échangé leur position.
Les trois phases ont été obtenues à partir de calculs NEB. Dans un premier temps, deux chemins ont
été recherchés, un premier allant de la position P 1subs à la position P
2
FFCD et un deuxième allant de la
position P 2FFCD à la position P
2
subs. Ce dernier calcul correspond simplement au retour d’un défaut FFCD
vers des positions substitutionnelles proches. Au contraire, dans le premier calcul, les positions P 1subs et
P 2FFCD ne sont pas proches et font apparaître une configuration stable, la position P
1
FFCD. Cette position
est aussi un défaut FFCD et correspond au FFCD stable proche de la position P 1subs.
L’évolution de l’énergie durant ce mouvement concerté est décrite figure III.18. Elle a été faite
suivant la procédure décrite dans le chapitre I, page 35. L’étude NEB a été menée avec une taille de
boîte de 64 sites et le seul point Γ pour l’intégration dans la zone de Brillouin. Les points singuliers ont
ensuite été testés en convergence selon ces deux critères de taille de boîte et de finesse du maillage de
la zone de Brillouin.
Comme nous l’avons vu au chapitre précédent, la création d’un défaut FFCD est beaucoup moins
coûteuse en énergie (2,6eV) que la création d’une lacune ou d’un interstitiel isolés (respectivement
3,63eV et 3,16 pour le défaut interstitiel dissocié [110]). L’agitation thermique créera donc majoritai-
rement des défauts FFCD (d’autant plus que la création se passe en volume, alors que la création de
lacunes ou d’interstitiels seuls a lieu proche d’interfaces ou de défauts étendus). Il existe donc dans le
matériau, des vecteurs du mouvement concerté en quantité importante.
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FIG. III.18 – Évolution de l’énergie lors d’un mouvement concerté impliquant un silicium et un germanium. Les
points correspondent à des calculs exacts effectués avec CPMD. La géométrie est relaxée sous contrainte (pour
les points NEB) ou sans contrainte (pour les points cols et minima). Les lignes tracées sont des extrapolations des
énergies calculées.
Par contre la dynamique du mouvement est dominée par le coût énergétique de franchissement de
la barrière entre deux défauts FFCD. Alors que le mouvement de retour en position substitutionnelle
n’est que de 0,4eV, la transition entre deux FFCD est calculée à 1,6eV. Ainsi, il existe quantité de
vecteurs pour effectuer le mouvement, mais ceux-ci sont peu efficaces. L’énergie d’activation effective
d’un tel mouvement peut être assimilée à la plus grande barrière, si les barrières retour intermédiaires
sont faibles, ce qui est le cas ici. On devrait donc observer pour ce mouvement une energie d’activation
effective de ≃ 4,25eV. Cette approximation devra être vérifiée par Monte Carlo.
III 3.2) Comparaison avec l’auto-diffusion du silicium
Ce mécanisme a été proposé dans le silicium pour la première fois par Pandey [88] en 1986. Il a
effectué des calculs ab initio en DFT-LDA pour 75 configurations différentes permettant de dessiner
la surface d’énergie au voisinage du mouvement. Néanmoins, des problèmes de précision dus à la
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puissance de calcul accessible moindre en comparaison de ce qui se fait aujourd’hui, ont fait que d’une
part la barrière obtenue était plutôt importante, mais surtout que le mouvement obtenu par Pandey était
direct (c’est-à-dire sans position intermédiaire stable). Or, au vu des résultats actuels sur le défaut FFCD,
ceci paraît peu vraisemblable dans le silicium et dans SiGe (comme le montre l’étude ci-dessus).
La position col du mouvement d’échange a déjà été étudiée par ab initio dans le silicium pur (cf.
Leung et al. [110] et Needs [77]). Avec un calcul DFT-LDA à 512 atomes, un maillage 2× 2× 2 et
≃ 160eV (12Ry) de cut-off, l’énergie du col du mouvement d’échange est estimé à 4,58eV.
Comme nous l’avons vu au chapitre II 3, l’énergie de formation du défaut FFCD vaut 2,59eV avec
un calcul DFT-LDA à 216 atomes, un maillage 2×2×2 et ≃ 340eV (25Ry) de cut-off. La barrière qui
existe pour revenir d’un défaut FFCD à une position substitutionnelle a été calculée par Goedecker et
al. [4] en DFT-LDA pour 216 atomes, le point Γ et ≃ 340eV (25Ry) de cut-off : Eb = 0,57eV.
Les énergies de formation des points singuliers du mouvement concerté dans Si et SiGe sont ras-
semblées dans le tableau suivant :
Énergie (eV) SiGe Si
FFCD 2,62eV 2,59eV
(216-2×2×2) (216-2×2×2)
col subs. vers FFCD 3,00eV 3,16eVa
(216-2×2×2) (216-Γ)
col FFCD vers subs. 0,37eV 0,57eVa
(216-2×2×2) (216-Γ)
col FFCD vers FFCD 4,25eV 4,58eVb
(216-2×2×2) (512-2×2×2)
TAB. III.9 – Valeurs des énergies de formation des points singuliers du mouvement concerté, calculées dans des
boîtes de 216 atomes avec un maillage 2×2×2 en points k. Le résultat noté a est issu des travaux de Goedecker
et al. [4] et le résultat noté b provient de l’article de Needs [77].
Ainsi, le mouvement concerté est un mouvement qui existe aussi bien dans le silicium que dans
SiGe faiblement concentré. Ces caractéristiques sont semblables dans les deux types de matériau : c’est
un mouvement en trois phases faisant intervenir deux positions FFCD. Les énergies des barrières en
jeu sont toutefois quelque peu différentes entre Si et SiGe, en particulier la barrière totale (c’est-à-dire
l’énergie de formation de la position col du mouvement) diminue de 0,3eV entre le mouvement dans
le silicium pur et le mouvement mixte SiGe. Les paramètres de calcul sont légèrement différents entre
nos travaux et ceux de Needs, toutefois la variation constatée pour d’autres défauts (défaut interstitiel
dissocié ou défaut hexagonal) ne dépassent pas 0,08eV. Ceci nous incite à penser que le mouvement
concerté est plus probable pour un système mixte SiGe que dans le silicium pur.
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III 4 Conclusion
Dans ce chapitre nous avons détaillé les mécanismes élémentaires qui ont lieu lors du mouvement
d’un atome dans le silicium, que cet atome soit du silicium lui-même ou un germanium. Ces mouve-
ments sont permis par trois types de défauts : les lacunes, les interstitiels et les défauts concertés. Dans
chacun des trois cas, les mouvements sont de même nature, que l’atome mobile soit du silicium ou du
germanium. Seules les barrières d’énergie différencient la nature de l’atome mobile.
Pour le mouvement lacunaire, que ce soit dans le silicium pur ou le germanium pur, c’est un mé-
canisme d’échange direct de faible coût énergétique (≃ 0,2eV). Par ailleurs, le mouvement d’un ger-
manium dans du silicum par médiation lacunaire, est aussi un mouvement d’échange, mais avec un
coût énergétique similaire (≃ 0,3eV). Il faut, en plus, rajouter à ce mouvement d’échange germa-
nium/lacune, un ensemble de mécanismes de capture et de séparation de la lacune avec des barrières
diverses (≃ 0,2 et 0,3eV).
Les mouvements permis par les interstitiels sont caractérisés par un ensemble de mécanismes sim-
ples permettant de passer d’un interstitiel à un autre. Les coûts de ces mécanismes sont très variables
en fonction du type particulier de mécanisme et de la nature chimique des atomes mobiles. Ils varient
de ≃ 0,01eV à ≃ 0,5eV.
Enfin, les mécanismes concertés forment une classe un peu à part, permettant le mouvement par
la création locale d’un ou plusieurs défauts pendant le mouvement lui-même. Au contraire des mou-
vements par médiateurs interstitiel ou lacunaire, ils ne nécessitent pas l’existence préalable de défauts
dans le matériau. Le cas particulier du passage par le défaut FFCD permet d’obtenir un mouvement dont
le coût énergétique reste raisonnable aussi bien dans Si que dans SiGe (≃ 4,4eV).
La compétition entre mécanismes lacunaire/interstitiel (noté mécanismes L/I) et mécanisme concerté
va dépendre de la concentration en défauts lacunaire/interstitiel. Si ces défauts sont nombreux dans le
matériau (ce qui correspond à une énergie de formation faible si l’on considère la seule activation
thermique), les mécanismes L/I seront plus probables que les mécanismes concertés ; et inversement,
dans le cas où la concentration en défauts ponctuels est faible.
Cependant, la comparaison précise de ces multiples mécanismes entre eux pour passer de l’informa-
tion microscopique du mouvement atomique à la notion macroscopique de diffusion est assez complexe.
En effet, on ne peut simplement appliquer la théorie de l’état de transition puisque les mouvements
macroscopiques en jeu font intervenir de multiples barrières élémentaires, reliant des états stables de
différents niveaux énergétiques. Une solution possible consiste à intégrer tous ces résultats microsco-
piques dans différentes simulations de Monte Carlo cinétique pour estimer la valeur macroscopique de
la diffusion. C’est l’objet du chapitre suivant.
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Jusqu’à présent, nous avons identifié les médiateurs responsables de la diffusion (cf. chapitre II).
Nous avons ensuite analysé les étapes élémentaires des mouvements possibles de ces médiateurs (cf.
chapitre III). Il est ressorti de cette étude que les mouvements dans Si et SiGe sont souvent complexes
et en concurrence :
– les lacunes se regroupent pour former des agrégats dont les mouvements nécessitent échanges
lacune/matériau, et séparations puis re-captures ;
– les interstitiels (hors agrégation) présentent toute une liste de géométries différentes dont les in-
teractions possibles ont été étudiées, entrainant plusieurs chemins possibles pour la diffusion ;
– la génération spontanée de défauts concertés peut permettre le mouvement dans des zones où les
défauts ponctuels classiques (lacunes et interstitiels) sont absents.
Lors d’une expérience d’auto-diffusion dans Si ou de diffusion de Ge dans Si, on observe une dif-
fusion globale dans le matériau, sans savoir à priori quels mécanismes ont été utilisés. Le tracé de
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la diffusivité en fonction de l’inverse de la température fait apparaître un comportement linéaire par
morceau, synonyme pour chaque intervalle d’un comportement suivant une loi d’Arrhenius :
D = D0e
−βEa (IV.1)
On appelle Ea l’énergie d’activation de la diffusion observée. Dans le cas d’un mouvement simple
(faisant intervenir un unique médiateur et une unique barrière, comme c’est le cas pour la mono-lacune
dans le silicium par exemple) on peut décomposer cette énergie d’activation en deux contributions :
une partie E f correspondant à l’énergie de formation nécessaire pour créer le médiateur du mouvement,
et une autre partie Em correspondant au niveau de la barrière permettant de faire migrer l’espèce dont
on observe la diffusion. Cependant cette identification avec un terme d’énergie de formation plus un
terme d’énergie de barrière n’est plus possible quand plusieurs médiateurs sont en concurrence directe
(comme pour les interstitiels) ou quand plusieurs barrières différentes doivent être franchies (comme
par exemple pour les agrégats de lacunes).
Il faut donc intégrer les valeurs obtenues à l’échelle des atomes pour aller vers des grandeurs macro-
scopiques. Pour cela, on se place dans le cadre de la physique statistique et on utilise des outils de type
algorithmes de Monte Carlo cinétique tels que ceux détaillés au chapitre I (cf. page 41). L’évolution
cinétique décrite par ces outils suit, dans notre cas, la théorie de l’état de transition. C’est-à-dire que
seules importent les énergies de formation des états simulés (obtenues au chapitre II) et les hauteurs des
barrières à franchir pour relier ces états entre eux (obtenues au chapitre III).
Toutefois, il n’est pas possible de calculer par ab initio la totalité des énergies de formation et encore
moins la totalité des énergies de barrière nécessaires pour effectuer une simulation Monte Carlo. Nous
avons donc recours à des modèles permettant d’estimer les données manquantes à partir des résultats
ab initio déjà obtenus. Nous détaillerons dans un premier temps les ajustements numériques pour les
cas que nous avons traité.
La simulation complète d’un bloc de silicium en prenant en compte tous les défauts et leurs interac-
tions n’est pour le moment pas possible (d’autant que la recombinaison entre lacune et interstitiel n’a
pas été étudiée). Nous proposons donc, dans un deuxième temps, de découper le problème par caté-
gorie de défauts. De plus la partie sur les interstitiels n’a pas pu être abordée, faute de temps, durant
la thèse. Nous présentons donc ici les résultats de diffusion restreints à la médiation lacunaire. Nous
verrons comment celle-ci permet d’illustrer une approche des phénomènes de diffusion par l’utilisation
de méthodes multi-échelles ; et nous montrerons quels comportements généraux concernant la diffusion
peuvent être tirés de l’étude de ce cas particulier des lacunes.
IV 1 Ajustement numérique des modèles de calcul de E f et de Eb
Le Monte Carlo cinétique nécessite le calcul de deux grandeurs dans chacune des situations simu-
lées : l’énergie de formation (E f ) et l’énergie de barrière (Eb). La bonne connaissance des énergies de
formation permet une bonne estimation de la proportion de telle ou telle configuration. Les différences
d’énergies de formation ainsi que les énergies de barrières sont quant à elles les éléments qui gouvernent
la cinétique.
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IV 1.1) Modèle énergétique pour l’estimation des énergies de formation
Le modèle énergétique utilisé pour calculer les variations d’énergie pendant le Monte Carlo repose
sur un modèle que nous avons appelé « de tétraèdres » dans le chapitre I (cf. page 47). Dans ce modèle,
l’énergie totale de la boîte simulée s’écrit comme une somme d’énergie par site (atome ou lacune),
modifiée par leur voisinage tétraédrique direct :
Etotale = ∑
i sites
(Ei +δE4 voisins de i) (IV.2)
Dans le cas d’une boîte avec du silicium et des lacunes, ce modèle comporte 10 paramètres, chacun
associé à une situation possible pour un tétraèdre, dont la liste est donnée dans le tableau IV.1. Les
énergies de ces dix paramètres sont ajustées par une procédure de moindres carrés pour reproduire les
énergies de formation de boîtes de silicium contenant un nombre variable de lacunes. Ces boîtes de
référence sont choisies d’une part pour contenir chacune au moins une situation du modèle et d’autre
part pour contenir les principaux petits agrégats de lacunes. La liste de ces boîtes permettant d’ajuster
le modèle et leurs énergies respectives sont données dans le tableau IV.2.
no Paramètre énergie (eV) no Paramètre énergie (eV)
0 Si-SiSiSiSi −1,479521.10−4eV 5 Lac-SiSiSiSi −7,398642eV
1 Si-SiSiSiLac 2,753208eV 6 Lac-SiSiSiLac −5,56408eV
2 Si-SiSiLacLac 4,836443eV 7 Lac-SiSiLacLac −3,808018eV
3 Si-SiLacLacLac 6,995066eV 8 Lac-SiLacLacLac −1,508384eV
4 Si-LacLacLacLac 9,705398eV 9 Lac-LacLacLacLac 0,4840384eV
TAB. IV.1 – Paramètres et énergies correspondantes utilisés dans le modèle tétraédrique pour estimer l’énergie
des boîtes contenant du silicium et des lacunes. Dans ce modèle, l’énergie totale est sommée par site et corrigée
par la nature des 4 premiers voisins. La dénomination E0−E1E2E3E4 signifie que c’est le paramètre dont l’atome
central est de l’espèce E0 et dont les 4 voisins sont des espèces E1E2E3E4. Les décimales données n’ont pas de
signification physique mais sont fournies à titre indicatif pour les lecteurs désirant réutiliser le modèle et les
valeurs numériques associées.
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Boîte énergie (eV) Boîte énergie (eV)
(0) Si pur 0eV (5) Lacune isolée 3.5601eV
(1) Lacune isolée 3.5601eV (6) Bi-lacune 5.2633eV
(2) 2 lacunes séparées 6.5489eV (7) Tri-lacune 7.1781eV
(3) 3 lacunes séparées (NR) 9.5507eV (8) Lac-SiLacLacLac 9.3010eV
(4) 4 lacunes séparées (NR) 13.2095eV (9) Lac-LacLacLacLac 11.2460eV
5 lacunes (en anneau) 9.7641eV 6 lacunes (en anneau) 10.1527eV
TAB. IV.2 – Énergies de formation des boîtes calculées par ab initio pour l’ajustement des paramètres du
modèle d’énergie tétraédrique. Les calculs ont été fait dans les boîtes relaxées de 216 sites sur la maille du
silicium avec le point Γ et un cut-off à 340eV. Les boîtes des cinq premières lignes correspondent directement à
des configurations dont l’énergie dépend d’un paramètre particulier du modèle (numéro entre parenthèses). La
dernière ligne sert à rajouter les cas physiques les plus probables des agrégats de 5 et 6 lacunes. La notation NR
entre parenthèses signifie que ces boîtes n’ont pas été relaxées géométriquement car elles sont instables.
On vérifie ensuite le domaine de validité de ce modèle énergétique en comparant les valeurs obtenues
pour les énergies de formation et de dissociation de petits agrégats entre ce modèle d’énergie et les
valeurs ab initio. Les résultats sont représentés sur la figure IV.1. On constate que le modèle reproduit
fidèlement les énergies de formation et de dissociation des petits agrégats pour lesquels il a été ajusté,
c’est-à-dire jusqu’à 6 lacunes. Mais au-delà, les énergies de dissociation ont jusqu’à 40% d’erreurs (ce
qui est d’ailleurs comparable avec celles obtenues dans le cadre des liaisons fortes). On se limitera donc
avec ce modèle à l’étude des agrégats dont la taille est inférieure ou égale à 7 lacunes. Le fait d’avoir
réalisé l’ajustement sur les énergies de formation permet d’avoir la bonne probabilité d’apparition de
tel ou tel agrégat. Ceci se fait au détriment parfois de l’énergie de dissociation qui régit une partie de la
cinétique. Cependant, dans le cas de notre modèle, à part la variation pour le groupe de trois lacunes,
l’erreur sur les énergies de dissociation reste en dessous de 2,7%.
On notera aussi que les énergies servant à l’ajustement incluent une part des déformations élastiques,
donc le modèle tétraédrique n’est pas seulement un modèle reproduisant les énergies électroniques de
liaisons mais il prend aussi en compte les déformations élastiques locales. Les difficultés à correctement
reproduire les énergies au-delà de 7 lacunes viennent vraisemblablement des effets élastiques à longue
portée.
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Énergies de formation et de dissociation pour des agrégats de lacunes dans Si































Ab initio (ce travail)





























Nombre de lacunes par agrégat
Bongiorno (liaisons fortes)
Staab (liaisons fortes)
Ab initio (ce travail)
Modèle tétraédrique (ce travail)
FIG. IV.1 – Domaine de validité du modèle tétraédrique pour décrire le coup énergétique de l’agrégation des
lacunes dans le silicium. L’ajustement du modèle a été réalisé, entre autre, sur les énergies de formation des
agrégats signalés par une flèche. Les résultats de Bongiorno sont tirés de son article ref. [63] et ceux de Staab
viennent de l’article ref. [61].
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IV 1.2) Modèle énergétique pour l’estimation des énergies de barrière
On ne peut pas calculer par la méthode NEB la totalité des énergies de barrières impliquées dans
les phénomènes de dissociation. Ceci représente une charge de calcul trop importante compte-tenu du
nombre de cas possibles. Nous utilisons donc à nouveau un modèle d’énergie pour estimer les barrières
dont nous n’avons pas les valeurs ab initio.
La première idée possible est de calculer la barrière d’un mouvement simple (Erefb ), le déplacement
d’un silicium par l’intermédiaire d’une lacune dans du silicium par exemple, et de garder cette barrière
pour tous les mouvements de ce type quel que soit le voisinage. Par exemple, appliquer E refb pour le
mouvement d’un silicium qui s’échange avec une lacune, mais avec une lacune en premier voisin.
Ceci ne donne pas de bon résultats. Nous avons calculé la barrière pour le mouvement cité en exemple
et celle-ci est bien plus faible que Erefb . On constate en général que la barrière réelle est plus faible
lorsque la variation d’énergie totale ∆E f entre les configurations initiales et finales est grande. On a
donc construit un modèle qui dépend de Erefb et de ∆E f , de telle sorte que l’énergie de barrière Eb soit
égale à une énergie de barrière de référence Erefb si ∆E f = 0 et qu’elle diminue quand |∆E f | augmente.
Ce modèle se construit à partir de l’énergie de migration de la mono-lacune E1m (calculée au chapitre
III 1.1) et qui sera notre énergie de barrière de référence E refb ) et les autres barrières sont estimées
comme des fonctions de ∆E f et de E1m. L’idée est de mimer par un polynôme l’évolution de l’énergie
lors du franchissement d’une barrière :













Dans cette formule, la variable x représente la coordonnée de réaction au cours de la transition et le
polynome P∆E f ,E1m(x) (dont on cherche le max) approxime le profil d’énergie. Le choix d’un polynome
de degré 4 a été fait pour présenter des dérivées nulles en x= 0 et x= 1 ainsi qu’au niveau de la barrière.
De même, les coefficients sont calculés pour obtenir les contraintes suivantes :
– P (x = 0) = 0 ;
– P (x = 1) = ∆E f ;
– P (x = xmax) = E1m quand ∆E f = 0 avec xmax la position de la barrière (i.e. un mouvement laissant
l’énergie de formation inchangée est un mouvement mono-lacunaire).








si 0< xmax < 1 alors, E
e f f
m = P∆E f ,E1m(xmax)
sinon, Ee f fm = 0
(IV.5)
Un tel polynome représente en fait assez mal l’évolution réelle de l’énergie sur le chemin de réaction
comme l’illustre la figure IV.2. Cette dernière représente l’évolution de l’énergie obtenue par un calcul
NEB lors du mouvement de la bi-lacune dans le silicium et l’évolution de l’énergie telle que le prévoit
le modèle. L’accord sur l’évolution est assez mauvais, mais seule nous intéresse ici la position de la
barrière effective. Or celle-ci est assez bien reproduite par le modèle.
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FIG. IV.2 – Évolution de l’énergie lors du mouvement de déplacement d’une bi-lacune. Seule une moitié du
mouvement est représentée ici. La courbe NEB correspond au calcul effectif par ab initio des points représentés.
La courbe du modèle Monte Carlo est un guide, les points important sont signalés par des flèches.
Plus généralement, on constate sur la figure IV.3 qu’aux vues des trois seules valeurs ab initio de
barrières disponibles (correspondant à ∆E f = 0eV pour la mono-lacune dans Si, ∆E f = 0,15eV pour la
séparation germanium/lacune dans le silicium et ∆E f = 1,17eV pour la bi-lacune dans Si) la barrière
effective est assez bien reproduite, ce qui n’aurait pas été le cas avec un modèle où la barrière est fixe,
indépendante de ∆E f .
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FIG. IV.3 – Évaluation de la barrière effectivement lors d’un mouvement entrainant une variation de l’énergie
de ∆E f . L’encadré représente le profil de l’énergie modélisé par un polynome de degré 4 et permet de visualiser
la position du maximum (i.e. la barrière effective) pour différentes valeurs de ∆E f . Le graphe principal trace la
valeur de ce maximum en fonction de ∆E f pour E1m = 0,3eV. Les positions repérées par des flèches correspondent
aux trois valeurs ab initio disponibles.
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IV 2 Diffusion lacunaire : effet de l’agrégation
Dans un cas réel impliquant le silicium ou ses composés, les interstitiels ou les mouvements concer-
tés peuvent intervenir ; mais nous nous limiterons ici aux cas où les lacunes sont majoritaires sur les
autres défauts et où elles assurent seules la diffusion. C’est par exemple le cas dans les matériaux im-
plantés à l’helium.
Nous nous limiterons par ailleurs à une étude dans le silicium uniquement. Comme nous l’avons
montré au chapitre II 1.3), les états lacunaires minimisant l’énergie de formation dans ce matériau
sont des états où les lacunes sont regroupées en agrégats. Pour étudier l’auto-diffusion du silicium
par médiateur lacunaire, nous commencerons par étudier la diffusion des agrégats eux-même. Nous
verrons ensuite comment la diffusion est affectée quand on laisse libre la formation ou non par activation
thermique d’agrégats de lacunes.
IV 2.1) Mouvements en agrégation forcée
Pour étudier la diffusion des agrégats, nous avons effectué des simulations de Monte Carlo cinétique
sur réseau comme décrit dans le chapitre I 2.1). Le système évolue grâce à l’algorithme du temps
de résidence, assurant un mouvement à chaque pas de calcul. Pour forcer l’agrégation, nous avons
simulé la diffusion dans des boîtes de taille modeste (1000 sites), contenant de 1 à 5 lacunes. La forte
concentration assure qu’une lacune qui se dissocie d’un agrégat est rapidement recaptée par les autres
lacunes. Pour la gamme de températures étudiées, nous nous sommes assurés que la majorité des pas
de Monte Carlo était passée dans un état agrégé.
En plus des deux modèles énergétiques présentés précédemment, voici les paramètres utilisés pour
le calcul de la diffusion par Monte Carlo :
– Le système étudié est constitué d’une boîte de silicium contenant N−n atomes et n lacunes, n va-
riant ici de 1 à 5. La simulation est effectuée dans les conditions de l’ensemble thermodynamique
canonique (n et T sont fixes par simulation).
– La gamme de températures étudiées s’échelonne de 300 à 1500K. Pour chaque température, au
moins 10 simulations sont effectuées.
– La diffusivité D(T ) est obtenue pour chaque température en calculant la pente de la droite corres-
pondant à l’ajustement de l’ensemble de points 16 < d
2
i, j(t) > où i varie sur le nombre de lacunes
de la boîte et j sur le nombre de simulations. d représente la distance pour chaque lacune à leur
position à t = 0.
– L’état initial de chaque simulation est un positionnement aléatoire des n lacunes.
– Les simulations avec 4 et 5 lacunes ont nécessité d’utiliser l’amélioration du Monte Carlo telle
qu’elle a été définie au chapitre I 2.2) pour obtenir une diffusion suffisante des agrégats.
Le tracé de l’évolution du carré de la distance des lacunes à leur origine à une température et un
nombre donné de lacunes fournit un nuage de points, ajusté par une droite dont un sixième de la pente
donne la diffusivité. Des exemples pour le cas à 4 lacunes sont représentés sur la figure IV.4. La méthode
employée ici, consistant à mesurer la distance pour les lacunes donne de bons résultats mais les courbes
obtenues sont assez bruitées vu le petit nombre de simulations effectuées. Une autre méthode consiste à
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moyenner les distances sur les mouvements des siliciums. Pour un même niveau de bruit, elle nécessite



























































































FIG. IV.4 – Évolution du carré de la distance parcourue par les lacunes en fonction du temps pour trois
températures différentes : 900K, 1200K et 1500K.
Lorsqu’on trace la variation de la diffusivité en fonction de l’inverse de la température en ordon-
nées logarithmiques on obtient des droites pour chaque type d’agrégats (cf. figure IV.5). Ceci traduit un
comportement d’Arrhénius pour chaque agrégat : il se comporte comme une entité, évoluant de façon
aléatoire et isotrope dans le matériau. La conclusion la plus importante de cette étude est le ralentis-
sement constaté de la diffusion lacunaire dès l’apparition des groupes de deux lacunes. L’énergie de
migration effective passe de 0,31eV pour les mono-lacunes à 1,17eV pour les bi-lacunes. Ensuite la
diffusion reste assez coûteuse en énergie quand l’agrégat augmente de taille : les agrégats de taille 3 et
4 ont une énergie de migration effective autour de 2,1eV et un groupe de 5 lacunes a une énergie de
migration de 2,6eV.
La façon dont les groupes au-delà de trois lacunes diffusent, se fait par émission d’une mono-lacune
qui diffuse à grande vitesse jusqu’à rencontrer un nouvel agrégat. Ceci laisse penser que la diffusion des
agrégats plus grands que ceux simulés aura une énergie de migration effective correspondant à l’énergie
de dissociation, donc comprise entre 2 et 3eV. On observe déjà ce résultat sur les simulations effectuées
pour des agrégats de 4 ou 5 lacunes : la pente observée pour la diffusivité (cf. figure IV.5) correspond à
l’énergie de dissociation de tels agrégats.
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FIG. IV.5 – Représentation de la diffusivité en fonction de l’inverse de la température pour des type d’agrégats
contenant de 1 à 5 lacune(s). La pente de chaque droite correspond à l’énergie de migration effective de chaque
agrégat, sa valeur est indiquée à côté.
À plus faible concentration, le coût de déplacement mono-lacunaire dans l’énergie de migration
effective prend toutefois une part plus importante puisque la lacune doit parcourir un plus grand chemin
avant d’être capturée à nouveau. C’est ce que nous allons étudier maintenant.
IV 2.2) Mouvements en agrégation libre à concentration fixée
L’approche précédente n’est valable que pour des basses températures ou des concentrations lacu-
naires très élevées. Dans le premier cas, l’agrégation est assurée grâce à l’énergie de liaison, la tempéra-
ture ne permettant pas de significativement dissocier les agrégats. Dans le second cas, même à un régime
où la température permet la dissociation partielle des agrégats, leur proximité assure un certain maintien
de leur population. Nous allons maintenant étudier comment la diffusion est modifiée dans le cas où la
contrainte d’agrégation forcée est relachée (grande dilution des lacunes ou fortes températures).
Nous nous intéressons au cas suivant :
– Le système étudié est constitué d’une boîte de silicium contenant N− 2 atomes et 2 lacunes. La
concentration en lacunes est fixée indépendamment de la température de simulation.
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– La gamme de concentration en lacunes C = 2N est choisie pour correspondre aux valeurs des
différentes expériences d’auto-diffusion du silicium, c’est-à-dire 10−5 <C < 10−7.
– La gamme de températures étudiées s’échelonne de 300 à 2000K. La partie haute température ne
correspond pas à un comportement physique (car au delà de la température de fusion) mais sert
néanmoins à vérifier le comportement du modèle à température infinie : les lacunes sont toutes
séparées et l’énergie de migration correspond à l’énergie de barrière d’une simple lacune.
– Nous cherchons à quantifier l’énergie de migration effective du silicium en fonction de la tempé-
rature (Ee f fm (T )).
Simulations Monte Carlo cinétique pour un système silicium/lacune à concentration fixée
Une étude Monte Carlo cinétique a été réalisée selon la méthode décrite dans le chapitre I 2.1).
L’énergie du système est donnée par le même modèle de tétraèdres que précédemment puisqu’il repro-
duit les valeurs ab initio de formation de la mono-lacune et de la bi-lacune.
La migration de la mono-lacune est fixée à 0,45eV d’après la valeur expérimentale trouvée par
Watkins [66]. Cette valeur est différente de celle obtenue par ab initio, mais elle a été choisie pour que
les simulations soient le plus en accord possible avec les expériences de diffusion.
Le saut de la bi-lacune est modélisé par un mouvement en deux étapes : première étape, la séparation
au premier voisin et seconde étape, la recombinaison de la bi-lacune. Le calcul de la barrière de ce
mouvement est effectué en utilisant le modèle décrit précédemment.
Pour chaque température, 30 simulations de Monte Carlo cinétique sont effectuées. Pour chaque
simulation j, la fonction d¯ j
2
(t) = ∑N−2i=1 ‖~ri(t)−~ri(t = 0)‖
2 est stockée. La diffusivité D(T ) est ensuite
obtenue comme un sixième de la pente d’une droite ajustant la moyenne des fonctions d¯ j
2
(t) de chaque











On observe sur les courbes d¯ j
2
(t) une évolution en escalier plus ou moins prononcée selon la tem-
pérature (cf. figure IV.6). Cette évolution traduit les phénomènes qui donnent lieu à l’auto-diffusion du
silicium. Sur les plateaux des marches, le système est bi-lacunaire (comme le montre l’énergie de la
boîte qui est sur un niveau bas). La diffusion est alors lente. De temps en temps, mais pendant un temps
physique très court, le système passe par deux lacunes séparées. La diffusion est alors très rapide : c’est
la partie montante des marches. À basse température, le système est très majoritairement dans un état
bi-lacunaire et l’évolution du carré de la distance est presque linéaire avec un coefficient qui correspond
au coefficient du plat des marches. Au contraire, à haute température, le système est le plus souvent
sous forme de deux lacunes séparées et l’évolution du carré de la distance est à nouveau linéaire avec
une pente correspondant à celle des parties montantes des escaliers.
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FIG. IV.6 – Tracé de l’évolution du carré de la distance moyenne à l’origine pour chaque silicium en fonction
du temps physique simulé, ceci pour trois gammes différentes de températures. L’encadré représente l’évolution
de l’énergie de la boîte. On distingue deux niveaux : un niveau haut correspondant à la séparation des deux
lacunes et un niveau bas correspondant à l’état bi-lacunaire.
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Si l’on trace le logarithme de la diffusivité D(T ) en fonction de l’inverse de la température (cf.
figure IV.7), on observe l’existence de deux zones linéaires : une à haute température et une à basse
température. Dans ces deux gammes la diffusion se modélise donc par une loi d’Arrhénius du type
D(T ) = D0e−βEa où l’énergie d’activation Ea est indépendante de la température. Le fait de pouvoir
modéliser la diffusion par une loi de ce type signifie que physiquement la diffusion est assurée par un
médiateur unique, caractérisée par une seule barrière. À basse température, ce médiateur est constitué
par les bi-lacunes (qui se comportent comme des entités à part entière). À haute température ce sont
les mono-lacunes uniquement qui expliquent la diffusion. Ceci confirme les observations faites sur les












































FIG. IV.7 – Le tracé du logarithme de la diffusivité en fonction de l’inverse de la température fait apparaître
deux régimes linéaires synonyme de comportement arrhénien (i.e. mouvement élémentaire gouverné par une
seule barrière). L’énergie de migration de ces deux régimes vient conforter leur assimilation à un déplacement
bi-lacunaire d’une part (basse température) et mono-lacunaire d’autre part (haute température).
L’application de l’opérateur − ∂ ln∂β à la diffusivité permet d’obtenir l’énergie d’activation effective
(cf. figure IV.8). Elle s’identifie ici à l’énergie de migration effective Ee f fm (T ) puisque les lacunes pré-
existent dans la boîte (il n’y a pas de contribution d’une énergie de formation à l’énergie d’activation).
On observe l’existence de trois régimes de températures. Comme précédemment annoncé, aux basses
et aux hautes températures, Ee f fm est une constante et la diffusion est assurée par les mono-lacunes
(hautes températures) ou les bi-lacunes (basses températures). Dans le régime intermédiaire, Ee f fm pré-
sente globalement une augmentation dont l’amplitude dépend de la température. Dans ce régime, le
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comportement n’est pas arrhénien : la diffusion ne peut s’expliquer simplement par la médiation d’un
type d’élément avec une barrière définie. En suivant l’évolution des boîtes simulées, on associe ce com-

































FIG. IV.8 – Le tracé de la dérivée du logarithme de la diffusivité en fonction de l’inverse de la température
donne l’énergie effective de migration. Cette énergie est tracée ici en fonction de la température pour deux
concentrations en lacunes. Il apparaît deux plateaux d’énergie constante aux hautes et aux basses températures,
mais il existe aussi tout un régime intermédiaire où l’énergie de migration varie rapidement avec la température.
Cette partie est assez bruitée à cause de la dérivation numérique sur un faible nombre de points. Les courbes en
petits pointillés sont des approximations de Bezier sur les jeux de points pour guider la lecture.
Modélisation par un schéma analytique
Pour comprendre mieux l’évolution de Ee f fm dans le régime intermédiaire, et pour justifier de son
augmentation au-delà des barrières directes introduites dans la simulation, nous avons développé un
modèle analytique pour expliquer les résultats Monte Carlo. Ce modèle est le suivant, il postule deux
états distincts pour le système : celui avec deux mono-lacunes séparées, indicé 1 ou celui avec une bi-
lacune, indicé 2. La diffusivité à tout régime s’écrit comme la moyenne de la diffusivité mono-lacunaire,
D1(T ), et de la diffusivité bi-lacunaire, D2(T ).
D˜(T ) = f1(T ).D1(T )+ f2(T ).D2(T ) avec f1(T )+ f2(T ) = 1 (IV.6)
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où fi(T ) représente la fraction temporelle passée dans l’état mono-lacunaire (1) ou dans l’état bi-
lacunaire (2). Cette formule est valable si les mouvements effectués dans l’un ou l’autre des deux
états sont isotropes et de même amplitude. En effet, la distance à l’origine après N pas par un marcheur













le terme de double produit est nul en moyenne dans l’hypothèse d’isotropie et de même amplitude. En




et τ le temps total (τ = n1τ1 +n2τ2), on peut séparer le terme des carrés en une somme de deux termes,
un par état :





= n1τ1D1 +n2τ2D2 (IV.10)







d’où la formule IV.6.
Pour obtenir Ee f fm , on applique l’opérateur − ∂ ln∂β à l’équation IV.6, ce qui donne :
E˜e f fm =







f1(T ).D1(T )+ f2(T ).D2(T )
(IV.12)
Pour expliciter les termes faisant intervenir les fractions temporelles, il faut donner un modèle d’occu-




l’énergie libre de l’état i (Fi = E if −TS
i). L’entropie Si correspond à de l’entropie configurationnelle.
Elle s’écrit Si = kB lnηi avec ηi le nombre de configurations équivalentes pour l’état i. Dans le cas de
l’état mono-lacunaire (cad deux lacunes séparées) dans une boîte avec N sites, η1 = N(N−5)2 . Pour l’état




commodité, on exprime le terme d’entropie en fonction de la concentrationC = 2N . Enfin, le fait d’avoir
explicité les fractions temporelles en fonction de β permet de réécrire l’équation IV.12 :
Ee f fm = fα(T ).E
1
m +(1− fα(T )).E
2
m + fγ(T ).∆E f (IV.13)
avec fα(T ) =
f1(T ).D1(T )
f1(T ).D1(T )+ f2(T ).D2(T )
(IV.14)
et fγ(T ) =
f1(T ). f2(T ).(D1(T )−D2(T ))
f1(T ).D1(T )+ f2(T ).D2(T )
(IV.15)







et Di(T ) = D0e−βE
i
m (IV.17)
et f1(T ) = 1
1+2.C.eβ∆E f
et f2(T ) = 1− f1(T ) (IV.18)
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On notera que fα et fγ sont des fonctions comprises entre 0 et 11. L’énergie de migration effective
s’écrit donc comme une somme pondérée des énergies propres de migration des deux états à laquelle il
faut ajouter un terme correspondant à l’énergie de dissociation de la bi-lacune (∆E f ).
Ce modèle fait intervenir comme seuls paramètres les énergies de formation de la mono- et de la bi-
lacune, les énergies de migration associées, ainsi que la concentration totale en lacune. Il est important
de noter que dans ce modèle, la concentration est indépendante de la température et s’apparente donc à















































FIG. IV.9 – Évolution des fractions fα, (1− fα) et fγ en fonction de la température pour les paramètres suivants :
E1f = 3,56eV, E
2
f = 5.26eV, E
1
m = 0,45eV, E
2
m = 1,24eV et C = 10
−7at−1.
L’apparition de la diffusion en trois régimes correspond aux valeurs prises par les fractions fα,
(1− fα) et fγ. On voit sur la figure IV.9 que :
– à haute température, le terme fα est proche de 1 et domine (1− fα) et fγ. C’est le régime où la
diffusion est purement mono-lacunaire.
– à basse température, le terme (1− fα) est proche de 1 et domine fα et fγ. C’est le régime où la
diffusion est purement bi-lacunaire.
1C’est évident pour fα qui s’écrit aa+b avec a et b positifs. On peut s’en convaincre pour fγ en remarquant que fγ = fα− f1
ce qui implique que fγ est majorée par 1 puisque fα < 1 et f1 > 0 et fγ est minorée par 0 dans sa première formulation car les
mono-lacunes sont plus rapides que les bi-lacunes, ce qui se traduit par D1 > D2.
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– dans une gamme de températures intermédiaires, les termes fα et fγ sont dominant. C’est le régime
où la diffusion est gouvernée par la dissociation de la bi-lacune. Dans ce régime, l’énergie efficace
de migration vaut en première approximation Ee f fm = E1m +∆E f .
On retrouve les trois régimes sur la courbe de l’énergie effective de migration, comme représentée
sur la figure IV.10. Les deux régimes extrema (régime mono- ou régime bi-lacunaire) présentent bien
un comportement d’Arrhénius. On voit aussi que l’accord avec les simulations Monte Carlo est bon.
Ce modèle représente donc correctement les trois régimes et permet d’expliquer la variation importante
de l’énergie effective de migration dans le régime intermédiaire : c’est une zone où la diffusion est
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Fractions fα, 1−fα et fγ
FIG. IV.10 – Évolution de l’énergie effective de migration pour les paramètres suivants : E1f = 3,56eV, E
2
f =
5.26eV, E1m = 0,45eV, E
2
m = 1,24eV, C = 10
−7at−1. L’accord avec les points issus de la simulation Monte Carlo
est correct.
On peut s’intéresser maintenant à l’effet de la concentration en sursaturation. Quand celle-ci dimi-
nue, le régime intermédiaire se déplace vers les basses températures. Ceci s’explique facilement par le
fait qu’à forte concentration, il faut un taux de dissociation élevé (donc une température plus élevée)
pour contrecarrer la plus grande probabilité de recombinaison. Au contraire, quand la concentration di-
minue, la probabilité de recombinaison devient plus faible donc le taux de dissociation peut se trouver
moins élevé pour obtenir le régime intermédiaire. Ce comportement est observé dans le Monte Carlo
et est correctement reproduit par le modèle analytique (cf. figure IV.11). On peut aussi remarquer que
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quand la concentration en sur-saturation tend vers 0, les régimes bi-lacunaire et dissociatifs tendent à


















































FIG. IV.11 – Évolution de l’énergie effective de migration pour les mêmes paramètres que pour la figure IV.10.
Le paramètre de concentration varie de façon à illustrer le déplacement vers les basses températures du régime
de diffusion par dissociation.
IV 2.3) Rôle des lacunes thermiques
Dans les simulations précédentes, les lacunes sont créées de façon artificielle dans le matériau et leur
concentration ne prend pas en compte les lacunes activées thermiquement. Nous allons voir maintenant
comment rajouter ces lacunes dans le modèle et nous discuterons de leur rôle dans la diffusion.
Dans ce cas, la diffusion effective s’écrit toujours comme la moyenne des diffusions mono- et bi-
lacunaires (cf. équation IV.6). Par contre, on va chercher à exprimer les fractions fi(T ) avec un nombre
variable de lacunes.
Nous considérons un ensemble thermodynamique grand canonique contenant du silicium et des
lacunes en nombre variable. Le système étudié est constitué par trois sortes d’éléments, pouvant occuper
N positions :
– un élément étiqueté 0 représentant un silicium ;
– un deuxième élément étiqueté 1 correspondant à une mono-lacune ;
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– et un dernier élément, repéré par un indice 2, symbolisant une bi-lacune.
Ce formalisme ne représente pas la réalité du réseau silicium, mais il est adopté pour simplifier l’écriture
des équations par la suite. On associe à ces différents éléments deux réservoirs de potentiels chimiques
µ1 et µ2 liés respectivement à des mono-lacunes d’énergie E1 et à des bi-lacunes d’énergie E2 dans le
cristal. Les positions occupées par du silicium ont un réservoir et une énergie de formation qui servent
de références et qui n’interviennent donc pas dans le calcul.
Les probabilités d’occupation des positions du système par les états 0, 1 ou 2 sont données alors
par :







1+ e−β(E1−µ1) + e−β(E2−µ2)
(IV.22)
Il faut ensuite écrire eβµ1 et eβµ2 en fonction de grandeurs mesurables du système (comme la concentra-
tion) pour pouvoir obtenir une forme analytique explicite. On note par la suiteC(T ) (ou simplementC)
la concentration totale en lacunes dans le système. Cette concentration totale correspond à la somme
de toutes les lacunes divisée par la somme de toutes les lacunes et de tous les siliciums présents dans le









où les ni correspondent aux nombres de positions occupés par un état i. De même, les fractions fi(T )




En prenant comme hypothèse que le réservoir de bi-lacunes fournit des éléments au système deux
fois moins facilement que le réservoir de mono-lacunes, on peut écrire µ1 = µ et µ2 = 2µ. Cette hy-
pothèse traduit le fait que physiquement, la méthode de création des bi-lacunes est dominée par le






La résolution de cette équation du second degré permet d’écrire X (on ne garde que la racine positive















On peut réaliser un développement limité au premier ordre par rapport à C, ce qui donne :
eβµ = X ≃Ce+βE1 (IV.27)
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D’où l’écriture approchée des fractions fi(T ) :{
f1(T ) = 1
1+2C(T )e+β∆E f
f2(T ) = 1− f1(T )
(IV.28)
avec ∆E f = 2E1−E2 comme définie précédemment dans le cas canonique.
L’écriture des fractions fi(T ) quand le nombre de lacunes est variable s’écrit donc comme dans le
cas où le nombre de lacunes est fixé à 2 par boîte (cf. équation IV.18) avec la différence suivante : la
concentration totale en lacuneC devient dépendante de la température (C(T )). Elle est fixe en canonique
alors qu’elle peut prendre n’importe quelle forme dépendante de la température dans le modèle grand
canonique. Comme C(T ) est une fonction de µ, choisir une forme arbitraire pour C revient à dire que
l’on considère un µ effectif dépendant de la température. À chaque température, on choisit un nouveau
µ qui impose la concentration totale dans notre système. Ceci est valable si le système que l’on souhaite
modéliser a atteint un état d’équilibre thermique pour chaque température qui nous intéresse.
On obtient ensuite l’énergie de migration effective en calculant l’équation IV.12. Ce qui donne, en
conservant les notations des paragraphes précédents :

















Dans cette équation, nous appelerons E
th
f le terme supplémentaire qui est rajouté par la dépendance en
température de la concentration. Il est important de remarquer que les fractions f thα et f
th
γ sont algébri-
quement égales aux fractions fα et fγ précédemment introduites. Par contre leur évolution en fonction
de la température peut varier du fait que la concentrationC n’est plus indépendante de T .
Nous allons étudier le comportement numérique du modèle en prenant une forme particulière pour
la concentration2 : C = Csat + e−βE
mono
f , où Csat correspond à une concentration en sur-saturation pour
les lacunes, induite par exemple par une irradiation. À cette concentration de sur-saturation s’ajoute une
variation thermique donnée par le terme e−βE
mono
f . Dans ce cas, les lacunes thermiques sont obtenues par
création de mono-lacunes. On peut prendre Csat = 0 pour décrire un matériau dont les lacunes seraient
simplement thermiques.
L’évaluation du terme supplémentaire E
th








= − f thδ (T ).E
mono
f (IV.30)






2En toute rigueur, il faut écrire C = C
sat+Cth
Csat+1 pour obtenir que C tend vers 1 quand T tend vers l’infini. Toutefois, il faut
garder à l’esprit queC≪ 1 et en particulierCsat ≪ 1 d’où l’écriture donnée.
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Pour étudier l’influence des lacunes thermiques sur les résultats établis précédemment avecC indépen-




δ se comportent réciproque-
ment par rapport aux fractions fα, fγ et 0 (puisque le terme E
th
f n’existe pas pour une concentration
constante).
Pour les valeurs numériques données (Emonof = 3,56eV, E
bi
f = 5,26eV, E
mono
m = 0,45eV et E
bi
m =
1,24eV), les évolutions des fractions f thα et f
th
γ sont identiques à celles des fractions fα et fγ dans une
gamme de températures inférieures à 3000K malgré le passage de C à C(T ). En effet, l’introduction
de la dépendance à C(T ) dans f thα et f
th
γ se fait uniquement par la fraction f1 (puisque D1 et D2 sont
indépendants de C). Or on constate sur la figure IV.12 que le décrochement entre f1(C) et f1(C(T ))
n’apparaît qu’au-delà de 3000K : lorsque C est indépendant de T , f1 tend vers 1 alors que quand C







































FIG. IV.12 – Tracé de la fraction de population dans l’état mono-lacunaire, avec une concentration dépend ou
non de la température. Lorsque C est indépendant de T , la fraction tend vers 1. Au contraire, quand C dépend de
T , f1 décroît aux hautes températures. Aux basses températures, la valeur de f1 n’est pas modifiée.
Par ailleurs, quelle que soit la valeur deCsat, la fraction f thδ est toujours négligeable devant 1 dans la
gamme de températures inférieures à 3000K, comme le montre la figure IV.13.
Les conclusions suivantes peuvent être tirées :
– QuandCsat = 0, c’est-à-dire pour une population lacunaire purement thermique obtenue par créa-
tion mono-lacunaire, et dans une gamme de températures inférieures à 3000K, on a f thα = 1 et
f thγ = 0. Ceci se traduit par une diffusion purement mono-lacunaire avec une migration effective
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FIG. IV.13 – La fraction fδ vient pondérer le terme supplémentaire ajouté par la dépendance en tempéra-
ture de la concentration dans l’écriture de l’énergie de migration. Pour le modèle C =Csat + e−βE
mono
f , fδ reste
négligeable pour T < 3000K.
constante, égale à la valeur mono-lacunaire. On peut interpréter ceci de la façon suivante : les bi-
lacunes sont plus intéressantes énergétiquement, mais les mono-lacunes thermiques restent (dans
la gamme de températures observées) trop peu nombreuses pour permettre leur regroupement,
d’où une diffusion purement mono-lacunaire.
– QuandCsat est strictement positif, les conclusions de la partie précédente sur la diffusion à concen-
tration fixée restent valables. À savoir, il existe une zone de températures où la transition entre
la diffusion bi-lacunaire (basse température) et la diffusion mono-lacunaire (haute température)
s’effectue par un mécanisme dissociatif, augmentant ainsi l’énergie de migration effective. Cette
zone est d’autant plus piquée et décalée vers les basses températures que la concentration en
sur-saturation est faible (cf. figure IV.11).
IV 2.4) Comparaisons avec les expériences
Grâce aux résultats du modèle, on peut obtenir des abaques pour différentes concentrations en sur-
saturation de lacunes permettant de connaître l’énergie effective de migration dans une gamme donnée
de températures. On peut aller plus loin en utilisant des modèles de concentration tenant compte de la
variation thermique du nombre de lacunes en sursaturation.
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IV. DIFFUSION MACROSCOPIQUE DANS SI ET SIGE
On peut ainsi expliquer les résultats de différentes expériences d’auto-diffusion dans le silicium dont
les résultats sont en apparence contradictoires.
Dans leur article de 2004, Ranki et al. [111] ont mesuré l’énergie de migration lacunaire dans du
silicium fortement dopé à l’aide de mesures de durée de vie du positron. Cette technique permet de
déceler des concentrations en lacunes supérieures à 2.10−7 at−1. Ceci correspond pour notre modèle
à un système contenant des lacunes thermiques, mais surtout avec une sur-saturation entraînée par le
fort dopage. Pour les concentrations et les températures indiquées (entre 650 et 900K) dans l’article,
leur étude se trouve dans une région où l’on s’attend à ce que la diffusion soit purement bi-lacunaire.
Leur valeur observée de 1,2eV pour la migration vient donc conforter notre prédiction de mouvement
bi-lacunaire dont l’énergie est 1,3eV.
Bracht et al. [112] ont publié en 2003 des mesures d’auto-diffusion dans le silicium pour un échan-
tillon soumis à une irradiation par des protons. Grâce à un modèle de cinétique, les auteurs ont extrait
la participation du mécanisme lacunaire à l’énergie de migration et ont mesuré le taux d’apparition de
ce défaut au cours de l’irradiation. En prenant, là encore, un modèle de concentration totale basé sur
une concentration de sur-saturation plus une variation thermique ; et en se plaçant dans la gamme de
températures indiquée (autour de 1100K), avec une concentration basée sur les valeurs de flux annon-
cées, notre modèle propose une diffusion par phénomène de dissociation avec une énergie de migration















































FIG. IV.14 – Rappel de la forme de l’énergie de migration effective, proposée par le modèle (avec ou sans
lacunes thermiques) pour une concentration en sur-saturation de 10−7at−1.
IV 3 Conclusion
Dans ce chapitre, nous venons d’explorer en détail l’auto-diffusion dans le silicium par médiation
lacunaire. Il ressort de cette étude les deux points suivants :
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IV 3. CONCLUSION
– La diffusion des mono-lacunes est une diffusion rapide dans le matériau alors que la diffusion
d’agrégats (quelle que soit leur taille) est lente : à 1000K, par exemple, la diffusivité est divisée
par ≃ 105 entre les mono-lacunes et les agrégats de 2, 3 ou 4 lacunes.
– Le mécanisme de diffusion des agrégats correspond au schéma suivant : l’agrégat se sépare d’une
lacune qui diffuse rapidement dans le matériau avant de rejoindre un nouvel agrégat. Dans le
même temps, l’agrégat se déforme localement et lentement.
Ce dernier point présente une caractéristique très importante pour la diffusion et qu’il est assez
probable de retrouver dans d’autres cas que l’auto-diffusion du silicium. On se trouve, en effet, en
présence de plusieurs médiateurs (d’un côté, les agrégats et de l’autre les mono-lacunes) dont la capacité
à faire diffuser une espèce dans le matériau est sensiblement différente (les mono-lacunes ont une
barrière de diffusion 4 fois plus faible que les bi-lacunes). De plus, le médiateur le plus lent est celui
dont la présence dans le matériau est la plus probable (l’énergie d’une bi-lacune fait gagner ≃ 1,3eV
par rapport à deux mono-lacunes séparées).
On observe alors une compétition entre les médiateurs dont l’issue est fonction de la température.
Dans une gamme de basses températures, le médiateur le plus facilement thermiquement activé assure
la diffusion et impose sa cinétique. À l’inverse, dans une gamme de hautes températures, la sélection
thermique des différents médiateurs disparaît et le médiateur le plus rapide impose, à son tour, sa ciné-
tique.
Dans une gamme de températures intermédiaires, on ne peut décider à l’avance, uniquement à partir
de la connaissance des énergies de formation et des énergies de barrière en jeu, comment la diffusion
aura lieu. On peut toutefois affirmer que des échanges entre les différents médiateurs ont lieu et que
l’énergie de migration effective n’est plus une simple fonction des barrières introduites en entrée dans
le calcul mais qu’elle dépend aussi des énergies de dissociation.
Cette conclusion est en particulier applicable dans le cas du mouvement du germanium dans le
silicium par médiateur interstitiel : en effet, nous avons vu que l’état le plus probable est celui de
l’interstitiel dissocié mixte. Pourtant son chemin de diffusion est complexe et présente les barrières les
plus grandes, alors que des états moins probables comme les interstitiels SiH et GeH ont une diffusion
moins coûteuse.
Ceci montre l’intérêt et même la nécessité de réaliser des simulations de Monte Carlo à la suite de
calculs ab initio si l’on veut passer d’informations de l’échelle des atomes à des informations macro-
scopiques.
Il reste toutefois de nombreux points non traités dans ce chapitre mais qui constitueraient pourtant
une continuation intéressante de ce travail :
– On peut s’interroger sur l’influence du germanium dans la diffusion lacunaire ; en particulier,
comment l’effet de piégeage des lacunes par les atomes de germanium peut modifier les cinétiques
de diffusion du silicium comme du germanium.
– Comme on vient de le voir, il est nécessaire pour quantifier la diffusion interstitielle à partir des
données sur les barrières microscopiques obtenues par ab initio, d’effectuer des simulations de
Monte Carlo. Mais l’établissement d’un code adapté aux motifs interstitiels du silicium soulève




Le premier objectif de ce travail consistait à étudier les phénomènes de diffusion atomique dans Si
et SiGe par l’intermédiaire de méthodes numériques.
Pour cela, nous avons obtenu par calcul ab initio les géométries et les énergies de formation des
principaux défauts du silicium, du germanium et des systèmes Si1−yGey faiblement concentrés en Ge.
Il ressort de cette étude, en accord avec les travaux expérimentaux et numériques existant, que les dé-
fauts lacunaires sont majoritairement présents dans le germanium, au détriment des défauts interstitiels.
Les comportements du silicium et du Si1−yGey sont sensiblement différents du germanium puisqu’ils
présentent dans les deux systèmes des énergies de formation comparables pour les lacunes et les in-
terstitiels, avec une importance un peu plus grande donnée aux interstitiels. Nous avons aussi effectué
une étude complète des agrégats lacunaires de petites tailles apportant une confirmation ab initio de la
stabilité de ces complexes par rapport aux résultats existants obtenus en liaisons fortes. Enfin, dans les
trois matériaux, les défauts intrinsèques (non encore observés expérimentalement mais prédits par le
calcul) semblent être les défauts de plus basses énergies.
Nous avons ensuite étudié les mécanismes élementaires permettant le mouvement, en particulier
dans Si1−yGey, ce qui constitue un travail original. Nous avons comparé nos résultats avec les données
numériques et expérimentales existantes. Les mouvements lacunaires dans les matériaux simples (Si ou
Ge) sont des mouvements caractérisés par une barrière unique un peu inférieure à 0,3eV dans les deux
matériaux. L’énergie d’activation obtenue, associée à l’auto-diffusion lacunaire dans ces matériaux,
est en parfait accord avec les mesures expérimentales. Dans Si1−yGey, la diffusion du germanium par
mécanisme lacunaire, est assurée par un ensemble de cycles de captures/séparations entre les atomes de
germanium et les lacunes.
Les mouvements interstitiels sont plus complexes du fait de la grande variété de configurations de
basse énergie. Notre étude exhaustive des mécanismes dans Si1−yGey a montré les liens qui relient
les positions interstitielles entre elles. Elle met en avant le fait qu’il n’existe pas de mouvement direct
permettant de relier les interstitiels de plus basse énergie (c’est-à-dire les interstitiels dissociés [110])
mais que les mouvements peuvent avoir lieu par de multiples chemins entre les interstitiels hexagonaux.
Pour les mouvements complexes, le calcul de leur énergie d’activation ne s’obtient pas directement
à partir des barrières élémentaires obtenues et nécessite une intégration par simulations Monte Carlo.
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Conclusion Générale
Nous avons effectué ces calculs pour le système lacunaire dans le silicium afin d’étudier l’influence
de l’agrégation. Cette étude a mis en avant la nécessité de comprendre la diffusion mono-lacunaire
et bi-lacunaire. En effet, pour des agrégats de taille plus importante, la diffusion a lieu grâce à des
cycles de capture et de dissociation d’une ou deux lacunes, alors que l’agrégat principal reste quasiment
immobile.
En conclusion de cet objectif, nous avons apporté par ce travail une continuation aux travaux nu-
mériques existants quant à la diffusion dans Si, en particulier en détaillant les mécanismes qui ont lieu
dans Si1−yGey pour les trois classes de défauts, lacunaires, interstitiels et concertés.
L’étude de l’exemple de la diffusion des agrégats de lacunes dans le silicium a permis d’illustrer
le second objectif de ce travail qui est un objectif méthodologique, à savoir, montrer la nécessité de
coupler une étude Monte Carlo aux calculs ab initio pour obtenir des informations à une échelle plus
grande que l’échelle atomique.
En effet, la seule connaissance des barrières des mouvements lacunaires ne permet pas de décrire
directement les phénomènes de dissociation dont l’influence sur l’énergie effective de migration est
grande. La diffusion de la bi-lacune donne l’exemple d’une gamme de températures et d’un système
où la barrière de diffusion est gouvernée non plus par les barrières simples du mouvement mais aussi
par la différence d’énergies entre les états rencontrés durant la diffusion. Nous avons proposé, dans ce
cas assez simple mais important, un modèle analytique permettant d’analyser les résultats de l’étude
Monte Carlo et d’expliquer la dispersion des résultats expérimentaux. Un tel modèle peut, dans ce cas
particulier, permettre d’aller au-delà des simulations atomistiques en permettant des études plus rapides
et plus systématiques.
Perspectives
La continuation directe de ce travail passe par la simulation Monte Carlo de la diffusion intersti-
tielle de façon à obtenir l’énergie de migration effective en jeu et pouvoir la comparer avec les valeurs
obtenues dans les expériences de diffusion.
D’autres études pourraient être menées en parallèle en utilisant la même démarche et le même type
d’outils, afin de quantifier l’influence de la concentration en germanium sur les phénomènes décrits
dans cette thèse.
Enfin, plusieurs approximations utilisées dans ce travail devront être approfondies afin de vérifier
leur validité :
– Au niveau des calculs ab initio, les paramètres influant sur la convergence comme le choix des
fonctionnelles pourraient être testés dans la mesure où des valeurs expérimentales permettraient
la comparaison.
– Au niveau du Monte Carlo, il faudrait étudier les problèmes d’entropie sur les termes en préfac-




Finalement, le modèle analytique simple que nous avons dérivé dans le cas de la diffusion des
lacunes dans le silicium est un exemple de ce qu’il convient maintenant de développer pour intégrer
les résultats de calculs multi-échelles dans les simulateurs industriels, logiciels servant à la réalisation
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