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.L2-NORM AND ESTIMATES FROM BELOW
FOR RIESZ TRANSFORMS ON CANTOR SETS
V. EIDERMAN AND A. VOLBERG
Abstract. The aim of this paper is to estimate the L2-norms of vector-valued Riesz trans-
forms Rsν and the norms of Riesz operators on Cantor sets in Rd, as well as to study the
distribution of values of Rsν . Namely, we show that this distribution is “uniform” in the fol-
lowing sense. The values of |Rsν |2 which are comparable with its average value are attended
on a “big” portion of a Cantor set. We apply these results to give examples demonstrating
the sharpness of our previous estimates for the set of points where Riesz transform is large,
and for the corresponding Riesz capacities. The Cantor sets under consideration are differ-
ent from the usual corner Cantor sets. They are constructed by means a certain process of
regularization introduced in the paper.
1. Introduction
Let σ0, . . . , σn be a finite sequence of positive numbers such that
2σj+1 ≤ σj, j = 0, . . . , n− 1. (1.1)
This sequence determines the corner Cantor set En of generation n in Rd, such that the j-th
generation consists of 2dj cubes of edge length σj, each of these cubes contains 2
d corner cubes
of the (j + 1)-th generation, and so on. For brevity, we will call En “a Cantor set” instead
of “a Cantor set of generation n”. There is a number of papers on estimates of various
capacities, norms of integral transforms and operators, etc., on such Cantor sets. These
estimates demonstrate the sharpness of various inequalities where the bounds are attained
on Cantor sets; they are also of independent interest. But besides the necessary condition
(1.1), there are certain additional conditions on σj in many cases. In the present paper
we associate with given numbers σj satisfying only the condition (1.1), the “regularized”
sequence {`j}nj=1 such that σj ≈ `j, j = 1, . . . , n, and construct the (non-corner) Cantor set
En formed by 2
dn cubes of edge length `n. Since the corner and non-corner Cantor sets have
similar structure, it is unimportant for applications which set to use.
For a nonnegative finite Borel measure ν in Rd, d ≥ 1, and s > 0, ε > 0, define the
ε-truncated s-Riesz transform of ν by
Rsν,ε(x) =
∫
|y−x|>ε
Ks(y − x) dν(y),
where
Ks(x) =
x
|x|s+1 , x ∈ R
d \ {0}.
If the limit
Rsν(x) := lim
ε→0+
Rsν,ε(x)
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exists, we shall call it the s-Riesz transform of ν at x. To consider all finite Borel measures
and all points x ∈ Rd, one introduces the quantity that always makes sense, namely the so
called maximal s-Riesz transform
Rsν,∗(x) = sup
ε>0
|Rsν,ε(x)|
(note that Rsν,ε(x) and R
s
ν(x) are vectors and R
s
ν,∗(x) is a number).
Besides Rsν,ε and R
s
ν,∗, we need the ε-truncated s-Riesz operator defined by
Rsν,εf(x) =
∫
|y−x|>ε
Ks(y − x)f(y) dν(y), f ∈ L2(ν), ε > 0.
For every ε > 0, the operator Rsν,ε is bounded on L
2(ν). We set
|Rsν| := sup
ε>0
‖Rsν,ε‖L2(ν)→L2(ν).
Later on we denote by c, C, c′, . . . (without indices) positive constants which may vary
from line to line.
Let En be the corner Cantor set generated by a sequence σ0, . . . , σn, and consisting of
2dn cubes En,k. Let µ the probability measure uniformly distributed on each cube En,k with
µ(En,k) = 2
−dn. Mateu and Tolsa [10] proved that if 0 < s < d, (2 + δ)σj+1 ≤ σj, δ > 0, and
θj+1 ≤ θj with
θj =
2−dj
σsj
,
then
c
[ n∑
j=1
θ2j
]1/2
≤ |Rsµ| ≤ C
[ n∑
j=1
θ2j
]1/2
, (1.2)
where the constants c, C depend only on δ, d and s. In fact, Mateu and Tolsa proved a
stronger assertion than the estimate from below: for sufficiently small ε,
‖Rsµ,ε‖2L2(µ) > c
n∑
j=1
θ2j . (1.3)
This result was refined by Tolsa in [16], where the condition about monotonicity of densities
θj was dropped. A more general class of Cantor sets for s = d−1 (again under the condition
θj+1 ≤ θj) was considered in [8, Theorem 3.1].
The estimate from above in (1.2) was also obtained in [7] by another method.
The arguments in [10] and especially in [16] are rather complicated. We give two indepen-
dent proofs of (1.3) for our “regularized” Cantor set. The first (direct) proof is considerably
simpler than in [10], [16]. The second approach gives the desired inequality as a corollary of
the following more delicate result. We shall prove that the inequality |Rsµ(x)|2 > c
∑n
j=1 θ
2
j
(and therefore the analogous estimate for |Rsµ,ε|) holds on a “big” portion of En. We also
consider the related problem in a more general setting and give certain applications. In par-
ticular, we establish the two-sided estimate of the Riesz capacity associated with Rsν . This
estimate is a refined version (for non-corner Cantor sets) of the corresponding results in [10].
We conclude this section with the construction of “regularized” non-corner Cantor sets.
Let σ0, . . . , σn be a finite sequence of positive numbers satisfying (1.1), and let two parameters
α ∈ (0, 1
2
) and T ∈ (1, 1
2α
) be given. (Later on α, T will depend on d and s.) Define the
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set J = {j1, . . . , jm}, m ≤ n, of indices inductively in the following way: j1 = 1; if jp ∈ J ,
1 ≤ jp < n, and σn ≤ α2−(n−jp)σjp , then jp+1 is the least j > jp, such that σj ≤ α2−(j−jp)σjp ;
if jp ∈ J , 1 ≤ jp < n, and σn > α2−(n−jp)σjp , then jp+1 = n. Thus,
1 = j1 < j2 < · · · < jm = n,
α2−(j−jp)σjp < σj ≤ 2−(j−jp)σjp , jp ≤ j < jp+1, p = 1, . . . ,m− 1.
We set
`j = 2
−(j−jp)σjp , jp ≤ j < jp+1, p = 1, . . . ,m− 1;
`n = min{σn, α2−(n−jm−1)σjm−1}.
Clearly (see (1.1)),
σj ≤ `j < α−1σj, 1 ≤ j < n; ασn ≤ `n ≤ σn;
`jp+1 ≤ α2−(jp+1−jp)`jp , p = 1, . . . ,m− 1. (1.4)
Hence, ασj ≤ `j < α−1σj, 1 ≤ j ≤ n.
For w = (u1, . . . , ud) ∈ Rd and ` > 0 let Q(w, `) be the cube
Q(w, `) = {x = (t1, . . . , td) ∈ Rd : |ti − ui| ≤ 12`, i = 1, . . . , d}. (1.5)
Construct the Cantor set En recursively as follows. For p = 1 we set E0 = Q1,1 = Q(0, 2T`1).
Take 2d closed corner cubes E1,k, k = 1, . . . , 2
d, of edge length `1 (i.e. distinct cubes lying
inside Q1,1 with edges parallel to the edges of Q1,1, such that each cube E1,k contains a vertex
of Q1,1).
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Suppose that the cubes Ejp,k, k = 1, . . . , 2
djp , of edge length `jp , jp < n, are already defined.
Partition each cube Ejp,k into 2
d(jp+1−jp−1) equal subcubes Q(wp+1,i′ , 2−(jp+1−jp−1)`jp). (In the
figure above d = 2, jp+1 − jp − 1 = 2.) If jp+1 − jp − 1 > 0, we may consider this partition
as jp+1 − jp − 1 sequential partitions of Ejp,k, such that on j-th step, jp < j ≤ jp+1 − 1,
we split each cube Ej−1,l into 2d cubes Ej,i′ of edge length `j. Consider the cubes Qp+1,i′ =
Q(wp+1,i′ , 2T`jp+1). Remark that by (1.4),
2T`jp+1 ≤ 2Tα 2−(jp+1−jp)`jp < 2−(jp+1−jp)`jp = 122−(jp+1−jp−1)`jp . (1.6)
Take 2d closed corner cubes Ejp+1,k of edge length `jp+1 in each Qp+1,i′ . We get 2
djp+1 cubes
Ejp+1,k, and set
Qp+1 =
2d(jp+1−1)⋃
i′=1
Qp+1,i′ ; Ejp+1 =
2djp+1⋃
k=1
Ejp+1,k.
For p+ 1 = m we obtain the desired set En.
2. Main results
Our first theorem shows that under certain assumptions |Rsν |2 is comparable with its
average value on a set of “big” measure, and this property holds not only on Cantor sets. It
means that the distribution of values of Riesz transform is uniform in a certain sense.
Set B(x, r) := {y ∈ Rd : |y − x| < r}, and denote by Σs the class of nonnegative Borel
measures η in Rd such that
η(B(x, r)) ≤ rs for all x ∈ Rd and r > 0. (2.1)
Theorem 2.1. Suppose that η ∈ Σs, ‖η‖ <∞, Rsη(x) exists η-a.e., |Rsη| ≤ 1, and
‖Rsη‖2L2(η) ≥ a‖η‖, a > 0. (2.2)
Then for every b ∈ (0, a) we have
η{x : |Rsη(x)|2 > b} > c(a− b)2‖η‖, c = c(d, s). (2.3)
On the other hand, obviously (2.3) implies (2.2) with bc(a−b)2 instead of a. The analogous
statements hold for Rsη,∗.
We deduce Theorem 2.1 in Section 3 from a deep result by Nazarov, Treil and Volberg
(Theorem 1.1 in [12]). In Section 4 we obtain the following estimates for ‖Rsµ‖2L2(µ) and |Rsµ|.
As before, we denote by µ the probability measure uniformly distributed on each cube En,k
with µ(En,k) = 2
−dn.
Theorem 2.2. Let an integer d ≥ 1 and s ∈ (0, d) be given. There are constants α ∈ (0, 1
2
),
T ∈ (1, 1
2α
), depending only on d, s, and such that for any positive numbers σ1, . . . , σn,
satisfying (1.1) with 1 ≤ j ≤ n− 1, and for the corresponding Cantor set En,
c
[ n∑
j=1
θ2j
]1/2
≤ ‖Rsµ‖L2(µ) ≤ C
[ n∑
j=1
θ2j
]1/2
, θj =
2−dj
`sj
, (2.4)
c
[ n∑
j=1
θ2j
]1/2
≤ |Rsµ| ≤ C
[ n∑
j=1
θ2j
]1/2
, (2.5)
where the positive constants c, C depend only on d and s.
L2-NORM AND ESTIMATES FROM BELOW FOR RIESZ TRANSFORMS 5
(We use the same notation θj for values slightly different from the ones in (1.2). Clearly,
the corresponding relations in both cases are equivalent.)
Set η := c [
∑n
j=1 θ
2
j ]
−1/2µ. If c = c(d, s) > 0 is small enough then η ∈ Σs, and |Rsη| ≤ 1 by
the upper bound in (2.5). Moreover, the first inequality in (2.4) implies (2.2) with a = a(d, s).
Thus, Theorem 2.1 immediately yields the inequality
µ
{
x : |Rsµ(x)|2 > c
n∑
j=1
θ2j
}
> δ0, δ0 = δ0(d, s) > 0. (2.6)
The existence of Cantor-type sets satisfying (2.6) was established in [7, Section 7] using
probabilistic arguments. But a concrete set was not presented. The particular case d = 2,
s = 1, σj = 4
−j, was considered in [2]. A more general class of plane corner Cantor sets was
treated in [6].
Clearly, (2.6) implies the estimates from below in (2.4), (2.5) (in fact, the estimates from
above were obtained in [7] – see Section 4 of the present paper for details). In Section 5
we give a completely different proof of (2.6) without the use of Theorem 1.1 in [12] and
of Theorem 2.2. This independent approach allows us to consider a more general class of
measures and wider range of s.
In Section 6 we consider the capacity γs,+(E) of a compact set E ⊂ Rd defined by the
equality
γs,+(E) := sup{‖ν‖ : ν ∈M+(E), ‖Rsν‖L∞(Rd) ≤ 1},
where M+(E) is the class of positive Radon measures supported on E. For d = 2, s = 1,
γ1,+(E) is the analytic capacity γ+, which is comparable with the analytic capacity γ by the
remarkable result of Tolsa [15]. For s = d− 1, d ≥ 2, γs,+ is comparable with the Lipschitz
harmonic capacity (see [17] and [7, Section 10] for details and references).
Theorem 2.3. Let d ≥ 1, s ∈ (0, d). For any finite sequence of positive numbers σ1, . . . , σn,
satisfying (1.1) with 1 ≤ j ≤ n− 1,
c
[ n∑
j=1
(
2−dj
σsj
)2]−1/2
≤ γs,+(En) ≤ C
[ n∑
j=1
(
2−dj
σsj
)2]−1/2
, (2.7)
where the positive constants c, C and the parameters α, T of the corresponding Cantor set
En depend only on d and s.
For corner Cantor sets and d = 2, s = 1 (that is for analytic capacity γ+), the estimates
(2.7) were obtained in [5] under the additional assumption σj+1/σj ≤ λ < 1/3. A different
proof has been given in [14]. The corresponding inequalities for γ were proved in [11] (before
the Tolsa’s result [15] about comparability of γ and γ+). The case of the Lipschitz harmonic
capacity (i. e. d ≥ 2, s = d − 1) was treated in [10] under the assumptions (2 + δ)σj+1 ≤
σj, δ > 0, and θj+1 ≤ θj. Thus, Theorem 2.3 is a refined version of these results for
“regularized” Cantor sets. It is noted at the end of [10] that (2.7) holds under the same
assumptions for the signed Riesz capacity γs as well. In fact, our proof of Theorem 2.3
is a modification of the arguments in [10] and [9], and these arguments also work for γs
and for “regularized” Cantor sets under the additional assumption (2 + δ)σj+1 ≤ σj, but
without monotonicity of θj. It is known that γs ≈ γs,+ for d = 2, s = 1 [15], for d ≥ 2,
0 < s < 1 [9, Theorem 1.1], and for d > 2, s = d− 1 [17]. As far as we know, the validity of
this relation in other cases is an open problem. The extension to bilipschitz images of corner
Cantor sets from [10] is given in [8].
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In Section 7 we give “the limit case” of Theorem 2.3, when the sequence {σj} is infinite.
We use the obtained estimates to demonstrate the sharpness of results in [7]. In particular,
we consider the problem of comparison of the capacity γs,+ and Hausdorff content.
3. Proof of Theorem 2.1
Lemma 3.1. If f is a non-negative function, ν is an arbitrary probability measure, and∫
f dν ≥ L,
∫
f 2 dν ≤ AL2, L > 0,
then for δ ∈ (0, 1) we have
ν{x : f ≥ δL} ≥ (1− δ)
2
4A
.
Proof. Clearly, ∫
f>2AL/(1−δ)
f dν ≤
∫
1− δ
2AL
f 2 dν ≤ (1− δ)L
2
.
Assume that
ν{x : f ≥ δL} < (1− δ)
2
4A
.
Then
L− (1− δ)L
2
≤
∫
f≤2AL/(1−δ)
f dν < δL+
2AL
1− δ ·
(1− δ)2
4A
=
(1 + δ)
2
L .
Since the left hand side is equal to the same number (1+δ)
2
L, we come to a contradiction. 
Proof of Theorem 2.1. By [12, Theorem 1.1, p. 467–468], the uniform boundedness of the
cut-off Caldero´n-Zygmund operators T (ε) on L2(η) implies the boundedness of T and of
the corresponding maximal singular operator on Lp(η) for every p ∈ (1,∞). Applying this
theorem for f(x) ≡ 1, p = 4, we get∫
|Rsη(x)|4 dη(x) =‖Rsη‖L4(η) ≤ (A′)4‖η‖,
‖Rsη,∗‖L4(η) ≤ (A′′)4‖η‖,
where the constants A′, A′′ depend only on d and s (the last statement follows from the proof
of Theorem 1.1 in [12]). Lemma 3.1 with f(x) = |Rsη(x)|2, ν = η/‖η‖, L = a, A = (A′)4a−2,
δL = b, yields (2.3), since (1−δ)
2
4A
= (a−b)
2
4(A′)4 = c(a− b)2.
The proof of the corresponding statement for Rsη,∗ is essentially the same. 
4. Proof of Theorem 2.2
We need some notation. Let xjp,k, wp,i be the centers of Ejp,k and Qp,i correspondingly,
and let Ejp(x), Qp(x) be the cubes Ejp,k, Qp,i, containing x. Set
ξp(x) =
∫
Qp(x)\Qp+1(x)
y − x
|y − x|s+1 dµ(y), x ∈ Qp+1, p = 1, . . . ,m− 1;
ξm(x) =
∫
Qm(x)
y − x
|y − x|s+1 dµ(y), x ∈ En.
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Obviously,
Rsµ(x) =
m∑
p=1
ξp(x).
Lemma 4.1. There exists T0 = T0(d, s) > 1, such that for any α ∈ (0, (2T0)−1) and T ∈
(T0, (2α)
−1) we have
c
(
2−djp
T s`sjp
)2
≤
∫
En
ξp(x)
2 dµ(x) ≤ C
(
2−djp
`sjp
)2
, p = 1, . . . ,m, (4.1)
with c and C depending only on d, s.
Proof. We have
ξp(x) =
∫
Ejp (x)\Qp+1(x)
y − x
|y − x|s+1 dµ(y)
+
∫
Qp(x)\Ejp (x)
y − x
|y − x|s+1 dµ(y) := I1(x) + I2(x), p = 1, . . . ,m− 1;
ξm(x) =
∫
En(x)
y − x
|y − x|s+1 dµ(y) +
∫
Qm(x)\En(x)
y − x
|y − x|s+1 dµ(y) := I1(x) + I2(x).
By (1.6), the cubes Qp+1,i in Ejp(x) are separated. Hence, up to a constant, I1(x) is majorized
by the integral over the measure uniformly distributed on Ejp(x) with density 2
−djp`−djp , that
is
|I1(x)| ≤ C 2
−djp
`djp
∫ `jp
0
td−1
ts
dt = C ′(d, s)
2−djp
`sjp
, x ∈ Ejp , p = 1, . . . ,m. (4.2)
Suppose that x ∈ Ejp,k (i. e. Ejp(x) = Ejp,k). We claim, that for sufficiently big T ,
|I2(x)− I2(xjp,k)| <
1
2
|I2(xjp,k)|. (4.3)
Indeed,
|I2(x)− I2(xjp,k)| ≤
∫
Qp(x)\Ejp (x)
∣∣∣∣ y − x|y − x|s+1 − y − xjp,k|y − xjp,k|s+1
∣∣∣∣ dµ(y)
< C(s)
∫
Qp(x)\Ejp (x)
|x− xjp,k|
|y − xjp,k|s+1
dµ(y) < C ′(d, s)
2−djp
T s+1`sjp
.
On the other hand, for T big enough we have
c(d, s)
2−djp
(T`jp)
s
< |I2(x)| < C(d, s) 2
−djp
(T`jp)
s
, x ∈ Ejp . (4.4)
The lower bound in (4.4) implies (4.3).
Obviously, I1(x
′) = −I1(x′′) whenever x′, x′′ ∈ Ejp,k and x′, x′′ are symmetric with respect
to xjp,k. Hence, for “half” of the points x ∈ Ejp,k, the angle between the vectors I2(xjp,k)
and I1(x) is less then or equal to pi/2. For these x we have
|ξp(x)| = |I1(x) + I2(x)| ≥ |I1(x) + I2(xjp,k)| − |I2(x)− I2(xjp,k)|
≥ |I2(xjp,k)| −
1
2
|I2(xjp,k)| > c′(d, s)
2−djp
(T`jp)
s
.
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We get the lower bound in (4.1). The upper bound follows directly from (4.2) and (4.4). 
Lemma 4.2. Let δ = min(1
2
(d− s), 1
2
). Then∣∣∣∣ ∫
En
ξp(x)ξq(x) dµ(x)
∣∣∣∣ < CT(α2
)δ|p−q|
2−djp
`sjp
· 2
−djq
`sjq
, p 6= q, (4.5)
where C depends only on d and s.
Proof. By symmetry,∫
Qp,i
ξp(x) dµ(x) = 0, p = 1, . . . ,m, i = 1, . . . , 2
d(jp−1).
Suppose that p > q. We have∫
En
ξp(x)ξq(x) dµ(x) =
2d(jp−1)∑
i=1
∫
Qp,i
ξp(x)ξq(x) dµ(x)
=
2d(jp−1)∑
i=1
∫
Qp,i
ξp(x)[ξq(x)− ξq(wp,i)] dµ(x).
(4.6)
By (4.2), (4.4),
|ξp(x)| < C 2
−djp
`sjp
, C = C(d, s), x ∈ Ejp . (4.7)
For x ∈ Qp,i, we get
|ξq(x)− ξq(wp,i)| ≤
∫
Qq(x)\Qq+1(x)
∣∣∣∣ y − x|y − x|s+1 − y − wp,i|y − wp,i|s+1
∣∣∣∣ dµ(y)
< C
∫
Qq(x)\Qq+1(x)
|x− wp,i|
|y − x|s+1 dµ(y)
= C
∫
Qq(x)\Qq+1(x)
|x− wp,i|
|y − x|1−δ
dµ(y)
|y − x|s+δ < C
′T`jp
`1−δjq+1
∫
Qq(x)\Qq+1(x)
dµ(y)
|y − x|s+δ .
As in Lemma 4.1, we represent the last integral as the sum of the integrals over Ejq(x) \
Qq+1(x) and Qq(x) \ Ejq(x). The second integral is estimated exactly as in (4.4). The first
integral, as before, is majorized by the integral with uniformly distributed measure. Thus,
the last bound does not exceed
C
T`jp
`1−δjq+1
[
2−djq
`djq
∫ `jq
0
td−1
ts+δ
dt+
2−djq
(T`jq)
s+δ
]
< C ′
T`jp
`1−δjq+1
· 2
−djq
`s+δjq
= C ′T
(
`jp
`jq+1
)1−δ(`jp
`jq
)δ
2−djq
`sjq
≤ C ′Tαδ(p−q)2−δ(jp−jq) 2
−djq
`sjq
, C ′ = C ′(d, s)
(in the last inequality we used the obvious relation `jp ≤ `jq+1 and (1.4)). Since jp−jq ≥ p−q,
we obtain the inequality
|ξq(x)− ξq(wp,i)| < CTαδ(p−q)2−δ(p−q)2
−djq
`sjq
.
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This inequality together with (4.6), (4.7), and the obvious relation
∑2d(jp−1)
i=1 µ(Qp,i) = 1,
imply (4.5). 
Proof of Theorem 2.2. Set
Θp =
2−djp
`sjp
. (4.8)
We start from the lower bound in (2.4). Obviously,
‖Rsµ‖L2(µ) =
∫
En
[ m∑
p=1
ξp(x)
]2
dµ(x)
=
m∑
p=1
∫
En
ξp(x)
2 dµ(x) +
∑
p 6=q
∫
En
ξp(x)ξq(x) dµ(x) =: Σ1 + Σ2.
From (4.1) we have
Σ1 ≥ c
T 2s
m∑
p=1
Θ2p. (4.9)
Enumerate Θp in decreasing order: Θp1 ≥ Θp2 ≥ · · · ≥ Θpm . From (4.5) we derive the
estimate
|Σ2| ≤ 2CTαδ
[ m∑
i=2
2−δ|p1−pi|Θ2p1 +
m∑
i=3
2−δ|p2−pi|Θ2p2 + · · ·+ 2−δ|pm−1−pm|Θ2pm−1
]
< 4CTαδ
[ ∞∑
i=1
2−δi
] m∑
p=1
Θ2p .
(4.10)
We can choose α and T in such a way that the constant cT−2s in (4.9) is at least twice as
big as the constant before the last sum in (4.10). We have
‖Rsµ‖L2(µ) > c
m∑
p=1
Θ2p , c = c(d, s).
To get the lower bound in (2.4), it remains to note that
jp+1−1∑
j=jp
(
2−dj
`sj
)2
=
jp+1−1∑
j=jp
(
2−dj
2−s(j−jp)`sjp
)2
=
(
2−djp
`sjp
)2
·
jp+1−1∑
j=jp
2−2(d−s)(j−jp) < C(d, s)Θ2p , p = 1, . . . ,m− 1.
(4.11)
Obviously, the estimate from below obtained in (2.4) implies the lower bound in (2.5). To
complete the proof of Theorem 2.2, it is enough to get the upper bound in (2.5). But the
proof of this estimate is literally the same as the proof of the corresponding estimate for
corner Cantor sets in [7, Corollary 3.5]. 
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5. Estimates for the size of the set where |Rsν | is large.
Another approach
In this section we develop an independent approach to obtaining the estimate (2.6), as
well as its generalizations and related results.
Let a finite sequence σ1, . . . , σn, 2σj+1 ≤ σj, j = 1, . . . , n − 1, and constants α ∈ (0, 12),
T ∈ (1, 1
2α
), c0 > 0, be given. For the corresponding Cantor set En and for a positive measure
ν supported on En, set
R˜sν(x) =
∫
En\En(x)
y − x
|y − x|s+1 dν(x),
where En(x) is the cube En,k containing x. Define the sets E , E˜ of cubes by the relations
E =
{
En,k : |Rsν(xn,k)| >
c0
T s
[ n∑
j=1
θ2j
]1/2}
, θj =
2−dj
`sj
, (5.1)
E˜ =
{
En,k : |R˜sν(xn,k)| >
c0
T s
[ n∑
j=1
θ2j
]1/2}
. (5.2)
Here as before, xn,k is the center of En,k; in (5.1) we assume that the values R
s
ν(xn,k) exist.
Theorem 5.1. For every s ∈ (0,∞) and every integer d ≥ 1, there exist constants c0, T0,
depending only on d, s, with the following properties. Fix some T > T0, α < α0(d, s, T ), and
a sequence σ1, . . . , σn, 2σj+1 ≤ σj, j = 1, . . . , n − 1. Let ν be a measure supported on the
corresponding Cantor set En, equally (but not necessarily uniformly) distributed on each cube
En,k, k = 1, . . . , 2
dn, with ν(En,k) = 2
−dn. Then the number of cubes En,k in E˜ is comparable
with the number of all cubes in En, that is,
#E˜ > c12dn, (5.3)
where c1 is an absolute constant. Moreover, if values R
s
ν(xn,k) exist, then
#E > c12dn. (5.4)
The same conclusion holds if we replace xn,k in (5.1), (5.2) by any fixed points x
′
n,k ∈ En,k,
such that x′n,k − xn,k = x′n,l − xn,l, k, l = 1, . . . , 2dn.
This theorem implies a useful corollary which will be given after the proof.
The proofs of (5.3), (5.4), and of the statement for points x′n,k, are the same. For definite-
ness, we consider the case (5.4).
Lemma 5.2. For every finite sequence {ap}mp=1 of positive numbers and for given δ > 0,
there is a subsequence {apl}Kl=1, such that
2−δ(pl−p)ap ≤ apl for all p ≤ pl, l = 1, . . . , K; (5.5)
K∑
l=1
aκpl ≥ c
m∑
p=1
aκp , κ > 0, (5.6)
where c depends only on δ and κ.
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Proof. Let the maximal index pK be the least integer for which
max
1≤p≤m
2−δ(m−p)ap = 2−δ(m−pK)apK
(the value of K will be determined by the construction in the sequel).
Suppose that indices pK , pK−1, . . . , pl+1 are already defined, and pK > pK−1 > · · · > pl+1 >
1. Then pl is the least integer satisfying the relation
max
1≤p<pl+1
2−δ(pl+1−p)ap = 2−δ(pl+1−pl)apl .
This equality implies that
2−δ(pl−p)ap ≤ apl , 1 ≤ p < pl+1. (5.7)
In particular, we get (5.5). Clearly, p1 = 1. Using (5.7) for p ∈ [pl, pl+1) with pK+1 := m+ 1,
we get the following estimate:
m∑
p=1
aκp =
K∑
l=1
pl+1−1∑
p=pl
aκp ≤
K∑
l=1
pl+1−1∑
p=pl
2−κδ(p−pl)aκpl <
∞∑
i=0
2−κδi
K∑
l=1
aκpl ,
which yields (5.6). 
We use Lemma 5.2 with ap = Θp, δ = 1/2, κ = 2, in order to extract the future subse-
quence from {Θp}mp=1 (the numbers Θp are defined by (4.8)).
By Lemma 5.2, there exists the set P of indices such that
2−0.5(p−q)Θq ≤ Θp for all q ≤ p, p ∈ P ; (5.8)∑
p∈P
Θ2p ≥ c
m∑
q=1
Θ2q, (5.9)
where c is an absolute constant. Set K = #P .
Each cube En,k, k = 1, . . . , 2
dn, can be represented in the form
En,k = Ku × Iv, u = 1, . . . , 2(d−1)n, v = 1, . . . , 2n,
where Ku is the projection of En,k onto the hyperplane t1 = 0, and Iv is the projection of
En,k onto the t1-axis. For u fixed, we associate the vector e
(v) = (e
(v)
1 , . . . , e
(v)
n ) with each
cube En,k = Ku × Iv in the following way. The choice of an interval Iv can be viewed as a
result of n subsequent choices (steps): starting from the interval [−T`1, T `1], at j-th step,
j ≥ 1, we choose the left or the right of two equal subintervals of length `j in the preceding
interval. We set e
(v)
j = −1, if we choose the left subinterval at j-th step, and e(v)j = 1 in the
opposite case. Thus, we get the one-to-one correspondence between the cubes En,k = Ku×Iv
with fixed u, and vectors e(v).
Lemma 5.3. Let T > T0, α < α0(d, s, T ), and let the cubes En,ki = Ku × Ivi, i = 1, 2, be
such that
e
(v1)
jp
= −1, e(v2)jp = 1 for some p ∈ P ,
e
(v1)
j = e
(v2)
j , j 6= jp.
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Suppose that a measure ν satisfies the conditions of Theorem 5.1. Then
Rs1ν(xn,k1)−Rs1ν(xn,k2) >
c2
T s
2−djp
`sjp
, (5.10)
where Rs1ν(x) is the first component of a vector R
s
ν(x), and the constants T0, c2 depend only
on d, s.
Proof. In order to simplify notation, we set xn,k1 = a, xn,k2 = b (see the figure in Section 1,
where a possible location of a, b is indicated). As before, we denote by E(x), Q(x) the
corresponding cubes containing x. Obviously,∫
Ejp (a)
y − a
|y − a|s+1 dν(y) =
∫
Ejp (b)
y − b
|y − b|s+1 dν(y) , b− a = (2T − 1)`jp .
Hence,
Rsν(a)−Rsν(b) =
∫
En
(
y − a
|y − a|s+1 −
y − b
|y − b|s+1
)
dν(y)
=
∫
Qp(a)\Ejp (a)
y − a
|y − a|s+1 dν(y)−
∫
Qp(a)\Ejp (b)
y − b
|y − b|s+1 dν(y)
+
p∑
q=2
∫
Ejq−1 (a)\Qq(a)
(
y − a
|y − a|s+1 −
y − b
|y − b|s+1
)
dν(y)
+
p∑
q=2
∫
Qq−1(a)\Ejq−1 (a)
(
y − a
|y − a|s+1 −
y − b
|y − b|s+1
)
dν(y) =: I1 − I2 + Σ1 + Σ2
(for p = 1 the last sums are absent). If T is greater than certain T0 = T0(d, s) then
{the first component of the vector (I1 − I2)} ≥ 2c2
T s
2−djp
`sjp
=
2c2
T s
Θp , c2 = c2(d, s). (5.11)
We claim that
`jp
p∑
q=2
2−djq−1
`s+1jq−1
(jq − jq−1) < CαΘp , p ∈ P , 0 < α < 1
2
, (5.12)
where C is an absolute constant. Indeed, by (5.8) the the left hand side of (5.12) does not
exceed
`jpΘp
p∑
q=2
20.5(p−q)
`jq−1
(jq − jq−1).
The inequality (1.4) yields the estimate
`jq−1 ≥ α−(p−q+1)2jp−jq−1`jp .
Continuing the estimation, we get (5.12):
Θp
p∑
q=2
20.5(p−q)αp−q+12−(jp−jq−1)(jq − jq−1) < CαΘp .
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Since |y − a| < 2|y − b| in the integrals from Σ1 and Σ2, we have∣∣∣∣ y − a|y − a|s+1 − y − b|y − b|s+1
∣∣∣∣ ≤ C(s) |b− a||y − a|s+1 < 2C(s) T`jp|y − a|s+1 . (5.13)
Thus,
|Σ1| < CT`jp
p∑
q=2
∫
Ejq−1 (a)\Qq(a)
1
|y − a|s+1 dν(y), C = C(s).
As in the proof of Lemma 4.1, we majorize the last integrals by the integrals over the
measures uniformly distributed on Ejq−1(a) with densities 2
−djq−1/`djq−1 . We get
|Σ1| < C(d, s)T`jp
p∑
q=2
2−djq−1
`djq−1
∫ `jq−1
2−(jq−jq−1−1)`jq−1
td−1
ts+1
dt. (5.14)
We consider three cases.
Case 1. s < d− 1. Then
|Σ1| < C(d, s)T`jp
p∑
q=2
2−djq−1
`djq−1
`d−s−1jq−1
(5.12)
< C ′(d, s)TαΘp <
c2
2T s
Θp
for α < c2[2C
′(d, s)T s+1]−1, where c2 is the constant in (5.11).
Case 2. s = d− 1. By (5.14) and (5.12) we have
|Σ1| < CT`jp
p∑
q=2
2−djq−1
`s+1jq−1
(jq − jq−1 − 1)
(5.12)
< C ′′TαΘp <
c2
2T s
Θp, C
′′ = C ′′(d, s),
if α < c2[2C
′′T s+1]−1.
Case 3. s > d− 1. Again by (5.14),
|Σ1| < CT`jp
p∑
q=2
2−djq−1
`djq−1
2(s−d+1)(jq−jq−1−1)
1
`s−d+1jq−1
(1.4)
< CT`jp
p∑
q=2
2−djp2d(jp−jq−1)α(s+1)(p−q+1)
`s+1jp 2
(s+1)(jp−jq−1) 2
(s−d+1)(jq−jq−1−1)
< C ′Tαs+1Θp
p∑
q=2
2(s−d+1)(jq−jp) <
c2
2T s
Θp, α
s+1 <
c2
C ′′T s+1
.
As concerns Σ2, we have
|Σ2| < CT`jp
p∑
q=2
2−djq−1
(T`jq−1)
s+1
(5.12)
<
c2
2T s
Θp, α < c(d, s).
The estimates for Σ1, Σ2 and (5.11) yield (5.10). 
The next lemma is a particular case of Lemma 7.3 in [7].
Lemma 5.4. Let λi, i = 1, . . . , K, be positive numbers. Let ζi, i = 1, . . . , K, be independent
random variables satisfying
|ζi| ≤ Cλi,
K∑
i=1
Var(ζi) ≥ c
K∑
i=1
λ2i . (5.15)
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Then there exists β = β(C, c) > 0 such that
P
{∣∣∣∣ K∑
i=1
ζi
∣∣∣∣ ≥ β( K∑
i=1
λ2i
)1/2}
≥ β. (5.16)
We need the following Lemma 10.2 in [6].
Lemma 5.5. Let positive numbers λi, i = 1, . . . , K, be given. For each vector f
(r) =
(f
(r)
1 , . . . , f
(r)
K ), r = 1, . . . , 2
K, with components equal to plus or minus ones we set
S(f (r)) =
K∑
i=1
f
(r)
i λi.
Let A be a set of different vectors f (r) such that A ⊆ {f (r) : S(f (r)) ≤ 0}. Then there exists
a set B ⊆ {f (r) : S(f (r)) ≥ 0} with the following properties:
1) all the vectors in B are distinct;
2) #A ≤ #B;
3) each vector f ′ ∈ B can be obtained from some vector f ∈ A by replacing some negative
components of f (depending on f ′) by positive components while keeping all the positive
components of f . (Different vectors f ′ can be obtained from the same f .)
Proof of Theorem 5.1. Set λi = Θpi , pi ∈ P , p1 < p2 < · · · < pK , σ2 =
∑K
i=1 λ
2
i . Fix an
integer u and the components e
(v)
j , j /∈ P of vectors e(v) = (e(v)1 , . . . , e(v)n ). Let F be the
set of cubes En,k = Ku × Iv with fixed parameters indicated above. Clearly, F consists
of 2K elements depending only on the choice of the components e
(v)
j with j ∈ P . We can
consider this sampling as a choice of a vector f (r). We introduce the following subsets of F
(or equivalently, the subsets of vectors f (r)):
Q1 = {En,k ∈ F : |Rs1ν(xn,k)| >
c2
4T s
βσ},
Q2 = {En,k ∈ F : |Rs1ν(xn,k)| ≤
c2
4T s
βσ},
Q3 = {En,k ∈ F : S(f (r)) ≤ −βσ},
Q4 = {En,k ∈ F : S(f (r)) > −βσ},
where β is the constant in Lemma 5.4 with c = C = 1, and c2 is the constant in (5.10).
We shall consider the choice of a vector f (r), r = 1, . . . , 2K , as a random event with the
same probability 2−K for all vectors. This defines a random variable Ξ with values S(f (r)).
Obviously, we can interpret Ξ as the sum of independent random variables ζi, i = 1, . . . , K,
taking the values λi and −λi with probability 1/2.
We now use Lemma 5.4. In our case, Var(ζi) = λ
2
i , c = C = 1. Since distribution of Ξ is
symmetric, (5.16) yields the inequality
P{Ξ ≤ −βσ} ≥ β
2
.
Hence,
#Q3 ≥ β2K−1. (5.17)
Consider now the set A := Q2 ∩ Q3. By A we denote also the set of the corresponding
vectors f (r). If A = ∅, then #A = 0, and we immediately arrive at the estimates (5.18)
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below. Assume that A 6= ∅, and let B be the set of vectors corresponding to the set A by
Lemma 5.5. Consider an arbitrary vector f ′ ∈ B. It can be obtained from some f ∈ A by
the replacement of some negative components of f by positive ones. Let J be the set of
indices of the replaced components of f . Let f = f (r), f ′ = f (t), and let En,k, En,m be the
cubes associated with f (r) and f (t) correspondingly. Since S(f (t)) ≥ 0, it follows that
βσ ≤ S(f (t))− S(f (r)) = 2
∑
i∈J
λi .
On the other hand, applying Lemma 5.3 #J times (successively for each component in J )
we get
Rs1ν(xn,k)−Rs1ν(xn,m) >
c2
T s
∑
i∈J
λi ≥ c2
2T s
βσ,
so that
|Rs1ν(xn,m)| ≥ |Rs1ν(xn,k)−Rs1ν(xn,m)| − |Rs1ν(xn,k)| >
c2
4T s
βσ.
Hence B ⊂ Q1. Moreover, B ⊂ Q4, since S(f (r)) ≥ 0 for f (r) ∈ B. Bearing in mind that
#A ≤ #B, we obtain
#(Q2 ∩Q3) = #A ≤ #B ≤ #(Q1 ∩Q4).
Thus, for every set F (that is, for each u and for each collection of components e(v)j , j /∈ P),
we have
#Q1 = #(Q1 ∩Q3) + #(Q1 ∩Q4)
≥ #(Q1 ∩Q3) + #(Q2 ∩Q3) = #Q3
(5.17)
≥ β2K−1.
(5.18)
Since there exist 2(d−1)n values of u, and 2n−K collection of components e(v)j with j /∈ P , it
follows that
#{En,k : |Rs1ν(xn,k)| >
c2
4T s
βσ} > β
2
2dn.
It remains to note that
σ2 =
∑
p∈P
Θ2p
(5.9)
≥ c
m∑
q=1
Θ2q
(4.11)
> c′
n∑
j=1
θ2j .
Theorem 5.1 is proved. 
Using Theorem 5.1 we show that for the class of measures ν satisfying the assumptions of
this theorem, the Riesz transform Rsν(x) is large on a “big” portion of En.
Corollary 5.6. Let an integer d ≥ 1 and s > 0 be given. There are constants α ∈ (0, 1
2
),
T ∈ (1, 1
2α
), c3 > 0, depending only on d, s, and such that for any positive numbers σ1, . . . , σn,
2σj+1 ≤ σj, 1 ≤ j ≤ n− 1, and for the corresponding Cantor set En,
Hd
{
x ∈ En : |Rsν(x)| > c3
[ n∑
j=1
θ2j
]1/2}
>
c1
2
Hd(En) = c1
2
2dn`dn , θj =
2−dj
`sj
. (5.19)
Here Hd is d-dimensional Hausdorff measure, and ν is a measure satisfying the conditions
of Theorem 5.1, such that Rsν(x) exists (in the sense of principal values) Hd-a. e. on En.
Remark. For s ≤ d the condition about existence of Rsν(x) holds for any Borel measure on
En. Generally speaking, it is not correct for s > d.
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Proof. Set T = T0 + 1, c3 = c0(2T
s)−1, where c0 and T0 are the constants from Theorem 5.1.
Choose a sufficiently small α which will be specified later, and consider the corresponding
Cantor set En. Let ν0 be the point measure with charges equal to 2
−dn and located at the
centers xn,k of the cubes En,k. We claim that
|R˜sν(x)− R˜sν0(x)| <
c0
4T s
[ n∑
j=1
θ2j
]1/2
, x ∈ En, (5.20)
if α is small enough. Indeed, let x′, x′′ be any two points lying in the same cube En,k (that
is, En(x
′) = En(x′′) = En,k). In the same way as (5.13) we obtain the inequality∣∣∣∣ y − x′|y − x′|s+1 − y − x′′|y − x′′|s+1
∣∣∣∣ ≤ C`n|y − x′|s+1 , C = C(s). (5.21)
Let j ∈ [1, n− 1], and let p ∈ [1,m− 1] be such that jp ≤ j < jp+1. By (1.4) we get
`n ≤ αm−p2−(jm−jp)`jp = αm−p2−(jm−jp)2j−jp`j
= αm−p2−(jm−j)`j ≤ α2−(n−j)`j
(5.22)
(we recall that jm = n). We use (5.21) with x ∈ En,k instead of y, and with x′ = y ∈ En,i,
x′′ = xn,i, i 6= k. Then
|R˜sν(x)− R˜sν0(x)| ≤
∑
i 6=k
∫
En,i
∣∣∣∣ y − x|y − x|s+1 − xn,i − x|xn,i − x|s+1
∣∣∣∣ dν(y)
≤ C`n
∫
En\En(x)
dν(y)
|y − x|s+1 ≤ C
′`n
n−1∑
j=1
∫
`j<|y−x|≤`j−1
dν(y)
|y − x|s+1
≤ C ′′`n
n−1∑
j=1
2−dj
`s+1j
≤ C ′′ max
1≤j≤n−1
(
2−dj
`sj
)
·
n−1∑
j=1
`n
`j
(5.22)
≤ C ′′α max
1≤j≤n−1
θj ·
∞∑
j=1
2−j < C ′′α
[ n∑
j=1
θ2j
]1/2
≤ c0
4T s
[ n∑
j=1
θ2j
]1/2
,
(5.23)
if α ≤ c0[4C ′′T s]−1, C ′′ = C ′′(d, s). Clearly, α depends only on d and s.
The inequality (5.21) and the same arguments as in (5.23) yield the estimate
|R˜sν(x′)− R˜sν(x′′)| <
c0
4T s
[ n∑
j=1
θ2j
]1/2
, x′, x′′ ∈ En,k. (5.24)
Let E˜ = E˜(ν0) be the set defined by (5.2) for the measure ν0. Fix some cube En,k ∈ E˜ ,
and set
In,k(x) :=
∫
En,k
y − x
|y − x|s+1 dν(x) = R
s
ν(x)− R˜sν(x), x ∈ En,k
(we consider only the points x for which Rsν(x) exists). Let En,k∗ be the cube symmetric to
En,k with respect to the center x0 of the cube E0. Choose x ∈ En,k, and let x∗ ∈ En,k∗ be
such that x− x∗ = xn,k − xn,k∗ . Clearly, In,k(x) = In,k∗(x∗). Moreover,
R˜sν0(xn,k) = −R˜sν0(xn,k∗)
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by the symmetry of the measure ν0 with respect to x0. Hence, for at least one couple of
vectors In,k(x), R˜
s
ν0
(xn,k), or In,k∗(x
∗), R˜sν0(xn,k∗), the angle between these vectors is less or
equal to pi/2. So, for the sets
En,k := {x ∈ En,k : |In,k(x) + R˜sν0(xn,k)| > |R˜sν0(xn,k)|}
En,k∗ := {x ∈ En,k∗ : |In,k∗(x) + R˜sν0(xn,k∗)| > |R˜sν0(xn,k∗)|}
we have
Hd(En,k) +Hd(En,k∗) ≥ `dn.
For x ∈ En,k we get
|Rsν(x)| = |In,k(x) + R˜sν(x)|
= |In,k(x) + R˜sν0(xn,k) + R˜sν(xn,k)− R˜sν0(xn,k) + R˜sν(x)− R˜sν(xn,k)|
> |R˜sν0(xn,k)| − |R˜sν(xn,k)− R˜sν0(xn,k)| − |R˜sν(x)− R˜sν(xn,k)| >
c0
2T s
[ n∑
j=1
θ2j
]1/2
.
Analogous estimates hold for x∗ ∈ En,k∗ . Hence,
Hd
{
x ∈ En,k ∪ En,k∗ : |Rsν(x)| >
c0
2T s
[ n∑
j=1
θ2j
]1/2}
≥ Hd(En,k) +Hd(En,k∗) ≥ `dn
for every En,k ∈ E˜ . Since #E˜ > c12dn (see (5.3)), we get (5.19) with c3 = c0[2T s]−1. 
The inequality (2.6) is a particular case of Corollary 5.6. Indeed, note that µ = ρHd|En ,
where ρ = 2−dn`−dn . Multiplying both parts of (5.19) by ρ, we get (2.6).
6. The capacity γs,+ of Cantor sets: proof of Theorem 2.3
As we mentioned in Section 2, our arguments are similar to those in [10] (which in turn
use the ideas in [11]). On the other hand, there are certain differences as well. For instance,
in [10] the harmonicity of the Riesz transform (outside the support) was used in an essential
way. Since s is not necessarily equal to d − 1, we cannot use harmonicity, and we cannot
work with the measure supported on the boundaries of certain cubes, our measure will be
supported also on the interior of these cubes. Moreover, and this is more essential, [10]
uses a certain regularity of their Cantor sets. We have another type of Cantor sets, lacking
this regularity (namely, not all our cubes Ej,l are separated enough). This creates specific
difficulties. There is a number of other differences (for example, we do not use Cotlar’s
inequality). Also, Mateu and Tolsa [10], while claiming the result for all s ∈ (0, d) (and for
their Cantor sets), give the proof only for s = d − 1. This is why we wish to present a full
proof, even though it follows the idea of [10].
We need the following characterization of γs,+ obtained in [17], Chapter 5:
γs,+(E) ≈ sup{‖η‖ : η ∈ Σs, supp η ⊂ E, |Rsη| ≤ 1}, 0 < s < d (6.1)
(see (2.1) for definition of Σs). Following [10], we introduce the capacity
γµs,+(En) = sup{τ : 0 ≤ τ ≤ 1, |Rsτµ| ≤ 1}, (6.2)
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where µ is the probability measure defined in Section 1. Using (2.5) and (4.11), we have
|Rsτµ| = τ|Rsµ| ≈ τ
[ n∑
j=1
θ2j
]1/2
≈ τ
[ m∑
p=1
Θ2p
]1/2
, Θp =
2−djp
`sjp
.
Hence,
γµs,+(En) ≈
[ n∑
j=1
θ2j
]−1/2
≈
[ m∑
p=1
Θ2p
]−1/2
, (6.3)
where the constants of comparison depend only on d and s. It is easy to see that the measure
η := c
[∑n
j=1 θ
2
j
]−1/2
µ with c = c(d, s) belongs to Σs. Now the relation (6.1) and the upper
bound in (2.5) imply the estimate
γs,+(En) > c
[ n∑
j=1
θ2j
]−1/2
≈ γµs,+(En), c = c(d, s).
Thus, it is sufficient to prove that
γs,+(En) < C0γ
µ
s,+(En), C0 = C0(d, s). (6.4)
Let ν be a positive Radon measure supported on a compact set E in Rd, for which
‖Rsν(x)‖L∞(Rd) ≤ 1. It is shown in [9], p. 217, that the last inequality implies the estimate
ν(B(x, r)) ≤ Crs, x ∈ Rd, r > 0. (6.5)
The arguments in this part of the proof of Lemma 4.1 in [9] are valid not only for 0 < s < 1,
but for 0 < s < d as well (the reference [P], Lemma 11 in [9] should be replaced by [P],
Lemma 3.1). For s = d − 1, this fact is also noted in [17], p. 46. Hence, ν(E) ≤ CHs(E).
By the definition of γs,+ (see Section 2) we have
γs,+(E) ≤ CHs(E), C = C(d, s), for any compact set E ⊂ Rd. (6.6)
(The inequality (6.6) also follows from [13, Lemma 3.2].)
We will prove (6.4) by induction on n. The induction hypothesis is
γs,+(Eq) < C0γ
µ
s,+(Eq), 1 ≤ q < n, (6.7)
where the constant C0 = C0(d, s) will be specified later. Let
Sk = Θ
2
1 + Θ
2
2 + · · ·+ Θ2k, 1 ≤ k ≤ m.
Suppose that 1
2
Sm < S1. Then by (6.3) we get γ
µ
s,+(En) > c`
s
1. This inequality together with
(6.6) yield the estimate
γs,+(En) ≤ γs,+(E1) ≤ C`s1 < C ′γµs,+(En), C ′ = C ′(d, s).
In particular, we get (6.4) for n = 1, if C ′ < C0. Moreover, we can assume without loss of
generality that 1
2
Sm ≥ S1. Hence, there exists K, 1 ≤ K < m, such that
SK ≤ 1
2
Sm < SK+1. (6.8)
We consider two cases.
Case 1. For some constant A0 = A0(d, s) to be determined below,
γs,+(EjK+1−1,k ∩ En) > A02−d(jK+1−1)γs,+(En), k = 1, . . . , 2d(jK+1−1).
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The set EjK+1−1,k ∩ En is constructed exactly in the same way as En, starting with σjK+1 =
`jK+1 instead of σ1 = `1, and with q = n− jK+1 + 1 instead of n. Hence,
γs,+(En) < A
−1
0 2
d(jK+1−1)γs,+(EjK+1−1,k ∩ En)
(6.7)
< A−10 2
d(jK+1−1)C0γ
µ
s,+(EjK+1−1,k ∩ En)
(6.3)
< A−10 C0C2
d(jK+1−1)
[ m∑
p=K+1
(
2−d(jp−jK+1+1)
`sjp
)2]−1/2
= A−10 C0C
[ m∑
p=K+1
Θ2p
]−1/2
= A−10 C0C[Sm − SK ]−1/2
(6.8)
≤
√
2A−10 C0CS
−1/2
m
(6.3)
< A−10 C0C
′γµs,+(En) < C0γ
µ
s,+(En),
if A0 ≥ C ′ = C ′(d, s). We get (6.4).
Case 2. For the constant A0 determined above,
γs,+(EjK+1−1,k ∩ En) ≤ A02−d(jK+1−1)γs,+(En), k = 1, . . . , 2d(jK+1−1). (6.9)
As in [10], we again distinguish two cases, namely Θ2K+1 > SK and Θ
2
K+1 ≤ SK . If Θ2K+1 >
SK , then
SK+1 = SK + Θ
2
K+1 < 2Θ
2
K+1,
and we have
γs,+(En) ≤ γs,+(EjK+1)
(6.6)
≤ CHs(EjK+1) ≤ C ′2djK+1`sjK+1
=
C ′
ΘK+1
<
√
2C ′
S
1/2
K+1
(6.8)
<
2C ′
S
1/2
m
(6.3)
< C0γ
µ
s,+(En).
Thus, (6.4) holds if C0 = C0(d, s) is sufficiently big.
Suppose now that Θ2K+1 ≤ SK . Then
1
2
Sm
(6.8)
< SK+1 ≤ 2SK < 2Sm. (6.10)
We consider the measure
η =
γs,+(En)
Hd(EjK )
Hd∣∣
EjK
=
γs,+(En)
2djK`djK
Hd∣∣
EjK
.
Clearly, ‖η‖ = γs,+(En). We will show that |Rsη| ≤ C(d, s). Assuming this fact for a moment,
we get
γs,+(En) = ‖η‖
(6.2)
≤ Cγµs,+(EjK )
(6.3)
≤ C ′S−1/2K
(6.10)
< 2C ′S−1/2m
(6.3)
< C ′′γµs,+(En),
and (6.4) follows.
To prove that |Rsη| is bounded, we will use the local T (b) theorem of Christ [4]. According
to the Main Theorem 10 in [4], p. 605, it is enough to prove that η satisfies the following
conditions:
(i) η(B(x, r)) ≤ Crs, x ∈ EjK , r > 0;
(ii) η(B(x, 2r)) ≤ Cη(B(x, r)), x ∈ EjK , r > 0;
(iii) for each ball B centered at a point in EjK , there exists a function bB in L
∞(η),
supported on B, such that |bB| ≤ C and |Rsη,εbB| ≤ C η-almost everywhere on EjK , and
η(B) ≤ C| ∫ bB dη|.
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First we verify condition (i). Let B = B(x, r) be a ball centered at x ∈ EjK . If r < `jK ,
we have
η(B) ≤ C(d)γs,+(En)
2djK`djK
rd ≤ C(d)γs,+(EjK )
2djK`djK
rd
(6.6)
≤ C ′2
djK`sjK
2djK`djK
rd =
C ′
`d−sjK
rd−srs < C ′rs.
(6.11)
Suppose that r ≥ `jK . Let j ≤ jK be the least integer for which `j ≤ r. Then B may
intersect at most C = C(d) cubes Ej,k. Hence,
η(B) ≤ Cη(Ej,k) = Cγs,+(En)
2dj
≤ Cγs,+(Ej)
2dj`sj
`sj
(6.6)
≤ C ′`sj ≤ C ′rs.
Using the same kind of ideas, it is not difficult to verify condition (ii) as well.
Thus, we only need to check the hypothesis (iii). Again, let a ball B = B(x′, r) centered
at x′ ∈ EjK be given. If r ≤ 2
√
d`jK , we set bB = χB. Then
|Rsη,εbB(x)| ≤
∫
B
1
|x− y|s
γs,+(En)
2djK`djK
dHd(y)
≤ γs,+(EjK )
2djK`djK
∫ 2√d`jK
0
1
rs
rd−1 dr
(6.6)
≤ C(d, s)
`d−sjK
`d−sjK = C(d, s).
Suppose that r > 2
√
d`jK . Let jB be the least integer for which there is a cube of
generation jB (i.e. the cube of EjB) contained in
1
2
B. Clearly, jB ≤ jK (since B is centered
at x′ ∈ EjK ). We will construct the function bB supported on B. By definition of the capacity
γs,+, there is the positive Radon measure ν supported on En such that ‖Rsν(x)‖L∞(Rd) ≤ 1
and ν(En) >
1
2
γs,+(En). Hence, there is the cube EjB ,k for which
ν(EjB ,k) ≥ 2−djBν(En) >
1
2
2−djBγs,+(En) =
1
2
η(EjB ,k). (6.12)
We need the localization lemma in [9]. Let Q = Q(w, `) be any cube (see (1.5) for the
notation Q(w, `)). Let ϕQ be an infinitely differentiable function supported on 2Q and such
that ‖∂kϕQ‖L∞(Rd) ≤ C(s)`−|k|, 0 ≤ |k| ≤ d, 0 ≤ ϕQ(y) ≤ 1, ϕQ(y) = 1 on Q. By Lemma 3.1
in [9], p. 207,
‖RsϕQν‖L∞(Rd) ≤ C, C = C(d, s). (6.13)
To simplify notation, set ϕB = ϕQ for Q = EjB ,k. At first we define bB when EjB ,k ⊂ 12B.
In this case, suppϕB ⊂ 2EjB ,k ⊂ B. We set
bB(x) = bjB ,k(x) =
∑
i:EjK,i⊂2EjB,k
(ϕBν)(EjK ,i)
η(EjK ,i)
χEjK,i(x). (6.14)
If EjB ,k 6⊂ 12B, we choose any cube EjB ,i ⊂ 12B, and define bB by translation of bjB ,k, namely
bB(x) = bjB ,k(x+ xjB ,k − xjB ,i)
(we recall that xj,i is the center of Ej,i). Clearly,∫
bB(x) dη ≥ ν(EjB ,k)
(6.12)
>
1
2
η(EjB ,k) > c η(B)
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(the last inequality follows from the fact that there are at most A = A(d) cubes of jB-th
generation in B).
To prove that bB is bounded, we apply (6.13) to a cube Q = QK+1,l = Q(wK+1,l, 2T`jK+1)
(see Section 1 for notations). By (1.6), the cubes QK+1,l are separated. Hence, ϕQν = ν|Q =
ν|(EjK+1−1,l ∩ En), and by (6.13) we have ‖Rsν|(EjK+1−1,l∩En)‖L∞(Rd) ≤ C. Thus,
ν(EjK+1−1,l ∩ En) ≤ Cγs,+(EjK+1−1,l ∩ En)
(6.9)
≤ CA02−d(jK+1−1)γs,+(En) = CA02−d(jK+1−1)‖η‖.
Since EjK ,i consists of 2
d(jK+1−jK−1) cubes EjK+1−1,l, we get the estimate
ν(EjK ,i) ≤ CA02d(jK+1−jK−1) 2−d(jK+1−1)‖η‖
= C ′2−djK‖η‖ = C ′η(EjK ,i), i = 1, . . . , 2djK .
(6.15)
Now (6.14) implies that
0 ≤ bB(x) ≤ C, x ∈ Rd, C = C(d, s). (6.16)
To complete the proof we only need to check that
|Rsη,εbB(x)| ≤ C η-a. e. on EjK . (6.17)
By translation invariance, it is sufficient to consider the case bB(x) = bjB ,k(x). The same
estimates as in (6.11) yield the inequality η(B(x, t)) ≤ C`s−djK td, t > 0. Integrating by parts,
for every a ∈ (0, 4√d`jK ) we get∣∣∣∣ ∫
a≤|x−y|<4√d`jK
x− y
|x− y|s+1 bB(y) dη(y)
∣∣∣∣ (6.16)≤ C ∫ 4
√
d`jK
0
1
ts
dη(B(x, t))
= C
(
η(B(x, 4
√
d`jK ))
(4
√
d`jK )
s
+ s
∫ 4√d`jK
0
η(B(x, t))
ts+1
dt
)
= C ′(d, s).
Thus, it is enough to prove (6.17) for ε ≥ 4√d`jK and r > 2
√
d`jK .
Set ϕ(ε) = ϕQ for Q = Q(x, ε/
√
d). Then suppϕ(ε) ⊂ B(x, ε). As before, let ϕB = ϕQ for
Q = EjB ,k. Applying (6.13) to the measure ν with ϕQ = ϕ
B, and then to the measure ϕBν
instead of ν and with ϕQ = ϕ
(ε), we obtain
‖RsϕB(1−ϕ(ε))ν‖L∞(Rd) ≤ ‖RsϕBν‖L∞(Rd) + ‖Rsϕ(ε)ϕBν‖L∞(Rd) < C, C = C(d, s). (6.18)
Let
C = {∪EjK ,i : EjK ,i ∩ 2EjB ,k 6= ∅, EjK ,i ⊂ Rd \B(x, ε)}.
Suppose that y ∈ (suppϕB(1 − ϕ(ε))ν) \ C. Then y ∈ EjK ,i for which EjK ,i ∩ (B(x, ε) \
Q(x, ε/
√
d)) 6= ∅. Hence,
ε
4
√
d
<
ε
2
√
d
− `jK ≤ |y − x| ≤ ε+
√
d`jK < 5ε.
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Therefore,∣∣∣∣ ∫
(suppϕB(1−ϕ(ε))ν)\C
x− y
|x− y|s+1 d(ϕ
B(1− ϕ(ε))ν)(y)
∣∣∣∣
<
C
εs
· (ϕB(1− ϕ(ε))ν)(B(x, 5ε)) (6.5)< C ′(d, s).
This estimate and (6.18) imply the inequality
‖Rs(ϕB(1−ϕ(ε))ν)|C‖L∞(Rd) = ‖RsϕBν|C‖L∞(Rd) ≤ C, C = C(d, s). (6.19)
In the same way we will show that∣∣∣∣ ∫{|y−x|≥ε}\C x− y|x− y|s+1 bB(y) dη(y)
∣∣∣∣ < C. (6.20)
Indeed, ϕ(ε)(y) = 0 for |y − x| ≥ ε, and hence
(supp bB \B(x, ε)) \ C ⊆ (suppϕB(1− ϕ(ε))ν) \ C.
The same arguments as above together with (6.16) and the property (i) of η imply (6.20).
It remains to establish the inequality∣∣∣∣ ∫C x− y|x− y|s+1 bB(y) dη(y)−
∫
C
x− y
|x− y|s+1 d(ϕBν)(y)
∣∣∣∣ < C for η-a.e. x ∈ Rd. (6.21)
Then (6.17) will follow from (6.19) and (6.20).
For every cube EjK ,i ⊂ C we have∣∣∣∣ ∫
EjK,i
x− y
|x− y|s+1 bB(y) dη(y)−
∫
EjK,i
x− y
|x− y|s+1 d(ϕBν)(y)
∣∣∣∣
(6.14)
=
∣∣∣∣ ∫
EjK,i
x− y
|x− y|s+1
(ϕBν)(EjK ,i)
η(EjK ,i)
dη(y)−
∫
EjK,i
x− y
|x− y|s+1 d(ϕBν)(y)
∣∣∣∣
=
∣∣∣∣ ∫
EjK,i
(
x− y
|x− y|s+1 −
x− xjK ,i
|x− xjK ,i|s+1
)
(ϕBν)(EjK ,i)
η(EjK ,i)
dη(y)
−
∫
EjK,i
(
x− y
|x− y|s+1 −
x− xjK ,i
|x− xjK ,i|s+1
)
d(ϕBν)(y)
∣∣∣∣ (5.13)≤ C`jK (ϕBν)(EjK ,i)|x− xjK ,i|s+1 .
Hence, the left-hand side of (6.21) does not exceed
C`jK
∑
i:EjK,i⊂C
(ϕBν)(EjK ,i)
|x− xjK ,i|s+1
< C ′`jK
∫ ∞
ε
ν(B(x, t))
ts+2
dt
(6.5)
< C ′′`jK
∫ ∞
ε
dt
t2
< C(d, s),
since ε > `jK . Theorem 2.3 is proved.
7. Applications
We start with the extension of Theorem 2.3 to infinite sequences {σj}. Let σ1, σ2, . . . be
positive numbers such that
2σj+1 ≤ σj, j = 1, 2, . . . , (7.1)
and let numbers α ∈ (0, 1
2
), T ∈ (1, 1
2α
) be given. We define the set J = {j1, j2, . . . } and the
“regularized” sequence {`j} in the same way as in Section 1 for j < n. Namely, set j1 = 1. If
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jp ∈ J , then jp+1 is the least j > jp for which σj ≤ α2−(j−jp)σjp . Possibly, σj > α2−(j−jp)σjp
for all j > jp. In this case the sequence J is finite: J = {j1, . . . , jm}, m ≥ 1. Clearly,
J is infinite if and only if lim
j→∞
2jσj = 0. (7.2)
Furthermore, we set
`j = 2
−(j−jp)σjp , jp ≤ j < jp+1, p = 1, 2, . . .
If J is finite, then p = 1, . . . ,m with jm+1 :=∞. The Cantor set E is defined by the relation
E =
⋂
jp∈J
Ejp ,
where the sets Ejp are defined in Section 1. In particular, if J is finite then E = Ejm .
Theorem 7.1. Let d ≥ 1, s ∈ (0, d), and let a sequence {σj}∞1 satisfies (7.1). Then
c
[ ∞∑
j=1
(
2−dj
σsj
)2]−1/2
≤ γs,+(E) ≤ C
[ ∞∑
j=1
(
2−dj
σsj
)2]−1/2
, (7.3)
where the positive constants c, C and the parameters α, T of the Cantor set E depend only
on d and s.
Proof. Suppose that J is finite. Then
∞∑
j=jm+1
(
2−dj
σsj
)2
<
∞∑
j=jm+1
(
2−dj
αs2−(j−jm)sσsjm
)2
=
1
α2s
(
2−djm
σsjm
)2 ∞∑
j=jm+1
2−2(d−s)(j−jm).
Now (7.3) follows from (2.7) with n = jm.
Assume that J is infinite. Since
γs,+(E) ≤ γs,+(Ejp)
(2.7)
≤ C
[ jp∑
j=1
(
2−dj
σsj
)2]−1/2
, p = 1, 2, . . . ,
we get the estimate from above. We also get (7.3) (that is γs,+(E) = 0) if the series in
(7.3) diverges. Thus, we may assume that this series converges. The definition of γs,+ and
Theorem 2.3 imply the existence of measures νp, p = 1, 2, . . . , such that
supp νp = Ejp , ‖νp‖ ≈
[ jp∑
j=1
(
2−dj
σsj
)2]−1/2
, ‖Rsνp‖L∞(Rd) ≤ 1.
We may extract a weakly convergent subsequence {νpi}. Denote by ν the weak limit of this
subsequence as i→∞. Clearly,
supp ν = E, ‖ν‖ ≈
[ ∞∑
j=1
(
2−dj
σsj
)2]−1/2
.
For any x ∈ Rd \ supp νp, we have |Rsνp(x)| ≤ 1 (otherwise ‖Rsνp‖L∞(Rd) > 1 by continuity of
Rsνp(x) on R
d \ supp νp). Hence,
|Rsν(x)| = lim
p→∞
|Rsνp(x)| ≤ 1, x ∈ Rd \ supp ν.
By (7.2), Hd(E) = 0. Hence, ‖Rsν‖L∞(Rd) ≤ 1, and Theorem 7.1 is proved. 
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In [7] we obtained estimates for the Hausdorff content of the set where the Riesz transform
Rsν(x) is large. We also obtained certain relations between Hausdorff content and the capacity
γs,+. We are going to show that these estimates are attained on the Cantor sets defined above.
The possibility of considering arbitrary sequences {σj} satisfying (7.1) enables us to prove
the corresponding assertions for any gauge function h (with the natural assumption that h(r)
rd
is nonincreasing – see the explanation below) without any additional conditions.
By a gauge (or measure) function, we shall understand any continuous strictly increasing
function h : [0,+∞)→ [0,+∞) such that h(0) = 0 and limr→+∞ h(r) = +∞.
The Hausdorff content Mh(G) of a set G ⊂ Rd is defined by
Mh(G) = inf
∑
j
h(rj),
where the infimum is taken over all (at most countable) coverings of G by balls of radii rj.
Later on we assume that h(r)
rd
is nonincreasing. This condition, which may seem to be a
regularity condition at the first glance, is actually not a restriction at all. It was proved
in [1], p. 133, Proposition 5.18, that for any measure function h either Mh(G) = 0 for all
G ⊂ Rd, or there is another measure function h∗ such that h∗(r)
rd
is nonincreasing and for
which Hausdorff contents Mh and Mh∗ coincide up to a constant factor depending only on
the dimension d.
For P > 0, set
Z(ν, P ) = {x ∈ Rd : Rsν(x) exists and |Rsν(x)| > P},
Z∗(ν, P ) = {x ∈ Rd : Rsν,∗(x) > P}.
Clearly, Z(ν, P ) ⊂ Z∗(ν, P ). Let h be a measure function, N ≥ 2, and let h−1 be inverse to
h. For a measure ν consisting of N point charges, we have obtained the inequality
M ≤ C(s, d)‖ν‖
P
[∫ h−1(M)
h−1(0.1M/N)
(
h(t)
ts
)2
dt
t
]1/2
,
where M = Mh(Z∗(ν, P )). This implicit estimate can be written in a simpler form using a
certain auxiliary function (see [7] for details).
Proposition 7.2. For every η > 0 and N ≥ N0(d, s), one can find a measure ν which is a
linear combination of N Dirac point masses, and such that ‖ν‖ = η, and
M > c(d, s)
‖ν‖
P
[∫ h−1(M)
h−1(CM/N)
(
h(t)
ts
)2
dt
t
]1/2
, C = C(d, s) ≥ 1, (7.4)
for any M ≥Mh(Z(ν, P )).
In [7, Section 7] a certain family of random sets and measures was introduced. It was
proved that this family contains (random) measures ν with the properties indicated in Propo-
sition 7.2. Thus, the existence of a measure with the desired properties was established, but
the concrete measure was not presented. Below we give a non-probabilistic construction of
such a measure.
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Proof of Proposition 7.2. Without loss of generality we may assume that N = 2nd. It is
sufficient to prove our assertion for η = 1. For given N , P , we introduce the function
κ(σ) =
1
Ph(σ)
[∫ σ
aσ
(
h(t)
ts
)2
dt
t
]1/2
, where h(aσ) = N
−1h(σ).
Clearly, κ(σ) → 0 as σ → ∞ (we recall that h(∞) = ∞, and aσ → ∞). Since h(t)td is
nonincreasing,
h(t2)
h(t1)
≤
(
t2
t1
)d
, 0 < t1 ≤ t2. (7.5)
In particular, (σ/aσ)
d ≥ N . Hence, κ(σ) → ∞ as σ → 0. Thus, there exists σ0 > 0 such
that
1
Ph(σ0)
[∫ σ0
aσ0
(
h(t)
ts
)2
dt
t
]1/2
= C4,
1
Ph(σ)
[∫ σ
aσ
(
h(t)
ts
)2
dt
t
]1/2
< C4, σ > σ0, (7.6)
where the constant C4 > 1, depending only on d and s, will be specified later.
Define σj by the equalities
h(σj) = 2
−djh(σ0), j = 1, . . . , n. (7.7)
By (7.5), 2σj+1 ≤ σj, j = 0, . . . , n− 1. Let En be the Cantor set from Corollary 5.6, and let
ν be the probability measure consisting of N = 2nd equal point masses 2−nd located at the
centers of the cubes En,k, k = 1, . . . , 2
nd. We will prove that (5.19) implies (7.4). Indeed,
n∑
j=1
(
2−dj
`sj
)2
(7.7)≈ 1
h(σ0)2
n∑
j=1
(
h(σj)
σsj
)2
≈ 1
h(σ0)2
n∑
j=1
∫ σj−1
σj
(
h(t)
ts
)2
dt
t
=
1
h(σ0)2
∫ σ0
σn
(
h(t)
ts
)2
dt
t
(7.6)
>
P 2
c23
,
(7.8)
if C4 is big enough; here c3 is the constant from (5.19), and aσ0 = σn.
Define the measure ψn by the equality
ψn =
h(σ0)
Hd(En) H
d|En . (7.9)
Fix a ball B(x, t) ⊂ Rd. Suppose that t ≤ `n. Then
ψn(B(x, t)) ≤ C(d) h(σ0)
2dn`dn
td
(7.7)
≤ C ′ h(`n)
`dn
td ≤ C ′ h(t)
td
td = C ′h(t).
Let t ≥ `n, and let j be such that `j ≤ t < `j−1 (if t ≥ `1, the upper bound is absent). Then
B(x, t) intersects at most A(d) cubes Ej,i of j-th generation, that is at most A(d)2
d(n−j)
cubes En,k. Therefore
ψn(B(x, t)) ≤ A(d) h(σ0)Hd(En) 2
d(n−j)`dn = A(d)h(σ0)2
−dj (7.7)≤ Ch(t). (7.10)
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Hence, Mh(G) ≥ c(d, s)ψn(G) for every set G in Rd. We have
Mh(Z(ν, P )) ≥ cψn(Z(ν, P ))
(7.8)
≥ cψn
{
x ∈ En : |Rsν(x)| > c3
[ n∑
j=1
θ2j
]1/2} (5.19)
≥ ch(σ0).
Thus, for any M ≥ Mh(Z(ν, P )) we have M ≥ ch(σ0). If M ≥ h(σ0), then σ := h−1(M) ≥
σ0, and (7.6) implies (7.4) with C ∈ [1, N). If ch(σ0) ≤M < h(σ0), then
M ≥ ch(σ0) (7.6)= c
C4P
[∫ σ0
h−1(h(σ0)/N)
(
h(t)
ts
)2
dt
t
]1/2
≥ c
C4P
[∫ h−1(M)
h−1(c−1M/N)
(
h(t)
ts
)2
dt
t
]1/2
,
and we get (7.4) with C = c−1 and N0 ≥ C. 
Remark. One can see that the relation (7.7) plays a crucial role in the proof of Proposition
7.2 (as well as in the proof of the assertions below). Thus, additional assumptions on {σj}
imply certain conditions on h. For instance, the assumption θj+1 ≤ θj gives the unnatural
restriction h(σj+1)/h(σj) ≤ (σj+1/σj)s. For h(t) = tβ, this means that β ≥ s.
Moreover, if we assume that (2 + δ)σj+1 ≤ σj, δ > 0, then h(σj+1)/h(σj) = 2−d ≥
(σj+1/σj)
d−ε, ε > 0. Our assumption that h(t)t−d is nonincreasing, does not provide us
with this property. Thus, we need additional conditions on h (for instance, the stronger
assumption that h(t)tε−d is nonincreasing).
Our next results concern the problem on the comparison of the capacity γs,+ and Hausdorff
measure. It was proved in [7] (see Theorem 10.1) that for each compact set E ⊂ Rd,
γs,+(E) ≥ cMh(E)
[ ∫ t2
0
(
h(t)
ts
)2
dt
t
]−1/2
, 0 < s < d,
where c depends only on d, s, and t2 is defined by the equality h(t2) = Mh(E). This relation
is sharp in the following sense.
Proposition 7.3. For any s, d with 0 < s < d, and for any measure function h, there is a
constant C, depending only on d, s, and a compact set E, such that Mh(E) > 0, and
γs,+(E) ≤ CMh(E)
[ ∫ t2
0
(
h(t)
ts
)2
dt
t
]−1/2
, where h(t2) = Mh(E). (7.11)
Proof. Fix some σ0 > 0, and define the infinite sequence {σj}∞j=1 by the equalities (7.7). Let
E be the Cantor set from Theorem 7.1. We claim that
ch(σ0) ≤Mh(E) ≤ Ch(σ0). (7.12)
The upper bound is obvious. The lower bound for a finite set J was proved above. If J is
infinite, we consider the weak limit ψ of some weakly convergent subsequence of the sequence
{ψjp} of the measures defined in (7.9). Clearly, ψ(B(x, t)) ≤ Ch(t) for any ball B(x, t) (see
(7.10)). Hence, Mh(E) ≥ cψ(E) = ch(σ0).
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Using the same estimates as in (7.8), we get
∞∑
j=1
(
2−dj
`sj
)2
≈ 1
h(σ0)2
∫ σ0
0
(
h(t)
ts
)2
dt
t
(7.12)≈ 1
h(t2)2
∫ t2
0
(
h(t)
ts
)2
dt
t
.
This relation together with (7.3) imply (7.11). 
For h(t) = tβ we get the following assertion.
Corollary 7.4. Let 0 < s < d, h(t) = tβ, β > s. There is a compact set E ⊂ Rd such that
γs,+(E) ≤ C (β − s)1/2[Mh(E)]s/β, C = C(d, s).
This statement is a supplement to Corollary 10.2 in [7]: for each compact set E ⊂ Rd,
γs,+(E) ≥ c (β − s)1/2[Mh(E)]s/β, where 0 < s < d, h(t) = tβ, β > s,
and c depends only on d and s.
We conclude with one more direct consequence of Proposition 7.3.
Corollary 7.5. Suppose that
∫
0
(h(t)
ts
)2 dt
t
=∞. Then there exists a compact set E such that
Mh(E) > 0, but γs,+(E) = 0.
This statement demonstrates the sharpness of the following implication (Corollary 10.2
in [7]): if Mh(E) > 0 for a measure function h with
∫
0
(h(t)
ts
)2 dt
t
<∞, then γs,+(E) > 0.
Remark. It is interesting to compare the condition
∫
0
(h(t)
ts
)2 dt
t
<∞ with the corresponding
condition
∫
0
h(t)
ts
dt
t
< ∞, arising in the analogous problem of the comparison of Hausdorff
measure and the classical Riesz capacity Cs(E). The latter is generated by potentials with
the positive kernel |x|−s (see [3], [6], Sections 1, 2 and the references therein, and [1], p. 147
for a more general setting). Clearly, Cs(E) ≤ γs,+(E). The exponent 2 in
∫
0
(
h(t)
ts
)2 dt
t
reflects
the difference between potentials with the signed kernel x|x|−s−1, and potentials with the
positive kernel |x|−s.
The results obtained generalize and refine the corresponding statements in [6], where the
case d = 2, s = 1 was considered.
Acknowledgements. We are grateful to F. Nazarov whose idea helped to simplify greatly
the proof of Theorem 2.1.
References
[1] D.R. Adams and L.I. Hedberg, Function spaces and potential theory, Grundlehren der Mathematischen
Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 314, Springer-Verlag, Berlin,
1996.
[2] J.M. Anderson and V.Ya. Eiderman, Cauchy transforms of point masses: the logarithmic derivative of
polynomials, Ann. of Math. (2) 163 (2006), no. 3, 1057–1076.
[3] L. Carleson, Selected problems on exceptional sets, Van Nostrand, Princeton, 1967.
[4] M. Christ, A T (b) theorem with remarks on analytic capacity and the Cauchy integral, Colloquium Math.
LX/LXI (1990), 601–628.
[5] V.Ya. Eiderman, Hausdorff measure and capacity associated with Cauchy potentials, Mat. Zametki 63
(1998), no. 6, 923–934; English transl., Math. Notes 63 (1998), no. 5-6, 813–822.
[6] , Cartan-type estimates for potentials with a Cauchy kernel and with real kernels, Mat. Sb. 198
(2007), no. 8, 115–160; English transl., Sb. Math. 198 (2007), no. 7-8, 1175–1220.
28 V. EIDERMAN AND A. VOLBERG
[7] V. Eiderman, F. Nazarov, and V. Volberg, Vector valued Riesz potentials: Cartan type estimates and
related capacities, Proc. London Math. Soc. (2010). doi: 10.1112/plms/pdq003.
[8] J. Garnett, L. Prat, and X. Tolsa, Lipschitz harmonic capacity and bilipschitz images of Cantor sets,
Math. Res. Lett. 13 (2006), no. 6, 865–884.
[9] J. Mateu, L. Prat, and J. Verdera, The capacity associated to signed Riesz kernels, and Wolff potentials,
J. Reine Angew. Math. 578 (2005), 201–223.
[10] J. Mateu and X. Tolsa, Riesz transforms and harmonic Lip1-capacity in Cantor sets, Proc. London
Math. Soc. 89 (2004), no. 3, 676–696.
[11] J. Mateu, X. Tolsa, and J. Verdera, The planar Cantor sets of zero analytic capacity and the local
T (b)-theorem, J. Amer. Math. Soc. 16 (2003), no. 1, 19–28.
[12] F. Nazarov, S. Treil, and A. Volberg, Weak type estimates and Cotlar inequalities for Caldero´n-Zygmund
operators on non-homogeneous spaces, Int. Math. Res. Not. IMRN 9 (1998), 463–486.
[13] L. Prat, Potential theory of signed Riesz kernels: capacity and Hausdorff measure, Int. Math. Res. Not.
IMRN 19 (2004), 937–981.
[14] X. Tolsa, On the analytic capacity γ+, Indiana Univ. Math. J. 51 (2002), no. 2, 317–343.
[15] , Painleve´’s problem and the semiadditivity of analytic capacity, Acta Math. 190 (2003), no. 1,
105–149.
[16] , Caldero´n-Zygmund capacities and Wolff potentials on Cantor sets. Preprint arXiv:1001.2986v1,
2010.
[17] A. Volberg, Caldero´n-Zygmund capacities and operators on nonhomogeneous spaces, CBMS Regional
Conference Series in Mathematics, vol. 100, Amer. Math. Soc. Providence, RI, 2003. MR2019058
(2005c:42015)
Vladimir Eiderman, Department of Mathematics, University of Kentucky, Lexington, KY
E-mail address: eiderman@ms.uky.edu
Alexander Volberg, Department of Mathematics, Michigan State University, East Lans-
ing, MI
E-mail address: volberg@math.msu.edu
