Abstract. We give a deterministic polynomial time algorithm for polynomial identity testing in the following two cases:
Introduction
Let F be a field and let C be an arithmetic circuit in the input variables x 1 , . . . , x n over the field F. The output C(x 1 , . . . , x n ) is a polynomial in the ring F[x 1 , . . . , x n ]. Can one determine whether this polynomial is identically 0? Note that there are two different ways to interpret this question. First, one can ask whether the output is identically 0 as a function. In this paper, we are interested in the second interpretation: Is the output of the circuit identically 0 as a formal expression? (That is, the output is the zero member of the ring F[x 1 , . . . , x n ]). Note however that if the degree of a polynomial is smaller than the size of the field then the two notions of being identically 0 are equivalent. Schwartz (1980) and Zippel (1979) showed that if f ∈ F[x 1 , . . . , x n ] is a polynomial of degree d, different from the zero polynomial, and c 1 , . . . , c n ∈ F are chosen uniformly at random among D possibilities, then f (c 1 , . . . , c n ) = 0 with probability at most 1 d/D. This gives a very efficient probabilistic procedure to test whether the output of an arithmetic circuit is identically 0. An outstanding open problem is to find an equivalent deterministic procedure that runs in polynomial time (in the size of the circuit).
In this paper, we are interested in the non-commutative case, where the input variables for the circuit C are non-commuting. The output C(x 1 , . . . , x n ) is hence a formal expression in the ring F{x 1 , . . . , x n } of polynomials over noncommuting variables x 1 , . . . , x n . Note that any arithmetic circuit can be evaluated over commuting variables, to get a polynomial in F[x 1 , . . . , x n ], as well as over non-commuting variables 2 , to get a polynomial in F{x 1 , . . . , x n }. In some cases, the output of the circuit is identically 0 when evaluated over commuting variables and non-zero when evaluated over non-commuting variables. On the other hand, if the output is identically 0 over non-commuting variables it is surely identically 0 over commuting variables as well. Thus, the fact that the output is identically 0 over non-commuting variables may serve as a proof that it is identically 0 over commuting variables.
An arithmetic circuit is called a formula if the fan-out of every gate in the circuit is at most one. Our main result is a deterministic polynomial time algorithm for identity testing for arithmetic formulas in the non-commutative case. The algorithm gets as an input an arithmetic formula and determines whether or not the output of the formula is identically 0, when evaluated over non-commutative variables.
We also give a deterministic polynomial time algorithm for identity testing for so-called pure set-multilinear arithmetic circuits (first defined by Nisan & Wigderson (1996) ). A polynomial p in the set of variables X is set-multilinear with respect to a partition X =˙ Polynomial identity testing in non-commutative models 3 one variable from each of the X i 's. Roughly speaking, a circuit (or a formula) is set-multilinear if each of its gates computes a set-multilinear polynomial with respect to its variables. A pure set-multilinear arithmetic circuit is a setmultilinear arithmetic circuit in sets of variables X 1 , . . . , X d such that if T 1 contains the indices of the X i 's that the output of a gate v 1 depends on and T 2 contains the indices of the X j 's that the output of a gate v 2 depends on, then either T 1 ⊂ T 2 or T 2 ⊂ T 1 or T 1 ∩ T 2 = ∅ (for any two gates v 1 , v 2 in the circuit). For exact definitions see Section 3.
One application of our results is a deterministic polynomial time algorithm for identity testing for set-multilinear arithmetic circuits of depth 3. The algorithm gets as an input a set-multilinear arithmetic circuit of depth 3 and determines whether or not the output of the circuit is identically 0 (in the standard commutative case).
Note that identity testing is equivalent to equivalence testing, e.g., given two polynomials f, g determine whether or not f = g. In many research areas of theoretical computer science, the ability to do efficient equivalence testing is a very desirable property of a computational model. One example for a computational model with efficient equivalence testing is OBDDs (restricted order bounded decision diagrams), and possibly this is one of the reasons for the popularity of OBDDs in many research areas. Here we give deterministic equivalence testing for computational models stronger than OBDDs. In particular, we give deterministic equivalence testing for so-called non-commutative arithmetic branching programs (as defined by Nisan (1991) ).
1.1. Methods. Our methods are non-black-box methods. That is, we use the structure of the circuit, as opposed to using it as a black box that evaluates the output polynomial. We use tools and methods that were previously used to prove lower bounds for non-commutative models of arithmetic circuits (Nisan 1991; Nisan & Wigderson 1996) . Nisan (1991) showed that if f ∈ F{x 1 , . . . , x n } is computed by a small arithmetic formula then the space spanned by all partial derivatives of f is of small dimension. Here, we show how to recursively check whether or not all these partial derivatives are identically 0. In the case of pure circuits, it is not true that the space spanned by all partial derivatives is of small dimension. Nevertheless, it is still true that the space spanned by certain subsets of partial derivatives is of small dimension. As before, we show how to recursively check whether or not all the partial derivatives in these subsets are identically 0.
Lower bounds for the size of non-commutative arithmetic formulas and for the depth of pure arithmetic circuits are known (Nisan 1991; Nisan & Wigder-son 1996) . A recent result of Impagliazzo & Kabanets (2004) shows that there are tight connections between deterministic polynomial identity testing and proving lower bounds for circuit size. In particular, they prove that strong lower bounds for the size of arithmetic circuits imply quasi-polynomial time derandomization of the Schwartz-Zippel test. Note however that this result does not hold for non-commutative models and hence it does not give anything for the models discussed in this paper. Here, we use methods developed to prove lower bounds for certain classes, to directly give a deterministic polynomial time identity test for these classes.
Previous to this paper, there was no lower bound for the size of pure arithmetic circuits. To complete the picture, we prove such a lower bound. We give an exponential lower bound for the size of pure arithmetic circuits for the permanent and for the determinant. The lower bound follows easily by the method of partial derivatives (introduced by Nisan (1991) and Nisan & Wigderson (1996) ), but was somehow overlooked before.
Subsequent to our work, extensions of the partial derivative method were used in Raz (2004a) (see also Aaronson (2004) and Raz (2004b) ) to prove super polynomial lower bounds for general multilinear formulas of any depth.
We have learnt that similar techniques were previously used by Waack (1997) . He used similar linear algebra methods to obtain algorithms for identity testing for variations of OBDDs. More specifically, one of his results is a polynomial time identity test for ⊕-OBDDs.
1.2. Organization. In Section 2 we give a polynomial identity testing algorithm for non-commutative arithmetic formulas. In Section 3 we give an algorithm for polynomial identity testing for pure circuits. In Section 4 we show that these algorithms also give identity testing for set-multilinear depth-3 ΣΠΣ circuits. In Section 5 we prove our lower bound for pure circuits.
2. Non-commutative arithmetic formulas 2.1. Preliminaries. In this section we give a polynomial time deterministic algorithm to decide whether a polynomial given by a non-commutative formula is identically zero or not. Let X = {x 1 , . . . , x n } be our set of variables. An arithmetic formula is a binary tree whose edges are directed toward the root. The leaves of the tree are labeled with input variables or field elements. Any inner vertex is labeled with one of the arithmetic operations {+, ×}. Every edge is labeled with a constant from the field in which we are working. A node v that is labeled with the arithmetic operation +, and whose children cc 14 (2005) Polynomial identity testing in non-commutative models 5 are v 1 and v 2 , computes the polynomial α 1 P (v 1 ) + α 2 P (v 2 ), where P (v i ) is the polynomial computed at v i , and α i is the constant labeling the edge between v and v i (and similarly when v is labeled with ×). The output of the formula is the polynomial computed at the root. The size of the formula is the number of nodes of the tree. We consider a variant of this model, non-commutative arithmetic formulas. Let F{x 1 , . . . , x n } be the polynomial ring over the field F in the non-commuting variables x 1 , . . . , x n . That is, in F{x 1 , . . . , x n } the formal expressions x i1 · x i2 · . . . · x i k and x j1 · x j2 · . . . · x j l are equal if and only if k = l and ∀m i m = j m (whereas in the commutative ring of polynomials any monomial remains the same even if we permute its variables, e.g. x 1 · x 2 = x 2 · x 1 ). A non-commutative arithmetic formula is an arithmetic formula where multiplications are done in the ring F{x 1 , . . . , x n }. As two polynomials in this ring do not necessarily commute, we have to distinguish in every multiplication gate between the left son and the right son.
Note that every polynomial can be computed by a non-commutative formula. Moreover, given a non-commutative formula we can evaluate it over a commutative domain. Nisan (1991) proved exponential lower bounds on the size of non-commutative formulas that compute the determinant or the permanent. An important ingredient of Nisan's proof was a reduction from non-commutative formulas to algebraic branching programs. The polynomial that is computed by an ABP is the sum over all directed paths from the source to the sink of the product of the linear functions that label the edges of the path. Notice that an algebraic branching program is a commutative model of computation, but we will be interested in noncommutative ABP's which are ABP's in which multiplications are done in the ring F{x 1 , . . . , x n }. In particular if the edges of a sink-source path are e 1 , . . . , e d , where e i goes between level i − 1 and level i, and i (X) is the linear function labeling e i , then the order in which we take the product is It is clear that an ABP with d + 1 levels computes a homogeneous polynomial of degree d. For two vertices v 1 , v 2 of an ABP A such that v 1 is in level i 1 and v 2 is in level i 2 and i 1 < i 2 , we denote by A(v 1 , v 2 ) the polynomial computed when considering a new ABP in which v 1 is the source and v 2 is the sink (that is, we only consider paths leading from v 1 to v 2 ).
Lemma 2.2 (Nisan). Let f be a polynomial which is computed by a noncommutative formula of size s. Assume that the free term of f is zero 3 (in other words, f (0, . . . , 0) = 0). Then we can compute deg(f ) non-commutative ABP's such that the ith ABP computes the homogeneous part of f of degree i for i = 1, . . . , deg(f ). Moreover, the size of each of these ABP's is at most O(s 2 ). The total time it takes to output these ABP's is O(s 3 ).
Proof. Before giving the reduction we first notice that as f is computed by a formula of size s then deg(f ) ≤ s. The reduction is given in five steps:
Step 1: Construct by recursion a "non-homogeneous" ABP for the right son of the root of the formula and a "non-homogeneous" ABP for the left son of the root of the formula, where by a non-homogeneous ABP we mean that the ABP is not necessarily leveled, that edges may be labeled with constants, and that it may output a non-homogeneous polynomial. Then, according to the arithmetic operation at the root, we either wire the ABP's in parallel (a plus gate) or wire them sequentially (a product gate). After doing so we get a nonhomogeneous ABP. The base of the recursion is when we get to a leaf of the formula. In this case we construct an ABP that only contains a source and a sink. The edge between them is labeled with the input to the leaf (a variable or a field element). We denote with v in and v out the source and the sink, respectively, of the resulting ABP. By induction we see that the number of vertices in this ABP is at most s + 1. We also notice that in the final "non-homogeneous" ABP each edge is labeled either by a variable or by a field element.
Step 2: Replace each vertex v (except the source) of the non-homogeneous ABP with s + 1 new vertices, (v, 0), (v, 1), . . . , (v, s), such that vertex (v, i) computes the homogeneous part of degree i of v (no higher degrees are required as f was computed by a formula of size s). Now, if there was an edge going from v to u that was labeled by a variable, then we put a copy of this edge between (v, i) and (u, i + 1) for i = 0, . . . , s − 1. If the edge was labeled with
Polynomial identity testing in non-commutative models 7 a constant then we put a copy of it between (v, i) and (u, i) for i = 0, . . . , s. Notice that this process results in an almost leveled ABP: Let level i be the set of vertices of the form (v, i). It is easy to see that edges that are not labeled with constants connect vertices in two consecutive levels, and that edges labeled with constants connect two vertices in the same level. We will refer to v in as the source and to (v out , i) as the sink of level i, i = 0, . . . , s. The number of vertices in this ABP is bounded by (s + 1) 2 .
Step 3: In the third stage, we get rid of useless vertices: First, as f has no free term, we erase (v out , 0) and all the edges that are connected to it. Then we erase all the vertices (and the edges that are connected to them) that have in-degree 0, except the source v in . We also erase all the vertices of out-degree 0 that are not sinks. We repeat these steps until the only vertices of in-degree 0 or out-degree 0 are the source and the sinks.
Step 4: We now get rid of the edges that are labeled with constants: Let e be an edge labeled with a constant α. We distinguish several cases.
-e goes from v in to (u, 0): In this case we remove (u, 0) and connect each of its neighbors to v in in the following manner: If (u, 0) has an edge labeled with some function g to (w, i) (i ∈ {0, 1}) then we remove that edge and put a new edge, labeled with α · g, between v in and (w, i). If there is already an edge between v in and (w, i), which is labeled with g , then we just change the label of the edge to g + α · g.
-e goes from (v, i) to (u, i) for some i ≥ 1: In this case we erase the edge, and instead we connect every (directed) in-neighbor 4 of (v, i), (w, i−1), to (u, i) in the following manner: If the edge from (w, i−1) to (v, i) is labeled with some function g, then we put a directed edge between (w, i − 1) and (u, i) and label it with α · g. If there is already an edge between (w, i − 1) and (u, i), labeled with some function g , then we replace it with an edge labeled with g + α · g.
We repeat both steps until no edge is labeled with a constant. It is easy to see that every sink in the ABP computes the same output as before. However, this is not an ABP as there might be more than one sink (actually there can be a sink in every level except level 0).
Step 5: In the final step we take s copies of the ABP. In the ith copy (i = 1, . . . , s) we only keep the vertices that are used in the computation of the sink in level i, (v out , i).
We now estimate the running time of this reduction.
Step Note that the commutative version of Lemma 2.2 (in which we consider commutative formulas and commutative ABP's) is also true. As we are interested in the non-commutative models we stated it only for the non-commutative case.
2.2. Identity testing of non-commutative formulas. Our algorithm for deciding whether a non-commutative formula computes the zero polynomial will first transform the given non-commutative formula to s ABP's such that the ith ABP computes the homogeneous part of degree i of the output of the formula (which might be 0). Then it will verify whether each of those ABP's computes the zero polynomial. As we already gave the transformation from a non-commutative formula to the ABP's, all we need to do is to show how to verify that a given ABP is identically zero. The first step in the verification is to reduce the number of levels of the ABP by 1, without increasing the size, and get a new ABP which is identically zero iff the old one is. Clearly if we can perform this transformation in time polynomial in n and the size of the ABP then we are done. Before making the reduction to an ABP, we verify that f has no free term by evaluating f (0, . . . , 0). If this value is not 0 then certainly f is not the zero polynomial. If it is 0 then we can reduce the formula to an ABP.
Reducing the depth of algebraic branching programs. The idea is the following: Given an ABP A, compute the polynomials of degree 2 that are computed between the source and the vertices on level 2. For every monomial of the form x i x j (i may equal j) we get a new ABP by considering only monomials
Polynomial identity testing in non-commutative models 9 that start with x i x j from each of these polynomials. Since we are working in the non-commutative polynomial ring, A computes the zero polynomial iff all the new ABP's compute the zero polynomial. We then show how to merge the new ABP's to a single ABP,Â, which has one less level, such thatÂ is identically zero iff A is identically zero. From the proof it will be clear that A is constructed by removing from A the vertices of level 1 and the edges adjacent to them, and then connecting the source directly to level 2. The technical part is to label the edges going out of the source with the "correct" linear functions. Note that the naive way of replacing each term of the form x i x j with a new variable, y i,j , should not work as it is because in this way the number of variables introduced after k steps can be as large as n 2k . The main point in our argument is that the number of new variables is never larger than O(s + n), and this is achieved by our "correct" labeling.
So assume that f (X) is computed by an ABP A, with levels 0, . . . , d. Denote by m 1 , m 2 the number of vertices in levels 1 and 2 of A respectively. Let Y be a new set of auxiliary variables such that Y = {y 1 , . . . , y m2 }. We now construct a new ABPÂ with the following properties:
•Â is defined on the set of variables X ∪ Y .
•Â has d levels and the graph spanned by levels 1, . . . , d − 1 ofÂ is the same as the graph spanned by levels 2, . . . , d of A. The linear functions labeling two corresponding edges are the same.
• Only the Y variables appear in the linear functions going from the source to level 1 ofÂ, and this is the only place where the Y variables appear.
•Â computes the zero polynomial iff A computes the zero polynomial.
• We make at most O ((m 1 + m 2 ) · m 2 · n 2 ) operations when transforming A toÂ.
Denote by v in the source of A and by v out the sink of A. Let v 1 , . . . , v m2 be the vertices in level 2 of A. Let A(v i , v out ) be the polynomial that is computed by the ABP with v i as source and v out as sink. Similarly define A(v in , v i ). Clearly
We have
The following claim is obvious:
Proof. The "if" part is trivial. The other direction follows immediately from the fact that the x i 's do not commute.
Define the following vectors:
We can restate our claim in the following manner:
where , is the inner product form. Consider
Then A(v in , v out ) = 0 iff a ⊥ V . Let r = dim(V ) and u 1 , . . . , u r be a basis for V . Clearly r ≤ m 2 . Let u j = (u j,1 , . . . , u j,m2 ).
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We haveÂ
Notice thatÂ can be computed by an ABP with d levels in the following manner. Remove all the vertices in level 1 from the ABP A. For every i = 1, . . . , m 2 we connect v i (the ith vertex in level 2) to the source with an edge labeled with i . We now give a bound on the number of operations needed to computeÂ. With O(m 2 · m 1 · n 2 ) operations we can compute the vectors {α k , β j,k , γ j,k } j,k (for each of the m 2 vertices on the second level there are m 1 disjoint paths going to the source, and in each path we have to compute the product of two linear functions). We can compute the j 's with
operations (computing a maximal independent subset of a set of n 2 + n vectors in an m 2 -dimensional space). Thus with O (m 2 · n 4 + (m 2 ) 2 · n 2 + m 1 · m 2 · n 2 ) operations we transformed A toÂ. ClearlyÂ has all the properties stated above. 
We can verify in linear time whether an ABP with 2 levels is identically zero or not.
Our main theorem of this section now follows.
Theorem 2.5. Given a non-commutative arithmetic formula of size s we can verify in time polynomial in s whether the formula is identically zero.
Proof. This follows immediately from Lemma 2.2 and Theorem 2.4.
3. Pure circuits Nisan & Wigderson (1996) defined a class of circuits called pure circuits, and proved lower bounds on the depth of pure circuits computing the product of d n × n matrices. Other lower bounds on the depth of pure circuits follow from the work of Nisan (1991) . In this section we give a deterministic polynomial time algorithm that checks whether a pure circuit computes the zero polynomial or not.
is set-multilinear with respect to the partition if each of its (nonzero) monomials contains exactly one variable from each of the d sets. For a set S ⊂ [d] let P (S) be the collection of all set-multilinear polynomials with respect to˙ i∈S X i .
Definition 3.1 (Nisan & Wigderson 1996) . A set-multilinear arithmetic circuit with respect to X =˙ d i=1 X i is an arithmetic circuit in which every gate computes a set-multilinear polynomial (that is, if f v is the polynomial computed at gate v then f v ∈ P (S) for some S).
Thus, every gate v in a set-multilinear circuit corresponds to a set S(v) ⊂ [d] in the following way. If v is an input from some X i then we define S(v) = {i}. If v 1 , v 2 are the sons of v and S 1 (v 1 ), S 2 (v 2 ) are their corresponding sets, respectively, then we take S(v) = S 1 (v 1 ) ∪ S 2 (v 2 ). We now define pure circuits. Definition 3.2 (Nisan & Wigderson 1996) . A set-multilinear circuit is pure if for any two sets S and T associated with nodes of the circuit, we have either
A way to view pure circuits is the following. A partition tree of [d] is a binary tree with d leaves where each leaf is labeled with one of the elements of [d] in a 1-1 correspondence (each element appears in exactly one of the leaves). Every internal node of the tree is labeled with the set of elements labeling the leaves in its subtree.
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To every pure circuit we can associate a partition tree of [d] such that every gate in the circuit computes a polynomial in P (S) only for sets S that label some node v of the tree. Moreover, a multiplication gate associated with v multiplies two polynomials, one belonging to P (T 1 ) and the other to P (T 2 ), where T 1 and T 2 are the sets labeling the children of v in the tree.
3.2. Identity testing of pure circuits. We now give our identity testing algorithm for pure circuits. The idea is similar to the non-commutative case. Given a pure circuit we can easily construct the corresponding partition tree. Then in a similar way to the non-commutative case we erase two leaves of the tree that share a common father, and define a new pure circuit that corresponds to the new tree, such that the new circuit is identically zero iff the old one is. We continue until we are left with a partition tree with only one leaf and then we easily check the circuit.
Reducing the number of leaves. Let C be a pure circuit and T (C) be its associated partition tree. Assume without loss of generality that the leaves labeled with 1, 2 are the children of the same father. Set S = {1, 2}. Clearly the father of 1, 2 is labeled with S. Let M 1 , . . . , M t be all the multiplication gates in C that compute polynomials from P (S). Clearly we can write
Since C is a set-multilinear circuit we see that the output is linear in M 1 , . . . , M t , and so there exist polynomials 6 g 1 , . . . , g t ∈ P ({3, . . . , d}) such that the output of C is
As C is set-multilinear we deduce, as before, that C ≡ 0 iff
6 Note that since C is set-multilinear the g i 's must be in P ({3, . . . , d}).
14 Raz & Shpilka cc 14 (2005) Let
. . , g t ).
Let V = span {v k,l } k,l . Let u 1 , . . . , u r be a basis for V (obviously r ≤ t). Define u i = (u i,1 , . . . , u i,t ). We have
Let X d+1 be a new set of variables, X d+1 = {x d+1,1 , . . . , x d+1,r }. Define
We get
We now construct a new pure circuitĈ in the following way: Replace the multiplication gates M 1 , . . . , M t with the linear functions 1 (X d+1 ), . . . , t (X d+1 ) (that is, remove from C all gates computing linear functions in X 1 or X 2 , and replace each of the M i 's with a small circuit computing the relevant linear form). We find thatĈ is a pure circuit satisfyinĝ
The partition tree corresponding toĈ is obtained from the tree of C by removing the leaves 1, 2 and labeling their father with d + 1, and then "fixing" the labels of the other internal nodes. Note that the multiplication gates ofĈ correspond to the multiplication gates of C after the removal of M 1 , . . . , M t from the latter. We now analyze the time it takes to reduce the number of leaves. Let s = s(C) be the size of C. We assume for simplicity that s ≥ max{n 1 , . . . , n d } (otherwise we let s equal that maximum). For every set T ⊂ [d] let t T be the cc 14 (2005) Polynomial identity testing in non-commutative models 15 number of multiplication gates in C that output a polynomial in P (T ). We see that the time it takes to compute i,j for j = 1, 2 and i = 1, . . . , t {1,2} (in the procedure above we used t instead of t {1,2} ) is bounded by s, as we can easily compute the output of each plus gate. Computing the v k,l 's requires O(n 1 · n 2 · t {1,2} ) steps-there are n 1 · n 2 vectors, each has t coordinates and each coordinate is easy to compute. Then computing the u i 's and the i 's takes at most O((min{n 1 · n 2 , t {1,2 }) 2 · n 1 · n 2 · t {1,2} ) = O(s 5 ) steps (finding maximal independent set among n 1 · n 2 vectors in a t {1,2} -dimensional space).
Theorem 3.3. Let C be a pure circuit of size s. Then we can verify whether C ≡ 0 in time polynomial in s.
Proof. Given a pure circuit C of size s we perform the process above. At the ith step we introduce a new set of variables, X d+i , whose size is at most s. Thus, after the ith step we have a pure circuit defined on d−i sets of variables, each of size smaller than s. Therefore, each step requires at most O(s 5 ) operations. We perform d−1 steps and then verify that the circuit outputs the zero polynomial (as it now computes a linear function). Thus, in time O(s 5 d) we can verify whether C is identically zero or not.
Depth-3 multilinear circuits
As an example we show that our identity testing algorithm for non-commutative formulas applies to depth-3 set-multilinear ΣΠΣ circuits, as they are a special case of non-commutative formulas (and of pure circuits).
A depth-3 arithmetic circuit with a plus gate at the root is called a ΣΠΣ circuit. We can assume without loss of generality that a ΣΠΣ circuit, C, has the following structure: There are 3 levels of computations in C. The gates at the bottom level compute linear functions in the input variables. Then there is a level of multiplication gates, each computing a product of linear functions. The top gate sums the outputs of the multiplication gates. It is obvious that we can write
where each L i,j is a linear function in the input variables X = {x 1 , . . . , x n }. Note that in this model the fan-in is unbounded. where every L i is over a distinct set of variables X i . Thus, a depth-3 setmultilinear circuit C has the following structure:
where L i,j is a linear function.
Depth-3 set-multilinear circuits were studied in Nisan (1991) and Nisan & Wigderson (1996) and exponential lower bounds are known for the determinant and the permanent.
It is easy to verify that a depth-3 set-multilinear circuit can be viewed as both a non-commutative formula and a pure circuit. We thus get the following theorem as a corollary of our previous results.
Given a depth-3 set-multilinear circuit on X with s multiplication gates, we can determine in time poly(s) whether the circuit is identically zero or not.
Lower bounds on the size of pure circuits
Let X =˙ n i=1 X i , where X i = {x i,1 , . . . , x i,n }. The permanent and determinant of X are defined in the following way: Impagliazzo & Kabanets (2004) show that derandomizing identity testing for arithmetic circuits implies one of the following: NEXP ⊂ P/poly or the permanent does not have polynomial size arithmetic circuits. This result shows the tight connection between circuit lower bounds and derandomization of polynomial identity testing. Exponential lower bounds for the permanent and the determinant are known in the models of non-commutative formulas (Nisan 1991) and depth-3 set-multilinear circuits (Nisan & Wigderson 1996) . For pure circuits only lower bounds on the depth are known (again Nisan 1991; Nisan & Wigderson 1996) . By a slight modification of the arguments of Impagliazzo & Kabanets (2004) we deduce that our derandomization algorithm for pure circuits implies that NEXP ⊂ P/poly or the permanent does not have polynomial size pure circuits.
By a more direct approach we are able to prove lower bounds for pure circuits computing the permanent or the determinant. Our proof uses one of cc 14 (2005) Polynomial identity testing in non-commutative models 17 the two techniques known today for proving exponential lower bounds in models of arithmetic circuits-the partial derivative method (the other technique is the approximation method). The partial derivatives technique was implicitly used in Nisan (1991) and was formally defined in Nisan & Wigderson (1996) (see also Shpilka & Wigderson (2001) ).
We now state and prove our lower bound.
Theorem 5.1. Any pure circuit computing the permanent or the determinant of an n × n matrix X has size 2 Ω(n) .
5.1. Proof of Theorem 5.1. We use the notations of Section 3. Let X = n i=1 X i , X i = {x i,1 , . . . , x i,n }, be a partition of an n × n matrix of indeterminates according to its rows. For a set S ⊂ [n] we define M (S) to be the set of all set-multilinear monomials with respect to˙ i∈S X i (this is similar to the definition of P (S)), that is, M (S) = m m = i∈S x i,j i for some {j i } i∈S .
Definition 5.2. Let f be a set-multilinear polynomial in P ([n]). For a monomial m = i∈S x i,j i ∈ M (S) let ∂f ∂m = ∂ |S| f i∈S ∂x i,j i be the partial derivative of f with respect to m. Define ∂ S (f ) = ∂f ∂m m ∈ M (S) .
Our complexity measure is rank S (f ) = dim(span(∂ S (f ))).
Example 1. Let X be a 4 × 4 matrix, f (X) = PERM(X), m = x 1,1 · x 3,2 ∈ P ({1, 3}). Then ∂f ∂m = x 2,3 x 4,4 + x 2,4 x 4,3 .
The next lemma demonstrates the usefulness of our complexity measure.
Lemma 5.3. Let C be a pure circuit computing a set-multilinear polynomial f ∈ P ([d]). Let v be a node in the partition tree of C, and let S ⊂ [d] be the set labeling v. Then the number of multiplication gates in C that compute polynomials in P (S) is at least rank S (f ).
cc 14 (2005) Proof. Denote by M 1 , . . . , M t the different multiplication gates in C that compute polynomials in P (S). As C is a pure circuit, there exist g 1 , . . . , g t ∈ P ([d] \ S) such that
As any m ∈ M (S) and any g i , 1 ≤ i ≤ t, are defined on a different set of variables, it is obvious that
Hence rank S (f ) ≤ t.
As a corollary we immediately get the lower bounds.
Proof of Theorem 5.1. Consider the partition tree of the circuit. Obviously there is a node in the tree that is labeled with a set S such that n/3 ≤ |S| ≤ 2n/3. Consider the set of partial derivatives of the permanent (or determinant) with respect to M (S). It is not hard to see that rank S (DET) = rank S (PERM) = n |S| ≥ n n/3 .
The reason for the equality above is that each partial derivative gives a permanent (or a determinant) of an (n − |S|) × (n − |S|) minor, whose set of rows is [n] \ S (the complement of S). It is easy to see that these polynomials are linearly independent. Our result follows from an application of Lemma 5.3.
