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INTRODUCTION
As technology advances, the image display technology and industry have been evolved as well. In the research field of color images, image quality analysis is increasingly important. We establish an image color quality index, using the weight of brightness, color, and contrast. The index can enhance image quality assessment.
Digital image systems, such as digital cameras, printers, monitors, etc., the image quality can be presented by the system image quality assessment. The trainditional image quality assessment methods can be divided into Physical measurement and Psychophysics assessment categories. Physical measurement has been referred as an objective quality assessment which is the general formula property assessment. Psychological measurement emphasis on the assessment of subjective or perceived manners which is mainly derived from the feeling of image by the observer, that is the observing experiment by using human eyes.
We use image processing algorithms to make different quality of standard images by three important indicators (specify level, color level, and sharpness), perceived brightness, color, contrast, and image quality transforming by the human eyes. Taking some factors into consideration giving the weight values to produce an amount of formula assessment, and then the quality of image is evaluated according to this formula.
Color image quality assessment of three key indicators for the tone (which specify the degree of lightness), color and sharpness, the meaning of the metropolis lies generally against the three indicators to judge the quality of image. Using neural network to find the level of image quality of the three indicators, and give the weight value to establish a formula for image quality assessment. It can be successly improved and objective in image quality assessment methods.
II. ARTIFICIAL NEURAL NETWORK
Artificial Neural Networks is a widely discussed and re-studied topics in recent years. It refers to an imitation of biological neural network information processing system. To the biological point of view, the artificial neural network is a simple model of human brain. The simple operation element which corresponds to the brain's neurons and many connections throughout the network of neurons is known as the neural network. In fact, the advantages of neural networks can learn non-linear system, excellent learning ability, good fault tolerance and the characteristics of highly parallel computing power. Since the seventeenth century, doctors and anatomists lay the foundation of neural science.
In 1943, psychologist McCulloch cooperated with mathematician Pitts in the MP model Ref. [1] , the mathematical model is called "form neurons". In 1949, Hebb proposed to change the connection strength of the Hebb neuron rule [2] . Rosenblatt introduced the concept of the perceptron [3] model in 1957, which is also the earliest and the simplest neural model. However, scholars believe that this model was the lack of hidden layer learning algorithm and the learning will be impeded. After that, the theory of neural networks was taken seriously again is because the development of artificial intelligence. Until the 1980s, Hopfiel neural network (1982) has been proposed. At this time, since the expert system encounters difficulties such that neural network theory has become important. Until now, neural networks have been widely used in various scientific aspects.
A. Perceptron
The American scholar F. Rosenblatt proposed the most original sensor model since 1957. As shown in Figure 1 , the basic perceptron composed of components as a linear combination of function with accumulator and a hard limiter. It is also known as single-layer perception.While its input is greater than or equal to the weighted threshold value, the output is 1, otherwise is 0, the output as Equation (1) . Basically, the perceptron is comprised of an adjustable value of synaptic weights, and the threshold of a single neuron. Generally, while the input of hard-limiter is positive, then the output of neuron is 1. Conversely, if the hardlimiter of input is negative, then the output of neuron is -1.
Perceptron has a good ability of identification for the linear segmentation data. The action function use the number of the sign function. There are two input features denoted as x1 and x2, and the output is obtained as (2) .
Perceptron's output has two modes as the proof by the F. Rosenblatt's demonstration. It can be find a straight line s which separates the two modes and the ω will be constringed. If the problem can be divided into the two modes, then it is called a linearly separable problems. While the problem can not be separated, then s will does not exist, as ω1and ω2 will not exist.
B. Biological Neural Network Structure
Neurons constitute the basic units of biological neural networks. For any people, everyone has about 10 11 nerve cells, and each nerve cell has 10 4 synapses to connect other cells to form the very complex neural networks, which is the basic operation of the neural network. By different neural network algorithms to train neural network, the output will be meet the requirements. In biological neurons, the connection mode is divided into three types: 
C. Neural Network Strusture
As mentioned in the preceding section, the biological neural network is mainly composed of divergence, convergence-type, chains and loop type to form the complex neural networks. However, the models of the neural networks are divided into three types:
1) Single-layer Feedforward Networks: The network is composed of a single layer neurons, which is able to process input data. However, it only deal with the linear problems. As shown in Fig. 2 , is the single-layer feedforward networks. 
2) Multilayer Feedforward Networks:
Unlike the single-layer feedforward networks, multilayer feedforward networks contain at least one or more layers of "hidden layer" and "output level". These layer neurons have a ability to process input data, each input data vector will be processed layer by layer from input end to output end. The main function of the hidden layer is to regulate the internal network input values and the overall output value of the network. As illustrated in Fig. 3 , is Multilayer feedforward networks. 
D. Multi-layer Perceptrons
Multi-layer Perceptrons (MLP) can improve the video image for recognizing the degrees of convexn and concave accurately. In the neural network, this multi-layer structure is usually to deal with nonlinear problems. The multi-layer perceptrons is popular, also known as backpropagation neural Back Propagation Networks (BPN). "Supervised learning" is used for the learning operation of MLP network.
The network training algorithms which learn from the error correction rules is called the "back-propagation algorithm" to train the network of weight values. It can also be considered as an extension of Least Mean Square method (LMS algorithm). The way of learning is using the desired output value, and calculates the distance by the desired output value, and performs the error correction of learning rule layer to layer by the input layer neuron weight values. By constantly correcting the weight values, the network output values will tend to have the desired output value.
The MLP has the following three properties:
1) Each class of neuron's output is consisted of a nonlinear activation function. It is smooth and continuous differential components. 2) Contains layers of the hidden layer, making multilayer perceptron to extract meaningful features from the input of complex pattern.
3) A high degree of connectivity.
As the MLP having not only the three characteristics but also strong computing power and extension capability such that the MLP has the powerful capabilities in image recognition. Multi-layer perceptron can learn the concept by the training experience from the past.
Back propagation neural network is the most representative learning scheme in the neural network and common pattern in practical application. Perceptron model was proposed since 1957. This model lacked the hidden layer, and limited to learn. P. Werbos, D. Parker, GE Hinton proposed the hidden layer learning algorithm since 1985, which has a multi-layer nonlinear feedback network with learning ability, and solve the XOR (Exclusive OR) logical problems of perceptron. It belongs to supervised learning network, and suitable for diagnosis, prediction and other applications. It links to a number of single-layer network, and each layer of the network is formed by the number of neurons. Fig. 5 is back propagation neural network (BPN). In BPN, the output of each neuron is multiplied by the corresponding value of the weight, and calculated the output signal by the activation function. 
A. Structural Similarity Index (SSIM)
In 2002, Wang is the first scholar to propose new image quality evaluation index [7] [8] [9] [10] [11] [12] : Universal Quality Index and Structural Similarity index applied to video image evaluation criteria, The results showed that the two kinds of gray scale images were superior to focus on the mathematical degree of statistical indicators. Structural Similarity Index, SSIM, taking into account the image of the brightness, contrast and structural and comprehensive representation of the overall image quality. Fig. 7 is the diagram of the structural similarity (SSIM) measurement system [6] . Figure 7 . Diagram of the structural similarity (SSIM) measurement system [7] The SSIM index is a full reference metric, in other words, the measuring of image quality is based on an initial uncompressed or distortion-free image as reference. SSIM is designed to improve the traditional methods like PSNR and MSE, which have proved to be inconsistent with human visual system. SSIM is also commonly used as a method of testing the quality of various lossy video compression methods. Using SSIM index, image and video can be effectively compared.
SSIM comprehensively indicates the structural similarity of the overall quality of the images which include the luminance, contrast and structure of images. The SSIM is defined as: The SSIM index is a decimal value between 0 and 1. A value of 0 would mean zero correlation with the original image, and 1 means the exact same image. A motivating example is shown in Fig. 4 , where the original "Lina" image is altered with different distortions. The "Lina'' image is dealed with various types of distortion, and the MSE is 225. However, the values of SSIM are significantly different. As shown in Fig. 8 (b) , it is the image of best image quality, and the SSIM is 0.9327. 
B. Universal Quality Index (UQI)
In 2002, Wang simplified the SSIM by Universal Quality Index (UQI) [13] . The UQI is defined as follows: where
IV. EXPERIMENTAL METHODS
The basic perceptron is composed of components as a linear combination of function accumulator, and linked a hard limiter. In general, while we set the hard-limiter and the input is positive, then the output of the neural element is +1. On the other hand, while the input of hard limiter is negative, then the output of the neural element is -1. The structural similarity index is designed based on human visual system, so that it is suitable for the visual structure of the image measurement information. SSIM includes contrast of images and structural comparison, and we hope that through the application of SSIM, the assessment close to of the human eye can be achieved. SSIM is a method based on the degree of similarity between the structure of the original message and signal measured and the calculation is simple. It is a evaluation index suitable for the assessments on the subjective qualities. This paper is focused on two issues, first is the output of the traditional PSNR and subjective assessment which are often contrary. Second, the SSIM is difficult for the serious blurred images to have an accurate assessment. This paper proposed a scheme which combines the Artificial Neural Network and technique of SSIM to improve the issues. In this study, the features of SSIM, including the overall image brightness, contrast ratio and image structural comparison are utilized. Since the image processing technique of SSIM is closer to the human eye, SSIM and the neural network are combined to perform the adaptive image quality assessment. Therefore, we combined single-layer percetpron and SSIM to establish the new single-layer percetpron. By the definition of SSIM, (10) is used and extend as (11) .
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As shown in Fig. 9 , is the single-layer model according to the established formula. Figure 9 . Combination of SSIM and Single-layer Perceptron
V. EXPERIMENTAL RESULTS
The experiments of picture image analysis have been performed on the portraits, buildings, animals and plants images. First, each image was compressed in different intensity of the JPEG compression, Gaussian blur, sharpening, noise processing, and contrast adjustments. As illustrated in Fig. 10 , is one of the results of the image strengthened. The l(x,y),c(x,y),s(x,y) and SSIM values for each image is calculated. The training software used is the SuperPCNeuron which operated on a Pentium IV 3.0 GHz, personal computer with Windows XP operating system. SuperPCNeuron is developed by Yi-Cheng Yeh, Department of Information Management, Chung Hua University. Fig. 11 is the interface of SuperPCNeuron and Fig. 12 illustrates the sensor parameter setting. The learning rate is 0.01, weight range is from 0.1 to 0.5, the number of input variables is 3, and the number of output variables is 1.
We define log[l(x,y)], log[c(x,y)], and log[s(x,y)] as input value of X1, X2, X3. Visually set a good image as 1, poor image is 0 for a training set of the output. The training mode employed are BPN network model and Kfold cross-validation method, and allow the system select images randomly as training data and test data.
As illustrated in Table I , the L, C, S represent the luminance, contrast and the structure value of each image.
We use (11) to find the weight value of each picture of portraits, animals, buildings and plant which are denoted as W1, W2 and W3. 
F-Measure
To prove the proposed scheme can identify different types of images and suitable for image quality evaluation criteria, the F-Measure method is used to test and verify.
F-Measure is used to assess the quality of the finished data. Therefore, this paper used the F-Measure of assessment methods for future researches on the quality evaluation after the assessment. The F-Measure contains order Recall and Precision are shown in Table III 
When the higher the value of Recall and Precision, the higher the F-Measure value which means that its quality is better.
The rates of Recall is also known as 
In Table IV , we predict the value of Y1, the value of 0.6 or higher for the good image, value of 0.6 and lower for the poor image. So we set the value higher than 0.6 as the indicator for most the people to accept the image. Therefore, we can obtain tp, fp, fn, and tn values. In the four test examples, according to the above formula, we can get Precision, Recall, True Negative Rate, Accuracy and F. It was found that Precision values were above 0.7, F is also above average of 0.6. Experimental results have demonstrated that this approach can make the image quality of different types to achieve adaptability. VI. CONCLUSION
In this paper, the Structure Similarity and Artificial Neural Network for image quality assessment are investigated. The SSIM can retain structural characteristics of the image. By using the ANN properties to find the coefficient of SSIM, all kinds of images of image quality assessment index can be establish. It can achieve adaptability for the image quality of different types, become the optimization of image processing parameters, and obtain both image structure and image quality of high-quality images. Experimental results have demonstrated that the proposed approach can make the image quality of different types to achieve adaptability.
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