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Abstract
The completeness of the system of eigenfunctions of the complex Schro¨dinger
operator Lc = −d2/dx2+cx2/3 on the semi-axis in L2(R+) with Dirichlet boundary
conditions is proved for all c: | arg c| < pi/2 + θ0, where θ0 ∈ (pi/10, pi/9) is defined
as the only solution of a certain transcendental equation.
Introduction
We consider the operator
Lc,α = − d
2
dx2
+ cxα
on the semi-axis in L2(R+) with Dirichlet boundary conditions. The constant c ∈ C.
It is well-known ( [1], lemma V.6.1) that the resolvent R(λ) = (L ∗c,α−λ)−1 is vanishing
outside the closed sector Λ = {arg λ ∈ [0,− arg c]} — the numerical range of L ∗c,α. It’s
also known [2] that the operator L ∗c,α is of the order of 2α/(2 + α). If f ∈ L2(R+) is
ortogonal to all eigenfunctions of Lc,α, then the vector function R(λ)f = (L
∗
c,α − λ)−1f
with values in L2(R+) is an entire function with the order of growth 2α/(2 + α) (see
§4 [3]). It follows from the Phragmen–Lindelo¨f principle that if the central angle of the
sector Λ is less than 2πα/(2+α), i.e. | arg c| < 2πα/(2+α), then R(λ)f ≡ 0, thus f ≡ 0.
This prooves the completeness of the system of eigenfunctions of Lc,α.
These ideas originated from the work of Keldysh [4]. Of course, this approach does not
provide information about the behavior of R(λ)f inside Λ where a priori R(λ)f blows up
exponentially. But it turns out that if instead of the vector function R(λ)f we consider
the scalar entire function (R(λ)f)(x) fixing an arbitrary point x ≥ 0, then this function
may be vanishing in a wider sector than C \Λ. This observation turns out to be decisive
for the proof of the completeness theorem under weaker conditions on the argument of c.
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The proposed approach is likely to make it possible to positively solve the following
problem: to prove that for each α ∈ (0, 2) there is ε > 0 such that the eigenfunctions of
Lc,α form a complete system for all c: | arg c| < 2απ/(2 + α) + ε. In this paper we only
consider the case of α = 2/3.
So, our main theorem is dedicated to the operator
Lc = − d
2
dx2
+ cx2/3 (1)
and is stated as follows:
Theorem 1. There is θ0 ∈ (π/10, π/9) such that for all c ∈ C: | arg c| < π/2 + θ0 the
system of eigenfunctions of the operator Lc is complete in L2(R+).
Our source of inspiration was the article by Savchuk and Shkalikov [2], in which for
operators on the semi-axis of the form
Lc,α = − d
2
dx2
+ cxα (2)
a hypothesis was put forward: there is α0 < 2/3, such that the system of eigenfunctions
of Li,α = −d2/dx2 + ixα is complete in L2(R+) for all α ∈ (α0, 2/3].
The completeness problem for Li,α has not yet been solved even for α = 2/3 and in
2015 it was noted by Y. Almog [5] as one of the actual open problems. Of course our
theorem solves it for α = 2/3.
§1 Some spectral properties of the operator Lc,α
Let c ∈ C, | arg c| < π, α > 0. The operator Lc,α in L2(R+) with Dirichlet boundary
conditions is determined by the differential expression:
lc,α(y) = −d
2y
dx2
+ cxαy, x ∈ [0,+∞)
and the domain
D(Lc,α) =
{
y ∈ L2(R+)
∣∣ y ∈ W 22,loc, lc,α(y) ∈ L2(R+), y(0) = 0}.
Proposition 1. For | arg c| < π, the operator Lc,α is closed with a compact inverse.
Its eigenvalues λn are simple (root subspaces are one-dimensional), and have the form
λn = c
2/(α+2)tn, where tn > 0 does not depend on c, and with n→∞:
tn ∼
[
(n− 1/4)
√
π(α + 2)Γ(1/α+ 1/2)
Γ(1/α)
]2α/(α+2)
.
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For arbitrary f ∈ L2(R+) the inverse operator is determined as follows:
(L −1c,α f)(x) =
1
W
v(x)
x∫
0
u(ξ)f(ξ) dξ +
1
W
u(x)
+∞∫
x
v(ξ)f(ξ) dξ, (3)
where u and v are nontrivial solutions of the homogeneous equation lc,α(y) = 0 with
properties: u(0) = 0, v(+∞) = 0. Here W = W (v, u) 6= 0 is the Wronskian.
For s–numbers of the inverse operator L −1c,α the equality is true:
sn(L
−1
c,α ) = 1/|λn| = |c|−2/(α+2)/tn = O(n−2α/(α+2)), n ∈ N.
Proof. Let z = c1/(α+2), | arg z| < π/(α+2). Consider the operator Az,α = z−2Lc,α, that
is in the form of Davies:
Az,α = −z−2 d
2
dx2
+ zαxα,
the work [6] implies the existence of a compact inverse A −1z,α for all z as well as simplicity,
reality, positivity and independence from z of its eigenvalues tn = z
−2λn. The same
properties have s–numbers of A −1z,α : sn(A
−1
z,α ) = 1/tn, so sn(L
−1
c,α ) = (tn|z|2)−1 = 1/|λn|.
To calculate the asymptotic behavior of tn we set z = 1 and study in L2(R+):
−y′′(x) + xαy(x) = t y(x), y(0) = 0.
Substituting the independent variable and the parameter: ζ = xt−1/α, m = t1/α+1/2
we get
y′′(ζ) = m2(ζα − 1)y(ζ), y(0) = 0,
the asymptotics of the nonnegative eigenvalues mn is then calculated as in [7–9]:
mn ∼ π(n− 1/4)1∫
0
√
1− ζα dζ
, n→∞,
1∫
0
√
1− ζα dζ = Γ(1/α)
√
π
(α+ 2)Γ(1/α+ 1/2)
.
The solution v of the homogeneous equation lc,α(y) = 0 have the following WKB
approximation as x→ +∞:
v(x) ∼ C2
xα/4
exp
(− 2
α + 2
c1/2xα/2+1
)
, v′(x) ∼ −C2c1/2xα/4 exp
(− 2
α + 2
c1/2xα/2+1
)
.
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It is significant to show that u and v form a fundamental system of solutions (FSS)
of the corresponding homogeneous equation, and W (v, u) 6= 0. Otherwise these solutions
are linearly dependent and v(0) = 0, thus
+∞∫
0
|v′(x)|2 dx+ c
+∞∫
0
xα|v(x)|2 dx = 0,
which is not possible as | arg c| < π.
One can easily verify that the expression (3) defines the inverse operator for Lc,α.
The existence of a bounded inverse implies the closure of Lc,α. 
§2 Auxiliary results
The following proposition slightly generalizes the classical result on the behavior of
solutions of second-order equations in a neighborhood of regular singular points (see, for
example, [10]). In view of the complete analogy we omit the proof.
Proposition 2. Consider the differential equation
d2w
dz2
+ f(z, µ)
dw
dz
+ g(z, µ)w = 0, (4)
where
zf(z, µ) =
∞∑
s=0
fs(µ)z
s, z2g(z, µ) =
∞∑
s=0
gs(µ)z
s
are entire functions of two arguments. Let f0 and g0 be constants, and the difference
between two solutions α and β of the equation
x(x− 1) + f0x+ g0 = 0
is not an integer.
Then the equation (4) has two linearly independent solutions
w1(z, µ) = z
αϕ1(z, µ), w2(z, µ) = z
βϕ2(z, µ),
with ϕj — entire functions of two arguments, ϕj(0, µ) ≡ 1 for all µ ∈ C.
Consider P (z) — an arbitrary polynomial with complex coefficients of degree n ≥ 1
with simple zeros, including at z = 0. Let l1, l2, l3 be three Stokes curves (SCs) starting
at z = 0, numbered counterclockwise, let Dj (j = 1, 2, 3) be consistent in the sense
of Fedoryuk [12] canonical domains containing the corresponding Stokes curves lj . By
Dij = Di ∩Dj we denote the common parts of Di and Dj .
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In each Dj we define the canonical branch Sj of the multivalued function
S(z) =
z∫
0
√
P (ζ)dζ,
so that the imaginary part of Sj is non-negative along lj. Recall that Sj conformally maps
the canonical domain Dj into the plane with a finite number of vertical cuts one of which
is the ray {Sj(z) = −it, t ≥ 0}. We take the rule to assume argSj(z) ∈ (−π/2, 3π/2) for
z ∈ Dj, accordingly, arg S2/3j (z) ∈ (−π/3, π).
For each j = 1, 2, 3 with z ∈ Dj we denote:
ξj(z) = e
2pii(j−2)/3
(3
2
Sj(z)
)2/3
,
obviously for all j = 1, 2, 3: arg ξj
∣∣
l1
= −π/3, arg ξj
∣∣
l2
= π/3, arg ξj
∣∣
l3
= π.
Proposition 3. The function ξ(z) = ξ1(z) can be analytically continued as an univalent
function to the domain D = D1 ∪D2 ∪D3 ∪ {0} so that ξ(z) = ξj(z) as z ∈ Dj.
Proof. The vertical cuts in Sj(Dj) correspond to curvilinear cuts in ξj(Dj). By construc-
tion each ξj(z) maps univalently:
• ξ1(z) and ξ2(z) — the domain D12 to the sector arg ξ ∈ (−π/3, π/3) with a finite
number of curvilinear cuts,
• ξ2(z) and ξ3(z) — the domainD23 to the sector arg ξ ∈ (π/3, π) with a finite number
of curvilinear cuts,
• ξ1(z) and ξ3(z) — the domain D31 to the sector arg ξ ∈ (−π,−π/3) with a finite
number of curvilinear cuts,
Each of pairs ξi(z) and ξj(z) coincides on Dij. By the continuity principle, ξ(z) = ξ1(z)
can be analytically continued to D1 ∪D2 ∪ D3 with removable singularity at z = 0, i.e.
to D. 
Consider the equation in the complex plane with a singularity at z = 0:
W ′′ =
(
k2P (z) +
5
16
1
z2
)
W, z ∈ D \ {0}, (5)
the parameter k > 0.
We will substitute the function and the independent variable by choosing ξ as the
new variable. Let G be the image of D under the map ξ(z).
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We set P̂ (z) = P (z)/ξ(z). Obviously P̂ (z) is analytic in the simply connected domain
D, has a removable singularity at z = 0, does not take zero values in D. Thus P̂ 1/4(z)
splits in D into four single-valued branches.
We set Y = P̂ 1/4W , the equation takes the form:
Y ′′ =
(
k2ξ +
5
16
1
ξ2
+ π(ξ)
)
Y, ξ ∈ G \ {0}, (6)
where
π(ξ) = P̂−1/4(ξ)
d2
dξ2
P̂ 1/4(ξ) +
5
16
( 1
z2(ξ)
1
P̂ (ξ)
− 1
ξ2
)
.
Proposition 4. The function π(ξ) is analytic in G with the only singularity at ξ = 0,
where a pole of at most first order is possible. In any curve γG ⊂ G, which goes to infinity
by one of the ends, π(ξ) = O(ξ−2) as γG ∋ ξ →∞.
Proof. The first term in the definition of π(ξ) is a single-valued analytic function in G.
The second term is analytic in G \ {0} and can have a pole in ξ = 0 of not higher than
the second order.
If P (z) ∼ pz as z → 0, p 6= 0, then ξ(z) ∼ p1/3z (the choice of p1/3 depends on SCs
numbering). It follows from
P̂ (0) = lim
ξ→0
P (ξ)/ξ = lim
z→0
P (z)/ξ(z) = p2/3,
z2(ξ)P̂ (ξ) ∼ p−2/3ξ2p2/3 = ξ2
that the order of pole is not higher than the first.
Consider the arbitrary curve γG ⊂ G, which goes to infinity by one of the ends with
preimage γD ⊂ D. Let γG ∋ ξ → ∞ (γD ∋ z → ∞). Along the corresponding curves up
to a constant multiplier:
ξ(z) ≍ z(n+2)/3, P̂ (z) ≍ z(2n−2)/3,
z(ξ) ≍ ξ3/(n+2), P̂ (ξ) ≍ ξ2−6/(n+2), z2(ξ)P̂ (ξ) ≍ ξ2,
hence we conclude that the second term in the definition of π(ξ) behaves like O(ξ−2).
For large |ξ| > M > 0 the P̂ (ξ) can be analytically continued to the domain {|ξ| > M}
as a multi-valued function with asymptotics P̂ (ξ) ≍ ξ2−6/(n+2) as ξ → ∞, which allows
us to differentiate asymptotic equalities (see [10], chapter I, theorem 4.2):
P̂ 1/4(ξ) ≍ ξ1/2−3/(2n+4), d
2
dξ2
P̂ 1/4(ξ) ≍ P̂ 1/4(ξ)ξ−2,
hence the first term in the definition of π(ξ) also behaves like O(ξ−2) as ξ →∞. 
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Denote G0 = G \ {ξ ≤ 0}. Along with the domain G0 in the ξ–plane, we consider D0
— preimage of G0 in the z–plane and S0 — the image of G0 on the Riemann surface S
of the function s(ξ) = ξ3/2. Assume arg ξ ∈ (−π, π), arg s ∈ (−3π/2, 3π/2) with ξ ∈ G0.
When constructing D0 from D the SC l3 has being removed. Since this SC determines
further constructions, we call l3 as critical SC.
Curvilinear cuts in G correspond to vertical cuts (VCs) in S.
We introduce two maps in S0:
S+0 = S0 ∩ {arg s ∈ (−π/2, 3π/2)}, S−0 = S0 ∩ {arg s ∈ (−3π/2, π/2)},
and take ε > 0 so small that the closures of the ε–neighborhoods of VCs in S do not
intersect either among each other or with the points of the square {|Re s| ≤ ε, | Im s| ≤ ε}.
Next, reduce ε so that in the strip −ε ≤ Re s ≤ 0 does not intersect with the closures
of ε–neighborhoods of VCs that are not lying on the axis Re s = 0
We take small θ ∈ (0, π/4) and remove following sets from each map:
• {arg s ∈ [3π/2 − θ, 3π/2], −ε ≤ Re s ≤ 0} from S+0 — highlighted with blue on
fig.1 a),
• {arg s ∈ [−3π/2,−3π/2+ θ], −ε ≤ Re s ≤ 0} from S−0 — highlighted with blue on
fig.1 b),
• closures of the ε–neighborhoods of VCs, not lying on the rays arg s = −π/2 for S+0
and arg s = π/2 for S−0 — highlighted with orange on fig.1 a) and b),
• closures of the right ε–semi-neighborhoods of VCs, lying on the rays arg s = −π/2
for S+0 and arg s = π/2 for S−0 — highlighted with orange on fig.1 a) and b).
The result of the construction will be domains S+ε,θ ⊂ S+0 and S−ε,θ ⊂ S−0 , their union
— domain Sε,θ = S+ε,θ ∪S−ε,θ ⊂ S0. Preimages in the corresponding variables we denote as
follows: G±ε,θ ⊂ Gε,θ ⊂ G0, D±ε,θ ⊂ Dε,θ ⊂ D0 — see fig. 1.
Lemma 1. For all k > 0 the equation (5) has the analytical solution in Dε,θ of the form:
v2(z, k) =
c
P 1/4(z)
exp(−kS2(z))(1 + ǫ(z, k)), (7)
|c| = 1, lim
z→0,
z∈l2
arg
{
cP−1/4(z)
}
= 0, for any k0 > 0:
• with k > k0 the function ǫ(z, k) = O(k−2/3) uniformly in z ∈ Dε,θ;
• the function ǫ(z, k) = O(k−1(ReS2(z))−1) as ReS2(z) → +∞, z ∈ Dε,θ uniformly
in k > k0.
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Figure 1: a) S+ε,θ; b) S−ε,θ; c) Gε,θ. Removed sets are highlighted. Cuts and images of turning
points (with the exception of z = 0) marked with bold.
The subdominant in z ∈ D2 as ReS2(z) → +∞ solution v2 is one of the canonical
solutions that form the elementary FSS in the sense of Fedoryuk [12] for canonical triple
(l2, 0, D2). With an accuracy up to the normalization constant equal to modulo 1, it co-
incides with the subdominant in z ∈ D1 as ReS1(z) → −∞ solution u1 — one of the
canonical solutions that form the elementary FSS for the triple (l1, 0, D1).
Proof. We will substitute the function and the independent variable in (5) with z ∈ Dε,θ,
and construct the corresponding solution of the equation (6) with ξ ∈ Gε,θ in the form
Y (ξ, k) = X1(ξ, k)(1 + ǫ(ξ, k)), where X1(ξ, k) = ξ
−1/4e−
2
3
kξ3/2 —
is an exact solution of the model equation with arg ξ ∈ (−π, π):
X ′′ =
(
k2ξ +
5
16
1
ξ2
)
X.
The function ǫ(ξ, k) will be found by iterations. We set ǫ1(ξ, k) ≡ 0, then for N ∈ N:
ǫN+1(ξ, k) =
1
2k
∞∫
ξ
π(η)
η1/2
(
1− e− 43k(η3/2−ξ3/2)
)(
1 + ǫN (η, k)
)
dη, (8)
where the integration is carried out along the s–progressive path C(ξ) ⊂ Gε,θ (along
which the value of Re η3/2 is not decreasing). We assume the s–image of C(ξ) consisting of
vertical and horizontal segments and one horizontal ray; the number of vertical segments
not exceeding n+ 1.
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Denote
Π+ = {ξ ∈ G+ε,θ
∣∣ − ε ≤ Re ξ3/2 ≤ 0, Im ξ3/2 ≤ ε},
Q+ = {ξ ∈ G+ε,θ
∣∣ |Re ξ3/2| ≤ ε, | Im ξ3/2| ≤ ε},
Π− = {ξ ∈ G−ε,θ
∣∣ − ε ≤ Re ξ3/2 ≤ 0, Im ξ3/2 ≥ −ε},
Q− = {ξ ∈ G−ε,θ
∣∣ |Re ξ3/2| ≤ ε, | Im ξ3/2| ≤ ε}.
Additionally, it is required that for ξ ∈ G±ε,θ \ (Π± ∪ Q±) the path C(ξ) does not
intersect Π± ∪ Q±. If ξ ∈ Π± and Re ξ3/2 < 0, the first segment of C(ξ) is constructed
as s–vertical (i.e. vertical in s–plane, s = η3/2), extending beyond the boundary of Π±.
If ξ ∈ Q± and Re ξ3/2 ≥ 0, the first segment of C(ξ) is constructed as s–horizontal,
extending beyond the boundary of Q±.
The correctness of (8) and the possibility of deformation of C(ξ) follow from the up-
coming estimates and analyticity of ǫN(ξ, k) in Gε,θ. We use the method of mathematical
induction.
Let us estimate
J(ξ, k) =
∫
C(ξ)
∣∣∣π(η)
η1/2
∣∣∣∣∣∣1− e− 43k(η3/2−ξ3/2)∣∣∣ |dη|.
We split the path C = C(ξ) into s–horizontal and s–vertical parts: C = Ch ∪ Cv.
Consider several options for the location of ξ: 1) ξ 6∈ Π±∪Q±, 2) ξ ∈ Π+, Re ξ3/2 < 0,
3) ξ ∈ Q+, Re ξ3/2 ≥ 0. Because of the complete analogy the option ξ ∈ Π−∪Q− will not
be considered.
1) Let ξ 6∈ Π± ∪Q±. We show the uniform boundedness of J(ξ, k) with k > 0.
The path C is separated by the construction from the origin, does not cross Π±∪Q±.
Due to the proposition 4, |π(η)| ≤ A|η|−2 for some A > 0 as η ∈ C.
Let us turn to integrals along Ch. Additionally, we split by points Re η
3/2 = ±ε the
segments (or the ray) that cross the strip −ε ≤ Re η3/2 ≤ ε.
For any segment I: η3/2 ∈ [a + iκ, b+ iκ], with real κ, a < b:
∫
I
∣∣∣π(η)
η1/2
∣∣∣∣∣∣1− e− 43k(η3/2−ξ3/2)∣∣∣ |dη| ≤ 2A ∫
I
|dη|
|η5/2| = 2A
2
3
b+iκ∫
a+iκ
|ds|
|s|2 ≤ A1
b∫
a
dt
t2 + κ2
with the new constant A1 > 0.
The sum of all integrals along the segments inside the strip −ε ≤ Re η3/2 ≤ ε is
estimated from above up to a constant by the integral
ε∫
−ε
dt
t2 + ε2
=
π
2ε
.
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The remaining integrals along the components of Ch, including the integral along the
horizontal ray, are estimated from above by
ε∫
−∞
dt
t2
+
+∞∫
ε
dt
t2
=
2
ε
for Re ξ3/2 ≤ ε, or
+∞∫
Reξ3/2
dt
t2
=
1
Re ξ3/2
for Re ξ3/2 > ε.
The uniform boundedness of the integral along the Cv for ξ 6∈ Π± ∪Q± follows from
similar arguments taking into account the finiteness of the number of s–vertical segments
of Cv.
Since for Re ξ3/2 ≫ 1 the path C(ξ) can only be represented by the horizontal ray, so
J(ξ, k) = O((Re ξ3/2)−1) as Re ξ3/2 → +∞ uniformly in k > 0.
2) Now let ξ ∈ Π+ and Re ξ3/2 < 0. We show the estimate J(ξ, k) = O(k1/3) uniformly
in k > k0 > 0.
Taking into account the above considerations, it is of interest to estimate the integral
along the first s–vertical segment from ξ to ξ0 ∈ ∂Π+, Im ξ3/20 = ε. The integral along the
remaining part of C(ξ) will be bounded for k > 0 by a constant depending only on ε.
Let a = Re ξ
3/2
0 = Re ξ
3/2 < 0, b = Im ξ3/2. Due to the proposition 4 for η ∈ Π+:
|π(η)| ≤ A|η|−1 with the constant A > 0. So
J1(ξ, k) =
ξ0∫
ξ
∣∣∣π(η)
η1/2
∣∣∣∣∣∣1− e− 43k(η3/2−ξ3/2)∣∣∣ |dη| ≤ ξ0∫
ξ
∣∣∣ 1
η3/2
∣∣∣∣∣∣1− e− 43k(η3/2−ξ3/2)∣∣∣ |dη| =
=
2
3
ξ
3/2
0∫
ξ3/2
∣∣∣1− e− 43k(ζ−ξ3/2)∣∣∣ |dζ ||ζ4/3| = 23
ε∫
b
∣∣∣1− e− 43ki(t−b)∣∣∣ dt
(a2 + t2)2/3
=
=
2
3
ε−b∫
0
∣∣∣1− e− 43kiτ ∣∣∣ dτ
(a2 + (τ + b)2)2/3
. (9)
Let us estimate f(a, b, τ) = a2+(τ+b)2 for τ > 0. First let b < 0. We denote β = tan θ,
since a2 > b2β2:
f(a, b, τ) > f1(b, τ) = b
2(1 + β2) + τ 2 + 2τb.
As the function of b, f1(b, τ) has a local minimum at b0 = −τ/(1 + β2), i.e.
f1(b, τ) ≥ f1(b0, τ) = τ 2 β
2
1 + β2
= τ 2 sin2 θ.
If b ≥ 0, we will be satisfied with the estimate: f(a, b, τ) ≥ τ 2. Together with previous
result this allows us to estimate (9) up to the constant A, that does not depend on ξ and
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k > 0:
J1(ξ, k) ≤ A
+∞∫
0
∣∣∣1− e− 43kiτ ∣∣∣ dτ
τ 4/3
= Ak1/3
+∞∫
0
∣∣∣1− e− 43 it∣∣∣ dt
t4/3
,
hence J(ξ, k) = O(k1/3) as k > k0 > 0.
3) Finally, let ξ ∈ Q+, Re ξ3/2 ≥ 0. We show the estimate J(ξ, k) = O(k1/3) uniformly
in k > k0 > 0.
As before, of interest is the integral along the first s–horizontal segment from ξ to
ξ0 ∈ ∂Q+, Re ξ3/20 = ε.
Let a = Re ξ3/2 ∈ [0, ε], b = Im ξ3/20 = Im ξ3/2. Due to the proposition 4, with η ∈ Q+:
|π(η)| ≤ A|η|−1 with the constant A > 0. So
J2(ξ, k) =
ξ0∫
ξ
∣∣∣π(η)
η1/2
∣∣∣∣∣∣1− e− 43k(η3/2−ξ3/2)∣∣∣ |dη| ≤ 2
3
ξ
3/2
0∫
ξ3/2
∣∣∣1− e− 43k(ζ−ξ3/2)∣∣∣ |dζ ||ζ4/3| =
=
2
3
ε∫
a
(
1− e− 43k(t−a)
) dt
(b2 + t2)2/3
=
2
3
ε−a∫
0
(
1− e− 43kτ
) dτ
(b2 + (τ + a)2)2/3
≤
≤ 2
3
+∞∫
0
(
1− e− 43kτ
) dτ
τ 4/3
=
2
3
k1/3
+∞∫
0
(
1− e− 43 t
) dt
t4/3
,
since a ≥ 0, hence J(ξ, k) = O(k1/3) as k > k0 > 0.
Thus, for N = 1 the formula (8) is correct and for all k > 0 determines the analytic
function ǫ2(ξ, k) of ξ ∈ Gε,θ with the estimation:
|ǫ2(ξ, k)− ǫ1(ξ, k)| ≤ 1
2k
J(ξ, k),
then, by induction, the analyticity in ξ ∈ Gε,θ is proved for all functions ǫN (ξ, k), N ∈ N
with the estimation:
|ǫN+1(ξ, k)− ǫN(ξ, k)| < 1
(2k)N
(J(ξ, k))N
N !
,
guaranteeing uniform convergence on compact sets in Gε,θ as N → ∞ to some analytic
in Gε,θ function ǫN → ǫ, for which
|ǫ(ξ, k)| ≤ exp
( 1
2k
J(ξ, k)
)
− 1.
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The statement of the lemma follows from the obtained estimates of J(ξ, k) in terms of
the original function and independent variable. 
For µ ∈ C, we consider the equation in the complex plane t ∈ C:
w′′ =
(
t2 − µt+ 5
16
1
t2
)
w, (10)
Proposition 5. There exists non trivial solution w0(t, µ) of the equation (10) subdomi-
nant in the sector arg t ∈ (−π/4, π/4) as t→∞ of the form:
w0(t, µ) = t
−1/4f1(t, µ) + t5/4f2(t, µ),
where fj are entire functions of two arguments.
Uniformly in compact sets µ ∈ M ⊂ C for any small ε > 0 as arg t ∈ (−π/4+ε, π/4−
ε), t→∞:
w0(t, µ) ∼ c(µ) t 18µ2− 12 e− 12 t2+
µ
2
t, (11)
with the constant c(µ) depending on µ only.
Proof. Consider the auxiliary equation
v′′ = (t2 − µt)v (12)
and two Stokes sectors: A = {arg t ∈ (−π/4, π/4)} and D = {arg t ∈ (−3π/4,−π/4)}.
We introduce the entire function of two arguments — subdominant inA sector solution
of (12):
vA(t, µ) = U(−µ2/8,
√
2(t− µ/2)),
where U(a, x) is the standard subdominant as x → +∞ solution of the equation of a
parabolic cylinder [10].
Consider vD(t, µ) = vA(it, iµ) the solution of (12) subdominant in D sector, thus
forming the FSS together with vA(t, µ). The Wronskian of these solutions W (µ) 6= 0.
For small ε > 0 we denote the sector Aε = {arg t ∈ (−π/4 + ε, π/4− ε)}.
We fix an arbitrary compact M ⊂ C. Uniformly in µ ∈ M as t ∈ Aε, t→∞:
vA(t, µ) ∼ cA(µ) t 18µ2− 12 e− 12 t2+
µ
2
t, vD(t, µ) ∼ cD(µ) t− 18µ2− 12 e 12 t2−
µ
2
t, (13)
where cA(µ) 6= 0, cD(µ) 6= 0 — the entire functions of µ following from the asymptotics
of U(a, x).
Using the method of variation of the constants, we construct the target solution w0
for large t ∈ Aε, |t| > t0 > 0 by iterations, denoting w1(t, µ) = vA(t, µ), and further for
any N ∈ N:
wN+1(t, µ) = vA(t, µ)+
+
1
W (µ)
∞∫
t
5
16
1
θ2
(vA(t, µ)vD(θ, µ)− vD(t, µ)vA(θ, µ))wN(θ, µ) dθ,
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where integration is carried out along the ray {Im θ = Im t, Re θ ≥ Re t}. The correctness
of this formula, the uniform convergence of wN as N → ∞ is justified by repeating the
arguments of the classical WKB theory [10].
As a result uniformly in µ ∈M , |t| > t0, t ∈ Aε analytic functions wN converge to w0
— the analytic function of two arguments for |t| > t0, t ∈ Aε, µ ∈ C — the solution of
(10). It is subdominant in the sector arg t ∈ (−π/4, π/4), as well as uniformly in µ ∈M :
w0(t, µ) ∼ vA(t, µ) as Aε ∋ t→∞ which proves (11).
The proposition 2 delivers FSS of (10) in the form:
w1(t, µ) = t
−1/4ϕ1(t, µ), w2(t, µ) = t5/4ϕ2(t, µ),
where ϕj are the entire functions of two arguments. We may define w0 as a linear com-
bination of w1 and w2 in |t| > t0, t ∈ Aε:
w0(t, µ) = C1(µ)w1(t, µ) + C2(µ)w2(t, µ). (14)
Since each solution wj, j = 0, 1, 2 is an entire function of µ for sufficiently large |t| > t0,
t ∈ Aε, and w1 and w2 — are independent solutions of (10), then each of the coefficients
Cj(µ) j = 1, 2 is an entire function. Thus, the (14) formula allows to implement the
analytic continuation of w0 as a function of two arguments with a singularity at t = 0.
We denote fj(t, µ) = Cj(µ)ϕj(t, µ) for j = 1, 2 and complete the proof. 
Consider the polynomial p(t) = t2 − µt, µ ∈ C, m = |µ|, ψ = argµ ∈ [0, 2π). If
ψ 6= πn/2 (n = 0, 3), the Stokes graph Γ of p(t) is represented by two simple Stokes
complexes — Γ1, containing t = 0, and Γ2, containing µ. For ψ = πn/2 the Stokes graph
is represented by one compound Stokes complex Γ1 = Γ2, the segment [0, µ] is the finite
SC.
Let γ ∈ (0, π/4). We also use γ to denote the ray: γ = {τeiγ , τ ≥ 0}. From the
context it will always be clear: whether it is a ray, or the angle value.
Consider the polynomial P (z) = e4iψz(z−1), ψ = arg µ ∈ [0, 2π). The Stokes graph ∆
of P (z) is represented by two (simple or compound) complexes — ∆1, containing z = 0,
and ∆2, containing z = 1.
Consider the ray γ − ψ = {τei(γ−ψ), τ ≥ 0}, again retaining the designation for the
ray and the angle of inclination. Obviously
Proposition 6. The Stokes Graph ∆ if obtained from Γ with the affine transformation
z = t/µ converting the ray γ to γ − ψ.
We denote
S(z) =
z∫
0
√
P (ζ)dζ
and analyze the behavior of ReS(z) along the ray γ − ψ.
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Proposition 7. For γ 6= ψ the value of ReS(z) has at most one local extremum along
γ−ψ, is monotonous if and only if γ < ψ ≤ 2π−3γ. For ψ ∈ (0, γ) or ψ ∈ (2π−3γ, 2π)
there is a single extremum at Z0 ∈ γ − ψ:
|Z0| = sin(3γ + ψ)
sin 4γ
.
Proof. Let z = z(τ) = ei(γ−ψ)τ , τ > 0. The equation for the zeros of the ReS(z(τ))
derivative is as follows:
Re
(
ei(γ+ψ)
√
z(z − 1)
)
= 0.
It has a solution in the form z = z(τ), τ > 0 if and only if for some τ0 > 0 and β0 > 0
following equivalent equalities hold:
τ0 = e
i(γ−ψ) − β0e4iγ, e4iγτ0 = ei(3γ+ψ) − β0.
Considering their imaginary parts, we find that for given γ and ψ there is at most one
pair (τ0, β0):
τ0 =
sin(3γ + ψ)
sin 4γ
, β0 =
sin(γ − ψ)
sin 4γ
. (15)
The denominators of both expressions are positive as γ ∈ (0, π/4). For the existence
of a single extremum is necessary and sufficient for the numerators to be positive.
For ψ ∈ (γ, 2π) from the second expression we obtain the necessity ψ − γ > π, and
from the first either 3γ + ψ ∈ (0, π), either 3γ + ψ > 2π.
Since for ψ − γ > π we have 3γ + ψ = 4γ + (ψ − γ) > π, hence 3γ + ψ 6∈ (0, π). At
the same time, the condition 3γ + ψ > 2π directly implies ψ > 2π − 3γ > π + γ.
In other words for ψ ∈ (γ, 2π), the condition 3γ + ψ > 2π is necessary and sufficient
for the existence of a single local extremum of ReS(z(τ)).
For ψ ∈ (0, γ) the numerators of both expressions in (15) are positive, i.e. the ex-
tremum does exist.
Noting that τ0 = |Z0| we complete the proof. 
Proposition 8. The following statements about the location of the ray γ − ψ relative to
the Stokes graph ∆ of the polynomial P (z) = e4iψz(z − 1) are true:
• For 0 < ψ < γ the ray γ − ψ does not cross SCs of the complex ∆1 outside z = 0
and crosses two SCs of the complex ∆2.
• For γ < ψ ≤ 2π − 3γ the ray γ − ψ does not cross SCs of the complex ∆1 outside
z = 0. If ∆2 6= ∆1, then γ − ψ crosses not more than one SC of the complex ∆2.
• For 2π − 3γ < ψ < 2π the ray γ − ψ crosses one SC of the complex ∆1 outside
z = 0. If ∆2 6= ∆1, then γ − ψ crosses not more than one SC of the complex ∆2.
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For γ < ψ < 2π the ray γ − ψ entirely lies in some canonical domain (in terms of
Fedoryuk) relative to the Stokes graph ∆ of P (z).
Proof. The proposition 7 implies the following location possibilities of γ − ψ relative to
the Stokes graph of P (z):
• The ray γ−ψ cannot have more than one intersection point with ∆1 outside z = 0
— otherwise ReS(z) should have at least two local extrema on γ − ψ.
• For the same reason if ∆2 6= ∆1, then the ray γ − ψ cannot have more than two
intersection points with ∆2.
• If ∆2 6= ∆1 and γ −ψ crosses two SCs of ∆2, then γ −ψ does not cross ∆1 outside
z = 0.
• If ∆2 6= ∆1 and γ −ψ crosses ∆1 outside z = 0, then γ −ψ cannot have more than
one intersection point with ∆2.
Let γ < ψ ≤ 2π − 3γ, the value ReS(z) is monotonous along γ − ψ (proposition 7),
so γ − ψ does not cross ∆1 outside z = 0 (even in case of compound complex ∆1 = ∆2),
and if ∆2 6= ∆1, then γ − ψ cannot have more than one intersection point with ∆2.
Due to the proposition 6 the location of γ − ψ relative to the Stokes graph of P (z) is
similar to the location of γ relative to the Stokes graph of p(t). Thus now we study the
SCs of p(t).
The SCs of Γ1 do not cross the real axis outside z = 0. Otherwise there is z1 ∈ R:
ReS(z1) = Re
z1∫
0
√
t2 − µt dt = 0,
where integration is carried out along the real segment [0, z1]. As µ 6∈ R, the whole
p(t)–image of this segment lies in the upper or lower half-plane (with the exception of
p(0) = 0). So if t 6= 0, the value √p(t) lies in one of the quarters of the complex plane
and does not cross the imaginary axis. In the same quarter (for z1 > 0) or opposite (for
z1 < 0) lies the value of the integral S(z1), therefore ReS(z1) 6= 0.
The same arguments explain that the SCs of Γ2 do not cross the real axis in more
than one point.
Further some properties of the SCs of polynomials of the second order are used, for
more details see [11, 12].
Let 2π−3γ < ψ < 2π. The angles of inclination of SCs of Γ1 at t = 0 are−ψ/3+2πk/3,
k = 0, 2. One of these angles (corresponding to k = 1) lies in the interval (0, γ). We denote
the corresponding SC by l. As l ⊂ Γ1, with the exception of the starting point this SC lies
in the upper half-plane and asymptotically approaches either the ray {µ/2+repii/4, r > 0},
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either the ray {µ/2 + re3pii/4, r > 0}. Taking into account the angle of inclination of l
from z = 0, l crosses the γ.
Let 0 < ψ < γ. The SCs of Γ have asymptotic directions: π/4 + πk/2, k = 0, 3. The
external SC of Γ2 (the one not approaching any other SC of Γ) asymptotically approaches
the ray {µ/2+ repii/4, r > 0}, and one of the internal SCs of Γ2 (among other two SCs of
Γ2 approaching SCs of coupling complex Γ1) approaches the ray {µ/2 + re3pii/4, r > 0}.
Since SCs of Γ2 start from t = µ and 0 < arg µ = ψ < γ < π/4, then the ray γ crosses
two SCs of Γ2.
In case of simple Stokes complexes for γ < ψ < 2π as in the case of compound complex
for γ < ψ ≤ 2π − 3γ it is clear that γ − ψ lies in some canonical domain.
In case of compound complex for 2π − 3γ < ψ < 2π the ray γ − ψ crosses only one
SC of ∆1 = ∆2 that starts at z = 0, thus γ − ψ lies in the canonical domain containing
this SC. 
§3 Proof of the completeness theorem for the system of eigenfunctions of the
operator Lc
Without loss of generality let arg c ∈ (0, π) — the case arg c ∈ (−π, 0) is obtained
by the complex conjugation. Denote γ = arg c/4 ∈ (0, π/4), consider the homogeneous
equation:
y′′ = (cx2/3 − λ)y. (16)
The equivalent equation (10) is obtained by substitution of the function, independent
variable and the parameter:
y(x, λ) = x1/6w
(√3
2
c1/4x2/3, µ
)
, λ = µc3/4
√
2
3
. (17)
The eigenfunctions yn(x) of the operator Lc are in one-to-one correspondence with the
subdominant in the infinite point of the ray γ (therefore in the sector arg t ∈ (−π/4, π/4))
solution wn(t) of (10), behaving in the neighborhood of t = 0 as O(t
5/4).
Taking into account proposition 5 and {µn}∞n=1 — the zoros of f1(0, µ) = 0, we define
wn(t) = w0(t, µn).
The following entire function F(λ) has the same zeros as eigenvalues of Lc:
F(λ) = lim
t→0
t1/4w0(t, µ(λ)) = f1(0, µ(λ)), µ(λ) = λc
−3/4√3/2, (18)
According to proposition 1 the zeros µn = µ(λn) > 0 of F(λ) are simple. Taking
into account the asymptotics λn = O(n
1/2) without loss of generality F(λ) is an entire
function with the order of growth 2.
We set W (z, µ) = w(zµ, µ) and come to (5) with k = m2 = |µ|2, P (z) = e4iψz(z − 1),
and ψ = argµ ∈ (0, 2π).
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Denote W0(z, µ) = w0(zµ, µ). With (18) we calculate:
lim
z→0
z1/4 W0(z, µ) =
F(λ)
µ1/4
. (19)
— hereinafter we take into account the linear dependence between λ and µ (17), using
both parameters to simplify expressions.
Denote Y0(x, λ) — the solution of (16) obtained from w0(x, µ) by (17). For all x ≥ 0
it is an entire function of λ, subdominant as x→ +∞:
Y0(x, λ) = x1/6w0
(√3
2
c1/4x2/3, µ
)
,
Y0(0, λ) = C0F(λ), yn(x) = Y0(x, λn),
where C0 depends on c only.
It follows from (11) that uniformly in compact sets λ ∈ K ⊂ C as x→ +∞:
Y0(x, λ) = exp
{−3
4
c1/2x4/3 +O(x2/3)
}
. (20)
For arbitrary f ∈ L2(R+) and x ≥ 0 we set
G(x, λ) =
+∞∫
x
Y0(ξ, λ)f(ξ) dξ.
For a fixed x ≥ 0 the analyticity of G(x, λ) as a function of λ is clear because of the
continuity of Y0(ξ, λ) as a function of two variables, its analyticity with respect to λ and
uniform convergence of the integral in any compact set λ ∈ K due to (20).
Further by C we denote different constants independent of |λ| (and m = |µ|); saying
that one or another estimate is valid for |λ| ≫ 1 (or m ≫ 1), we mean that there is a
corresponding Λ0 > 0 (or m0 > 0) such that the estimate is valid for all |λ| > Λ0 (or
m > m0).
Lemma 2. For any f ∈ L2(R+) and arbitrary x ≥ 0, for fixed arg λ ∈ (arg c, 2π) the
following inequalities are valid as |λ| ≫ 1:
|Y0(t, λ)| ≤ C|F(λ)|e−t| Imλ1/2|, uniformly in t ∈ [0, x],
|G(x, λ)| ≤ C |F(λ)||λ|1/4 e
−x| Imλ1/2|.
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Proof. Let A = |c|1/4√3/2, µ = meiψ for m = |µ|, ψ = argµ = arg λ−3γ ∈ (γ, 2π−3γ).
We estimate:
|G(x, λ)|2 ≤ C
+∞∫
x
|Y0(ξ, λ)|2 dξ = C
+∞∫
Ax2/3
t |w0(eiγt, µ)|2 dt =
= C
+∞∫
Ax2/3
t |W0(ei(γ−ψ)t/m, µ)|2 dt = Cm2
+∞∫
Ax2/3/m
τ |W0(ei(γ−ψ)τ, µ)|2 dτ. (21)
Due to the proposition 8 the ray γ − ψ lies in a certain canonical domain D0 with
respect to the Stokes graph ∆ of P (z). The complex ∆1 splits the plane on 3 parts, we
consider the one that contains the infinite point of the ray γ−ψ. Only one SC of ∆1 does
not border this part of the plane — we denote this SC as l3.
Considering l3 as a critical SC, we construct domains D (proposition 3), Dε,θ ⊃ γ−ψ,
and the solution v2(z, k) (k = m
2) of (5) subdominant as z →∞ along γ−ψ (lemma 1).
Since both solutions W0 and v2 of (5) are subdominant along γ − ψ, they differ only
in a factor depending on µ. We apply the uniform along the ray z ∈ γ − ψ formula (7)
for z → 0 taking into account (19), thus we obtain:
|W0(z, µ)| = |v2(z, k)| |F(λ)|
m1/4
(1 +O(m−4/3))
uniformly in z ∈ γ − ψ as m→ +∞.
Applying (7) to (21) for m≫ 1:
|G(x, λ)|2 ≤ Cm3/2|F(λ)|2
+∞∫
Ax2/3/m
τ 1/2e−2m
2 ReS2(z(τ)) dτ, (22)
where z(τ) = ei(γ−ψ)τ .
Due to the proposition 7 the value ρ(τ) = ReS2(z(τ)) is monotonous, thus non-
negative as γ < ψ < 2π − 3γ.
Clearly ρ(τ) = ατ 3/2(1 + O(τ)) with α > 0 as τ → +0. Like in the case of the
classical Laplace method, when the limits of integration do not depend on the parameter
we represent the integral by the sum:
+∞∫
Ax2/3/m
τ 1/2e−2m
2ρ(τ) dτ =
( ε∫
Ax2/3/m
+
+∞∫
ε
)
τ 1/2e−2m
2ρ(τ) dτ. (23)
With large m the second term is estimated as O(e−2m
2ρ(ε)). In the first term we substitute
the variable ρ(τ) = αξ3/2. The value of dτ/dξ is bounded as τ ∈ [0, ε] — so as ξ ∈ [0,κ]
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where ρ(ε) = ακ3/2. Denoting ζ = ξ3/2:
ε∫
Ax2/3/m
τ 1/2e−2m
2ρ(τ) dτ ≤ C
κ∫
[ρ(Ax2/3/m)/α]2/3
ξ1/2e−2m
2αξ3/2 dξ ≤
≤ C
+∞∫
ρ(Ax2/3/m)/α
e−2m
2αζ dζ =
C
2m2
e−2m
2ρ(Ax2/3/m),
continuing (23) we get for m≫ 1:
|G(x, λ)|2 ≤ Cm−1/2|F(λ)|2e−2m2ρ(Ax2/3/m). (24)
Further, uniformly in t ∈ [0, x] as m→ +∞:
m2ρ(At2/3/m) = m2Re
[
ie2iψ
Aei(γ−ψ)t2/3/m∫
0
√
ζ(1− ζ) dζ
]
=
= m2 Re
[
ie2iψ
Aei(γ−ψ)t2/3/m∫
0
ζ1/2 dζ
]
(1 +O(1/m)) = Re[iλ1/2t](1 +O(1/m)) =
= t| Imλ1/2|(1 +O(1/m)),
where the branches are chosen taking into account the non-negativity of expressions for
all t ∈ [0, x].
With (24) we finally obtain the required estimate of |G(x, λ)| for |λ| ≫ 1.
For t ∈ [0, x] we have the uniform estimate of |Y0(t, λ)| for |λ| ≫ 1:
|Y0(t, λ)| = t1/6|w0(Aeiγt2/3, µ)| = t1/6|W0(Aei(γ−ψ)t2/3/m, µ)| ≤
≤ C|F(λ)|e−m2ρ(At2/3/m) ≤ C|F(λ)|e−t| Imλ1/2|. 
We’ll use transition matrices between canonical triples for equations of the form (5).
Recall [12], if two outgoing from a simple turning point z0 SCs l1 and l2 are arranged
so that l2 is to the left of l1 and the pairs of solutions (uj, vj) j = 1, 2 form elementary
FSS for canonical triples (lj , z0, Dj) with consistent canonical domains Dj , then(
u1
v1
)
= Ω12
(
u2
v2
)
, Ω12 = e
−ipi/6
(
0 1
[1] [i]
)
, (25)(
u2
v2
)
= Ω21
(
u1
v1
)
, Ω21 = e
ipi/6
(−[i] [1]
1 0
)
. (26)
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These asymptotic formulas are valid as k → +∞. Transition matrices depend only on
the parameter k. Here we use the classical abbreviation [α] = α(1 +O(1/k)).
For an arbitrary canonical triple (lj , z0, Dj) we denote Sj — the canonical branch of
the integral
S =
z∫
z0
√
P (ζ)dζ,
defined in the closure of Dj characterized by the fact that ImSj
∣∣
lj
≥ 0. The integration
is carried out along the path with all internal points inside Dj.
If the transition is between canonical triples (l1, z1, D1) → (l2, z2, D1), where z1 6= z2
different turning points and SCs l1 and l2 lie in the same canonical domain D1, the
following exact not asymptotic formula is valid:(
u1
v1
)
= Ω12
(
u2
v2
)
, Ω12 = e
iϕ0
(
ekS1(z2) 0
0 e−kS1(z2)
)
, (27)
where ϕ0 — is a constant that does not depend on k, S1 — canonical branch of S
determined by the first triple (l1, z1, D1).
We fix ψ = argµ ∈ (0, γ) and turn to the Stokes graph ∆ of P (z).
We choose the critical SC l3 of ∆1 as in the proof of the lemma 2. Since γ − ψ does
not cross ∆1 outside z = 0 and crosses two SCs of ∆2 (proposition 8), so l3 is an external
SC. For other SCs of ∆1 we denote l2 to the right of l3 and l1 to the left of l3. For the
complex ∆2 we denote SCs as follows: l5 an external SC, l6 to the left of l5 (asymptotically
approaches l2), l4 to the right of l5 (asymptotically approaches l1).
We construct consistent canonical domains Dj (j = 1, 4, 5, 6) so that D1, D4 and D5
contain the infinite point of the ray γ − ψ. Then we construct domains D (due to the
proposition 3) and Dε,θ ⊃ γ − ψ. Due to the lemma 1 we have the solution v2(z, k),
k = m2 of the equation (5).
Already noted, as m→ +∞ uniformly in z ∈ γ − ψ:
|W0(z, µ)| = |v2(z, k)| |F(λ)|
m1/4
(1 +O(m−4/3)) = |u1(z, k)| |F(λ)|
m1/4
(1 +O(m−4/3)).
For 0 < ψ < γ < π/4 consider the Stokes graph Γ of p(t) = t2 − µt. The external
SC of the complex Γ2 asymptotically approaches the ray {µ/2 + repii/4, r > 0}. By the
proposition 6 SCs l5 and l6 of ∆2 have following asymptotic directions π/4−ψ ∈ (0, π/4)
and 3π/4− ψ. So these two SCs of ∆2 have intersections with γ − ψ.
Denote Z∗ — the intersection point of the ray γ − ψ with l6, Z∗∗ — the intersection
point with l5, we take arbitrary: Z1 ∈ (0, Z∗), Z2 ∈ (Z∗, Z∗∗) — see fig.2.
With transition matrices Ω14 (27) and Ω46 (26) we get uniformly in z ∈ [Z1, Z∗] as
k → +∞:
u1(z, k) = Ce
kS1(1)(−u6(z, k)[i] + v6(z, k)[1]) = CekS1(1)v6(z, k)(O(1) + [1]).
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Figure 2: The Stokes graph for P (z), domain D (the exterior highlighted in color), the
ray γ − ψ.
For z ∈ [Z1, Z∗] the branch S6(z) = S1(1) − S1(z), so for z ∈ [Z1, Z∗], (and for
z ∈ (0, Z∗] due to the lemma 1) for m≫ 1:
|W0(z, µ)| < C
m1/4
F(λ)
|z(z − 1)|1/4 e
m2 ReS1(z) ≤ C
m1/4
F(λ)
|z|1/4 e
m2 ReS1(z). (28)
Matrices Ω45 and Ω56 have the same form as (25). Applying Ω14Ω45 to (u5, v5) we get
the exact equality:
u1(z, k) = Ce
kS1(1)v5(z, k). (29)
Applying Ω56 to (u6, v6) we get uniformly in z ∈ [Z∗, Z2] as k → +∞:
v5(z, k) = C(u6(z, k)[1] + v6(z, k)[i]) = Cu6(z, k)([1] +O(1)).
For z ∈ [Z∗, Z2] the branch S6(z) = −S5(z). Therefore for z ∈ [Z∗, Z2] (and for
z ∈ [Z∗,∞) taking into account the uniform in z ∈ [Z2,∞) ⊂ γ − ψ as k → +∞
asymptotics of v5(z, k)), thus for m≫ 1:
|W0(z, µ)| < C
m1/4
F(λ)
|z(z − 1)|1/4 e
m2 Re[S1(1)−S5(z)] ≤ C
m1/4
F(λ)
|z|1/2 e
m2 Re[S1(1)−S5(z)]. (30)
Continuing (21):
|G(x, λ)|2 ≤ Cm2
+∞∫
0
τ |W0(ei(γ−ψ)τ, µ)|2 dτ,
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we split the integration path into two parts by the point τ ∗ = |Z∗|, the estimate (28) is
applicable to the first term, and (30) — to the second:
|G(x, λ)|2 ≤ Cm3/2|F(λ)|2
( τ∗∫
0
τ 1/2e2m
2 ReS1(z(τ)) dτ +
∞∫
τ∗
e2m
2 Re[S1(1)−S5(z(τ))] dτ
)
,
where z(τ) = ei(γ−ψ)τ .
It follows from the proposition 7 that for τ ∈ (0, τ ∗) the value of ReS1(z(τ)) decreases
monotonically and the only extremum of ReS5(z) is reached inside the interval (Z
∗, Z∗∗)
at some point Z0. At τ0 = |Z0| a maximum of Re[S1(1)− S5(z(τ))] is reached.
Taking these considerations into account, we apply the Laplace method to the integrals
in the last estimate for m≫ 1:
|G(x, λ)|2 ≤ Cm−1/2|F(λ)|2(1 + e2m2 Re[S1(1)−S5(Z0)]). (31)
The last estimate is valid for any fixed argµ = ψ ∈ (0, γ) or what is the same
arg λ ∈ (3γ, 4γ) = (3γ, arg c).
Proof of the theorem 1. Suppose the contrary, that there is a nontrivial function
f ∈ L2(R+) such that f is orthogonal to all eigenfunctions yn of Lc:
∀n ∈ N
+∞∫
0
yn(x)f(x) dx = 0. (32)
Note that L ∗c = Lc. Conseder D0 = D0(Lc) — the subset of D = D(Lc), consisting
of functions with compact support. Closing of the restriction of Lc to D0 coincides with
Lc (see [2], proof of the theorem 2). The equality is easily verified on functions from D0,
thus Lc ⊂ L ∗c . Since ImLc = ImLc = L2(R+) then kerL ∗c = {0}, ImL ∗c = L2(R+),
hence (L ∗c )
−1 = (Lc)−1, i.e. L ∗c = Lc.
The latter means that yn, n ∈ N are the eigenfunctions of L ∗c and due to the theorem
4.4 [3], the principal part of the resolvent R(λ) = (Lc − λ)−1 in a neighborhood of an
arbitrary eigenvalue λn of Lc is of the form up to the constant:
(·, yn)yn
λ− λn ,
thus taking into account (32), R(λ)f is an entire vector function with values in L2(R+).
By the proposition 1 the order of the operator Lc is 1/2, which means (theorem 4.2 [3])
that the order of growth of R(λ)f is ≤ 2.
22
If ϕ1(x, λ) is the solution of the homogeneous equation (16) given by the initial con-
ditions: ϕ1(0, λ) = 0, ϕ
′
1(0, λ) = 1, then for the arbitrary x ≥ 0 and λ 6∈ {λn}:
(R(λ)f)(x) =
1
W (Y0, ϕ1)Y0(x, λ)
x∫
0
ϕ1(ξ, λ)f(ξ) dξ+
+
1
W (Y0, ϕ1)ϕ1(x, λ)
+∞∫
x
Y0(ξ, λ)f(ξ) dξ, (33)
where W (Y0, ϕ1) = C0F(λ) 6= 0 is the Wronskian of FSS Y0 and ϕ1.
For the arbitrary fixed x ≥ 0 the value of the resolvent (R(λ)f)(x) is a scalar entire
function of λ.
There is C > 0 such that for all g ∈ W 22 [0, x]:
|g′(0)| ≤ C(‖g‖L2(0,x) + ‖g′′‖L2(0,x)). (34)
Indeed, having considered the absolute values of the left and right sides of the Newton–
Leibniz formula
g′(0) = g′(x)−
x∫
0
g′′(t) dt,
after integrating along the segment [0, x] and estimating the integrals using the Cauchy–
Bunyakovsky inequality we obtain
|g′(0)| ≤ 1√
x
‖g′‖L2(0,x) +
√
x‖g′′‖L2(0,x),
next, we apply the intermediate derivative theorem [13], in accordance with which there
is a constant C > 0 and for all g ∈ W 22 [0, x]:
‖g′‖L2(0,x) ≤ C(‖g‖L2(0,x) + ‖g′′‖L2(0,x)).
We apply inequality (34) to r(x) = (R(λ)f)(x) as a function of x. As the order of
growth of the norms ‖r‖L2(0,x) and ‖r′′‖L2(0,x) by λ is not higher than 2, then
d
dx
(R(λ)f)(x)
∣∣∣
x=0
=
1
C0F(λ)
+∞∫
0
Y0(ξ, λ)f(ξ) dξ = 1
C0
G(0, λ)
F(λ)
is an entire function of the order ≤ 2.
Part I. For the above f we use the Levinson method and show that there is θ0 ∈ (0, π/6)
such that for 0 < 4γ = arg c < π/2 + θ0 holds G(0, λ) ≡ 0.
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For arg c = 4γ < π/2 we apply Phragmen–Lindelo¨f principle (PL) to the function
G(0, λ)/F(λ) of the order ≤ 2 in the sector arg λ ∈ (0, 4γ). Taking into account the
lemma 2 we obtain G(0, λ)/F(λ) ≡ 0.
Let 4γ ≥ π/2, moreover, π/8 ≤ γ < π/6. Denote ψ0 = ψ0(γ) = π/2 − 3γ ∈ (0, γ].
Here it will be convenient for us to consider G(0, λ)/F(λ) as a function of µ (18).
We turn to the estimate (31) which holds for argµ = ψ ∈ (0, γ). We show that if
for a given ψ0 ∈ (0, γ] the value Re[S1(1) − S5(Z0))] < 0 then PL can be applied to
G(0, λ)/F(λ), hence G(0, λ)/F(λ) ≡ 0. Suppose Re[S1(1)− S5(Z0))] < 0 as ψ = ψ0.
Let π/8 < γ < π/6, it implies ψ0 ∈ (0, γ). Due to the continuous dependence of
P (z) = e4iψz(z−1) on ψ, the condition Re[S1(1)−S5(Z0)] < 0 is valid in some interval ψ ∈
(ψ0−ε, ψ0+ε). The central angles of each sector arg µ ∈ (−3γ, ψ0−ε) and arg µ ∈ (ψ0, γ)
are strictly less than π/2. Due to the lemma 2 the function G(0, λ)/F(λ) is infinitely
small on the rays inside the sector argµ ∈ (γ, 2π− 3γ), due to (31) also inside the sector
argµ ∈ (ψ0 − ε, ψ0 + ε). So PL can be applied in case π/8 < γ < π/6.
Let γ = π/8, we find 0 < ε < π/8 so that ψ1 = ψ0 − ε = π/8 − ε ∈ (0, γ) and the
inequality Re[S1(1) − S5(Z0)] < 0 remained fulfilled by continuity. The angles of each
sector argµ ∈ (−3γ, ψ1) and arg µ ∈ (ψ1, γ) are strictly less than π/2, so PL can be
applied.
Next we estimate γ to satisfy Re[S1(1)− S5(Z0)] < 0 for ψ = ψ0.
Denote θ = γ − ψ0 = 4γ − π/2 = π/6− 4ψ0/3, 0 ≤ θ < π/6. It will be convenient to
study the value of Re[S1(1)− S5(Z0)] as a function of θ as ψ0 = π/8− 3θ/4.
From (15) it follows |Z0| = τ0 = csc 4γ. For geometrical reasons ReZ0 = 1, ImZ0 =
tan θ.
Since Z0 ∈ (Z∗, Z∗∗), then ReS5(Z0) < 0. For z = 1 + iy, y > 0 and the principle
branch of the square root, arg
√
z(1 − z) ∈ (−π/4, 0). For the principle branch of the
square root:
arg i
1+iy∫
1
√
ζ(1− ζ) dζ = arg
(
−
y∫
0
√
t2 − it dt
)
∈ (3π/4, π).
Since 0 < 2ψ0 ≤ π/4, ReS1(1) < 0 and ReS5(Z0) < 0, we write explicitly (everywhere
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the principle branch of the square root is used):
S1(1) = e
2iψ0iπ/8,
S5(Z0) = e
2iψ0i
1+i tan θ∫
1
√
ζ(1− ζ)dζ = −e2iψ0
tan θ∫
0
√
t2 − it dt,
Re[S1(1)− S5(Z0)] = Re
[
e2iψ0
(
i
π
8
+
tan θ∫
0
√
t2 − it dt)] = (35)
= − sin 2ψ0
(π
8
+ Im
tan θ∫
0
√
t2 − it dt)+ cos 2ψ0 Re tan θ∫
0
√
t2 − it dt.
Noting that ψ0 = π/8− 3θ/4, and for all x > 0:
d
dx
Re
x∫
0
√
t2 − it dt > 0, d
dx
Im
x∫
0
√
t2 − it dt < 0,
when θ is increasing from 0 to π/6, the value 2ψ0 is decreasing from π/4 to 0, accord-
ingly sin 2ψ0 is decreasing and cos 2ψ0 is increasing. So the value Re[S1(1) − S5(Z0)] is
monotonously increasing with θ and takes the values of different signs on the boundaries
of the interval 0 ≤ θ < π/6:
Re[S1(1)− S5(Z0)] ∈
(
−
√
2π/16,Re
1/
√
3∫
0
√
t2 − it dt
)
.
Thus there is θ0 ∈ (0, π/6) — the only zero of Re[S1(1) − S5(Z0)]. For this θ0 we
denote γ0 = π/8 + θ0/4. For γ ∈ [π/8, γ0) and ψ = ψ0 the value Re[S1(1)− S5(Z0)] < 0.
This completes the proof of Part I.
Part II. We show that the condition G(0, λ) ≡ 0 implies f ≡ 0 — a contradiction with
our original assumption.
Consider ϕ1(x, λ), ϕ2(x, λ) — two solutions of the homogeneous equation (16) given
by the initial conditions: ϕ1(0, λ) = ϕ
′
2(0, λ) = 0, ϕ
′
1(0, λ) = ϕ2(0, λ) = 1. Each of them
with a fixed x ≥ 0 is an entire function of λ of the order of growth 1/2. Each function
behaves like O(et| Imλ
1/2|) uniformly in t ∈ [0, x] as |λ| → ∞ [14, 15].
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For an arbitrary FSS u, v of the equation (16) and arbitrary g ∈ L2(0, x) we denote
(K(λ)g)(t) =
1
W (v, u)
v(t, λ)
t∫
0
u(ξ, λ)g(ξ) dξ−
− 1
W (v, u)
u(t, λ)
t∫
0
v(ξ, λ)g(ξ) dξ.
One can check that y(t) = (K(λ)g)(t) ∈ W 22 [0, x] is a solution to the Cauchy problem
−y′′(t) + (ct2/3 − λ)y(t) = g(t)
with initial conditions y(0) = y′(0) = 0. It does not depend on the choice of FSS u, v.
Let u = ϕ1, v = ϕ2 first. Since W (v, u) ≡ 1 we see that for fixed x ≥ 0, g ∈ L2(0, x)
the function K(λ) is an entire function of λ of order ≤ 1/2.
Now let u = ϕ1, v = Y0, g = f . Taking into account G(0, λ) ≡ 0, for any fixed x ≥ 0:
(R(λ)f)(x) = (K(λ)f)(x),
i.e. the order of growth of (R(λ)f)(x) is ≤ 1/2.
For arg λ ∈ (arg c, 2π) due to lemma 2 we can estimate for |λ| ≫ 1:
|(R(λ)f)(x)| ≤ Ce−x| Imλ1/2|
( x∫
0
e2t| Imλ
1/2| dt
)1/2
+ Cex| Imλ
1/2| 1
|λ|1/4 e
−x| Imλ1/2| ≤ C|λ|1/4 .
But the order of growth of (R(λ)f)(x) is ≤ 1/2. If (R(λ)f)(x) 6≡ 0 it can not be
infinitely small in any sector. Hence f ≡ 0.
Part III. We will estimate θ0.
We show first that θ0 < π/9. Due to the equality (35) θ0 is the only solution of the
equation:
tan 2ψ
(π
8
+ Im
tan θ∫
0
√
t2 − it dt) = Re tan θ∫
0
√
t2 − it dt, (36)
with ψ = π/2−3γ ∈ (0, π/8), θ = 4γ−π/2 ∈ (0, π/6), the principle branch of the square
root is used.
Separating the real and the imaginary parts of the root, we get for x > 0:
Re
x∫
0
√
t2 − it dt =
x∫
0
√
t
√
t2 + 1 + t2
2
dt, Im
x∫
0
√
t2 − it dt = −
x∫
0
√
t
√
t2 + 1− t2
2
dt,
26
we use the estimate for t ≥ 0: √
t
√
t2 + 1 + t2
2
≥
√
t
2
,
hence
Re
tan pi/9∫
0
√
t2 − it dt >
√
2
3
tan3/2
π
9
>
√
2
3
(π/9)3/2.
For 0 < θ < π/2 and t ∈ (0, tan θ) we have: arg(t2 − it) ∈ (−π/2,−π/2 + θ),
arg
tan θ∫
0
√
t2 − it dt ∈ (−π/4,−π/4 + θ/2),
accordingly,
Im
tan pi/9∫
0
√
t2 − it dt
Re
tan pi/9∫
0
√
t2 − it dt
< tan
(
−π
4
+
π
18
)
= − tan 7π
36
< − tan π
6
= − 1√
3
.
We turn to (36) and divide the left part on the right. The resulting value decreases
monotonically with θ increase and takes a value equal to 1 at θ = θ0. For θ = π/9 the
quotient is estimated from above as:
tan
π
12
(π
8
3√
2
( 9
π
)3/2
− 1√
3
)
= (2−
√
3)
( 34
8
√
2π
− 1√
3
)
< 1,
where the elementary equality tanπ/12 = 2−√3 was used. Finally that means θ0 < π/9.
Now we show that θ0 > π/10. We use (35) in the form:
Re[S1(1)− S5(Z0)] = Re
(
e2iψi
(π
8
−
1+i tan θ∫
1
√
ζ(1− ζ) dζ)), (37)
where ψ = π/2 − 3γ ∈ (0, π/8), θ = 4γ − π/2 ∈ (0, π/6). For θ = π/10 we obtain
2ψ = π/10. Further we use elementary equalities:
sin
π
10
=
√
5− 1
4
, cos
π
10
=
√
10 + 2
√
5
4
.
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The integral in (37) is expressed in terms of elementary functions. For τ = tan π/10:
1+iτ∫
1
√
ζ(1− ζ) dζ = 1
4
(1 + 2iτ)
√
τ 2 − iτ + 1
8
arcsin(1 + 2iτ)− π
16
.
One can verify the identities:
Re
(1
4
eipi/10i(1 + 2iτ)
√
τ 2 − iτ
)
= −1
8
√√
5
10
(3−
√
5),
Re
(
eipi/10i
3π
16
)
= −3π
16
√
5− 1
4
,
arcsin(1 + 2iτ) = arctan
√√
5
2
− i1
2
log
(
1 +
4
√
5
5
− 4
√√
5 + 2
10
)
.
Denoting A = Rearcsin(1 + 2iτ), B = Imarcsin(1 + 2iτ) we continue (37):
Re[S1(1)− S5(Z0)] = 1
8
((
A− 3π
2
)√5− 1
4
+
√√
5
10
(3−
√
5) +B
√
5 +
√
5
8
)
=
=
1
8
1√
5 + 1
((
A− 3π
2
)
+ 2
√√
5
10
(
√
5− 1) +B
√√
5
8
(
√
5 + 1)3/2 =
=
1
32
1√
5 + 1
√√
5
2
×
×
(
4
√
2√
5
(
A− 3π
2
)
+ 8
(
1− 1√
5
)
+ 2B(
√
5 + 1)3/2
)
< 0.
To prove the last inequality, one should check
4
√
2√
5
(
A− 3π
2
)
+ 8
(
1− 1√
5
)
< −10, 2B(
√
5 + 1)3/2 < 10.
The proofs of the latter are elementary in view of the estimates:
tan
π
10
=
√
5− 2√5
5
, A = arctan
√√
5
2
<
π
6
+
π
10
,
2B < | log 0.185| < 1.7.
The theorem is completely proved. 
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