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I. INTRODUCTION 
Recently Iwamoto [I, 21 has established Inverse Theorem in Dynamic 
Programming by a dynamic programming method. He has shown that the maxi- 
mum-value function of the main problem is the inverse function to the minimum- 
value function of the inverse problem provided that the objective function and 
the constraint function satisfy the dynamic programming structure, namely, 
recursiveness with monotonicity. 
In this paper we shall investigate a relation between the maximum-point 
(point which attains the maximum) function of the main problem and thr: 
minimum-point (point which attains the minimum) function of the Inverse 
problem as well as the inverse relation between the maximum-value and 
minimum-value functions. Our approach to and statement of Inverse 
Theorem II in Dynamic Programming are slightly different from ones in [I, 21. 
Our inverse theorem claims that the solution (maximum-value and maximum- 
point) functions of the main problem characterize the solution (minimum-value 
and minimum-point) functions of the inverse problem in an inverse sense and 
vice versa. We also give several corollaries in Section 2. Section 3 is devoted to 
the illustration of several examples which verify the inverse theorem and its 
corollaries. The last section comments on related topics [4, 51. 
2. INVERSE THEOREMS 
A continuous function f: R” (N > 2) + RI is called a recursive function on 
RN if it is expressed as follows: 
f@l , x2 ,...I TV) =f&;f&; ... ;fN--l(xN--l;fN(xN)) “‘h 
where f,,: R2 -+ R1 (I < n < N - 1) and f,V: RI - R1 are continuous. In partic- 
ular, f  is called a recursive function with monotonicity on RN if each fn(x; .) 
(1 ,( n S, N - 1, x E R) is nondecreasing and fN is strictly increasing. Moreover, 
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f  is called a recursive function with strict increasingness on RN if each fn(x; *) 
(1 < n < N - 1, x E R) is strictly increasing. A continuous functionf: R2 ---f A1 
is called the function with strict increasingness on R2 if each f  (x; *) (x E R) is 
strictly increasing. A recursive function f  with monotonicity on R2 is called 
maximum (resp. minimum) function on R2 if it is expressed as follows: 
f (xi Y) = max(f~(x), fi(y)) (rev. f  (xi Y) = min(fi(x), fAy)) 
where fi (i = 1, 2) is continuous and strictly increasing function from R1 
onto RI. 
Similarly a recursive function on R+N, a recursive function with monotonicity 
on R+N, a recursive function with strict increasingness on R+N, a function with 
strict increasingness on R+s, a maximum (resp. minimum) fun&m on R,2 are 
defined provided that Rn is replaced by $.“. 
We consider 
Main Problem I: Maximize 
subject to 
f  (%(x1)* uz(x&*, %(x!v)) 
g(x, , x2 ,a*., XN) < c, 
Inverse Problem I: Minimize 
subject to 
Here f  and g are recursive functions with monotonicity on RN such that each 
fn (1 <n<N-- 1) is either a function with strict increasingness on R2 or a 
minimum function on R2 and that each g, (1 f n < N - 1) is either a function 
with strict increasingness on R2 or a maximum function on R2. Each u, 
(1 < n < N) is a continuous and strictly increasing function from R1 onto R1 
such that v,, is the inverse function to u, . Then we have our main theorem 
THEOREM (Inverse Theorem II in Dynamic Programming). 
(i) Main Problem I has a continuous and strictly increasing maximum-value 
function U and a maximum-point function (x1*, x2*,..., xN*) if and only if Inverse 
Problem I has a continuous and strictly increasing minimum-value function U-l 
and a minimum-point function (ul 0 x1* 0 U-l, uz 0 x2* o U-l,..., uN o xN* o U-1). 
(ii) Inverse Problem I has a continuous and strictly increasing minimum-value 
function V and a minimum-point function ($r , j$ ,..., yN) if and only if Main 
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Problem I has a continuous and strictly increasing maximum-value function V-l 
and a maximum-point function (q o jl o V-l, v2 0 j& o V-l,. . ., v, o $N o V-l). 
Proof. (i) Let U and (x1*, xs* ,..., xN*) be a continuous and strictly increas- 
ing maximum-value function and a maximum-point function. Then 
U(c) = fl(ul(xl*(cN~fMx2*(c)>; . . ..fN--I(uN--I(x~--I(C)).fN(uN(xN* (4)) ...)), 
(2.1) 
gl(xl*(4; gz(xz*(c); ” ‘i ~N-l(x~-l(C); gN(%v*(4) .‘.I> < c. (2.2) 
By the properties off, g and U we have 
gl(xl*(c); g2(x2*(4; “‘; gN-l(X;-l(C); gN(XN*(C)) ‘..)) _- c. (2.3) 
Let yn = u, 0 x,*. Then x,* = v’, op, . Therefore (2.3) and (2.1) yield 
glbh(mh g2(~2(92w; 7 .h1bdh(4); gNhm4a) -9) == C, (2.4) 
fkMc>;f&(4; . . ..f~-l(~n-l(c>.f~(~.y(C)) .‘.I =. w>. 
(2.5) 
Let V(c) be the infimum-value of Inverse Problem I. Since (pi(c), f*(c),..., 9,,,(c)) 
is a feasible point to the minimizing problem: Minimize 
S@l(Yl), V,(Y,L! %dYN)) (2.6) 
subject to 
f(Yl > Y2 ,.-*, YN) 2 w% (2.7) 
we have 
V(W)) < c. (2.8) 
However, by the properties off, g and U we can easily prove that 
V(U(c)) = c. (2.9) 
This implies that V is the inverse function to U and that (PI(c), Es(c),..., j,(c)) 
is the minimum-point of the minimizing problem (2.6), (2.7). Therefore U-yc) 
and (ur 0 xi* 0 U-l(c), us 0 x2* 0 U-l(c),..., uN 0 xN* 0 U-l(c)) are the minimum- 
value and the minimum-point of Inverse Problem I. Similarly the converse is 
proved. We remark that (ii) is equivalent to (i). This completes the proof. 
Now, let us proceed to state several corollaries to our Inverse Theorem II in 
Dynamic Programming. 
We consider 
Main Problem II: Maximize 
f  (x1 , x2 ,*.., xh-) 
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subject to 
g(x1 , x2 ,-.-, XN) < c, 
Inverse Problem II: Minimize 
subject to 
dY1 7 Y-2 j-*.7 YN) 
f(Y1 9 Y2 Y,YN) 2 c. 
Note that problems I with the identity function u, 0 v,, = v, o u, on R1 
(1 < n < N) are equivalent to problems II. In general we have 
VW) < c < U(W)) CERI, (2.10) 
where U (resp. V) is the maximum-value (resp. minimum-value) function of 
Main Problem II (resp. Inverse Problem II). Furthermore, letf and g be recur- 
sive functions with strict increasingness on RN. Then for problems II we have 
COROLLARY 1. One problem has a continuous and strictly increasing optimal- 
value function W and an optimal-point function (zl , z2 ,..., xN) if and only if the 
other problem has a continuous and strictly increasing optimal-value function W-1 
and un optimal-point function (zl 0 W-l, z2 o W-l,..., z,,, o WLl). 
Proof. Let u, , v’, be the identity function on R1 in Inverse Theorem II in 
Dynamic Programming. 
In [I] we have defined the operators T(f; g), S(g, f) as follows: 
Main Problem III: 
TM RI 44 = p&f (x; u(y)), * , 
Inverse Problem III: 
Sk.0 v(c) = Min g(x; V(Y)). 
f(Gf/)>C 
(2.11) 
(2.12) 
Here f  is either a function with strict increasingness on RZ or a minimum 
function on R2, g is either a function with strict increasingness on R2 or a 
maximum function on R2, and u is a continuous and strictly increasing function 
from RI onto R1 to which v is the inverse function. Then we have 
COROLLARY 2. (i) Main Problem III has a continuous and strictly increasing 
maximum-value function T(f, g) u and a maximum-point function (x*, y*) if and 
only ;f  Inverse Problem III has a continuous and strictly increasing minimum-value 
function (T(f; g) u)-l and a minimum-point function (x* 0 (T(f; g) u)-l, 
u~~*~(T(f;g)W). 
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(ii) Inverse Problem III has a continuous and strictly increasing minimum- 
value function S(g; f) v  and a minimum-point function (2, j) if and only ;f  Main 
Problem III has a continuous and strictly increasing maximum-value function 
(S(g; f) v)-1 and a maximum-pointfunction (2 D (S(g; f) vu)-1, v  o 5 o (S(g; f) v)-l). 
Proof. Let lV = 2, ul(x) = uz(x) = x, uz(x) = u(x), q(x) = v(x) in our 
Inverse Theorem II in Dynamic Programming. 
Let us consider 
Main Problem IV: Maximize 
subject to 
f  (“% > x2 ,..., Fv) 
max g,(x,> < c, 
l<n<N 
Inverse Problem IV: Minimize 
where f  is a recursive function with strict increasingness on RN, and g, 
(1 < n < N) is a continuous and strictly increasing function from R1 onto Rl. 
Then we have 
COROLLARY 3. The same result as Corollary 1 holds. 
Note that if each fn(.; y) (I < n < N - 1, y  E R1) is nondecreasing then Main 
Problem IV has a continuous and strictly increasing maximum-value function 
U(c) = f  (g;‘(c), gz”(c),..., g;;‘(c)) and a continuous and strictly increasing 
maximum-point function (xi*(c), x?*(c),..., xN*(c)) = (g;‘(c), g;“(c),..., g;i(c)). 
Moreover, let us consider 
Main Problem V: Maximize 
subject to 
Inverse Problem V: Minimize 
dY1 9 Y2 ,.**> Y‘V) 
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subject to 
min 
ww 
fd~d 2 c, 
where g is a recursive function with strict increasingness on RN, and f,, 
(1 < n < N) is a continuous and strictly increasing function from R1 onto R1. 
Then we have 
COROLLARY 4. The same result as Corollary 1 holds. 
Note that if each g,(*; y) (1 < 12 < N - 1, y E R1) is nondecreasing then 
Inverse Problem V has a continuous and strictly increasing minimum-value 
function V(c) = g(f T’(c), f T’(c),..., f -,‘( )) c an a continuous and strictly increas- d 
ing minimum-point function &(c), $a(c),..., 5N(c)) = (f;‘(c), f i’(c),..., f ;;‘(c))- 
Finally let us consider 
Main Problem VI: Maximize 
p&f&%) 
subject to 
m= g&,> < c, 
l<%P 
Inverse Problem VI: Minimize 
subject to 
min fn(Yn) > c, 
k?‘s* 
where fn and g, (1 < n < N) are continuous and strictly increasing functions 
from p twrto RI. Then we have 
COROLLARY 5. The same result as Corollary 1 holds. 
Note that Main Problem VI has always a continuous and strictly increasing 
maximum-value function U(c) = rninl~,~, fJg;;‘(c)) and two continuous and 
strictly increasing maximum-point functions 
h*(c)> x,*(4,..., xN*(c)) = (g?(c), g,‘(c),..., g&>), 
(4*(c), 4*(c),..., x;*(c)) 
= (f;‘(,~~~*.r,(g,‘(c)), f2-Ylck<* 
. 
min f,(g~l(c))),...,f~‘(l~~~f~(g;‘(c))). 
On the other hand, Inverse Problem VI has always a continuous and strictly 
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increasing minimum-value function V(c) = maxiSksN gJf;i(c)) and two con- 
tinuous and strictly increasing minimum-point functions 
(~l(C),~P(C),...,5N(C)) = (f;l(c>,f~‘(c>,...,f~l(c)), 
(m7 ~2w., $N(C)) 
= k;‘(l~;;N gdfi-%N, &‘(ly~~N gk(fa4))Y.~ gTvQf$ g7dfi3))). . .\ . . 
We have discussed the inverse relation between the main problem and the 
inverse problem in the absence of nonnegativity constraint. Now we shall 
comment on the case in the presence of nonnegativity constraint. 
Let us consider 
Main Problem I’: Maximize 
subject to 
(9 g(x, > x2 >.**, XN) < c (a), 
(ii) x, , x2 ,...) x, > 0. 
Inverse Problem I’: Minimize 
td~l(Yl), W2(Y2b-, %N(YNN 
subject to 
(0 f(Y1 9 Y2 ,***s YN) a c PO) 
(ii)’ Yl ,Yz 9.YYN 9 0. 
Here f and g are recursive functions with monotonicity on R,N such that 
each fn (I < n ,( N - 1) is either a function with strict increasingness on R+2 
or a minimum function on R+2 and that each g, (1 ,( n < N - I) is either a 
function with strict increasingness on R,2 or a maximum function on R,2. 
Each u, (1 < 11 < N) is a continuous and strictly increasing function from R+l 
onto R+l to which v, is the inverse function. 
Similarly we can consider Main Problem Y with nonnegativity constraint 
(Main Problem Y’) and Inverse Problem Y with nonnegativity constraint 
(Inverse Problem Y’), where Y = II, III, IV, V, VI. 
Note that the theorem and Corollaries 1, 2, 3, 4, 5 hold for Main Problem Y’, 
Y = I, II, III, IV, V, VI, respectively. 
: 
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3. EXAMPLES 
The author [2, 31 has illustrated many examples of the main problem and 
the inverse problem. All the examples in Tables I, II of [2] show that 
C: 0 V = V 0 U = the identity function on R1 or R-1, (3.1) 
where CV (resp. V) is the maximum-value (resp. minimum-value) function of the 
main (resp. inverse) problem. In particular, Examples l-4 in Table I of [2] 
which have calculated the maximum-point function (x,,*)~~~c,~ and the mini- 
mum-point function (5n)lCnGN verify that 
The reader can easily calculate the analytic forms of x,~* and i, for Examples 
5-12 in Table I and Examples 1-19 in Table II of [2] and check (3.2) for these 
problems. Furthermore, we give the examples for which both (3.1) and (3.2) 
are true in Table I. 
4. FURTHER COMMENTS 
Recently the author has discussed two related topics [4, 51. One is from the 
game-theoretic viewpoint, which has established Minimax Inverse Theorems 
in a kind of mathematical programming game with dynamic programming 
structure [4]. The other is from the viewpoint of dynamic programming itself, 
which has defined an “inverse” to dynamic programming not to mathematical 
programming [5]. The latter characterizes a pair of optimal policy and optimal 
returns between a given main dynamic programming and its inverse dynamic 
programming. 
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