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Abstract
In this paper, we consider second order elliptic problems with rapidly oscillating coefficients. On basis
of [O.A. Oleinik, A.S. Shamaev, G.A. Yosifian, Mathematical Problems in Elasticity and Homogenization,
North-Holland, Amsterdam, 1992; Wen-ming He, Jun-zhi Cui, A pointwise estimate on the 1-order approx-
imation of Gεx0 , IMA J. Appl. Math. 70 (2005) 241–269] we propose a new approximate method to solve
these problems. Of course, we present its error estimate.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The method of multiscale asymptotic expansions which is thoroughly described in numerous
sources (see e.g. [1–14,16–23]) can be used to solve all kinds of second order elliptic problems
with rapidly oscillating coefficients very effectively, for it couples the macroscopic and micro-
scopic scales together.
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Lεu
ε ≡ ∂
∂xi
(aij ( x
ε
) ∂u
ε
∂xj
) = f (x), in Ω,
uε = g(x), on ∂Ω, (1.1)
where Ω is a smooth bounded domain contained in n, n  1 and the matrix of coefficients
aij (ξ) :n → n×n is symmetric and satisfies the following conditions:
(1) λ|ξ |2  aij (ξ)ξiξj  λ−1|ξ |2, ξ ∈ n for some λ ∈ (0,1]; (1.2)
(2) aij (ξ + ξ ′) = aij (ξ), ξ ∈ n, ξ ′ ∈ Zn, 1 i, j  n; (1.3)
(3)
∥∥aij∥∥
H 1(n)  C for some C > 0. (1.4)
Now, let us see how that the method of multiscale asymptotic expansions solve (1.1) (see [1]).
Firstly, let Nk(ξ), 1 k N, be the weak solution of{
∂
∂ξi
(aij (ξ) ∂N
k
∂ξj
) = − ∂
∂ξi
aik, in n,
Nk is a 1-periodic function,
∫
Q
Nk(ξ) dξ = 0, (1.5)
where Q = {ξ | 0 < ξi < 1, 1 i  n}.
Then, define the matrix of coefficients aˆ = (aˆij ) by
aˆij =
∫
Q
(
aij + aik ∂N
j
∂ξk
)
dξ. (1.6)
Finally, have an approximation to the weak solution for (1.1) by
u˜(x) = u0(x) + εNk
(
x
ε
)
∂u0(x)
∂xk
, (1.7)
where u0(x) is the weak solution for the following homogenization problem{
L0u0(x) ≡ ∂∂xi (aˆij ∂u
0
∂xj
) = f (x), in Ω,
u0(x) = g(x), on ∂Ω.
(1.8)
Notation. u˜(x) is named as the 1-order approximation of uε obtained by using the method of
multiscale asymptotic expansions.
The following lemma, which has been obtained by O.A. Oleinik in [1], gives an error estimate
between the solutions u˜ and uε .
Lemma 1.1. There exists a constant C such that∥∥uε − u˜∥∥
H 1(Ω)  Cε
1
2
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (1.9)
Proof. For any p and q , 1 p,q  n, define Npq by⎧⎪⎨
⎪⎩
∂
∂ξi
(aij (ξ) ∂
∂ξj
Npq(ξ))
= − ∂
∂ξi
(aip(ξ)Nq(ξ)) − apj (ξ) ∂
∂ξj
Nq(ξ) − apq(ξ) + aˆpq, in 2,
Npq is a 1-periodic function,
∫
Npq(ξ) dξ = 0,
(1.10)
Q
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F0 = −ε
[
aijNk
∂3u0
∂xi∂xj ∂xk
+ aij ∂N
pq
∂ξj
∂3u0
∂xp∂xq∂xi
]
, (1.11)
Fi = εaij ∂N
pq
∂ξj
∂2u0
∂xp∂xq
. (1.12)
Straightforward calculations show that{
Lε(u
ε − u˜) = F0 + ∂Fi∂xi , in Ω,
uε − u˜ = −εNk(x
ε
) ∂u
0
∂xk
, on ∂Ω.
(1.13)
To estimate ‖uε − u˜‖H 1(Ω), we split uε − u˜ into two parts: uε − u˜ = wε + θε , where wε satisfies
the problem{
Lεw
ε = F0 + ∂Fi∂xi , in Ω,
wε = 0, on ∂Ω, (1.14)
and θε satisfies the problem{
Lεθε = 0, in Ω,
θε = −εNk ∂u0∂xk , on ∂Ω.
(1.15)
Note that (1.14) and (1.15) lead to
‖θε‖H 1(Ω)  Cε
1
2
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)),∥∥wε∥∥
H 1(Ω)  Cε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (1.16)
Hence, we conclude from (1.13) and (1.16) that∥∥uε − u˜∥∥
H 1(Ω) 
∥∥wε∥∥
H 1(Ω) + ‖θε‖H 1(Ω) Cε
1
2
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)).
This completes the proof. 
There also exists the following result that has been established in [8].
Lemma 1.2. Let A = (Aαβij (y)), 1 α,β  n, 1 i, j N be a N
2×n2
-valued function defined
in n satisfying the following hypotheses:
(i) Periodicity:
A(y + z) = A(y), y ∈ n, z ∈ Zn.
(ii) Ellipticity: For some λ > 0 and all ξ ∈ Rn×N ,
λξ iαξ
i
α A
αβ
ij (y)ξ
i
αξ
j
β  λ−1ξ iαξ iα.
(iii) Smoothness: For some Γ,M with 0 < γ  1, M > 0,
‖A‖Cγ (n) M.
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and δ such that, for all ε > 0, r > 0, uε and f satisfying
Lεuε = ∂
∂xα
[
A
αβ
ij
(
x
ε
)
∂uε
∂xβ
]
= f, in B(0, r),
‖uε‖L∞(B(0,r)) < ∞,
and
‖f ‖Ln+δ(B(0,r)) < ∞,
we have
‖∇uε‖L∞(B(0,r/2))  C
(
r−1‖uε‖L∞(B(0,r)) + rμ‖f ‖Ln+δ(B(0,r))
)
,
with μ = 1 − n/(n + δ).
Set
Ωr =
{
x ∈ Ω ∣∣ ρ(x0, ∂Ω) > r}, (1.17)
where ρ(x0, ∂Ω) denotes the distance between x0 and ∂Ω .
On basis of Lemma 1.2, we can have the following result easily.
Lemma 1.3. Assume that u0 and θε are defined as (1.8) and (1.15), respectively, u0 ∈ W 1∞(Ω)
and Ωr is defined as (1.17). Then there exists a constant C such that
‖θε‖W 1∞(Ωr )  Cεr−1
∥∥u0∥∥
W 1∞(Ω)
. (1.18)
In this paper, we consider the following problem{
Lεu
ε ≡ ∂
∂xi
(aij ( x
ε
) ∂u
ε
∂xj
) = f (x), in Ω,
uε(x) = g(x), on ∂Ω, (1.19)
where Ω is an enough smooth bounded domain contained in 2 and u0 ∈ W 5∞(Ω). The matrix
of coefficients aij (ξ) :2 → 2×2 is symmetric and satisfies the following conditions:
(1) λ|ξ |2  aij (ξ)ξiξj  λ−1|ξ |2, ξ ∈ 2 for some λ ∈ (0,1], (1.20)
(2) aij (ξ + z) = aij (ξ), ξ ∈ 2, z ∈ Z2, 1 i, j  2, (1.21)
(3) the smoothness of aij such that
∥∥Nk∥∥
W 2∞(2)  C, (1.22)
where Nk is the weak solution for (1.5).
For (1.19), we present a new approximate method to obtain a better approximation of the weak
solution uε based on the method of multiscale asymptotic expansions. Of course, we present its
error analysis.
Notation. In this paper, we establish some notation and conventions. In the following, the Ein-
stein summation convention is used: summation is taken over repeated indices. Throughout this
paper, we let Q = {ξ | 0 < ξi < 1, i = 1,2} and ρ(x0, ∂Ω) denote the distance between x
and ∂Ω . We also assume that C (with or without subscripts) denotes a generic positive constant,
which is independent of ε unless otherwise stated.
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expansions
Assume that Nk(ξ), Npq(ξ) and u0 are defined as (1.5), (1.10) and (1.8), respectively. We
take the following steps to obtain a new approximate solution for (1.19) based on the method of
multiscale asymptotic expansions.
(1) Firstly, denote αijk and α˜ijk (1 i, j, k  n) by
αijk =
∫
Q
aij (ξ)Nk(ξ) dξ, α˜ijk =
∫
Q
aip(ξ)
∂Njk
∂ξp
dξ. (2.1)
(2) Then, let v˜ be the 1-order approximation of vε which is the solution of the following
problem{
Lεv
ε ≡ ∂2(aij ( xε )vε)
∂xi∂xj
= − ∂3[(αijk+α˜ijk)u0]
∂xi∂xj ∂xk
, in Ω.
vε(x) = 0, on ∂Ω
. (2.2)
(3) Finally, set
uˆ(x) = u˜(x) + εv˜(x) + ε2Npq
(
x
ε
)
∂2u0(x)
∂xp∂xq
, (2.3)
where u˜ is the 1-order approximation of uε .
In next section, we give an error estimate between the solutions uˆ and uε .
3. The error estimate for the new approximate method
In this section, we give an error estimate between the solutions uˆ and uε .
We need the following result which has been proved in [15].
Lemma 3.1. Assume that Gx0(x) is the weak solution of the following problem{
∂
∂xi
(aij (x)
∂Gx0
∂xj
) = δ(x − x0), in Ω,
Gx0(x) = 0, on ∂Ω,
(3.1)
where aij is defined as (1.20)–(1.22) and δ(x − x0) is defined by
(1) δ(x0 − x0) = +∞,
(2) δ(x − x0) = 0, x = x0,
(3)
∫
Ω
δ(x − x0) dx = 0.
Then there exists a constant C such that∣∣DkGx0(x)∣∣ C|x − x0|k . (3.2)
The following result that has been established in [9] is also used in our analysis.
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LεG
ε
x0 ≡ ∂∂xi (aij ( xε )
∂Gεx0
∂xj
) = δ(x − x0), in Ω,
Gεx0(x) = 0, on ∂Ω,
(3.3)
where Ω and the matrix of coefficients aij (y) :2 → 2×2 are defined as (1.19). Then there
exists a constant C such that∣∣Gεx0(x)∣∣ C∣∣ln |x − x0|∣∣, x ∈ Ω. (3.4)
The following result can be easily deduced from Lemma 3.2.
Lemma 3.3. Assume that Gεx0 is defined as Lemma 3.2. Then there exists a constant C such that
∣∣DGεx0(x)∣∣ C|ln |x − x0|||x − x0| . (3.5)
Proof. Let r = |x−x0|2 and ∂Ωr = {x′ ∈ Ω | |x0 − x′| = r}. Set v(x′) = Gεx0(x′), then we obtain
that v(x′) satisfies the following equation⎧⎨
⎩
v(x′) = Gεx0(x′), x′ ∈ ∂Ωr,
Lεv(x
′) = 0, x′ ∈ Ω − Ωr,
v(x′) = 0 x′ ∈ ∂Ω.
(3.6)
On basis of Lemma 1.2 and (3.6), we have
∣∣∇Gεx0(x)∣∣= ∣∣∇v(x)∣∣ Cr−1 maxx′∈∂Ωr
∣∣Gεx0(x′)∣∣Cr−1|ln r| = C|ln |x − x0|||x − x0| .
The proof is complete. 
The following result which has been proved in [2] is also needed in this paper.
Lemma 3.4. Assume that Gεx0 is defined as Lemma 3.2 and G˜x0 is the 1-order approximation
of Gεx0 . Then there exists a constant C such that
∣∣∇(Gεx0(x) − G˜x0(x))∣∣ Cε
( |ln ε|
|x − x0|2 + ρ(x0, ∂Ω)
−1
)
, (3.7)
where x ∈ Ω satisfying |x − x0| C1ε and ρ(x0, ∂Ω) means the distance between x and ∂Ω .
The following lemma is also needed to prove our main result.
Lemma 3.5. Assume that Gεx0 is the solution of (3.3) and G0x0 is the homogenization solution
of it. Then
∂Gεx0(x)
∂xk
= ∂G
ε
y(x0)
∂yk
∣∣∣∣
y=x
,
∂G0x0(x)
∂xk
= ∂G
0
y(x0)
∂yk
∣∣∣∣
y=x
. (3.8)
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Gεx0(x) =
∫
Ω
δ(y − x0)Gεx(y) dz = Gεx(x0), (3.9)
Gεx0(x + x) =
∫
Ω
δ(y − x0)Gεx+x(y) dy = Gεx+x(x0). (3.10)
We conclude from (3.9) and (3.10) that
∂Gεx0(x)
∂xk
= lim
x→0
Gεx0(x + x) − Gεx0(x)
x
= lim
x→0
Gεx+x(x0) − Gεx(x0)
x
= ∂G
ε
y(x0)
∂yk
∣∣∣∣
y=x
.
Using the similar way as above, we have
∂G0x0(x)
∂xk
= lim
x→0
G0x0(x + x) − G0x0(x)
x
= lim
x→0
G0x+x(x0) − G0x(x0)
x
= ∂G
0
y(x0)
∂yk
∣∣∣∣
y=x
.
We finish the proof. 
Now we are in a position to give our main result in this paper.
Theorem 3.6. Assume that uε is the weak solution for (1.19) and uˆ is defined by (2.3). Then there
exists a constant C such that∣∣∇(uε − uˆ)(x0)∣∣ C[ερ(x0, ∂Ω)−1∥∥u0∥∥W 1∞(∂Ω) + ε2|ln ε|(∥∥u0∥∥W 3∞(Ω) + ∥∥u0∥∥H 4(Ω))]
+ C[ε2(ρ(x0, ∂Ω)−1∥∥v0∥∥W 1∞(∂Ω) + ∥∥v0∥∥H 3(Ω) + ∥∥v0∥∥W 2∞(Ωε))
+ ε3(∥∥v0∥∥
W 3∞(Ωε) +
∥∥v0∥∥
H 4(Ω)
)+ ε4∥∥v0∥∥
W 4∞(Ωε)
]
, (3.11)
where x0 ∈ Ω,u0 and v0 are the solutions for the homogenization problems of problem (1.19)
and (2.2), respectively, Ωε = {x ∈ Ω | |x − x0| ε}.
Proof. Set eu = uε − u˜. We have from [1, Theorem 1.2, pp. 124–128] that⎧⎨
⎩
Lεeu = −εaijNk ∂3u0∂xi∂xj ∂xk − εaip ∂N
jk
∂ξp
∂3u0
∂xi∂xj ∂xk
+ ε ∂
∂xi
[aip ∂Njk
∂ξp
∂2u0
∂xj ∂xk
], in Ω,
eu = −εNk(xε ) ∂u
0
∂xk
, on ∂Ω.
We decompose eu into
eu = wε1 + wε2 + wε3, (3.12)
where wε1 satisfies the problem{
Lεw
ε
1 = 0, in Ω,
wε = −εNk(x ) ∂u0 , on ∂Ω, (3.13)1 ε ∂xk
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Lεw
ε
2 = −εaijNk ∂
3u0
∂xi∂xj ∂xk
− εaip ∂Njk
∂ξp
∂3u0
∂xi∂xj ∂xk
, in Ω,
wε2 = 0, on ∂Ω,
(3.14)
and wε3 satisfies the problem{
Lεw
ε
3 = ε ∂∂xi [aip ∂N
jk
∂ξp
∂2u0
∂xj ∂xk
], in Ω,
wε3 = 0, on ∂Ω.
(3.15)
Assume that vε is defined as (2.2). Set
eεw2 = wε2 − εvε. (3.16)
We have eεw2 such that the following problem{
Lεe
ε
w2 = bijk(ξ) ∂
3u0
∂xi∂xj ∂xk
, in Ω,
eεw2 = 0, on ∂Ω,
(3.17)
where ξ = x
ε
and bijk(ξ) is denoted by
bijk(ξ) = −ε
(
aij (ξ)Nk(ξ) − αijk + aip(ξ)∂N
jk(ξ)
∂ξp
− α˜ijk
)
. (3.18)
Assume that x0 ∈ Ω . According to (3.13)–(3.16), we decompose uε(x) − uˆ(x) into
uε(x0) − uˆ(x0) = wε1(x) + ε
(
vε − v˜)(x) + eεw2(x) +
(
wε3(x) − ε2Npq
∂2u0(x)
∂xp∂xq
)
. (3.19)
First let us estimate the first item of the right-hand side of (3.19).
We have from Lemma 1.3 and (3.13) that∣∣∇wε1(x0)∣∣Cερ(x0, ∂Ω)−1∥∥u0∥∥W 1∞(∂Ω). (3.20)
We turn now to the estimation of the second item of the right-hand side of (3.19).
Set eεv = vε − v˜. we have⎧⎨
⎩
Lεe
ε
v = −εaijNk ∂
3v0
∂xi∂xj ∂xk
− εaip ∂Njk
∂ξp
∂3v0
∂xi∂xj ∂xk
+ ε ∂
∂xi
[aip ∂Njk
∂ξp
∂2v0
∂xj ∂xk
], in Ω,
eεv = −εNk(xε ) ∂v
0
∂xk
, on ∂Ω,
and then decompose eεv into
vε − v˜ = eεv,1 + eεv,2 + eεv,3, (3.21)
where eεv,1 satisfies the problem⎧⎨
⎩Lεe
ε
v,1 ≡ ∂∂xi (aij ( xε )
∂eεv,1
∂xj
) = 0, in Ω,
eεv,1 = −εNk ∂v0∂xk , on ∂Ω,
(3.22)
and eε satisfies the problemv,2
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Lεe
ε
v,2 ≡ ∂∂xi (aij ( xε )
∂eεv,2
∂xj
) = −εaijNk ∂3v0
∂xi∂xj ∂xk
− εaip ∂Njk
∂ξp
∂3v0
∂xi∂xj ∂xk
, in Ω,
eεv,2 = 0, on ∂Ω,
(3.23)
and eεv,3 satisfies the problem{
Lεe
ε
v,3 = ε ∂∂xi [aip ∂N
jk
∂ξp
∂2v0
∂xj ∂xk
], in Ω,
eεv,3 = 0, on ∂Ω.
(3.24)
First let us estimate the first item of the right-hand side of (3.21).
Lemma 1.3 and (3.22) show that∣∣∇eεv,1(x0)∣∣ Cερ(x0, ∂Ω)−1∥∥v0∥∥W 1∞(∂Ω). (3.25)
We turn now to the estimation of the second item of the right-hand side of (3.21).
We deduce from Lemma 3.3 and (3.23) that
∣∣∇eεv,2(x0)∣∣ Cε
∫
Ω
∣∣D3v0(x)DGεx0(x)∣∣dx
 Cε
∫
Ωε
∣∣D3v0(x)DGεx0(x)∣∣dx + Cε
∫
Ω−Ωε
∣∣D3v0(x)DGεx0(x)∣∣dx
 C
(
ε2
∥∥v0∥∥
W 3∞(Ωε) + ε
∥∥v0∥∥
H 3(Ω−Ωε)
∥∥DGεx0∥∥L2(Ω−Ωε))
 C
(
ε2
∥∥v0∥∥
W 3∞(Ωε) + ε
∥∥v0∥∥
H 3(Ω−Ωε)
)
. (3.26)
Now let us turn to estimate the third item of the right-hand side of (3.21).
Note that
Lε
(
ε2Njk
∂2v0
∂xj ∂xk
)
= ε ∂
∂xp
(
aip
∂Njk
∂ξp
∂2v0
∂xj ∂xk
)
+ ε2 ∂
∂xi
(
aipNjk
∂3v0
∂xi∂xj ∂xk
)
= ε ∂
∂xi
[
aip
∂Njk
∂ξp
∂2v0
∂xj ∂xk
]
+ ε ∂(a
ipNjk)
∂ξp
∂3v0
∂xi∂xj ∂xk
+ ε2aipNjk ∂
4v0
∂xi∂xp∂xj ∂xk
,
leads to
∂eεv,3(x0)
∂xl
=
∂(ε2Njk ∂
2v0(x0)
∂xj ∂xk
)
∂xl
−
∫
Ω
(
ε
∂(aipNjk)
∂ξp
∂3v0
∂xi∂xj ∂xk
+ ε2aipNjk ∂
4v0
∂xi∂xp∂xj ∂xk
)
∂Gεy(x)
∂yl
∣∣∣∣
y=x0
dx, (3.27)
we have from Lemma 3.3 and (3.27) that
666 W. He, J. Cui / J. Math. Anal. Appl. 335 (2007) 657–668∣∣∇eεv,3(x0)∣∣ C
(
ε2
∣∣D3v0(x0)∣∣+ ε∣∣D2v0(x0)∣∣+ Cε
∫
Ω
∣∣D3v0(x)DGεx0(x)∣∣dx
+ ε2
∫
Ω
∣∣D4v0(x)DGεx0(x)∣∣dx
)
 C
(
ε2
∣∣D3v0(x0)∣∣+ ε∣∣D2v0(x0)∣∣+ ε2∥∥v0∥∥W 3∞(Ωε) + ε∥∥v0∥∥H 3(Ω)
+ ε3∥∥v0∥∥
W 4∞(Ωε)
+ ε2∥∥v0∥∥
H 4(Ω)
)
 C
[
ε
(∥∥v0∥∥
W 2∞(Ωε)
+ ∥∥v0∥∥
H 3(Ω)
)+ ε2(∥∥v0∥∥
W 3∞(Ωε) +
∥∥v0∥∥
H 4(Ω)
)
+ ε3∥∥v0∥∥
W 4∞(Ωε)
]
. (3.28)
Finally, combining (3.21)–(3.26) with (3.28), we obtain∣∣∇(vε − v˜)(x0)∣∣Cερ(x0, ∂Ω)−1∥∥v0∥∥W 1∞(∂Ω) + C(ε2∥∥v0∥∥W 3∞(Ωε) + ε∥∥v0∥∥H 3(Ω−Ωε))
+ C[ε(∥∥v0∥∥
W 2∞(Ωε)
+ ∥∥v0∥∥
H 3(Ω)
)+ ε2(∥∥v0∥∥
W 3∞(Ωε) +
∥∥v0∥∥
H 4(Ω)
)
+ ε3∥∥v0∥∥
W 4∞(Ωε)
]
C
[
ε
(
ρ(x0, ∂Ω)
−1∥∥v0∥∥
W 1∞(∂Ω)
+ ∥∥v0∥∥
H 3(Ω) +
∥∥v0∥∥
W 2∞(Ωε)
)
+ ε2(∥∥v0∥∥
W 3∞(Ωε) +
∥∥v0∥∥
H 4(Ω)
)+ ε3∥∥v0∥∥
W 4∞(Ωε)
]
. (3.29)
Now let us come to estimate the third item of the right-hand side of (3.19).
Set r = C1ε and Ωr = {x | |x − x0| r}. Note that (3.18) lead to∫
Q
bijk(ξ) dξ = 0, (3.30)
where Q = {ξ | 0 ξi  1, i = 1,2}.
We have from Lemmas 3.4–3.5, (3.17) and (3.30) that∣∣∇eεw2(x0)∣∣
=
∣∣∣∣
∫
Ω
bijk(ξ)
∂3u0
∂xi∂xj ∂xk
∂Gεy(x)
∂yl
∣∣∣∣
y=x0
dx
∣∣∣∣
=
∣∣∣∣
∫
Ω
bijk(ξ)
∂3u0
∂xi∂xj ∂xk
∂Gεx(x0)
∂xl
dx
∣∣∣∣

∣∣∣∣
∫
Ωr
bijk(ξ)
∂3u0
∂xi∂xj ∂xk
∂Gεx(x0)
∂xl
dx
∣∣∣∣+
∣∣∣∣
∫
Ω−Ωr
bijk(ξ)
∂3u0
∂xi∂xj ∂xk
∂Gεx(x0)
∂xl
dx
∣∣∣∣
 Cε2|ln ε|∥∥u0∥∥
W 3∞(Ωr )
+
∣∣∣∣
∫
Ω−Ωr
bijk(ξ)
∂3u0
∂xi∂xj ∂xk
(
∂G0x(x0)
∂xl
+ ∂N
m(ξ)
∂ξl
∂G0x(x0)
∂xm
)
dx
∣∣∣∣
+
∣∣∣∣
∫
bijk(ξ)
∂3u0
∂xi∂xj ∂xk
(
∂Gεx(x0)
∂xl
− ∂G
0
x(x0)
∂xl
− ∂N
m(ξ)
∂ξl
∂G0x(x0)
∂xm
)
dx
∣∣∣∣
Ω−Ωr
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W 3∞(Ωr ) + Cε
2
∣∣∣∣
∫
Ω−Ωr
D3u0(x)D2G0x(x0) dx
∣∣∣∣
+ Cε2
∣∣∣∣
∫
Ω−Ωr
D4u0(x)DG0x(x0) dx
∣∣∣∣
+ Cε∥∥u0∥∥
W 3∞(Ω)
∣∣∣∣
∫
Ω−Ωr
(
∂Gεx(x0)
∂xl
− ∂G
0
x(x0)
∂xl
− ∂N
m(ξ)
∂ξl
∂G0x(x0)
∂xm
)
dx
∣∣∣∣
Cε2|ln ε|∥∥u0∥∥
W 3∞(Ωr ) + Cε
2|ln ε|∥∥u0∥∥
W 3∞(Ω) + Cε
2|ln ε|∥∥u0∥∥
H 4(Ω)
+ Cε2|ln ε|∥∥u0∥∥
W 3∞(Ω)
Cε2|ln ε|(∥∥u0∥∥
W 3∞(Ω) +
∥∥u0∥∥
H 4(Ω)
)
, (3.31)
where ξ = x
ε
.
Now let us estimate the fourth item of the right-hand side of (3.19).
Using the similar way as above, we have from (3.15) that∣∣∣∣∇
(
wε3 − ε2Npq
∂2u0
∂xp∂xq
)
(x0)
∣∣∣∣ Cε2|ln ε|(∥∥u0∥∥W 3∞(Ω) + ∥∥u0∥∥H 4(Ω)). (3.32)
Finally, we conclude from (3.20), (3.29), (3.31) and (3.32) that∣∣∇(uε − uˆ)(x0)∣∣
Cερ(x0, ∂Ω)−1
∥∥u0∥∥
W 1∞(∂Ω)
+ Cε[ε(ρ(x0, ∂Ω)−1∥∥v0∥∥W 1∞(∂Ω) + ∥∥v0∥∥H 3(Ω) + ∥∥v0∥∥W 2∞(Ωε))
+ ε2(∥∥v0∥∥
W 3∞(Ωε) +
∥∥v0∥∥
H 4(Ω)
)+ ε3∥∥v0∥∥
W 4∞(Ωε)
]
+ Cε2|ln ε|(∥∥u0∥∥
W 3∞(Ω) +
∥∥u0∥∥
H 4(Ω)
)+ Cε2|ln ε|(∥∥u0∥∥
W 3∞(Ω) +
∥∥u0∥∥
H 4(Ω)
)
C
[
ερ(x0, ∂Ω)
−1∥∥u0∥∥
W 1∞(∂Ω)
+ Cε2|ln ε|(∥∥u0∥∥
W 3∞(Ω) +
∥∥u0∥∥
H 4(Ω)
)]
+ C[ε2(ρ(x0, ∂Ω)−1∥∥v0∥∥W 1∞(∂Ω) + ∥∥v0∥∥H 3(Ω) + ∥∥v0∥∥W 2∞(Ωε))
+ ε3(∥∥v0∥∥
W 3∞(Ωε) +
∥∥v0∥∥
H 4(Ω)
)+ ε4∥∥v0∥∥
W 4∞(Ωε)
]
, (3.33)
which completes the proof. 
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