The optimally re"ned proportional sampling strategy has been recommended as a better alternative to random testing, when dividing the input domain into equal-sized partitions is easy. This paper investigates some properties of the optimally re"ned proportional sampling strategy. This investigation provides some useful information on how well the optimally re"ned proportional sampling strategy outperforms random testing.
INTRODUCTION
Random testing simply selects test cases from the entire input domain, while partition testing divides the program input domain into disjoint subsets from which test cases are selected. In the latter case, different test criteria will give rise to different partitioning schemes. Intuitively speaking, partition testing should detect more errors than random testing because it makes use of additional information, such as program speci"cations or structures, to select test cases.
Duran and Ntafos [1] , as well as Hamlet and Taylor [2] , have performed experiments to compare the error-detection capabilities of random testing and partition testing. Contrary to intuition, both of their experiments showed only a marginal difference between the error-detection capabilities of random testing and partition testing. Therefore, they reached the conclusion that when it is expensive to perform partition testing, it is likely that random testing will be more cost effective than partition testing.
The analytical study of Weyuker and Jeng [3] found that when all partitions were of the same size and when an equal number of test cases were selected from each partition, the probability of detecting at least one failure using partition testing (denoted by P P , where P is the partition scheme) would not be less than that when using random testing (denoted by P r ), that is, P P ≥ P r . Chen and Yu [4] then obtained a more general result: if the ratio of the size to the number of test cases selected is the same for all partitions, then P P ≥ P r . A partition testing strategy which satis"es Chen and Yu's suf"cient condition for P P ≥ P r is known as the Proportional Sampling strategy (abbreviated as the PS strategy in this paper). In addition, Chen and Yu [5] have obtained two different suf"cient conditions for P P ≥ P r that are more general than the PS strategy. Although these conditions are more general than the PS strategy, they are more dif"cult to apply as prior knowledge about error rates for all partitions is required.
Although the PS strategy has a higher probability of detecting at least one failure than random testing, it incurs overheads associated with partitioning. Therefore, it is important to know how effective a PS strategy is over random testing and whether the partitioning overheads are justi"able by the improvement in performance.
It is very dif"cult to compare analytically or empirically the error-detection capabilities of partition testing and random testing, mainly because there are too many varying parameters. We therefore compare random testing with a special class of the PS strategy, known as the Optimally Re"ned Proportional Sampling strategy (abbreviated as the ORPS strategy). The ORPS strategy is not only simple in concept, but is also of negligible partitioning overhead under most circumstances [6] .
An empirical study [6] has been conducted on the difference between the probability of detecting at least one failure of an ORPS strategy (P orps ) and that of random testing (P r ). This study involved 12 published programs and found that the average improvement of P orps over P r is 7.50% with a 95% con"dence interval (6.37%, 8.64%). Although the improvements are only moderate, they are still strong enough to advocate using the ORPS strategy instead of random testing when division of the input domain into equal-sized partitions is easy. In this paper we shall supplement this empirical study by conducting an analytical investigation of the properties of the ORPS strategy.
The organization of the paper is as follows. In Section 2, notation and the ORPS strategy are presented. Section 3 discusses some properties of the ORPS strategy, and Section 4 concludes the paper.
BASIC CONCEPTS AND NOTATION
We basically follow the notation used by Chen and Yu [4] .
For an input domain D, the elements that produce incorrect outputs are known as the failure-causing inputs. We use d, m and n to denote the size, number of failurecausing inputs and number of test cases for D, respectively. The sampling rate σ and failure rate θ are de"ned as n/d and m/d respectively.
For random testing, the probability of detecting at least one failure is denoted by P r and is de"ned as
and n i are used to denote its size, number of failure-causing inputs and the number of test cases respectively; the corresponding sampling rate σ i and failure rate θ i are de"ned as n i /d i and m i /d i respectively. We use P P to denote the probability of detecting at least one failure; it is de"ned as
In order to make a fair comparison of P P and P r , we assume that there are the same number of test cases, that is, n = k i=1 n i . We can easily construct examples showing either P P ≥ P r or P r ≥ P P . That is, neither partition testing nor random testing is always the best. The "rst suf"cient condition for P P ≥ P r was proved by Weyuker and Jeng [3] : if
. . = n k , then P P ≥ P r . Then Chen and Yu [4] generalized their suf"cient condition as: if σ 1 = σ 2 = · · · = σ k , then P P ≥ P r . The selection of test cases that satis"es σ 1 = σ 2 = · · · = σ k will be referred to as the proportional sampling strategy. Since then, Chen and Yu [5, 7] have obtained two more general results: if
In practice, Weyuker and Jeng's suf"cient condition is not very useful because partition testing strategies rarely divide the program's input domain into equal-sized partitions. Despite being more general, Chen and Yu's proportional sampling strategy is more practically useful as the partitions are not necessarily of the same size. Actually, as long as the relative sizes of the partitions are known, a distribution of test cases can then be determined to satisfy the proportional sampling condition. Chen and Yu's other more general conditions are less useful in practice than the proportional sampling strategy, because the relative orders of the failure rates must be known. Although the proportional sampling strategy is more practically applicable, there are still some issues concerning its application that need to be addressed. Readers may refer to Chan et al. [8] .
If the PS strategy is applied and there is more than one test case being selected from a partition, then there is always a way to re"ne the partition scheme with the hope of yielding a higher P P . This notion of re"nement was "rst introduced by Weyuker and Jeng [3] in their analysis of partition testing. A similar concept has been applied by Chen and Yu [4] . An interesting situation occurs when re"nement is applied on the PS strategy.
Suppose that the PS strategy is applied on the partition scheme P 1 
that is, the proportional sampling strategy is followed. Since n 1 test cases are randomly selected from D 1 of P 1 and the PS strategy is followed on D 1 and D 1 , the probability of detecting at least one failure with n 1 test cases from D 1 is not greater than that with n 1 and n 1 test cases selected from D 1 and D 1 respectively. Hence we have P P 2 ≥ P P 1 .
Such a re"nement process can obviously be repeated until there is only one test case selected from each partition. Each re"nement process may increase, but would de"nitely not decrease, the probability of detecting at least one failure. When the input domain is divided into n equal-sized partitions with one and only one test case being selected from each partition, we call this the Optimally Re"ned Proportional Sampling strategy, as no further re"nement can be performed. As a reminder, the ORPS strategy is a special case of Weyuker and Jeng's condition [3] . Since now n i = 1 and
Chan et al. [8] proposed that when there is no preferred partition scheme and the goal is to maximize the failuredetecting capability for a "xed number of test cases, the ORPS strategy should be used instead of random testing.
PROPERTIES OF THE ORPS STRATEGY
In this section we shall investigate some properties of the ORPS strategy. Firstly, we investigate the distribution of failure-causing inputs for the best case of the ORPS strategy.
If m > d/n, obviously P P is maximized and equal to 1 when Proof. Let P 1 be the case that all m failure-causing inputs are in only one partition; P 2 be the case that j partitions have failure-causing inputs. Without loss of generality, assume that only the "rst j partitions of P 2 have failure-causing inputs with m i in the ith partition, 1 ≤ i ≤ j, such that j i=1 m i = m. Therefore
From (1) and (2)
Now we shall use mathematical induction to prove that for any j, 1 ≤ j ≤ n,
(i) Basis step When j = 1, obviously (3) holds. (ii) Induction step
Assume when j = r , (3) holds; that is
Therefore, when j = r + 1:
So (3) holds for j = r + 1. Thus, (3) is proved. Obviously,
In addition to the suf"cient condition for maximizing P P of the ORPS strategy, we have found the following suf"cient condition for P P − P r to be a maximum.
PROPOSITION 3.2. Suppose m ≤ d/n (n ≥ 2). For the ORPS strategy, P P − P r is a maximum at
Proof. For the ORPS strategy,
Therefore, for any given d, m and n, max(P P − P r ) is equal to max(P P ) − P r . Following on from Proposition 3.1, the maximum value of P P is mn/d when all failure-causing inputs reside in one partition. Therefore, we have
Let
Therefore, f (n) increases as n increases. It follows immediately from the assumption that m ≤ d/n that the maximum value of n is d m . Thus, it follows from (1) that
An upper bound for P P − P r can be expressed in terms of n only as follows:
For the ORPS strategy,
, in the proof of Proposition 3.2, can be rewritten as
we see that g(θ ) is a monotonic increasing function.
Hence, we have
Since (1 − 1/n) n is a monotonic increasing function and it is well known that its value approaches 1/e, we have the following corollary. In their simulation study, Hamlet and Taylor [2] observed that with the most favourable assumptions (for partition testing), P r /P P would be 1 − 1/e. This observation is in line with the above corollary. If we replace P r by (1 − 1/e)P P , P P − P r becomes P P − (1 − 1/e)P P which is equal to P P /e. Since P P is less than or equal to 1, again we have P P − P r ≤ 1/e. Corollary 3.1 tells us that P P will not be greater than P r by 1/e, irrespective of the value of n. However, Proposition 3.3 is even more useful because it tells us how n affects P P − P r and it gives a tighter upper bound. For example, when n = 4, (1 − 1/n) n = 0.3164. Thus we know that when m ≤ d/n, if we choose n ≤ 4, there is no way that P P can be greater than P r by more than 0.3164. On the other hand, in the limiting case when n approaches in"nity, the upper bound, 1/e, is 0.3679.
With m failure-causing inputs and n test cases, for any ORPS strategy P having h (h ≤ n) failure-containing partitions, we use P P(n,m,h) to denote the probability of it detecting at least one failure. Obviously, P P(n,m,h) varies with the distributions of the m failure-causing inputs in the h failure-containing partitions. We use min P P(n,m,h) to denote the minimum of all possible values of P P(n,m,h) . PROPOSITION 3.4. Let P 1 and P 2 be two ORPS strategies with n partitions for the same input domain with m failurecausing inputs. Suppose P 1 and P 2 have h 1 and h 2 failurecontaining partitions respectively, and
Proof. Let P P 1 be the probability of detecting at least one failure for P 1 when the failure-causing inputs are evenly distributed in the h 1 failure-containing partitions. Then
is actually the failure rate of these h 1 partitions, P P 1 is exactly equal to the probability of detecting at least one failure by selecting h 1 test cases randomly from the h 1 failure-containing partitions, taken as a single partition. Following on immediately from Chen and Yu's result that the proportional sampling strategy always has an equal or higher probability of detecting at least one failure than random testing, we have
Similarly we have
and P P 2 = minP P 2 (n,m,h 2 ) .
P P 1 and P P 2 can be rewritten as
is a monotonic decreasing function with x for x > A > 0. Obviously, we are interested only in the case that A/ h 1 < 1 and A/ h 2 < 1 because A/ h 1 and A/ h 2 are in fact the failure rates. Hence, P P 1 > P P 2 . Therefore, we have min
Proposition 3.4 suggests that the method of partitioning the input domain plays a signi"cant role in the performance of the ORPS strategy.
To illustrate this point, consider the following two programs:
... read(x, y); if (x -y > 13.5) then /* the correct statement is if (x -y > 13.2) then */ The patterns of the failure-causing inputs in Figures 1 and  2 are named as the strip and block patterns, respectively, in Chan et al. [8] .
Suppose partitioning scheme A divides the input domain into equal-sized partitions, as shown in Figures 3 and 4 . Consider another partitioning scheme B that divides the input domain into the same number of equal-sized partitions as partitioning scheme A, but in a different way, as shown in Figures 5 and 6 .
As is obvious from Figures 3 and 5 , scheme A has more failure-containing partitions than scheme B for Program 1. Therefore, it follows from Proposition 4 that min P P B > min P P A for Program 1. Although we do not know the actual ordering between P P A and P P B , one reasonable way of selecting the scheme is to use the maximin criterion, an extensively used criterion in operations research and arti"cial intelligence. The intuition of the maximin criterion is to maximize the minimum; that is, to get the best out of the worst cases. With the maximin criterion, we should choose scheme B rather than scheme A for Program 1. However, for Program 2, scheme A should be chosen rather than scheme B.
To summarize, we have illustrated some possible patterns of failure-causing inputs and demonstrated the effects of different partition methods. There is no universally good partition method for the ORPS strategy. Nevertheless, Proposition 3.4 conveys an important message about how the number of failure-containing partitions is related to the testing effectiveness of a partition method. This also serves as a guideline to compare different partitioning methods based upon the maximin criterion.
CONCLUSIONS
A recent experimental investigation has recommended using the ORPS strategy instead of random testing whenever there is no preferred partitioning scheme and when the cost of dividing the input domain into equal-sized partitions is low [6] .
In order to supplement this experimental investigation and to provide greater insight into the performance of the ORPS strategy, this paper aimed to provide an analytical investigation of the ORPS strategy.
In summary, we found the upper bounds for the ORPS strategy where the maximum of P P is equal to mn/d, if m ≤ d/n and otherwise equal to 1. Furthermore, P P − P r is a maximum when n = d m and is bounded by (1 − 1/n) n . We also investigated the effects of the number of failurecontaining partitions on failure-detection capability. Some potential applications of our results were also presented.
