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0. HISTORICAL REMARKS 
In 1911 Lorentz and Einstein had offered an explanation of the fact that 
the ratio of energy to the frequency of radiation of an atom remains 
constant. During the long time intervals separating two quantum jumps an 
atom is exposed to varying surrounding electromagnetic fields which should 
supposedly change the ratio. Their explanation was based on the fact that the 
surrounding field varies extremely slowly with respect to the frequency of 
oscillations of the atom. The idea can be illstrated by a slightly simpler 
model-a pendulum (instead of Bohr’s model of an atom) with a slowly 
changing length (slowly with respect o the frequency of oscillations of the 
pendulum). As it turns out, the ratio of energy of the pendulum to its 
frequency changes very little if its length varies slowly enough from one 
constant value to another; the pendulum “remembers” the ratio, and the 
slower the change the better the memory. I had learned this interesting 
historical remark from Wasow [15]. 
Those parameters of a system which remain nearly constant during a slow 
change of a system were named by the physicists the adiabatic invariants, 
the word “adiabatic” indicating that one parameter changes slowly with 
respect o another-e.g., the length of the pendulum with respect o the phaze 
of oscillations. 
Precise definition of the concept will be given in Section 1. 
In later years the above question was resolved from the point of view of 
quantum mechanics; however, the mathematical problem remained of 
interest in itself and it came up in other physical situations such as radiation 
from antennas and the drift of electromagnetically confined plasmas [ 151. 
Littlewood [8] showed that the above mentioned ratio is an adiabatic 
invariant-more precisely, for a pendulum 
2 + 2(&l) x = 0 (a > 0) (0.1) 
the change of the ratio of the energy to the frequency is smaller than any 
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power of E, if E is small, provided a (r) satisfies some additional assumptions, 
e.g., one can take a (r) to be a constant outside the interval (-1, I] and Cm. 
Wasow [ 171 strengthened this result. Later Leung and Meyer [ 71 proved a 
more general fact-namely, the existence of n independent adiabatic 
invariants of a slowly varying linear Hamiltonian system in R*‘Y = .ZZZ(st) X, 
where J= (_9 ,‘), Z is n x n identity matrix, i?(r) = H(r), whose matrix JH 
has all eigenvalues purely imaginary and distinct for all r. Moser [lo] 
observed that there exists at least one adiabatic invariant even if the eigen- 
values collide. An important particular case of this observation arises when 
the Hamiltonian matrix H(r) is positive definite. 
In this note we consider a more general system-namely, in a slowly 
varying linear Hamiltonian system we allow in addition a periodic time 
dependence. We point out that the existence of the adiabatic invariants turns 
out to be closely related to the theory of strongly stable linear Hamiltonian 
systems with periodic coefficients. 
1. INTRODUCTION; STATEMENT OF THE RESULT; EXAMPLES 
We consider a real linear Hamiltonian system 
J = A(t, EC, E) x, x E ll?“, (1.1) 
where A is a Hamiltonian matrix (i.e., A = JH(t, et, E) with HT = H, 
J = (T1 i ), Z being n x n identity matrix), satisfying 
(a) A is periodic in first argument: A(t + 1, r, E) = A(t, r, E). 
(b) A is independent of rfor Jr] > 1: (a/h)A(t,r,&)=O for jr] > 1. 
(c) A is C”O for all (t, t, E) E Rz x [0, sO] (with some s0 > 0). 
Equation (1.1) is a model of a periodically excited system which is slowly 
brought from one state to another; a simple example is a pendulum whose 
suspension point oscillates periodically in the vertical direction and whose 
length slowly changes during the time (-l/s, l/s) from one constant value to 
another. For the large times t < -l/s or t > l/s (1.1) is a “stationary” 
system, i.e., it does not depend on “slow” time Et: 
i=A(t, T~,E)x=A+ (l-11, 
Assume that with each periodic (stable) system i = A,x we can associate 
a function ZAP(x) which is an integral of this system. Then IAT are 
integrals for “past” and “future” systems correspondingly. 
Choose a solution x(t) of (l.l), and call Z, -(x(t))J,, -,,c = Z-(E) and 
4+w)L/F = Z+(&)* 
In general Z-(s) # Z+(s). 
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DEFINITION. The function ZAP(x) is called an adiabatic invariant of the 
system i = A(t, et, E) x iff for any solution x = x(t, E) and for any integer 
m>O 
Z+(&> - Z-(E) = ZA+(X(f7 &a< -I/e -ZA-W d)l*,y, = O(&“). 
Note that the invariant is not defined for the intermediate (nonperiodic) 
system (for F 1 t( < 1). 
One might say that an adiabatic invariant is asymptotically an integral. It 
can be shown, however, that I- and I+ do not coincide in general. 
We will show in particular, that system (1.1) has at least one nontrivial 
adiabatic invariant under the assumption that the system with fixed slow 
time 
1 = A (t, 5, E) x 
is strongly stable for any r. 
(t fixed) (l-l), 
The concept of strong stability is described in the next section; we 
conclude this one by stating the result, giving an example and outlining the 
method of proof. 
THEOREM 1.1. Let the curve of real periodic Hamiltonian systems 
(parametrized by z) 
i = A (t, 5, E) x, A E P(W x [O, EO]), 
a,A(t, 5, E) = 0 forlrl > 1, (1.11, 
lie entirely in the strong stability domain Dp” (See Section 2 for definition). 
Let now the parameter r change slowly, i.e., consider system (1.1). 
Then system (1.1) has at least k independent adiabatic invariants, where k 
is the number of clusters of symbols in the signature o, all symbols within 
each cluster being the same. 
Moreover, if in addition a group of eigenvalues corresponding to the 
cluster of symbols consists of q subgroups disjoint for all r then there are 
(q - 1) additional adiabatic invariants. 
In particular, if all the eigenvalues are distinct, then there exist n 
independent adiabatic invariants. 
EXAMPLES. 1. As an example we just illustrate the theorem for a 
system (1.1) with, say, n = 5 (i.e., in R”). Assume that the corresponding 
systems (l), all belong to the same stability domain 0,” with cr = (++--+). 
We see that the signature consists of three clusters of the same symbol: 
(+ +), (--), (+); therefore, we conclude that there are at least three 
independent adiabatic invariants. 
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2. As another example, consider a slowly varying Mathieu equation 
f + (U(&l) + b(&f) cos t) x = 0 U-2) 
with a(r), b(r) both C” functions constant for jr/ > 1. 
Assume that for all r E [-1, l] the “frozen” Mathieu equations 
.i! + (u(r) + b(r) cos t) x = 0 (5 fixed) (14, 
are strongly stable, i.e., that the curve (a(r), b(r)) belongs to a stability 
component of Mathieu equation (Fig. 1). 
Then (1.2) possesses an adiabatic invariant. Indeed, (1.2) can be written 
as a system of the form (1.1) with n = 1. 
The fact that (a(r), b(r)) d oes not leave a stability component means that 
the corresponding system does not leave the stability domain. Now, the 
signature (5 of a l-dimensional system consists of just one symbol: u = (+) 
or (I = (-); applying Theorem 1.1 we obtain the desired statement. 
Before concluding this section with a heuristic explanation of the 
mechanism od adiabatic invariance, we outline the proof of Theorem 1.1. 
The main point of the argument is to bring the system into such a normal 
form that the invariants can be read off immediately, see Wasow [ 181. More 
precisely, we show that system (1.1) is formally equivalent to the 
Schrodinger equation 
i = D(t, Et, E) z, D = c .skDk-a formal sum, D;= -D,, (1.1)” 
i.e., that there exists a formal real symplectic transformation x = Tz which 
preserves real and Hamiltonian character of (1. l), 
T(t,z,c)= z EATS, 
k=O 
FIGURE 1 
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which reduces (1.1) to (1 .l)“. Note that (1 .l)” can be written as 
i = i(-iD) z, (-ill)* = -iD is Hermitean. 
Now, (1.1)” formally has an obvious invariant, namely, the norm, which for 
(1.1) is an adiabatic invariant. The symplectic character of the transfor- 
mation will allow us to give a simple geometric interpretation to the 
adiabatic invariant, see end of Section 6. 
We illustrate the mechanism of adiabatic invariance of first order in E on 
the example of a slowly changing linear oscillator (0.1). 
If a(st) is constant, the phaze point (x, i) moves along the ellipse 
i2/2 + u2x2/2 = E (E is the total energy of the motion) whose area is 
A = E/a = i2/2a + ax2/2. This suggests choosing polar coordinates with A 
as a square of polar radius; namely, we set 
(ax”/2)“’ = fl cos f$ 
(32a)“* = l/x sin 4, 
i.e., 
x = (2A/a)“* cos 4 
i = (2Aa)“2 sin 4. t*> 
One easily checks that the Jacobian map of this transformation (*) is one, 
i.e., the map is symplectic. In fact, A, 0 are just the action-angle variables. 
Map (*) is, of course, well-defined and symplectic even if a is time- 
dependent. The oscillator (0.1) expressed in the action-angle variables (*) 
takes form 
A/A = &(a’/a) cos 24 (a’ = da(z)/&) 
4 = -a( 1 + c(a’/2a) sin 2$), 
from which the first order adiabatic invariance can easily be read off. Indeed, 
the second equation states that 4 changes linearly (up to O(E)) which implies 
that in the first equation log A and thus A changes only by O(s2) during one 
change of Q by 271, due to the fact that cos 29 oscillates with near zero time- 
average. Therefore A changes by at most O(E) during time (-l/s, l/c). 
Because of the crucial role of the oscillatory behaviour of A it would be of 
interest o understand the geometrical reason behind this phenomenon, rather 
than using an explicit calculation. 
Here is a heuristic explanation of the oscillatory character of A. As we 
have seen above, A is the area of the ellipse i2/2a + ax’/2 = A with 
a = a(&, t), so that A = A(P, a), where P = (x, ,-?). Since 9 is tangent to the 
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ellipse, we have (d/dt)A(P, a(et)) = (&4/&z) . ~a’. To be specific, let a’ > 0; 
the sign of A is determined by lim Il,o(,4 (P, Q + a) - A (P, ~))/a; therefore, we 
have to trace the sign of the numerator for the various positions of P on the 
phase plane. It is easy to see that A(P, a t a) =A(P, a) for g(P) = 
n/4 t o(a’), where 4 is the angle variable (*) (not the Euclidean angle), see 
Figure. If the ellipse through P is a circle (a = 1) then the statement is 
obvious; for a # 1 the ellipse becomes a circle in the action-angle variables; 
since the change (*) is symplectic, i.e., area-preserving, the statement about 
the areas is still true. The above discussion and the figure make it clear that 
P 
R 
a a 
The two ellipses through the point P have equal area, i.e., 
A(Q,a+u)>A(P,a)=A(P,a+a)>A(R,a+a). 
the difference A(P, a t a) - A(P, a) changes ign at approximately # = 7c/4 t
(n/2) k, k = 0, 1,2,3, during one full rotation of P. 
We remark in conclusion that the above described mechanism is also 
responsible for the adiabatic invariance of a system with n degrees of 
freedom: as it turns out such a system can be decomposed asymptotically 
into n weakly coupled linear oscillators (under the proper conditions; see 
171). 
2. STRONG STABILITY 
The more detailed description of the concept can be found in [3-5, 9, 191; 
a short exposition is given in [6]. Here we give the results we use, without 
proofs. 
DEFINITION 2.1. The system zi = A(t) x is called stable, iff for any 
solution x(t) there exists a constant C: Ix(t)/ < C Vt E R. 
DEFINITION 2.2. A linear Hamiltonian system with periodic coefficients 
i = JHx, HT(t) = H(t) = B(t), H(t+ l)=H(t) (2-l) 
is called strongly stable iff for some E > 0 any system i = JKx, KT = K = E, 
K(t + 1) = K(r) with K near H: 11 H-K/J < E is stable. Here I( 1) is any of the 
norms: C, Lp. 
In particular, a strongly stable system is stable. 
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In other words, the system is strongly stable iff its stability survives small 
perturbations of the Hamiltonian. 
The characteristic property of any real Hamiltonian system is the 
following: its fundamental matrix X(t), with X(0) = I, is symplectic: 
XTJX = J, 
which is equivalent o saying that X preserves an (indefinite) inner product 
lx, Y] = (Jx, v>: 
[Xu, Xb] = [a, b]. 
For that reason symplectic matrices are also called J-orthogonal. 
Conversely, if X(t) is a differentiable curve in the space of symplectic 
matrices, then it is a fundamental solution for some Hamiltonian system. 
Symplectic matrices form a group under multiplication, called symplectic 
group. 
For the periodic system (2.1) we consider the matrix M = X(1) (recall, 
X(0) = Z), which by the above remark is symplectic. 
M is called the monodromy matrix: it provides the linear transformation 
of a vector in a phaze space from its initial position to the position after time 
1. 
It turns out, that the strong stability of (2.1) is equivalent o the strong 
stability of its monodromy matrix M. 
DEFINITION 2.3. A symplectic matrix M is called strongly stable iff 
there exists E > 0 such that any symplectic matrix M, near M: 
IM--,I <E (I- 1 is some matrix norm) 
is stable: 
p4I < c for allj = 0, f 1, f2 ,..., and for some C independent ofj. 
THEOREM 2.1. System (2.1) is strongly stable $7 its monodromy matrix 
is strongly stable. 
Next we give the necessary and sufficient conditions for a symplectic 
matrix to be strongly stable. 
Define an indefinite inner product in C’” by 
[x,Y] =$ (Jx,Y), where (X,y) = $ xjYj* 
j=I 
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The following properties are easily checked: 
(1) LGYI = [YTXI 
(2) [X, v] = -[y, xl-in particular, [x, x] = 0 if x is real. 
A linear subspace V of C”’ is called positive (negative) iff for any 0 # x E V 
[x, x] > 0 (CO). If V is a positive subspace, then v is a negative subspace, 
according to the property 2) of [ , 1. 
A subspace which is either positive or negative we will call definite. 
We will need a consequence of the 
LEMMA 2.1. The eigenvectors of the stable symplectic matrix 
corresponding to the dtperent eigenvalues are [ , ]-orthogonal. 
COROLLARY 2.1. Two eigenspaces of a stable symplectic matrix 
corresponding to the dtflerent eigenvalues are mutually [ , ]-orthogonal. 
More generally, if V is a positive invariant subspace, then r is a negative 
invariant subspace, and [V, V] = (O}. The following is the necessary and 
suflcient condition for the strong stability of a matrix. 
THEOREM 2.2. A symplectic matrix is strongly stable iff each of its 
eigenspaces is definite. 
COROLLARY 2.2. A strongly stable matrix does not have real (i.e., +I or 
- 1) eigenvalues. 
The eigenvalue whose eigenspace is positive (negative) is called an eigen- 
value of positive (negative) type. 
Remark 2.1. A is an eigenvalue of positive type iff x is an eigenvalue of 
negative type. 
Remark 2.2. Strongly stable matrix can have multiple eigen- - 
values-provided they are definite-i.e., either positive or negative. Theorem + -T---t-T + 
FIGURE 2 
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FIGURE 3 
2.2 provides the homotopic classification of the set of strongly stable 
matrices in terms of their spectra. 
To any eigenvalue of a strongly stable matrix assign the sign + or - 
according to whether it is of positive or negative type. 
Write the sequence of n symbols + or - corresponding to the eigenvalues 
on the upper semicircle, counted in counterclockwise direction, any sign 
written out as many times as the multiplicity of the eigenvalue. 
Call this sequence a signature of the matrix and denote it by u. For 
example, the signature of the matrix with the spectrum on Fig. 3 is 
u = (- - + - +). Theorem 2.2 implies 
THEOREM 2.3. Two strongly stable matrices can be deformed into each 
other within the set of strongly stable matrices 12 they have the same 
signature. 
The set of all matrices with the same signature u is called stability region. 
Theorem 2.3 says that stability regions are connected. 
For the future reference we make a simple 
FIGURE 4 
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Remark 2.3. Let the signature u consist of, say, k (1 < k < n) clusters of 
the same sign; e.g., o = (+ +-+--) consists of four clusters: + +, -, +, 
--. 
Then the upper half of the spectrum of each matrix in the a-stability 
region consists of k groups of eigenvalues, such that no representatives of 
two different groups coincide (see Fig. 4). 
Returning to the strongly stable linear periodic Hamiltonian systems, we 
pose the question: When are the two such systems deformable into each 
other without destroying strong stability throughout he deformation? 
Clearly, if two systems are homotopic then their monodomy matrices 
belong to the same stability region. However, this necessary condition is not 
sufficient. 
With every system one can associate an integer p, called index, which 
together with the signature of the monodromy matrix contains all the infor- 
mation about the homotopic class of the system. This integer can be inter- 
preted as a certain rotation number-roughly speaking it measures how many 
times the fundamental solution X(t) loops around the “hole” in the group of 
symplectic matrices during one period, until X(t) reaches the monodromy 
matrix X( 1). 
For the definition of the index we refer to either of [4, 6, 191. 
THEOREM 2.4. Two linear periodic Hamiltonian strongly stable systems 
can be deformed into each other within the class of such systems lQ.7 the 
corresponding indices and signatures of their monodromy matrices are the 
same. 
DEFINITION 2.4. The set of all systems with the index p and the 
signature o is called the stability domain 0,“. It is not hard to check that for 
any integer p and any u, 0,” is nonempty. 
3. THE FIRST STEP IN ASYMPTOTIC REDUCTION 
According to the outline in the end of Section 1, we transform first system 
(1.1) to the system of the form 
4’ = [B(Ef, E) + EB”&, et, E)] y, 
with the first term containing only slow time-dependence. To construct a 
transformation we write the fundamental solution X(t, r, E) of the initial 
value problem with fixed r 
2 = A (t, 5, E) x, X(0,5,&)=1, (3.1) 
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in the form given by the Floquet theory: 
X(t, 7, E) = lJ(t, 7, E) P+)! 
It is not hard to see that P, B can be chosen real, smooth functions of their 
arguments, and P is symplectic. 
Indeed, choose B(r, E) to be a real logarithm of the monodromy matrix of 
(3.1): M(7, E) = f? (t*F). Namely, we take for each 7 
B(7, E) = +-! (M(7, E) -AI)-’ log 1 dA, 
r 
Here r is the contour (see Fig. 5) containing all the eigenvalues of M(7, E) 
(for all 7, E) in its interior, and not containing the negative real axis. Such a 
contour exists since the eigenvalues of M(7, E) depend on 7, E, 0 < E < E,,, 
continuously, and are constant in 7 for 171 > 1. Moreover, according to a 
remark in the previous section, they never cross the real axis since the 
system (3.1) is strongly stable. 
For log 1 we take, of course, a real branch of the logarithm: 
log)\.=loglA( $8, lel < 71. 
This construction assures the smoothness and reality of B(r, E), which 
immediately implies the same properties for P(t, r, E). 
FIG. 5. Spectrum of M(s, E) is confined to the arcs a,, 8, for all --co < T < 03 (or 
equivalently 151 < l), 0 Q E Q Ed. 
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The symplectic character of P is clear from the following observation: 
P(l, r, E) = I, so that 8 is symplectic, and thus B is Hamiltonian. Therefore, 
P(t, r, a) = XeeB’ is symplectic as a product of two symplectic matrices. The 
transformation 
x = P(l, EC, E) y 
reduces (3.1) to 
j = (P-‘AP - P-‘P, - EP-‘P,)y, 
i.e., 
i = [B(c c) + e&l Y, 
here I?, = -P- ‘P, . 
(3.2) 
We remark that 8, is also Hamiltonian, since system (3.2) is Hamiltonian 
and so is the matrix B. 
4. 0th ORDER REDUCTION TO THE SKEW-SYMMETRIC FORM 
According to the outline we further transform (3.2) in such a way that the 
0th order term becomes kew-symmetric. The transformation has to be real, 
symplectic. 
One would like to compose a transformation matrix out of 
columns-eigenvectors of B(ct, E); however, when the eigenvalues of B 
collide these eigenvectors might become discontinuous. We note, however, 
that the spectrum of M consists of 2k nonintersecting roups (k is the 
number of clusters of the same symbols in the signature of M). None of these 
groups collide; moreover, since for (71 > 1 all eigenvalues are constant in r, 
these groups never approach each other closer than some positive distance. 
We construct an invariant subspace of M(r, E) corresponding to each of 
these groups by setting 
where ym(r, E) is a contour enclosing each group and not containing other 
eigenvalues. V, is obviously also an invariant subspace of B. To show that 
the dependence of V,,, on r, E is smooth, we can choose the contours y,,,(r, E) 
piecewise constant in r, E. Exactly k of these subspaces will be of positive 
type; the rest k-complex conjugate of the negative type. Reenumerate V, SO 
that V, ,..., V, are the positive invariant subspaces of M. 
We choose a smooth basis in each V,,,(t, E) and denote it o,,,..., v),,,~,; the 
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corresponding basis in r, will be the complex conjugate. We obtain thus a 
basis for C’“. 
For the sake of brevity sometimes we omit index m: 
(01 T..., q*, ~,...~ Cpn 5 cpi = Vpj@, &)* 
To obtain a symplectic transformation matrix, we transform this basis to a 
symplectic one, i.e., we find a transformation 
leaving each V,,, invariant, such that 
[Wj, W/l = (1/2i)(JVjY PI> = sjf 
[Wj, v/II = O* 
Note that for the matrix Y formed out of column vectors vj, I+?~ 
YCh E) = (WI *.* VnP, *-* P,>, 
(4.2) is equivalent o 
Y=JY = 2iJ. 
For the sake of brevity we will write (4.1) in the form 
p=l 
To find the II X n matrix A of coefficients of (4.1)’ 
as to satisfy (4.2) we substitute (4.1)’ into (4.2a): 
(4.1) 
(4.2a) 
(4.2b) 
(4.2)’ 
(4.1)’ 
of coefficients of (4.1)’ so 
where (Q),, = Iv, v v,l is n x n Hermitean matrix: indeed, for any two 
vectors x, y E CZn[x, y] = [ y, x]. Equation (4.2a) for A takes form 
AQA* = I, 
A*A = Q-‘. (4.3) 
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Note, that for any nondegenerate A, the left hand side of (4.3) is positive 
definite, and the equation has a solution-namely, Q-“* if and only if Q is 
positive definite. This condition on B holds precisely due to the fact that we 
chose ~j’S as a basis of the positive invariant subspaces. 
Indeed, fix any r, E and take an [ , ]-orthonormal basis in I’, @ ... @ V,, 
denoting it by v, ,..., v,. That this is possible follows from [Vi, VI] = (0) as 
j # I (see Section 2). Thus oP = Cj”=, Tpjvj, and 
and positive definiteness of P (since T is clearly nondegenerate) proves 
the statement. 
Finally, we obtain from (4.3), A(r, E) = Q-“‘(r, E) (smooth) and (4.2a) is 
satisfied. 
Equation (4.2b) is an automatic consequence of the remark made in 
Section 2: Vi, Fj are [ , ]-orthogonal as two distinct eigenspaces of a stable 
matrix M. 
Finally, the already introduced matrix Y(r, E) is smooth in r, E and 
satisfies (4.2)‘. Y is complex; however, YR, R = (l/\/z><: $) is real and 
symplectic. 
The transformation 
y = Y(&f, E) 2 
takes (3.2) into the system 
i = (B, + E&) z, (4.4) 
where B, = Y’- ‘B, Y - Y’- ’ Y, and B, = Y- ‘BY is in the block-diagonal 
form, consisting of 2k blocks, since Y consists of basis of 2k invariant under 
B subspaces : 
B, = B,k Bk * . 
B:, 
The transformation Y is complex; so is the resulting system (4.4). 
The following lemma implies, in particular, that B, is skew symmetric. It 
establishes the correspondence between the class of real Hamiltonian systems 
on one hand and their complexitications on the other. 
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LEMMA 4.1 (Moser [lo]). Any real Hamiltonian system i = Ax is 
transformed by 
Rx=z, (4.5) 
into a complex system 
i = cz, C= RAR-’ 
with 
where CT = -Cl, Cr = C,. (4.6) 
Conversely, (4.6) is a sufficient condition for a complex system to 
correspond to a real Hamiltonian system via (4.5). 
Remark 4.1. The set of all matrices of form (4.6) constitutes a Lie 
algebra, call it A. The subset of the block diagonal skew symmetric matrices 
of the form of B, constitutes a subalgebra /i, of A. 
We note that the complex system (4.4) is transformed into a real 
Hamiltonian system by means of transformation z = R<. Indeed, the resulting 
system for c will be real Hamiltonian since it can be obtained from (3.1) by 
y = !PR[, where by a previous remark YR is real symplectic. Thus by the 
first part of the lemma B,* = -B,; our 0th goal is achieved. 
We will work with comlex systems with the matrices subject o (4.6); after 
the desired formal transformation is found, subsequent application of R will 
make it real and Hamiltonian, according to Lemma 4.1. 
5. FORMAL SKEW-SYMMETRIZATION-HIGHER ORDER 
Transform (4.4) further to skew symmetrize higher order (in E) terms. We 
make a transformation 
z=e EL(f,El.f) W, (5.1) 
where L is chosen so that the transformed system is still of the form (4.6); as 
we have already indicated, such a choice of L guarantees the preservation of 
real and Hamiltonian character of the system. 
Also, L(t, t, E) has to be C”O in its arguments and periodic in t. 
We need to choose L so that (4.4) transforms by (5.1) into a system with 
the matrix still in A; the following lemma states that it suffices to take 
LEA. 
62 MARK LEVI 
LEMMA 5.1. A system 
i=cx (5.2) 
by a change of variables x = &y transforms into 
4; = (e-“Cd - e-“(e”)J y; (5.3) 
if A, L E A, then the matrix of (5.3) belongs to A. 
Proof. This lemma is just a complex version of the well-known (and 
easily checkable) fact that a real symplectic (time-dependent) transformation 
preserves the real Hamiltonian character of the system; we use this fact to 
prove the lemma. 
Note first that T = R -l&R = C? -ILR (R as in Lemma 4.1) is a real 
symplectic matrix, since R -‘LR is real Hamiltonian (Lemma 4.1). Also, 
A = R-‘CR is real Hamiltonian. Hence by the above remark 
T-‘AT- T-IT, = R-‘(e-LCe-L - e-“(h),) R 
is a real Hamiltonian matrix, and the application of Lemma 4.1 completes 
the proof. 
Transformation (5.1) takes (4.4) into 
~=(B,+E{[Bo,L]-LLt+B1}+EZB2)W, [B,,L] =B,L -LB,, 
(5.4) 
with B,, B2 E /i, as follows from the pevious lemma. Also an expression in 
braces belongs to /i; we have to find L E A ‘such that 
(B,,L] -L,+& E/i,. (5.5) 
We solve this equation in the particular case k = 1 (i.e., there aretwo blocks 
in B,) and sketch the (similar) proof for k > 1. 
In notations 
(5.5) becomes 
B*L’ - L’B* B*L* - LoBa 
B-L- - LQBo BQE-’ - z’p -LL,+8,EAo, 
(5.5)’ 
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The necessary and sufficient condition for this to hold is that the upper 
right block of the left hand side of (5.5)’ vanish: 
B”Lo-LoBa-Lf+B,,=O (5.6) 
To obtain a unique solution of (5.5)‘, we seek L E /i of the form L = 
( & to) satisfying smoothness and periodicity conditions. The general 
solution of (5.6) has the form 
L’(t, 7, E) = 8”KoepBa’ - 
c 
I 
e’f-l’BoBIZ(<, 7, E) e-(*-l)p d<. 
0 
A constant n x n matrix K, has to be chosen so as to satisfy the periodicity 
requirements 
LO(t, 5, E) = LO(t + 1, 7, E); 
using t-periodicity of Blz, we obtain a condition on K,, equivalent o the 
last: 
8”Koew8” - K, = 
I 
’ eBovB12(q, 7, E) emp” du, 
-1 
or equivalently, 
8”K, - K, p = C(7, E), (5.7) 
where C is a smooth function of its arguments. 
Recall that the eigenvalues of B” are different from those of @‘-in fact, 
they are bounded away from each other by some positive distance. 
Thus (5.7) has a unique solution K,(t, E), which is smooth in 7, E, and the 
same then is true for the corresponding L(t, 7, E). 
Finally, L Eli follows from (Lo)‘= Lo, which is an immediate conse- 
quence of the invariance of (5.6) under transposition and of the uniqueness 
of its solution. In the case k > 1, e.g., k = 2, i.e., when 
B’ 0 0 0 
B,= t 1 8 “0’ ;, ; ) OOOF 
we look for 
505/42/l-5 
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L’= (L9 L&L’)‘=-L’). 
Here B’ and the upper left corner in L, are p xp, 0 (p ( n. From (5.5) 
we obtain the same equation (5.6) for Lo (B” will be just (“0’ $). 
Equation (5.5)’ shows that L* must satisfy an analogous equation, 
namely, 
B’L* - L*B* -L; + B;, = 0 
together with smoothness and periodicity conditions. Here Bf, is an upper 
right p X (n - p) corner in B, , . 
This equation is solved in the same way as (5.6), and its solvability for 
periodic smooth L* follows from the fact that the eigenvalues of B’ are 
bounded away from those of B*. The condition L E A reduces to 
(L*)* = -L3 and again follows in the same way as for the case k = 1. 
Summarizing, we have solved (5.5) for smooth, periodic: L E/i; 
according to Lemma 5.1 .the matrix of the new system (5.4) still belongs to 
A ; the system is of the form 
ti = (Bo(z, E) + cB,(f, 5, E) - c2if2) w (5.8) 
with 
B, = 
skew-symmetric and block diagonal. 
The now obvious inductive argument shows the existence for any j (a 
natural number) of a matrix L, = L,(t, t, E) E A, smooth and periodic in C, 
such that system (4.4) is brought to the form 
j li= c E”B, + d+%,+, 
m=O 
(5.9) 
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B, EAO for m = O,...,j, 
4+1 Efl. 
The original system (1.1) is therefore transformed into (5.9) by 
x=p’yeELl . . . e ‘jLju. There exists therefore a formal transformation 
T(t, 5, &) = py&Ll . . . eeJLJ . . . 
= ‘go &q(t, 59 6) 
bringing system (1.1) to the form 
03 
li = c E/B/U, (5.10) 
j=o 
with B, E A, (i.e., BJ = -B,) consisting of 2k blocks: 
Bf 
* . 
This proves the formal equivalence of systems (1.1) and (5.10). 
Remark 5.1. TR = C .skp is real 
thus TR takes (1.1) into zi = Du, 
symplectic, according to Lemma 4.1; 
0 
9 E; = -E,, F,T=Fk. 
Ek 
Remark 5.2. The reduction to a normal form can be carried out in a 
context more general than that of the Hamiltonian systems. Namely, let A be 
a linear subspace of the space C of the matrix functions A(t), and let A, be a 
linear subspace of A. We wish to state a general condition which would 
guarantee the reducibility of a system 
~=(B,+E&)x with B,EA,, fi’,cA (5.12) 
to a normal form with the coefficients of the powers of E belonging to A,. 
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The first step consists in finding the class of transformations which leave 
the class of systems with their matrices in /1 invariant. 
THEOREM 5.1. Let A, be a linear subspace of Z. If 
D,,A, ~4 where D,B = [A, B] -B,, (5.13) 
then any transformation x = e”y with L E A, leaves the class of systems 
1= C(t) x with C E A invariant. 
ProoJ: Let A(s) = e-“CeSL, B(s) = e-SL(eSL)I; our aim is to show that 
A(1) -B(l) E A if C(t) E A and (5.13) holds. A simple calculation shows 
that 
where Ak+, = [A,,L], A, =A, (5.14) 
and 
y= [B,L]-L,=D,LEA if B(s)EA with B(O)=O. (5.15) 
Equations (5.14) and (5.15) imply correspondingly: A(l), B( 1) E A. Q.E.D. 
Assume now that A, A, are given; the reducibility of (5.12) to the normal 
form depends on solvability in L E /i, of an inclusion DBOL + B E A, for 
any B E A, as we have shown above. This inclusion can be reformulated as 
follows. Consider a splitting A = A,, @AC, and let P be a parallel projection 
on AC. Then the last inclusion is solvable iff PDBOA, = AC, which together 
with (5.13) is the desired condition. 
In addition to the Hamiltonian systems, this remark can be applied to, 
say, the reversible ones (see Moser [ 1 I] for their description). 
6. ADIABATIC INVARIANTS 
To prove the existence of adiabatic invariants, we transform (1.1) by the 
real symplectic transformation 
x = pyeEL 1 . . . eELmRv = TV; 
the resulting equation is 
d(t,r,e)=O for(r(> 1, (6.1) 
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with D, of the form indicated in the end of the last section: 
EjT=-Ej, F;=Fj. 
Consider first a truncation of (6.1): 
ti= -f &jDju=Du. (6.2) 
j=O 
The system (6.2) has k integrals due to its skew and block-diagonal 
character. 
For ItI > l/s (which corresponds to the periodic system, or to no higher 
order terms in (6.2)) the expressions for these integrals will give us k 
adibiatic invariants for (1.1). 
We first identify these integrals. 
Let W, be an invariant subspace in R*” of the matrix D, corresponding to 
the blocks E’, F’. Note, that any two such subspaces are (, )-orthogonal: 
(W,, W,) = {0}, p # q-it is a trivial consequence of the “block-diagonal” 
character of D. Let Q, to be an orthogonal projection on W,, I= l,..., k. 
Then 1 Qru12 form a system of k integrals for (6.2). (Their sum is just 1 uI* 
and is an obvious integral.) Using Gronwall’s inequality we easily obtain for 
the solution of (6.1): 
u = u + 0(&y, where u is some solution of (6.2), 
or 
$$', 1 IQP I* - I QP I* ( = O(P); 
Since I Qru I = const. Vt, and for E 1 tl > 1 I Qrv I = const, we have 
IQd,,,, - I Q,u It< -I/r = 4~~1, for any m > 0. 
For the solution x(t) of (1.1) (x = i%) this implies 
lQ,~-lxlt>,,- I Q, i= ‘x It< - l/c = 40, 
and since for t > l/e, F=PYR=P(t, 1,~) Y(l,s) Y=P+ !P,R, and 
analogously for t < -I/E, T= P- Y-R we have 
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as 
E -+ 0, I = I,..., k. (6.3) 
Thus we obtain 
THEOREM 6.1. Z,(x) = ) &P(t, E) !P(Y(E) Rx/* is an adiabatic invariant for 
(l.l), where P, Y, Q are built by the periodic matrix A(t, E) as we have done 
earlier. 
This proves the existence of k adiabatic invariants and gives their explicit 
expression (as far as we can find P). 
Restricting t to the integers simplifies (6.3), since P = Z for integer c: 
These adiabatic invariants have a simple geometric meaning. Consider 
system (6.1) for t < -l/s: 
ti = Z&(-l, E) v. (6.4) 
In the phaze space F?‘” of this system there are n invariant 2-dimensional 
planes Pi of the matrix D,: Do_pi =p,, each plane corresponds to a 
conjugate pair of eigenvalues Aj, Ajzi. Moreover, these eigenplanes can be 
chosen to be ( , )-orthogonal to each other-this is an easy consequence of 
the skew character of D,. 
These eigenplanes clearly are invariant under the flow of (6.4); the trajec- 
tories of (6.4) which remain on these eigenplanes are circles. 
Let y, be a closed curve in W, such that its projections on pi are 
circles-i.e., trajectories of (6.4), s.t. the orientation of y induces on its 
projections orientations coinciding with those given by the Row. 
Set Z,,, = (P(t, -1, E) Y-(E) R) y; Z,,, is a closed curve which changes with 
t periodically-“it breathes.” 
The real symplectic character of PYR implies in the notations x = (G:), 
v = (E;), that 
I x2 dx, = rr.* I v2 dv, s V 
The right hand side of this relation is the value of the adiabatic invariant 
we have found, and the left hand side is the sum of oriented areas of 
projections of Z’,,, on 2-dimensional coordinate planes. 
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7. ASYMPTOTIC EQUIVALENCE 
In Section 5 we have shown that the original system (1.1) and the 
Schrddinger equation (5.10) are formally asymptotically equivalent. Here we 
use the procedure of Ritt, see Wasow [14] to show the actual asymptotic 
equivalence of the two systems. 
THEOREM 7.1. Linear Hamiltonian system (1.1) can be transformed by a 
real symplectic transformation F into the Schriidinger equation 
Zi=i%, with I? - C ckBk, Bc = -B,, 
with ?(t, t, E) l-periodic in t, smooth in all arguments. 
(7.1) 
Proof. According to the theorem in previous section a formal transfor- 
mation T = C skTk brings (1.1) to (5.10). If there exists a C” function 
F- C tzkp, then it follows from the construction in the previous section, 
that in the transformed system ti = &J the matrix-function s - C ckBk. 
Moreover, fr - C ckBk uniformly in t, t if p- C &‘Tk, p= - C tzkc, 
rit - C she uniformly. The proof therefore reduces to showing that there 
exists a C” function qt, r, E) on F?* x [0, E,,] such that 
(7.2) 
uniformly in t, r. 
Set 
qt, 5, E) = f Ekcfk(&) Tyt, f, E) (7.3) 
k=O 
(see [ 14]), with 
ah(&) = 1 for k = 0, 1 
= 1 _ ,-l/w for k = 2,..., 
where each ah is to be chosen so large that the series and its t. and 7 
derivatives converge uniformly. Namely, take 
then for any m > 0 and k > max(2, m) 
la~&ka&) Tk( < Ek -$\a~~1 <Ek-‘, 
k 
the same for a:. 
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This shows that p defined by (7.3) is a C” function. Relations (7.2) follows 
immediately from the uniform convergence of the series (7.3), 8, (7.3), 8, 
(7.3) and the fact that C+(E) - 1: indeed, for T we have: 
k=O 
Ek&(&) p + ,f Ek(ak - 1) pk. 
k=O k=O 
As E -+ 0, the last term tends to 0 uniformly in C, t, since 3 C > 0: 
(7k(t, r, E)J < C for (t, t, E) E I?* x [0, co]. The rest of the relations in (7.2) 
are established analogously. This concludes the proof of Theorem 7.1. 
ACKNOWLEDGMENT 
I would like to thank Jiirgen Moser for suggesting to me this problem and for several 
important comments, one of which is the remark in the end of Section 5. 
REFERENCES 
1. V. I. ARNOLD, Additional chapters in the theory of ordinary differential equations, 
Moscow, 1978 [in Russian]. 
2. V. I. ARNOLD, “Mathematical Methods of Classical Mechanics,” Springer-Verlag, New 
York/Berlin, 1978. 
3. W. A. COPPEL AND A. HOWE, On the stability of linear canonical systems with periodic 
coefficients, J. Austral. Math. Sot. 5 (part 2) (1965), 169-195. 
4. I. M. GELFAND AND V. B. LIDSKII, On the structure of stability of linear canonical 
systems of differential equations with periodic coefficients, Clsp. Mat. Nauk. 10 (1955), 
3-40; [Russian]; Amer. Math. Sot. Transl. 8 (2) (1958), 143-181. 
5. M. G. KREIN, A generalization of some investigations of linear differential equations with 
periodic coefficients, Dokl. Akad. Nauk SSSR N. S. Vol. 73 (1950), 445448. 
6. M. LEVI, “Stability of Linear Hamiltonian Systems with Periodic Coefficients,” IBM 
Research Report, 1977. 
7. A. LEUNG AND K. MEYER, Adiabatic invariants for linear Hamiltonian systems, J. 
Dl@?rential Equations 17 (1975), 32-13. 
8. J. E. LITTLEWOOD, Lorentz’s pendulum problem, Ann. Physics 21 (1963), 233-242. 
9. J. MOSER, New aspects in the theory of stability of Hamiltonian systems, Comm. Pure 
Appl. Math. 11 (1958), 81-114. 
10. J. MOSER, a private communication. 
11. J. MOSER, “Stable and Random Motions in Dynamical Systems,” p. 138. Annals of 
Mathematical Studies No. 77, Princeton Univ. Press, Princeton, N. J., 1973. 
12. J. V. RALSTON, On the construction of quasimodes associated with stable periodic orbits, 
Comm. Math. Phys. 51 (3) (1976), 219-242. 
13. Y. Smuka, Sur reduction analytique d’un systPme d’bquations differentielles ordinaires 
lineaires contenant un parametre, J. Fat. Sci. Uniu. Tokyo Sect. I 7 (1954), 229-241. 
14. W. WASOW, “Asymptotic Expansions for Ordinary Differential Equations,” Wiley-In- 
terscience, New York, 1965. 
15. W. WASOW, “Topics in the Theory of Linear Ordinary Differential Equations Having 
Singularities with Respect to a Parameter,” Ser. Math. Pures et Appl., IRMA, Strasbourg, 
1978. 
LINEAR HAMILTONIAN SYSTEMS 71 
16. W. WASOW, Asymptotic simplification of self-adjoint differential equations with a 
parameter, J. Qfirential Equations 2 (1966), 378-390. 
17. W. WASOW, Adiabatic invariance of a simple oscillator, SIAM J. Math. And. 4 (1973), 
78-88. 
18. W. WASOW, Asymptotic simplification of linear Hamiltonian differential equations with a 
parameter, Funkcial. Ekuac. 18 (1975), 257-270. 
19. V. A. YAKUBOVICH AND V. M. STARZHINSKII, “Linear Differential Equations with 
Periodic Coefficients,” Wiley, New York, 1975. 
