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平均が \mu , 共分散行列が  \Sigma の  p 次元分布をもつ母集団から,  n 個の  p 次元データ
ベクトル  x_{1},  x_{n} を無作為に抽出し,  p\cross n データ行列 X  =[x_{1}, x_{n}] を定義
する.ただし,  p>n とする.適当な直交行列  H=[h_{1}, h_{p}] で  \Sigma=H\Lambda H^{T},
 A=diag(\lambda_{1}, \ldots, \lambda_{p}) と分解する.ただし,  \lambda_{1}\geq  \geq\lambda_{p}(>0) とする.そのとき,
 Z=A^{-1/2}H^{T}  (X-[\mu , \mu]) を定義し,  Z=[z_{1}, z_{p}]^{T},  Zj=(z,z)^{T} と表
記する.ただし,  Z の成分は,4次モーメントが一様有界になることを仮定する.さ
らに,各  j で  z_{o}^{2} \dot{j}=\sum_{k=1}^{n}(z_{jk}-\overline{z}j)^{2}/(n-1) ,   \overline{Z}j=n^{-1}\sum_{k=1}^{n}z_{jk} とおく.そのとき,
  P(\lim\inf_{parrow\infty}z_{o}^{2}j>0)=1 となることを仮定する.
高次元統計解析において重要なことは,高次元共分散行列の固有空間の特徴に基づ
いた理論や方法論の構築である.特に,高次元共分散行列の固有値が次元数  p の関数
となることに注意しなければならない.実際,青嶋 [2] , 青嶋矢田 [3, 4] で解説され
ているように,ゲノムデータの最大固有値は次元数のべき乗関数となる.このような
背景から,Aoshima and Yata [6] は,高次元データに対して固有値モデルを次のよう
に2つに分類した.1つ目は,強スパイク固有値モデル (strongly spiked eigenvalue
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(SSE) モデル) と呼ばれ,以下のように定義される.
  \lim_{parrow}\inf_{\infty}\{\frac{\lambda_{1}^{2}}{tr(\Sigma^{2})}\}>0 (1.1)
2つ目は,弱スパイク固有値モデル (non‐SSE モデル) と呼ばれ,以下のように定義
される.




ク固有値モデルにおける統計的推測の概説は,Aoshima and Yata [5] を参照のこと.
その一方で,強スパイク固有値モデルに対しては,高次元漸近正規性が成り立たない.
標本共分散行列を  S_{n}=(n-1)^{-1}( X-X)(X-\overline{X})^{T}=(n-1)^{-1}\sum_{i=1}^{n}(x_{i}-
\overline{x})(x_{i}-
殉丁とする.ここで,  \overline{X}=[\overline{x}, \overline{x}],   \overline{x}=\sum_{\dot{j}=1^{X}}^{n}j/n である.高次元平均ベクトル
に対して,次の検定問題を考える.
 H_{0}:\mu=\mu_{0}  vs .  H_{1} :  \mu\neq\mu_{0} (1.3)
ここで,  \mu_{0} は  \mu_{0}=0 など,既知のベクトルである.本稿では,一般性を失うことな
く,  \mu_{0}=0 と仮定する.
高次元小標本データに対する一標本検定においては,標本共分散行列の逆行列が存
在しないため,ホテリングの  T^{2} 統計量を用いることはできない.そこで,Dempster
[9, 10] やSrivastava [14] は,  X が正規分布の場合に,高次元検定手法を提案した.一
方,Xが非正規分布の場合に,Bai and Saranadasa [7] は次の検定統計量を議論した.
 T_{BS}=\Vert\overline{x}\Vert^{2}-tr(S_{n})/n
 E(T_{BS})=\Vert\mu\Vert^{2} となることに注意する.Bai and Saranadasa [7] は,弱スパイク固有
値モデルといくつかの正則条件のもと,  T_{BS} に関する漸近正規性を示した.しかしな
がら,  T_{BS} の漸近正規性は弱スパイク固有値モデルに非常に敏感であり,強スパイク
固有値モデルのもとでは,精度が非常に悪くなる.そこで,本稿では,強スパイク固
有値モデルに対する一標本検定について,Ishii, Yata and Aoshima [11, 12] で与えた
検定手法を解説する.
2 単一強スパイク固有値モデルにおける高次元一標本検定
Ishii, Yata and Aoshima [11] では,単一強スパイク固有値モデルのもと,固有空間
の推測や一標本検定,さらには共分散行列の同等性について結果を与えた.単一強ス
パイク固有値モデルは,次のように定義される.
(A‐i)   \frac{\sum_{s--2}^{p}\lambda_{s}^{2}}{\lambda_{1}^{2}}=0(1)  (parrow\infty)
ここで,単一強スパイク固有値モデルは,強スパイク固有値モデル (1.1) の1つであ
ることに注意する.いま,  z に関して,次のモーメント条件を考える.
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(A‐ii)   \frac{\sum_{r,\mathcal{S}\geq 2}^{p}\lambda_{r}\lambda_{s}E\{(z_{rk}^{2}-1)(z_
{\mathcal{S}}^{2_{k}}-1)\}}{n\lambda_{1}^{2}}=o(1)  (parrow\infty)
さらに,第1主成分である  z_{1j},  j=1,  n には,必要に応じて,次の条件を仮定する.
(  A‐iii)  z_{1j},  j=1,  n は,互いに独立に標準正規分布  N(0,1) に従う.
(  A‐iii) は第1主成分のみに正規性を仮定した緩い条件である.さらに,(  A‐iii) のも
と  (n-1)z_{01}^{2} は自由度  n-1 のカイニ乗分布  \chi_{n-1}^{2} に従うことに注意する.Yata and
Aoshima [16, 17] やYata and Aoshima [15] は,「ノイズ掃き出し法」 や「クロスデー
タ行列法」 という新しい PCA を開発した.さらに,「  parrow\infty かつ   narrow\infty」の枠組み
で,固有値推定量の一致性について議論した.  S_{n} の固有値を  \hat{\lambda}_{1}\geq  \geq\hat{\lambda}_{p}(\geq 0) を
とする.いま,  n\cross n の行列
 S_{D}=(n-1)^{-1}(X-\overline{X})^{T}(X-\overline{X})
を  S_{n} と正の固有値を共有する双対標本共分散行列という.ノイズ掃き出し法を用い
ると,固有値は次のように推定される.
  \tilde{\lambda}_{i}=\hat{\lambda}_{i}-\frac{tr(S_{D})-\sum_{j=1}^{i}
\hat{\lambda}_{j}}{n-1-i} (i=1, \ldots, n-2) (2.1)
その一方で,Ishii, Yata and Aoshima [11] は,「  parrow\infty だが,  n は固定」 の枠組みで,
 \tilde{\lambda}_{1} の漸近分布を導出した.
定理2.1 (Ishii, Yata and Aoshima [11]). (A‐i) と (A‐ii) を仮定する.「  parrow\infty だが,
 n は固定」 の枠組みで,次が成り立つ.
  \frac{\tilde{\lambda}_{1}}{\lambda_{1}}=z_{01}^{2}+o_{P}(1)
さらに,(  A‐iii) を仮定する.「  parrow\infty だが,  n は固定」 の枠組みで,次が成り立つ.
 (n-1) \frac{\tilde{\lambda}_{1}}{\lambda_{1}}\Rightarrow\chi_{n-1}^{2}
ここで,  \Rightarrow は分布収束を表す.
定理2.1の結果を用い,Ishii, Yata and Aoshima [11] では,単一強スパイク固有値
モデルのもと,「  parrow\infty だが,  n は固定」 の枠組みで有用な検定手法を提案した.  T_{BS}
に対し,次の結果を得た.




補題2.1をもとに,Ishii, Yata and Aoshima [11] では,次の検定統計量を提案した.
恥  = \frac{n\Vert\overline{x}\Vert^{2}-tr(S_{D})}{\tilde{\lambda}_{1}}+1
ここで,  E(\tilde{\lambda}_{1}(F_{0}-1)/n)=\Vert\mu\Vert^{2} となることに注意する.したがって,  F_{0} の漸近帰
無分布が以下のように得られる.
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定理2.2 (Ishii, Yata and Aoshima [11]). (A‐i) から (  A‐iii) を仮定する.  H_{0} のもと,
「  parrow\infty だが,  n は固定」 の枠組みで次が成り立つ.
茄  \Rightarrow F_{1,n-1}
ここで,  F_{\nu_{1},\nu_{2}} は自由度  (\nu_{1}, \nu_{2}) の  F 分布にしたがう確率変数である.
よって,予め設定した  \alpha\in(0,1/2) に対し,検定問題 (1.3) に対する検定ルールを次
のように与えた.
 H_{0} を棄却する  \Leftrightarrow F_{0}>F_{1,n-1}(\alpha)
ここで,  F_{\nu_{1},\nu_{2}}(\alpha) は自由度  (\nu_{1}, \nu_{2}) の  F 分布の上側  \alpha 点である.いま,検定統計量  F
に対する第1種の過誤 (Size) を Size (F) と表す.このとき,定理2.2の条件のもと,




1種の過誤を  \alpha に抑えた一標本検定を行うことができる.
3 データ変換を用いた高次元一標本検定
Ishii, Yata and Aoshima [12] では,強スパイク固有値モデルから弱スパイク固有値
モデルへのデータ変換を用いた新たな検定手法を提案した.また,強スパイク固有値
モデルのもと,「  parrow\infty かつ   narrow\infty」の枠組みで理論の構築を行った.必要に応じて,
次の仮定をおく.
(A‐iv)  E(z_{rl}^{2}z_{sl}^{2})=E(z_{rl}^{2})E(z_{sl}^{2})=1,  E(z_{rl}z_{s1}z_{tl})=0,  E(z_{r1}z_{sl}z_{tl}z_{ul})=0(T\neq
 s, t, u)
ここで,(A‐iv) は母集団の正規性を緩めた仮定である.いま,  \Psi_{r} を次のようにおく.
  \Psi_{r}=\sum_{s=r}^{p}\lambda_{s}^{2} (r\geq 1)
Aoshima and Yata [6] と同様に,次の条件を満たす強スパイク固有値モデルを考える.
(A‐v) 次元数  p に依存しないある自然数  k に対し,
(i)  1\leq r<s\leq k のとき,   \lim\inf_{parrow\infty}(\lambda_{r}/\lambda_{s}-1)>0
(ii)   \lim\inf_{parrow\infty}\frac{\lambda_{k}^{2}}{\Psi_{k}}>0 かつ   \frac{\lambda_{k+1}^{2}}{\Psi_{k+1}}arrow 0(parrow\infty)
つまり,  k は強スパイクする固有値の個数であり,強スパイクする  k 個の固有空間を





 A は,最初の  k個の固有空間の直交補空間への正射影行列である.すると,  A賜の期
待値と分散は次のようになる.  E(Ax_{j})=A\mu (  =\mu_{*} とおく ),
 p
 Var(A_{X}j)=A\Sigma A=   \sum\lambda_{j}h_{j}h_{\dot{j}}^{T} (  =\Sigma。とおく )
 j=k+1
 \lambda_{\max}(\Sigma_{*}) を  \Sigma、の最大固有値とすると,  tr(\Sigma_{*}^{2})=\Psi_{k+1} かつ  \lambda_{\max}(\Sigma_{*})=\lambda_{k+1} とな
ることに注意する.したがって,  (A_{-V}) のもとで,
 \lambda_{\max}^{2}(\Sigma_{*})/tr(\Sigma_{*}^{2})arrow 0 (parrow\infty)
となるので,  Axj は弱スパイク固有値モデルとなる.変換後のデータを用いて,次の
統計量を考える.
 T_{DT}= \Vert A\overline{x}\Vert^{2}-\frac{tr(AS)}{n}=2\frac{\sum_{l<l}^{n},
x_{l}^{T}Ax_{l'}}{n(n-1)}=2\frac{\sum_{l<l'}^{n}(x_{l}^{T}x_{l'}-\sum_{\dot{j}=
1}^{k}x_{jl}x_{jl'})}{n(n-1)}
ここで,任意の  j,  l に対し,
 x_{jl}=h_{j}^{T}x_{l}
である.  \triangle_{*}=\Vert\mu_{*}\Vert^{2} とする.  E(T_{DT})=\triangle_{*} であり,  Var(T_{DT})=K、とおくと,
 K_{*}=K_{1*}+K_{2*};K_{1*}=2 \frac{tr(\Sigma_{*}^{2})}{n(n-1)}, K_{2*}=
4\frac{\mu_{*}^{\tau_{\Sigma_{*}}}\mu_{*}}{n}
である.  m= \min\{p, n\} とおく.(A‐v) のもと,必要に応じて,次を仮定する.
(A‐vi)   \lim_{marrow}\sup_{\infty}\frac{\triangle_{*}^{2}}{K_{1*}}<\infty








ここで,  \tilde{X}jl はノイズ掃き出し法を用いた  X_{\dot{j}}l の推定量である.また,強スパイクして
いる固有値の数である  k も未知であるため,Aoshima and Yata [6] で与えられた推定
方法を用いて  k を推定する.(A‐v) のもと,次を仮定する.
(  A‐vii)   \frac{\lambda_{1}^{2}}{ntr(\Sigma_{*}^{2})}arrow 0(marrow\infty) , (  A‐viii)   \lim_{Parrow}\inf_{\infty}\frac{\triangle}{\triangle}*>0(\triangle\neq 0)
通常は強スパイクしている固有値の数  k より,次元数  p の方が遥かに大きいため,(A‐
viii) は緩い仮定である.また,(  A‐viii) は,データ変換を行った上で,検定問題 (1.3)
を扱うことが保証されるという意味である.このとき,以下の結果を得た.
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定理3.2 (Ishii, Yata and Aoshima [12]). (A‐iv) から (  A‐viii)のもと,  marrow\infty で次
が成り立つ.
  \frac{\hat{T}_{DT}-\triangle_{*}}{\hat{K}_{1*}^{1/2}}\Rightarrow N(0,1)
ここで,  \hat{K}_{1}、は  K_{1*} のクロスデータ行列法による一致推定量である.
Ishii, Yata and Aoshima [12] では,定理3.2より,予め設定した  \alpha\in(0,1/2) に対
し,検定問題 (1.3) に対する検定ルールを次のように与えた.
 H_{0} を棄却する   \Leftrightarrow\frac{\hat{T}_{DT}}{\hat{K}_{1*}^{1/2}}>z_{\alpha} (3.1)
ここで,  z_{\alpha} は  N(0,1) の上側  \alpha 点である.いま,検定統計量  F に対する検出力 (Power)
をPower (F) と表す.検定ルール (3.1) を用いると,第1種の過誤と検出力は以下の
ようになる.
定理3  \cdot3 (Ishii, Yata and Aoshima [12]). (A‐iv), (A‐v), (  A‐vii), (  A‐viii)を仮定する.
 marrow\infty で次が成り立つ.
Size  (\hat{T}_{DT})=\alpha+o(1) , Power  ( \hat{T}_{DT})=\Phi(\frac{\triangle}{K_{*}^{1/2}}*-z_{\alpha}(\frac{K_{1*}}{K_
{*}})^{1/2})+o(1)
ここで,  \Phi(\cdot) は  N(0,1) の累積分布関数である.
4 多標本問題への応用とシミュレーション
 g 個の  p次元母集団  \pi_{i},  i=1 , ...,  g を仮定する.各母集団の平均ベクトルを  \mu_{i} , 分散
共分散行列を  \Sigma_{i}(i=1, \ldots, g) とする.母集団  \pi_{i} から,互いに独立な標本  x_{i1},  x_{in_{i}}
をとる.一般性を失うことなく,  n_{1}= \min\{n_{1}, ..,, n_{g}\} と仮定する.次の検定問題を考
える.
 H_{0} :   \sum_{i=1}^{g}b_{i}\mu_{i}=0 vs.  H_{1} :   \sum_{i=1}^{g}b_{i}\mu_{i}\neq 0 (4.1)
ここで,  b_{i}(i=1, \ldots, g) は次元数  p に依存せず,  0 でないスカラーである.いま,  j=






  E(x_{j})=\sum_{\dot{i}=1}^{g}b_{i}\mu_{i}, Var(x_{j})=\sum_{i=1}^{g}b_{\dot{i}
}^{2}(n_{1}/n_{i})\Sigma_{i}
いま,各母集団  \pi_{i} に対し,母集団分布を  N_{p}(\mu_{i}, \Sigma_{i}) と仮定する.そのとき,  x_{1},  x_{n}1
は,互いに独立に  N_{p}( \sum_{i=1}^{g}b_{i\mu_{i}}, \sum_{i=1}^{g}b_{i}^{2}(n_{1}/n_{i})
\Sigma_{i}) に従う.Nishiyama et al. [13]
では,変換 (4.2) を用い,弱スパイク固有値モデルのもと,(4.1) に対する検定手法を
提案した.この節では,強スパイク固有値モデル (1.1) のもと,新たな検定手法を与え
62
る.  n=n_{1},   \mu=\sum_{i=1}^{g}b_{i}\mu_{i},   \Sigma=\sum_{i=1}^{g}b_{i}^{2}(n_{1}/n_{i})\Sigma_{i} とする.通常,  \pi_{i}(i=1, \ldots, g)
が強スパイク固有値モデルであれば,xj も強スパイク固有値モデルとなることに注意









レーションにより本検定手法の頑健性を検証する.  g=4 とする.  i=1 , 4に対し,
 b_{i}=1,  \mu_{i}=0,  \Sigma_{i}=c_{i}diag(p^{2/3},p^{1/3},1, \ldots, 1) とし,  c_{1}=1 かつ  c_{2}=c_{3}=c_{4}=2
と設定した.以下の3つの場合について考察をした.
(a)  x_{ij},  j=1,  n_{i} が互いに独立に  N_{p}(\mu_{i}, \Sigma_{i}) に従う場合.ここで,  n_{1}=\lceil p^{1/2}\rceil,
 p=2^{8}(s=6, \ldots, 12) かつ  n_{i}=2n_{1}(i=2,3,4) とした.
(b)  x_{ij}=\Sigma_{i}^{1/2}(z\ldots, z_{p})^{T}+\mu_{i}(j=1, \ldots, n_{i}) と表記する.  z_{rj(i)}=(v_{rj(i)}-
 \nu)/\sqrt{2\nu} について,  v_{rj(i)},  j=1,  n_{i};r=1,  p が互いに独立に自由度  \nu のカイニ乗
分布に従う場合.ここで,  \nu=5s(s=1, \ldots, 7) ,  n_{1}=50 かつ  n_{i}=100(i=2,3,4)
とした.
(c)  x_{ij}=\Sigma_{i}^{1/2}(z_{1j(i)}, \ldots, z_{pj(i)})^{T}+\mu_{i}(j=1, n_{i}) と表記する.  (z_{1j(i)}, z_{pj(i)})^{T},j=
 1,  n_{i} が互いに独立に平均ベクトル  0 , 分散共分散行列  I_{p} で,自由度  \nu の  p変量  T分布
 t_{p}(I_{p}, \nu) に従う場合.ここで,  \nu=5s(s=1, \ldots, 7) ,  n_{1}=50 かつ  n_{i}=100(i=2,3,4)
とした.
各(a) から (c) に対し,2000回の繰り返し計算により,本検定手法の性能を評価
した.  T=1 , 2000に対し,(4.1) の  H_{0} が棄却 (または,採択) されたとき,耳  =
 1 (または,  0 ) と定義する.第1種の過誤を   \overline{\alpha}=\sum_{r=1}^{2000}P_{r}/2000 で推定した.図1は,
各(a) から (c) について,  \overline{\alpha} をプロットしたものである.理論的に示した通り,(a) で
は,高次元で良い性能を示していることが見てとれる.また,(b) では,本検定手法











図1: (a) から (c) における第1種の過誤  \overline{\alpha} をプロットした.左部は (a)  x_{ij},  j=1,  n_{i}
が互いに独立に  N_{p}(\mu_{i}, \Sigma_{i}) に従う場合.右上部は (b)  x_{i_{J}}=\Sigma_{i}^{1/2}(z_{1j(i)}, \ldots, z_{pj(i)})^{T}+
 \mu_{i}(j=1, \ldots, n_{i}) と表記するとき,  z_{rj(i)}=(v_{rj(i)}-\nu)/\sqrt{2\nu} について,  v_{rj(i)},  j=
 1,  n_{i};r=1,  p が互いに独立に自由度  \nu のカイニ乗分布に従う場合.右下部は
(c)  x_{ij}=\Sigma_{\dot{i}}^{1/2}(z_{1j(i)}, \ldots, z_{pj(i)})^{T}+\mu_{i}(j=1, 
\ldots, n_{i}) について,  (z_{1j(i)}, \ldots, z_{pj(i)})^{T},  j=
 1,  n_{i} が互いに独立に平均ベクトル  0 , 分散共分散行列  I_{p} で,自由度  \nu の  p 変量  T
分布  t_{p}(I_{p}, \nu) に従う場合.
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