The goal of this paper is to study an output stabilization problem: the gradient stabilization for linear distributed systems. Firstly, we give definitions and properties of the gradient stability. Then we characterize controls which stabilize the gradient of the state. We also give the stabilizing control which minimizes a performance given cost. The obtained results are illustrated by simulations in the case of one-dimensional distributed systems.
Introduction
One of the most important notions in systems theory is the concept of stability. An equilibrium state is said to be stable if the system remains close to this state for small disturbances; and for an unstable system the question is how to stabilize it by a feedback control.
For finite dimensional systems, the problem of stabilization was considered in many works and various results have been developed [1] . In the infinite dimensional case, the problem has been treated in Balakrishnan [2] , Curtain and Zwart [3] , Pritchard and Zabczyk [4] , Kato [5] , Triggiani [6] . Many approaches have been considered to characterize different kinds of stabilization for linear distributed systems: Lyapunov and Riccati equation for exponential stabilization, and dissipative type criterion for the case of strong stabilization [3] [4] [5] 7] . The problem has been also treated by means of specific state space decomposition [6] . The above results concern the state, but in many real problem the stabilization is considered for the state gradient of the considered system, which means to find a feedback control such that the gradient , when 0
For example the problem of thermal insulation where the purpose is to keep a constant temperature of the system with regards to the outside environment assumed to be with fluctuating temperature. Thus one has to regulate the system temperature in order to vanish the exchange thermal flux. This is the case inside a car where one has to change the level of the internal air conditioning with respect to the external temperature.
As we cannot always have external measurements, we use a sensor to measure the flux, which is a transducer producing a signal that is proportional to the local heat flux. The purpose of this paper is the study of gradient stabilization. It is organized as follows: In the second section we define and characterize gradient stability. In the third section, we characterize gradient stabilizability, by finding a control that stabilizes the gradient of a linear distributed system and we give characterizations of such a control. In the fourth section we search the minimal cost control that stabilizes the system gradient. In the last section we give an algorithmic approach for control implementation and simulation examples.
Gradient Stability
This section is devoted to some preliminaries concerning definition and characterization of gradient stability for linear distributed systems. 
Notations and Definitions
is a linear operator generating a strongly continuous semigroup , , on the state space H which is continuously embedded in (4) is g.e.s.
Characterizations
The following result links gradient stability of the system (1) to the spectrum properties of the operator A. Let us consider the sets for some 0. M  So we have the g.e.s of the system (1). As example we consider (4). We have:
, then the system (4) is g.e.s.
For the gradient exponential stability, we need the following lemma.
Lemma 2.5
Assume that there exists a function
Then the operators are uniformly bounded. Proof Let us show that
is increasing without bound. Now we have:
and the right-hand side goes to zero when .
Hence for some s t
 we can find a subsequence
which is a contradiction. The conclusion follows from the uniform boundedness principle.
Proposition 2.6
Assume that (5) is satisfied and
Then the system (1) is g.e.s if and only if 
With (4) we have
The converse is immediate.
Example 2.7
The system (2) satisfies the conditions (5) and (6) . Indeed:   We define the function   For the gradient strong stability we have the following result.
Proposition 2.9
Assume that the equation
 is a self-adjoint operator satisfy Moreover if the following condition holds
then (1) is g.s.s.
r the function: (1) 
Gradient Stabi ility
Let us consider the system
with the same assumptions on A, and B is a bounded linear operator mapping U, the space of c to be Hilbert space), into H.
The system (11) is said to be gradient weakly (respectively strongly, exponentially) stabilizable if there exists a bounded operator 
3) The gradient stabilization may be seen a se of output stabilization with output operato  . In the following we give the feedb k control which stabilizes the gradient of the system (11), by two appr position [6
3.
ac oaches. The first is an extension of state space decom ] and the second one is based on algebraic Riccati equation. (11) ma decomposed into the two y be subsystems
Decomposition Method
and 
h shows that the system (11) is gradient exponentially stabilizable.
2) The case of strong stabilizability follows from si ilar above techniques. ace, hence it is gradient stabilizable, the c clusion is obtained with the proposition 3.3.
Riccati Method
Let us consider the system (11) gorithm with truncation (n = 5), the evolution at times t = 3, 5, an i  Figure 2 shows the gradient d 13.
In Table 3 we present the cost of gradient stabilization gure 2. The gradient evolution for the Direchlet boundary F co i ndition case. 
