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i
Ce travail s’inscrit dans la the´matique classique en me´canique
the´orique de l’homoge´ne´isation de milieux he´te´roge`nes, dans le
cadre notoirement proble´matique d’un contraste infini entre deux
phases en pre´sence (l’une e´tant la porosite´ du milieu), et d’un
comportement non-line´aire, celui de la phase solide plastique. Il
traite de la question d’une prise en compte correcte du phe´no-
me`ne de localisation de la de´formation plastique en pre´sence de
porosite´ dans la loi de comportement effective du milieu poreux,
en particulier dans la limite non-triviale des porosite´s faibles.
Cette question, importante pour la bonne compre´hension de
l’endommagement ductile, est examine´e tant d’un point de vue
nume´rique que the´orique, dans le cadre restreint de syste`mes
bi-dimensionnels, dans une approche en de´formation de la plas-
ticite´. L’approche nume´rique utilise des calculs quasi-exacts des
champs de contrainte et de de´formation par me´thode de Trans-
forme´e de Fourier Rapide sur des syste`mes pe´riodiques (re´seau
de pores) ou ale´atoires (de´sordre sans corre´lations spatiales), me-
ne´e au moyen d’une fonction de Green particulie`re. L’approche
the´orique repose sur des calculs exacts, possibles dans certain
cas, ainsi que sur l’exploitation de me´thodes d’homoge´ne´isation
non-line´aires re´centes, dites (( de second ordre )). La qualite´ de
l’homoge´ne´isation non-line´aire du milieu poreux est e´value´e en
deux e´tapes, d’abord au moyen d’une e´tude de l’homoge´ne´isa-
tion line´aire anisotrope qui la sous-tend, puis de la mise en œuvre
non-line´aire proprement dite. La nature et la signification des
singularite´s qui apparaissent dans la the´orie, dans la limite des
faibles porosite´s, confirme´e par les calculs nume´riques, sont e´lu-
cide´es en partie. Enfin, des observations originales sur la relation
entre l’organisation de la plasticite´ dans un milieu poreux ale´a-
toire, et certaines caracte´ristiques de la courbe de de´formation
macroscopique sont pre´sente´es.
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Chapitre 1
Introduction
Les phe´nome`nes d’e´coulement plastique reveˆtent une impor-
tance particulie`re en me´canique des milieux continus. En in-
dustrie, un grand nombre de me´taux ou d’alliages me´talliques,
comme le zinc, l’aluminium ou l’acier, sont viscoplastiques sur
de larges gammes de de´formation et de tempe´rature. C’est plus
ge´ne´ralement le cas en plasticite´ cristalline, ou` la de´formation
s’ope`re au travers de syste`mes de glissement. Les mate´riaux com-
posites organiques tels que les polyme`res se de´forment ge´ne´rale-
ment de manie`re he´te´roge`ne et fortement localise´e. En ge´ologie,
certaines roches lamine´es pre´sentent des caracte´ristiques de de´-
formation permanente.
Si la plasticite´ est un phe´nome`ne quasi-universel, elle est en
outre et naturellement le sujet d’un grand nombre d’e´tudes the´o-
riques depuis les travaux de Saint-Venant (1870-1871, (116)), qui
conside`re le proble`me d’un mate´riau sujet a` une de´formation
plane. Le proble`me d’un mate´riau rigide-parfaitement plastique
en de´formation plane peut eˆtre formule´ entie`rement en terme
de contrainte (relations d’e´quilibre et crite`re de plasticite´), si
l’on suppose que le seuil plastique est atteint partout. Hencky
(the´orie des caracte´ristiques, 1923-1924) montre en particulier
que l’e´coulement plastique autour d’un vide est localise´ le long
de bandes de cisaillement de largeur infiniment petite.
1
2 Chapitre 1. Introduction
Tout d’abord observe´ empiriquement, notamment dans les
me´taux, l’e´coulement plastique de´pend a` la fois du mate´riau
et des conditions expe´rimentales. Dans presque tous les mate´-
riaux re´els, la microstructure et les proprie´te´s constitutives e´vo-
luent avec la sollicitation applique´e. La loi constitutive de´pend
en outre fortement de la tempe´rature et de la vitesse de de´for-
mation. Elle varie avec le niveau de contrainte. Par contraste,
l’approche the´orique de la plasticite´ est fonde´e sur le choix d’une
ide´alisation du comportement du mate´riau. Le choix de cette
ide´alisation est guide´ par les proprie´te´s physiques pertinentes
pour un proble`me donne´. Les formulations inde´pendantes du
temps, que l’on entend ge´ne´ralement par loi de comportement
e´lastique ou parfaitement plastique, ou qui en de´pendent, par
exemple la viscoe´lasticite´ ou viscoplasticite´, ne sont approprie´es
que pour des conditions expe´rimentales particulie`res (e´chelle de
temps du syste`me, tempe´rature ou niveau de contrainte). Ne´an-
moins, et malgre´ le nombre important de phe´nome`nes physiques
mis en jeu dans les mate´riaux re´els et la grande varie´te´ de com-
portements, les mode`les ide´aux de plasticite´ parfaite ou de vi-
scoplasticite´ sont une approximation the´orique pertinente. Dans
un nombre important de me´taux a` tempe´rature usuelle, par
exemple les composites Zinc-Aluminium ou Cadmium-Aluminium
(113), la contraintemacroscopique varie peu sur de larges gammes
de de´formation, justifiant l’approximation de plasticite´ parfaite.
Des expe´rimentations sur les me´taux (voir par exemple (50)),
montrent que l’e´coulement plastique est parfois localise´ le long
de bandes de cisaillement ou` la majeure partie de la de´formation
et de la dissipation plastique s’ope`re. La plasticite´ est ainsi ca-
racte´rise´e par de fortes he´te´roge´ne´ite´s du champ de de´formation.
D’une manie`re ge´ne´rale, le mate´riau se de´forme le long de ces
bandes de cisaillement de faible e´paisseur (devant les longueurs
caracte´ristiques de la microstructure) ou` le de´placement de la
matie`re est dans la limite de plasticite´ parfaite, discontinu. Ces
3bandes sont propices a` l’apparition de pores et aux phe´nome`nes
d’endommagement irre´versible. Ces proprie´te´s singulie`res sont
a` rapprocher de certains re´sultats the´oriques remarquables que
nous e´voquons maintenant.
Drucker (1966, (27)) e´tudie le seuil plastique effectif (macro-
scopique) d’un cylindre poreux parfaitement plastique soumis a`
une tension selon son axe principal. Il montre, par des arguments
d’analyse limite, que le seuil plastique effectif d’un mate´riau po-
reux exhibe une de´pendance singulie`re, i.e. non-analytique, en
puissance 1/2 de la fraction surfacique de pores, lorsque le vo-
lume de vides est faible. Cet exposant non-entier est associe´ lo-
calement a` une forte diminution (avec pente ne´gative infinie) du
seuil plastique effectif en fonction de la concentration en pores.
Ainsi, en plasticite´ parfaite, les pores favorisent fortement la
“ruine” et l’endommagement du mate´riau.
Hill (1965, (48)) e´tudie la localisation de la de´formation plas-
tique en bandes de cisaillement en tant qu’instabilite´ et pro-
pose un mode`le the´orique de conditions de bifurcation. Par la
suite, plusieurs auteurs ont mis a` jour l’existence d’un point
anguleux sur l’axe de chargement hydrostatique de la surface
limite de charge d’un mate´riau poreux parfaitement plastique
en contrainte plane (voir par exemple Francescato et al., (36),
e´galement Suquet et al., (22)). forme un angle au point de char-
gement en pression, a` la diffe´rence des pre´dictions du mode`le
de Gurson Cette “anomalie” en pression sugge`re qu’une “forte”
variation de la de´formation plastique macroscopique se produit
apre`s l’ajout d’une faible composante de´viatorique en cisaille-
ment. Cette instabilite´ se traduit e´galement par une brisure de
syme´trie de l’e´coulement plastique.
Certains auteurs (Ponte Castan˜eda, 2002) sugge`rent que les
phe´nome`nes singuliers mis a` jour par Drucker sont une manifes-
tation des proprie´te´s de localisation. L’e´coulement plastique est,
en ce sens, le stade ultime du de´veloppement d’une zone de de´-
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formation plastique qui croˆıt au voisinage des pores (lorsque la
de´formation locale croˆıt). Cependant on ne sait pas encore dans
quelle mesure ces bandes de localisation gouvernent les proprie´-
te´s macroscopiques des milieux plastiques. Le but des travaux
pre´sente´s dans ce me´moire est, a` de´faut d’y apporter une re´-
ponse de´finitive, de mieux comprendre le lien entre localisation
et proprie´te´s macroscopiques dans les milieux plastiques poreux.
Cette e´tude est entreprise en conside´rant des processus mode`les
respectant de manie`re approprie´e les conditions physiques perti-
nentes pour les phe´nome`nes conside´re´s, mais toujours dans des
cas ide´aux. Notre but est d’identifier les parame`tres pertinents
des me´canismes physiques de la plasticite´ (dans le cadre ne´ces-
sairement restreint qui a e´te´ de´fini). Pour ce faire, nous e´voquons
maintenant deux outils importants dans ce travail, que sont les
the´ories d’homoge´ne´isation et certaines me´thodes de re´solution
nume´riques.
La signification et la provenance des exposants non-analytiques
dans la limite dilue´e en vides se posent e´galement dans les the´o-
ries d’homoge´ne´isation. Les the´ories des milieux effectifs, intro-
duites de`s le XIXe sie`cle (notamment par Mossoti et Maxwell-
Garnett, voir re´fe´rences) permettent d’estimer les proprie´te´s ma-
croscopiques d’un milieu he´te´roge`ne en fonction du comporte-
ment de ses diffe´rents constituants et d’informations sur la ge´o-
me´trie des phases. Bruggeman introduit la premie`re formulation
“auto-cohe´rente” pour les mate´riaux line´aires a` structure ale´a-
toires (1935) dans le cadre des milieux die´lectriques isotropes.
En me´canique, Hershey (1954), Kroner (1958), Hill (1965) et Bu-
diansky (1965) ont propose´ des the´ories de milieux effectifs ana-
logues pour les milieux line´aires, ainsi que Hashin et Shtrikman
(1962) par une me´thode “variationnelle”. Les estimations des
the´ories d’homoge´ne´isation fournissent soit une approximation
du comportement d’une classe de syste`me, soit encore une borne
du comportement effectif de ces milieux. Les mate´riaux parfai-
5tement de´sordonne´s, ou statistiquement identiques a` toutes les
e´chelles, sont, dans cette optique, une classe particulie`re de ma-
te´riaux. En homoge´ne´isation non-line´aire pour la me´canique, de
grands progre`s ont e´te´ accomplis depuis les travaux de Taylor
(1938) sur la plasticite´ polycristalline. Une extension“incre´men-
tale” du mode`le auto-cohe´rent est propose´e par Hill (1965) dans
le cadre des mate´riaux non-line´aires. Les the´ories d’homoge´ne´i-
sation plus re´centes reposent le plus souvent sur une me´thode
sous-jacente d’homoge´ne´isation line´aire. Dans ce travail nous fai-
sons notamment re´fe´rence a` la the´orie d’homoge´ne´isation“varia-
tionnelle” (Ponte Castan˜eda, 1991) et a` la me´thode d’homoge´-
ne´isation dite du “second-ordre” (Ponte Castan˜eda, 1996, 2002),
qui se fondent sur l’utilisation d’un mate´riau line´aire anisotrope
de “comparaison” de´termine´ de manie`re cohe´rente avec les va-
riances des champs dans les phases.
Ponte-Castan˜eda applique notamment la “nouvelle me´thode
du second-ordre” (2002) a` un milieu de´sordonne´ viscoplastique
avec loi constitutive en loi de puissance, c’est-a`-dire ou` le taux
de´formation de´viatoire est fonction puissance de la contrainte, et
affaibli par des vides cylindriques. Dans la limite dilue´e, et dans
la limite d’un exposant viscoplastique nul ou` la matrice acquiert
un comportement parfaitement plastique avec une contrainte
seuil, la premie`re correction au seuil plastique effectif en cisaille-
ment varie comme f 2/3 avec la fraction volumique f , dans le
cas bidimensionnel. Pour le mate´riau line´aire de comparaison,
l’homoge´ne´isation est effectue´e a` l’aide du principe variationnel
de Hashin-Shtrikman, ou a` l’aide d’une estimation par me´thode
auto-cohe´rente, et le re´sultat est valable dans les deux cas. La
me´thode d’homoge´ne´isation dite du second-ordre de Pellegrini
(2001), pre´sente´e dans le contexte de milieux die´lectriques de´sor-
donne´s, qui s’appuie sur l’utilisation d’un ansatz Gaussien pour
le champ de distribution dans chaque phase, pre´dit une puis-
sance identique (avec des pre´facteurs le´ge`rement diffe´rents), a` la
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condition que l’ansatz Gaussien pour la distribution soit rem-
place´ par un ansatz de Heaviside qui coupe les grandes valeurs
des champs d’une manie`re compatible avec les mate´riaux avec
loi a` seuil (Pellegrini et Ponte Castan˜eda, 2001, non publie´).
Les non-analyticite´s que pre´disent ces the´ories d’homoge´ne´isa-
tion sont un re´sultat atypique dans les the´ories des milieux effec-
tifs, dont les estimations sont habituellement de´veloppables en
se´rie de Taylor de la fraction volumique de pores dans les limites
dilue´es.
S’agissant de l’e´tude de la plasticite´ en me´canique des ma-
te´riaux, les outils de simulation nume´rique sont en outre un
instrument d’e´tude essentiel. Une technique de calcul tre`s re´-
pandue s’appuie sur les outils de simulation par e´le´ments finis,
de´veloppe´s depuis les anne´es 1960 et 1970 en me´canique, notam-
ment par Needleman (1972) qui e´tudie la croissance des vides
dans un mate´riau e´lastique-plastique. Ces outils permettent non
seulement le calcul des champs, mais e´galement l’estimation de
bornes pour une classe de mate´riaux. Le calcul de champs for-
tement localise´s est cependant difficile, particulie`rement lorsque
la largeur des bandes de localisation est de l’ordre de la taille
des mailles.
Distincte des techniques par e´le´ments finis, la me´thode de si-
mulation par transforme´e de Fourier rapide ou“FFT” introduite
par Moulinec et Suquet en plasticite´ (1994) a e´te´ une avance´e
majeure dans le domaine de la re´solution nume´rique. Les si-
mulations par FFT sont particulie`rement bien adapte´es au cal-
cul des bandes de localisation dans un milieu plastique, et per-
mettent de traiter inde´pendamment des microstructures simples
ou complexe. Dans cette me´thode, il n’y a pas de maillage : la
microstructure est discre´tise´e sur une grille de points ou“pixels”.
Cette technique de re´solution nume´rique nous a paru la mieux
adapte´e pour la simulation des mate´riaux poreux fortement non-
line´aires. Ainsi les re´sultats nume´riques pre´sente´s dans ce me´-
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ne´anmoins des inconve´nients qui sont discute´s par la suite. No-
tamment, les simulations par FFT supposent que le mate´riau est
pe´riodique (ou tout du moins, nous n’avons pas e´te´ en mesure
de l’appliquer a` un mate´riau non-pe´riodique). Nous avons e´gale-
ment duˆ tenir compte des proble`mes de convergence, notamment
selon la taille du syste`me, et dans toutes les simulations effec-
tue´es, une importance particulie`re a e´te´ apporte´e a` la validite´
des calculs nume´riques.
Pour conclure, nous mentionnons les diverses parties qui com-
posent ce me´moire. Nous pre´sentons au Ch. 2 une me´thode de
re´solution par FFT alternative s’appuyant sur l’utilisation d’une
fonction de Green discre`te. Quelques re´sultats sont pre´sente´s
sur un mate´riau e´lastique-parfaitement plastique pour un re´seau
carre´ de pores cylindriques. Une e´tude d’un mate´riau poreux
avec microstructure pe´riodique est entreprise aux Ch. 3 et 4. Au
Ch. 3, des solutions exactes nouvelles sont donne´es et e´tudie´es
pour plusieurs types de mate´riau fortement anisotropes. Le com-
portement anisotrope de la matrice est pertinent du point de vue
de la plasticite´ ou d’un mate´riau“auto-bloquant”(avec de´forma-
tion a` seuil et contrainte potentiellement tre`s grande). Locale-
ment, un mate´riau parfaitement plastique peut-eˆtre vu comme
un mate´riau line´aire he´te´roge`ne dont les directions d’anisotro-
pie de´pendent du champ local. Ainsi, si les milieux parfaitement
plastiques sont capables de “localiser”, le milieu line´aire aniso-
trope doit lui aussi pre´senter des singularite´s. Nous trouvons
qu’effectivement, des phe´nome`nes de localisation se produisent
dans le mate´riau line´aire. Ces phe´nome`nes apparaissent conjoin-
tement a` l’apparition de deux exposants non-entiers dans les de´-
veloppements des modules effectifs en fonction de la porosite´,
dans la limite dilue´e en pores. Une premie`re question concerne
le lien e´ventuel entre ces exposants et les phe´nome`nes de locali-
sation, dans le cadre simple du mate´riau line´aire.
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Cette question est approfondie au Ch. 4, et une re´ponse est
propose´e. En premier lieu, la nature des bandes de localisation
est pre´cise´e graˆce a` l’e´tude d’un mate´riau line´aire pe´riodique
dont la loi anisotrope est plus ge´ne´rale. Cette e´tude se fonde sur
une me´thode d’homoge´ne´isation line´aire de Hashin-Shtrikman
modifie´e pour tenir compte de la pe´riodicite´ du mate´riau, et sur
des calculs nume´riques par transforme´e de Fourier. La compa-
raison de ces re´sultats avec les solutions exactes obtenues au
Ch. 3, dans les cas fortement anisotropes, permet de donner une
interpre´tation a` deux exposants non-entiers (correspondant aux
premie`res corrections singulie`res dans deux cas de forte aniso-
tropie) dans le mate´riau line´aire. Ces exposants non-entiers sont
lie´s a` l’apparition au sein du re´seau de pores d’une longueur
caracte´ristique de la taille des bandes de localisation.
Au Ch. 6, nous e´tudions un milieu poreux pe´riodique, avec
loi de comportement parfaitement plastique ou viscoplastique.
Cette e´tude repose sur des calculs nume´riques par transforme´e
de Fourier. Les singularite´s des champs de de´formation sont de´-
crits et les exposants non-entiers dans la limite dilue´e sont de´ter-
mine´s pour le seuil plastique effectif. Ceux-ci, ainsi que les dis-
tributions des champs, sont compare´s avec les re´sultats obtenus
dans le cadre d’un milieu line´aire anisotrope. Nous de´terminons
e´galement les valeurs des variances du champ de de´formation
dans le cas d’un mate´riau parfaitement plastique, et la nature
de la surface limite de charge en plasticite´ parfaite au voisinage
d’un chargement en pression.
Aux Ch. 5 et 7, nous e´tudions une microstructure poreuse
ale´atoire, dans le cas d’un mate´riau line´aire anisotrope, et dans le
cas d’un milieu parfaitement plastique. Pour le mate´riau line´aire,
nous proposons une interpre´tation qualitative des variances des
champs et de´terminons diffe´rents re´gimes “localise´s” et “dilue´s”,
dans les cas de forte anisotropie.
Au Ch. 7, nous pre´sentons une e´tude phe´nome´nologique de la
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ressons notamment au de´veloppement des bandes de localisation
de la de´formation et aux zones de de´formation plastique dans
un mate´riau de´sordonne´, lorsque le chargement applique´ croˆıt.
La croissance des zones de de´formation plastique se fait selon
plusieurs re´gimes distincts en pression. Une interpre´tation qua-
litative des re´sultats est donne´e. Enfin, pour clore cette partie,
nous calculons nume´riquement, a` l’aide de la me´thode par FFT
avec fonction de Green “discre`te” le comportement seuil plas-
tique effectif dans la limite dilue´e en pore, et particulie`rement
l’exposant intervenant dans la premie`re correction en volume de
pores.
A` la fin de ce me´moire, enfin, un travail ayant trait a` un mi-
lieu die´lectrique non-line´aire est donne´ en annexe A. L’e´tude des
milieux die´lectriques est en effet justifie´e par la correspondance
(dans certains cas exacte) entre les proble`mes d’e´lectrostatique
et les proble`mes de me´canique (voir par exemple (29)), et qui
seront explicite´s dans le cas e´tudie´. Une pre´sentation de l’esti-
mation auto-cohe´rente et de la me´thode d’homoge´ne´isation“va-
riationnelle”pour les milieux non-line´aires est fournie dans le cas
simple e´tudie´. Le mate´riau die´lectrique est anisotrope (continu
ou sous la forme d’un re´seau). Nous e´tudions les pre´dictions de
la the´orie variationelle dans le cas de mate´riaux fortement non-
line´aires avec contraste fini entre les phases et champ applique´
dans une direction privile´gie´e du milieu, ou encore contraste in-
fini avec champ applique´ dans une direction quelconque.
Les e´tudes des Ch. (4) et (6) ont e´te´ effectue´es en collabora-
tion avec Mart`ın I. Idiart, doctorant a` l’E´cole Polytechnique. Le
but de cette collaboration e´tait de comparer les the´ories d’ho-
moge´ne´isation et les re´sultats donne´s par transforme´e de Fourier
rapide. Mart`ın I. Idiart a calcule´ nume´riquement les estimations
des the´ories d’homoge´ne´isation dans les deux cas de mate´riaux
line´aire et non-line´aire pour des structures poreuses de type pe´-
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riodique. Ces calculs sont inclus dans les Fig. des deux Ch. (4)
et (6) comparant the´ories d’homoge´ne´isation et re´sultats nume´-
riques. Par ailleurs, le Ch. (A) est le re´sultat d’un travail effectue´
au cours d’un stage au CEA avant que ne de´bute le doctorat, et
qui s’est poursuivi en de´but de the`se.
Chapitre 2
Me´thode nume´rique par
transforme´e de Fourier
Nous exposons dans cette partie la me´thode nume´rique par
transforme´e de Fourier rapide (Moulinec et Suquet, (87)) ou
“FFT”applique´e au cas d’un mate´riau poreux e´lastique ou e´lastique-
parfaitement plastique, et que nous emploierons dans toute la
suite. Par ailleurs, nous explicitons dans ce chapitre le cadre
ge´ne´ral des travaux pre´sente´s dans ce me´moire. En particulier,
nous faisons l’hypothe`se des petites perturbations et nous pla-
c¸ons dans le cadre de la the´orie de la de´formation. Cette ap-
proche est justifie´e dans les cas particuliers que nous e´tudions.
Dans un premier temps, nous pre´sentons la me´thode par
transforme´e de Fourier rapide telle qu’introduite a` l’origine, et
une ame´lioration de l’algorithme par Lagrangien augmente´ (Mi-
chel, Moulinec et Suquet, (81)) mieux adapte´e au cas de contraste
infini entre les phases et notamment au milieu poreux. Dans un
second temps, nous modifions la me´thode par FFT en introdui-
sant une fonction de Green modifie´e dite “discre`te”. Celle-ci est
spe´cifiquement adapte´e a` un mode`le discret de mate´riau poreux
de´sordonne´ que nous utiliserons par la suite. Les deux me´thodes
sont compare´es a` la lumie`re de re´sultats obtenus pour un mi-
lieu e´lastique-parfaitement plastique avec un re´seau parfait de
disques poreux. Des comparaisons qualitatives et quantitatives
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sont effectue´es concernant les bandes de localisation, la ge´ome´-
trie des zones de de´formation plastique et la vitesse de conver-
gence des algorithmes.
2.1 Cadre de l’e´tude
Dans les travaux pre´sente´s dans ce me´moire, nous nous inte´-
ressons aux milieux plastiques poreux. Tous les effets de tempe´-
rature sont ne´glige´s, et nous nous plac¸ons dans un cadre quasi-
statique ou` les sollicitations applique´es varient tre`s lentement.
Pour simplifier, la distribution et la taille des cavite´s poreuses
que nous conside´rons ne varient pas lors de la de´formation du
mate´riau. En effet c’est dans ce cadre pre´cise´ment que sont
construites les approximations de milieu effectif utilise´es. Dans
un mate´riau parfaitement plastique, l’e´volution de la distribu-
tion et de la taille des pores avec la de´formation applique´e pro-
duit, a` une e´chelle macroscopique, un phe´nome`ne d’e´crouissage
qui n’apparaˆıt donc pas dans nos simulations. La simplifica-
tion que nous faisons doit donc eˆtre perc¸ue comme un cas de
comportement plus “abrupte” que le mate´riau re´el. Enfin, une
autre simplification importante que nous conside´rons est l’ap-
proximation de petites perturbations. Cette dernie`re est expli-
cite´e et justifie´e page 14. Dans tout la suite, les milieux ide´aux
que nous conside´rons sont bidimensionnels et forme´s d’une ma-
trice parfaitement plastique isotrope (ou encore e´lastique ani-
sotrope, e´lastique-parfaitement plastique, viscoplastique) dans
laquelle est incluse une certaine distribution de pores.
Les proble`mes bidimensionnels que nous e´tudions sont a` en-
tendre au sens soit d’une de´formation plane, soit d’une contrainte
plane. En de´formation plane, le champ de de´placement est par-
tout paralle`le a` un plan et inde´pendant de l’axe normal a` ce
plan. Cette solution est exacte dans le cas d’un mate´riau infini
dans une direction donne´e z, et dont la ge´ome´trie des phases ou
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constituants ne de´pend pas de la coordonne´e z. Dans ce cas, une
composante en contrainte σzz dans la direction z est produite,
qui s’exprime en fonction des composantes sur les deux autres
axes x et y. En e´lasticite´, ceci se rame`ne a` un proble`me for-
mel e´quivalent en deux dimensions (avec des tenseurs d’ordre 2
pour la de´formation et la contrainte, et les relations d’e´quilibre
de la contrainte exprime´es dans un plan). C’est aussi le cas en
plasticite´ parfaite avec crite`re de Von Mises (inde´pendant de la
contrainte moyenne), lorsque le mate´riau est incompressible. Ce
n’est plus le cas pour un mate´riau compressible, le crite`re de
plasticite´ de Von Mises en deux dimensions se rame`nent alors
seulement a` un proble`me tridimensionnel en contrainte plane,
ou` la composante σzz selon un axe z est nulle. L’hypothe`se de
contrainte plane n’est cependant valable que pour des mate´riaux
infiniment fins dans une direction (z dans notre example).
Dans la suite de ce travail, nous nous plac¸ons en outre dans
le cadre ge´ne´ral de la the´orie de la de´formation. Les loi consti-
tutives que nous conside´rons sont re´versibles, c’est-a`-dire que
la contrainte est fonction simple de la de´formation. Pour tenir
compte de l’irre´versibilite´ de la de´formation plastique, il faut
utiliser les e´quations des the´ories plus ge´ne´rales d’e´coulement
plastique qui, a` contrario, expriment des relations non-line´aires
(et non inte´grables) entre incre´ment de de´formation plastique et
contrainte. La the´orie de la de´formation co¨ıncide avec les the´o-
ries incre´mentales plus re´alistes d’e´coulement plastique dans le
cas d’un chargement simple, i.e. croissant et dans une direction
fixe (voir par ex. (52) pp. 48-53). Cependant, meˆme dans le cas
d’un chargement macroscopique simple, le chemin de la de´for-
mation est localement complexe (de direction variable), et la
the´orie de la de´formation, en toute rigueur, ne s’applique pas,
car elle ne prend pas en compte les de´charges locales ni les chan-
gements locaux d’orientation de la de´formation qui peuvent sur-
venir (lorsque la contrainte varie tout en restant sur la surface
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limite de charge).
Cette approximation est justifie´e par certaines observations.
Dans le cas d’un re´seau pe´riodique de pores (Ch. 6), nous n’ob-
servons pas de de´charge locale lorsque le re´seau est soumis a` une
de´formation axisyme´trique macroscopique croissante. Lorsque
la microstructure est plus complique´e ou que le mode de de´-
formation est plus complexe, des de´charges locales surviennent.
Cependant elles sont souvent confine´es a` un nombre faible de
zones lorsque la direction de chargement macroscopique impo-
se´e est constante. Par exemple, dans les simulations de mate´-
riaux e´lastiques-parfaitement plastiques pour un milieu consti-
tue´ de quelques dizaines de pores sphe´riques re´partis ale´atoire-
ment, nous observons une ou deux zones de de´charge locales (i.e.
passage d’un mode de de´formation plastique a` e´lastique) apre`s
une grande de´formation. La Fig. (2.2) illustre ce phe´nome`ne.
Ces de´charges locales sont produites par l’e´volution de la zone
plastique qui redistribue les contraintes dans le mate´riau. Pour
les milieux de´sordonne´s, que nous e´tudions de manie`re essen-
tiellement qualitative au Ch. (7), une technique particulie`re est
mise au point pour tenir compte des zones de de´charge locales.
2.2 Proble`mes e´lastique et e´lastique-parfaite-
ment plastique dans un milieu poreux bi-
dimensionnel
On conside`re un mate´riau pe´riodique en dimension d = 2
de cellule e´le´mentaire carre´e de volume 1. Bien que la me´thode
par FFT ne s’applique qu’aux mate´riaux a` structure pe´riodique,
nous l’utilisons e´galement pour simuler le comportement de ma-
te´riaux de´sordonne´s. Pour ce faire, nous choisissons la taille de
la cellule unite´ grande devant les dimensions caracte´ristiques des
corre´lations du de´sordre (voir les Chap. 5 et 7), a` la condition
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de tenir compte des effets de taille finie.
La microstructure est forme´e d’une phase poreuse (α = 2)
plonge´e au sein d’une matrice (phase α = 1). En dimension 2,
les tenseurs de de´formation ε et de contrainte σ posse`dent 4
composantes que nous notons a` l’aide des indices ij = 11, 12, 21
et 22. Ces derniers se re´fe`rent a` des axes carte´siens Ox (indice
1), Oy (indice 2). La loi de comportement dans la matrice est
de´crite au moyen d’un potentiel ou “densite´ d’e´nergie” ω(x, ε)
suppose´ entie`rement connu. Ce potentiel relie les tenseurs de
contrainte locale σ(x) et de de´formation locale ε(x) au point x
par :
σij(x) =
∂ω(x, ε)
∂εij
. (2.1)
Notons que dans la matrice le potentiel ω(x, ε) ne de´pend de
x qu’au travers de la de´formation locale ε(x) et de la phase α.
Dans le pore, la relation ci-dessus est trivialement ω(x, ε) ≡ 0
avec ε(x) inde´termine´. La loi constitutive dans la matrice est
soit e´lastique line´aire, e´ventuellement anisotrope, soit e´lastique-
parfaitement plastique en the´orie de la de´formation. Ceci est
explicite´ en Sec. (2.2.1).
Les champs de contrainte et de de´formation ve´rifient les re-
lations d’admissibilite´ et d’e´quilibre des champs. L’e´quilibre des
contraintes au sein d’un e´le´ment de matie`re impose, en premier
lieu, en l’absence de toute force exte´rieure :
∂iσij(x) = 0, j = 1, 2 (2.2)
i.e. la somme des de´rive´es selon chaque axe de re´fe´rence est nulle.
De plus et dans toute la suite, nous nous plac¸ons dans le
cadre des petites perturbations (hpp). Le tenseur taux de de´-
formation plastique dij = (1/2)(∂ivj + ∂jvi), ou` v est la vitesse
plastique eule´rienne, est assimile´ a` la de´formation en e´lasticite´
line´aire, d’ou` la relation d’admissibilite´ suivante du champ de
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de´formation :
εij(x) =
1
2
(∂jui + ∂iuj) , i = 1, 2; j = 1, 2. (2.3)
ou` u est le vecteur champ de de´placement.
Des conditions aux limites ferment le proble`me. Dans un
mate´riau pe´riodique celles-ci s’e´crivent sous une forme particu-
lie`re. D’une part la pe´riodicite´ des champs de de´formation et de
contrainte impose :
ε(x+ L~ei) ≡ ε(x), σ(x+ L~ei) ≡ σ(x), (2.4)
le vecteur ~ei de´signant un vecteur unite´ dirige´ dans une direction
quelconque (0x) ou (0y). D’autre part, une condition de “char-
gement” portant sur la moyenne du champ de de´formation ou
de contrainte est impose´e. Pour un“chargement en de´formation”
impose´ :
〈ε(x)〉 = ε0, (2.5)
Les symboles 〈·〉 de´signent une moyenne volumique sur l’en-
semble de la structure. De meˆme un chargement en contrainte
est de´fini par :
〈σ(x)〉 = σ0. (2.6)
Nous nous restreignons par la suite au cas ou` le chargement
est impose´ dans une direction fixe, i.e. croˆıt avec un parame`tre
scalaire. Ceci s’e´crit
σ0 = tσ
′
0 (2.7)
ou encore, selon les cas
ε0 = tε
′
0 (2.8)
avec σ′0 ou ε
′
0 constant.
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2.2.1 Lois constitutives
Dans le cas d’un mate´riau line´aire la loi de comportement
dans la matrice est de la forme σ(x) = L : ε(x) ou` L est le
tenseur d’e´lasticite´. Dans le cas isotrope (d est la dimension de
l’espace) :
L = dκJ + 2µK, (2.9)
ou` κ est le module de compressibilite´ dans la matrice et µ le mo-
dule d’e´lasticite´. Les tenseurs J, K sont de´finis par (δ le symbole
de Kronecker) :
Jij,kl =
1
d
δijδkl, (2.10a)
Kij,kl = Iij,kl − Jij,kl, (2.10b)
Iij,kl =
1
2
(δikδjl + δilδjk) . (2.10c)
Le tenseur I est le tenseur unite´ dans l’espace des tenseurs syme´-
triques d’ordre 4. Un tenseur est syme´trique s’il respecte les sy-
me´tries majeures et mineures Iij,kl = Ikl,ij et Iij,kl = Iji,kl = Iij,lk
respectivement.
Nous conside´rons e´galement le cas d’un mate´riau e´lastique
parfaitement-plastique au sens de la the´orie de la de´formation
(Hencky et al., 1924) avec un crite`re de Von Mises pour le seuil
plastique :
σij = dκεmδij+r(εe)ε
′, ou` r(εe) =
{
2µ si 2dµεe ≤ (d− 1)y0,
(d−1)y0
dεe
sinon.
(2.11)
Ici y0 est le seuil plastique dans la matrice, et les partiesmoyenne
et e´quivalente (ou encore de´viatorique) εm et εe de la de´forma-
tion sont :
εm =
εkk
d
, εe =
(
d− 1
d
ε′ : ε′
)1/2
, ε′ij = εij − εmδij.
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(2.12)
Cette loi constitutive de´coule du potentiel :
ω(x, ε) =
d2
2
κε2m+
{
d
d−1µε
2
e si 2dµεe ≤ (d− 1)y0,
ωp(εe) +
(d−1)y20
4dµ sinon.
,
(2.13)
ou` ωp est le potentiel plastique
ωp(εe) = y0
(
εe − (d− 1)y0
2dµ
)
. (2.14)
Nous avons ainsi se´pare´ un re´gime de de´formation e´lastique et
un re´gime parfaitement plastique. En effet, en de´finissant pour
la contrainte les quantite´s :
σm =
εkk
d
, σe =
(
d
d− 1σ
′ : σ′
)1/2
, σ′ij = σij−σmδij,
(2.15)
on obtient σ = L : ε (avec L de´fini comme en 2.9) dans le re´gime
de de´formation e´lastique, valable tant que εe < (d− 1)y/(2dµ),
et σm = 2κεm, σe = y0 dans le re´gime de de´formation plastique,
valable pour εe ≥ (d − 1)y/(2dµ). Dans la the´orie de la de´for-
mation telle que nous l’utilisons, il n’y a pas de distinction entre
de´formation e´lastique ou plastique (mais seulement une relation
non-line´aire entre une de´formation totale et une contrainte). Ce-
pendant, nous e´crirons malgre´ tout, par abus, la de´formation to-
tale ε comme somme d’une “de´formation e´lastique” εe = L−1 : σ
et d’une “de´formation plastique” εp = ε− εe. On note l’absence
d’e´crouissage dans le re´gime plastique, la contrainte ne modi-
fiant pas la surface de plasticite´ dont le seuil y0 est constant.
Cette loi constitutive est sche´matise´e Fig. 2.1.
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Fig. 2.1 – Influence de la porosite´ dans un mate´riau plastique : a` gauche, la
loi locale dans la matrice (ici une loi non-line´aire a` seuil en the´orie de la de´-
formation) : contrainte e´quivalente locale σe(x) en fonction de la de´formation
e´quivalente εe(x). A` droite : loi constitutive macroscopique correspondante
liant les composantes de´viatoriques des moyennes des champs 〈σe〉 et 〈ε〉e.
Le mate´riau est un re´seau de vides cylindriques de porosite´ f = 10%. Voir
texte p. 18.
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Fig. 2.2 – Deux images des zones de de´formation plastique dans la matrice
pour un mate´riau e´lastique-parfaitement plastique (en the´orie de la de´forma-
tion, tel qu’illustre´e en Fig. 2.1), avec chargement en de´formation isotrope, a`
deux valeurs particulie`res du chargement. Les zones de de´formation plastique
dans la matrice sont en jaune et les pores en rouge fonce´, les zones n’ayant
pas atteint le seuil plastique sont en blanc. La de´formation macroscopique
impose´e est supe´rieure dans l’image de droite a` celle impose´e dans l’image de
gauche. Une zone de de´charge locale est entoure´e par les ellipses noires. Voir
texte p. 14.
2.3 Me´thode par transforme´e de Fourier
L’algorithme par “FFT” repose sur l’utilisation d’un mate´-
riau line´aire homoge`ne de re´fe´rence et d’une fonction de Green
qui permet d’exprimer de manie`re exacte les champs dans le
milieu de re´fe´rence lorsqu’il est soumis a` une pre´contrainte non-
homoge`ne. Ces expressions exactes sont discre´tise´es et re´solues
par ite´rations par une me´thode de point fixe.
Afin de proce´der a` une re´solution nume´rique du proble`me, la
microstructure biphase´e pore-matrice est discre´tise´e sur un re´-
seau de pixels, chaque pixel appartenant a` l’une des deux phases
uniquement. La cellule e´le´mentaire du mate´riau pe´riodique, in-
trinse`que a` la me´thode de Fourier, est discre´tise´e en Ld points
(“pixels”) avec Ld ≫ 1.
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Les grandeurs me´caniques locales, de´formation, contrainte,
de´placement de la matie`re, sont des champs discre´tise´s sur ce
meˆme re´seau. Les quantite´s me´caniques macroscopiques sont de´-
finies a` partir des moyennes de ces champs sur de grands volumes
lorsque celles-ci ont un sens.
La me´thode nume´rique par FFT (dans sa forme originelle ou
ses ame´liorations successives, dont une est pre´sente´e plus loin)
est bien adapte´e a` l’e´tude de mate´riaux fortement non-line´aires.
Souvent elle s’ave`re tre`s efficace, la plus grande partie du temps
de calcul e´tant reporte´e sur les transformations de Fourier di-
rectes et inverses pour lesquelles les algorithmes et routines per-
formants sont tre`s re´pandus.
2.3.1 Fonction de Green
On conside`re un proble`me e´lastique line´aire homoge`ne soumis
a` une pre´contrainte inhomoge`ne τ(x). La loi constitutive de ce
milieu est
σ(x) = L(0) : ε(x) + τ(x). (2.16)
Un phe´nome`ne physique non explicite´ est a` l’origine de la pre´-
contrainte τ (par exemple : elle provient d’un e´tat de de´forma-
tion libre τ = −L(0) : εt). La solution de ce proble`me co¨ıncide
avec celle obtenue pour un mate´riau de potentiel line´aire ou non-
line´aire ω(x, ε) (par ex. 2.11) si l’on choisit τ ≡ ∂ω/∂ε−L(0) : ε.
Dans cette optique, L0 est maintenant vu comme tenseur e´las-
tique d’un “milieu de re´fe´rence” (quelconque) et τ le tenseur de
polarisation traduisant les fluctuations de la contrainte locale
par rapport a` celle de´coulant du“milieu de re´fe´rence”de tenseur
e´lastique L(0). Les e´quations suivantes (Lippmann et Schwinger,
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1950) permettent de re´soudre ce proble`me sous la forme :
εij(x) = ε
0
ij +
∫
d2y G0ij,kl(x− y) τkl(y), (2.17a)
τij(x) ≡ σij(x)− L(0)ij,klεkl(x), (2.17b)
ou` la moyenne volumique 〈G0(x)〉 est nulle. La fonction de Green
pe´riodique G0 ne de´pend que du milieu e´lastique de re´fe´rence
de tenseur L(0). Dans l’espace direct, le tenseur G0 s’exprime
analytiquement dans certains cas simples seulement, notamment
lorsque L(0) est isotrope. En revanche il s’exprime simplement
en repre´sentation de Fourier (pour les lois e´lastiques que nous
conside´rons), et c’est cette formulation que nous utiliserons par
la suite.
La me´thode par FFT sous sa forme originelle consiste a` ite´-
rer la convolution de l’Eq. (2.17a) dans l’espace de Fourier et
(2.17b) dans l’espace direct, en utilisant un algorithme de trans-
formation de Fourier rapide a` chaque e´tape :
εij(q) = G
0
ij,kl(q) : τkl(q), (q 6= 0),
εij(q = 0) = ε0 (2.18a)
τij(x) ≡ ∂ω(x, ε)
∂ε
− L(0)ij,klεkl(x). (2.18b)
ou` la de´formation macroscopique 〈ε〉 = ε0 est prescrite a` chaque
ite´ration. La transformation de Fourier est de´finie par G0(q) =∫
ddxG(q)eiq·x, et les relations (2.18) sont discre´tise´es selon L2
points xi = (0, ..., L− 1)/L et qi = 2π(0, ..., L− 1)/L.
2.3.2 Cas isotrope
Pour un milieu de re´fe´rence isotrope :
L
(0) = dκ0J + 2µ0K, (2.19)
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la fonction de Green est calcule´e dans le domaine de Fourier par
G0ijkl(q = 0) = 0 et pour q 6= 0 :
G0khij(q) =
λ0 + µ0
µ0(λ0 + 2µ0)
qiqjqkqh
− 1
4µ0
(δkiqhqj + δhiqkqj
+ δkjqhqi + δhjqkqi), (2.20)
ou` λ0 = κ0 − 2dµ0 est le coefficient de Lame´. L’expression ci-
dessus est invariante par homothe´tie de la variable de Fourier q
et ne de´pend que de q/q (q2 = q21 + ...+ q
2
d). Elle de´coule de
G0ij,kl(q) = −
{
qi [N(q)]jk ql
}
sym
(2.21)
ou` l’indice“sym” indique une syme´trisation majeure et mineure.
Le tenseur acoustique N(q) est par de´finition
Nij(q) =
(
qk L
(0)
ik, lj ql
)−1
=
1
q2µ0
(
δij − λ0 + µ0
λ0 + 2µ0
qiqj
q2
)
. (2.22)
L’ensemble de ces expressions se de´montre a` partir des e´quations
d’admissibilite´ (2.3) et d’e´quilibre (2.2) des champs de de´forma-
tion et de contrainte e´crites dans le domaine de Fourier.
2.3.3 Champ de de´placement
Le champ de de´placement est calcule´ a posteriori et de ma-
nie`re cohe´rente avec le calcul par FFT :
u1(q) = −i {q1 [ε11(q)− ε22(q)] + 2q2ε12(q)} /q2, (2.23a)
u2(q) = i {q2 [ε11(q)− ε22(q)]− 2q1ε12(q)} /q2, (2.23b)
ou` q2 = q2x + q
2
y ; le mode de translation rigide q = 0 n’a pas de
pertinence dans la solution recherche´e.
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2.4 Lagrangien augmente´ avec algorithme
d’Uzawa
L’algorithme par transforme´e de Fourier rapide est une me´-
thode de point fixe ; par conse´quent il ne garantit pas que les
ite´rations convergent vers la solution. Il s’ave`re que la vitesse de
convergence, dans la forme originelle de l’algorithme par FFT,
est en gros proportionnelle au contraste entre les phases (89),
par conse´quent, il n’est pas applicable directement a` un milieu
poreux. Plusieurs ame´liorations ont e´te´ propose´es et notamment
une me´thode dite de Lagrangien augmente´ (80; 82; 89) couple´ a`
l’algorithme d’Uzawa (40; 64).
Dans la me´thode par Lagrangien augmente´ on introduit un
champ auxiliaire e(x) et on reformule le proble`me sous la forme
d’une minimisation de
inf
e
{
inf
u∈K(ε0)
〈ω(e)〉
}
(2.24)
ou` K(ε0) = {u tel que ε(u) = ε0 + ε(u∗),u∗ pe´riodique}, sous
la contrainte ε(u(x)) ≡ e(x). La notation ε(u) de´signe le ten-
seur de de´formation de´coulant du champ de de´placement u par
l’E´q. (2.3). On introduit alors le multiplicateur de Lagrange λ(x)
associe´ a` cette contrainte, et conside`re le Lagrangien augmente´ :
U (0)(ε(u), e, λ) = 〈ω(e)〉+ 〈λ : (ε(u)− e)〉
+
1
2
〈(ε(u)− e) : L(0) : (ε(u)− e)〉.(2.25)
L’introduction de ce Lagrangien augmente´ permet de transfor-
mer (2.24) en un proble`me de minimisation qui est un point de
selle pour la variable U (0)(81) et peut se re´soudre par l’algo-
rithme d’Uzawa. L’introduction du tenseur e peut s’interpre´ter
comme celle d’un tenseur de de´formation plastique, ne de´rivant
pas (au contraire de la de´formation totale) d’un champ de de´-
placement.
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L’initialisation de l’algorithme se fait par la mise a` ze´ro de
toutes les champs ; puis a` chaque e´tape :
(a) calculer e tel que
∂ω
∂e(x)
(x, e) + L(0) : e(x) = λ(x) + L(0) : ε(x),(2.26)
(b) mettre a` jour
λ(x)← λ(x) + C(0) : (ε(x)− e(x)), (2.27)
(c) mettre a` jour τ(x)← λ(x)− C(0) : e(x) (2.28)
(d) mettre a` jour ε(q)← Γ(0)(q) : τ(q), (2.29)
(e) test de convergence. (2.30)
Le calcul des transforme´es de Fourier rapides directe et inverse
est effectue´ a` l’aide de la librairie FFTW (37) (licence GPL, cal-
cul se´quentiel sur un processeur scalaire) ou VFFT (128) (code
dans le domaine public, calcul sur une machine vectoriel). La li-
brairie VFFT ne ge´rant que les transforme´es de Fourier 1D, une
imple´mentation en deux dimensions est effectue´e a` l’aide d’une
routine de transposition rapide de matrices. Les deux routines
FFTW et VFFT sont inte´gre´es dans un code Fortran.
Nous donnons la solution de (2.26a) dans le cas d’un mate´riau
e´lastique-parfaitement plastique tel que de´finie en (2.11). Posons
z = λ+L0 : ε, une variable tensorielle interme´diaire, l’inconnue
e´tant le tenseur e. Nous avons :
1
ee
=
(d− 1)µ0
ze
{
1 + min
(
µ
µ0
,
(d− 1)y
dze − (d− 1)y
)}
, (2.31)
les de´finitions des composantes e´quivalentes ee et ze e´tant iden-
tiques a` celles utilise´es pour la de´formation εe. Ce faisant, e est
entie`rement de´termine´ par le calcul de la composante moyenne
em = (e11 + e22)/2 qui est e´vident dans (2.26a).
Un crite`re de convergence est prescrit qui de´finit l’arreˆt de
l’algorithme. Le plus souvent, il portera sur la divergence du
champ de contrainte, l’admissibilite´ du champ de de´formation
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e´tant impose´e a` chaque ite´ration (par la suite, le crite`re exact
utilise´ sera pre´cise´ dans la description de chaque simulation nu-
me´rique). Lorsque la convergence requise est obtenue, le char-
gement ε0 est augmente´ en augmentant t, une nouvelle solution
calcule´e et ainsi de suite. On obtient alors une suite de champs
solutions ε(i)(x) correspondant a` des chargements ε
(i)
0 = tiε0
croissants dans une direction donne´e.
La vitesse de convergence de´pend du module e´lastique de re´-
fe´rence L(0) et du tenseur e´lastique C(0) qui est un parame`tre de
l’algorithme de descente d’Uzawa inde´pendant. Diffe´rents tests
de convergence ont abouti au choix C(0) ≡ L(0). Le tenseur L(0)
est par ailleurs choisi de manie`re empirique. La rapidite´ de l’algo-
rithme est teste´e sur quelques ite´rations pour diffe´rents modules
e´lastiques de L(0) compris entre 0 et les modules e´lastiques de la
phase matrice (dans le re´gime e´lastique). Dans le cas de phases
meˆmes line´aires, le choix optimal ne correspond pas ne´cessaire-
ment a` la loi e´lastique du milieu macroscopique. Il semble plus
sensible aux valeurs minimales et maximales des modules e´las-
tiques des phases (ceci rejoint (88)). Il a e´te´ observe´ que pour
une meˆme “classe” de microstructure (re´seau pe´riodique, milieu
de Hashin, milieu ale´atoire) la concentration des vides influe peu
sur le choix optimal de L(0). Cette observation permet une op-
timisation plus rapide des modules de re´fe´rence lorsque l’on fait
varier la concentration en pores.
2.5 Applications a` d’autres types de mate´-
riaux
Dans les calculs entrepris par la suite, l’algorithme du La-
grangien augmente´ est occasionnellement applique´ a` certains
autres potentiels ou lois constitutives. Un potentiel de type loi
de puissance est souvent utilise´ pour relier contrainte et taux
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de de´formation dans des mode`les de fluage des me´taux a` haute
tempe´rature. Nous conside´rerons la forme suivante :
ω(x, ε) =
y0
m+ 1
εm+1e + (+∞)εm, (2.32)
σij = σmδij +
y0
2εe
ε′ijε
m
e , (2.33)
ou` 0 ≤ m ≤ ∞. Le terme (+∞)εm signifie que le potentiel est
infini de`s que la de´formationmoyenne n’est pas nulle. Dans le cas
m = 0, le milieu est incompressible parfaitement plastique, et
e´lastique line´aire incompressible lorsquem = 1. Pour les milieux
poreux, nous n’avons observe´ de convergence par l’algorithme du
Lagrangien augmente´ que pour des valeurs de m proches de 1.
Pour reme´dier a` ce proble`me, un algorithme diffe`rent introduit
par P. Suquet et H. Moulinec a e´te´ mise en œuvre. Il est explicite´
au Chap. 6.
Le cas d’un milieu “auto-bloquant”, ou` la de´formation pos-
se`de un seuil et ou` la contrainte est potentiellement tre`s grande,
correspondant a` m = ∞, a e´galement e´te´ conside´re´. Pour ce
mate´riau, nous utilisons un algorithme similaire a` la me´thode
FFT par Lagrangien augmente´ mais exprime´ a` l’aide du tenseur
de Green en contrainte Γ0. Cet algorithme de´coule de l’e´criture
suivante syme´trique de (2.17) :
σij(x) = σ
0
ij +
∫
d2y Γ0ij,kl(x− y) νkl(y), (2.34a)
νij(x) ≡ εij(x)− S(0)ij,klσkl(x), (2.34b)
ou` la moyenne volumique de Γ0 est nulle, S(0), est un tenseur
de souplesse de re´fe´rence et la contrainte macroscopique σ0 est
le chargement applique´ en contrainte. La fonction de Green
en contrainte qui satisfait a` cette relation est calcule´e analy-
tiquement dans la repre´sentation de Fourier lorsque S(0) est iso-
trope. Dans cet algorithme, nous imposons la contrainte ma-
croscopique σ0 et le champ de contrainte σ(x) ve´rifie l’e´quation
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d’e´quilibre (2.2) a` chaque ite´ration. L’e´quation d’admissibilite´
(2.3) du champ de de´formation est ve´rifie´e lorsque l’algorithme
a converge´. Nous utilisons la formulation de (2.34a) suivante
dans la repre´sentation de Fourier (ou` ν est le tenseur e´quivalent
a` la polarisation τ dans la formulation en de´formation) :
σ(q) = Γ0(q) : ν(q), q 6= 0. (2.35)
La fonction de Green en contrainte Γ0(q) vaut (apre`s quelques
manipulations alge´briques), en fonction de la fonction de Green
en de´formation G0 de´finie en (2.18a) :
Γ0(q) = −
[(
S
(0)
)−1
+
(
S
(0)
)−1
: G0 :
(
S
(0)
)−1]
. (2.36)
Le calcul de Γ0(q) est effectue´ nume´riquement dans le cas ge´ne´-
ral.
2.6 Fonction de Green “discre`te”
2.6.1 Approches continue et discre`te
Dans l’algorithme par transforme´e de Fourier, nous avons vu
que les calculs s’ope`rent sur une grille de pixels. Pour re´soudre un
proble`me non-line´aire dans le continuum sur une telle grille, nous
avons en partie ignore´ la nature discre`te du syste`me et utilise´ les
outils de la me´canique continue. Par exemple, les moyennes des
champs sont calcule´es sur une grille de points mais la fonction
de Green des champs continus (GF) est ne´anmoins utilise´e pour
le tenseur de de´formation. Ce faisant, on anticipe le fait qu’a`
de grandes e´chelles la solution exacte est retrouve´e. Par cette
approche, on re´sout de manie`re approche´e le proble`me continu.
Une autre approche consiste a` modifier la formulation du pro-
ble`me pour qu’il soit cohe´rent avec le caracte`re discret inhe´rent
a` la re´solution nume´rique. Ceci consiste par exemple a` reformu-
ler la fonction de Green pour qu’elle co¨ıncide avec une me´thode
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d’inte´gration discre`te. Dans ce cas, une formulation approche´e
du proble`me est re´solue de manie`re exacte. Les deux approches
sont comple´mentaires. Dans le premier cas, nous nous en tenons
au seul proble`me qui nous inte´resse, cependant il est difficile
d’e´valuer les conse´quences nume´riques des incohe´rences lie´es a` la
formulation du proble`me. Dans le second, nous nous e´cartons in-
e´vitablement du proble`me d’origine, avec l’avantage ne´anmoins
de re´soudre de manie`re exacte un proble`me formule´ de manie`re
cohe´rente.
La distinction entre ces deux approches est-elle pertinente ?
Cette question se pose dans la mesure ou` les deux me´thodes
doivent eˆtre e´quivalentes lorsque la discre´tisation du syste`me est
suffisamment fine (par rapport a` l’e´chelle physique la plus petite
du proble`me). Lorsque les mate´riaux sont line´aires et le contraste
entre les phases mode´re´, les deux approches sont en effet sem-
blables. Au contraire, dans les proble`mes e´lastique-plastique, la
de´formation plastique est organise´e selon des bandes de cisaille-
ment d’e´paisseur faible dans le milieu continu. Ceci indique que
les faibles longueurs d’onde des champs ont une importance
cruciale. En conse´quence, la solution calcule´e est sensible au
sche´ma de discre´tisation employe´. Il s’ave`re alors utile de tes-
ter et de comparer les re´sultats obtenus par diffe´rentes fonctions
de Green.
2.6.2 Milieux parfaitement de´sordonne´s
Une autre proble´matique concerne le de´sordre dans les mi-
lieux he´te´roge`nes. Nous souhaitons simuler nume´riquement le
comportement effectif d’un milieu plastique poreux de´sordonne´.
Le comportement d’un tel milieu est essentiellement de´termine´
par les effets couple´s du de´sordre et de la non-line´arite´, en par-
ticulier au voisinage de la percolation.
Par mate´riau “parfaitement de´sordonne´”, nous entendons un
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mate´riau dont les corre´lations spatiales sont confine´es a` un do-
maine nul. Une quantite´ A(x) de´finie en tout point x du mate´-
riau est re´parti de manie`re parfaitement de´sordonne´e si :
〈[A(x)−〈A〉][A(x′)−〈A〉]〉 = [〈A2〉− 〈A〉2]vδ(x−x′) (2.37)
ou` 〈·〉 est une moyenne statistique sur un ensemble de configu-
rations et v → 0 un scalaire choisi de telle sorte que vδ(0) = 1
(cet abus d’e´criture e´tant une manie`re commode de manipuler
les e´quations, sa justification n’e´tant pas notre propos ici). Pour
un mate´riau discret, les indices i et j de´signant les valeurs en
des sites particuliers :
〈[Ai − 〈A〉][Aj − 〈A〉]〉 = [〈A2〉 − 〈A〉2]δij. (2.38)
Dans un mate´riau de´sordonne´, l’e´chelle de longueur naturelle
ξ qui gouverne le processus de percolation est la taille caracte´-
ristique des plus gros amas, qui diverge au point de percolation,
i.e. a` la porosite´ f ou` un pore ramifie´ recouvre l’ensemble du
syste`me.1
Pour e´tudier un tel proble`me, on se place d’ordinaire en phy-
sique statistique dans le cadre d’un milieu dont le de´sordre est
parfait. En pratique, ceci consiste a` choisir inde´pendamment les
proprie´te´s constitutives de chaque pixel, appartenant a` la phase
poreuse avec une probabilite´ f et a` la matrice avec une probabi-
lite´ 1−f . L’e´chelle de longueur microscopique a pertinente dans
ce syste`me est la taille de corre´lation du de´sordre, qui est celle
d’un pixel.
Un avantage de ce processus re´side dans le fait que les confi-
gurations du syste`me sont facilement spe´cifie´es. En ge´ne´ral, une
1Cette analyse s’applique qualitativement au phe´nome`ne de percolation e´tudie´ au Ch.
7 qui est diffe´rent : la porosite´ est fixe´e, et la percolation survient a` un certain instant de
chargement macroscopique lorsque les bandes de localisation de la de´formation plastique
recouvrent l’ensemble du syste`me. L’e´chelle de longueur caracte´ristique qui gouverne la
percolation est fonction de l’e´tendue des zones de de´formation plastique.
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moyenne statistique sur un grand nombre d’e´chantillons (dif-
fe´rentes de´terminations de la microstructure a` une porosite´ f
donne´e) est ne´cessaire pour obtenir des donne´es fiables sur la
loi constitutive macroscopique. Le nombre de configurations a`
simuler peut eˆtre re´duit en augmentant la taille L du syste`me,
sous-entendant un argument d’ergodicite´ (on pense en effet que
ces syste`mes sont auto-moyennants).
Pour des raisons pratiques, il est pre´fe´rable qu’un pixel repre´-
sente en soi un e´le´ment microscopique de matie`re. Afin que ceci
ait un sens, les e´quations de transport doivent pouvoir eˆtre utili-
se´es dans une forme, ou`, par exemple, les conditions d’e´quilibre
s’appliquent a` ce pixel. Ceci requiert une discre´tisation cohe´rente
des e´quations valable dans le continu : le sche´ma centre´ ne peut
pas par exemple satisfaire a` cette condition car la continuite´ n’y
est pas applique´e au niveau du pixel.
On peut se demander si de tels mode`les ide´aux sont per-
tinents dans la pratique. Le mode`le de de´sordre parfait, avec
son re´gime de percolation, est pertinent car il permet de tes-
ter les pre´dictions des the´ories des milieux effectifs. Les versions
auto-cohe´rentes de ces the´ories permettent en principe de rendre
compte de comportement de mate´riaux he´te´roge`nes a` contraste
infini (par ex. les milieux poreux) et fortement de´sordonne´s.
Elles ne contiennent en ge´ne´ral pas d’informations sur des cor-
re´lations spatiales de taille finie et s’appuient le plus souvent
sur des hypothe`ses (implicites ou non) de de´sordre parfait, et
d’isotropie. Nous ne pouvons donc espe´rer que l’accord entre
ces the´ories et les calculs sur un re´seau soit excellent (et encore
moins au point de percolation).
Nous examinons dans la suite de cette partie la me´thode par
FFT dans le contexte simple d’un mate´riau 2D e´lastique-parfai-
tement plastique contenant un re´seau de pores pe´riodique sou-
mis a` un chargement en compression. Nous de´veloppons dans
un premier temps : (1) la me´thode originale de Moulinec et Su-
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quet, utilisant la formulation continue du tenseur de Green en
de´formation ; (2) une moyenne sur 5 points de la solution pre´-
ce´dente afin d’e´liminer certains artifices de la me´thode, puis un
calcul avec fonction de Green discre`te compatible avec le milieu
fortement de´sordonne´. Cependant, cette me´thode posse`de un in-
conve´nient majeur qui est corrige´ de deux fac¸ons diffe´rentes par
(3) une version syme´trise´e et (4) une version syme´trise´e non-
locale. Mentionnons de plus une autre me´thode, qui devrait eˆtre
analogue a` la technique (2), consistant a` supprimer (mettre a`
ze´ro) la plus haute fre´quence dans la repre´sentation de Fourier
(127).
Nous exposons maintenant les diffe´rentes me´thodes et com-
parons les re´sultats obtenus a` la fois d’un point de vue qualitatif
par l’inspection des images informatiques des zones plastiques
et des structures des bandes de localisation entre les vides, et de
manie`re quantitative par l’examen des proprie´te´s de convergence
des me´thodes utilise´es.
Une de´monstration de l’inte´reˆt pratique de la me´thode dis-
cre`te dans le cas d’un milieu de´sordonne´ est expose´e au Ch. 7.
2.6.3 Discre´tisation de la fonction de Green
Nous construisons ici une version discre`te du proble`me a` mi-
crostructure pe´riodique simule´e sur une grille bidimensionnelle
de taille L×L. Les transformations de Fourier directe et inverse
sur cette grille sont de´finies par :
f(q) =
∑
x
eix·qf(x), x = (x1, ..., xd) , (2.39)
f(x) =
1
Ld
∑
q
e−ix·qf(q), q = (q1, ..., qd) ,
qi =
2πmi
L
, (2.40)
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ou` xi = 0, ..., L − 1 et mi = 0, ..., L − 1. En introduisant des
vecteurs unite´ le long des axes ei de tel sorte que eij = δij, nous
suivons Luck (68) et utilisons des sche´mas de discre´tisation a`
droite et a` gauche pour les e´quations de compatibilite´ et d’e´qui-
libre, respectivement :
εij(x) =
1
2
[
uj(x+ e
i)− uj(x)
+ui(x+ e
j)− ui(x)
]
, (2.41a)∑
j
[
σij(x)− σij(x− ej)
]
= 0. (2.41b)
La dernie`re e´quation impose l’e´quilibre sur n’importe quelle do-
maine connexe fini de pixels, a` la diffe´rence d’un sche´ma centre´.
Soit maintenant τ(x) = σ(x) − L(0) : ε(x) le tenseur de pola-
risation, ou` L(0) est le tenseur e´lastique du milieu de re´fe´rence.
Nous cherchons le tenseur de Green “discret”GD de´fini dans le
domaine de Fourier par :
εij(q) = G
D
ij,kl(q)τkl(q), q 6= 0. (2.42)
Le re´sultat ge´ne´ral est le suivant :
G
D
ij,kl(q) = −
1
4
[
k∗iN
−1
jl (q)kk + k
∗
jN
−1
il (q)kk
+k∗iN
−1
jk (q)kl + k
∗
jN
−1
ik (q)kl
]
, (2.43)
ou` Nij = k
∗
kL
0
ik,ljkl est le tenseur acoustique et les complexes
ki, k
∗
j sont tels que (i non positionne´ en indice est le nombre
complexe
√−1) :
εij(q) =
−i
2
[
k∗i uj(q) + k
∗
jui(q)
]
, (2.44)
−ikjσij(q) = 0. (2.45)
Pour les sche´mas a` gauche et a` droite (2.41) on a ki = 2 sin
(
qi
2
)
ei
qi
2
et k∗j est le conjugue´ de kj. Ainsi le cas isotrope 2D avec les sche´-
34 Chapitre 2. Me´thode nume´rique par transforme´e de Fourier
mas a` droite et a` gauche (2.41) conduisent a` :
G
D
ij,kl =
−1
M
[(
1 +
λ0
µ0
)
k∗i δjl + k
∗
j δil
|k|2
−λ
0
µ0
(kik
∗
j + kjk
∗
i )
k∗l
|k|3 −
k∗i k
∗
jkl
|k|3
]
kk
|k| , (2.46)
M = 1 + λ0
[
1 + 4
|k1|2|k2|2
|k|4 sin
2
(
q1 − q2
2
)]
,
ou` |k|2 = |k1|2 + |k2|2, |ki|2 = kik∗i et λ0 = κ0 − µ0. Nous ne
syme´trisons pas le tenseur de Green GD par rapport aux indices
k et l, car il est contracte´ avec le tenseur syme´trique τkl. Le
tenseur continu G(0) (Eq. 2.20) est retrouve´ dans la limite L→
∞. Le sche´ma avec diffe´rences centre´es donne lieu a` une fonction
de Green re´elle qui peut se de´duire facilement du tenseur de
Green continu en remplac¸ant la coordonne´e de Fourier qi par
sin(qi).
La formule ci-dessus est confirme´e en ve´rifiant que, de ma-
nie`re similaire aux proprie´te´s de la fonction de Green du continu,
le tenseur de Green GD ve´rifie :
G
D : σ = 0 si et seulement si (2.45), (2.47)
G
D : L(0) : ε = −ε si et seulement si (2.44). (2.48)
Un tenseur de Green raisonnable de´fini sur un re´seau carre´
doit satisfaire a` l’ensemble des syme´tries communes au re´seau
et aux e´quations re´solues par la fonction de Green continue2. Ce
n’est pas le cas de la fonction de Green discre`te (2.46), dont la
2Les syme´tries carre´s du re´seau 2D impliquent pour un tenseur ge´ne´ral T d’ordre n ≥ 0
(la dernie`re seulement des trois syme´tries est ve´rifie´e par GD) :
Ti1...in(−x, y) = (−1)i1+...+inTi1...in(x, y),
Ti1...in(x,−y) = (−1)1−i1+...+1−inTi1...in(x, y),
Ti1...in(x, y) = Ti′1...i′n(y, x), (i
′
k = 1 si ik = 2, i
′
k = 2 sinon).
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partie imaginaire est non nulle, du fait de la brisure de syme´trie
entre les deux diagonales introduites dans les sche´mas (2.41). En
conse´quence, les champs calcule´s ne sont pas syme´triques (voir
partie suivante).
Pour reme´dier a` cette de´ficience, nous conside´rons deux me´-
thodes simples. La premie`re, que nous nommerons fonction de
Green discre`te 1 (DG1) consiste a` remplacer (2.46) par une ver-
sion artificiellement syme´trise´e
GD1ij,kl ≡
1
4
{
GDij,kl(q1, q2) +G
D
ij,kl(−q1,−q2)
+(−1)i+j+k+l [GDij,kl(q1,−q2)
+GDij,kl(−q1, q2)
]}
. (2.49)
Ce tenseur de Green ne correspond a` aucun sche´ma de discre´-
tisation comme on peut le montrer, mais il s’interpre`te comme
le tenseur de Green d’un mate´riau non-local, dans lequel le ten-
seur L0 est remplace´ par un noyau de convolution de rayon fini.
La seconde me´thode (DG2) consiste a` calculer quatre solutions
diffe´rentes sur le meˆme syste`me jusqu’a` convergence, en utili-
sant pour Gij,kl(q1, q2) l’un des quatre tenseurs G
D
ij,kl(q1,−q2),
GDij,kl(q1,−q2), GDij,kl(−q1, q2), GDij,kl(−q1,−q2) tour a` tour (les
quatre sche´mas de discre´tisation correspondants sont donne´s
Fig. 2.3). La solution retenue est alors la moyenne des quatre
champs de de´formation obtenus, laquelle nous permet de de´-
duire le champ de contrainte graˆce aux relations constitutives.
Nous comparons les me´thodes discre`tes (DG1) et (DG2) avec les
re´sultats obtenus pour le tenseur de Green du continu (CG1).
Enfin nous introduisons, par comparaison, des images obtenues
en moyennant localement les champs de (CG1) sur 5 pixels, et
nommons cette me´thode (CG2).
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2.6.4 Re´sultats nume´riques pour un re´seau ide´al
de pores
Nous conside´rons dans cette partie une microstructure e´lastique-
parfaitement plastique pe´riodique dont la cellule e´le´mentaire
carre´e contient un unique pore circulaire. Le milieu est ainsi
constitue´ d’un re´seau parfait de vides. Il est soumis a` un charge-
ment en de´formation et la cellule e´le´mentaire est discre´tise´e en
une grille de 512× 512 pixels. Dans l’algorithme par FFT, nous
utilisons le crite`re de convergence absolue sur la contrainte :
max
i,j,x
|σ(i)ij (x)− σ(i+1)ij (x)| < η,
ou` σ(i) est le champ de contrainte a` l’e´tape i de l’algorithme par
FFT et η est la tole´rance prescrite. Les calculs ont e´te´ obtenus
pour des valeurs de tole´rance η = 10−6 ou η = 5 10−6. Dans la
cellule e´le´mentaire, le pore est centre´ et syme´trise´ afin que le
vide respecte toutes les syme´tries du carre´ (effets de la discre´-
tisation inclus). La fraction surfacique de pores est f ≃ 0.03.
Le parame`tre de controˆle de chargement est la de´formation ma-
croscopique dans le mode axisyme´trique. Elle est prescrite par
ε0ij = 〈εm〉δij. Le module e´lastique et le module de compres-
sibilite´ dans la matrice sont µ = 0.4 et κ = 1 tandis que le
seuil plastique est y0 = 0.5. Les modules e´lastiques du milieu de
re´fe´rence valent µ0 = 0.2, κ0 = 0.5.
Zone de de´formation plastique
Au cours du chargement, la plasticite´ se de´veloppe tout d’abord
autour des pores par la croissance d’une zone plastique, de´finie
comme l’ensemble des points de la matrice P = {x/σe(x) = y0}.
Pour une de´formation macroscopique mode´re´e, la zone plastique
demeure a` peu pre`s sphe´rique (conforme´ment au proble`me de la
sphe`re creuse, ou de son extension, le vide dans un milieu infini,
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voir par exemple (69)) ceci tant que les pores sont suffisamment
e´loigne´s les uns des autres pour que les effets de la pe´riodicite´
restent faibles. Les Figs. (2.4a) et (2.4b) repre´sentent la zone de
la matrice soumis a` une de´formation plastique (en noir) pour
des chargements macroscopiques faibles 〈εm〉 = 0.2, et 0.3 res-
pectivement. La structure des champs est suppose´e posse´der une
syme´trie carre´e, de sorte que seul le quart de chaque figure est
montre´ pour chaque me´thode CG1, CG2, DG1, DG2 (dans le
sens des aiguilles d’une montre du quart en haut a` gauche au
quart en bas a` gauche - l’espace en blanc le long des axes Carte´-
siens ne fait pas partie de la solution !). Cependant, la syme´trie
n’est pas parfaite, par le fait d’arte´facts nume´riques (quelques
pixels ne respectent pas la syme´trie selon l’axe diagonal).
De manie`re ge´ne´rale, la forme sphe´rique de la zone de de´for-
mation plastique est retrouve´e par les quatre me´thodes, quoique
celle-ci soit d’un aspect plus rugueux aux premie`res e´tapes de la
plastification dans les me´thodes CG1 et CG2, plus sensibles aux
effets du re´seau. Avec la fonction de Green continue (CG1, CG2,
en haut de la figure), nous observons un grand nombre de points
(pixels) non-plastifie´s situe´s a` l’inte´rieur de la zone plastique, et
organise´s en une forme de configuration en “damier”. Ces pixels
alternativement plastifie´s et non-plastifie´s ne disparaissent pas
mais au contraire perdurent lorsque l’erreur de la simulation η
de´croˆıt. L’image obtenue pour CG2 (en haut a` droite) montre
qu’une moyenne locale sur 5 points ne peut re´duire ces artifices :
un trou dans la zone plastique apparaˆıt en Fig. 2.4b (CG2, haut-
droit), il est absent dans les me´thodes discre`tes DG1, DG2 (bas
de la Fig.), quoique deux petits trous subsistent dans le calcul
avec DG2.
Pour des chargements plus grands en de´formation, nous ob-
servons un effet important de la pe´riodicite´ du milieu. La zone
plastique croˆıt alors en accord avec la syme´trie carre´e (Fig.
2.5 avec 0.782 ≤ 〈εm〉 ≤ 0.79 et Fig. 2.6 pour 〈εm〉 = 1.2).
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Dans la Fig. 2.5, on distingue les diffe´rences entre les quatre
me´thodes par FFT a` la coalescence de toutes les zones plas-
tiques dans le re´seau (ci-dessous appele´ simplement “coalescen-
ce”). Trois points de de´formation macroscopique qui se pro-
duisent le´ge`rement avant la coalescence, au point de coalescence
et enfin le´ge`rement apre`s sont repre´sente´s.
Peu de diffe´rences sont visibles entre les images avec les dif-
fe´rentes me´thodes (des ondulations apparaissent sur la frontie`re
entre la zone plastique et le reste de la matrice avec les me´thodes
DG1 et DG2), si ce n’est que l’image calcule´e avec la me´thode
CG1 est brouille´e aux coins en haut a` droite et en bas a` gauche,
ce qui empeˆche d’observer le comportement a` la coalescence. Les
me´thodes DG1 et DG2 ame´liorent la qualite´ des images et nous
observons sur l’image du milieu de la Fig. 2.5 que la percolation
se produit par e´mission de deux boucles de zones plastiques aux
extre´mite´s de la zone plastique. Une plus grande de´formation
applique´e est requise avec la me´thode DG1 qu’avec la me´thode
DG2, et la boucle est mieux forme´e avec la me´thode DG2 (image
a` 〈εm〉 = 0.786).
Bandes de localisation
La Fig. 2.7 repre´sente, en e´chelle de couleurs grises, la par-
tie e´quivalente εpe(x) =
√
εp : εp/2 de la de´formation plastique
obtenue par soustraction de la partie e´lastique de la de´forma-
tion totale soit εp = ε − L−1 : σ. Le champ est repre´sente´ pour
〈εm〉 = 0.2. Les quatre me´thodes pre´disent a` peu pre`s les meˆmes
valeurs des champs, mis a` part aux environs de l’interface pore-
matrice et a` l’inte´rieur de l’inclusion ou` les diffe´rences les plus
notables apparaissent : le champ de de´formation est tre`s faible
avec la me´thode DG2 et conside´rablement plus grand avec la
me´thode CG1 (on note cependant que seules les valeurs des
champs aux bords des pores sont pertinentes). Des structures de
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localisation des champs sont apparentes au voisinage des pores,
sous forme d’un re´seau fin de bandes de haute intensite´. Ceci
montre que la localisation peut apparaˆıtre “localement” avant
que l’e´coulement plastique macroscopique n’ait e´te´ atteint, i.e.
avant la percolation de la zone plastique. Cette observation peut
eˆtre rapproche´e des e´ve´nements d’e´mission de dislocations a` par-
tir de la surface d’un pore sur un re´seau atomique (119). En ce
sens, la discre´tisation est un ingre´dient essentiel. Il est difficile
de dire jusqu’a` quel point. Nous pouvons cependant pre´voir que
dans les deux cas, cela joue un roˆle physique analogue en aidant
au choix d’un lieu d’e´mission des bandes de localisation sur la
surface du pore (quoique la forme de l’interaction e´lastique soit
bien suˆr diffe´rente dans les deux cas). E´tant donne´ les faibles
dimensions de ces bandes de localisation, leurs directions pre´fe´-
rentielles sont fortement influence´es par la discre´tisation a` petite
e´chelle, plutoˆt que par les grandes e´chelles de longueur attache´es
a` la structure pe´riodique.
Les Fig. (2.8a) et (2.8b) repre´sentent le champ εpe(x) pour
〈εm〉 = 1.2. Des bandes de localisation de grande amplitude
recouvrent l’ensemble du syste`me avec de plus petites enche-
veˆtre´es a` l’inte´rieur sous la forme de structures auto-similaires.
La valeur de la de´formation e´quivalente de´croˆıt de la surface
du pore jusqu’aux bords de la cellule unite´ (du noir au blanc),
et les bandes de localisation de grande taille sont moins fortes
que les plus petites. Nous savons, d’apre`s la the´orie des carac-
te´ristiques (Hencky, 1923), que les lignes de glissement doivent
eˆtre des spirales logarithmiques au voisinage d’un vide circulaire
(voir (52)). Nous avons observe´ que les bandes de localisation
calcule´es par FFT sont tre`s proche de spirales logarithmiques,
dans toute la cellule e´le´mentaire. D’autre part, de telles spirales
sont observe´es expe´rimentalement dans un me´tal en de´formation
plane (voir Fig. 2.14).
De manie`re surprenante, les bandes de localisation les plus
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grandes (entourant les autres bandes de localisation) ont une
largeur finie. Cette constatation est a` rapprocher d’un phe´no-
me`ne similaire observe´ dans le cas d’un chargement en cisaille-
ment, qui est discute´ au Ch. 6. La figure la plus nette est obtenue
pour la me´thode CG2 (en haut a` droite), i.e. le champ moyenne´
sur 5 points de CG1 (en haut a` gauche). La fonction de Green
discre`te GF avec syme´trisation a posteriori DG2 fournit le se-
cond meilleur re´sultat (DG2, en bas a` gauche ; noter les petites
boucles de champs localise´s paralle`les aux axes carte´siens a` coˆte´
de la surface du vide qui sont rendues finement Fig. 2.8b). Nous
observons enfin que la me´thode par fonction de Green syme´trise´e
fournit une image floue (DG1, en bas a` droite) ou` les e´le´ments de
petite taille sont ignore´s, mais ou` les structures de grande taille
sont ne´anmoins pre´sentes. Nous notons e´galement la diffe´rence
frappante entre les structures de localisation et celles de la zone
plastique dans la Fig. 2.6, bien plus importantes : les bandes de
localisation ne correspondent pas aux frontie`res externes de la
zone de de´formation plastique en ge´ne´ral, quoique l’on puisse
observer quelques points de tangence communs aux deux.
Nous concluons cette section par une illustration des diffe´-
rences entre les deux me´thodes sur une microstructure forme´e
d’un petit nombre de pores re´partis ale´atoirement dans la cellule
unite´ d’un mate´riau pe´riodique. Les images des zones plastique
dans les simulations nume´riques par fonctions de Green continue
(CG1) et discre`te (DG2) sont repre´sente´es Fig. 2.13 (en haut).
Les observations faites sur le re´seau de pores se retrouvent quali-
tativement pour des microsctructures plus complexes. En parti-
culier, la zone de de´formation plastique est quasiment“sans trou”
avec la me´thode DG2. Pour le champ de´viatorique εe (bandes
de localisation en bas de la Fig.), peu de diffe´rences subsistent
hormis dans les vides.
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Fig. 2.3 – Repre´sentation symbolique des quatre sche´mas de discre´tisation
utilise´s dans la me´thode DG2. Prise se´pare´ment, aucun des sche´mas ne res-
pecte toutes les syme´tries du carre´. Voir texte p. 35.
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DG2 DG1
CG1 CG2
DG2 DG1
CG1 CG2
Fig. 2.4 – agrandissement de la zone plastique autour du pore au de´but
d’un chargement axisyme´trique. Haut : apre`s apparition de la de´formation
plastique ε0 = 0.2, et bas : lorsque 〈εm〉 = 0.35. Chacune des quatre me´thodes
CG1, CG2, DG1 et DG2 occupe le quart de chaque figure. Voir texte p. 37.
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0.786
CG1
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DG2
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DG2
0.79
DG1
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DG1
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Fig. 2.5 – zone de de´formation plastique (noir) autour de chaque pore (quart
de disque blanc) du re´seau au moment de la “coalescence” des zones plas-
tiques : dans la microstructure pe´riodique, les zones de de´formation plastique
qui croissent autour de chaque pore se regroupent en une zone unique, a` une
certaine de´formation impose´e. Dans chaque image, seul un quart de la cellule
e´le´mentaire est repre´sente´. Les trois lignes correspondent aux me´thodes CG1,
DG2 et DG1 de haut en bas, et pour chaque me´thode, trois images sont re-
pre´sente´es juste avant la coalescence des amas, au moment de la coalescence
et juste apre`s (de gauche a` droite). Les valeurs de la de´formation applique´e
ε0 = 〈εm〉 sont indique´es dans chaque image (la valeur de la de´formation
a` la coalescence est le´ge`rement diffe´rente selon la me´thode employe´e). La
concentration en pores est f = 0.03. Voir texte p. 38.
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DG2 DG1
CG1 CG2
Fig. 2.6 – zone plastique finale (noir) atteinte dans le re´gime d’e´coulement
plastique du mate´riau, calcule´e pour chacune des quatre me´thodes par FFT
CG1, CG2, DG1 et DG2 (chargement axisyme´trique 〈εm〉 = 1.2). La concen-
tration en pores est f = 0.03. Voir texte p. 38.
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DG2 DG1
CG1 CG2
Fig. 2.7 – Apparition des bandes de localisation autour du pore. Champ de
de´formation de´viatorique εe pour un faible chargement axisyme´trique 〈εm〉 =
0.2. La concentration en pores est f = 0.03. Voir texte p. 38.
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DG2 DG1
CG1 CG2
(b)
Fig. 2.8 – bandes de localisation de´veloppe´es a` plus forte de´formation
moyenne impose´e 〈εm〉 = 1.2 (par comparaison avec la Fig. 2.7) : partie
e´quivalente εe du champ de de´formation. Dans les re´sultats nume´riques de
la me´thode par FFT, en particulier (CG1), des pixels avec de fortes valeurs
en de´formation apparaissent sur le bord du pore. Les pixels avec grandes
valeurs de la de´formation (2% d’entre eux pour CG1, 0.8, 0.3 et 0.1% pour
CG2, DG2 et DD1 resp.) ont e´te´ seuille´s dans ces images. La concentration
en pores est f = 0.03. Voir texte p. 39
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DG2 DG1
CG1 CG2
Fig. 2.9 – champ de contrainte moyenne σm (oppose´ de la pression) pour
un chargement axisyme´trique en de´formation 〈εm〉 = 1.2. Les maxima sont
situe´s exactement sur les milieux des quatre coˆte´s de la cellule unite´ (des
maxima locaux se situent e´galement sur les diagonales). La concentration en
pores est f = 0.03. Voir texte p. 53.
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Fig. 2.10 – courbes de la contrainte macroscopique σ0 = 〈σm〉 et de la frac-
tion surfacique de´forme´e plastiquement fp dans la matrice au cours du char-
gement, pour chaque me´thode par FFT GC1, GD1 et GD2. La quantite´
fp = cp/c2 est la surface cp de la “phase plastique” normalise´e par la concen-
tration c2 de la matrice. La concentration en pores est f = 0.03. Voir texte
p. 53.
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Fig. 2.11 – Convergence des simulations par FFT du milieu plastique pe´rio-
dique avec re´seau parfait de vides, selon deux crite`res de convergence et trois
fonctions de Green GC1, GD1 et GD2. Pour chaque simulation, le charge-
ment ε0 = 〈ε〉m = 1 est atteint au moyen de 5 000 incre´ments de de´formation
∆ε0 = 2.10
−4. Le chargement est augmente´ lorsque la tole´rance d’erreur
prescrite est atteinte (voir texte pour la de´finition des crite`res 1 et 2). Pour
la me´thode GD2, les calculs ont e´te´ effectue´s avec une fonction de Green
seulement et le nombre d’ite´rations total multiplie´ par 4. Voir texte p. 54.
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Fig. 2.12 – Justesse (erreur par rapport a` la valeur finale de la contrainte
macroscopique, voir texte) η′ de la contrainte macroscopique repre´sente´e en
fonction du nombre d’ite´rations n, pour deux me´thodes par FFT avec fonc-
tion de Green continue (GC1) et discre`te (GD2). Ces quantite´s sont calcule´es
a` une de´formation macroscopique donne´e ε0 = 1.5 pour un syste`me de taille
5122 pixels, et une concentration en vides de 10%. Voir texte p. 56.
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Fig. 2.13 – Simulations nume´riques pour un milieu pe´riodique e´lastique-
parfaitement plastique contenant quelques dizaines de pores re´partis dans
la cellule unite´ (en haut, pores en jaune) avec chargement axisyme´trique en
de´formation ε0 = 1.5 : cartes du champ de de´formation e´quivalent εe (bas,
valeurs faibles en noir, grandes en rouge) et zones plastiques (haut, en bleu
clair). Les re´sultats obtenus pour la fonction de Green continue (GC1) et la
me´thode par fonction de Green discre`te (GD2) sont respectivement a` gauche
et a` droite. Les connections entre zones plastiques sont non-ambigue¨s dans
l’image produite par la me´thode (GD2) en haut a` droite. Voir texte p. 40.
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Fig. 2.14 – Bandes de cisaillement observe´es dans un me´tal autour d’une
inclusion circulaire (50). Voir texte p. 39.
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2.6.5 Contrainte macroscopique d’e´coulement
et coalescence de la zone plastique
Conside´rons a` nouveau la composante 〈σm〉(x) du champ de
contrainte (oppose´ de la pression) repre´sente´e en Fig. 2.9 pre´-
sente la pour 〈εm〉 = 1.2, a` la meˆme e´chelle que la Fig. (2.8a).
Nous voyons que cette contrainte est fortement diminue´e dans
la zone plastique, excepte´ dans les goulots d’e´tranglements ou`
elle atteint sa valeur maximale. Notons a` ce propos que si l’on
interpre`te la nucle´ation de vides comme un me´canisme domine´
par les zones de forte tension durant la de´formation plastique,
ceci indique que les croisement des bandes de cisaillement sont
des zones pre´fe´rentielles de nucle´ation en rupture ductile. Cette
image montre e´galement qu’il est plus probable que de nouveaux
vides apparaissent a` l’intersection des bandes de localisation, au-
dela` des vides pre´existants, plutoˆt que dans leur voisinage imme´-
diat. On note que le champ de pression est en quelque sorte plus
sensible aux structures de localisation des champs de de´forma-
tion en cisaillement, dont les contours sont le´ge`rement apparents
sur cette image.
La Fig. 2.10 illustre quantitativement d’autres diffe´rences entre
les me´thodes utilise´es. La moyenne sur tout le re´seau 〈σm〉 de
la composante moyenne du champ de contrainte est trace´e en
fonction de la de´formation macroscopique applique´e 〈εm〉. La
fraction surfacique de la zone plastique fp = cp/c2 dans la ma-
trice, ou` cp est la fraction surfacique de la zone plastique (P) et
ou` c2 = 1− f la fraction surfacique de la matrice, est e´galement
repre´sente´e.
La contrainte macroscopique d’e´coulement plastique est at-
teinte lorsque les zones plastiques “coalescent” dans tout le sys-
te`me (on peut comparer ceci aux valeurs de la de´formation dans
la Fig. 2.5). Cet e´ve´nement important co¨ıncide en effet avec
la saturation de la contrainte moyenne 〈σm〉 a` sa valeur effec-
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tive d’e´coulement plastique (la contrainte de´viatorique moyenne
e´tant nulle pour le chargement en conside´ration). Ceci peut eˆtre
interpre´te´ physiquement par le fait que la de´formation macro-
scopique plastique n’est atteinte que lorsqu’un re´seau connecte´
de matie`re de´forme´ plastiquement balaye l’ensemble du syste`me.
La contrainte d’e´coulement est faiblement de´pendante de la
me´thode utilise´e. Quant a` la quantite´ fp, elle s’e´carte de la valeur
nulle de`s que l’on quitte le re´gime e´lastique line´aire. Lorsque la
valeur de la de´formation est proche de la percolation de la zone
plastique, la courbe fp(〈εm〉) est soumise a` une transition bru-
tale, illustre´e par l’agrandissement dans l’encart de la Fig. (2.10).
La me´thode CG1 fournit la transition la plus douce, avec une
forte tendance a` la saturation, tandis que la me´thode DG2 fait
apparaˆıtre un de´lai avec le changement de re´gime, de manie`re
cohe´rente avec la Fig. (2.10). Les trois me´thodes CG1, DG1 et
DG2 ne nous ont pas permis d’observer une saturation de la
quantite´ fp dans la feneˆtre de nos calculs.
2.6.6 Vitesses de convergence
Nous examinons maintenant les proprie´te´s de convergence des
me´thodes CG1, DG1 et DG2 pour le re´seau pe´riodique de pore.
Le cas e´tudie´ ici est un exemple de mate´riau fortement non-
line´aire avec contraste infini entre phases, et faible de´sordre. La
porosite´ est fixe´e a` f = 10%. Nous e´valuons les performances
des me´thodes de Fourier de deux fac¸ons distinctes. Un premier
calcul (Fig. 2.11) porte sur la pre´cision (de´finie selon deux cri-
te`res) des champs solutions de la me´thode de Fourier apre`s n
ite´rations de l’algorithme (pour la me´thode de Green GD2, ce
nombre a e´te´ multiplie´ par 4 ainsi chaque ite´ration peut eˆtre vue
comme e´quivalente en temps, ne´cessitant chacune 6 transforme´es
de Fourier rapide). La taille du syste`me est fixe´e a` L = 512. A`
une taille plus grande, un nombre moins important d’ite´rations
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est ne´cessaire pour obtenir une pre´cision identique, sans cepen-
dant changer les performances relatives des diffe´rentes me´thodes
par FFT.
Nous calculons tout d’abord la pre´cision relative des diffe´-
rentes me´thodes en imposant une de´formation hydrostatique
ε0 = 〈εm〉 = 100% au moyen de 5 000 chargements interme´-
diaires re´gulie`rement espace´s (Fig. 2.11). Le nombre total d’ite´-
rations est n, et nous repre´sentons en e´chelle logarithmique la
pre´cision des calculs en fonction de n, selon deux indicateurs
η. Le premier indicateur (crite`re 1, e´chelle a` gauche) est calcule´
dans le domaine de Fourier en imposant a` chaque e´tape le crite`re
de convergence :√
〈||divσ(q)||2〉
||σ(q = 0)|| ≤ η, (2.50)
ou` la norme d’un tenseur d’ordre deux est ||σ|| =
√∑
ij σ
2
ij.
Pour le crite`re 2 (e´chelle de droite) :
sup
x
{ ||e(x)− ε(x)||
ε0
,
||σ(x)− λ(x)||
σ0
}
≤ η. (2.51)
Les tenseurs e et λ sont les variables interme´diaires de l’algo-
rithme par Lagrangien augmente´, et convergent respectivement
vers ε et σ.
Pour le premier crite`re, l’indicateur de convergence η se com-
porte grossie`rement comme une loi de puissance du nombre d’ite´-
rations d’exposant −0.7 pour la fonction de Green continue, et
−1.2 pour la fonction de Green discre`te GD2, ce qui est plus
rapide. Pour le second crite`re, les diffe´rences sont moindres, les
exposants e´tant respectivement −0.56 et −0.62 environ.
Une deuxie`me me´thode est mise en œuvre afin de compa-
rer les vitesses de convergences des me´thodes par FFT, e´value´e
par la justesse η′ ou diffe´rence entre la contrainte calcule´e et la
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contrainte finale en fonction du nombre d’ite´rations n pour les
me´thodes GC1, GD1 et GD2 (Fig. 2.12). Par souci de simplicite´,
la de´formation macroscopique ε0 = 150% est directement impo-
se´e a` chaque ite´ration. Le crite`re η′ est un indicateur portant sur
la norme de la contrainte macroscopique par rapport a` la valeur
a` la convergence :
η =
√
(〈σ(n)m 〉 − 〈σm〉) : (〈σ(n)m 〉 − 〈σm〉)
σ0
≤ η, (2.52)
ou` n est le nombre d’ite´rations, 〈σ(n)m 〉 la contrainte macrosco-
pique calcule´e a` l’e´tape n et 〈σm〉 est la contrainte macroscopique
limite pour n→∞. Celle-ci est extrapole´e de nos calculs d’apre`s
la formule empirique
〈σ(n)m 〉 = 〈σm〉(1 + AnB)
(A, B sont des parame`tres de re´gression non-line´aires).
La Fig. 2.12 montre que la me´thode par fonction de Green
discre`te GD2 converge plus rapidement que la me´thode CG1. La
justesse η′ tend vers 0 avec une loi de puissance d’exposant−0.25
pour la fonction de Green continue et −1.13 pour la fonction de
Green discre`te GD2.
D’une manie`re ge´ne´rale, les meilleures performances de la
fonction de Green discre`te (GD2) ont e´te´ retrouve´es pour des
tailles de syste`me plus grands dans les milieux pe´riodiques (Ch.
6). Cependant les diffe´rences de convergence observe´es ici sont
moins prononce´es dans le cas d’un mate´riau avec un fort niveau
de de´sordre, du type de celui e´voque´ en de´but de section ou`
chaque pixel est ale´atoirement un vide ou un milieu e´lastique-
parfaitement plastique (Ch. 7).
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2.6.7 Conclusion
Dans ce chapitre, nous avons introduit des fonctions de Green
“discre`tes” pour calculer les proprie´te´s effectives des mate´riaux
non-line´aires he´te´roge`nes graˆce a` la me´thode par FFT. Nous
avons effectue´ des comparaisons entre les diffe´rentes me´thodes
de simulation dans le cas d’un re´seau pe´riodique de pores 2D
pour une matrice de loi e´lastique-parfaitement plastique. Les
structures les plus fines des bandes de localisation sont obtenues
avec la me´thode par fonction de Green continue. Cependant,
cette dernie`re produit un “effet de damier” (voir par exemple
l’inte´rieure de la zone plastique Fig. 2.6) visibles sur les cartes
des zones de de´formation plastique. Cet artifice ne disparaˆıt pas
apre`s le calcul de moyennes locales sur 5 pixels. Ceci peut se re´-
ve´ler incommode pour le calcul sur des petites zones des formes
ou des proprie´te´s de connectivite´ (par exemple) des zones plas-
tiques, et est de´finitivement impraticable pour des milieux avec
de´sordre parfait du type du milieu“pixel”. Dans ces cas au moins,
nous devons recourir a` un sche´ma de discre´tisation a` droite et
a` gauche qui ne pre´serve pas la syme´trie carre´e du re´seau de
pixels. Une solution consiste a` moyenner la fonction de Green et
a` utiliser cette moyenne a` chaque ite´ration (sche´ma DG1). Cela
revient a` utiliser une fonction de Green non-locale, avec un effet
de diffusion a` chaque ite´ration, et aboutit a` des champs solutions
flous. Bien que la structure a` grande e´chelle de la localisation
soit pre´serve´e, la me´thode n’est pas adapte´e a` l’e´tude des ma-
te´riaux plastiques parfaitement de´sordonne´s. La proce´dure qui
nous semble convenir la mieux consiste a` calculer paralle`lement
quatre solutions de syme´tries comple´mentaires, puis, a poste-
riori, la moyenne des quatre champs obtenus par chacune des
me´thodes restaurent ainsi la syme´trie carre´e (me´thode DG2).
Ceci met en relief des structures de localisation avec zones plas-
tiques bien connecte´es, tout en pre´servant la finesse d’un grand
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nombre de structures de champs localise´s a` petite e´chelle. Cepen-
dant, comme le sche´ma est discre´tise´ le long des axes de la grille
de pixels, des bandes de localisation rectilignes apparaissent sur
de faibles amplitudes, au de´triment de bandes de localisation
de forme arrondie. Les bandes de localisation a` petite e´chelle
sont donc moins marque´es qu’avec la fonction de Green conti-
nue dans le re´seau 2D de pores. Cependant, des tests de conver-
gence montrent que le gain en pre´cision autorise l’utilisation de
la me´thode avec champs syme´trise´s a posteriori.
De plus, ces comparaisons nous permettent de faire quelques
observations sur la ge´ome´trie des structures de localisation dans
le re´seau 2D de pores, et de noter le roˆle spe´cial joue´ par le point
de de´formation ou` les zones de de´formation plastique incidentes
se rejoignent. A` cet instant, le syste`me atteint sa contrainte
d’e´coulement macroscopique.
Chapitre 3
Solutions exactes pour un
milieu pe´riodique line´aire
fortement anisotrope
3.1 Introduction
Drucker (26) a montre´ que dans les milieux parfaitement plas-
tiques poreux, en de´formation plane, la de´formation est confine´e
sur des plans de cisaillement allant d’un pore a` un pore voisin
ou a` une surface libre. Un faible e´crouissage a pour effet de dif-
fuser la localisation de la de´formation. Ainsi la non-line´arite´ est
d’ordinaire associe´e a` de fortes he´te´roge´ne´ite´s du champ de de´-
formation au sein des phases. D’autre part, dans la limite dilue´e
en pores, comme il a e´te´ mentionne´, est observe´ un compor-
tement non-analytique du seuil plastique effectif, qui varie en
puissance non-entie`re de la concentration en vide (27).
Nous montrons dans cette partie, que certains mate´riaux li-
ne´aires fortement anisotropes posse`dent, a` l’instar des milieux
parfaitement plastiques, des proprie´te´s de localisation. Le lien
entre anisotropie et plasticite´ est corrobore´ par les the´ories d’ho-
moge´ne´isation applique´es aux die´lectriques (150; 105; 102) ou au
calcul de proprie´te´s de transport e´lastique/plastique (106; 71;
109; 110; 60). Dans ces the´ories, un milieu line´aire sous-jacent
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est utilise´ en qualite´ de mate´riau de comparaison afin de pre´dire,
au moyen d’une the´orie d’homoge´ne´isation line´aire, le compor-
tement effectif d’un milieu non-line´aire. Les meilleurs re´sultats
sont obtenus lorsque le mate´riau de comparaison est anisotrope.
L’anisotropie de ces mate´riaux est de´termine´e de manie`re com-
patible avec les valeurs moyennes des champs et les variances
dans chaque phase du composite (102; 109; 109). La “nouvelle
me´thode” de la the´orie du second-ordre pre´dit pour un re´seau
de´sordonne´ de cylindres poreux en de´formation plane une pre-
mie`re correction en ∼ f 2/3 en fonction de la porosite´ f du milieu
(110). Cet exposant est calcule´ en utilisant la the´orie de Hashin-
Shtrikman pour l’homoge´ne´isation du mate´riau line´aire, et le
mate´riau line´aire de comparaison correspondant a` la plasticite´
parfaite est un mate´riau avec anisotropie “infinie” (rapport des
modules de cisaillement nul ou infini). Puisque la the´orie d’ho-
moge´ne´isation non-line´aire he´rite d’un exposant non-entier par
l’interme´diaire d’un mate´riau line´aire anisotrope sous-jacent, de´-
termine´ de manie`re cohe´rente avec les fluctuations, une question
naturelle concerne les proprie´te´s de “localisation” de la the´o-
rie line´aire elle-meˆme, et ses relations avec les e´ventuelles non-
analyticite´s des modules e´lastiques effectifs de cisaillement dans
la limite dilue´e. Le plus souvent, les fortes non-line´arite´s sont
dans ces the´ories associe´es a` une forte anisotropie du mate´riau
de comparaison. Dans le proble`me e´tudie´ ici, nous conside´rons
un re´seau carre´ de pores en deux dimensions. La loi e´lastique
dans la matrice est, dans un sens explicite´ plus loin, la limite
maximale d’anisotropie d’une classe de mate´riaux associe´s au
milieu plastique. La matrice est infiniment souple ou raide dans
une direction paralle`le aux directions du re´seau de pores ou a`
45˚ de celles-ci. Les modules effectifs de la structure sont calcule´s
a` partir des solutions comple`tes des champs, en fonction de la
porosite´. Nous attachons une attention particulie`re a` la limite
de milieu dilue´ en pore et aux non-analyticite´s des lois effectives.
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Ces solutions comple`tes nous permettent e´galement de dis-
cuter des singularite´s (divergences locales ou discontinuite´s) des
champs de de´formation, de contrainte et de de´placement. Enfin
nous calculons les distributions des champs avec une attention
particulie`re sur les singularite´s de type Van Hove, ainsi que le
comportement de la microstructure dans le limite de cylindres
tre`s proches.
Au chapitre 4, cette e´tude est e´tendue a` un ensemble plus ge´-
ne´ral de mate´riaux line´aires anisotropes e´tudie´s nume´riquement
et par le biais d’une the´orie d’homoge´ne´isation spe´cifique aux
milieux pe´riodiques. Les re´sultats obtenus sont compare´s aux
solutions exactes de´veloppe´es dans ce chapitre.
3.2 Limite dilue´e et milieux line´aires
Deux classes essentielles de milieux sont d’ordinaire consi-
de´re´es dans les e´tudes (voir (131), (84) et re´fe´rences contenues
dans ces ouvrages) : les milieux de´sordonne´s, ou` les constituants
fluctuent a` la fois en position et en composition, ou les milieux
pe´riodiques compose´s d’une cellule e´le´mentaire (une inclusion
plonge´e dans une matrice) re´plique´e dans tout le plan ou vo-
lume. Les mate´riaux pe´riodiques fournissent un mate´riau dont
la ge´ome´trie est comple`tement de´termine´e. Ainsi dans la pra-
tique, ils permettent de comparer les the´ories d’homoge´ne´isation
non-line´aires a` des re´sultats exacts (conductivite´ effective d’un
re´seau de sphe`res, Rayleigh, 1892), a` l’approche par “premier
principe” (130) ou aux me´thodes nume´riques par FFT (81; 82).
Les de´veloppements au premier ordre des modules e´lastiques
effectifs κ et µ dans la limite dilue´e (concentration en inclusions
f → 0) pour un milieu line´aire isotrope furent pour la premie`re
fois calcule´s par Bruggeman (1937), Dewey (1947), et Eshelby
(1957). Ces re´sultats d’ordre a` “un corps” sont exacts pour des
inclusions sphe´riques et dans des structures de´sordonne´es en par-
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ticulier.
Le milieu pe´riodique line´aire en trois dimensions (3D) avec
inclusions sphe´riques a pour la premie`re fois e´te´ e´tudie´ dans le
contexte de la conductivite´ par Rayleigh en 1892 (pour des de´-
veloppements ulte´rieurs, voir (114; 54)). Le de´veloppement par
me´thode des multipoˆles introduite par Rayleigh compare le de´-
veloppement en harmoniques sphe´riques du potentiel e´lectrosta-
tique d’une inclusion avec celui des contributions des inclusions
alentour (79; 25; 124). Il a e´te´ par la suite modifie´ (74) en un
outil de pre´diction pre´cis dont un aboutissement est notamment
une me´thode de re´solution nume´rique du proble`me. Des de´ve-
loppements explicites de la conductivite´ effective dans la limite
dilue´e, en fonction de la concentration en sphe`res f , pour di-
vers re´seaux cubiques, ont e´galement e´te´ calcule´s (McPhedran
et McKenzie, 1978 ; McKenzie, McPhedran et Derrick, 1978).
Comme cela a e´te´ remarque´ par Sangani et Acrivos (1982), tous
les termes multipoˆles n’ont pas e´te´ pris en compte dans ce der-
nier travail, et une formule de´finitive a e´te´ trouve´e par Cheng et
Torquato (1997).
Les proble`mes de perme´abilite´ magne´tique ont e´te´ conside´-
re´s par Lam (1986). Dans le cas d’un re´seau pe´riodique 2D de
cylindres conducteurs, des travaux importants ont e´te´ mene´s,
voir entre autres (55; 104; 75). L’une des caracte´ristiques les
plus remarquables de ces re´sultats est que les formules expli-
cites disponibles contiennent des puissances non-entie`res de f
en 3D. Ceci provient du fait que ces solutions utilisent un de´-
veloppement en la distance radiale des potentiels dans toutes
les puissance rl de la distance r du centre d’une sphe`re. Ceci
implique en principe que toutes les puissances du rayon a de la
sphe`re interviennent et a` leur tour les puissances de f 1/d (ou` d
est la dimension spatiale) sont en ge´ne´rale, requises. Cependant,
en fonction des syme´tries du re´seau, seuls certains des multipoˆles
l sont “se´lectionne´s”. Ainsi, pour le re´seau cubique simple 3D a`
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faces centre´es, la premie`re puissance non triviale dans la limite
dilue´e de la conductivite´ est un terme en f 10/3. Ceci de´montre
que les de´veloppements limite´s dans la limite dilue´e sont en ge´-
ne´ral non analytiques en f = 0. Dans le cas 2D, seules des
puissances entie`res de f apparaissent dans les de´veloppements
de (104) pour des re´seaux carre´s et hexagonaux.
Le proble`me pe´riodique e´lastique line´aire du meˆme ordre est
plus complexe, et a e´te´ e´tudie´ notamment dans (93; 94; 59; 130;
118; 136; 21; 20; 16). La plupart de ces re´fe´rences concernent des
me´thodes de calcul ge´ne´riques et leurs applications, et ne s’at-
tachent pas en particulier a` des de´veloppements dans la limite
dilue´e. Cependant, le cas d’un re´seau pe´riodique de cylindres
longs dans une matrice a e´te´ traite´ par le de´veloppement en
multipoˆles dans (76). Des renforts e´lastiques en 3 dimensions
par diffe´rents re´seaux cubiques de sphe`res rigides ont e´te´ consi-
de´re´s dans (96) en utilisant une me´thode d’inte´grale de surface.
Les de´veloppements limite´s dans la limite dilue´e des trois mo-
dules e´lastiques du milieu effectif avec syme´trie cubique incluent
un terme d’exposant fractionnel O(f 8/3) (voir aussi (131)). La
me´thode par multipoˆles a depuis e´te´ e´tendue pour traiter nume´-
riquement des syste`mes avec un grand nombre de particules.
Enfin, le proble`me e´lastique a e´galement abouti a` un exemple
de mate´riau de´sordonne´ avec des de´veloppements non-analytiques
dans la limite dilue´e. Le sche´ma “auto-cohe´rent”de Christensen
et Lo (18; 19) s’applique de manie`re approche´e (47) au milieu
de Hashin (Hashin et Shtrikman, 1962) en deux ou trois dimen-
sions. Ce milieu infini est forme´ d’un empilement d’inclusions
sphe´riques de toute taille, chaque inclusion e´tant forme´e de deux
phases dont l’une est situe´e a` l’inte´rieur d’une sphe`re plus pe-
tite, le rapport des rayons entre les deux sphe`res e´tant constant.
Ce milieu posse`de un certain niveau de de´sordre, l’arrangement
exact des sphe`res e´tant indiffe´rent. Le de´veloppement de la for-
mule donne´e par Christensen et Lo fait apparaˆıtre un premier
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terme singulier a` l’ordre f 11/3 pour le module effectif en cisaille-
ment dans la limite dilue´e en dimension 3 (aucun exposant non-
entier n’apparaˆıt en dimension 2).
Pour conclure cette partie, les re´sultats exacts sur un re´seau
ainsi que dans le milieu de Christensen et Lo montrent que les
multipoˆles d’ordre e´leve´s (i.e. les interactions d’une inclusion
avec son environnement) sont responsables de la non-analyticite´
observe´e dans la limite dilue´e. La microstructure joue un roˆle
dans la de´termination des puissances de f retenues. Les expo-
sants non-entiers rencontre´s dans les proble`mes de me´canique et
de conductivite´ sont des termes d’ordre plus grand que f 2 dans
la limite dilue´e. Ainsi, l’exposant observe´ dans le contexte de la
localisation plastique est d’une nature diffe´rente. Il nous semble
qu’une des indications les plus explicites de ce phe´nome`ne re´side
dans les calculs par analyse limite de Drucker (27).
3.3 Organisation du chapitre
Les lois constitutives, les modes de chargement et les nota-
tions sont de´finis dans la Sec. 3.4. La matrice au sein du compo-
site est compressible et posse`de des proprie´te´s d’anisotropie en
cisaillement. Deux limites particulie`res d’anisotropie infinies qui
aboutissent a` des re´sultats exacts sont par la suite examine´es
(Sec. 3.5 et 3.6). Pour chacune de ces limites, des chargements
en cisaillement simple, en cisaillement pur et un chargement axi-
syme´trique sont conside´re´s, et les solutions donne´es dans chaque
cas (pour certains chargements, seule la limite d’un milieu in-
compressible est prise en compte ; c’est la limite la plus perti-
nente pour la plasticite´). Notons que ces proble`mes sont des cas
limites particuliers de mate´riaux line´aires de comparaison pour
les the´ories d’homoge´ne´isation des milieux non-line´aires.
Les modules effectifs et leur de´veloppement en limite dilue´e,
ainsi que les moyennes par phase et variances des champs de de´-
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formation et de contraintes sont calcule´s dans chaque cas. Une
manie`re simple de condenser les informations contenues dans
les solutions est de les exprimer en terme de distribution des
champs, qui peuvent en principe eˆtre directement utilise´es pour
le calcul des modules effectifs (Pellegrini, 2001) ou les moments
des champs. Les extrema locaux et les points de selle dans les
cartes des champs induisent des singularite´s dans leurs densi-
te´s de probabilite´ comme par exemple des divergences en loi de
puissance, en loi logarithmique ou des discontinuite´s similaires a`
celles observe´es pour les densite´s d’e´tat d’un cristal (Van Hove
1953 ; Abrikosov, Campuzano et Gofron, 1993). Ces singularite´s
sont examine´es dans le contexte des re´sultats exacts pre´sente´s
dans cette partie. De plus, le fait que les variances de certaines
composantes des champs soient infinies pour certains modes de
chargement peut eˆtre corre´le´ aux proprie´te´s de localisation ob-
serve´es dans les cartes des champs.
3.4 Cadre du proble`me
3.4.1 Loi constitutive
Nous conside´rons un mate´riau biphase´ pe´riodique dont la cel-
lule unite´ est de taille L, constitue´ d’une matrice de loi line´aire-
e´lastique (phase α = 1), et contenant en son sein une inclu-
sion dont la forme ge´ome´trique est un disque de rayon a (phase
α = 2). La porosite´ est de´finie comme la concentration volu-
mique de pores f = π(a/L)2. La valeur de la concentration
lorsque tous les disques se rejoignent est fc = π/4 ≃ 0.78, ou
a = L/2. La cellule unite´ est le carre´ [−L/2, L/2]× [−L/2, L/2].
Des axes de re´fe´rence carte´siens Ox, Oy sont de´finis comme in-
dique´ Fig. (3.1a), de sorte que le centre du disque se trouve
au point (x, y) = (0, 0). Par la suite, toutes les longueurs sont
redimensionne´es par L et on fixe L ≡ 1.
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Le tenseur de de´formation εij de´rive d’un champ de de´pla-
cement vectoriel u (on fait l’hypothe`se de petites perturbations
[hpp]) et le tenseur des contraintes obe´it a` la condition d’e´qui-
libre :
εij = (∂iuj + ∂jui)/2, ∂iσij = 0. (3.1)
En 2D, (3.1) prend la forme :
εxx = ∂xux, εyy = ∂yuy, (3.2a)
εxy = (∂xuy + ∂yux)/2, (3.2b)
∂xσxx + ∂yσxy = 0, ∂yσyy + ∂xσxy = 0. (3.2c)
Le milieu pe´riodique line´aire obe´it a` la relation constitutive
σ(x) = L(x) : ε(x), ou` L(x) est le tenseur d’e´lasticite´ au point
x de composantes Lij,kl(x). Dans les vides, L(x) ≡ 0, de sorte
que σ = 0 et la de´formation est inde´termine´e (tout prolon-
gement admissible qui se raccorde aux bords de l’inclusion est
solution). Seule la moyenne volumique du champ de de´forma-
tion dans les pores ne de´pend que des valeurs du champ aux
bords des pores1 et est physiquement significative. La loi dans
la matrice est un me´lange de deux types de milieux anisotropes
e´le´mentaires : (i) le milieu de type 0 (Fig. 3.1b), ou` les “fibres”
(les directions propres d’anisotropie) sont aligne´es avec les axes
de re´fe´rence ; (ii) le milieu de type 45, ou` les fibres sont tourne´es
de 45˚ par rapport aux axes de re´fe´rence (Fig. 3.1c). Dans la
matrice, L(x) = L(1), de composantes
L
(1)
ij,kl = 2κJij,kl + 2λE
(0)
ij,kl + 2µE
(45)
ij,kl, (3.3)
ou` κ est le module de compression, λ et µ les modules aniso-
tropes de cisaillement plan, et ou` les ope´rateurs J, E(0), E(45)
1si la de´formation ε est continue dans l’inclusion V , sa moyenne volumique ne de´pend
par le the´ore`me de Green que du champ de de´placement aux bords de l’inclusion (note´
∂V ), par exemple 〈εxx〉V = (1/f)
∫
∂V
dyux et 〈εxy〉V = (1/f)
∫
∂V
(dyuy − dxux).
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sont des projecteurs mutuellement orthogonaux de composantes
(sans sommation sur les indices re´pe´te´s) :
Jij,kl = (1/2)δij δkl, (3.4a)
E
(0)
ij,kl = (1/2)(1− δij)(1− δkl), (3.4b)
E
(45)
ij,kl = δij δkl(δik − 1/2) (3.4c)
En terme des composantes des tenseurs de contrainte et de de´-
formation, la loi constitutive s’e´crit :
σxy = 2λ εxy, (σxx−σyy) = 2µ(εxx−εyy), σm = 2κ εm.
(3.5)
Nous introduisons le rapport d’anisotropie ℓ et le module e´las-
tique normalise´ m :
ℓ = λ/µ, m = µ/κ. (3.6)
Par la suite, nous conside´rons seulement les limites de fortes
anisotropie ℓ = 0 et ℓ = +∞.
La loi constitutive macroscopique du milieu poreux pe´rio-
dique a la meˆme forme que la loi microscopique au sein de la
matrice :
L0ij,kl = 2κ0 Jij,kl + 2λ0E
(0)
ij,kl + 2µ0E
(45)
ij,kl, (3.7)
Les modules effectifs λ0, µ0 et κ0 sont calcule´s exactement par
les moyennes des champs de de´formation et de contrainte pour
un mode de chargement convenable :
〈σ〉 = L0 : 〈ε〉. (3.8)
3.4.2 Chargement applique´
Nous introduisons les tenseurs ePS =
(
1 0
0 −1
)
and eSS =(
0 1
1 0
)
. Un tenseur syme´trique a, tel que la de´formation ou la
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contrainte, peut eˆtre e´crit en 2D
a = am I+
1
2
(axx−ayy) ePS+axy eSS = am I+aPS ePS+aSS eSS.
(3.9)
Dans le premier terme, am = (axx+ayy)/2 est le tenseur moyen et
I est la matrice identite´ 2×2. Nous appelons de manie`re conven-
tionnelle composantes en cisaillement pur (PS) et cisaillement
simple (SS) respectivement les second et troisie`me termes du
tenseur. Leur vecteurs propres sont relie´s les uns aux autres par
une rotation de 45˚ . Soit :
J : a = amI, E
(0) : a = aSS eSS, E
(45) : a = aPS ePS.
D’apre`s ces notations,
σSS = 2λ εSS, σPS = 2µ εPS. (3.10)
Ainsi : (i) lorsque ℓ = 0 (i.e. λ = 0 ou µ =∞) le milieu est souple
pour les chargements SS, et re´sistant pour les chargements PS ;
(ii) lorsque ℓ = ∞ (i.e. λ = ∞ or µ = 0) le milieu est souple
pour les chargements PS, et re´sistant pour les chargements SS.
Les modes SS et PS sont repre´sente´s par les fle`ches Fig. 3.1b
et 3.1c, respectivement. Avec le chargement isotrope en “pres-
sion”, les trois modes seront conside´re´s se´pare´ment par la suite.
Ainsi, l’une seulement des trois composantes 〈εSS〉, 〈εPS〉 ou 〈εm〉
(resp. 〈σSS〉, 〈σPS〉 ou 〈σm〉) est non nulle. Ici, les symboles 〈·〉
repre´sentent la moyenne sur le plan entier. Nous notons cette
mesure scalaire de chargement par ε0 (resp. σ0). Nous appelle-
rons transverse toute composante “orthogonale” au chargement
applique´. La moyenne volumique d’une composante transverse
est ne´cessairement nulle.
Par souci de clarte´, nous de´taillons ici les correspondances
entre les modes de chargement et les proprie´te´s d’anisotropie du
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mate´riau. Conside´rons par exemple la limite ℓ = λ/µ → 0 ; elle
peut-eˆtre obtenue pour deux types diffe´rents de mate´riaux :
λ → 0, µ > 0, (mate´riau 1 ),
or µ → ∞, λ <∞, (mate´riau 2).
Nous recherchons des solutions en de´formation et contrainte qui
soient finies presque partout (i.e. excepte´ sur des points ou des
lignes dans le plan). En particulier, σPS = 2µ εPS est fini presque
partout : ainsi εPS ≡ 0 presque partout pour le mate´riau 2.
De meˆme εSS = σSS/(2λ) est fini presque partout, et σSS ≡
0 presque partout pour le mate´riau 1. Ainsi le mate´riau 1 est
infiniment souple dans la direction SS (et peut eˆtre charge´ dans
la direction PS) tandis que le mate´riau 2 est infiniment rigide
dans la direction PS (et peut eˆtre charge´ dans la direction SS).
Des conside´rations similaires s’appliquent au cas ℓ =∞. En fin
de compte, nous obtenons les correspondances suivantes entre
les proprie´te´s d’anisotropie et les modes de chargement :
ℓ = 0, chargement PS ↔ λ = 0,
ℓ = 0, chargement SS ↔ µ =∞,
ℓ =∞, chargement SS ↔ µ = 0,
ℓ =∞, chargement PS ↔ λ =∞.
Pour un chargement axisyme´trique, les deux mate´riaux λ = 0
et µ =∞ (resp. λ =∞ et µ = 0) sont conside´re´s lorsque ℓ = 0
(resp. ℓ =∞).
3.4.3 Correspondance avec le milieu plastique
Nous donnons ici la correspondance entre le mate´riau line´aire
anisotrope e´tudie´ et un milieu parfaitement plastique (ici de´-
pourvu de re´gime line´aire) de loi :
σ = 2κεmI+
y0
2εe
ε′,
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ou` l’on a utilise´ les meˆmes notations qu’en 2.11. Dans le cadre
du re´seau carre´ de pores, les directions principales d’anisotropie
du milieu pe´riodique sont ici“aligne´es”avec le faisceau dense des
lignes du re´seau. Localement, cette loi se comporte comme une
loi line´aire anisotrope de forme ge´ne´rale :
∂σij
∂εkl
(x) = 2κJij,kl +
y0
2ε3e(x)
[
ε2SS(x)E
(45)
ij,kl + ε
2
PS(x)E
(0)
ij,kl
−2εSS(x)εPS(x)E(0,45)ij,kl
]
, (3.11)
ou` E(0,45) est le tenseur mixte reliant les composantes en cisaille-
ment pur et simple, et qui ve´rifie E(0,45) : a = aPSeSS + aSSePS
ou encore
E
(0,45)
ij,kl = δkl(1− δij)(δk1−1/2)+ δij(1− δkl)(δi1−1/2). (3.12)
Le tenseur E(0,45) est orthogonal avec les tenseurs E(0) et E(45),
mais n’est pas pris en compte dans cette e´tude. Cette restriction
est justifie´e dans l’optique d’une application a` la plasticite´ par le
fait qu’elle est conforme aux syme´tries du milieu pe´riodique. En
effet, pour le milieu plastique, une de´formation macroscopique
en cisaillement simple ne produit pas de contrainte macrosco-
pique dans une direction transverse et vice-versa. C’est de plus
une simplification qui est faite dans les applications de la the´orie
d’homoge´ne´isation non-line´aire du “second-ordre” (144).
3.4.4 Moyennes, variances et champs de distributions
Pour chaque mode de chargement en cisaillement simple, pur
ou en chargement axisyme´trique, nous de´finissons les moyennes
normalise´es du champ de de´formation et de contrainte dans la
matrice (α = 1) ou le long des bords des pores (α = 2) par :
M (α)(εz) ≡ 〈εz〉(α)/ε0, M (α)(σz) ≡ 〈σz〉(α)/σ0, (3.13)
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ou` l’index z de´signe n’importe laquelle des composantes SS, PS
ou m. A` l’aide de ces notations, nous de´finissons les variances
des champs dans la matrice :
C(1)(εz) ≡
√
〈ε2z〉(1) − 〈εz〉2(1)/ε0, (3.14a)
C(1)(σz) ≡
√
〈σ2z〉(1) − 〈σz〉2(1)/σ0. (3.14b)
De meˆme, la densite´ de probabilite´ (i.e. les histogrammes) de la
composante z du tenseur de de´formation dans la partieM de la
matrice contenue a` l’inte´rieur de la cellule unite´ s’e´crivent :
Pεz(t) ≡
1
1− f
∫
M
d2x δ(εz(x)− t), (3.15)
ou` δ est la distribution de Dirac. Des de´finitions similaires s’ap-
pliquent pour les distributions Pσz des composantes du tenseur
des contraintes. En terme de P ,
M (1)(εz) = (1/ε0)
∫
dt t Pεz(t),
C(1)
2
(εz) = (1/ε0)
2
[∫
dt t2 Pεz(t)
]
−M (1)(εz)2.
3.4.5 Partie pe´riodique du champ de de´placement
Nous introduisons la partie pe´riodique u∗ du champ de de´-
placement de moyenne nulle :
u∗ = u− 〈ε〉 · x. (3.16)
En utilisant le champ de de´placement pe´riodique, les e´quations
(3.2a) deviennent :
εxx = 〈εxx〉+ ∂xu∗x, (3.17a)
εyy = 〈εyy〉+ ∂yu∗y, (3.17b)
εxy = 〈εxy〉+ (∂xu∗y + ∂yu∗x)/2. (3.17c)
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Selon le mode de chargement conside´re´, les composantes εSS,
εPS, εm et σSS, σPS, σm et les champs de de´placement u, u
∗ ve´-
rifient un ensemble de proprie´te´s de syme´trie que nous donnons
ci-dessous.
3.4.6 Proprie´te´s de syme´trie des champs de de´forma-
tion, de contrainte et de de´placement
Les proprie´te´s de syme´trie suivantes s’appliquent pour les ten-
seurs de de´formation et de contrainte a = ε ou a = σ et les
champs vectoriels de de´placement et de de´placement pe´riodique
v = u ou v = u∗ (i = x, y) :
– Pour un chargement PS (cisaillement pur) :
vx(x, y) = −vx(−x, y) = vx(x,−y), (3.18a)
vy(x, y) = vy(−x, y) = −vy(x,−y), (3.18b)
vx(x, y) = −vy(y, x), (3.18c)
aii(x, y) = aii(−x, y) = aii(x,−y), (3.18d)
axx(x, y) = −ayy(y, x), (3.18e)
axy(x, y) = −axy(−x, y) = −axy(x,−y), (3.18f)
axy(x, y) = −axy(y, x); (3.18g)
– Pour un chargement SS (cisaillement simple) :
vx(x, y) = vx(−x, y) = −vx(x,−y), (3.19a)
vy(x, y) = −vy(−x, y) = vy(x,−y), (3.19b)
vx(x, y) = vy(y, x), (3.19c)
aii(x, y) = −aii(−x, y) = −aii(x,−y), (3.19d)
axx(x, y) = ayy(y, x), (3.19e)
axy(x, y) = axy(−x, y) = axy(x,−y), (3.19f)
axy(x, y) = axy(y, x); (3.19g)
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– Pour un chargement axisyme´trique : :
vx(x, y) = −vx(−x, y) = vx(x,−y), (3.20a)
vy(x, y) = vy(−x, y) = −vy(x,−y), (3.20b)
vx(x, y) = vy(y, x), (3.20c)
aii(x, y) = aii(−x, y) = aii(x,−y), (3.20d)
axx(x, y) = ayy(y, x), (3.20e)
axy(x, y) = −axy(−x, y) = −axy(x,−y), (3.20f)
axy(x, y) = axy(y, x). (3.20g)
Ces relations de´coulent de l’observation que le mate´riau ani-
sotrope pe´riodique obe´it aux syme´tries du carre´. De plus en ci-
saillement pur, changer le signe du chargement revient a` e´chan-
ger x et y (l’anisotropie est conserve´e), tandis qu’en cisaillement
simple la de´formation et la contrainte sont inchange´es apre`s
e´change de x↔ y.
Fig. 3.1 – A` gauche, milieu poreux pe´riodique avec cellule unite´ et axes de
re´fe´rences (a). A` droite, cellule unite´ avec (b) fibres de type 0 ; et (c) fibres de
types 45. Les fle`ches en noir indiquent les directions propres de chargement :
cisaillement simple (SS) pour (b) et cisaillement pur (PS) pour (c).Voir texte
p. 65.
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Fig. 3.2 – Structures caracte´ristiques des champs de de´formation et de
contrainte dans la cellule unite´ dans des situations d’anisotropie tre`s grande.
Figure (a) : paysage des champs pour ℓ = 0 ; figure (b) : paysage pour ℓ =∞.
Les symboles repre´sentent : V = vide ; B, C, D = zones avec bandes de loca-
lisation dans la matrice. Les bandes de localisation se croisent loin des vides
dans la zone (C) et a` coˆte´ du vide dans (D) ; A = reste de la matrice. Ainsi le
cas ℓ =∞ se distingue du cas ℓ = 0 par la pre´sence de la zone supple´mentaire
(C) ou` les bandes se croisent. Voir texte p. 75.
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3.5 Mate´riau avec rapport d’anisotropie ℓ = 0
3.5.1 Chargement en cisaillement pur
Nous suivons les remarques faites en Sec. 3.4.2 et supposons
dans cette section que ℓ = 0 avec λ = 0, et qu’un chargement
en contrainte σ0 est applique´ dans la direction de cisaillement
pur (alternativement, le cas d’un chargement en de´formation
applique´e est traite´ en Sec. 3.5.1).
Champs de contrainte
D’apre`s (3.5), λ = 0 implique σSS = σxy ≡ 0. Les e´quations
(3.2c) d’e´quilibre des contraintes aboutissent dans toute la cel-
lule unite´ a` :
σxx(x, y) = g(y), σyy(x, y) = −g(x), (3.21)
ou` g est une fonction 1-periodique inconnue (la syme´trie 3.18 a
e´te´ utilise´e), de sorte que :
σPS = [g(x) + g(y)]/2, (3.22a)
σm = [g(y)− g(x)]/2. (3.22b)
La structure de cette solution dans la cellule unite´ est plus fa-
cilement saisie si l’on se re´fe`re a` la Fig. 3.2(a) ou` les diffe´rentes
parties de la matrice sont divise´es en trois zones (A), (B), et
(D). A` cause du vide, g(x) ≡ 0 pour x ∈ [−a, a]. Ceci re´duit les
expressions de la contrainte a` : σPS = g(x)/2 ou g(y)/2 dans la
zone (B), σPS = 0 dans (D), et σPS = [g(x) + g(y)]/2 dans (A).
Les composantes de la de´formation εPS et εm se de´duisent des
relations constitutives (3.22) et (3.5), (3.10). La fonction incon-
nue g est de´termine´e en minimisant l’e´nergie e´lastique totaleW
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du syste`me sur la cellule unite´ :
W =
1
2
∫
d2x ε : σ,
=
1
4µ
∫
− 12≤x,y≤ 12
σ2PS(x, y) dx dy +
1
4κ
∫
− 12≤x,y≤ 12
σ2m(x, y) dx dy,
=
(
1
4µ
+
1
4κ
)∫ 1/2
a
g(x)2 dx+ 2
(
1
4µ
− 1
4κ
)[∫ 1/2
a
g(x) dx
]2
.
La minimisation fonctionnelle de cette inte´grale par rapport a` g
sous la contrainte
〈σPS〉 = σ0 = 2
∫ 1/2
a
g(x) dx (3.23)
donne g(x) ≡ σ0/(1 − 2a) pour x ∈ [−1/2,−a] ∪ [a, 1/2]. Ceci
de´termine comple`tement σPS et σm :
σPS(x, y) =
σ0
1− 2a
χ(x) + χ(y)
2
, (3.24a)
σm(x, y) =
σ0
1− 2a
χ(y)− χ(x)
2
. (3.24b)
ou` χ(z) est la fonction caracte´ristique du domaine [−1/2,−a]∪
[a, 1/2]. Exprime´ en terme de la fonction caracte´ristique sur l’in-
tervalle [x1, x2], que nous notons θ[x1,x2](z), celle-ci s’e´crit χ(z) =
1 − θ[−a,a](z). Notons que sans la condition de minimisation de
l’e´nergie, il existe une infinite´ de solutions pour le champ de
contrainte. La minimisation de l’e´nergie (qui suppose une cer-
taine re´gularite´ des champs) permet de retrouver la solution li-
mite lorsque le rapport d’anisotropie ℓ→ 0 (ce point est aborde´
plus loin au Ch. 4).
Champ de de´formation
En utilisant les Eqs. (3.24), la de´formation moyenne et la
composante en cisaillement pur de la de´formation εm et εPS sont
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respectivement, pour (x, y) dans la matrice :
εm(x, y) =
σ0
2κ
1
1− 2a
χ(y)− χ(x)
2
, (3.25a)
εPS(x, y) =
σ0
2µ
1
1− 2a
χ(x) + χ(y)
2
, (3.25b)
tandis que εSS reste inconnu.
Nous nous attachons maintenant a` la relation entre σ0 et ε0.
Pour calculer ε0, il est ne´cessaire de revenir au champ de´pla-
cement u∗(x, y). Les expressions des composantes paralle`le et
moyenne de la de´formation (3.25) prennent de manie`re e´quiva-
lente la forme :
εxx(x, y) =
1
2µ
σ0
1− 2a
(1−m)χ(x) + (1 +m)χ(y)
2
,(3.26a)
εyy(x, y) =
1
2µ
−σ0
1− 2a
(1 +m)χ(x) + (1−m)χ(y)
2
.(3.26b)
ou` m est de´fini comme indique´ dans (3.6). En cisaillement pur
l’Eq. (3.17) implique
∂xu
∗
x = εxx − ε0, (3.27a)
∂yu
∗
y = εyy + ε0. (3.27b)
Nous remarquons que la composante du champ de de´placement
u∗x (resp. u
∗
y) est impaire et 1-pe´riodique en x (resp. y, voir Eq.
3.18). Ceci requiert que le champ de de´placement est partout
tangent au bord de la cellule e´le´mentaire : u∗x(±1/2, ·) ≡ 0 et
u∗y(·,±1/2) ≡ 0. Ainsi les Eqs. (3.27) sont inte´gre´es par :
u∗x(x, y) =
∫ x
1/2
dx′ [εxx(x′, y)− ε0] , (3.28a)
u∗y(x, y) =
∫ y
1/2
dy′ [εyy(x, y′) + ε0] . (3.28b)
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De plus, la condition de pe´riodicite´ u∗x(−1/2, ·) ≡ 0 donne, avec
l’Eq. (3.28a) :∫ 1/2
−1/2
dx [εxx(x, y)− ε0] = 0. (3.29)
Puisque le champ de de´formation est connu dans la matrice uni-
quement, nous choisissons par exemple y = 1/2 dans (3.29) et en
substituant dans (3.26a) nous obtenons la relation de´sire´e entre
σ0 et ε0 :
σ0 =
2µ(1− 2a)
1 + (m− 1)aε0 (3.30)
(par syme´trie, la meˆme relation est obtenue en utilisant (3.28b)
et la condition u∗y(−1/2, ·) ≡ 0). La de´formation locale est en-
suite de´termine´e par (3.26) en terme de la de´formation macro-
scopique ε0.
La seule composante inconnue de la de´formation est le champ
transverse εxy. En utilisant (3.2a) et les expressions de u
∗
x et u
∗
y
obtenues dans (3.28), il vient ((x, y) ∈ matrice) :
εxy(x, y) =
1
2
[∫ x
1/2
dx′
∂
∂y
εxx(x
′, y) +
∫ y
1/2
dy′
∂
∂x
εyy(x, y
′)
]
.
(3.31)
En substituant dans ces e´quations l’expression des solutions (3.26),
les inte´grales sont calcule´es le long de chemins contenus dans la
matrice et dans le domaine [0, 1/2]2 (par exemple si 0 < y < a,
l’inte´gration sur x′ est faite pour
√
a2 − y2 < x < 1/2). En fai-
sant appel aux relations de syme´trie (x, y)→ (−x, y), (x, y) →
(x,−y) et (x, y) → (−x,−y) et a` la condition de pe´riodicite´
nous e´tendons dans un premier temps ces re´sultats dans la cel-
lule unite´ puis dans le plan complet.
Nous de´taillons ici les calculs relatifs au quadrant droit-haut.
Les composantes εxx et εyy e´tant constantes par morceau, le
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champ transverse εxy est nul sauf le long de lignes droites qui
constituent la frontie`re entre les zones (A) et (B) et entre (B)
et (D), voir Fig. 3.2(a). Le long d’une frontie`re paralle`le a` l’axes
des x, la de´rive´e partielle selon x du champ de de´formation εyy
donne 0, tandis que sur une frontie`re normale a` l’axes des x, par
exemple a` x0, la meˆme de´rive´e donne une singularite´ en distri-
bution de Dirac de type ⌊y⌋δ(x−x0), ou` ⌊y⌋ est le saut au point
(x0, y) sur la frontie`re. Ce saut, constant le long des frontie`res
se´parant (A) de (B) ou (B) de (D), est calcule´ par exemple en
y = 1/2. En inte´grant ensuite en y′ selon la direction paralle`le
a` la frontie`re (y), la seconde inte´grale dans (3.31) aboutit a` une
expression proportionnelle a` (y − 1/2)δ(x− x0). En regroupant
les contributions des deux lignes sur les frontie`res du quadrant
droit-haut, nous arrivons a` :
εxy(x, y) =
ε0
4
1 +m
1 + (m− 1)a
[(
x− 1
2
)
δ(y − r)
−
(
y − 1
2
)
δ(x− r)
]
,
(x, y) ∈ matrice∩ [0, 1/2]2.(3.32)
En introduisant la partie fractionnaire F (x) ≡ x − [x], ou` [x]
est la partie entie`re de x, et la distribution de Dirac pe´riodise´e
δ¯(x) ≡ ∑∞p=−∞ δ(x − p), le re´sultat final dans le plan complet
s’e´crit :
εxy(x, y) =
ε0
8
1 +m
1 + (m− 1)a
{
[2F(x)− 1] [δ¯(y − a)− δ¯(y + a)]
− [2F(y)− 1][δ¯(x− a)− δ¯(x+ a)]} , (3.33)
Cette expression est localise´e sur les quatre lignes de frontie`re
de la cellule unite´. De plus, des points singuliers particuliers ou
points chauds, apparaissent : a` cause de la partie fractionnaire,
le saut de εxy se produit aux points (x, y) = (±a, 0) et (0,±a)
ou` les lignes de frontie`re sont tangentes aux bords du vide : par
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exemple, pour y ≃ a,
εxy(x, y) = − signx ε0
8
1 +m
1 + (m− 1)aδ(y − a). (3.34)
Nous examinons maintenant ces points chauds plus en de´tail en
e´tudiant le champ de de´placement.
Champs de de´placement et “points chauds”
Le champ de de´placement re´duit correspondant au champ
de de´formation calcule´ plus haut est de´duit de (3.28) par des
techniques similaires :
u∗x(x, y) =
ε0
1 + (m− 1)a ([χ(y)− 1][
1 +m
2
(a− 1/2) + F (x)− a
]
+ (1−m)
{
[F (x)− a] χ(x)− χ(y)
2
+ a[F (x)− 1/2]
+(1− a)1− χ(x)
2
[1 + χ(x− a)− χ(x+ a)]
})
,(3.35)
u∗y(x, y) = −u∗x(y, x). (3.36)
En se re´fe´rant de nouveau a` la Fig. 3.2(a), il s’agit d’une fonction
line´aire de x, y dans chacune des zones (A), (B) et (D). Le long
des frontie`res entre les zones (A) et (B) ou entre (B) et (D),
sa composante normale a` la frontie`re est continue. Cependant
la composante du de´placement tangente a` la frontie`re entre les
zones (A) et (B) et entre (B) et (D) est elle discontinue, ce qui
montre que le mate´riau subit un glissement sur les lignes de
frontie`re entre ces re´gions. Par exemple pour a < x < 1/2−a et
des deux coˆte´s de la ligne y = a, nous avons avec θ(x) la fonction
de Heaviside,
u∗x(x, y) = ε0
x− 1/2
1 + (m− 1)a
[
(1−m)a− (1 +m)
2
θ(a− y)
]
.
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(3.37)
Le saut de de´formation sur ces points chauds identifie´ dans la
section pre´ce´dente peut eˆtre mis en relation avec l’expression
suivante de u dans la zone D :
u(x, y) ≡ u1
(
sign(x)
−sign(y)
)
, −a < x, y < a, (3.38)
ou`
u1 =
ε0
4
1 +m
1 + (m− 1)a. (3.39)
Nous rappelons bien que cette expression incomple`te est valide
pour −a < x, y < a seulement, de sorte que la singularite´ de εxy
dans l’Eq. (3.34), situe´e strictement sur le bord du pore, n’est
pas retrouve´e par le calcul d’une de´rive´e. Il ressort de (3.38) que
le de´placement est constant, mis a` part des changements d’orien-
tation, dans les quatre parties disjointes de la zone D, et que les
points chauds sont des re´gions de se´paration abrupte de la ma-
trice (aux points (x, y) = (0,±a) pour ε0 > 0) ou a` l’inverse
d’e´crasement (aux points (x, y) = (±a, 0)). La structure de la
configuration apre`s de´formation de´duite de la solution comple`te
de u∗(x, y) est sche´matise´e Fig. 3.3 : de manie`re ge´ne´rale, la de´-
formation se produit essentiellement par glissement de blocs. Les
points chauds se trouvent dans les re´gions entoure´es d’anneaux
en ellipse sur la figure (blanc pour les points de se´paration de la
matie`re ; gris sombre pour les points d’e´crasement de celle-ci).
La figure rend e´vidente la ge´ne´ration par un sche´ma de glisse-
ment de blocs de quatre vides carre´s (en noir), aux quatre points
(x, y) = (±a,±a) ou` les frontie`res des zones se croisent dans la
cellule unite´ (notons que la figure est dessine´e pour m = 1, qui
correspond a` une valeur spe´ciale du module de compressibilite´
κ = µ pour lequel le phe´nome`ne est le plus spectaculaire). Plus
pre´cise´ment, dans le voisinage imme´diat de chacun de ces points
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quatre re´gions se distinguent dans lesquelles le vecteur champ de
de´placement prend des valeurs distinctes. Par exemple, a` coˆte´
du point (x, y) = (a, a) :
u∗(a+, a+) =
(
u0
−u0
)
, u∗(a+, a−)
(
u0 +∆u
−u0
)
,(3.40)
u∗(a−, a+) =
(
u0
−u0 −∆u
)
, (3.41)
u∗(a−, a−) =
(
u0 +∆u
−u0 −∆u
)
. (3.42)
ou` a± est la limite ǫ→ 0 aux valeurs a± ǫ, et ou`
u0 = ε0
(1−m)a
1 + (m− 1)a(a− 1/2), (3.43)
∆u =
ε0
2
(1 +m)(1/2− a)
1 + (m− 1)a > 0. (3.44)
La quantite´ ∆u repre´sente le coˆte´ du vide carre´, au premier ordre
en ε0. Dans le cas spe´cial m = 1 de la Fig. 3.3, le champ de de´-
placement pe´riodique s’annule strictement dans la zone (A), et
est aligne´ avec l’axe des x ou l’axe des y dans la zone B. Ces
re´sultats ont e´te´ confirme´s par des calculs nume´riques par trans-
forme´e de Fourier rapide de H. Moulinec et P. Suquet, entrepris
au Ch. (4), et d’excellent accords ont e´te´ trouve´s pour de grandes
valeurs de l’anisotropie (de l’ordre de ℓ = 10−4 lorsque f ∼ 0.1).
Un exemple de calcul FFT est donne´ en Fig. 3.4.
Une remarque supple´mentaire nous fait observer qu’au pre-
mier ordre non-trivial en ε0, l’aire de la de´forme´e de la cellule
unite´ est 1− ε20 (elle est compresse´e en une longueur 1− ε0 dans
la direction y et 1+ε0 dans la direction x), tandis que la concen-
tration en pores dans le milieu pe´riodique de´forme´ est, en terme
de V aire de l’inclusion apre`s de´formation, f ′ = V/(1−ε20). Nous
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obtenons :
V = 4∆u2 + 4u1(a− u1) + 4
∫ a
u1
dx
∫ √a2−x2
0
dy. (3.45)
Le premier terme tient compte des quatre vides carre´s, le se-
cond des zones ou` la matie`re se se´pare, et les bornes du troi-
sie`me e´vitent de compter doublement les zones ou` le vide est
“comprime´”. Nous obtenons a` la premie`re correction en ε0 :
f ′ − f
f
≈
1 + (m+ 1)
2
(
1−√π/f)[√
π + (m− 1)√f]2
 ε20 (f < fc), (3.46)
quantite´ ne´gative sur son domaine de de´finition, de sorte que le
volume de vide diminue (le pore est e´crase´ par le cisaillement ;
il faut noter cependant que ce calcul s’appuie sur une hypothe`se
de faible perturbation pour l’e´lasticite´). La valeur absolue de
cette correction diverge a` mesure que f → 0, est une fonction
de´croissante de f pour un rapport de modules e´lastiquesm fixe´,
et croˆıt avec m a` concentration f fixe´e jusqu’a` une limite cor-
respondant au milieu incompressible. A` f = fc, elle donne la
valeur inde´pendante de m, 1 − 1/fc . D’autre part, les condi-
tions de cisaillement rendent cette correction proportionnelle a`
ε20 (le mode axisyme´trique fournit une valeur proportionnelle a`
ε0 au premier ordre, voir plus loin).
Distributions, moments et module effectif de cisaillement µ0
Les solutions trouve´es pour le mode de cisaillement pur sont
constantes par morceaux. Les champs de distributions P (εz) et
P (σz) pour chaque composante de de´formation ou de contrainte
de´finis a` (3.15) sont par conse´quent une somme de distributions
de type distributions de Dirac, plus des composantes singulie`res
particulie`res dans le voisinage εz → ±∞, qui sont directement
lie´es aux singularite´s de Dirac des champs. Ces contributions
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spe´ciales ne peuvent eˆtre prises en compte au travers des dis-
tributions de probabilite´ a` moins d’employer des techniques de
passage a` la limite (par exemple au moyen de suites de distri-
butions2) dont l’usage, moins commode, n’est pas aborde´ dans
le cadre de cette e´tude. Ceci peut constituer une limitation de
la description des champs au moyen des distributions, dans les
re´gimes de forte localisation. Cependant, les premier et second
moments, et le module effectif de cisaillement, peuvent eˆtre di-
rectement calcule´s en fonction de f graˆce aux champs solutions.
2ceci s’illustre facilement dans le cas unidimensionnel ; par exemple la fonction ge´ne´-
ralise´e h(x) = δ(x) sur −1/2 < x < 1/2, peut eˆtre remplace´e par une suite de fonctions
usuelles telles hn(x) = nθ[−1/n,1/n](x) (a` l’aide de la fonction caracte´ristique du segment
[−1/n, 1/n]) dont les distributions de probabilite´s sont Phn(t) = (1/n)δ(t − n) + (1 −
1/n)δ(t). Le premier terme est une singularite´ en l’infini qui ne peut eˆtre prise en compte
par passage a` la limite vers une distribution de´finie pour t < ∞. Au lieu de cela, les pre-
mier et second moments de la fonction h(t) sont correctement retrouve´s par passage a` la
limite des premier et second moments
∫∞
−∞ tPhn(t),
∫∞
−∞ t
2Phn(t) pour n → ∞. En effet,
ces deux quantite´s sont de´finies et convergent bien vers les premier et second moments de
h(x) qui valent 1 et ∞ respectivement.
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Les re´sultats sont les suivants, avec φ ≡√f/π < 1/2,
µ0
µ
=
1− 2φ
1 + (m− 1)φ, (3.47a)
M (1)(εPS) =
1− 2φ
(1− f)[1 + (m− 1)φ], (3.47b)
M (2)(εPS) =
1− (1− f)M (1)(εPS)
f
,
C(1)(εPS) =
√
(1− 2φ)[(1 + f)φ− f ]
(1− f)[1 + (m− 1)φ] , (3.47c)
C(1)(σPS) =
µ
µ0
C(1)(εPS), (3.47d)
C(1)(εSS) =∞, C(1)(σSS) = 0, (3.47e)
C(1)(εm) =
m
[1 + (m− 1)φ]
√
φ(1− 2φ)
(1− f) , (3.47f)
C(1)(σm) =
√
φ
(1− f)(1− 2φ).
(3.47g)
Le caracte`re infini des variances C(1)(εxy) (pour toutes les po-
rosite´s) de la composante transverse εxy du champ de de´forma-
tion est la conse´quence directe des singularite´s de Dirac dans
les champs. La courbe de µ0(f)/µ est trace´e Fig. 3.5.1. La sin-
gularite´ en loi de puissance non entie`re a` f = 0 du de´veloppe-
ment dans la limite dilue´e, µ0(f)/µ = 1− (1+m)(f/π)1/2+ . . .,
avec pente ne´gative infinie, montre qu’une proportion infinite´si-
male de vides induit des effets macroscopiques. Cette situation
rejoint celle attendue pour les milieux plastiques (voir introduc-
tion). Les variances normalise´es C(1)(εPS), C
(1)(εm), C
(1)(σPS) et
C(1)(σm) se comportent comme (f/π)
1/4 lorsque f → 0, ce qui
indique qu’elles croissent plus rapidement que f a` la diffe´rence
d’un milieu line´aire isotrope usuel. Le module effectif s’annule
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a` fc = π/4, la fraction volumique correspondant au milieu avec
sphe`res rapproche´es. De plus, a` f = fc les moments des com-
posantes de de´formation dans la direction du chargement s’an-
nulent dans la matrice (M (1)(εPS) = C
(1)(εPS) = 0).
Des comparaisons avec le milieu plastique seront discute´es
au chapitre (6), cependant nous notons que ces non-analyticite´s
sont ici retrouve´es formellement graˆce a` un calcul exact, qui
montre de manie`re non-ambigue¨ le lien qu’elles partagent avec
les phe´nome`nes de localisation.
Pour re´sumer : lorsque ℓ = 0 et λ = 0 et chargement en PS,
σPS et εPS sont constants par morceau avec une structure par
“glissement de bloc”, tandis que σSS = 0 et εSS est constitue´
de distributions de Dirac localise´es sur les bords des blocs, avec
des sauts aux points de raccordements avec le vide. De plus,
C(1)(εSS) = ∞, et µ0 pre´sente une correction au premier ordre
non nul en ∼ f 1/2.
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Fig. 3.3 – Structure de la de´forme´e de la matrice et champ de de´placement
pe´riodique u∗ (fle`ches) pour un mate´riau avec rapport d’anisotropie ℓ = 0
dans le cas particulier de modules de cisaillement et de compression e´gaux
(κ = µ), et avec chargement en de´formation en cisaillement pur. Les vides
sont en noir. Le champ u∗ est exclusivement concentre´ le long de deux bandes
dont la largeur est e´gale au diame`tre du pore. Le champ de de´placement sur
ces bandes s’“aditionne”dans la re´gion du pore (gris sombre) et s’annule dans
les zones gris clair correspondant a` la re´gion (A) de la Fig. 3.2a. Cependant,
le champ est non nul dans cette dernie`re re´gion si κ 6= µ. Les ellipses en blanc
(resp. en gris) entourent les points de se´paration extreˆme de la matie`re (resp.
les points d’e´crasement). Voir texte p. 81.
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Fig. 3.4 – Solution semblable au cas de la Fig. 3.3 dans le cas ℓ = ∞ avec
chargement en cisaillement simple avec κ = λ, calcule´ nume´riquement par
transforme´e de Fourier. Voir texte p. 82.
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Fig. 3.5 – Modules normalise´s de cisaillement effectif µ0/µ et λ0/λ en fonc-
tion de la concentration en pore f , pour un mate´riau incompressible avec
coefficient d’anisotropie ℓ = λ/µ = 0 (haut) et ℓ = ∞ (bas). La courbe de
µ0/µ a` ℓ =∞ est calcule´e jusqu’a` f = π/8 seulement. Voir texte p. 85
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Fig. 3.6 – Module de compression effectif normalise´ κ0/µ (haut), resp. κ0/λ
(bas), en fonction de la concentration en pores f , pour une matrice incom-
pressible avec rapport d’anisotropie ℓ = λ/µ = 0, resp. ℓ = ∞. Le module
effectif se comporte en inverse de la racine de la concentration f ou 1/
√
f
lorsque f → 0. Voir texte p. 128.
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Fig. 3.7 – Distributions des composantes paralle`les au chargement applique´
(de moyenne non nulle), du champ de contrainte, a` concentration en pores
fixe´e f = 0.1, en cisaillement simple (〈σSS〉 = 1) avec ℓ = 0 (P (σSS), ligne
pleine), et en cisaillement pur (〈σPS〉 = 1) avec ℓ = ∞ (P (σPS), pointille´s).
Les deux lignes droites verticales a` gauche indiquent des composantes en
distributions de Dirac. Les distributions des champs de contrainte en cisaille-
ment simple, ℓ =∞ et en mode axisyme´trique, ℓ = 0, consistent uniquement
en des distributions de Dirac et ne sont pas repre´sente´es ici. Voir texte p.
104.
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Fig. 3.8 – Distributions des composantes transverses au champ applique´
(de moyenne nulle), du champ de contrainte, a` concentration en pores fixe´e
f = 0.1, en cisaillement simple avec ℓ = 0 (P (σPS) ≃ P (σm), ligne pleine),
et en cisaillement pur avec ℓ = ∞ (P (σSS) ≃ P (σm)), pointille´s). Les lignes
verticales indiquent des composantes en distribution de Dirac a` σ = 0. Voir
texte p. 104.
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Fig. 3.9 – Graphique repre´sentant les solutions gB(z) de (3.53b) en fonction
de z/a avec 0 ≤ z/a ≤ 1 pour des valeurs croissantes du rayon du pore
a = 0.025, 0.0622, 0.124, 0.249, 0.373, 0.435, 0.485, 0.498, 0.4995, 0.499985
(de bas en haut a` gauche du graphique). En haut a` droite, la courbe gB(0)/ε0
est trace´e en fonction de a. Voir texte p. 103.
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0 10 20 30
z/(1/2-a)1/2
0
0.1
0.2
0.3
gB(az)(1/2-a)
1/2/ε0
a=1/2-2.5 10-4
a=1/2-7.6 10-6
a=1/2-10-6
10-2 1 102 104
10-6
10-4
10-2
Fig. 3.10 – Graphique repre´sentant les courbes de trois des fonctions gB(z)
pour diffe´rentes valeurs de a (comme indique´es sur la Fig.), renormalise´es
dans la limite de disque proches a → 1/2 par le terme (1/2 − a)1/2 (voir
le´gendes des axes). Le meˆme graphique en e´chelle log-log est visible dans
l’encart en haut a` droite. On trouve un comportement de la courbe limite en
loi de puissance, environ y ≈ 0.7x−1.8 pour x≫ 1, tandis qu’une valeur finie
apparaˆıt en x = 0. Voir texte p. 110.
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Fig. 3.11 – champ de de´placement pe´riodique u∗ = u − ε0 · x (fle`ches),
et de´formation re´sultante de la cellule unite´ (gris) pour un mate´riau avec
chargement en cisaillement simple et fort rapport d’anisotropie ℓ = 10−3,
calcule´ par FFT. La concentration en vide est f = 0.775 proche de la limite
de sphe`res empile´es fc = π/4 ≃ 0.785. La direction du champ de de´placement
change brutalement en y = 1/2, x = 0, en accord avec la solution exacte pour
k = 0. Voir texte p. 112.
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3.5.2 Chargement en cisaillement simple (cas incom-
pressible seulement)
D’apre`s la Sec. 3.4.2, le calcul des solutions dans le cas d’un
cisaillement simple avec ℓ = 0 suppose µ =∞. Pour un mate´riau
incompressible, le calcul est plus e´vident que dans le cas d’un
mate´riau compressible comme celui effectue´ a` la section 3.5.1.
Par souci de simplicite´, nous nous restreignons par conse´quent
au cas d’un mate´riau incompressible (κ =∞, m = 0).
Champs de de´placement, de de´formation et de contrainte
Choisir µ =∞ implique, pour une contrainte macroscopique
finie, εxx−εyy = 0. Les conditions d’incompressibilite´ des champs
entraˆınent alors εxx = εyy = 0. Il est par conse´quent plus simple
d’effectuer une proce´dure de minimisation fonctionnelle par rap-
port a` la de´formation plutoˆt que par rapport a` la contrainte,
puisque la seule composante non-nulle du champ de de´formation
est εxy. La condition εxx = εyy = 0 implique u
∗
x(x, y) = u
∗
x(y)
et u∗y(x, y) = u
∗
y(x) dans la matrice. D’apre`s les syme´tries expli-
cite´es en 3.19c, on peut e´crire u∗x(z) = u
∗
y(z) ≡ G(z) − ε0 z, ou`
G est une fonction inconnue. En introduisant la de´rive´e g ≡ G′,
nous obtenons (dans la matrice) :
εxy(x, y) = [g(x) + g(y)]/2. (3.48)
L’e´nergie dans la cellule unite´ est exprime´e comme inte´grale sur
la phase matrice M (le pore est note´ V ) :
W =
1
2
∫
d2x ε : σ = 2λ
∫
M
d2x ε2xy
=
λ
2
{∫
[− 12 ,12 ]×[− 12 , 12 ]
dx dy [g(x) + g(y)]2
−
∫
V
dx dy [g(x) + g(y)]2
}
. (3.49)
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L’e´nergie est alors simplifie´e en utilisant les proprie´te´s de syme´-
trie (3.19f), et de´veloppe´e en expressions contenant des contri-
butions distinctes sur les intervalles [0, a] et [a, 1/2] (et sur la
zone D). A` ce stade, il s’ave`re utile de de´couper la fonction g en
deux fonctions inde´pendantes gA(z) et gB(z) avec supports sur
les deux intervalles :
g(z) = gB(z)θ[0,a](z) + gA(z)θ[a,1/2](z). (3.50)
D’ici a` la fin du chapitre, on note θ[z1,z2](z) la fonction caracte´-
ristique de l’intervalle [z1, z2]. Les indices A, B se re´fe`rent aux
domaines de la Fig. 3.2(a), et on obtient :
W =
1
2
∫
d2x ε : σ = 2λ
∫
M
ε2xy dx
= 2λ
{∫ 1/2
a
g2A(x) dx+ 2
[∫ 1/2
a
gA(x) dx
]2
+ 4
[∫ 1/2
a
gA(x) dx
][∫ a
0
gB(y) dy
]
+(1− 2a)
∫ a
0
g2B(x) dx
+
1
2
∫
D
gB(x)
[
gB(y) + gB(x)
]
dx dy
}
. (3.51)
La dernie`re inte´grale est calcule´e sur le domaine D de la Fig.
3.2(a). L’e´nergie est maintenant minimise´e fonctionnellement et
inde´pendamment par rapport a` gA et gB sous la contrainte :
〈εxy〉 ≡ ε0 = 2
[∫ 1/2
a
gA(z) dz +
∫ a
0
gB(z) dz
]
, (3.52)
(on utilise par exemple une minimisation par Lagrangien). Le
syste`me obtenu de´termine gA qui est constant, et aboutit a` une
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e´quation inte´grale pour gB(z) (dans leurs domaines de de´finition
respectifs) :
gA(z) ≡ gB(a), z ∈ [a, 1/2], (3.53a)∫ a
ρ(z)
gB(y) dy =
ε0
2
+ a gB(a) +
[
ρ(z)− 1
2
]
gB(z), (3.53b)
z ∈ [0, a], avec ρ(z) ≡
√
a2 − z2.
En particulier pour z = a, nous obtenons la relation qui de´ter-
mine gB(a) en terme de gB(z), z ∈ [0, a[ :
2
∫ a
0
dz gB(z) = ε0 + (2a− 1) gB(a). (3.54)
De plus, en prenant z = 0 dans (3.53b)
gB(0) = [ε0 + 2a gB(a)]/(1− 2a). (3.55)
L’e´quation (3.53b) peut eˆtre transforme´e en une e´quation dif-
fe´rentielle homoge`ne du second-ordre dont nous ne connaissons
pas de solution analytique3. Au lieu de cela, nous exprimons
la de´formation, les champs de de´placement et de contrainte en
terme de gB, et nous de´duisons directement de (3.53b) des re´-
sultats asymptotiques pour les champs et leur distributions de
probabilite´. Nume´riquement, nous calculons e´galement les dis-
tributions comple`tes et les courbes des modules effectifs en dis-
cre´tisant (3.53b) en un syste`me line´aire4.
La structure de la solution en terme de gB est comme suit.
En utilisant (3.53a), nous simplifions g(z) en
g(z) = gB(z) θ[0,a](z)+gB(a) θ[a,1/2](z) (0 < x < 1/2), (3.56)
3avec Q(x) ≡ ∫ x
0
gB(y) dy, (3.53b) relie line´airement Q(a− ρ(z)) et Q′(z). En la diffe´-
rentiant par rapport a` z, une autre e´quation exprimant Q′(a− ρ(z)) en fonction de Q′(z)
et Q′′(z) est obtenue. La substitution y = ρ(z) admet z = ρ(y) comme relation inverse, et
transforme la premie`re e´quation en une nouvelle formule liant Q(z) et Q′(a − ρ(z)) et la
seconde en une e´quation diffe´rentielle pour Q(z).
4il s’ave`re plus efficace de discre´tiser l’e´quation inte´grale (3.53b) avec une densite´ de
points non uniforme proportionnelle a` ρ(z).
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de sorte que g est comple`tement de´termine´e en terme de gB(z),
z ∈ [0, a]. Ainsi (0 < x, y < 1/2) :
εxy(x, y) =
gB(a)
2
[
θ[a,1/2](x) + θ[a,1/2](y)
]
+
1
2
[gB(x)θ[0,a](x) + gB(y)θ[0,a](y)]. (3.57)
L’e´quation inte´grale (3.53b) admet une solution continue. De
plus, gB et par conse´quence εxy, u et u
∗ sont e´galement conti-
nus. La continuite´ et la parite´ en x (resp. y) de u∗x (resp. u
∗
y)
impliquent u∗x(0, ·) ≡ u∗y(·, y) ≡ 0. Ainsi, pour (x, y) dans la
partie de la matrice contenue dans le quadrant droit-haut de la
cellule unite´ :
u∗x(x, y) =
∫ y
0
dz g(z)− ε0y, (3.58)
u∗y(x, y) = u
∗
x(y, x), (0 < x, y < 1/2). (3.59)
Ces expressions doivent eˆtre e´tendues a` l’ensemble de la cel-
lule unite´ en utilisant les proprie´te´s de syme´trie dans le plan
u∗x(x, y) = −u∗x(−x, y) = u∗x(x,−y). D’apre`s (3.18), les compo-
santes transverses de la contrainte σxx et σyy sont impaires en x
et y respectivement, soit en utilisant la pe´riodicite´, σxx(1/2, y) ≡
σyy(x, 1/2) ≡ 0. Avec σxy(x, y) = 2λ εxy(x, y) donne´ par (3.57),
nous de´duisons de l’e´quilibre de la contrainte, Eq. (3.2c), dans
la quadrant droit-haut de la matrice :
σxx(x, y) = σyy(y, x) =
∫ 1/2
x
dx′ ∂yσxy(x′, y) = (λ/2)(1−2x)g′(y).
(3.60)
Puis dans le quadrant droit-haut (matrice) :
σm(x, y) = (λ/4)[(1− 2x)g′(y) + (1− 2y)g′(x)], (3.61a)
σPS(x, y) = (λ/4)[(1− 2x)g′(y)− (1− 2y)g′(x)]. (3.61b)
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Ainsi, comme gB(z) = const. pour z ∈ [a, 1/2], les contraintes
σm et σPS s’annulent dans les zones (A) de la Fig. 3.2(a). Dans
les zones (B), σm et σPS sont lie´es, avec :
σm(x, y) = σPS(x, y) =
λ
4
(1− 2x)g′B(y)
si
{
a < x < 1/2,
0 < y < a,
(3.62a)
σm(x, y) = −σPS(x, y) = λ
4
(1− 2y)g′B(x)
si
{
0 < x < a,
a < y < 1/2.
(3.62b)
Le calcul de la de´rive´e de (3.53b) par rapport a` z permet de
de´duire
g′B(z) = −2z
gB(z) + gB (ρ(z))
ρ(z)[1− 2ρ(z)] , (3.63)
soit g′B(0) = 0. Ainsi, mise a` part la zone (A) ou` la contrainte
est nulle, les re´gions de contraintes faibles σm et σPS se situent
le long des axes x = 0 ou y = 0, et le long des axes x = ±1/2,
y = ±1/2.
Non loin de la frontie`re entre les zones de la Fig. 3.2(a), σm et
σPS divergent. En effet, si l’on conside`re par exemple la frontie`re
y = a, nous de´duisons de (3.63), pour y . a
g′B(y) ≃ −
√
2a[gB(a) + gB(0)](a− y)−1/2,
et la contrainte ci-dessus se comporte comme d−1/2, ou` d est la
distance a` la frontie`re. E´tant donne´ que le calcul des variances
fait intervenir des inte´grales de quantite´s ∝ σ2, ceci implique en
particulier :
C(1)(σPS) = C
(1)(σm) =∞. (3.64)
Ces singularite´s sont les seules rencontre´es dans ce cas, les autres
moyennes et second moments e´tant finis.
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Moments et module effectif dans la limite dilue´e
Nous nous attachons maintenant au calcul du module effectif,
entre autres, dans la limite de faible porosite´ ou` a → 0. L’Eq.
(3.53b) est re´solue par un de´veloppement sous forme de se´rie de
Taylor :
gB(az) = ε0
∞∑
n=0
qn(z)a
n (0 < z < 1). (3.65)
(notons que a e´tant un parame`tre, nous aurions duˆ appeler
gB(z; a) la quantite´ gB(z) afin que dans l’e´quation ci-dessus
gB(az) se lise gB(az; a) de´veloppe´ en terme de puissance de a).
Nous obtenons la re´currence :
q0(z) ≡ 1, qn+1(z)
2
= qn(1)+
√
1− z2qn(z)−
∫ 1
√
1−z2
dyqn(y).
(3.66)
Pour calculer C(1)(εSS) a` l’ordre dominant, un de´veloppement
au troisie`me ordre est ne´cessaire. Nous trouvons au quatrie`me
ordre :
gB(az)
ε0
= 1 + 4a
√
1− z2 + 4a2[2(1− z2) + z
√
1− z2
− arcsin(z)]
+
8a3
3
[(
10− 3π
2
− 4z2
)√
1− z2 − 4(1 + z3)
]
+ 8a4
{
4− π + (π − 8)z2 + 2z4
+
[(
3− π
2
)
z − 16
3
− 2z3
]√
1− z2
+
(π
2
− 3
)
arcsin(z)
}
+ O(a5).
Les formules (3.65)-(3.66) donnent la solution (a priori unique)
de (3.53b) tant que a est plus petit que le rayon de convergence
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de la se´rie (voir Fig. 3.9 pour un graph de la solution comple`te).
On montre facilement par re´currence que la se´rie converge de`s
que a < 1/6. Nume´riquement, on observe que la se´rie est en
re´alite´ convergente de`s que a < 0.414 environ, mais pas au-dela`
(cette valeur semble correspondre a` l’unique minimum local de
gB(a)). Une modification du sche´ma de re´currence permet de
re´e´crire la fonction gB sous la forme d’une se´rie convergente pour
toutes les valeurs 0 ≤ a < 1/2. De´finissons dans un premier
temps la suite des pn(z) par une formule identique a` (3.66) mis
a` part l’omission du terme qn(1) :
p0(z) ≡ 1, pn+1(z)/2 =
√
1− z2pn(z)−
∫ 1
√
1−z2
dypn(y) (n ≥ 0).
(3.67)
et de meˆme p(az)/ε0 =
∑
n≥0 pn(z)a
n. Alors la fonction p(z)
est solution d’une e´quation inte´grale identique a` (3.53b) avec
omission du terme gB(a) :∫ a
ρ(z)
p(y) dy =
ε0
2
+a
[
ρ(z)− 1
2
]
p(z), (z ∈ [0, a]), (3.68)
On cherche l’e´quation inte´grale ve´rifie´e par gB(z) − αp(z) (ou`
α un parame`tre ne inde´pendant de z) ; celle-ci posse`de la so-
lution triviale nulle pour une valeur particulie`re de α exprime´e
en fonction de gB(a). En choisissant maintenant z = a dans
gB(z) = αp(z), et en e´liminant gB(a) on peut re-exprimer α en
fonction de p(a), et obtenir la solution comple`te en terme de
p(z). On trouve gB(z) = p(z)/[1−2ap(a)/ε0]. On observe nume´-
riquement que le rayon de convergence de la se´rie entie`re de´finis-
sant p(z) est e´gale a` 1/2, soit l’ensemble du domaine physique.
Ceci de´finit par conse´quent la solution ge´ne´rale au proble`me sous
forme d’une se´rie en puissances de a modulo une normalisation
faite a posteriori. Cette e´criture montre que le module effectif
est analytique en a. L’e´criture sous forme de se´rie des qn(z), qui
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ne converge pas au-dela` d’une certaine valeur de a, montre que
λ0/λ n’est en revanche pas une se´rie entie`re sur tout le domaine
0 < a < 1/2. Une the´orie d’homoge´ne´isation qui se de´veloppe
sous la forme de somme de puissances de f ou de a ne peut donc
espe´rer capturer la solution exacte que jusqu’a` une valeur finie
de la porosite´. Au-dela`, un re´gime distinct apparaˆıt correspon-
dant a` l’apparition de grandes valeurs du champ dans les zones
ou` les sphe`res sont les plus proches les unes des autres (voir plus
loin).
Les solutions gB sont e´galement trace´es pour diverses valeurs
de a (Fig. 3.9). En particulier, pour z = 1 :
gB(a)/ε0 = 1−2πa2− 64
3
a3+2(π2−6π−8)a4+O(a5). (3.69)
En utilisant le de´veloppement (3.67), les re´sultats sont re´sume´s
comme suit (on note la relation simple λ0/λ = [1 + gB(a)/ε0]/2
obtenue en calculant la moyenne du champ de de´formation de
εxy dans la matrice, et en utilisant 3.53b) :
λ0
λ
= 1− f − 32
3π3/2
f 3/2 +
(
1− 6
π
− 8
π2
)
f 2
+O(f 5/2), (3.70a)
M (1)(εSS) = 1− 32
3π3/2
f 3/2 + O(f 2), (3.70b)
M (2)(εSS) = 1 +
32
3π3/2
f 1/2 + O(f), (3.70c)
C(1)(εSS) =
4
√
2√
3π3/4
f 3/4 + O(f 5/4), (3.70d)
C(1)(σSS) =
4
√
2√
3π3/4
f 3/4 + O(f 5/4), (3.70e)
C(1)(εPS) = 0, C
(1)(σPS) =∞ (3.70f)
C(1)(εm) = 0, C
(1)(σm) =∞. (3.70g)
Qualitativement, les principales diffe´rences avec le cas de char-
gement PS (voir Eqs. 3.47), sont les suivantes : la premie`re
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correction du module effectif est maintenant en O(f) au lieu
de O
(
f 1/2
)
; les variances de la composante “paralle`le” de la
contrainte et de la de´formation dans la matrice sont en O
(
f 3/4
)
,
et par conse´quent moins sensibles a` un faible accroissement du
volume de pore que dans (3.47). La composante transverse du
champ de de´formation est nulle tandis que la variance de celle-ci
e´tait infinie dans le cas pre´ce´dent.
Distributions et singularite´s de Van Hove
Des graphes des distributions des champs de contrainte dans
la matrice en cisaillement simple, a` la concentration f = 0.1,
sont dessine´s Figs. 3.7 et 3.8 sous la forme de lignes pleines.
La distribution P (σSS) du champ de contrainte “paralle`le” au
champ applique´ (Fig. 3.7) pre´sente deux types de singularite´s :
une composante en distribution de Dirac et une divergence suivie
d’une discontinuite´ d’amplitude infinie (de plus la meˆme courbe
pour le cas ℓ = ∞ (voir Sec. 3.6.2) montre une discontinuite´
supple´mentaire d’amplitude finie). La composante de Dirac re-
pre´sente la contribution de la re´gion (A) de contrainte constante
σSS. Elle est proportionnelle a` [(1 − 2a)2/(1 − f)]δ(t − gB(a)).
La contribution de la zone (B) a` P (σSS), est constitue´e par la
courbe situe´e a` gauche de la divergence, tandis que le “pied” a`
la droite de celle-ci (dont la courbe est agrandie dans un encart)
est essentiellement produit par la re´gion (D) ou` la contrainte
est maximale. La distribution posse`de un support fini car εSS
est borne´. Les distributions de σPS et de σm, les composantes
“transverses” au chargement sont visibles Fig. 3.8. Elles sont
syme´triques par rapport a` l’origine, les valeurs positives et ne´-
gatives se compensant exactement par syme´trie, ce qui implique
une moyenne nulle. De plus, elles comprennent une distribution
de Dirac en σ = 0 (celle de la re´gion (A)), et des composantes
principales qui divergent en σ = 0 et de´croissent lentement pour
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σ →∞ (les contributions de la re´gion (B), essentiellement). La
distribution P (σm) diffe`re tre`s le´ge`rement de celle de P (σPS)
par la contribution de la zone (D), la diffe´rence e´tant invisible a`
l’œil pour f = 0.1.
Les proprie´te´s singulie`res e´voque´es ci-dessus se comprennent
de la manie`re suivante. Dans la Fig. (3.8), les queues de la dis-
tribution P aux grandes valeurs des champs sont de´termine´es
par les singularite´s en racine carre´e qui sont par ailleurs a` l’ori-
gine des variances infinies dans (3.64). D’autre part, la de´finition
(3.15) des distributions de probabilite´s ge´ne`re des singularite´s de
Van Hove au voisinage des valeurs t = t0 pour lesquelles il existe
dans le domaine d’inte´gration des extrema ou des points de selle
en xi de telle sorte que ε(xi) = t0 et ∂xε(xi) = 0. En 2D, selon
que les valeurs propres de la matrice ∂2xxε(xi) sont de meˆme signe
ou de signes oppose´s, les singularite´s en P sont soit des disconti-
nuite´s ou des divergence logarithmiques (Van Hove, 1953). Des
singularite´s de Van Hove “e´tendues” (Abrikosov, Campuzano et
Gofron, 1993) se produisent lorsque de plus une ou plusieurs de
ces valeurs propres ∂2xxε(xi) s’annulent.
Conside´rons dans un premier temps les distributions du champ
de de´formation. En utilisant (3.53b), nous obtenons :
gB(z) = gB(0)− ε0 + gB(a)
a(1− 2a)2z
2 +O(z4), (3.71)
soit dans la zone (B), pour a < x < 1/2, 0 < y < a,
εxy(x, y) ≃ ε0 + gB(a)
2(1− 2a) −
ε0 + gB(a)
2a(1− 2a)2y
2 + . . . , (3.72)
de type ge´ne´rique h(x, y) = h0 − h1y2 + O(y3), h1 > 0, et qui
ge´ne`re une singularite´ de Van Hove e´tendue au voisinage de t =
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h0 = (ε0 + gB(a))/[2(1− 2a)] de la forme
Ph(t) ≃ C +
∫
dx dy
V
δ
(
h0 − h1y2 − t
)
(3.73)
= C +
Lx
2V
√
h1
(h0 − t)−1/2 θ(h0 − t), (3.74)
ou` Lx est la taille du domaine d’inte´gration sur les valeurs en
x, et ou` C est une constante qui tient compte des autres contri-
butions pour Ph ignore´es dans cette approximation. La fonction
θ(z) repre´sente la fonction de Heaviside (valant 1 pour z ≥ 0, 0
sinon). Nous avons utilise´ l’identite´ :
δ
(
f(x)
)
=
∑
α
1
|f ′(xα)|δ(x− xα), (3.75)
ou` xα sont les racines de la fonction f(x). Seules importent les
contributions au voisinage du point y = 0. Par conse´quent, le
domaine d’inte´gration en y n’a pas besoin d’eˆtre spe´cifie´ de ma-
nie`re unique. Les contributions des quatre quadrants ame`nent
ici Lx = 2(1− 2a), de sorte que
Pεxy(t) ≃ C+
√
2a(1− 2a)2
(1− f)
√
ε0 + gB(a)
|t−h0|−1/2θ(h0− t). (3.76)
La distribution correspondante en contrainte s’e´crit
PσSS(t) = Pεxy(t/(2λ))/(2λ).
Ainsi, la divergence de PσSS est en inverse d’une racine carre´e,
et la chute d’amplitude infinie Fig. 3.7 est “capture´e” par cette
approximation.
Conside´rons maintenant les autres champs de distributions
PσPS(t) et Pσm(t), et e´tudions les contributions autour de t = 0.
L’e´quation (3.62) et les remarques qui suivent indiquent que les
valeurs faibles du champ ont pour origine les axes x = 0, y = 0,
x = ±1/2, y = ±1/2. Les quatre points (x, y) = (±1/2, 0) et
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(x, y) = (0,±1/2) contribuent le plus. Conside´rons par exemple
un voisinage du point x = 1/2, y = 0. Graˆce a` (3.62), (3.63)
σm(x, y) = σPS(x, y) ≃ σ0
a(1− 2a)2(1/2− x)y. (3.77)
Il s’agit d’une singularite´ de Van Hove du type h(x, y) =
h1x
2 − h2y2 + O(x3 + y3) (h1, h2 > 0, tourne´ de 45 degre`s)
dont le de´veloppement asymptotique en t ∼ 0 est : Ph(t) =
− log |t|/(2V√h1h2) ou` V est le volume du domaine de de´fini-
tion de h. En regroupant les contributions des quatre points de
la cellule unite´ (x, y) = (0,±1/2), (x, y) = (±1/2, 0), nous obte-
nons l’approximation :
Pσm(t) ∼ PσPS(t) ∼ −
4a(1− 2a)2
σ0(1− f) log |t|, t→ 0.(3.78)
Finalement, nous calculons une expression pour les queues
faiblement de´croissantes de PσPS(t) et Pσm(t) lorsque t → ∞,
comme dans la Fig. (3.8). En suivant la Sec. (3.5.3), nous nous
inte´ressons plus particulie`rement a` la re´gion a < x < 1/2, y . a
de la zone (B). Alors d’apre`s (3.62b) :
σPS(x, y) = −λ
4
(1− 2y)g′B(y) ∼
σ0
√
2a
4(1− 2a)
1− 2y√
a− x,
de la forme h(x, y) = h0(1− 2y)/
√
x− a avec
h0 = (λ/4)
√
2a[gB(a) + gB(0)]
2.
Ainsi nous obtenons la contribution suivante pour cette re´gion
de la zone (B) :
1
V
∫ 1/2
a
dx
∫ a
0
dy δ
(
h(x, y)− t) = h20
3V
(1− 2a)3
|t|3
×θ(−t)θ(|t| − (1− 2a)h0√
a
), (3.79)
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Et finalement pour la zone (B) entie`re :
P (B)σPS (t) ≃ σ2
a(1− 2a)
6(1− f) |t|
−3, |t| ≫ σ
2
√
2
. (3.80)
Dans la zone (D) les valeurs infinies du champ sont situe´es
sur le long des segments x ≃ a or y ≃ a. Conside´rons par ex.
y ≃ a, y < a et 0 < x < a. En utilisant (3.55), (3.61) :
σPS = (λ/4)[(1− 2x)g′B(y)− (1− 2a)g′B(x)] (3.81)
∼ −h0 1− 2x√
a− y − h1g
′
B(x) (3.82)
avec h1 = (λ/4)(1− 2a) > 0. Nous obtenons donc une contribu-
tion d’ordre :
PD1σPS(t) =
1
V
∫ a
0
dx
∫ a
0
dy δ
(
h(x, y)− h1g′B(x)− t
)
(3.83)
=
1
V
∫ a
0
dx
2h20(1− 2x)2
|t+ h1g′B(x)|3
×θ(−t)θ
(
|t| − h0√
a
− h1g′B(x)
)
. (3.84)
Pour simplifier, nous supposons que t est grand de sorte que les
deux fonctions θ valent 1 (celles-ci ne de´pendent en effet pas de
x car g′B est toujours ne´gatif comme on peut le voir Fig. 3.9).
La contribution a` l’inte´grale au voisinage de x ≃ a n’est pas
e´vidente a` calculer, car g′B(x) tend vers −∞ a` cette endroit.
Ne´anmoins nous avons ve´rifie´ nume´riquement que cette contri-
bution est ne´gligable devant |t|−3 de sorte que nous pouvons
calculer l’inte´grale sur 0 < x < a− η et faire tendre η vers 0 par
la suite. Ceci donne :
1
V
∫ a−η
0
dx
2h20(1− 2x)2
|t+ h1g′B(x)|3
=
h20
3V |t|3
[
1− (1− 2a)3] .(3.85)
Finalement, en ajoutant les contributions des zones (B) et (D),
nous obtenons :
PσPS(t) ∼
σ2a
6(1− 2a)2(1− f)|t|
−3, |t| → ∞. (3.86)
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Enfin, nous mentionnons l’existence d’autres singularite´s qui
ne sont pas e´tudie´es ici. La composante moyenne σm du champ
de contrainte posse`de un “bump” avec loi d’exposant (dont la
valeur n’a pas e´te´ calcule´e pre´cise´ment) qui de´coule des valeurs
du champ autour x, y = ±a/√2. Pour des porosite´s plus impor-
tantes (f > 0.6 environ), deux “bumps” sont e´galement produit
de par l’existence de deux points d’inflexion de la courbe gB(x),
et qui donnent lieu a` des extrema locaux pour les champs σPS
et σm le long des axes Carte´siens de la zone B. Ces singularite´s
sont e´galement associe´es a` des lois de puissance (exposants non
de´termine´s).
De´formation du vide dans la limite dilue´e
Nous calculons des re´sultats asymptotiques pour une faible
concentration en pores. En utilisant les Eqs. (3.58) et (3.67),
nous obtenons ux(x, y) ≃ −ε0y/a+O(1) pour −a < x, y < a et
ε0 ≪ a≪ 1. L’inclusion est conforme´ment a` ce re´sultat de´forme´
comme une ellipse de demi-axes de longueurs a± ε0 le long des
deux diagonales de la cellule unite´, de telle sorte que le volume
du pore de´forme´ est π(a2− ε20). Nous utilisons maintenant l’Eq.
(3.58) pour calculer le volume de la cellule unite´ apre`s un petit
chargement ε0. Sur le bord haut, nous avons ux(x, 1/2) ≡ ε0/2 et
uy(x, 1/2) ≡
∫ x
0 g(t)dt, et des expressions similaires s’en suivent
pour les autres bords.
Ainsi, la cellule unite´ est soumise a` la superposition de deux
de´placements, un cisaillement simple homoge`ne plus un de´pla-
cement additionnel qui de´pend de la fonction g. Comme la fonc-
tion g est paire, les de´formations produites ont tendance a` se
compenser et ce de´placement additionnel n’induit pas de chan-
gement de volume a` l’ordre ε20 : le volume de la cellule unite´ est
1 − ε20 (un cisaillement simple homoge`ne e´tant un cisaillement
pur le long des directions de la cellule unite´ tourne´es de 45˚ ).
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La nouvelle concentration en vide est donc apre`s chargement
f ′ ≈ π(ε − a)(ε + a)/(1 − ε20) et finalement (au premier terme
non-nul en ε0) :
f ′ − f
f
=
(
1− π
f
)
ε20, f → 0. (3.87)
Au contraire du chargement en cisaillement pur, aucune puis-
sance singulie`re en f n’apparaˆıt, et l’expression trouve´e est en
fait la meˆme que celle correspondante a` un mate´riau homoge`ne
(ou quasi homoge`ne). Ceci est a` mettre en paralle`le avec le fait
que les modules effectifs sont de´veloppe´s comme ceux d’un ma-
te´riau homoge`ne au premier ordre : λ0/λ ∼ 1− f .
Limite de disques tre`s proches
Le comportement (en lois de puissance) des modules effectifs,
des moyennes et variances par phase est calcule´ nume´riquement
au voisinage de la limite de fraction volumique correspondant a`
des disques proches fc = π/4. Nous nous apercevons que la fonc-
tion gB(z) tends vers 0 pour 0 < z < a, avec deux singularite´s
en z = 0 et z = a. A` z = a, nous observons une discontinuite´
finie avec εB(a) → −ε0, tandis que dans la re´gion z ≪ 1 une
e´tude nume´rique montre que la fonction gB se comporte de la
manie`re suivante :
gB(z) ∼ ε0(fc − f)−0.50h
(
z(fc − f)−0.50
)
, (3.88)
z → 0, f → fc,
ou` h(x) est une fonction continue de´finie pour x ≥ 0, posse´dant
une valeur finie en 0 et de´croissant en O(x−2) pour x→∞. Dans
la limite de disques proches, fc−f ∼ π(1/2−a). Ainsi les courbes
des valeurs de gB(az)/ε0 en fonction de z
′ = z/(1/2 − a)1/2
tendent vers une courbe unique pour a→ 1/2 (Fig. 3.10). Ainsi,
le champ de de´placement est quasi constant dans toute la ma-
trice, excepte´ aux points de rapprochement des pores (x, y) =
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(±1/2,±1/2). Cela a de´ja` e´te´ mentionne´ par Flaherty et Kel-
ler (31) et Nunan et Keller (96) (voir aussi (131)) pour diffe´-
rents re´seaux de sphe`res rigides dans un milieu e´lastique iso-
trope. En utilisant l’Eq. 3.58, on trouve u(x) ∼ ε0(fc − f)−0.50
pour 0 < x, y < 1 (l’inte´gration de la singularite´ finie de εB
en z = a e´tant nulle). Dans chaque autre re´gion translate´e par
pe´riodicite´, le champ de de´placement est e´galement quasi nul.
Dans les bandes de faible e´paisseur qui relient ces re´gions en-
semble, un saut d’ordre ε0(fc − f)−0.50 se produit autour des
points (±1/2, 0), (0,±1/2). La singularite´ de la composante εSS
du champ de de´formation en ces points se traduit par une di-
vergence en (t − t0)−1/2 dans le champ de distribution PεSS(t)
de celle-ci (Eq. 3.76). D’apre`s l’Eq. (3.88) ce pic se de´place vers
l’infini (t0 ∼ (fc − f)−0.50 → ∞) lorsque f → fc. Enfin une
autre divergence apparaˆıt, provenant de la valeur quasi nulle du
champ εSS dans la zone 0 < x, y < 1 lorsque f → fc.
Pour calculer les variances, nous utilisons la formule suivante,
qui se de´montre aise´ment :∫
(1)
dxdy ε2SS(x, y) = ε
2[1 + gB(a)/ε]/2. (3.89)
Les module effectif, moyennes et variances de champs sont alors
les suivantes, dans la limite de disques proches :
λ0
λ
∼ (fc − f)0.50 , f → fc, (3.90a)
M (1)(εSS) ∼ (fc − f)0.50 , f → fc, (3.90b)
C(1)(εSS) ∼ (fc − f)0.25 , f → fc, (3.90c)
C(1)(σSS) ∼ (fc − f)−0.25 , f → fc, (3.90d)
C(1)(εPS) = C
(1)(εm) ≡ 0, (3.90e)
C(1)(σPS) = C
(1)(σm) ≡ ∞. (3.90f)
Un exposant 1/2 apparaˆıt e´galement dans la formule obtenue
par Keller(54) pour la conductivite´ effective d’un re´seau carre´
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2D de cylindres parfaitement isolants, au voisinage de la limite
de cylindres empile´s : σe/σ1 = 2π
−3/2(π/4 − f)1/2. L’exposant
obtenu dans ce cas ne doit pas eˆtre spe´cifique a` l’anisotropie
particulie`re conside´re´e pour ce mate´riau. La Fig. 3.11 repre´sente
un calcul par FFT du champ de de´placement du milieu line´aire
anisotrope proche de la percolation (pour ℓ = 10−4 proche de
ℓ = 0).
3.5.3 Mode de chargement axisyme´trique pour λ→ 0
La limite ℓ = 0 peut-eˆtre obtenue de deux fac¸ons diffe´rentes
correspondant aux deux mate´riaux limites λ→ 0 ou µ→∞, qui
aboutissent a priori a` des solutions distinctes. Nous examinons
dans un premier temps la limite λ→ 0.
Champs de contrainte et de de´formation
Conside´rons un mate´riau anisotrope avec λ ≡ 0, soumis a`
un chargement en contrainte axisyme´trique (ou chargement en
pression). La me´thode que nous utilisons pour la re´solution de ce
proble`me est tre`s similaire a` celle de´veloppe´e dans le cadre d’un
chargement en cisaillement pur (Sec. 3.5.1), et a` laquelle nous
nous re´fe´rons dans cette section. Les diffe´rences proviennent es-
sentiellement des syme´tries propres a` chaque mode de charge-
ment, et qui sont de´taille´es plus loin.
Lorsqu’un chargement en contrainte moyenne σm macrosco-
pique est effectue´ sur un mate´riau de module e´lastique λ = 0,
l’identite´ σxy ≡ 0 s’applique. D’apre`s les e´quations d’e´quilibre
des forces, en introduisant une fonction 1-pe´riodique g :
σxx = g(y), σyy = g(x), (3.91)
ou` nous avons utilise´ les syme´tries pour un chargement de type
axisyme´trique (on note que les signes devant σxx, σyy diffe`rent
de la solution en mode cisaillement pur). La pre´sence d’un pore
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dans la cellule unite´ implique que g(x) s’annule lorsque x ∈
[−a, a]. Finalement, g est de´termine´ constant par morceaux apre`s
minimisation de l’e´nergie e´lastique totale : g(x) = σ0/(1 − 2a)
pour x ∈ [a, 1/2] ou x ∈ [−1/2, a].
Les composantes de la contrainte, ainsi que les champs de
de´formation moyen et de cisaillement pure valent, en utilisant
l’indicateur de re´gion χ de´fini dans Sec. 3.5.2 (x, y dans la ma-
trice) :
σSS(x, y) = 0, (3.92)
σm(x, y) =
σ0
1− 2a
χ(y) + χ(x)
2
, (3.93)
σPS(x, y) =
σ0
1− 2a
χ(y)− χ(x)
2
, (3.94)
εm(x, y) =
σ0
2µ
m
1− 2a
χ(x) + χ(y)
2
, (3.95)
εPS(x, y) =
σ0
2µ
1
1− 2a
χ(y)− χ(x)
2
. (3.96)
En utilisant la meˆme me´thode que dans la section avec mode de
chargement en cisaillement pur (calcul des sauts de discontinuite´
des champs de de´formation εxy, εm le long des frontie`res entre
les zones (A), (B) et (D)) la composante en cisaillement simple
εSS vaut, dans le quadrant haut droit de la matrice :
εSS(x, y) =
σ0
8µ
1 +m
1− 2a
[(
x− 1
2
)
δ(y − a) +
(
y − 1
2
)
δ(x− a)
]
,
(x, y) ∈ matrice∪ [0, 1/2]2. (3.97)
De meˆme la de´formation macroscopique de la de´formation pour
le mate´riau pe´riodique est trouve´e en faisant intervenir les condi-
tions de pe´riodicite´ ve´rifie´es par le champ de de´placement re´duit
u∗ et les relations de syme´tries :
ε0 =
σ0
2µ
m+ (1−m)a
1− 2a . (3.98)
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Champ de de´placement re´duit
D’apre`s les expressions des champs de de´formation, le champ
de de´placement re´duit est line´aire par morceaux dans la matrice
et seule sa composante tangentielle aux bords des frontie`res entre
les zones (A), (B) et (D) est discontinue le long de ses frontie`res.
Dans le quadrant haut droit de la cellule unite´, et dans la matrice
(0 < x, y < 1/2) :
u∗x(x, y) = ε0
(m− 1)a
m+ (1−m)a(x− 1/2),
(x, y) ∈ A (3.99a)
u∗x(x, y) = ε0
(m− 1)a− (1 +m)/2
m+ (1−m)a (x− 1/2), (3.99b)
(x > a, y) ∈ B,
u∗x(x, y) = ε0
(m− 1)(a− 1/2)
m+ (1−m)a x,
(x < a, y) ∈ B, (3.99c)
u∗x(x, y) = ε0
[
(1 +m)/4
m+ (1−m)a − x
]
,
(x, y) ∈ D, (3.99d)
u∗y(x, y) = u
∗
x(y, x). (3.99e)
Entre les zones (D), (B) et (A) le long de la ligne y = a, la
composante u∗x est discontinue d’apre`s les e´quations ci-dessus
avec saut en x (0 < x < 1/2) :
u∗x(x, a
+)− u∗x(x, a−) =
ε0
2
1 +m
m+ (1−m)a(x− 1/2), (3.100)
(ou` a+ et a− sont les valeurs limites en a+ ǫ, a− ǫ resp.). Dans
le cas particulier m = 1, le de´placement re´duit est nul au sein
de la zone in zone A (Eq. 3.99a), et est aligne´ avec les axes
carte´siens dans la zone (B) (cf. annulation des termes de l’Eq.
3.99c). Ce cas particulier rappelle celui du mode cisaillement pur
3.5. Mate´riau avec rapport d’anisotropie ℓ = 0 115
avec m = 1 (Fig. 3.3), a` la diffe´rence que le champ de de´place-
ment re´duit est maintenant dirige´ dans les quatre bandes de la
zone (B) soit vers le vide (ε0 > 0, tension) ou` dans la direc-
tion oppose´e (ε0 > 0, compression) comme le montrent les Eqs.
(3.99b) et (3.99e). Toujours en utilisant ces meˆmes e´quations,
nous voyons que les directions du champ de de´placement total
sont exactement oppose´es, comme on l’envisage intuitivement
pour un chargement en compression ou tension.
Par exemple, dans la partie droite de la zone (B), la compo-
sante ux = u
∗
x + ε0x est de meˆme signe que ε0, ainsi la matie`re
a tendance a` se de´placer vers le centre de la cellule unite´ en
compression, et a` s’en e´carter en tension. Ceci est valable plus
ge´ne´ralement pour m 6= 1, auquel cas ux = u∗x est du meˆme
signe que ε0[(m− 1)(x− a) + (1 +m)/2] dans la meˆme re´gion,
qui est toujours e´galement du signe ε0.
Nous examinons maintenant en de´tail le champ de de´place-
ment autour des points particuliers x, y = 0,±a et le long du
bord du pore. Aux quatre points x ≈ ±a, y ≈ ±a, le champ de
de´placement est discontinu, par exemple pour x ≈ a, y ≈ a :
u(x, y) =
ε0
2
m+ 1
m+ (1−m)a
[
a+ 1/2
2
(
1
1
)
+
a− 1/2
2
(
sign(y − a)
sign(x− a)
)]
, (x, y) ≈ (a, a).
Dans chacun des cas ε0 > 0 et ε0 < 0, deux couches de matie`re
se superposent dans un carre´ de coˆte´ ε0(m+1)(a/2−1/4)/[m+
(1−m)a]. A` l’inverse du cisaillement pur, aucune zone vide n’est
cre´e.
La matie`re dans la zone (D) est soumise a` la de´formation
totale :
u(x, y) =
ε0
4
m+ 1
m+ (1−m)a
(
sign(x)
sign(y)
)
, (3.101)
(x, y) ∈ D ∪ [−1/2, 1/2]2.
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Les points aux extre´mite´s en haut, en bas, a` droite et a` gauche
du bord du vide (x, y) = (0,±a) et (x, y) = (±a, 0) sont par
analogie avec le cas de cisaillement pur, des “points chauds” ou`
la matie`re se se´pare (ε0 < 0) ou s’e´crase (ε0 > 0). Contrairement
au cas de cisaillement pur, chacun de ces points est de meˆme type
pour un chargement ε0 donne´.
Apre`s de´formation, la concentration de vide dans le mate´riau
pe´riodique est f ′, avec comme premie`re correction en ε0 ≪ 1 :
f ′ − f
f
= 2
m+ 1− f
m
√
πf + (1−m)f ε0. (3.102)
Module effectif, moyennes et variances des champs
Nous trouvons (avec Φ =
√
f/π) :
κ0
µ
=
1− 2Φ
m+ (1−m)Φ , (3.103a)
M (1)(εm) =
m
1− f
1− 2Φ
m+ (1−m)Φ, (3.103b)
M (2)(εm) =
1 +m
m
√
πf + (1−m)f , (3.103c)
(3.103d)
C(1)(εPS) =
√
Φ(1− 2Φ)√
1− f [m+ (1−m)Φ], (3.103e)
C(1)(εSS) = ∞, (3.103f)
C(1)(εm) =
m
√
1− 2Φ√Φ(1 + f)− f
(1− f)[m+ (1−m)Φ] , (3.103g)
C(1)(σPS) =
√
Φ√
1− f√1− 2Φ , (3.103h)
C(1)(σSS) = 0, (3.103i)
C(1)(σm) =
C(1)(εm)
mκ0/µ
. (3.103j)
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3.5.4 Mode axisyme´trique avec µ→∞ (matrice incom-
pressible)
Nous examinons dans cette section le cas µ → ∞ dans la
matrice avec λ fini et mode de chargement axisyme´trique La li-
mite µ = ∞ implique pour un chargement en de´formation fini
εPS ≡ 0, comme obtenu auparavant avec un chargement en ci-
saillement simple. Nous nous restreignons, de la meˆme fac¸on que
dans le cas de mode de chargement en cisaillement simple, au
cas d’un mate´riau incompressible. Ceci implique εxx = εyy ≡ 0,
et ux(x, z) = uy(z, y) = G(z) ou` G est une fonction inconnue. En
introduisant g = G′, nous avons εSS(x, y) = [g(x) + g(y)]/2, et
σSS(x, y) = λ[g(x) + g(y)]. Les e´quations de compatibilite´ pour
la contrainte sont prises en compte par l’introduction d’une se-
conde fonction inconnue h, avec : σxx(x, y) = h(y) + λxg
′(y),
σyy(x, y) = h(x) + λyg
′(x). De meˆme qu’a` la section consacre´e
au mode en cisaillement simple, nous introduisons les fonctions
de´finies pour 0 < x < 1/2 (avec ici seulement θ(x) la fonction
de Heaviside) :
gA(x) = θ(x− a)g(x), (3.104)
gB(x) = [1− θ(x− a)] g(x), (3.105)
hA(x) = θ(x− a)h(x), (3.106)
hB(x) = [1− θ(x− a)] h(x). (3.107)
La densite´ d’e´nergie de´pend seulement du terme de cisaillement
simple εSSσSS/2, et son expression est identique a` celle trouve´e
a` (3.51). En particulier, cette e´nergie ne de´pend que des compo-
santes du champ gA et gB. Nous minimisons l’e´nergie e´lastique
sur l’ensemble des composantes admissibles sous la contrainte
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(M est la partie de la matrice contenue dans la cellule unite´) :
〈σm〉 ≡ σ0 =
∫
M
[
λ
xg′(y) + yg′(x)
2
+
h(x) + h(y)
2
]
dxdy
= 2(1− 2a)
∫ a
0
hB + 2
∫ 1/2
a
hA +
∫
D
hB(x)dxdy
+
λ
2
[
gA
(
1
2
)
− gA(a)
]
+ λ
(
1
2
− 2a2
)
[gB(a)− gB(0)]
+λ
∫
D
xg′B(y)dxdy, (3.108)
ou` g′B est la de´rive´e fonctionnelle de gB, et deux des inte´grales ci-
dessus calcule´es sur la zone (D) sont bidimensionnelles. Comme
l’e´nergie ne de´pend pas des fonctions hA, hB, la solution est
triviale : gA ≡ gB ≡ 0 ou encore εxy ≡ 0 dans la matrice. Ceci
implique que σxy ≡ 0, et nous retrouvons en fin de compte la
meˆme solution que dans la Sec. (3.5.3) dans le cas incompressible
µ = ∞. Ce cas est donc en re´alite´ identique a` la solution de la
section pre´ce´dente.
3.6 Mate´riau avec rapport d’anisotropie ℓ =
∞
Le cas ℓ = ∞ peut eˆtre vu comme identique au cas ℓ = 0,
avec un re´seau de pores tourne´e de 45˚ . Plus pre´cise´ment, nous
utilisons la syme´trie suivante :
R45o(void lattice)⇔
{
ℓ↔ 1/ℓ
PS loading↔ SS loading, (3.109)
ou` on note R la rotation du re´seau de pores, les autres proprie´-
te´s du mate´riau e´tant par ailleurs conserve´es (ceci s’ensuit de
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l’observation qu’une rotation de 45o e´change E(0) et E(45), donc
e´galement λ et µ). Ainsi, nous verrons que les traits principaux
des solutions en de´formation et en contrainte en cisaillement pur
(resp. en cisaillement simple, axisyme´trique) avec ℓ =∞ sont si-
milaires aux meˆmes champs des solutions en cisaillement simple
(resp. cisaillement pur, axisyme´trique) a` ℓ = 0, tourne´ de 45
degre´s, comme indique´ sur la Fig. 3.2b. La diffe´rence principale
re´side dans l’apparition d’une nouvelle zone (C) ou` les bandes
(B) se croisent. Il s’ave`re que, tant que les zones (A) et (B)
existent, les meˆmes me´thodes que celles de´veloppe´es pour ℓ = 0
s’appliquent au re´seau tourne´ de pores. Lorsque les zones (B)
ou (A) disparaissent, soit f > f
(1)
c = π/8 ≈ 0.39, deux cas de
figures apparaissent. Soit la re´solution des e´quations est plus dif-
ficile a` cause de la complexite´ de la ge´ome´trie (mode“souple”de
chargement), soit la solution est singulie`re (mode “dur” de char-
gement) et le mate´riau ne peut plus eˆtre charge´ en contrainte.
Pour cette raison, les cas f > f
(1)
c ne seront que brie`vement
e´voque´s et nous supposerons f < f
(1)
c sauf mention contraire.
3.6.1 Cisaillement simple
Nous supposons dans cette partie qu’un chargement en contrainte
en cisaillement simple est applique´, et que le rapport d’anisotro-
pie est ℓ = ∞ avec µ = 0, conforme´ment aux conside´rations
faites a` la Sec. 3.4.2. D’apre`s la relation de syme´trie (3.109), ce
proble`me est e´quivalent a` celui d’un mate´riau soumis a` un char-
gement en cisaillement pur avec ℓ = 0 et λ = 0, pour lequel nous
utilisons une me´thode de re´solution en tout point similaire a` celle
de la Sec. 3.5.1. La contrainte et les composantes moyennes et
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de cisaillement simple de la de´formation s’e´crivent alors :
σPS(x, y) = 0,
σm(x, y) =
σ0
1− 2√2a
χ′(x+ y)− χ′(x− y)
2
,
σSS(x, y) =
σ0
1− 2√2a
χ′(x+ y) + χ′(x− y)
2
,
εSS(x, y) =
ε0
1 +
√
2(λ/κ− 1)a
χ′(x+ y) + χ′(x− y)
2
,
εm(x, y) =
λε0/κ
1 +
√
2(λ/κ− 1)a
χ′(x− y)− χ′(x+ y)
2
,
avec :
χ′(x) =
{
0 si ∃p ∈ N : |x− p| < a√2,
1 sinon.
(3.110)
Il est plus simple d’exprimer la composante en cisaillement pur
de la de´formation a` l’inte´rieur d’un triangle contenu dans la
cellule unite´ ve´rifiant 0 < x+ y < 1 et 0 < x− y < 1. On trouve
alors :
εPS(x, y) =
ε0
2
√
2
1 + λ/κ
1 +
√
2(λ/κ− 1)a
[
(x+ y − 1)δ(y − x+ a
√
2)
−(x+ y)δ(y − x+ 1− a
√
2)
+(1− x+ y)δ(x+ y − a
√
2)
+(x− y)δ(y + x− 1 + a
√
2)
]
. (3.111)
Cette solution est e´tendue au plan entier en utilisant la pe´riodi-
cite´ de εPS et la relation :
εPS(x, y) = −εPS(−x, y) (3.112)
= −εPS(x,−y) = −εPS(y, x), (3.113)
la forme comple`te n’e´tant pas de´taille´e ici. L’e´tude des singula-
rite´s des champs de de´formation et de contrainte, du champ de
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de´placement ne sont pas entreprises ici. Elles sont qualitative-
ment similaires a` celles rencontre´es dans le cas ℓ = 0, pour un
chargement en cisaillement pur, la zone (C) n’introduisant pas
de singularite´s diffe´rentes particulie`res.
Modules effectifs, moyennes et variances des champs
En fonction de la porosite´ f , de Φ′ =
√
2f/π et du parame`tre
λ/κ, et pour φ′ < 1/2 (i.e. f < π/8) :
λ0
λ
=
1− 2Φ′
1 + (λ/κ− 1)Φ′ , (3.114a)
M (1)(εSS) =
1− 2Φ′
(1− f) [1 + (λ/κ− 1)Φ′], (3.114b)
M (2)(εSS) =
1− (1− f)M (1)(εSS)
f
, (3.114c)
(3.114d)
C(1)(εSS) =
√
[1− 2Φ′] [Φ′(1 + f)− f ]
(1− f) [1 + (λ/κ− 1)Φ′] , (3.114e)
C(1)(εPS) = ∞, (3.114f)
C(1)(εm) =
λ
κ
√
Φ′
√
1− 2Φ′√
1− f [1 + (λ/κ− 1)Φ′] , (3.114g)
C(1)(σSS) =
√
[1− 2Φ′] [Φ′(1 + f)− f ]
(1− f) (1− 2Φ′) , (3.114h)
C(1)(σPS) = 0, (3.114i)
C(1)(σm) =
√
Φ′
(1− f) [1− 2Φ′]. (3.114j)
Solution lorsque f > f
(1)
c = π/8
Nous remarquons que λ0/λ s’annule lorsque f → f (1)c avec
f < f
(1)
c , d’apre`s (3.114a). La solution pour f > f
(1)
c est singu-
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lie`re : la matrice est alors entie`rement recouverte par les zones
C et D (Fig. 3.2). Pour un chargement en contrainte en cisaille-
ment simple, nous trouvons que la composante de contrainte σSS
est partout nulle sur ces zones, avec le meˆme raisonnement que
lorsque f < f
(1)
c . Ainsi, nous avons σSS ≡ 0 dans la matrice de
telle sorte que le mate´riau ne peut plus eˆtre soumis a` un char-
gement en contrainte. Le champs εSS s’annule e´galement dans
la matrice, et la de´formation se produit uniquement le long des
bords du pore. Ainsi, le module effectif vaut λ0/λ ≡ 0 de`s que
f > f
(1)
c .
3.6.2 Chargement en cisaillement pur, cas incompres-
sible
La re´solution de ce proble`me est guide´e par les calculs de´ja` ef-
fectue´s dans la partie consacre´e au mate´riau avec rapport d’ani-
sotropie ℓ = 0, et soumis a` un chargement en cisaillement simple.
Pour les meˆmes raisons, nous supposerons dans cette partie que
le mate´riau est incompressible. D’apre`s la syme´trie e´tablie en
(3.109), ce proble`me est en effet e´quivalent au cas de cisaille-
ment pur avec ℓ = ∞ conside´re´ ici, avec un re´seau de pores
tourne´ de 45˚ . Tant que f < f
(1)
c = π/8, la me´thode demeure
similaire. Lorsque f > f
(1)
c , la description des solutions est plus
difficile, des zones nouvelles apparaissant en particulier au sein
de la zone D (comme le montre les calculs et la re´solution nu-
me´rique du proble`me par transforme´e de Fourier), et ces cas ne
seront pas explicite´s ici. Ils correspondent en re´alite´ a` des cas
de localisation diffe´rentes, plus intenses, ou` une bande de lo-
calisation fine tangente aux bords des pores apparaˆıt. Un seuil
supple´mentaire doit de plus eˆtre pris en compte avant fc, lorsque
f > f
(2)
c ≡ π(3 − 2
√
2) ≃ 0.54, le sommet de la zone (D) ren-
contrant alors le bord de la cellule unite´.
Lorsque f < f
(1)
c , ℓ = ∞ implique εSS ≡ 0 pour un char-
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gement en de´formation en cisaillement pur fini. Une e´quation
inte´grale analogue a` (3.53b) est obtenue pour la composante εPS
du champ de de´formation qui de´pend d’une fonction g inconnue
telle que :
εPS(x, y) =
g(x+ y) + g(y − x)
2
, (3.115)
ou` g est une fonction paire 1-pe´riodique, et donc entie`rement
de´termine´e par ses valeurs sur l’intervalle [0, 1/2]. De´finissons
de plus :
gA(x) =
{
g
(√
2(x− a)) si a < x < 1
2
√
2
0 sinon,
(3.116)
gB(x) =
{
g
(√
2x
)
si 0 < x < a
0 sinon.
(3.117)
Nous minimisons l’e´nergie total e´lastiqueW =
∫
εPSσPS sous la
contrainte :
ε0 = 2
√
2
∫ a
0
gB(y) dy +
(
1− 2
√
2a
)
gB(a). (3.118)
Ceci aboutit a` l’e´quation inte´grale :
gA(z) ≡ gB(a), z ∈
[
0,
1
2
√
2
]
, (3.119a)∫ ρ(z)
0
gB(y) dy =
[
1√
2
− ρ(z)
]
gB(z)− 1√
2
gB(a), (3.119b)
z ∈ [0, a] avec ρ(z) ≡
√
a2 − z2.
Comme pour la solution avec ℓ = 0 en cisaillement simple, nous
en de´duisons que le champ de de´placement est partout continu.
La composante de la contrainte σPS se de´duit dans la matrice a`
partir de la composante de de´formation εPS, par σPS = 2µεPS.
Les deux composantes transverses en contrainte σm et σSS sont
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calcule´es de manie`re analogue a` (3.60), avec inte´gration et de´ri-
vation sur les variables x′ = x+y et y′ = y−x (correspondant a`
un re´fe´rentiel carte´sien tourne´ de 45˚ ). Nous utilisons l’identite´
(provenant de 3.17) :
∂x′ σPS = ∂y′(σm − σSS), ∂y′ σPS = ∂x′(σm + σSS),(3.120)
et en observant de plus que σm(x, x) = σSS(x, x) ≡ 0 et σm(x, 1−
x) = σSS(x, 1 − x) ≡ 0 (voir les proprie´te´s de syme´trie 3.18 et
3.18), nous avons, pour x, y dans la matrice avec 0 < x, y < 1,
de sorte que les chemins d’inte´gration soient contenus dans la
matrice :
σSS(x
′, y′) =
−1
2
[∫ y′
0
dz ∂x′σPS(x
′, z)
−
∫ x′
1/
√
2
dz ∂y′σPS(z, y
′)
]
, (3.121)
σm(x
′, y′) =
1
2
[∫ y′
0
dz ∂x′σPS(x
′, z)
+
∫ x′
1/
√
2
dz ∂y′σPS(z, y
′)
]
. (3.122)
Soit pour 0 < x, y < 1 (x, y dans la matrice),
σSS(x, y) =
µ
2
[(x− y)g′ (x+ y − 1) (3.123)
+(x+ y − 1)g′ (y − x)] , (3.124)
σm(x, y) =
µ
2
[(y − x)g′ (x+ y − 1) (3.125)
+(x+ y − 1)g′ (y − x)] . (3.126)
ou` la de´rive´e g′ de la fonction g se re´duit dans [0, a
√
2] a` :
g′(z) =
1√
2
g′B
(
z√
2
)
, 0 < z < a
√
2, (3.127)
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avec g′B la de´rive´e de gB.
Les singularite´s locales des champs de contrainte et de de´for-
mation sont qualitativement identiques a` celles explicite´es dans
le cas ℓ = 0 avec chargement applique´ en cisaillement simple.
En particulier, la fonction gB se comporte comme (en utilisant
l’Eq. 3.119b) :
gB(x) ≃ gB(a) + 2
√
a[gB(0) + gB(a)]|a− x|1/2, (3.128)
x→ a(x < a).
Ceci implique e´galement que la composante en cisaillement pur
σPS de la contrainte diverge localement le long des frontie`res
entre les zones (A), (B), (C) et (D) comme d−1/2 ou` d est la
distance a` la frontie`re.
Module effectif, moyennes et variances dans la limite dilue´e
Nous utilisons la meˆme me´thode que dans le cas de cisaille-
ment simple avec ℓ = 0 afin de de´velopper la fonction gB(a, z)
en somme de puissances de a. Ceci aboutit aux re´sultats suivant
dans la limite dilue´e :
εB(a)
ε0
= 1− 2πa2 − 32
√
2
3
a3
+
(
5π2
2
− 8− 6π
)
a4 +O(a5), (3.129)
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et, en terme de la concentration en pores f :
µ0
µ
= 1− f − 32
3
√
2π3/2
f 3/2 +
(
1− 3
π
− 4
π2
)
f 2 + O(f 5/2),
(3.130)
M (1)(εPS) = 1− 32
3
√
2π3/2
f 3/2 +O(f 2), (3.131)
M (2)(εPS) = 1 +
32
3
√
2π3/2
f 1/2 +O(f), (3.132)
C(1)(εSS) = 0, (3.133)
C(1)(εPS) =
21/4√
3
4
π3/4
f 3/4 + O(f 5/4), (3.134)
C(1)(σPS) =
21/4√
3
4
π3/4
f 3/4 + O(f 5/4), (3.135)
C(1)(σSS) = C
(1)(σm) =∞. (3.136)
3.6.3 Mode axisyme´trique
La limite ℓ = λ/µ = ∞ est obtenue en prenant µ → 0 (la
limite λ → ∞ n’e´tant pas conside´re´e ici pour des raisons iden-
tiques a` celles de´veloppe´es pour ℓ = 0 dans la Sec. 3.5.3) et nous
supposons de plus que f < f
(1)
c .
Champs de de´formation et de contrainte
Nous faisons le meˆme raisonnement que lorsque ℓ = 0 appli-
que´ a` un re´seau de pores tourne´ de 45˚ , et utilisons la relation de
syme´trie (3.109). Le champ de contrainte moyenne est comme
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suit :
σPS(x, y) = 0, (3.137a)
σm(x, y) =
σ0
1− 2√2a
χ′(x+ y) + χ′(x− y)
2
, (3.137b)
σSS(x, y) =
σ0
1− 2√2a
χ′(x− y)− χ′(x+ y)
2
, (3.137c)
εm(x, y) =
ε0
1 +
√
2(κ/λ− 1)a
×χ
′(x+ y) + χ′(x− y)
2
, (3.137d)
εSS(x, y) =
κε0/λ
1 +
√
2(κ/λ− 1)a
×χ
′(x− y)− χ′(x+ y)
2
, (3.137e)
avec χ′ de´finie en (3.110). La composante en cisaillement pur
de la de´formation prend la forme (pour x, y dans un triangle
compris a` l’inte´rieure de la cellule unite´ avec 0 < x + y < 1 et
0 < x− y < 1) :
εPS(x, y) =
ε0
2
1 + λ/κ
1 +
√
2(λ/κ− 1)a
[
(x+ y − 1)δ(y − x+ a
√
2)
+(x+ y)δ(y − x+ 1− a
√
2)
+(y − x− 1)δ(x+ y − a
√
2)
+(x− y)δ(y + x− 1 + a
√
2)
]
. (3.138)
Cette expression est e´tendue au plan par les relations de pe´rio-
dicite´ et les syme´tries du mode axisyme´trique :
εPS(x, y) = εPS(−x, y) = εPS(x,−y) = −εPS(y, x). (3.139)
Les singularite´s des champs de de´placement de contrainte et de
de´formation, ne sont pas de´taille´es ici car elles sont qualitative-
ment similaires a` celles rencontre´es dans le cas ℓ = 0, la zone
(C) n’introduisant pas de singularite´s diffe´rentes particulie`res.
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Modules effectifs, moyennes et variances
En utilisant les champs de contrainte et de de´formation pre´-
ce´demment de´termine´s (Φ′ =
√
2f/π) :
κ0
κ
=
1− 2Φ′
1 + (κ/λ− 1)Φ′ , (3.140a)
M (1)(εm) =
1
1− f
1− 2Φ′
1 + (κ/λ− 1)Φ′ , (3.140b)
M (2)(εm) =
1 + λ/κ
(λ/κ)πΦ′/2 + (1− λ/κ)f , (3.140c)
(3.140d)
C(1)(εPS) = ∞, (3.140e)
C(1)(εSS) =
√
Φ′
√
1− 2Φ′√
1− f [λ/κ+ (1− κ/λ)Φ′], (3.140f)
C(1)(εm) =
√
1− 2Φ′√Φ′(1 + f)− f
(1− f)[1 + (λ/κ− 1)Φ′] , (3.140g)
C(1)(σPS) = 0, (3.140h)
C(1)(σSS) =
√
Φ′√
1− f√(1− 2Φ′ , (3.140i)
C(1)(σm) =
C(1)(εm)
κ0/κ
. (3.140j)
Le module de compressibilite´ effectif (κ0(f)/µ ou κ0(f)/λ,
normalise´ diffe´ramment selon que ℓ = 0 ou ℓ = ∞) est trace´e
Fig. 3.5.1. Dans la llimite dilue´e f → 0, dans les deux cas,
κ0(f) ≃ 1/
√
f (ce qui est divergence singulie`re, et plus faible,
par rapport au mate´riau isotrope en 1/f).
Solution pour une porosite´ f > f
(1)
c
Lorsque f > f
(1)
c , nous remarquons que la contrainte macro-
scopique est nulle, car la matrice est recouverte par les zones
3.7. Conclusion 129
(C) et (D). Ce mate´riau ne peut donc plus eˆtre soumis a` un
chargement en contrainte et en particulier κ0/κ ≡ 0.
3.7 Conclusion
Les solutions calcule´es dans toute les sections pre´ce´dentes
pour les mate´riaux bidimensionnels poreux fortement anisotrope
e´tudie´s sont divise´s en deux cate´gories : du type mode “sou-
ple” de chargement (pertinent pour mate´riau plastique dans les
the´ories d’homoge´ne´isation) et modes“dur”de chargement (per-
tinent pour les mate´riaux “auto-bloquant” avec de´formation a`
seuil). Par mode de chargement souple nous entendons un mode
de chargement selon une direction donne´e en de´formation qui
ne produit aucune contrainte pour la loi locale dans la matrice.
A` l’inverse, dans un mode de chargement dur, une contrainte
non nulle est produite pour la loi locale dans la matrice, dans la
direction de chargement impose´ en de´formation.
aligne´ ou transverse avec l’anisotropie du milieu. Dans la li-
mite dilue´e, la loi effective du mate´riau varie soit line´airement
avec la concentration (pour la premie`re correction en f) soit
selon une puissance non entie`re de f . Ces cas correspondent res-
pectivement a` des solutions“continues”(champs de de´placement
sans saut) ou a` des solutions de type “localise´es” (discontinuite´
du champ de de´placement). Dans le Ch. suivant, ces exposants
sont interpre´te´s en conside´rant des mate´riaux line´aires aniso-
tropes plus ge´ne´raux (0 < ℓ < ∞). Les re´sultats exacts sont
compare´s avec la the´orie d’homoge´ne´isation line´aire (une the´orie
d’homoge´ne´isation particulie`re est employe´e pour tenir compte
des milieux pe´riodiques). Dans le Ch. 6, nous e´tudions le meˆme
re´seau ide´al de pores avec une loi e´lastique-parfaitement plas-
tique.
Chapitre 4
Milieu line´aire pe´riodique
anisotrope
Dans ce chapitre, nous e´tudions un milieu line´aire anisotrope
avec microstructure pe´riodique. Le re´seau de pores conside´re´
et les modes de chargement examine´s sont identiques a` ceux
de´veloppe´s pre´ce´demment. En revanche, nous conside´rons une
classe de mate´riaux anisotropes plus ge´ne´rale qu’au Ch. 3, avec
rapport d’anisotropie quelconque (0 ≤ ℓ ≤ ∞).
Le comportement du re´seau est calcule´ nume´riquement par
transforme´e de Fourier, (lorsqu’une de´formation en cisaillement
est exerce´e). Par ailleurs, la me´thode d’homoge´ne´isation de Hashin-
Shtrikman est applique´e, d’une manie`re qui prend en compte la
pe´riodicite´ du milieu. Les modules effectifs et les deux premiers
moments des champs dans chaque phase, tels que pre´dits par la
the´orie, sont calcule´s. Ils sont compare´s avec d’une part les re´sul-
tats nume´riques, et d’autre part les solutions exactes calcule´es
au chapitre pre´ce´dent.
En particulier, une e´tude est entreprise dans la limite dilue´e
en pore, pour des rapports d’anisotropie quelconque. Nous mon-
trons l’existence de re´gimes distincts au voisinage des fortes ani-
sotropies marquant la transition entre les solutions “localise´es”
du Ch. pre´ce´dent et non localise´es. Ces re´gimes permettent d’in-
terpre´ter les exposants non-entiers dans le cas du milieu line´aire
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anisotrope en terme d’une longueur caracte´ristique (de´pendant
de l’anisotropie). Le changement de re´gime se fait lorsque cette
longueur caracte´ristique est de l’ordre des dimensions du re´seau.
4.1 Me´thode d’homoge´ne´isation line´aire
pour les milieux pe´riodiques
Afin d’e´tudier le comportement du mate´riau line´aire aniso-
trope, nous appliquons la the´orie d’homoge´ne´isation de Hashin-
Shtrikman, sous une forme particulie`re, a` un milieu poreux pe´-
riodique. Dans la the´orie d’homoge´ne´isation, un tenseur d’Eshelby
spe´cifique prend en compte le caracte`re pe´riodique du milieu
(Suquet, (125)). Dans cette approximation, le champ de de´for-
mation est suppose´ constant a` l’inte´rieur des inclusions. Ce re´sul-
tat est exact dans la limite d’inclusions infinite´simales de forme
ellipso¨ıdale (Eshelby, 1957). Dans notre cas la the´orie d’homo-
ge´ne´isation doit donc s’appliquer au premier ordre en f dans la
limite dilue´e.
Nous conside´rons un milieu line´aire anisotrope similaire a`
celui de´fini au chapitre pre´ce´dent : la matrice (phase α = 1)
contient en son sein un re´seau carre´ de pores cylindriques (phase
2) et la concentration en pores est c(2) = f ou` 0 ≤ f ≤ π/4 (Fig.
3.1). Notons c(1) = 1−f la concentration de la pahse 1 (matrice)
et L(1) le tenseur e´lastique pour la matrice :
L
(1)
ij,kl = 2κJij,kl + 2λE
(0)
ij,kl + 2µE
(45)
ij,kl, (4.1)
ou` les ope´rateurs J, E(0), E(45) sont de´finis comme en 3.4 et µ,
λ, κ sont les modules e´lastiques de cisaillement et le module de
compressibilite´ dans la matrice. Dans cette partie, nous noterons
k = ℓ = λ/µ le rapport d’anisotropie ou` 0 ≤ k ≤ ∞. Le tenseur
effectif du re´seau est note´ :
L˜ = 2λ˜E(0) + 2µ˜E(45) + 2κ˜J, (4.2)
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ou` m˜u, λ˜ et κ˜ sont les modules e´lastiques effectifs.
Microstructure
Le tenseur d’Eshelby ou tenseur d’influence P utilise´ dans la
me´thode d’homoge´ne´isation de Hashin-Shtrikman (HS) posse`de
les meˆmes syme´tries que le tenseur d’e´lasticite´ dans la matrice.
Nous de´finissons le tenseur P, lie´ au tenseur d’Eshelby :
P =
1
2λP
E
(0) +
1
2µP
E
(45) +
1
2κP
J, (4.3)
Lorsque la microstructure est un re´seau carre´ de pores cylin-
driques, les composantes du tenseur P sont donne´es par des
sommes sur les moments de Fourier entiers px, py (Suquet, (125;
126)). Pour un milieu a` deux phases :
Pij,kl =
∑
p∈R2−{0}
Hij,kl(p)〈e−ip·x〉(1)〈eip·x〉(2), (4.4)
ou` 〈·〉(1) de´note une moyenne volumique sur la phase 1 (matrice),
et H est de´fini a` partir du tenseur acoustique :
Hij,kl(p) =
{
qi [N(p)]jk ql
}
sym
(voir 2.21). L’expression ci-dessus provient de l’e´criture des e´qua-
tions de Lipmann-Shwinger (2.17) dans la repre´sentation de Fou-
rier pour un mate´riau pe´riodique. Ici pour le mate´riau bi-phase´
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poreux on trouve, avec f = c(2) :
λ
λP
=
4k
π(1− f)Sλ(f, k), (4.5a)
Sλ(f, k) =
∑
px≥0
py≥1
(
p2x − p2y
)2
fpx,py , (4.5b)
µ
µP
=
4
π(1− f)Sµ(f, k), (4.5c)
Sµ(f, k) =
∑
px≥0
py≥1
(2pxpy)
2 fpx,py , (4.5d)
µ
κP
=
4
π(1− f)Sκ(f, k), (4.5e)
Sκ(f, k) =
∑
px≥0
py≥1
(
p2x + p
2
y
)2
fpx,py . (4.5f)
Les coefficients fpxpy s’e´crivent :
fpx,py =
J21
(√
4πc(2)
(
p2x + p
2
y
))
(
p2x + p
2
y
) [
4p2xp
2
y + k
(
p2x − p2y
)2], (4.6)
ou` on note J1 la fonction de Bessel de premier ordre. Nous re-
marquons par ailleurs que Sλ(f, k) = Sκ(f, k)− Sµ(f, k).
Notons que ces re´sultats d’homoge´ne´isation ont e´te´ obtenus
avec pour seules informations sur la microstructure : (1) la pe´-
riodicite´ du milieu et (2) la forme circulaire des pores.
Modules effectifs
Le tenseur d’e´lasticite´ effectif du mate´riau, tel que pre´dit
par la the´orie d’homoge´ne´isation est comme en (4.2). Les vis-
cosite´s effectives pre´dites par la the´orie d’homoge´ne´isation λ˜, µ˜
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et κ˜ s’e´crivent en fonction des modules e´lastiques du tenseur
d’Eshelby (formule de Hashin-Shtrikman) :
λ˜
λ
= 1− c(2)
(
1− c(1) λ
λP
)−1
, (4.7)
µ˜
µ
= 1− c(2)
(
1− c(1) µ
µP
)−1
, (4.8)
κ˜
µ
= k
c(1)
c(2)
µ
κP
, (4.9)
Variances
La the´orie d’homoge´ne´isation permet e´galement de calculer
une estimation des seconds moments des champs de de´formation
et de contrainte dans chaque phase, donne´s plus loin. Contrai-
rement aux modules effectifs, ces quantite´s de´pendent du type
de chargement applique´. L’anisotropie dans la matrice et les di-
rections non e´quivalentes du re´seau ne´cessitent de distinguer les
modes de cisaillement pur et de cisaillement simple comme nous
l’avons fait jusqu’ici. Nous conside´rons donc les trois modes de
chargement de´finis en Sec. (3.4.2), soit deux modes de cisaille-
ment et un mode axisyme´trique. Nous de´rivons les formule des
variances dans le cas particulier d’un mate´riau incompressible
κ =∞, les variances e´tant de´finies dans (3.4.4). Ainsi les compo-
santes en cisaillement pur (PS) et simple (SS), et la composante
moyenne de la de´formation sont toujours de´finies par
εSS = εxy, εPS = (εxx − εyy)/2, εm = (εxx + εyy)/2.
(4.10)
Des de´finitions similaires sont adopte´es pour le tenseur des contraintes.
Dans la suite de cette section, seules les formules correspon-
dant a` un ensemble de variances inde´pendantes sont donne´es.
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Les variances non e´voque´es se de´duisent facilement des expres-
sions ci-apre`s, par exemple dans le mode de cisaillement simple :
C(1)(σSS) = C
(1)(εSS)/(λ˜/λ), C
(1)(σPS) = C
(1)(εPS)/(kλ˜/λ).
(4.11)
Cisaillement simple Nous calculons des estimations des variances
a` partir des modules effectifs pre´dits par la the´orie d’homoge´ne´i-
sation. Ces calculs sont donne´s dans (107) et ont e´te´ propose´ a`
l’origine dans le cadre de milieux die´lectriques (9). E´crivons tout
d’abord l’e´nergie par unite´ de volume W (ε0) dans le re´seau de
pores de deux manie`res diffe´rentes, par la somme des travaux mi-
croscopiques et par le travail des champs macroscopiques (nous
appliquons ici le the´ore`me de Hill, 1963). En cisaillement simple
pour un milieu incompressible :
W (ε0, λ, µ) = (1− f)
(
2λ〈ε2SS〉(1) + 2µ〈ε2PS〉(1)
)
= 2λ˜〈εSS〉2,
(4.12)
ou` 〈·〉 de´note la moyenne sur le plan complet et 〈·〉(1) la moyenne
sur la phase 1 (matrice). D’autre part, lorsque le chargement ε0
est fixe´ :
∂〈ε2SS〉(1)
∂λ
=
∂〈ε2SS〉(1)
∂µ
= 0 (4.13)
Nous en de´duisons les expressions :
C(1)(εSS) =
 λ˜λ + k ∂(λ˜/λ)∂k
1− f −
(
λ˜/λ
1− f
)21/2 , (4.14)
C(1)(εPS) =
(
−k2 ∂(λ˜/λ)∂k
1− f
)1/2
. (4.15)
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La variance de la composante moyenne σm du champ de contrainte
est calcule´e inde´pendamment par passage a` la limite κ → ∞
pour un milieu compressible :
C(1)(σm) =
1
λ˜/λ
[
(κ/µ)2
k(1− f)
∂(λ˜/λ)
∂(κ/µ)
∣∣∣∣∣
κ=∞
]1/2
. (4.16)
Cisaillement pur Pour un chargement en cisaillement pur, de
meˆme
C(1)(εPS) =
 µ˜µ − k ∂(µ˜/µ)∂k
1− f −
(
µ˜
µ
1− f
)21/2 , (4.17)
C(1)(εSS) =
(
∂(µ˜/µ)
∂k
1− f
)1/2
, (4.18)
C(1)(σm) =
1
µ˜/µ
[
(κ/µ)2
1− f
∂(µ˜/µ)
∂(κ/µ)
∣∣∣∣
κ=∞
]1/2
. (4.19)
Chargement axisyme´trique en de´formation Pour un chargement
axisyme´trique on trouve
C(1)(εPS) =
{
1
1− f
[
κ˜
µ
− k∂(κ˜/µ)
∂k
]}1/2
, (4.20)
C(1)(εSS) =
[
1
1− f
∂(κ˜/µ)
∂k
]1/2
, (4.21)
C(1)(σm) =
1
κ˜/µ
[−κ/µ
1− f
∂(κ˜/µ)
∂(κ/µ)
∣∣∣∣
κ=∞
]1/2
. (4.22)
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4.2 De´veloppement des sommes de re´seau
dans la limite dilue´e
De´veloppement asymptotique
Dans cette section, nous calculons les sommes de re´seau Sλ(f, k),
Sκ(f, k) et Sµ(f, k) lorsque f ≪ 1 et k est quelconque. Dans
toute la suite, nous posons s = 2
√
πf .
En tant que fonction de p = (px, py), les termes des sommes
(4.5b-4.5f) ont le meˆme degre´ d’homoge´ne´ite´. Nous calculons un
de´veloppement asymptotique de ces termes par une approxima-
tion continue des sommes. Cette approximation ne permet de
calculer que la premie`re correction en f . Comme J1(x) ∼ x
lorsque x → 0, on remarque que le de´veloppement na¨ıf des
sommes en puissance de s est fortement singulier et ne peut
fournir le re´sultat recherche´, donc un prolongement analytique
est ne´cessaire. Un outil privile´gie´ pour la de´termination de de´-
veloppements asymptotiques est la transforme´e de Mellin ou
Mellin-Barnes (149). La transforme´e de Mellin et son inverse
sont de´finis par :
M [f(x); z] =
∫ ∞
0
dx xz−1f(x), (4.23)
f(x) =
1
2iπ
∫ c+i∞
c−i∞
dz x−zM [f(x); z], (4.24)
ou` c est choisi dans la bande d’analyticite´ (paralle`le a` l’axe des
abscisses) deM [f(x); z] dans le plan complexe en z. Les poˆles de
la transforme´e de Mellin de´terminent entie`rement le de´veloppe-
ment asymptotique de f(x), a` la condition de pouvoir“de´placer”
le contour d’inte´gration vers la gauche. On “encercle” ainsi les
poˆles situe´s sur l’axe ne´gatif z et l’on de´termine ce faisant une
se´rie asymptotique autour de x = 0 en puissance positive de x.
Inversement, le de´placement du contour vers la droite de´termine
un de´veloppement en x =∞ en puissance ne´gative de x.
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Approximation continue
Nous observons que lorsque s→ 0, seules les grandes valeurs
de px et py contribuent a` la somme. Chaque intervalle e´le´men-
taire p <
√
p2x + p
2
y < p+ δp, ou` δp est petit, contient un grand
nombre de points. Ainsi nous supposons que le de´veloppement
asymptotique de la se´rie est e´quivalente a` celui de l’inte´grale
Iλ(s) =
∫
p>a
p dp
∫ π/2
0
dθ
(
cos2 θ − sin2 θ)2 J21 (sp)
p2
[
4sin2θ cos2θ+k
(
cos2θ−sin2θ)2]
=
∫ ∞
0
dp
J21 (sp)H(p− a)
p
∫ π/2
0
dθ (1 + cos 4θ)
(k + 1) + (k − 1) cos 4θ
= A(k)Ba(s),
ou` H est la fonction de Heaviside, et a > 0 est une valeur de
coupure finie d’ordre un (e´tant donne´ que la somme de re´seau
de´bute a` |px|, |py| ≥ 1), et ou`
A(k) =
∫ π/2
0
dθ (1 + cos 4θ)
(k + 1) + (k − 1) cos 4θ =
π
2
1(
1 +
√
k
)√
k
,
Ba(s) =
∫ ∞
0
dp
J21 (sp)H(p− a)
p
.
En re´alite´, ces inte´grales sont fournies par Mathematica (148)
ce qui permet d’aboutir directement a` (4.30). Cependant, il est
instructif de calculer ces re´sultats analytiquement, d’autant plus
que certaines e´tapes du calcul seront re´utilise´es dans la section
suivante.
La transforme´e de Mellin de Ba(s) vaut, par le the´ore`me de
convolution des transforme´es de Mellin,
M [Ba; z] =
∫ ∞
0
ds sz−1Ba(s) = M [H/p; 1−z]M [J21 ; z] (4.25)
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ou` (97; 147)
M [H/p; z] =
∫ ∞
a
dp pz−2 = − a
z−1
z − 1 ℜz < 1 (4.26)
M [J21 ; z] =
∫ ∞
0
dt tz−1J21 (t) (4.27)
= − Γ(1/2− z/2)Γ(z/2)
2
√
π Γ(2− z/2)Γ(−z/2),
−2 < ℜz < 2.
Nous notons a` ce propos le re´sultat plus ge´ne´ral de (147) dont
nous aurons besoin par la suite (−2ν < ℜz < 2)
M [J2ν ; z] =
∫ ∞
0
dt tz−1J2ν (t) (4.28)
= − Γ(1/2− z/2)Γ(z/2 + ν)√
π zΓ(1 + ν − z/2)Γ(−z/2). (4.29)
La formule d’inversion s’e´crit
Ba(s) =
∫ c+i∞
c−i∞
dz
2iπ
s−zM [H/p; 1− z]M [J21 ; z]
= − 1
2
√
π
1
2iπ
∫ c+i∞
c−i∞
dz
(as)−z
z
Γ(1/2− z/2)Γ(z/2)
Γ(2− z/2)Γ(−z/2)
ou` c est re´el. Une bande d’analyticite´ commune des deux facteurs
M [H/p; 1 − z] et M [J21 ; z] dans le terme d’inte´gration est 0 <
ℜz < 1. Nous choisissons donc 0 < c < 1 de sorte que la formule
d’inversion s’applique. Le de´veloppement asymptotique a` s petit
est obtenu en de´plac¸ant le contour ℜz = c vers la gauche. Les
poˆles du terme d’inte´gration situe´ sur la partie gauche de l’axe
z = 0 sont les poˆles simples zk = −2n avec n ≥ 1 (les poˆles de
Γ(z/2), moins 0) et le poˆle simple z = 0 provenant du facteur
1/z. En utilisant l’approximation (63)
|Γ(x+ iy)| =
√
2πe−π|y|/2|y|x−1/2[1 + r(x, y)]
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ou` r(x, y) → 0 uniforme´ment a` y → ∞ pour x borne´, le terme
d’inte´gration se comporte comme e−iy log s/|y|5/2 a` y → ∞, de
sorte que seuls les poˆles contribuent au re´sultat. Graˆce au the´o-
re`me de Cauchy, et a` l’aide du re´sultat Res[Γ(z)]z=−n = (−1)n/n!,
nous de´duisons la se´rie asymptotique
Ba(s) =
−1
2
√
π
∑
n≥0
Res
z = −2n
[
(as)−z
z
Γ(1/2− z/2)Γ(z/2)
Γ(2− z/2)Γ(−z/2)
]
=
1
2
√
π
∑
n≥0
(−1)n Γ(1/2 + n)
n!2Γ(2 + n)
(as)2n
=
1
2
− 1
8
(as)2 +
1
64
(as)4 − 5
4068
(as)6 + · · ·
=
1
2
1F2
({1/2}; {1, 2};−(as)2) . (4.30)
La de´pendance en terme de la valeur de coupure a indique une
de´pendance des “de´tails” des sommes de Fourier. Seul le terme
pre´ponde´rant ne de´pend pas de a, et il est suppute´ universel.
La dernie`re e´galite´ fournit l’expression exacte de la somme en
terme de la fonction hyperge´ome´trique pFq (147).
Le degre´ d’homoge´ne´ite´ de toutes les sommes de re´seau est
identique et seule l’inte´grale angulaire varie d’une somme a` l’autre,
dans l’approximation continue. Le calcul des inte´grales angu-
laires subsistantes abouti aux estimations suivantes :
Sλ(s; k) ≃ π
2
1(
1 +
√
k
)√
k
Ba(s), (4.31a)
Sµ(s; k) ≃ π
2
1
1 +
√
k
Ba(s), (4.31b)
Sκ(s; k) ≃ π
2
1√
k
Ba(s). (4.31c)
Les sommes Sλ et Sκ divergent lorsque k → 0 par le fait des
contributions le long des axes carte´siens, comme on peut faci-
lement le constater en examinant les formules des sommes de
re´seau.
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Par ailleurs les sommes a` k fini atteignent une valeur finie
lorsque s → 0. De plus, la de´pendance en s de Ba(s) ne tient
pas compte des fonctions calcule´es sur le re´seau. Il est ainsi plus
prudent de s’en tenir a` la limite a → 0, et de remplacer Ba(s)
par B0(s) = 1/2 dans les expressions ci-dessus.
Nous estimons cependant que le re´sultat exact au premier
ordre en f autour de 0 de Ba(f) est : Ba(f) = 1/2+O(f). Dans
la limite dilue´e, ces approximations sont exactes.
Nous re´sumons dans la suite de cette section les re´sultats
obtenus jusqu’ici. Dans la section suivante, nous effectuons le
calcul des sommes dans des cas de fortes anisotropie. Enfin les
re´sultats sont discute´s et interpre´te´s.
Modules effectifs
Nous de´duisons les estimations suivantes pour les modules
effectifs dans la limite dilue´e :
λ˜/λ = 1− f(1 +
√
k) + O(f 2), (4.32)
µ˜/µ = 1− f(1 + 1/
√
k) + O(f 2), (4.33)
κ˜/µ = (1/f − 2)
√
k + O(f). (4.34)
Ces re´sultats sont a` rapprocher des re´sultats exacts dans les
limites k → 0 ou k →∞, et f → 0 par la suite et que nous rap-
pelons ici (l’indice 0 de´signant les re´sultats exacts, les symbols˜
e´tant re´serve´s aux estimations de la the´orie d’homoge´ne´isation) :
λ0/λ = 1− f, k → 0, (4.35)
λ0/λ = 1−
√
2f/π, k →∞, (4.36)
µ0/µ = 1−
√
f/π, k → 0, (4.37)
µ0/µ = 1− f, k →∞, (4.38)
κ0/µ =
√
π/f − 2, k → 0, (4.39)
κ0/µ =
[√
π/(2f)− 2
]
k, k →∞. (4.40)
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Variance des champs
Cisaillement simple
Les variances de des champs dans la limite dilue´e en pores
sont, pour le mode de de´formation en cisaillement simple (pour
la the´orie d’homoge´ne´isation) :
C(1)(εSS) = C
(1)(σSS) = f
1/2k1/4 + O(f 3/2), (4.41)
C(1)(εPS) = f
1/2k3/4 + O(f 3/2), (4.42)
C(1)(σPS) = f
1/2k−1/4 +O(f 3/2). (4.43)
Les re´sultats exacts dans les cas limites k = 0,∞ sont par
comparaison :
C(1)(εSS) =
4
√
2√
3π3/4
f 3/4, k → 0, (4.44)
C(1)(εSS) = (2f/π)
1/4 , k →∞, (4.45)
C(1)(εPS) = 0, k → 0, (4.46)
C(1)(εPS) = +∞, k →∞, (4.47)
Cisaillement pur
Les variances des champs pre´dites par la the´orie d’homoge´-
ne´isation d’Hashin-Shtrikman dans la limite dilue´e sont, pour le
mode de de´formation en cisaillement pur :
C(1)(εSS) = C
(1)(σSS) = f
1/2k−3/4 +O(f 3/2), (4.48)
C(1)(εPS) = f
1/2k−1/4 +O(f 3/2), (4.49)
C(1)(σPS) = f
1/2k1/4 + O(f 3/2). (4.50)
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tandis que les re´sultats exacts dans les cas limites k = 0, ∞
sont :
C(1)(εPS) = (f/π)
1/4 , k → 0, (4.51)
C(1)(εPS) =
29/4√
3π3/4
f 3/4, k →∞, (4.52)
C(1)(εPS) = +∞, k → 0, (4.53)
C(1)(εSS) = 0, k →∞. (4.54)
4.2.1 Calcul des sommes de re´seau dans les limites de
forte anisotropie
Dans la section pre´ce´dente, nous avons utilise´ une approxi-
mation continue afin de calculer les sommes de re´seau a` l’ordre
pre´ponde´rant en f . Ici, nous surpassons cette restriction et consi-
de´rons des re´sultats plus ge´ne´raux qui tiennent compte du ca-
racte`re discret des sommes. Des de´veloppements syste´matiques
en puissance de f sont effectue´s et les re´sultats obtenus s’ap-
pliquent a` une large gamme de concentrations f .
Les calculs plus bas font appel a` des techniques spe´cifiques
utilise´es pour l’e´valuation de sommes de re´seau, en plus de la
transforme´e de Mellin de´ja` conside´re´e. Nous de´taillons tout d’abord
la technique utilise´e pour la somme Sκ, dans le re´gime k → 0.
Somme Sκ, re´gime k → 0
Nous se´parons la contribution potentiellement singulie`re le
long de l’axe Carte´sien de la somme :
Sκ(s; k) =
1
k
∑
p≥1
J21 (ps)
p2
+
∑
px,py≥1
(p2x + p
2
y)J
2
1 (s
√
p2x + p
2
y))
4p2xp
2
y + k(p
2
x − p2y)2
.
En utilisant la transforme´e de Mellin de J21 , (Eq. 4.27), la
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transforme´e de Mellin de Sκ(s; k) par rapport a` s s’e´crit
M [Sκ(x; k); z] =M [J
2
1 (x; k); z]S˜κ(z; k)
ou` nous introduisons
S˜κ(z; k) =
1
k
∑
p≥1
1
pz+2
+
∑
px,py≥1
(p2x + p
2
y)
1−z/2
4p2xp
2
y + k(p
2
x − p2y)2
. (4.55)
Conside´rons le premier re´gime k → 0, alors le terme pre´ponde´-
rant de S˜κ(z; k) est :
S˜κ(z; k) =
1
k
ζ(z+2)+
1
2
∑
px,py≥1
1
p2y(p
2
x + p
2
y)
z/2
+O(k). (4.56)
ou` ζ(z) est la fonction Zeta de Riemann ζ(z) =
∑
n≥1 n
−z.
D’apre`s Glasser (39), le reste de la somme dans (4.56), soit
s(0)κ ≡
∑
px≥1
py≥1
1
p2y(p
2
x + p
2
y)
z/2
, (4.57)
peut eˆtre transforme´e en une somme rapidement convergente
en faisant appel a` la the´orie des fonctions ϑ de Jacobi (1). Des
transformations similaires sont utilise´es dans (78). En utilisant
la de´finition de la fonction Γ sous la forme de l’identite´
1
az
=
1
Γ(z)
∫ ∞
0
dλλz−1e−aλ (a > 0), (4.58)
et la de´finition
ϑ3(0, q) = 1 + 2
∑
n≥1
qn
2
, (4.59)
nous avons
s(0)κ =
1
Γ
(
z
2
) ∑
py≥1
1
p2y
∫ ∞
0
dλλz/2−1e−λp
2
y
∑
px≥1
e−λp
2
x
=
1
2Γ
(
z
2
) ∑
py≥1
1
p2y
∫ ∞
0
dλλ
z
2−1e−λp
2
y
[
ϑ3(0, e
−λ)− 1] .
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Et en appliquant la premie`re transformation de Jacobi
ϑ3(0, e
−λ) =
√
π/λϑ3(0, e
−π2/λ),
puis en utilisant la formule d’inte´gration (parfois appele´e inte´-
grale de Hobson)
∫ ∞
0
dt tz−1e−pt−q/t = 2
(
q
p
)z/2
Kz(2
√
pq),
ou` Kν(x) est la fonction de Bessel modifie´e (ou de McDonald),
nous obtenons
s(0)κ =
1
2Γ
(
z
2
) ∑
py≥1
1
p2y
∫ ∞
0
dλλ
z
2−1e−p
2
yλ
[√
π
λ
ϑ3(0, e
−π2/λ)− 1
]
=
1
2Γ
(
z
2
) ∑
py≥1
1
p2y
∫ ∞
0
dλλ
z
2−1e−p
2
yλ
(√
π
λ
− 1
)
+
√
π
Γ
(
z
2
) ∑
px≥1
py≥1
1
p2y
∫ ∞
0
dλλ
z−1
2 −1e−p
2
yλ−π2p2x/λ
=
1
2
[
π1/2Γ ((z − 1)/2)
Γ (z/2)
ζ(z + 1)− ζ(z + 2)
]
+
2πz/2
Γ
(
z
2
) ∑
px≥1
py≥1
1
p2y
(
px
py
) z−1
2
K z−1
2
(2πpxpy). (4.60)
La se´rie de McDonald produit un re´sultat nul pour z ≤ 0 (re´sul-
tat nume´rique empirique). La fonction de Bessel modifie´e Kν(z)
est une fonction entie`re de ν a` z 6= 0 fixe´ (et une fonction re´gu-
lie`re en z sauf sur une ligne le long de l’axe re´el ne´gatif a` z fixe´)
(1).
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Finalement :
S˜κ(z; k) =
(
1
k
− 1
4
)
ζ(z + 2) +
√
π
4
Γ(z−12 )
Γ(z/2)
ζ(z + 1)
+
πz/2
Γ(z/2)
∑
px,py≥1
1
p2y
(
px
py
) z−1
2
K z−1
2
(2πpxpy).
L’expression ci-dessus est valide dans la bande d’analyticite´ 0 <
ℜ(z) < 1 commune aux domaines d’analyticite´ de (4.27) et
(4.55). Nous calculons son inverse au sens de la transforme´e
de Mellin en utilisant le the´ore`me des re´sidus. L’inte´grale de
contour le long de la ligne z = c + it (c re´el) est de´place´e vers
la gauche du plan. Nous ne pouvons pas prouver qu’il n’y a pas
de contributions en parties imaginaires infinies, et ne´gligeons
ces contributions. Les fonctions de Bessel K(z−1)/2(2πpxpy) dans
l’E´q. (4.61) ne contiennent pas de poˆles et nous supposons que
la se´rie infinie de cette meˆme e´quation n’en contient pas :
Sκ(s, k) ≈
Res∑
z≤0
{
− Γ(1/2− z/2)
8Γ(2− z/2)Γ(−z/2)[
1
π
(
8
k
− 1
)
ζ(z + 2)Γ(z/2) + Γ
(
z − 1
2
)
ζ(z + 1)
]}
.
Les poˆles de cette expression se situent le long de l’axe des re´els
ne´gatifs et seuls deux poˆles existent en z = −1 et z = −2.
Finalement, en se rappelant que s = 2
√
πf :
Sκ(f, k) =
√
f
3k
√
π
(8− 3k) + πf
8k
(k − 4) +O(k). (4.61)
Dans la limite k → 0, cette somme est exacte ou presque exacte
jusqu’a` une certaine valeur situe´e au voisinage de f ≈ 0.39,
qui est proche de la limite de disques rapproche´s f = π/4 (le
meˆme phe´nome`ne se reproduira par la suite lorsque la limite de
“percolation effective” du module effectif est non pas π/4 mais
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π/8). Cela sugge`re que la limite exacte de “percolation”effective
est d’une certaine fac¸on incluse dans les sommes de re´seau (voir
Fig. 4.1 pour une observation similaire concernant la somme Sλ).
Somme Sλ, re´gime k →∞
Comme dans le calcul pre´ce´dent, nous traitons distinctement
les contributions situe´es sur l’axe Carte´sien et le reste de la
somme dans Sλ pour k → ∞. En utilisant une fois de plus
la transforme´e de Mellin, nous avons
M [Sλ(x, k); z] =M [J
2
1 (x); z]S˜λ(z; k),
et d’apre`s la de´finition suivante pour S˜λ(z; k) :
S˜λ(z; k) =
1
k
ζ(z + 2) (4.62)
+
1
2
∑
px≥1
px−1∑
py=1
(p2x − p2y)2
(p2x + p
2
y)
1+z/2[4p2xp
2
y + k(p
2
x − p2y)2]
.
En utilisant la meˆme me´thode que pre´ce´demment, nous e´valuons
la somme au terme pre´ponde´rant en k pour k →∞ :
S˜λ(z; k) =
1
k
ζ(z + 2) +
2
k
∑
px≥1
px−1∑
py=1
1
(p2x + p
2
y)
1+z/2
+ O
(
1
k2
)
.
En sommant les puissances en terme de fonctions de Jacobi, et
en utilisant l’inte´grale de Hobson :
S˜λ(z; k) =
1− 2− z2
2k
ζ(z + 2) +
√
π
2k
Γ(z+12 )
Γ(1 + z/2)
ζ(z + 1)
+
2
√
π
kΓ(1 + z/2)
∑
px,py≥1
(
πpx
py
) z+1
2
K z+1
2
(2πpxpy).
Nous calculons maintenant la transforme´e de Mellin inverse en
sommant les re´sidus situe´s sur le demi plan des complexes a`
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partie re´elles ne´gatives ℜ(z) < c. Seules trois poˆles subsistent a`
z = 0,−1,−2, ce qui fournit le de´veloppement en f suivant au
premier ordre en k :
Sλ(f, k) =
π
4k
(
1− 16
√
2
3π3/2
√
f + f
)
+O
(
1
k2
)
. (4.63)
Somme Sµ, re´gime k → 0
Cette fois-ci, c’est sur la diagonale px = py que re´sident les
contributions potentiellement singulie`res de la somme Sµ(s, k),
que nous se´parons du reste de la somme :
Sµ(s, k) =
∑
p≥1
J21 (sp
√
2)
2p2
+
∑
px≥1
px−1∑
py=1
4p2xp
2
yJ
2
1 (s
√
p2x + p
2
y)
(p2x + p
2
y)[4p
2
xp
2
y + k(p
2
x − p2y)2]
.(4.64)
Nous posons M [Sµ(x, k); z] =M [J
2
1 (x); z]S˜µ(z; k) avec
S˜µ(z; k) = 2
−1−z/2ζ(z + 2)
+
∑
px,py≥1
p2xp
2
y(p
2
x − p2y)−z/2−1
p2xp
2
y +
k
4(p
2
x − p2y)2
. (4.65)
En calculant le de´veloppement asymptotique de cette expression
lorsque k → 0, nous reconnaissons une expression de´ja` calcule´e
pour la somme S˜λ lorsque k →∞. Ceci donne directement :
S˜µ(z; k) = −ζ(z + 2)
2
+
√
π
2
Γ(z+12 )
Γ(1 + z/2)
ζ(z + 1)
+
2
√
π
Γ(1 + z/2)
∑
px,py≥1
(
πpx
py
) z+1
2
K z+1
2
(2πpxpy).
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La somme sur les fonctions de Bessel est ne´glige´e (ou rigoureuse-
ment nulle) lorsque la transforme´e de Mellin inverse est calcule´e.
Seuls les poˆles a` z = 0,−1,−2 contribuent au re´sultat soit :
Sµ(f, k) =
π
4
(
1− 16
√
2
3π3/2
√
2f + f
)
+O(k). (4.66)
Somme Sλ, re´gime k → 0
En utilisant les re´sultats pre´ce´dents et l’identite´ Sλ = Sκ−Sµ,
le de´veloppement asymptotique pour Sλ, k → 0 est (en mettant
de coˆte´ les termes de second-ordre en k) :
Sλ(f, k) =
1
k
(
8
3
√
π
√
f − π
2
f
)
+ O(1). (4.67)
Somme Sµ, re´gime k →∞
Cette somme est calcule´e en utilisant des techniques similaires
aux cas pre´ce´dents :
Sµ(f, k) =
8
3
√
π
√
f
2
− π
2
f + O
(
1
k
)
. (4.68)
Somme Sκ, re´gime k →∞
Cette somme est calcule´e en utilisant l’identite´ Sλ = Sκ−Sµ :
Sκ(f, k) =
8
3
√
2π
√
f − π
2
f + O
(
1
k
)
. (4.69)
4.2.2 Sommes de re´seau pour un mate´riau isotrope
Afin de comparer les re´sultats pre´ce´dents avec le cas du ma-
te´riau isotrope, nous calculons les sommes de re´seau lorsque le
coefficient d’anisotropie est k = 1. Nous appliquons la tech-
nique par transforme´e de Mellin expose´e ante´rieurement pour la
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somme de re´seau Sκ. Les calculs de la transforme´e de Mellin de
cette somme donnent :
S˜κ(z; k) = M [S˜κ(x; k); z]/M [J
2
1(x); z],
=
ζ(z + 2)
2
+
√
πΓ
(
z+1
2
)
2Γ (1 + z/2)
ζ(z + 1) + S˜κ,
ou` S˜κ est une somme de fonctions de Bessel de deuxie`me ordre,
ne contenant pas de re´sidus le long de l’axe des re´els ne´gatifs.
Finalement :
Sκ =
π
4
(1− f), (4.70)
κ˜
µ
=
1
f
− 1. (4.71)
Ceci est en accord avec les calculs nume´riques de la somme de
re´seau. Pour les deux autres sommes Sλ et Sµ, une singularite´
en k = 1 ne permet pas d’appliquer la meˆme me´thode (seul
le terme d’ordre 1 est correct). Un calcul nume´rique des inte´-
grales obtenues indique cependant que les deux sommes ont un
de´veloppement en f qui vaut :
Sµ ≈ π
8
− 1.020f + 0.752f 2 + O(f 3), (4.72)
Sλ ≈ π
8
+ 0.235f − 0.752f 2 + O(f 3). (4.73)
Compare´ aux calculs nume´riques, l’erreur relative de cette ap-
proximation est de l’ordre de la pre´cision du calcul nume´rique
des sommes (par exemple l’erreur relative est au plus de 5 10−5
sur l’ensemble de la courbe pour un calcul des sommes avec
20482 termes tandis que la diffe´rence relative est de 10−4 pour
10242 termes). Ceci confirme que seules apparaissent des puis-
sances entie`res de la concentration f dans les de´veloppements
des modules effectifs dans le cas isotrope, et l’estimation de la
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the´orie d’homoge´ne´isation est analytique, avec :
µ˜
µ
= 1− 2f + O(f 2), (4.74)
λ˜
λ
= 1− 2f + O(f 2). (4.75)
Modules effectifs dans la limite dilue´e
Dans la limite dilue´e, les modules effectifs sont calcule´s direc-
tement en utilisant les re´sultats pre´ce´demment obtenus. Pour
k → 0 :
λ˜
λ
= 1− f − 32
3π3/2
f 3/2 +
(
2− 1024
9π3
)
f 2 +O(f 5/2),(4.76)
µ˜
µ
= 1− 3π
3/2
32
f 1/2 − 9π
3
1024
f +O(f 3/2), (4.77)
κ˜
µ
=
32
3π3/2
f−1/2 − 2, (4.78)
nous rappelons les re´sultats exacts :
λ0
λ
= 1− f − 32
3π3/2
f 3/2 +
(
1− 6
π
− 8
π2
)
f 2, (4.79)
µ0
µ
= 1− 1√
π
f 1/2 − 1
π
f +O(f 3/2), (4.80)
κ0
µ
=
√
πf−1/2 − 2. (4.81)
Pour k →∞, les de´veloppements de Hashin-Shtrikman sont :
λ˜
λ
= 1− 3
√
2π3/2
32
f 1/2 − 9π
3
512
f + O(f 3/2), (4.82)
µ˜
µ
= 1− f − 32
3π3/2
√
2
f 3/2 +
(
2− 512
9π3
)
f 2
+O(f 5/2), (4.83)
κ˜
λ
=
32
3
√
2π3/2
f−1/2 − 2. (4.84)
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Nous rappelons les re´sultats exacts trouve´s au chapitre pre´ce´-
dent :
λ0
λ
= 1−
√
2
π
f 1/2 − 2
π
f +O(f 3/2), (4.85)
µ0
µ
= 1− f − 32
3π3/2
√
2
f 3/2 +
(
1− 3
π
− 4
π2
)
f 2
+O(f 5/2), (4.86)
κ0
λ
=
√
π
2
f−1/2 − 2. (4.87)
Dans un milieu biphase´ constitue´ d’inclusions infinite´simales de
volume f , les modules effectifs s’expriment d’ordinaire sous la
forme d’un de´veloppement en puissances entie`res de f . Comme
nous l’avons de´ja` signale´, le terme d’ordre 1 (∼ f) est interpre´te´
par les interactions entre inclusion et matrice ; le terme d’ordre 2
est une correction due aux interactions entre paires d’inclusions,
et ainsi de suite pour les termes a` n corps. Dans la limite de
pores de taille infinite´simale, chacune de ces corrections est ainsi
proportionnelle au produit des volumes des inclusions mise en
jeu.
En the´orie d’homoge´ne´isation, l’estimation de Hashin-Shtrik-
man, fonde´e sur l’interaction entre les vides et un milieu ex-
te´rieur homoge`ne est de manie`re ge´ne´rale valable au premier
ordre en f . En revanche, l’estimation des termes a` deux corps
(en f 2) est, sauf exception, fausse, les interactions deux a` deux
n’e´tant a` aucun moment prises en compte dans l’estimation. Ici,
la forte anisotropie induit des exposants non-entiers dans le de´-
veloppement en f et deux choses remarquables se produisent :
l’estimation est correcte jusqu’au deuxie`me terme en f 3/2 en
cisaillement simple tandis que seul l’exposant 1/2 est correcte-
ment pre´dit pour le terme pre´ponde´rant en cisaillement pur (et
pas le pre´facteur). Il est cependant inte´ressant de noter que la
the´orie d’homoge´ne´isation line´aire est capable de de´terminer un
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exposant non-entier. Pour ce terme particulier, le coefficient de
la solution exacte
√
π ≈ 1.77 est approxime´ par la valeur proche
(32/3)π−3/2 ≈ 1.92.
Puissances non-entie`res et interactions
On observe que les termes proportionnels a` f 1/2 dans les cas
k = 0, PS, et k = ∞, SS, sont aussi proportionnels au volume
de la bande de localisation. Ce terme est
√
2 fois plus grand
lorsque les bandes sont dirige´es dans les directions diagonales
(k =∞) que si elles sont verticales et horizontales (k = 0). Ceci
est visible dans les expressions des modules effectifs de µ0/µ a`
k = 0 (terme f 1/2/
√
π) et λ0/λ a` k = ∞ (terme
√
2f 1/2/
√
π).
Ces remarques s’appliquent e´galement au de´veloppement en f
du module effectif κ0/κ avec milieu compressible (voir les Eq.
(3.103a) et (3.103a) du Ch. pre´ce´dent). Ceci se traduit dans
le cas incompressible, par une transformation identique f 1/2 →√
2f 1/2 lorsque k = 0→ k =∞ pour le module effectif normalise´
κ0/µ.
Dans cette optique, une premie`re interpre´tation du terme en
f 1/2 est l’interaction entre la bande de localisation (les zones B,
C et D du chapitre pre´ce´dent), qui agit comme une troisie`me
phase au sein du mate´riau de volume ∼ f 1/2 et le reste de la
matrice (de volume proportionnel a` 1). Cette interpre´tation ne
s’applique que dans les cas de modes de de´formation “durs”.
Dans les modes de chargement souples, en suivant le meˆme rai-
sonnement, le terme d’ordre f 3/2 (cas k = 0, cisaillement simple)
et k = ∞, cisaillement pur) repre´sente l’interaction entre pores
(de volume f) et bandes de localisation.
Changements de re´gimes dans les cas de fortes anisotropies
Deux comportements distincts apparaissent dans le de´velop-
pement du module effectif µ0/µ lorsque f → 0 avec k ≪ 1 fixe´
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(Eq. 4.76) et lorsque k → 0 avec f ≪ 1 fixe´ (Eq. 4.32). Dans le
premier cas, le comportement est line´aire en f , dans le second
un exposant 1/2 apparaˆıt.
Ces diffe´rences sont la traduction d’un changement de re´gime.
Ainsi lorsque k ≪ 1 est fixe´, deux re´gimes distincts existent,
correspondant aux deux comportement e´voque´s. Dans la limite
fortement dilue´e (pour f plus petit qu’une certaine valeur de la
porosite´ fr de´pendant de k) le comportement est line´aire en f .
A` contrario lorsque f > fr(k) un autre re´gime apparaˆıt dont le
comportement est proche de la solution k = 0 avec puissance
1/2 en f .
Le changement de re´gime (comportement de fr avec k) doit
de plus se produire lorsque les deux lois se rejoignent, ce qui
donne
fr(k) ∼ (9π3/1024)k.
La de´pendance fr ∼ k est ve´rifie´e nume´riquement par le calcul
des sommes de re´seau de la the´orie de Hashin-Shtrikman (Fig.
4.2, 4.4) pour des porosite´s variables a` rapport d’anisotropie
k ≪ 1 fixe´. Si l’expression 4.76 est exacte (ce qui doit eˆtre le
cas : la the´orie d’homoge´ne´isation est exacte au premier ordre)
alors la comparaison avec la solution exacte donne fr ≃ k/π.
Cette de´pendance (avec un pre´facteur semblable) est e´galement
confirme´e par des calculs nume´riques par FFT des champs a`
diffe´rentes concentrations f ≪ fr, f ≃ fr et f ≫ fr (Figs. 4.5).
La Fig. 4.5 montre en particulier l’existence pour de faibles
porosite´s, d’une zone de forte intensite´ dans le champ de de´-
formation dont la longueur est caracte´ristique de l’anisotropie.
Celle-ci se de´veloppe autour de chaque pore dans les directions
privile´gie´es par l’anisotropie dans la matrice. Nous observons que
le changement de re´gime intervient lorsque ces bandes rejoignent
les pores voisins. Lorsque, pour f ≪ fr, les bandes sont confine´es
dans le voisinage des pores, le comportement effectif est line´aire
en f , tandis que lorsque les bandes de localisation “percolent”
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(leur longueur est de l’ordre des dimensions du re´seau de pores),
le comportement du module de cisaillement effectif est en loi de
puissance non entie`re.
Il doit dont eˆtre possible de relier ce changement de re´gime
a` l’existence d’une longueur critique dans le re´seau. Nous obser-
vons tout d’abord que dans le cas k → ∞, des conside´rations
similaires montrent l’existence d’une concentration critique (voir
l’expression du module λ0/λ) qui suit la loi f
′
r(k) ≃ (2/π)/k (en
calculant le changement de re´gime a` partir des solutions exactes
et de la the´orie d’homoge´ne´isation). Si l’on re´interpre`te mainte-
nant ces re´sultats dans un re´seau de pores tourne´ de 45 degre´s
avec rapport d’anisotropie k → 0 (voir 3.109), alors de meˆme un
changement de re´gime apparaˆıt aux alentours de f
′′
r ≃ 2k/π soit
a` une concentration deux fois plus grande que pour le re´seau de
pores non tourne´.
Ainsi dans un re´seau ou` les bandes de localisation sont di-
rige´es a` 45˚ le changement de re´gime est-il retarde´ (lorsque le
rapport d’anisotropie croˆıt) du fait que les bandes de localisa-
tion qui se de´veloppent autour des pores ne se rejoignent que
lorsqu’elles sont plus grandes comparativement aux pores. (Dans
le cas ou` les bandes sont verticales et horizontales, la distance
entre pores est en effet plus petite que lorsque les bandes sont
dirige´es dans les directions diagonales du re´seau).
La Fig. (4.6) permet de pre´ciser la nature des bandes de loca-
lisations observe´es. Nous avons mesure´ la longueur L(f, k) des
bandes de localisation dans le re´gime dilue´ par un changement
d’e´chelle que nous explicitons maintenant.
Nous calculons par FFT les valeurs de la composante paral-
le`le sur les lignes de champs situe´es au centre des bandes de
localisation a` diffe´rentes porosite´s dans les quatre cas de char-
gement (SS), (PS) et pour un rapport d’anisotropie k ≪ 1 ou
k ≫ 1. Il existe toujours un changement d’e´chelle z → z/L(f, k)
permettant de confondre chaque courbe obtenue a` des porosite´s
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diffe´rentes (voir la Fig. (4.6) pour k ≪ 1 en cisaillement pur).
Nous obtenons que ces bandes ont une longueur caracte´ristique
d’exposant L(f, k) ≃ f 0.50 a` k fixe´ (dans tous les cas). L’exis-
tence de la longueur caracte´ristique L(f, k) est de plus confirme´e
par la de´croissance exponentielle de la bande loin du pore (Fig.
(4.7). Cette de´croissance exponentielle loin du pore montre en
effet l’existance d’une longueur critique (par un argument di-
mensionnel).
Une analyse similaire a` porosite´ fixe´e montre que L(f, k) ≃
k0.50 pour k ≫ 1 et L(f, k) ≃ k−0.50 pour k ≪ 1. De plus, cette
longueur est identique dans les solutions correspondant au mode
de chargement dur (k = 0, PS et k = ∞, SS) et celles corres-
pondant aux modes de chargement durs (k = 0, SS et k = ∞,
PS, apre`s transformation k → 1/k). Les changements de re´gime
e´voque´s plus haut surviennent lorsque les bandes de localisation
parcourent l’ensemble du re´seau. Par exemple, pour les solutions
dans le mode de chargement souple, le changement de re´gime
apparaˆıt lorsque L(f, k) ≃ 1 (k = 0, PS, bandes de localisation
verticales) et lorsque L(f, k) ≃ √2 (k =∞, SS, bandes de loca-
lisation tourne´es a` 45 degre´s). Ceci s’e´crit encore L(fr(k), k) ≡ 1
et L(f ′r(k), k) ≡
√
2. Ces diffe´rences expliquent notamment les
pre´facteurs diffe´rents dans les expressions de f ′r(k) et fr(k).
Dans le mode de chargement souple (par exemple SS, k = 0)
aucun changement de re´gime n’est perceptible pour le module
effectif, ne´anmoins les variances des champs dans les modes as-
socie´s a` ces modules effectifs (cisaillement simple et cisaillement
pur resp.) pre´sentent un changement de re´gime comme illustre´
dans la Fig. 4.3.
Pour re´sumer : dans la limite dilue´e en vides, les fortes ani-
sotropies (k ≪ 1 ou k ≫ 1) produisent des bandes de localisation
naissantes autour des pores. Ces bandes sont dirige´es dans les
directions privile´gie´es de cisaillement du mode de chargement et
ont une longueur caracte´ristique de l’ordre de L(f, k) ∼ √f/k
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(k ≪ 1) ou L(f, k) ∼ √fk (k ≫ 1). Lorsque L(f, k) est plus
petit que la distance entre deux pores dans le re´seau, les bandes
de localisation sont confine´es dans le voisinage des pores et les
modules effectifs de cisaillement ou de compressibilite´ varient
line´airement avec la fraction surfacique de pore. Au contraire,
lorsque L(f, k) est supe´rieure a` la distance entre deux pores, les
bandes de localisation parcourent l’ensemble du re´seau, et un re´-
gime avec puissances fractionnaires apparaˆıt.
0 0.2 0.4 0.6 0.8 1f
0
0.1
0.2
0.3
0.4
kSλ
k=0
k=10-2
Fig. 4.1 – Somme de re´seau kSλ en fonction de la concentration f : compa-
raison entre re´sultats asymptotiques dans la limite k → 0 (ligne pleine) et
somme de re´seau calcule´e nume´riquement pour k = 10−2 (ligne en pointille´s).
Voir texte p. 148.
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10-5 10-4 10-3 10-2 10-1 f
10-3
10-2
10-1
1-λ/λ~
SD(εSS)
(1)
SS, k=104f(1+k1/2)
k1/4f1/2 (2f/pi)1/2
(2f/pi)1/4
Fig. 4.2 – Cisaillement simple, k ≫ 1. Estimation de Hashin-Shtrikman de
la premie`re correction en f du module effectif 1− λ˜/λ et de la variance de la
composante du champ εSS dans la limite dilue´e, pour un mate´riau anisotrope
avec ratio d’anisotropie k = 104 ≫ 1. Les traits en pointille´s correspondent
aux calculs nume´riques de la somme ; les traits pleins a` porosite´ tre`s faible
sont calcule´s a` partir des de´veloppements asymptotiques des sommes dans la
limite f → 0 ; enfin, les traits pleins a` plus grande concentration repre´sentent
la solution exacte pour k = ∞. Deux re´gimes distincts (pentes diffe´rentes)
sont visibles avant et apre`s la valeur f ≃ 1/k = 10−4. Voir texte p. 155.
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10-8 10-6 10-4 10-2 f
10-4
10-2
1
1-λ/λ~
SD(εSS)
(1)
SS, k=10-4
f(1+k1/2)
f 1/2k1/4
(pif/2)3/4
Fig. 4.3 – Cisaillement simple, k ≪ 1. Suite de la Fig. 4.2 : les meˆmes
quantite´s sont trace´es dans le cas k ≪ 1. Le changement de re´gime n’est pas
visible directement sur la courbe du module effectif. Voir texte p. 157.
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Fig. 4.4 – Estimation de Hashin-Shtrikman de la premie`re correction en f des
modules effectifs κ˜/λ et κ˜/µ dans la limite dilue´e f → 0, pour k = 10−4 ≪
1 et k = 104 ≫ 1 respectivement. Les traits en pointille´s correspondent
aux calculs nume´riques de la somme, la courbe pleine a` porosite´ tre`s faible
est calcule´e a` partir des de´veloppements asymptotiques des sommes dans la
limite f → 0, enfin les traits pleins a` plus grande concentration correspondent
aux solutions exactes dans les limites k = 0 et k =∞ respectivement. Deux
re´gimes distincts (pentes diffe´rentes) apparaissent avant et apre`s une certaine
concentration distinctes pour les deux modules. Voir texte p. 155.
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Fig. 4.5 – Calculs par transforme´e de Fourier de la composante paralle`le du
champ de de´formation εSS pour un mode de chargement en cisaillement pur
avec anisotropie k = 10−3 ≪ 1 a` diffe´rentes concentrations f = fr/10, fr,
10fr (de haut en bas et de gauche a` droite) ou` fr(k) = πk est la concentra-
tion au voisinage du changement de re´gime. On remarque la formation de
bandes dans les directions verticales et horizontales dans la re´gion du pore,
qui se rejoignent lorsque f atteint la valeur seuil fr(k). Le module effectif du
mate´riau a` faible porosite´ varie line´airement avec la concentration (image en
haut a` gauche), tandis qu’a` plus forte porosite´, un exposant 1/2 apparaˆıt en
premie`re correction avec f (image du bas). Voir texte p. 155.
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Fig. 4.6 – Bande de localisation se de´veloppant autour d’un pore dans un
milieu line´aire fortement anisotrope avec rapport d’anisotropie k = 10−2 pour
diffe´rentes porosite´s f = 8 10−5, 4 10−5, 2 10−5, 10−5 ≪ 1, en cisaillement
pur. Les valeurs de la composante paralle`le εPS sont repre´sente´es le long
de la droite x = 1/2. Les courbes εPS(1/2, tr(f) trace´es en fonction de t
(ou` r(f) ∼ f 0.5 est une longueur de renormalisation et t un parame`tre sans
dimension) sont presque confondues, montrant que la longueur de la bande
de localisation varie comme L(f, k = 10−2) ∼ f 0.50. Voir texte p. 156.
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0 0.2 0.4 0.6 0.8 1y
10-4
10-2
1
1-εPS(1/2,y)/εPS(1/2,1/2)
f=10-5
f=2.10-5
f=4.10-5
f=8.10-5
PS, k=10-2
Fig. 4.7 – comportement d’une “bande de localisation naissante” loin du
pore dans le milieu line´aire anisotrope lorsque k = 10−2 ≪ 1, pour dif-
fe´rentes fractions volumiques f = 8 10−5, 4 10−5, 2 10−5, 10−5 (voir Fig.
4.6). Un mode de chargement en cisaillement pur est applique´. La quantite´
1− εPS(1/2, y)/εPS(1/2, 1/2) est repre´sente´e en fonction de la coordonne´e y
en e´chelle semi-logarithmique. Une de´croissance exponentielle est observe´e.
Voir texte p. 157.
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4.3 Comparaison entre the´orie d’homoge´ne´i-
sation et simulations nume´riques
Nous nous inte´ressons dans cette partie au mate´riau line´aire
anisotrope avec 0 < k <∞ dans les deux modes de chargement
en cisaillements simple et pur. Nous calculons les champs de de´-
formation, de de´placement et de contrainte nume´riquement par
transforme´e de Fourier, ainsi que les distributions de probabi-
lite´s des champs de contrainte et de de´formation. Les modules
effectifs et variances sont compare´s avec la the´orie d’homoge´ne´i-
sation (calcul nume´rique des sommes de re´seau).
Le travail pre´sente´ dans cette partie a e´te´ re´alise´ en collabo-
ration avec Martin Id`ıart (pour les courbes et figures d’homoge´-
ne´isation).
4.3.1 Me´thode nume´rique et notations
Nous utilisons la me´thode par transforme´e de Fourier rapide
avec lagrangien augmente´ expose´e au Ch. 2. Aucune diffe´rence
notable n’a e´te´ observe´e entre les me´thodes par fonction de
Green “continue” et “discre`tes” (DG2). Par souci de simplicite´
et pour ne pas effectuer quatre calculs distincts, nous utilisons
la me´thode par fonction de Green classique (continue) pour re´-
soudre le proble`me line´aire.
Dans les simulations nume´riques, la matrice est quasi -incom-
pressible avec κ ≃ 103 ; lorsque l’anisotropie est faible (0.1 <
k < 10 environ) aucune diffe´rence appre´ciable n’est de´tecte´e
avec κ ≃ 102. Dans les cas d’anisotropie e´leve´e, il est ne´cessaire
d’augmenter le module de compressibilite´ κ dans la matrice en
proportion avec k (ou 1/k), de sorte que la solution soit inde´-
pendante de κ.
De bonnes proprie´te´s de convergence sont obtenues en choi-
sissant empiriquement la loi e´lastique de re´fe´rence L(0) du type
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de (4.1), avec le meˆme rapport d’anisotropie k que celui de L(1)
mais un module de compressibilite´ conside´rablement plus petit
κ0/κ ≃ 5. 10−4 et µ0/µ ≃ 0.2 (il ne s’agit pas ne´cessairement de
valeurs optimales).
Des calculs sont effectue´s pour divers rapport d’anisotropie
10−4 ≤ k ≤ 104, et concentrations en pores 0 < f < fc graˆce
aux routines de transformation de Fourier rapide. Le syste`me
est discre´tise´ en un re´seau de N × N pixels. Pour un pixel de
coˆte´ valant 1, trois tailles de syste`me N = 1024, 2048, 4096 sont
conside´re´es pour tenir compte des effets de taille. La plus petite
est suffisante pour obtenir des re´sultats avec une bonne pre´ci-
sion, sauf dans les cas de fortes anisotropies, ou` une meilleure
re´solution est ne´cessaire pour rendre compte de la structure fine
des champs. Le recours a` la re´solution N = 4096 est rendu ne´-
cessaire lorsqu’une diffe´rence appre´ciable est observe´e entre les
tailles N = 1024 et N = 2048. Le champ de de´placement est
calcule´ graˆce au champ de de´formation dans la repre´sentation
de Fourier (voir Eq. 2.23).
Le crite`re de convergence retenu porte sur la valeur maximale
de la divergence de la contrainte ||div · σ|| < η ou` η est la pre´ci-
sion prescrite. Nous avons choisi η = 10−4, 10−5, 10−6 et avons
compare´ les re´sultats obtenus dans chacun des cas : il n’y a pas
de diffe´rence appre´ciable.
Pour comparer plus facilement les re´sultats obtenus pour les
deux modes de cisaillement simple et pur, nous introduisons une
notation supple´mentaire. Nous de´finissons les composantes pa-
ralle`les et transverses du champ de de´formation en fonction du
mode de chargement impose´. Lorsque le mate´riau est soumis a`
un chargement en cisaillement simple (SS) ces deux composantes
sont respectivement :
ε‖ = εSS = εxy, ε⊥ = εPS =
1
2
(εxx − εyy). (4.88)
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Tandis que pour un chargement en cisaillement pur :
ε‖ = εPS =
1
2
(εxx − εyy), ε⊥ = εSS = εxy. (4.89)
Les composantes σ‖ et σ⊥ sont de´finies de manie`re similaire.
Dans tous les cas, la composante paralle`le du champ est e´gale
en moyenne au chargement applique´e, tandis que la composante
orthogonale est de moyenne nulle : 〈ε‖〉 = ε0 et 〈ε⊥〉 = 0 ainsi
que 〈σ‖〉 = σ0 et 〈σ⊥〉 = 0. Les de´finitions des composantes
moyennes εm et σm restent inchange´es.
Nous attirons l’attention sur le fait que dans les images obte-
nues par FFT en ge´ne´rale, les cartes des champs de contraintes,
de de´formation et de de´placement correspondent a` un repe`re ou`
y est oriente´ de haut en bas (et x de gauche a` droite). Ainsi l’en-
semble des syme´tries explicite´es dans le Ch. pre´ce´dent s’e´crivent-
elles de manie`re le´ge`rement diffe´rente (nous n’e´laborons pas ce
point par la suite).
4.3.2 Champs de de´placement
Les calculs par FFT du champ de de´placement re´duit u∗(x) ≡
u(x) − ε0 · x sont visibles au Tab. 4.1 lorsque k = 10−3, 1, 103
(colonnes 1 a` 3) et lorsque le chargement impose´ est de type
cisaillement simple (ligne 1) ou cisaillement pur (ligne 2). La
concentration en pores f = 0.10 est fixe´e. Le champ de de´pla-
cement u∗ est pe´riodique, contrairement au de´placement total
u. En arrie`re-plan, on visualise e´galement une repre´sentation de
la cellule unite´, de´forme´e au premier-ordre en de´plac¸ant chaque
point mate´riel x en x→ x′ = x+ β u∗(x). La carte comple`te de
la de´formation du milieu pe´riodique est obtenue en appliquant
une transformation line´aire supple´mentaire aux graphes pre´sen-
te´s, afin de prendre en compte l’effet du champ macroscopique
moyen ε0.
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Ici β est un facteur ajustable (d’ordre 1 ∼ 10) choisi afin de
visualiser au mieux les structures de la de´formation de la ma-
tie`re. Les cartes ont e´te´ dessine´es pour des rapports d’anisotropie
k = 10−3, 1, 103 et pour les deux modes de chargement en ci-
saillement simple (SS) et en cisaillement pur (PS). Dans chacun
des cas, la cellule unite´ est re´pe´te´e quatre fois afin de mettre en
avant les structures e´le´mentaires du champ de de´placement (par
la suite appele´ “structures d’e´coulement”par analogie e´vidente).
Compare´ au mate´riau de re´fe´rence isotrope (solution pour k = 1)
[Figs. (b) et (e)], on retrouve les solutions exactes du chapitre
pre´ce´dent pour un milieu fortement anisotrope.
A` la lumie`re des re´sultats exacts, on remarque que le champ
de de´placement est soit de type “spatialement organise´”, que
nous de´signerons par le terme localise´ en de´formation, de`s lors
que le champ de de´formation est discontinu par endroit [Figs. (c)
et (d)] ; ou bien d’un type plus re´gulier (continu) comme dans les
Figs. (a) et (f). (Rappelons que, bien que la me´thode par FFT
permette de calculer le champ de de´placement u dans l’ensemble
du mate´riau, seules ses valeurs a` l’inte´rieur de la matrice et sur
les bords du vide sont physiquement pertinentes).
Les solutions avec champ de de´placement localise´ apparaissent
lorsque le chargement est fait selon un mode “dur”. Dans un tel
mode, le mate´riau fortement anisotrope re´siste le plus a` la de´-
formation applique´e et induit a` la fois un faible champ de de´for-
mation et une forte contrainte re´sultante. En cisaillement simple
par exemple, lorsque k ≫ 1 (i.e. λ≫ µ) [Fig. (c)], une solution
fortement singulie`re est ge´ne´re´e ou` la de´formation proce`de par
l’interme´diaire des“blocs rigides”calcule´s dans la solution exacte
du Ch. 3, avec un me´canisme de glissement entre les blocs (pour
le champ u∗), ce qui impliquerait un e´tat de de´formation perma-
nent dans un mate´riau re´el (dommage, ou de´formation plastique,
la description ne´cessite alors d’aller au-dela` de la simple line´arite´
e´lastique). Ces structures qui sont le signe d’un fort endomma-
4.3. Comparaison entre the´orie d’homoge´ne´isation et simulations
nume´riques 169
gement, doivent eˆtre vues comme structures naissantes.
Comme on l’a note´ au chapitre pre´ce´dent, la carte du champ
de de´formation en (c) montre une forte singularite´ aux voisi-
nages des quatre points Nord, Sud, Est et Ouest du bord du
pore : deux de ces points sont soumis a` un fort e´tirement, tan-
dis que les deux autres subissent une forte compression. Ces
points sont aussi ceux ou` conforme´ment a` l’intuition physique,
le champ de contrainte (composante transverse au chargement)
atteint son maximum. Cependant, les zones ou` les vides sont de
forme carre´e se forment la` ou` le champ de contrainte est mo-
de´re´. On peut expliquer ce paradoxe apparent (alors que l’on
place habituellement les zones de nucle´ation la` ou` le champ de
contrainte est fort) en remarquant que les zones de cre´ation de
pores apparaissent uniquement par le glissement des blocs, qui
ne couˆte rien, sauf aux quatre points d’e´tirement et de com-
pression. Le prix principal de la cre´ation de ces vides est ainsi
pris en charge ailleurs que dans la zone de nucle´ation elle-meˆme !
Il est possible que ce phe´nome`ne non-local singulier reveˆte une
importance dans les phe´nome`nes de nucle´ation dans les mate´-
riaux e´lastoplastiques fortement anisotropes. La nucle´ation de
vides aux intersections de bandes de glissement plastique a en
effet e´te´ observe´e dans des simulations par dynamique mole´cu-
laire dans des me´taux ou` la de´formation plastique est pilote´e
par des chocs. Ceci sugge`re de plus de combiner des indicateurs
de nucle´ation en de´formation et en contrainte pour la phe´no-
me´nologie des crite`res de nucle´ation, comme ceux utilise´s dans
certaines mode´lisations de la fracture ductile des me´taux1 Dans
les mate´riaux fragiles, d’un autre coˆte´, il est peu probable que
1dans certains mode`les empiriques, on estime que les crite`res de nucle´ation s’appuyant
sur le champ de contrainte s’appliquent a` la nucle´ation intragranulaire, tandis que les
crite`res portant sur le champ de de´formation sont plus importants pour la nucle´ation aux
joints de grains. Notre e´tude montre que les crite`res de nucle´ation en de´formation peuvent
eˆtre plus approprie´e dans la matrice dans un milieu fortement anisotrope. D’un autre coˆte´,
la frontie`re aux bords d’un grain est une re´gion de forte anisotropie.
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les vides secondaires soient observe´s lorsque le mate´riau se fis-
sure le long des bandes de “glissement” (ils peuvent se re´duire a`
des de´fauts microscopiques sur les surfaces de fissure).
Les solutions non-localise´es sont obtenues lorsque le mode
de de´formation est applique´ dans la direction souple de charge-
ment du mate´riau. L’autre mode de chargement conside´re´ est un
mode “dur” ou` se produit une nucle´ation ; ainsi seul le mate´riau
isotrope peut facilement eˆtre de´forme´. Ceci explique pourquoi
les cellules unite´ avec forte anisotropie des cartes (a) et (f), ou`
β = 10 a e´te´ utilise´, sont bien moins de´forme´es que les cellules
unite´ (b) et (e) du mate´riau isotrope trace´ avec β = 1.
Nous remarquons e´galement que (i) les frontie`res des cellules
unite´ (a) et (c) se de´forment toutes deux d’une manie`re line´aire
(ou quasi-line´aire pour la carte (a)), une autre signature de la
forte anisotropie du milieu ; (ii) la structure du champ de de´-
placement peut eˆtre vue comme un assemblage de cellules de
convection desquelles aucun flux ne s’e´chappe, de´limite´e par des
rectangles sur les cartes. Deux types de cellules de convection,
relie´es par une rotation de 90o degre´s suffisent a` rendre compte
de la structure du flux en cisaillement simple (cartes a,b,c), tan-
dis que quatre types de cellules de convection relie´es par deux
syme´tries miroirs sont ne´cessaires pour produire la structure du
flux en cisaillement pur (cartes d,e,f).
4.3.3 Champs de contrainte
Les tableaux 4.2 et 4.3 montrent les cartes des composantes
du champ de contrainte lorsque le milieu est soumis a` un char-
gement macroscopique en cisaillement simple et en cisaillement
pur respectivement, pour une porosite´ f = 0.10 et pour des va-
leurs croissantes du rapport d’anisotropie k. Chaque carte est
accompagne´e de sa propre e´chelle de couleurs a` sa droite. Les
trois composantes inde´pendantes du champ de contrainte, soit
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σm, σ‖, et σ⊥, sont repre´sente´es. Les notations ‖ et ⊥ s’entendent
par rapport aux“directions”du champ de de´formationmacrosco-
pique applique´. Les composantes en cisaillement de la contrainte
sont [cf. (4.89)] : σ‖ ≡ σSS et σ⊥ ≡ σPS pour un chargement
en cisaillement simple, et σ‖ = σPS, σ⊥ = σSS en cisaillement
pur. Dans les deux cas, la moyenne volumique de la compo-
sante transverse (⊥), et celle du champ moyen de contrainte
sont nulles : 〈σ⊥〉 = 〈σm〉 = 0. Dans les cartes des champs, le
champ de contrainte est normalise´ de sorte que 〈σ‖〉 = 1. Le
milieu e´tant line´aire, les composantes du champ de de´forma-
tion sont identiques a` un changement d’e´chelle pre`s. Dans les
limites d’anisotropie k → 0 ou k → ∞, les champs acquie`rent
des structures sche´matise´es dans la Fig. 3.2 et se rapprochent des
solutions exactes calcule´es au Chap. 3. Il semble qu’aucune de
ces structures ne subsiste lorsque k est distinct de 0 ou l’infini.
Ainsi, les phe´nome`nes de localisation des champs de´crits pre´-
ce´demment ne se produisent que lorsque les directions d’aniso-
tropie du syste`me sont parfaitement aligne´es avec les directions
privile´gie´es du re´seau de pores respectant la syme´trie carre´e de
celui-ci. De plus ces solutions s’accompagnent des plus grandes
valeurs soit des composantes paralle`les du champ de contrainte
(k =∞) soit des composantes transverse (k = 0). Les mate´riaux
fortement anisotropes sont donc e´galement les plus propices a` la
nucle´ation de vides, pour des crite`res de nucle´ation prenant en
compte les valeurs maximales de la contrainte.
k = 10−3 k = 1 k = 103
Tab. 4.1 – Champ de de´placement re´duit u∗ = u− ε0 · x (fle`ches), et de´formation de la cellule unite´ qui en re´sulte
(au premier ordre perturbatif), avec chargement en de´formation en cisaillement simple (cartes du haut : a, b, c)
et en cisaillement pur (cartes : d, e, f) pour des rapports d’anisotropie k = 10−3, 1, 103 (de gauche a` droite). Des
pointille´s ou “lignes de Moire´” apparaissent dans la matrice dans les re´gions soumis a` une forte extension. Les cas
(c) et (d) correspondent a` des situations de localisation de la de´formation, avec champs de de´placement discontinus.
Voir texte p. 167.
k = 0.01 k = 0.2 k = 1 k = 5 k = 100
0
0.55
1.1
1.66
2.21
0
0.62
1.24
1.86
2.49
0
0.75
1.5
2.25
3.0
0
0.89
1.77
2.66
3.55
-.03
1.15
2.32
3.5
4.68
-8.64
-4.32
0
4.32
8.64
-2.83
-1.41
0
1.41
2.83
-1.64
-0.82
0
0.82
1.64
-0.98
-0.49
0
0.49
0.98
-0.39
-0.20
0
0.20
0.39
-9.15
-4.58
0
4.57
9.14
-3.58
-1.78
0.02
1.82
3.61
-3.46
-1.75
-0.03
1.68
3.40
-4.01
-2.01
0
2.0
4.0
-4.82
-2.41
-0.01
2.40
4.80
Tab. 4.2 – Chargement en cisaillement simple (SS). Composantes paralle`le, transverse et moyenne du champ de
contrainte σ‖, σ⊥, σm (de haut en bas) pour des valeurs croissantes du coefficient d’anisotropie k = 0.01, 0.2, 1, 5,
100 (de gauche a` droite). Les champs de contrainte sont normalise´s de telle sorte que 〈σ‖〉 = 1. Voir texte p. 170.
k = 0.01 k = 0.2 k = 1 k = 5 k = 100
0
0.76
1.52
2.29
3.05
0
0.60
1.20
1.79
2.39
0
0.53
1.06
1.59
2.12
0
0.47
0.95
1.42
1.90
0
0.43
0.86
1.29
1.72
-0.26
-0.13
0
0.13
0.26
-0.68
-0.34
0
0.34
0.68
-1.23
-0.62
0
0.62
1.23
-2.23
-1.11
0
1.11
2.23
-6.72
-3.36
0
3.36
6.72
-3.14
-1.57
0
1.57
3.14
-2.73
-1.36
0
1.36
2.73
-2.87
-1.43
0
1.43
2.87
-3.1
-1.55
0
1.55
3.1
-6.88
-3.44
0
3.44
6.88
Tab. 4.3 – Cisaillement pur (PS). Composantes paralle`le, transverse et moyenne du champ de contrainte σ‖, σ⊥, σm
(de haut en bas) pour des valeurs croissantes du rapport d’anisotropie k = 0.01, 0.2, 1, 5, 100 (de gauche a` droite).
Les champs de contrainte sont normalise´s de sorte que 〈σ‖〉 = 1. Voir texte p. 170.
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Distributions de probabilite´ des champs
Nous concluons cette section par une discussion des distribu-
tions des champs, calcule´es en fonction du rapport d’anisotropie
et de la porosite´. Le but de cette section est d’e´tablir les carac-
te´ristiques principales de ces distributions afin de les comparer
avec celles obtenues dans le cas non-line´aire pe´riodique d’une
part et non-line´aire ale´atoire d’autre part. Dans le cas line´aire
pe´riodique nous de´terminons de plus la provenance et les expo-
sants des singularite´s dans les distributions de chaque compo-
sante.
Les Tab. (4.4), (4.5) et (4.6) repre´sentent respectivement les
distributions (ou densite´s) de probabilite´ des composantes σ‖, σ⊥
et σm du champ de contrainte pour des coefficients d’anisotropie
croissants k = 10−4, ... 104 dans les deux modes de chargement
en cisaillement simple et cisaillement pur. La concentration en
pores est fixe´e et vaut f = 0.1 et la matrice est incompressible.
Les distributions de probabilite´s P (σz) sont de´finies en (3.15),
ainsi toutes les courbes normalise´es de sorte que leur inte´grale
vaut 1. Les distributions du champ de de´formation sont iden-
tiques a` un facteur d’e´chelle pre`s, ainsi seules les distributions
du champ de contrainte ont e´te´ trace´es. Dans chaque tableau les
courbes pour k > 1 et k < 1 sont repre´sente´es sur des graphes
se´pare´s pour une meilleure lisibilite´, et la courbe correspondant a`
k = 1 est re´pe´te´e sur les deux graphiques. Nous avons ajoute´ les
courbes correspondant a` k = 0 et k = ∞, calcule´es exactement
au Ch. 3. Les singularite´s et comportements asymptotiques des
distributions calcule´es pre´ce´demment sont mentionne´s pour ces
courbes (sous la forme y ∼ x−3 etc.). Des distributions de Dirac
apparaissant lorsque k = 0 ou k = ∞ et sont repre´sente´es sous
la forme de traits verticaux.
La composante paralle`le σ‖ repre´sente´e Tab. (4.4) est tou-
jours a` support fini. Celle-ci se termine abruptement a` droite et
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a` gauche. En re`gle ge´ne´rale, l’“e´talement” ou la dispersion des
valeurs du champ σ‖ augmente lorsque l’anisotropie croˆıt dans
la direction “dure” (i.e. son support croˆıt). Pour un chargement
en cisaillement simple, le support de la distribution croˆıt avec k
(le cas k =∞ correspondant au mode dur). Pour un chargement
en cisaillement pur, le support de´croˆıt avec k (le cas k = 0 cor-
respondant au mode dur), sauf pour de fortes valeurs de k, ou`
une zone de forte intensite´ correspondant aux valeurs du champ
dans la zone D (absente du mode SS) se de´veloppe.
Les solutions avec champ de de´placement discontinu corres-
pondent dans le mode SS, en l’absence de croisement des bandes,
a` la plus grande dispersion possible de la composante paralle`le
de la contrainte. Au contraire, les distributions des valeurs de
σ‖ dans le mode “souple” (par exemple SS, k = 0), ont le sup-
port le plus restreint. Dans ces cas, nous avons vu que l’influence
du pore est singulie`rement “faible” (la loi effective varie comme
1− f , soit l’e´quivalent du milieu homoge`ne au premier ordre).
Des pics apparaissent qui marquent les singularite´s du champ
de contrainte σ‖. Pour le mode SS a` k = 0, la distribution de
Dirac en σm ≈ 0.8 re´sulte de la valeur constante du champ sur
la zone A et la singularite´ en σm ≈ 1.55 est une conse´quence des
divergences au sein des bandes B et D. Ces pics sont conserve´s
lorsque k > 0 sous la forme de minima locaux, avec pentes lo-
calement tre`s grandes et se transforment dans la limite k →∞
en des singularite´s de Dirac. Celles-ci re´sultent des meˆme zones
A, et B, tandis qu’une troisie`me divergence se forme en 0. Cette
dernie`re correspond a` la valeur constante au sein des zones C et
D.
Dans les Tab. (4.5) et (4.6) les distributions des champs de
contrainte σ⊥ et respectivement σm sont repre´sente´es. Ces distri-
butions sont syme´triques par rapport a` 0. La distribution P (σ⊥)
du champ transverse σ⊥ est, comme la distribution de la com-
posante paralle`le, a` support fini [−σc, σc], sauf dans la limite de
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modes de chargement souples (SS, k → 0 et PS, k → ∞) ou` la
coupure σc → ∞ diverge. Dans ce cas seul apparaˆıt une queue
infinie, de loi de puissance P (σ⊥) ≃ σ−3⊥ . Hormis ces deux cas, la
courbe de distribution se termine toujours abruptement en un
point σ‖ = σc. Nous observons par ailleurs un phe´nome`ne in-
verse de celui observe´ pour la composante σ‖ : la dispersion (ou
σc) des valeurs pour le champ transverse σ⊥ de´croˆıt avec k dans
le mode SS et croˆıt avec k dans le mode PS. Ainsi le mode de
chargement dur est associe´ a` une forte concentration des valeurs
du champ transverse et le mode de chargement souple a` un fort
e´talement.
La composante σm repre´sente´e a` la table 4.6 posse`de un sup-
port fini, excepte´ dans la limite d’un mode de chargement “sou-
ple” (i.e. PS, k = ∞ et SS, k = 0) ou` la queue de la distribu-
tion de´croˆıt a` l’infini comme σ−3m . A` l’inverse des composantes
en cisaillement, la distribution P (σm) est toujours continue, de
sorte qu’aucun saut n’est observe´ au voisinage des valeurs su-
pe´rieures et infe´rieures de la contrainte. Dans le cas du mode
de chargement “souple”, une singularite´ (divergence) se produit
e´galement en σm = 0, tandis que pour des valeurs finies et non
nulles de k, la courbe P (σm) passe par un maximum fini en 0.
Des maxima locaux se de´veloppent e´galement au voisinage d’un
mode de chargement “dur” (i.e. SS, k = ∞ et PS, k = 0), qui
convergent vers trois distributions de Dirac.
Pour re´sumer, des divergences ou queues de distributions ne
sont observe´es que dans les cas d’anisotropie infinie. A` l’inverse
de la composante hydrostatique σm, les composantes en cisaille-
ment du champ de contrainte posse`dent en outre des singularite´s
moindres sous la forme de discontinuite´s aux valeurs extreˆmes
du champ. Le champ de contrainte σ⊥ transverse au chargement
en cisaillement est le plus disperse´ dans les solutions avec rap-
port d’anisotropie infini (ou nul) dans le mode de chargement
souple. A` l’inverse, les valeurs du champ de contrainte paralle`le
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σ‖ sont les plus e´tale´es dans les modes de chargement dur. Ceci
sugge`re que l’apparition de discontinuite´s dans les composantes
paralle`les au chargement (cas proche de la plasticite´ parfaite)
est associe´e a` une forte dispersion de la composante paralle`le au
champ et a` une dispersion faible des composantes transverses.
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Tab. 4.4 – Distributions de probabilite´ de la composante paralle`le (σ‖) du champ de contrainte pour une porosite´
c(2) = 0.1, en cisaillement simple (SS, en haut) et cisaillement pur (PS, en bas), et pour des rapports d’anisotropie
croissants k = 0, 10−2, 0.2, 1, 5, 104, ∞ (SS) or k = 0, 10−4, 0.2, 1, 5, 102, ∞ (PS). Le champ de contrainte est
normalise´ de sorte que 〈σ‖〉 = 1. Pour chaque chargement et chaque composante deux graphiques pour k ≤ 1 et
k ≥ 1 sont pre´sente´s, la distribution de la solution isotrope a` k = 1 e´tant re´pe´te´e. Les distributions avec rapport
d’anisotropie fini 0 < k <∞ sont calcule´es a` l’aide de la FFT, tandis que les champs pour les valeurs k = 0, ∞ sont
calcule´s en utilisant les solutions exactes. Les distributions de Dirac locales dans les solutions exactes sont indique´es
par des lignes verticales et le comportement asymptotique a` |σ‖| = 0, ∞ est indique´ par une formule sur le graphe.
Pour faciliter la lecture, les distributions correspondants a` des rapport d’anisotropie interme´diaires k = 0.2, 5 sont
repre´sente´es en pointille´s. Voir texte p. 175.
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Tab. 4.5 – Suite de la Tab. 4.4 : distributions de probabilite´ du champ de contrainte transverse σ⊥, pour un
chargement en cisaillement simple (SS, haut), et en cisaillement pur (PS, bas). Voir texte p. 175.
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Tab. 4.6 – Suite de la Tab. 4.5 : distributions de probabilite´ du champ de contrainte moyenne σm (oppose´ de la
pression), pour un chargement en cisaillement simple (SS, haut) et en cisaillement pur (PS, bas). Voir texte p. 175.
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Comparaison entre re´sultats nume´riques
et the´orie d’homoge´ne´isation
Nous nous inte´ressons dans cette partie aux modules effectifs
et aux premier et second moments des champs de de´formation
et de contrainte dans le mate´riau pe´riodique pour des rapport
d’anisotropie k = λ/µ et des concentration en vide f variables.
La matrice est toujours suppose´e incompressible. Les premier
moments conside´re´s sont les moyennes du champ de de´formation
paralle`le ε‖ dans les deux phases (seuls premiers moments non
nuls des composantes de la de´formation) :
ε(α)e =
〈ε‖〉(α)
ε0
, (4.90)
ou` 〈·〉(α) de´signe la moyenne volumique sur la phase α. Les va-
riances conside´re´es sont les seconds moments dans la matrice :
SD(1)(ε×) =
√
〈ε2z〉(α) − 〈εz〉2(α)
ε0
, (4.91)
ou` z est n’importe quel composante z = m, ‖ ou ⊥. Les va-
riances de la contrainte dans la matrice SD(1)(σz) sont de´finies
similairement.
Pour chaque courbe pre´sente´e, des comparaisons sont effec-
tue´es entre les calculs nume´riques par FFT et les re´sultats de
la the´orie d’homoge´ne´isation de Hashin-Shtrikman avec sommes
de re´seau.
Les modules effectifs λ˜, µ˜ et κ˜ (normalise´s) sont repre´sente´s en
Figs. (4.8) et (4.9) respectivement en fonction de l’anisotropie
(a` porosite´ f fixe´e) et en fonction de la concentration (pour
diffe´rentes valeurs du rapport d’anisotropie k).
La the´orie d’homoge´ne´isation donne des re´sultats tre`s proches
du calcul par FFT lorsque la porosite´ n’est pas tre`s grande
(f = 0.1), hormis dans les limites de fortes anisotropie ou` le
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de´veloppement au premier ordre n’est pas pre´dit correctement
(duˆ au terme en puissance non-entie`re de f , pour µ˜ a` k = 0,
λ˜ a` k = ∞ et κ˜ a` k = 0, ∞). Ces limites sont accompagne´es
des plus fortes pentes et correspondent au changement de re´-
gime e´voque´ pre´ce´demment (qui est qualitativement pre´dit par
la the´orie d’homoge´ne´isation).
Dans la Fig. (4.9), nous voyons que les estimations des mo-
dules effectifs sont proches de la solution exacte meˆme a` des
porosite´s plus grandes, jusque vers f = 0.3. Dans les grandes
porosite´s, nous savons d’apre`s les solutions exactes que le mo-
dule effectif λ˜ (par exemple) s’annule a` des concentrations dif-
fe´rentes fc = π/4 ou fc = π/8 selon que k = 0 ou k = ∞. La
the´orie d’homoge´ne´isation n’est pas capable de capturer ce phe´-
nome`ne. On observe ne´anmoins l’apparition d’un minimum local
compris dans l’intervalle π/8 < f < π/4. Il n’existe e´galement
pas de diffe´rence qualitative entre FFT et the´orie d’homoge´ne´i-
sation, concernant les moyennes du champ de de´formation dans
les phases (Fig. 4.10). Des pentes plus importantes sont obser-
ve´es pour la moyenne du champ de de´formation sur les bords
du vide ε
(2)
e (qui ne sont qu’un agrandissement de la moyenne
de la de´formation ε
(1)
e dans la matrice), lorsqu’un changement
de re´gime se produit, de la meˆme fac¸on que pour les modules
effectifs.
Dans les Fig. (4.11) et (4.12) les meˆmes quantite´s sont re-
pre´sente´es en fonction de la concentration en pores, pour diffe´-
rentes valeurs du coefficient d’anisotropie. La the´orie d’homo-
ge´ne´isation est relativement peu affecte´e par les effets de forte
anisotropie jusqu’a` environ f = 0.3, hormis le cas singulier de
changement de re´gime a` f = π/8 (Fig. 4.11e). Pour les porosite´s
plus importantes, seule l’estimation du mate´riau isotrope reste
correcte, meˆme compare´e au cas d’anisotropie (figure 4.11c) “fa-
vorable” pour laquelle la the´orie d’homoge´ne´isation est correcte
aux deux premie`res ordres en f et f 3/2.
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Dans les Figs. 4.13 et 4.14, les variances des champs de de´for-
mation et de contrainte sont repre´sente´es, pour les deux charge-
ments en cisaillement en fonction du rapport d’anisotropie k, a`
porosite´ f = 0.1 fixe´e (la composante εm identiquement nulle est
absente). Plus les valeurs d’un champ sont “disperse´es” (comme
e´voque´ pre´ce´demment dans l’e´tude des distributions de σ‖ et
σ⊥), plus la variance du champ est e´leve´e. Dans les limites de
forte anisotropie a` f fini, la variance du champ de de´formation
SD(1)(ε⊥) diverge lorsque k → ∞ (Fig. 4.13b). Inversement,
lorsque k → 0, la variance de la composante transverse de la
contrainte SD(1)(σ⊥) diverge (Fig. 4.13c). Ainsi, une signature
des effets de localisation se retrouve dans la the´orie d’homoge´-
ne´isation a` porosite´ finie, comme nous l’avons de´ja` vu pour les
modules effectifs dans la limite dilue´e. La divergence du champ
de de´formation est due aux discontinuite´s naissantes du champ
de de´placement, et la divergence du champ de contrainte aux sin-
gularite´s de la composante transverse σ⊥ au bords des bandes
de localisation. On remarque par ailleurs que les valeurs identi-
quement nulles du champs de de´formation ou de la contrainte
transverse sont une proprie´te´ correctement pre´dite par la the´orie
(champ ε⊥ Fig. 4.13a et σ⊥ Fig. 4.13d).
Nous verrons que les divergences (valeurs infinies) des va-
riances de ces champs a` porosite´ fixe´e se retrouvent dans le cas
du mate´riau pe´riodique parfaitement plastique, et sont pre´dites
dans ce cas par la the´orie d’homoge´ne´isation du second-ordre.
Dans les Figs. (4.15), (suite 4.16), (4.17), (suite 4.18) et
(4.19), les variances des champs sont maintenant trace´es en fonc-
tion de la concentration. Les champs de de´formation sont repre´-
sente´s en Fig. 4.15. Nous remarquons que ces courbes s’accom-
pagnent de changement de concavite´. Certains de ces change-
ments, dans le cas de forte anisotropie, se produisent aux concen-
trations pour lesquelles des solutions distinctes des champs ap-
paraissent. Par exemple, lorsque k = ∞ et un chargement en
cisaillement pur est exerce´ (Fig. 4.15f), des solutions distinctes
apparaissent lorsque f < f
(1)
c ou f
(1)
c < f < f
(2)
c ou f > f
(2)
c ,
avec f
(1)
c = π/8 ≈ 0.39 f (2)c = π(3 − 2
√
2) ≈ 0.54. Nous remar-
quons qu’un changement de concavite´ de la variance du champ
de de´formation SD(1)(ε‖) se produit lorsque f ≈ f (1)c et f ≈ f (2)c .
Des remarques similaires s’appliquent pour la composante du
champ de contrainte σ‖ (Fig. 4.17).
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(a) (b)
(c) (d)
Fig. 4.8 – Comparaison entre estimation par sommes de re´seau (lignes
pleines) et re´sultats nume´riques par FFT (points, losanges et triangles) des
module effectifs de cisaillement λ˜, µ˜, et du module de compressibilite´ effectif
κ˜, du re´seau ide´al de pore en fonction du rapport d’anisotropie de la ma-
trice k = λ/µ (valeurs k < 1) ou de son inverse (valeurs k > 1), pour une
concentration en pores fixe´e c(2) = 0.1. La matrice est incompressible. La
quantite´ κ˜ est normalise´e par le module e´lastique le mieux approprie´, selon
les valeurs de k conside´re´es. Dans toutes les courbes (excepte´ le module effec-
tif λ˜ correspondant a` un mode de chargement souple), les modules effectifs
chutent brutalement dans la limite d’anisotropie infinie. Cette de´croissance
est la conse´quence d’un exposant non-entier en k (voir texte p. 182).
(a) (b)
(c)
Fig. 4.9 – Modules effectifs (a) λ˜, (b) µ˜, et (c) k˜ d’un re´seau carre´ de pores,
en fonction de la concentration en pores c(2) : comparaison entre la me´thode
d’homoge´ne´isation par sommes de re´seau (lignes pleines et hache´es), et les
re´sultats par FFT (points, losanges et triangles) pour trois valeurs de l’ani-
sotropie dans la matrice k = λ/µ : 0.01, 1, 100. Les re´sultats exacts sont
rappele´s en ligne points-pointille´es pour k = 0, ∞. Voir texte p. 182.
(a) (b)
(c) (d)
Fig. 4.10 – Comparaison entre the´orie d’homoge´ne´isation avec sommes de
re´seau (lignes pleines) et re´sultats nume´riques par FFT (points) des moyennes
du champ de de´formation“paralle`le”ε(1)e = 〈ε‖〉(α)/ε0 dans la matrice (α = 1)
et dans le pore (α = 2) en fonction du rapport d’anisotropie dans la matrice
k = λ/µ pour k < 1 (ou 1/k pour k > 1), pour une concentration en pore
fixe´e c(2) = 0.1 et pour (a), (b) : chargement en cisaillement simple ; (c), (d) :
chargement en cisaillement pur. La moyenne est normalise´e par le champ
macroscopique ε0. La composante ε‖ “paralle`le” au champ applique´ est la
seule composante du champ de de´formation non nulle. Voir texte p. 183.
(a) (b)
(c) (d)
Fig. 4.11 – Champ de de´formation moyen ǫ(α)e dans la matrice (α = 1) et dans
le pore (α = 2) en fonction de la concentration en vide c(2). Comparaisons
entre estimations de Hashin-Shtrikman par sommes de re´seau (lignes pleines),
re´sultats nume´riques par FFT (points) et re´sultats exacts (traits en pointille´)
a` des valeurs particulie`res du rapport d’anisotropie dans la matrice k =
λ/µ, en cisaillement pur (PS) et cisaillement simple (SS). (a), (b) : mate´riau
isotrope k = 1 ; (c), (d) : re´sultats nume´riques pour k = 0.01 et re´sultats
exacts dans la limite k → 0 ; (e), (f) : re´sultats nume´riques pour k = 100 et
re´sultats exacts dans la limite k → ∞. Voir texte p. 183 et suite de la Fig.
en (4.12).
(e) (f)
Fig. 4.12 – Suite de la Fig. 4.11 : champ de de´formation moyen ǫ(α)e dans la
matrice (α = 1) et dans le pore (α = 2) en fonction de la concentration en
vide c(2). Comparaisons entre estimations de Hashin-Shtrikman par sommes
de re´seau (lignes pleines), re´sultats nume´riques par FFT (points) et re´sultats
exacts (traits en pointille´) a` des valeurs particulie`res du rapport d’anisotropie
dans la matrice k = λ/µ, en cisaillement pur (PS) et cisaillement simple (SS),
pour un rapport d’anisotropie k = 100 et dans la limite k → ∞ (re´sultats
exacts). Voir texte p. 183.
(a) (b)
(c) (d)
Fig. 4.13 – Chargement en cisaillement simple. Comparaisons entre estima-
tions par somme de re´seau (lignes pleines) et re´sultats nume´riques par FFT
(points) des variances des champs de de´formation et de contrainte, en fonction
du rapport d’anisotropie dans la matrice k = λ/µ, pour une concentration en
pore c(2) = 0.1. (c), (d) : variances des composantes de la de´formation dans
la matrice ; (e), (f) : variances des composantes de la contrainte dans la ma-
trice. Ces quantite´s sont normalise´es par le champ macroscopique approprie´e
(champ de de´formation macroscopique ǫ0 = 〈ǫ〉, ou contrainte σ0 = 〈σ〉). Les
composantes “paralle`les” (‖) en cisaillement sont aligne´es (au sens des ten-
seurs) avec le champ applique´ tandis que les composantes orthogonales (⊥)
sont transverses a` celui-ci. Voir texte p. 184.
(c) (d)
(e) (f)
Fig. 4.14 – Chargement en cisaillement pur. Comparaisons entre estimations
par sommes de re´seau (lignes pleines) et re´sultats par FFT (points) des va-
riances des champs de de´formation et de contrainte, en fonction du rapport
d’anisotropie k = λ/µ, pour une concentration en pores fixe´e c(2) = 0.1. Les
notations sont les meˆme que celles utilise´es pour la Fig. 4.13. Voir texte p.
184.
(a) (b)
(c) (d)
Fig. 4.15 – Champ de de´formation. Variances SD(1)(ǫ‖,⊥) des composantes
en cisaillement de la de´formation dans matrice (phase α = 1) en fonction
de la concentration en pores c(2). Comparaisons entre estimations de Hashin-
Shtrikman par sommes de re´seau (lignes pleines), re´sultats nume´riques par
FFT (points) et re´sultats exacts (traits en pointille´s) pour des valeurs par-
ticulie`res du rapport d’anisotropie dans la matrice k = λ/µ, en cisaillement
pur (PS) et cisaillement simple (SS). Les estimations de la the´orie d’homo-
ge´ne´isation pour les quantite´s SD(1)(ε⊥) lorsque k = 0.01 (PS) ne sont pas
trace´es, cette limite e´tant infinie. La de´formation est normalise´e par rapport
a` la de´formation macroscopique ǫ0 = 〈ǫ〉. Voir suite Fig.4.16 et texte p. 184.
(e) (f)
Fig. 4.16 – Champ de de´formation. Suite de la Fig. 4.15 : variances
SD(1)(ǫ‖,⊥) des composantes en cisaillement de la de´formation dans matrice
(phase α = 1) en fonction de la concentration en pores c(2). Comparaisons
entre estimations de Hashin-Shtrikman par sommes de re´seau (lignes pleines),
re´sultats nume´riques par FFT (points) et re´sultats exacts (traits en poin-
tille´s) pour des valeurs grandes du rapport d’anisotropie dans la matrice
k = λ/µ = 100 ou k = ∞, en cisaillement pur (PS) et cisaillement simple
(SS). La de´formation est normalise´e par rapport a` la de´formation macro-
scopique ǫ0 = 〈ǫ〉. Les estimations de la the´orie d’homoge´ne´isation pour les
quantite´s SD(1)(ε⊥) lorsque k = 100 (SS) ne sont pas trace´es. Ces valeurs
sont tre`s grandes car la solution exacte est infinie dans la limite k =∞. Voir
texte p. 184.
(a) (b)
(c) (d)
Fig. 4.17 – Champ de contrainte. Variances SD(1)(σ‖,⊥) des composantes
de cisaillement de la contrainte dans la matrice (phase α = 1) en fonction
de la concentration en vide c(2). Comparaisons entre estimation de Hashin-
Shtrikman par sommes de re´seau (lignes pleines), re´sultats nume´riques par
FFT (points) et re´sultats exacts (traits en pointille´s) pour des valeurs par-
ticulie`res du rapport d’anisotropie dans la matrice k = λ/µ, en cisaillement
pur (PS) et en cisaillement simple (SS). La contrainte est normalise´e par la
contrainte macroscopique σ0 = 〈σ〉. Voir suite Fig. 4.18 et texte p. 184.
(e) (f)
Fig. 4.18 – Champ de contrainte. Suite de la Fig. 4.17 : variances SD(1)(σ‖,⊥)
des composantes de cisaillement de la contrainte dans la matrice (phase
α = 1) en fonction de la concentration en vide c(2). Comparaisons entre esti-
mation de Hashin-Shtrikman par sommes de re´seau (lignes pleines), re´sultats
nume´riques par FFT (points) et re´sultats exacts (traits en pointille´s) pour
des valeurs particulie`res du rapport d’anisotropie dans la matrice k = λ/µ,
en cisaillement pur (PS) et en cisaillement simple (SS). La contrainte est
normalise´e par la contrainte macroscopique σ0 = 〈σ〉. Voir texte p. 184.
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Fig. 4.19 – Variance de la composante σm (oppose´e de la pression) dans
la matrice en fonction de la porosite´ c(2) pour des rapports d’anisotropie
extreˆmes (k = 0, ∞ ; lignes en pointille´s) et re´sultats par FFT a` des aniso-
tropies finies k = 0.01 et k = 100 pour un cisaillement pur (PS) et simple
(SS) (points). [Remarque : les variances sont infinies quel que soit c(2) > 0
pour SS et k = 0, et pour PS et k =∞]. Voir texte p. 184.
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4.4 Conclusion
L’e´tude, dans le milieu a` structure pe´riodique, de mate´riaux
line´aires avec rapport d’anisotropie quelconque k a permis de
pre´ciser la signification de certains exposants non-entiers de´ter-
mine´s dans le de´veloppement des modules effectifs dans la limite
dilue´e en pores. L’exposant 1/2 apparaissant dans les modes de
chargement “durs” ne subsiste que dans les domaines de forte
anisotropie. Il est la conse´quence de la “percolation” (dans le
cadre ordonne´ de la microstructure pe´riodique) des bandes de
localisation. Ces bandes de localisation ont une longueur ca-
racte´ristique de´pendant du rapport d’anisotropie (ratio des mo-
dules e´lastiques) de la loi e´lastique dans la matrice. De manie`re
ge´ne´rale pour les fortes anisotropies, deux re´gimes apparaissent
lorsque cette longueur est de l’ordre des dimensions du re´seau
du re´seau de pores ou infe´rieure a` celle-ci.
L’e´tude nume´rique des distributions de probabilite´ des champs
de de´formation, et de contrainte et des moments des champs
montrent que ces phe´nome`nes singuliers se produisent lorsque le
mode de chargement est applique´ dans une des directions pri-
vile´gie´es du re´seau de pores. Ainsi, ces phe´nome`nes de´pendent
fortement de la structure ordonne´e du re´seau de vides. Nous ne
nous attendons pas a` observer de phe´nome`nes similaires pour
un mate´riau ale´atoire. Cependant, plusieurs analogies sont ob-
serve´es avec le milieu pe´riodique non-line´aire, en particulier par-
faitement plastique, et seront pre´cise´es au chapitre suivant.
Notons enfin que diffe´rentes applications de la the´orie d’ho-
moge´ne´isation du second-ordre pour les milieux plastiques po-
reux utilisent un milieu line´aire de comparaison de rapport d’ani-
sotropie fini ou infini. Dans la “nouvelle me´thode” (110), le rap-
port d’anisotropie est infini pour un mate´riau 2D ale´atoire tan-
dis que dans une application plus re´cente (144) (spe´cifique au
re´seau de pores 2D) avec une version ame´liore´e de la the´orie
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d’homoge´ne´isation du second-ordre le rapport d’anisotropie du
mate´riau line´aire de comparaison est infini ou fini selon que la
formulation en de´formation ou en contrainte est utilise´e. Les
meilleures re´sultats sont pour l’instant obtenus lorsque l’aniso-
tropie du mate´riau line´aire de comparaison est fini. Ceci suge`re
que les phe´nome`nes de localisation sont plus singuliers dans le
cas line´aire. Ceci peut-eˆtre rapprocher du fait que dans le ma-
te´riau line´aire la localisation est “imme´diate” (de`s que la de´for-
mation applique´e est non nulle) tandis que dans un mate´riau
parfaitement plastique, les champs e´voluent au cours du char-
gement, et la localisation se produit de manie`re progressive, a`
cause du de´veloppement de la zone plastique (voir Ch. 7).
Chapitre 5
Milieu de´sordonne´ line´aire
anisotrope
Dans ce chapitre, nous pre´sentons quelques re´sultats concer-
nant un mate´riau line´aire anisotrope de´sordonne´.
Des calculs par FFT sont effectue´s pour un milieu poreux
de´sordonne´ simule´ au moyen d’un ensemble de pixels de vides
re´partis ale´atoirement (Ch. 2). Nous souhaitons justifier l’emploi
de la me´thode par FFT a` ce type de mate´riau. Pour cela les cal-
culs par FFT sont compare´s avec une the´orie d’homoge´ne´isation
auto-cohe´rente.
La matrice est anisotrope incompressible, avec modules e´las-
tiques distincts en cisaillement simple et en cisaillement pur (Ch.
4). Nous de´crivons d’abord brie`vement les donne´es du proble`me,
puis la me´thode d’homoge´ne´isation employe´e, et les re´sultats
nume´riques. Le but de cette partie est partie est de de´terminer
qualitativement les conse´quences du de´sordre sur les changement
de re´gimes observe´s dans le cas d’un mate´riau pe´riodique.
5.1 Mate´riau line´aire de type “pixel”
Nous conside´rons un re´seau carre´ pe´riodique de pixels en deux
dimensions. Le nombre de pixels dans la cellule e´le´mentaire car-
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re´e est L2 ≫ 1. Chaque pixel est ale´atoirement choisi parmi
l’une des deux phases vide (α = 2) ou matrice (α = 1), avec une
probabilite´ f et 1 − f respectivement. La concentration surfa-
cique de vides est aussi f avec 0 ≤ f ≤ 1 (Fig. 5.1). La matrice
est line´aire anisotrope de tenseur e´lastique L comme de´fini en
4.2. Ses modules e´lastiques sont λ et µ en cisaillement simple
et en cisaillement pur respectivement, et on choisit κ = ∞.
Le tenseur e´lastique effectif est note´ L0 comme dans les cha-
pitres pre´ce´dents, et les modules e´lastiques effectifs sont λ0, µ0.
Le module de compressibilite´ effective est κ0 (non nul lorsque
f 6= 0). Nous de´finissons de meˆme que pre´ce´demment k = λ/µ,
le rapport d’anisotropie du syste`me et nous nous inte´ressons aux
modules effectifs normalise´s λ0/λ et µ0/µ en fonction de k. Le
milieu de´sordonne´ e´tant invariant par rotation de 45 degre´s (aux
effets de re´seau pre`s), nous ne nous inte´ressons qu’a` un seul des
deux modules effectifs, les deux e´tant lie´s par la transformation
k → 1/k.
Ainsi nous conside´rons un mode de chargement en cisaille-
ment simple ε0 = 〈εSS〉 = 〈εxy〉. Ne´anmoins le mode de char-
gement en cisaillement pur ε0 = 〈εPS〉 = 〈εxx − εyy〉/2 est oc-
casionnellement conside´re´ afin d’appre´cier les conse´quences de
la discre´tisation en re´seau de pixels sur les quantite´s effectives
calcule´es nume´riquement.
5.1.1 Me´thode nume´rique
Nous utilisons la simulation nume´rique par transforme´e de
Fourier avec fonction de Green discre`te DG2 (Ch. 2). Nous
choisissons des tailles de syste`me comprises entre L = 512 et
L = 2048. Le crite`re de convergence est (7.2) et est prescrit au
moyen de la tole´rance d’erreur η infe´rieure a` 10−5. Le module
de compressibilite´ dans la matrice est κ = 102 ou κ = 103 (ceci
afin de simuler un mate´riau incompressible).
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Tab. 5.1 – cellule e´le´mentaire de taille 32×32 d’une microstructure ale´atoire
de type “pixels” pour une concentration en pores f = 10% (points blancs).
Voir texte p. 202.
La loi effective calcule´e par la me´thode nume´rique est un ten-
seur d’ordre 4 ge´ne´ral (par exemple, une contrainte macrosco-
pique en cisaillement pur non nul apparaˆıt lorsqu’un chargement
en de´formation en cisaillement simple est applique´). Cependant,
ces contributions tendent vers 0 lorsque les donne´es sont moyen-
ne´es sur un grand nombre d’e´chantillons (ou si la taille du sys-
te`me est tre`s grande), avec utilisation de la fonction de Green
discre`te DG1.
L’emploi de tailles de syste`mes importantes s’ave`re en parti-
culier ne´cessaire dans les cas de fortes anisotropies (k ≪ 1 ou
k ≫ 1) ou au voisinage de la percolation en pores (lorsque les
modules effectifs tendent vers 0).
5.1.2 Estimation auto-cohe´rente continue
La mate´riau de´sordonne´ est homoge´ne´ise´ a` l’aide d’une for-
mulation auto-cohe´rente de l’e´quation donne´e par la the´orie de
Hashin-Shtrikman pour un tenseur de re´fe´rence donne´e ((38) p.
185). Pour une concentration en pores f et un rapport d’aniso-
tropie k donne´s, le tenseur effectif L0 est de´fini par :
L0 = L
HS(L0), (5.1)
ou` LHS(L0) est le tenseur effectif donne´ par l’estimation de
Hashin-Shtrikman pour le milieu de re´fe´rence L0. Dans le cas
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d’un milieu poreux :
L
HS(L0) =
[
(1− f) (L∗ + L)−1 + fL∗−1
]−1
− L∗, (5.2)
ou` le tenseur d’“influence” L∗ est construit a` partir du tenseur
de Hill P :
L
∗ = P−1 − L0, (5.3)
et P = 12π
∫
||x||=1 dxH(x) ou`
H(x) =
[
x⊗ (x · L0 · x)−1 ⊗ x
]
(s)
,
et [](s) indique une syme´trisation majeure et mineure sur les ten-
seurs d’ordre 4. Cette e´criture est la transposition en deux di-
mensions d’un re´sultat de Willis (142). Un calcul de ce type dans
un proble`me d’e´lectrostatique est donne´ en Annexe A. L’e´qua-
tion 5.1 est re´solue par ite´rations. La convergence est assure´e
(voir (38) p. 186).
La me´thode d’homoge´ne´isation que nous utilisons ne tient pas
compte du caracte`re discret du calcul sur re´seau de la simulation
par FFT. Par ailleurs, l’estimation auto-cohe´rente percole en
fc = 1/3 (i.e. L0 ≡ 0 en f = fc) quel que soit k.
Les variances C(1)(εSS), C
(1)(εPS), C
(1)(σPS), C
(1)(σSS), et
C(1)(σm) des composantes de la de´formation et de la contrainte
dans la matrice sont de´finies comme en (3.14), et calcule´es graˆce
a` (4.14) (pour C(1)(σm), il est ne´cessaire de conside´rer un milieu
compressible, puis de prendre la limite κ→∞).
5.2 Comparaison entre estimation par
homoge´ne´isation et calculs par FFT
5.2.1 Modules effectifs
La Fig. 5.1 repre´sente le module effectif λ0 en fonction de
la concentration en vide f , pour diffe´rentes valeurs du rapport
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d’anisotropie k = 0.01, 0.1, 1, 10, 20, 103. Les points repre´-
sentent des simulations par FFT, et les courbes l’estimation
auto-cohe´rente continue. Il s’ave`re que les calculs par FFT pre´-
disent une percolation proche de l’estimation auto-cohe´rente fc
(pour des valeurs de k qui ne sont pas prcohes de 0). Pour k ≪ 1,
les points de grandes porosite´ sont plus difficiles a` obtenir et
n’ont pas e´te´ simule´s.
Nous remarquons que l’estimation cohe´rente tend vers la li-
mite λ0 ≡ 0, conforme´ment aux calculs par FFT. La solution
λ0 ≡ 0 est en effet exacte lorsque k =∞1.
Nous observons un bon accord qualitatif entre l’estimation
auto-cohe´rente et le calcul par FFT pour les modules effectifs,
jusqu’a` des porosite´s e´leve´es. Des cartes du champ de contraintes
(les trois composantes σm, σPS et σSS) obtenues par FFT sont re-
pre´sente´es au Tab. 5.2, pour un mate´riau anisotrope avec k = 20,
et diffe´rentes porosite´s. Dans le mate´riau de´sordonne´ fortement
anisotrope, un re´seau de bandes de forte intensite´ se forme pour
les composantes paralle`les au chargement applique´. Par exemple,
nous observons que lorsque k = 0, la composante dans la direc-
tion x (resp. y) du champ de de´placement est constante le long
des lignes paralle`les a` l’axe des x (resp. y) situe´es entre chaque
pore.
La Fig. 5.2 repre´sente le module effectif λ0 pour diffe´rents
rapports d’anisotropie 0 ≤ k ≤ ∞ a` porosite´ f = 0.1 fixe´e. La`
encore, estimation auto-cohe´rente et calcul par transforme´e de
Fourier sont qualitativement semblables. Ceci est duˆ a` l’utili-
sation dans le cas pe´riodique d’une me´thode d’homoge´ne´isation
plus adapte´e que dans le cas ale´atoire. Par exemple, dans le cas
pe´riodique, la me´thode d’homoge´ne´isation est cohe´rente avec la
1Ceci peut-eˆtre de´montre´ simplement en conside´rant le cas d’une microstructure tour-
ne´e de 45 degre´s (i.e. k = 0) en cisaillement pur. Nous avons alors de la meˆme fac¸on qu’au
Ch. 3, σxx = σxx(y) et σyy = σyy(x). Comme des pores se situent sur n’importe quelle
droite x = x0 ou y = y0, σxx ≡ σyy = 0 donc µ0 = 0 lorsque k = 0 et par syme´trie, λ0 = 0
lorsque k =∞.
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forme sphe´rique des pores, au contraire du cas de´sordonne´.
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Fig. 5.1 – Module effectif λ0/λ dans un milieu poreux de´sordonne´ line´aire,
en fonction de la porosite´ f = c(2), pour diffe´rentes valeurs du rapport d’ani-
sotropie k = 10−2, 1, 20 et 103, calcule´ par estimation auto-cohe´rente dans un
milieu continu (courbes pleines) et par FFT “discre`te” sur un milieu “pixel”
pour k = 10−2, 1, 20 (symboles +, × et *). La matrice est incompressible.
L’estimation auto-cohe´rente pour k → 0 est presque identique a` l’estimation
obtenue pour k = 10−2 tandis que lorsque k → ∞, λ0 ≡ 0 de`s que f > 0.
Voir texte p. 204.
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Fig. 5.2 – Module effectif λ0/λ dans un milieu poreux de´sordonne´ line´aire
en fonction du rapport d’anisotropie k (k < 1, courbe du bas) ou 1/k (k > 1,
courbe du haut) calcule´ par estimation auto-cohe´rente dans un milieu continu
(courbes pleines) et par FFT“discre`te”sur un milieu“pixel”(symboles +). La
matrice est incompressible et la porosite´ f = c(2) = 0.1 est fixe´e. Le module
effectif λ0/λ (courbe du bas) tend vers 0 lorsque k →∞. Voir texte p. 205.
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Tab. 5.2 – Exemple de cartes des champs dans un milieu ale´atoire fortement
anisotrope de type “pixel” avec loi e´lastique line´aire. Le rapport d’anisotropie
dans la matrice est k = 20 et un chargement en contrainte en cisaillement
simple 〈σSS〉 = σ0 = 1 est applique´. La concentration en pores est f = 0.05.
Les quatre images sont des agrandissements d’une portion de la cellule unite´.
La microstructure est repre´sente´e en haut a` droite (pores en noir), et les
composantes σm, σSS et σPS correspondantes sont respectivement en haut a`
droite, en bas a` gauche et en bas a` droite. Les minima et maxima de ces
champs sont −6 < σm < 9, −0.1 < σSS < 3 et −0.5 < σPS < 0.5 (sur
les re´gions repre´sente´es uniquement). Les couleurs rouge fonce´ correspondent
aux plus grandes valeurs des champs, et le blanc aux plus faibles. Voir texte
p. 205.
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5.2.2 Variances
Nous nous inte´ressons dans cette partie aux variances des
champs de de´formation et de contrainte dans la matrice. Le mi-
lieu e´tant line´aire incompressible, seuls les seconds moments des
trois composantes εSS, εPS et σm sont inde´pendants. Par souci de
simplicite´, nous nous restreignons donc aux variances C(1)(εSS),
C(1)(εPS) et C
(1)(σm). Les estimations des variances sont de´ter-
mine´es a` partir de l’Eq. (3.14) pour la me´thode nume´rique et
(4.14) pour la the´orie d’homoge´ne´isation.
Les graphiques de la Fig. (5.3), resp. (5.4), repre´sentent les va-
leurs de ces trois variances en fonction du rapport d’anisotropie
k a` porosite´ f = 0.1 fixe´e et, resp., en fonction de la concentra-
tion en pores f pour divers rapports d’anisotropie (calculs nu-
me´riques et estimations de la the´orie d’homoge´ne´isation). Nous
constatons une importante diffe´rence entre les courbes prove-
nant de la the´orie et de la me´thode par FFT. Ceci provient du
fait que le the´ore`me de Hill (4.12), sur lequel s’appuie la the´orie
d’homoge´ne´isation, ne s’applique pas pour le mate´riau discret,
par le fait d’une perte de syme´trie dans les sche´mas de discre´-
tisation des relations d’e´quilibre et d’admissibilite´, privile´giant
toujours une diagonale au de´triment de l’autre diagonale.
Nous avons utilise´, comme cela a de´ja` e´te´ mentionne´, des
sche´mas de discre´tisation pour la contrainte et la de´formation
en suivant (68), permettant d’imposer l’e´quilibre (sommes des
forces exte´rieures nulles) sur toute partie connexe du mate´riau.
Ces sche´mas ne respectent ne´anmoins pas le the´ore`me de Hill
sous sa forme classique, qui est celle employe´e pour les mate´-
riaux continus. Ainsi la me´thode d’homoge´ne´isation, reposant
sur le the´ore`me de Hill pour le calcul des variances, ne peut
estimer correctement les second moments des champs (notons
cependant que des versions particulie`res du the´ore`me de Hill
comme les ge´ne´ralisations de´veloppe´es pour les milieux de “Cos-
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serat” ou a` “double gradient” existent, par exemple dans (32),
par conse´quent une formulation “discre`te” de ce the´ore`me est
envisageable). Nous avons repre´sente´ en Fig. (5.3) la variance
C(1)(σPS) calcule´e graˆce a` l’Eq. (3.14), en calculant cette fois des
de´rive´es nume´riques par FFT des modules effectifs. Ces points
sont ici tre`s proches de l’estimation auto-cohe´rente. Par conse´-
quent, le comportement me´canique des deux mate´riaux “conti-
nu”et“discret”doivent eˆtre vu comme deux proble`mes distincts,
et l’homoge´ne´isation employe´e, donne´e a` titre indicative, n’est
pas adapte´ au mate´riau “discret”.
Notons enfin que l’utilisation d’une fonction de Green conti-
nue donne lieu a` des variances e´galement tre`s diffe´rentes de la
the´orie d’homoge´ne´isation.
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Tab. 5.3 – Variances C(1)(εSS) (en haut a` droite), C
(1)(εPS) (en haut a` gauche) et C
(1)(σm) (en bas) des composantes
en cisaillement de la de´formation et de la composante moyenne du champ de contrainte, en fonction du rapport
d’anisotropie k ou 1/k, calcule´ par estimation auto-cohe´rente dans un milieu continu (courbes pleines) et par FFT
“discre`te” sur un milieu “pixel” (symboles ×). La matrice est incompressible et un cisaillement simple en de´formation
〈σSS〉 = σ0 = 1 est applique´. La porosite´ f = c(2) = 0.1 est fixe´e. On a e´galement repre´sente´ dans la Fig. du bas la
variance C(1)(εPS) calcule´e a` partir des modules effectifs calcule´s par FFT et en utilisant 3.14. Voir texte p. 210.
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Tab. 5.4 – Variances C(1)(εSS) (en haut a` droite), C
(1)(εPS) (en haut a` gauche) et C
(1)(σm) (en bas) des composantes
en cisaillement de la de´formation et de la composante moyenne du champ de contrainte, en fonction de la porosite´
f = c(2), pour diffe´rents rapport d’anisotropie k = 10−2, 10−1, 1 ou 20, calcule´ par estimation auto-cohe´rente
dans un milieu continu (courbes pleines) et par FFT “discre`te” sur un milieu “pixel” (symboles ×). La matrice est
incompressible et un cisaillement simple en de´formation 〈σSS〉 = σ0 = 1 est applique´. Voir texte p. 210.
5.2.3 Comparaison avec le mate´riau pe´riodique
Nous faisons maintenant quelques observations sur le compor-
tement du mate´riau ale´atoire dans la limite dilue´e, par comparai-
son avec les re´sultats obtenus pour le milieu pe´riodique. D’apre`s
l’estimation auto-cohe´rente utilise´e dans cette partie (ou encore
la the´orie d’homoge´ne´isation de Hashin-Shtrikman dans un ma-
te´riau ale´atoire), lorsque k est fixe´e, (k ≫ 1) et f → 0 le module
effectif λ˜ vaut au premier ordre en f :
λ˜/λ = 1− (1 + 1/
√
k)f + O(f). (5.4)
Cette e´criture est la meˆme que dans le milieu pe´riodique. D’autre
part, nous savons que lorsque k = ∞, λ˜/λ ≡ 0 (du moment
que f 6= 0). Ainsi, un changement de re´gime apparaˆıt e´galement
dans le mate´riau ale´atoire, aux alentours de fa(k) ≃ 1/
√
k. Nous
avons calcule´ par FFT plusieurs solutions avant et apre`s ce chan-
gement de re´gime.
Les images de la Fig. (5.5a) repre´sentent la composante pa-
ralle`le εSS de la de´formation pour un rapport d’anisotropie k =
104 ≫ 1 dans un mate´riau ale´atoire de type pixel soumis a`
un chargement en cisaillement pur a` diffe´rentes concentrations
f = 6.25 10−4, 1.25 10−3, 2.5 10−3, 5 10−3, 10−2, 2 10−2 (la taille
de syste`me est L = 1024, seul l’agrandissement d’une zone choi-
sie au hasard est visible). Dans le premier re´gime pour f < fa ≃
1/
√
k (images du milieu et a` droite, ligne du haut), des bandes
de localisations se de´veloppent autour de chaque pore formant
une structure re´gulie`re (les effets de de´sordre de la phase poreuse
ne semblent pas eˆtre amplifie´s). Au changement de re´gime, pour
f = fa ≃ 1/
√
k, un changement brusque se produit, l’intensite´
des bandes augmentant fortement (noter que les e´chelles de cou-
leurs sont identiques dans toutes les images). Nous pensons que
ce changement est a` relier avec un phe´nome`ne de percolation des
bandes de localisation. La variance de la composante paralle`le
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du champ de de´formation dans la matrice C(1)(εSS) (Fig. 5.5b)
passe alors par un maximum a` une valeur de la concentrations
de l’ordre de 1/
√
k. Lors du second re´gime, une re´organisation
des bandes s’ope`re : leur nombre et leur intensite´ diminuent. La
forme des bandes de localisation dans ce re´gime est plus com-
plexe que dans le cas dilue´. Il se compose en particulier de zones
privile´gie´es. Ce re´gime apparaˆıt donc tre`s diffe´rent du cas du mi-
lieu pe´riodique. Notons que le re´gime “localise´” visible dans les
images (5.5a) (pour k grand) apparaˆıt e´galement sur les courbes
des variances pre´ce´demment discute´es a` porosite´ fixe´e pour les
valeurs de k grandes (Fig. 5.3). A` l’inverse du milieu pe´riodique,
la variance du champ C(1)(εSS) de´croˆıt lorsque k est supe´rieur a`
une certaine valeur (de l’ordre de 1/
√
f si f ≪ 1).
5.3 Conclusion
Dans le cas e´lastique line´aire, le comportement effectif des
mate´riaux ale´atoires “continus” et le mate´riau de´sordonne´ (re´-
seaux de pixels) sont deux proble`mes distincts. Cependant, ils
sont, du point de vue des modules effectifs et des variances quali-
tativement similaires. Nous ne pouvons donc espe´rer simuler un
mate´riau de´sordonne´ dans un cadre continu par un sche´ma sur
re´seau de pixels (des diffe´rences e´tant indistinctement observe´es
pour la fonction de Green continue ou“discre`te”). Ne´anmoins, le
sche´ma de discre´tisation du re´seau de pixels fournit un exemple
de syste`me me´canique avec phase poreuse de´sordonne´e.
Cette e´tude a de plus permis d’observer un changement de
re´gime lie´ a` l’anisotropie dans le mate´riau line´aire fortement
anisotrope avec rapport d’anisotropie k ≪ 1, comme dans le
cas pe´riodique. Cependant, a` l’inverse du milieu pe´riodique, des
observations des cartes des champs sugge`rent que les bandes de
localisation dans le re´gime “localise´” se re´organisent (leur inten-
site´ varie) ce qui a pour effet de faire diminuer les variances de
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0 0.02 0.04 0.06 0.08f
0
0.05
0.1
0.15
C(1)(εSS)
SS, k=104
Tab. 5.5 – En haut, cartes de la composante paralle`le εSS du champ de de´-
formation dans un milieu ale´atoire fortement anisotrope avec rapport d’ani-
sotropie k = 104 soumis a` un chargement en de´formation pure pour dif-
fe´rentes concentrations en pores f = 6.25 10−4, 1.25 10−3, 2.5 10−3, 5 10−3,
10−2, 2 10−2 (colonnes 2 et 3 ligne 1 et colonnes 1 a` 3 ligne 2 resp.). La
phase poreuse (pour la concentration la plus faible) est visible dans l’image
en ligne 1 colonne 2. Des pores sont ajoute´s par la suite. L’e´chelle de couleur
est identique pour chaque image (bleu-vert-jaune-rouge du plus faible au plus
intense). En bas : e´volution de la variance C(1)(εSS) de la meˆme composante
du champ de de´formation en fonction de la porosite´ f (la valeur de la concen-
tration particulie`re f ≃ 1/√k est indique´e par la ligne verticale en pointille´s).
La valeur maximale de la variance correspond a` la carte du champ collone 1
ligne 2 et survient lorsque la variance C(1)(εSS) est maximale. Re´solution de
la me´thode nume´rique : L = 1024. Voir texte p. 214.
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la composante paralle`le au chargement.
Chapitre 6
Milieu pe´riodique non-line´aire
Le travail entrepris dans ce chapitre concerne un mate´riau
poreux bidimensionnel forme´ d’un re´seau de pores identique a`
celui de´fini aux Ch. (3) et (4) et se de´compose en deux parties
distinctes. Dans un premier temps, nous examinons les proprie´-
te´s d’un mate´riau de ce type avec une loi de comportement de
type viscoplastique (loi de puissance reliant taux de de´forma-
tion et contrainte). Cette situation est l’analogue du mate´riau
line´aire, l’exposant de non-line´arite´ jouant le roˆle du rapport
d’anisotropie.
Dans cette partie, la microstructure est soumise a` un charge-
ment en cisaillement dirige´ dans l’une des directions privile´gie´es
du re´seau de pores (cisaillement “simple” ou “pur”). L’e´tude est
entreprise graˆce a` des calculs nume´riques par transforme´e de
Fourier. D’autre part, nous e´tudions plus pre´cise´ment le cas du
milieu pe´riodique e´lastique-parfaitement plastique, en particu-
lier dans la limite de faible porosite´.
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6.1 Mate´riau pe´riodique avec loi viscoplas-
tique
6.1.1 Cadre du proble`me
Dans ce travail, nous pre´sentons des re´sultats nume´riques cal-
cule´s par fonction de Green discre`te. Un aperc¸u des the´ories
d’homoge´ne´isation pour les mate´riaux non-line´aires est donne´ au
Ch. (7). Aux coˆte´s de ces re´sultats figurent des estimations calcu-
le´es au moyen de la the´orie d’homoge´ne´isation dite du “second-
ordre” (sous deux formulations diffe´rentes).
Les me´thodes d’homoge´ne´isation pour les milieux non-line´aires
fournissent des estimations ou des bornes des proprie´te´s effec-
tives des mate´riaux composites. Pour ce faire, ces the´ories in-
corporent un nombre (restreint) d’informations sur la micro-
structure. Par conse´quent, les estimations ou bornes qu’elles
fournissent ne sont pas lie´es a` une microstructure particulie`re
mais plus ge´ne´ralement a` une classe de microstructures. Ces
informations se re´duisent le plus souvent aux fonctions de cor-
re´lation statistiques (d’ordre 1 ou plus) des distributions des
phases dans le mate´riau. L’utilisation du principe variationnel
6.7 a` des champs de de´placement ou de contrainte tests constants
par phase permet l’obtention de bornes pour les mate´riaux non-
line´aires (Sachs, 1928, et Taylor, 1938). Cependant ces bornes
ne prennent en compte parmi les informations sur la microstruc-
ture que la concentration des phases dans le mate´riau, et sont
par conse´quent trop ge´ne´rales dans les cas de contraste infini.
Ces bornes ont e´te´ ame´liore´es par Talbot et Willis (1983,
1985) pour les milieux de´sordonne´s, graˆce a` une ge´ne´ralisation
du principe variationnel de Hashin-Shtrikman pour les mate´-
riaux non-line´aires. Cette extention incorpore des informations
sur la microstructure jusqu’aux fonctions de corre´lation d’ordre
2.
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La the´orie variationnelle (Ponte Castan˜eda, 1992, Suquet,
1993) utilise un mate´riau line´aire de comparaison pour estimer
les proprie´te´s effectives des milieux non-line´aires dont le poten-
tiel est convexe ou concave. Cette the´orie fournit e´galement des
bornes du comportement effectif des milieux non-line´aires, et
est exacte au premier ordre en contraste entre les phases. Une
the´orie second-ordre dite “tangente” (Ponte Castan˜eda, 1996),
au sens ou` le mate´riau line´aire de comparaison est choisi de
manie`re cohe´rente avec les fluctuations au sein des phases, per-
met d’ame´liorer ces estimations. Elle viole cependant certaines
bornes. Une “nouvelle version” de la the´orie du second-ordre
(Ponte Castan˜eda, 2002) respecte ces bornes.
Nous savons par l’analyse limite de Drucker que l’exposant
intervenant en premie`re correction du seuil plastique effectif en
fonction de la porosite´ vaut 1/2 dans un milieu pe´riodique 2D.
Les pre´dictions du comportement a` la rupture et les tests sur
des plaques perfore´es avec une distribution pe´riodique de vides
(Francescato et Pastor, 1998) confirment ce re´sultat dans le cas
de chargement en contrainte plane. De plus, pour un re´seau carre´
de pores cylindriques, des analyses limites statiques et cine´ma-
tiques donnent les bornes suivantes pour le seuil plastique effectif
Y (Francescato et al., 2004) :
Y0
[
1− 2(f/π)1/2
]
≤ Y ≤ Y0 2√
3
[
1− 2(f/π)1/2
]
. (6.1)
Des analyses limites sur le mode`le de cylindre creux en de´for-
mation plane aboutissent a` des conclusions distinctes, avec une
correction de l’ordre de f 2/3 pour des conditions aux limites
uniformes en contrainte (Pastor et Ponte Castan˜eda, 2002). Ce-
pendant, les impre´cisions nume´riques de ces re´sultats ne peuvent
sans doute pas eˆtre totalement e´carte´es, dans l’e´tat actuel des
connaissances. Une loi en puissance f 2/3 dans la limite dilue´e
est un comportement non usuel dans les the´ories des milieux
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effectifs ale´atoires. En effet ces the´ories fournissent le plus sou-
vent des de´veloppements en se´rie de Taylor de la concentration
de la phase inclusionnaire dans la limite dilue´e (la situation est
diffe´rente pour les milieux pe´riodiques et des contre-exemples
existent y compris en e´lasticite´ line´aire).
D’un autre coˆte´ nous avons e´mis l’hypothe`se que ce type d’ex-
posant est, d’une manie`re a` pre´ciser, le re´sultat des effets de
localisation plastique. Sa pre´sence (mais sans doute pas sa va-
leur) semble inde´pendante du fait que le syste`me est ale´atoire,
pe´riodique ou forme´ d’un unique vide.
Microstrucutre et loi de comportement
La structure pe´riodique ide´ale que nous e´tudions pre´sente plu-
sieurs avantages. Bien qu’elle soit moins pertinente que le mi-
lieu de´sordonne´, qui doit posse´der des proprie´te´s ge´ne´ralisables
a` une classe beaucoup plus importante de mate´riaux, le milieu
pe´riodique pre´sente ne´anmoins un inte´reˆt the´orique. Nous espe´-
rons par ce biais se´parer les proprie´te´s dues a` la non-line´arite´
et celles qui sont une conse´quence du de´sordre. Il s’ave`re en ef-
fet plus difficile d’e´tudier un milieu de´sordonne´ plastique, dans
lequel la non-line´arite´ et le de´sordre sont couple´s.
Nous comparons de plus les re´sultats obtenus avec le milieu li-
ne´aire anisotrope, qui est de´crit au Ch. (4). Nous conside´rons un
mate´riau incompressible forme´ d’un re´seau de pores ide´al. Nous
de´finissons les parties e´quivalentes et moyennes de la de´forma-
tion εm, εe comme dans 2.12. De meˆme les parties e´quivalentes
et moyennes de la contrainte σm, σe sont de´finies comme dans
2.15. La loi constitutive dans la matrice entourant les pores est
une loi de puissance d’exposant m en the´orie de la de´formation
de´finie comme dans 2.33, i.e. :
σij = σmδij +
y0
2εe
ε′ijε
m
e , εm ≡ 0, (6.2)
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ou` le “seuil plastique” y0 tend vers le seuil plastique de la loi
parfaitement plastique dans le cas m = 0. Dans le cas m = 1,
la loi dans la matrice est line´aire. Le mate´riau poreux ve´rifie
macroscopiquement une loi viscoplastique de meˆme exposantm,
avec
〈σij〉 = 〈σm〉δij + σ˜0
2εe
〈ε′ij〉〈ε〉me , εm ≡ 0, (6.3)
ou` σ˜0 est le seuil plastique effectif et 〈ε〉e =
√〈ε′〉 : 〈ε′〉/2 est la
de´formation macroscopique e´quivalente.
6.1.2 Me´thode nume´rique par FFT
Les simulations nume´riques sont effectue´es de diffe´rentes ma-
nie`res selon la valeur de m. Nous nous re´fe´rons au Ch. 2 pour
les de´tails de l’algorithme utilise´.
Dans tous les cas, l’incompressibilite´ du mate´riau (εm ≡ 0) est
simule´e par un module de compressibilite´ κ = 100 ou κ = 103.
Les champs calcule´s sont similaires pour ces deux valeurs de κ
quel que soit m. De plus nous utilisons la fonction de Green
“discre`te” (me´thode DG2, la syme´trie du re´seau permettant de
n’employer qu’une seule des quatre fonctions de Green de la
me´thode). Nous avons ve´rifie´ que la fonction de Green continue
converge vers un re´sultat quasi-identique.
Loi de puissance avec 0 < m <∞
Pour les mate´riaux visco-plastiques avec loi de puissance enm
(0 < m < ∞), nous utilisons l’algorithme introduit par Suquet
et Moulinec dans (90) (cet algorithme est reformule´ en 2D). La
me´thode est constitue´e d’une boucle d’“inte´gration en temps”
dont chaque ite´ration est elle-meˆme un algorithme ite´ratif par
FFT et fonction de Green. Le crite`re de convergence a` chaque
ite´ration par FFT est le crite`re habituel sur la divergence du
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champ de contrainte de´fini par :
||div · σ(n)||
σ0
< η, (6.4)
ou` σ(n) est le champ de contrainte calcule´ a` l’e´tape n de l’algo-
rithme. La divergence de ce champ est calcule´e dans l’espace de
Fourier, et la norme se re´fe`re a` une norme L2 dans cet espace. La
norme d’un tenseur 2×2 est par ailleurs ||σ(q)|| =
√
σ(q) : σ(q).
Le crite`re de pre´cision prescrit varie entre η = 10−5 et η =
1.3 10−4.
Un second crite`re gouverne la convergence finale de l’algo-
rithme en “temps”. Nous utilisons le crite`re sur le champ de
contrainte dans l’espace re´el :
||〈σ(n)(x)− σ(n−1)(x)〉||
||〈σ(n)(x)〉||
< η′ (6.5)
avec η′ = 10−5 ou η′ = 10−4. Plusieurs simulations nous ont
permis de constater que l’ensemble du champ de contrainte varie
peu lorsque ce crite`re est ve´rifie´.
La re´solution de la simulation nume´rique est L = 5122 ou
10242 (nombre de points dans la cellule unite´). Les valeurs obte-
nues pour ces deux tailles sont peu diffe´rentes lorsque m > 0.1.
Pour m petit, des tailles de syste`me L = 10242 ou 20482 sont
utilise´es.
Mate´riau plastique (m = 0)
Le mate´riau parfaitement-plastique est simule´ par une loi
locale e´lastique-parfaitement plastique comme dans 2.11 avec
y0 = 0.5 et µ = 0.2. Le crite`re de convergence retenu a` chaque
e´tape de chargement est identique a` 6.4 avec η = 10−5. Les tailles
de syste`me sont L = 10242, 20482, 40962 et 61442. Nous retenons
comme champ de de´formation sa partie plastique εp = ε−L−1 : σ
ou` L est le tenseur e´lastique de la loi constitutive.
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“Mate´riau auto-bloquant” (m =∞)
Dans le cas m = ∞, nous utilisons une reformulation de
l’algorithme par FFT, Lagrangien augmente´ par la fonction de
Green en contrainte (Eq. 2.34), et nous appliquons un char-
gement incre´mental en contrainte. Deux difficulte´s se posent.
D’une part, un nouveau champ de de´formation est calcule´e a`
chaque ite´ration de l’algorithme a` partir du champ de contrainte,
ce qui n’est pas possible pour un vide. Cette difficulte´ est re´so-
lue en remplac¸ant le vide par une inclusion de loi e´lastique avec
de modules de cisaillement µ(2) ≪ 1 et κ(2) ≡ 0. Nous abou-
tissons a` des solutions similaires pour les valeurs µ(2) = 10−4
et µ(2) = 10−5, et choisissons µ(2) = 10−4. D’autre part, des
chargements grands en contrainte doivent eˆtre impose´s pour mi-
nimiser l’influence du re´gime de de´formation e´lastique en de´but
de chargement. Nous choisissons 〈σ‖〉 = 20 (la valeur 30 don-
nant lieu a` des champs similaires). Le crite`re de convergence
retenu porte sur l’admissibilite´ du champ de de´formation. Nous
utilisons, dans la repre´sentation de Fourier :
||2qxqyεxy(q)− q2xεyy(q)− q2yεxx(q)|| < η, (6.6)
avec η = 5.10−4.
6.1.3 Champs de de´formation et de contrainte
Les Tab. (6.1) et (6.2) repre´sentent le champ de de´forma-
tion pour diffe´rentes valeurs de m = 0, 0.2, 1, 5, ∞ (colonnes
de gauche a` droite), pour un chargement en cisaillement simple
et en cisaillement pur, respectivement. La porosite´ du milieu
f = 0.1 est fixe´e. Seules les composantes de cisaillement paral-
le`les ε‖ et transverses ε⊥ sont non nulles et sont repre´sente´es
dans chaque Fig. en haut et en bas respectivement. Le champ
de de´formation dans le pore est remplace´ par sa valeur moyenne,
qui seule est pertinente, et chaque image est accompagne´e de sa
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propre e´chelle de couleurs. Elles correspondent a` la valeur de la
de´formation macroscopique ε0 = 〈ε‖〉 = 1. Ceci a e´te´ obtenu
en normalisant les champs par ε0 lorsque m est fini et en impo-
sant comme seuil de de´formation εe = 1 dans la matrice lorsque
m = ∞. En effet pour un mate´riau “auto-bloquant”, le seuil de
de´formation microscopique est e´gal au seuil de de´formation de
la loi macroscopique.
Dans le cas parfaitement plastiquem = 0, une bande de loca-
lisation du champ de de´formation de largeur non nulle apparaˆıt
(carte du champ ε‖,m = 0). Celle-ci n’est pas un artifice de la si-
mulation nume´rique due a` la pre´sence d’un mode de de´formation
e´lastique. En effet des calculs effectue´s pour des lois viscoplas-
tiques proches de la plasticite´ parfaite montrent de´ja` l’appari-
tion d’une telle structure (Fig. 6.3 avec m = 0.025). Plusieurs
simulations nume´riques pour des tailles de syste`me croissantes
L = 5122 a` 61442 montrent que cette largeur ne de´pend pas de
la re´solution nume´rique (Fig. 6.1). De plus, la bande de loca-
lisation se raccorde au bord du pore par une se´rie de bandes
de localisation fines courbe´es. Celles-ci forment un angle a` 45
degre´s avec la tangente au bord du vide (voir l’image avec la
re´solution la plus grande, Fig. 6.2), conforme´ment a` la the´orie
des caracte´ristiques (voir (67; 52)).
La Fig. (6.3) pre´cise un peu plus la structure interne de la
bande, forme´e d’une zone centrale, ou` la composante paralle`le du
champ est quasi constante, et de deux bandes de forte intensite´
situe´es aux frontie`res de celle-ci. Le champ de de´placement re´sul-
tant de cette structure est visible Fig. (6.4). Nous pouvons faire
un rapprochement entre une structure de ce type, et celle obser-
ve´e dans le cas du mode de chargement axisyme´trique ε0 = 〈εm〉
(Fig. 2.8). Nous observons sur cette figure que large bande de
localisation reliant les pores dans le mode de chargement hy-
drostatique est e´galement forme´e d’une structure ou` le champ
est constant, et d’une frontie`re de forte intensite´ (apparaissant
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ne´anmoins d’un seul coˆte´). Nous verrons par la suite que cette
structure particulie`re survient lorsque le mode de chargement
est aligne´ avec l’une des directions du re´seau de pore.
Les valeurs maximales du champ de de´formation transverse
ε⊥ augmentent fortement lorsque la non-line´arite´ est infinie (m =
0 ou m = ∞) et sont localise´es sur les re´gions proches de l’in-
terface pore-matrice.
Pour des valeurs du coefficient de non-line´arite´ m grandes,
une bande de localisation de la largeur du pore se de´veloppe,
dirige´e a` 45 degre´s par rapport aux bandes de localisation du
mate´riau plastique, et de largeur e´gale a` celle du pore (champ ε‖
pour m = 5). Lorsque m =∞, cependant, cette bande disparaˆıt
et le champ ne varie presque pas en dehors du carre´ circonscrit
au pore.
Les composantes paralle`les et transverses σ‖, σ⊥ et σm du
champ de contrainte sont repre´sente´es Tab. (6.4) et (6.5) pour
le milieu parfaitement plastique (m = 0), line´aire (m = 1) et
auto-bloquant (m = ∞), et pour un mode de chargement en
cisaillement simple et cisaillement pur. Chaque image est ac-
compagne´e de sa propre e´chelle de couleur. Lorsque m = 0 ou
m = 1, nous effectuons un chargement en de´formation et les
champs sont normalise´s de sorte que 〈ε‖〉 = 1, pour simplifier la
comparaison avec les Figs. (6.1) et (6.2).
Nous constatons que la bande de localisation observe´e pour
de grandes valeurs de m subsiste dans les champs de contrainte
a` m =∞. La structure de la solution en contrainte est similaire
au cas line´aire anisotrope avec k = ∞ (SS) et k = 0 (PS). Les
composantes paralle`le et moyenne du champ de contrainte σ‖ et
σm sont constantes par zones, et des singularite´s apparaissent
sur les frontie`res entre les zones pour le champ transverse σ⊥.
Notons que les distributions des valeurs du champ moyen σm
sont syme´triques, ainsi les couleurs majoritairement jaunes et
rouges du champ σm dans le mode de chargement SS a` m =
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∞ (Fig. 6.4) sont un artefact nume´rique duˆ a` la pre´sence de
quelques pixels de forte intensite´.
Le Tab. (6.7) repre´sente les zones de de´formation plastique
dans la matrice et les zones de “contrainte bloque´e” (de´finit par
σe = y0 et εe = y0 respectivement) lorsque m = 0 et m =
∞, pour les deux modes de chargement en cisaillement. Sur ce
graphique, on retrouve les zones A, B, C et D (de´finies dans le
cas du mate´riau anisotrope) de la cellule unite´ lorsque m =∞.
m = 0 m = 0.2 m = 1 m = 5 m =∞
ε‖
SS
0.0
1.67
3.34
5.01
6.68
-0.08
0.79
1.66
2.53
3.4
0.02
0.54
1.06
1.58
2.1
-0.11
0.27
0.64
1.02
1.40
-0.25
0.35
0.95
1.54
2.14
ε⊥
SS
-19.2
-9.59
0.0
9.59
19.2
-2.39
-1.15
0.08
1.15
2.39
-1.11
-0.57
0.02
0.57
1.11
-0.69
-0.34
0.00
0.35
0.69
-2.02
-1.01
0.0
1.01
2.02
Tab. 6.1 – cartes des champs de de´formation paralle`le et transverse ε‖ (haut) et ε⊥ (bas) calcule´s par FFT avec
chargement en de´formation ou en contrainte en cisaillement simple pour des exposants non-line´aires croissants
m = 0, 0.2, 1, 5,∞ (colonnes 1 a` 5). Le champ de de´formation a` l’inte´rieur du pore a e´te´ remplace´ par un champ
constant dont la valeur est la moyenne du champ dans le pore. Les e´chelles correspondent a` un chargement en
de´formation 〈ε‖〉 = 1. Voir texte p. 225.
m = 0 m = 0.2 m = 1 m = 5 m =∞
ε‖
PS
-2.29
0.28
2.84
5.41
7.98
-0.13
0.68
1.49
2.3
3.11
0.02
0.48
0.95
1.41
1.87
-0.13
0.20
0.54
0.88
0.22
-2.49
-1.33
-0.18
0.98
2.14
ε⊥
PS
-7.13
-3.57
0.07
3.57
7.13
-1.54
-0.71
-0.03
0.71
1.54
-0.85
-0.44
0.02
0.44
0.85
-0.66
-0.33
0.00
0.33
0.66
-3.84
-1.92
0.0
1.92
3.84
Tab. 6.2 – Suite de la Tab. pre´ce´dente : cisaillement pur. Voir texte p. 225.
m = 0.025 ε‖ ε⊥
(SS)
0.0
1.78
3.56
5.34
7.12
-14.1
-7.05
0
7.05
14.1
(PS)
-0.82
1.59
4.01
6.43
8.85
-0.82
0.86
2.54
4.22
5.9
Tab. 6.3 – calculs additionels par FFT des composantes paralle`le et trans-
verse ε‖, ε⊥ du champ de de´formation pour un exposant non-line´aire m =
0.025. Haut : chargement en cisaillement simple (SS), bas : chargement en
cisaillement pur (PS). Les e´chelles correspondent a` un chargement macrosco-
pique de valeur 〈σ‖〉 = 1. Voir texte p. 226.
(SS) m = 0 m = 1 m =∞
σ‖
0.00
0.13
0.25
0.38
0.50
-0.07
0.24
0.55
0.85
1.16
0.00
13.28
26.6
39.8
53.1
σ⊥
-0.50
-0.25
0
0.25
0.50
-0.77
-0.39
0
0.39
0.77
-12.0
-6.0
0.0
6.0
12.0
σm
-0.72
-0.36
0
0.36
0.72
-1.28
-0.67
-0.06
0.56
1.17
-53.1
-34.1
-15.1
3.9
22.9
Tab. 6.4 – cartes des composantes paralle`le, transverse et moyenne des champs de contrainte σ‖, σ⊥, σm avec
chargement en de´formation ou en contrainte en cisaillement simple (SS), pour des valeurs croissantes de l’exposant
non-line´aire m = 0, 1, 5,∞ (gauche a` droite). Les e´chelles pour les cartes des champs correspondent a` un chargement
en de´formation 〈ε‖〉 = 1 pour m = 0, 1. Voir texte p. 227.
(PS) m = 0 m = 1 m =∞
σ‖
-0.17
0.00
0.17
0.33
0.50
-0.17
0.12
0.41
0.70
0.98
-0.49
8.81
18.1
27.4
36.7
σ⊥
-0.50
-0.25
0
0.25
0.50
-0.50
-0.25
0
0.25
0.50
-6.72
-3.36
0.0
3.36
6.72
σm
-0.68
-0.34
0
0.34
0.68
-1.03
-0.51
0
0.52
1.03
-36.7
-18.4
0.0
18.4
36.7
Tab. 6.5 – Suite de la Tab. (6.4) : chargement en cisaillement pur. Voir texte p. 227.
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Fig. 6.1 – Champ de de´formation paralle`le εxy pour un chargement en de´-
formation ε0 ≈ 4.5 en cisaillement simple dans un milieu plastique. La figure
est constitue´e d’un assemblage de quatre quadrants de la cellule unite´ et cor-
respond a` quatre tailles de syste`me par FFT N = 512, 1024, 2048, 3072 (de
gauche a` droite et de haut en bas). Les valeurs du champ de de´formation
vont de 0 (noir) a` environ 40 (blanc) (quelques pixels a` coˆte´ du bord du vide
de valeurs jusqu’a` 80 ont e´te´ seuille´s). La largeur de la bande de localisation
ne de´pend pas de la re´solution employe´e dans le calcul nume´rique. Voir texte
p. 226.
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Fig. 6.2 – Champ de de´formation paralle`le εxy pour un chargement en de´-
formation ε0 ≈ 4.5 en cisaillement simple dans un milieu plastique. Agran-
dissement autour de la re´gion ou` la bande de localisation de la de´formation
rejoint le pore. Re´solution du calcul : N = 6144. Les valeurs du champ de
de´formation vont de 0 (rouge sombre) a` 40 (blanc) ; le vide est en noir. Voir
texte p. 226.
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Fig. 6.3 – courbe du champ de de´formation paralle`le εxy le long d’une ligne
horizontale pour un chargement en de´formation en cisaillement simple ε0 ≈
4.5 a` diffe´rentes re´solutions N = 512 (noir), 1024 (bleu), 2048 (brun) et 3072
(orange). Deux agrandissements successifs sont pre´sente´s dans les encarts a`
gauche et a` droite du graphique. Voir texte p. 226.
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Fig. 6.4 – agrandissement du champ de la composante paralle`le εxy du champ
de de´formation (image de fond) et champ de de´placement (fle`ches) pour le
milieu plastique. Gauche : a` l’endroit ou` la bande de localisation rejoint le
pore (point x = 0, y = a) ; droite : a` coˆte´ de la frontie`re avec la cellule unite´
(point x = 0, y = 1/2). Le milieu est soumis a` un chargement en cisaillement
simple avec ε0 = 4.5. La taille du syste`me utilise´e pour la re´solution nume´-
rique est N = 3072. Les valeurs du champ de de´formation vont de 0 (noir) a`
environ 80 (blanc) ; le vide est en blanc. Voir texte p. 226.
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6.1.4 Champs de de´placement
Le Tab. (6.6) repre´sente le champs de de´placement pe´riodique
u∗ = u − ε0 · x, pour les mate´riaux parfaitement plastiques
(m = 0), line´aires (m = 1) et “auto-bloquants” (m = ∞), dans
les deux modes de chargement en cisaillement simple et en ci-
saillement pur. La porosite´ est fixe´e a` f = 0.1 et la matrice
incompressible. Les fle`ches sont normalise´es de sorte que la va-
leur maximale du champ de de´placement u∗ est constante. En
gris est repre´sente´e la de´formation de la matie`re re´sultant de ce
champ de de´placement, obtenu en de´plac¸ant chaque point ma-
te´riel x → x′ = x + βu∗(x) ou` β est un parame`tre choisi pour
mettre en valeur la de´formation de la matie`re. Ce coefficient est
naturellement plus grand dans le cas m = ∞. Dans ce dernier
cas, nous observons un champ de de´placement localise´ sur des
bandes horizontales et verticales ou a` 45 degre´s (une solution de
ce type est observe´e dans le cas line´aire anisotrope dans le cas
particulier κ = µ). De plus, le pore se de´forme de manie`re sin-
gulie`re, en e´mettant des concavite´s circulaires plus petites aux
deux points d’e´tirement de celui-ci (ceci est en particulier visible
en cisaillement simple). Une zone plate est observe´e pour le bord
du pore de´forme´ aux zones de compression, dans le cas de ci-
saillement simple, ce qui est similaire a` la solution anisotrope
avec k =∞.
Dans les cas line´aire et plastique, le vide se de´forme comme
une ellipse (m = 1) ou de fac¸on plus proche d’un carre´ (m = 0).
La Fig. 6.5 pre´cise la de´formation de la matie`re au niveau des
bandes de localisation (parties situe´es au centre des bandes de
largeur finie, sur les frontie`res de celles-ci ou bandes de locali-
sation fines touchant le pore) et sur le reste de la matrice (voir
le´gendes pour le code de couleur). Un “de´collement”apparaˆıt au
niveau de la bande de localisation rejoignant le pore, se´parant
les zones de la matie`re subissant une extension de celles subis-
sant une compression. De plus, on observe que loin du pore, le
champ de de´placement est proche du champ de de´placement de
la solution anisotrope a` k = 0 (SS) ou k = ∞ (PS) : les bords
de la cellule unite´ se de´forment de manie`re presque line´aire (les
porosite´s des mate´riaux line´aire et non-line´aire e´tant ne´anmoins
diffe´rentes pour tenir compte des diffe´rentes largeurs des bandes
de localisation).
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SS PS
m = 0
m = 1
m =∞
Tab. 6.6 – champ de de´placement re´duit u∗ = u − ε0 · x (fle`ches), et de´-
formation re´sultante de la cellule unite´, avec chargement en de´formation en
cisaillement simple (SS, a` gauche) et en cisaillement pur (PS, a` droite) pour
un mate´riau de loi parfaitement plastique (exposant m = 0, haut), line´aire
e´lastique (m = 1, milieu), ou non-linaire avec de´formation bloque´e (exposant
m = ∞, en bas). Le milieu de´forme´ est calcule´ de la meˆme fac¸on que pour
les cartes du milieu line´aire anisotrope : chaque point mate´riel x est de´place´
x → x′ = x + βu∗(x) avec β un coefficient choisi pour mettre en valeur la
structure de la de´formation (valeurs de β/〈ε‖〉 : 0.1 lorsquem = 0, 1.2 lorsque
m = 1, 10 lorsque m =∞). Pour m =∞, le champ de de´placement dans le
pore est cache´ afin de ne pas perturber l’e´chelle utilise´e pour les fle`ches. Voir
texte p. 238.
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SS PS
m = 0
m =∞
Tab. 6.7 – Haut : zones de de´formation plastique dans la matrice (noir) pour
m = 0 et pour un chargement en de´formation en cisaillement pur et simple
(a` gauche et a` droite resp.) ; Bas : zones de de´formation bloque´e (εeq = y,
noir) pour m = ∞ pour un chargement en contrainte en cisaillement pur et
simple (a` gauche et a` droite resp.). Voir texte p. 228.
242 Chapitre 6. Milieu pe´riodique non-line´aire
Fig. 6.5 – De´formation de la cellule unite´ pour un chargement en cisaille-
ment simple. Les points mate´riels x sont de´place´s en utilisant le champ de
de´placement re´duit : x→ x′ = x+ βu∗(x) ou` β = 0.05. Diffe´rentes zones de
la microstructure ont e´te´ au pre´alable colore´es en bleu fonce´ (inte´rieur des
bandes de localisation), bleu moyen (parties exte´rieures des bandes de loca-
lisation), bleu clair (bandes de localisation rejoignant le pore), vert (reste de
la matrice). Le pore d’origine a e´te´ laisse´ en jaune (sans de´placement), et le
reste des points est en rouge. Un agrandissement figure a` droite. Voir texte
p. 238.
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6.1.5 Distributions
Les distributions des champs de de´formation P (ε‖) et P (ε⊥)
sont trace´es pour diffe´rentes valeurs du coefficient de non-line´arite´
m ≤ 1 (m = 0, 0.1, 1) pour les deux modes de chargement
en cisaillement pur et simple Fig. (6.8). La porosite´ est fixe´e
a` f = 0.1. Les distributions des composantes du champ de
contrainte P (σ‖), P (σ⊥) et P (σm) sont trace´es Fig. (6.9). Nous
observons un e´talement des valeurs de la composante paralle`le
ε‖ du champ de de´formation lorsque la non-line´arite´ augmente,
comme dans le cas line´aire. Un pic autour de ε‖ ≈ 0 se de´ve-
loppe, tendant vers une distribution de Dirac et correspondant
a` la contribution des zones qui ne sont pas soumises a` une de´for-
mation plastique. Un deuxie`me pic se de´veloppe a` droite pour
les grandes valeurs du champ de de´formation. Ce pic correspond
a` des valeurs e´leve´es du champ de de´formation paralle`le ε‖ si-
tue´es sur la zone centrale de la bande de localisation (Fig. 6.3).
Le pic est plus e´tale´ dans le cas de cisaillement pur, ceci e´tant duˆ
au croisement des bandes de localisation (le meˆme phe´nome`ne
est observe´ dans le cas line´aire pour k = 0, SS et k = ∞, PS).
Cependant, a` l’inverse du cas anisotrope, la distribution P (ε‖)
posse`de une queue en ε‖ =∞. Celle-ci est la conse´quence des va-
leurs e´leve´es du champ de de´formation, situe´es sur la frontie`re de
la bande de localisation. La plasticite´ a donc pour effet d’e´taler
fortement les valeurs de la composante paralle`le au chargement
applique´.
Les distributions de la composante transverse ε⊥ sont en re-
vanche a` support finie (pour m 6= 0), avec une coupure discon-
tinue en une valeur du champ σ⊥ = σc⊥ qui tend vers l’infini.
Ce sche´ma est similaire au cas line´aire anisotrope avec k < 1 en
cisaillement simple et k > 1 en cisaillement pur.
Les distributions P (σ‖) de la composante paralle`le de la con-
trainte (Fig. 6.9) de´veloppent une singularite´ en distribution de
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Dirac en σ‖ = y0 correspondant a` la zone de la matie`re de´forme´e
plastiquement. Cette singularite´ est a` comparer avec la valeur
infinie de la distribution de la composante paralle`le du champ
de contrainte dans le cas du milieu line´aire anisotrope (k = 0,
SS ou k =∞, PS). Dans le cas line´aire, cette divergence faisait
intervenir une loi de puissance d’exposant −1/2.
La distribution de la composante transverse de la contrainte
σ⊥ est a` support fini lorsque m > 0, avec une discontinuite´
aux valeurs extreˆmes de la distribution, tandis qu’une queue se
de´veloppe pour σm → ∞ lorsque m → 0. Le meˆme phe´nome`ne
est observe´, sans discontinuite´ cependant, pour la distribution
de la composante moyenne σm de la contrainte.
D’une manie`re ge´ne´rale, les formes des distributions des com-
posantes de la contrainte sont plus proches du cas line´aire que
les distributions des composantes de la de´formation. Ceci est a`
rapprocher du fait que dans le cas m =∞, on observe des struc-
tures similaires pour le champ de contrainte, entre le cas line´aire
et non-line´aire.
SS PS
Tab. 6.8 – Distributions de probabilite´ des composantes ε‖, ε⊥ (de haut
en bas) pour un chargement en de´formation, mode cisaillement simple (SS)
et cisaillement pur (PS) (a` gauche et a` droite resp.), pour des valeurs de´-
croissantes de l’exposant de non-line´arite´ m = 1, 0.1, 0. Les champs sont
normalise´s de sorte que 〈ε‖〉 = 1. Voir texte p. 243.
SS PS
Tab. 6.9 – distributions de probabilite´ des composantes σ‖, σ⊥, σm (de haut
en bas) pour un chargement en de´formation, mode cisaillement simple (SS)
et cisaillement pur (PS) (a` gauche et a` droite resp.), pour des valeurs de´-
croissantes de l’exposant de non-line´arite´ m = 1, 0.1, 0. Les champs sont
normalise´s de sorte que 〈ε‖〉 = 1. Voir texte p. 243.
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6.1.6 Premiers et seconds moments
Nous e´tudions dans cette partie les re´sultats obtenus pour les
moyennes du champ de de´formation par phase et les variances
des champs de de´formation et de contrainte, a` porosite´ f fixe´e.
Les re´sultats obtenus par simulation nume´rique sont trace´s en
fonction de l’exposant de la loi viscoplastiquem (a` porosite´ fixe´e)
et de la concentration en pores f (a` exposant m fixe´). De plus,
les estimations de la the´orie d’homoge´ne´isation non-line´aire du
second-ordre (obtenues selon deux versions diffe´rentes de la me´-
thode (144)) sont indique´es. Ces re´sultats sont donne´s a` titre
indicatif et ne seront pas commente´s ici.
Les moyennes de la composante paralle`le du champ de de´-
formation ε
(α)
e dans la matrice (phase α = 1) et dans le pore
(phase α = 2) et les variances SD(1)(ε‖), SD(1)(ε⊥) et SD(1)(σ‖),
SD(1)(σ⊥) des composantes paralle`les et transverses des champs
de de´formation et de contrainte dans la matrice sont trace´es en
fonction de l’exposant m dans les Fig. (6.7) et (6.8) respective-
ment.
Il est inte´ressant de constater que la moyenne de la de´forma-
tion dans la matrice (ou le pore) en Fig. (6.7) suit une tendance
inverse du mate´riau line´aire anisotrope. Par exemple 〈ε‖〉(1) dimi-
nue lorsque k → 0, SS, ou k →∞, PS tandis que cette quantite´
augmente dans un mate´riau non-line´aire lorsque la viscosite´ di-
minue (m→ 0, SS ou PS). Dans la limite de plasticite´ parfaite,
en effet, la loi constitutive permet de tre`s grandes de´formations
pour une faible contrainte.
La Fig. (6.8) montre que les variations du champ de contraintes
sont plus facilement comparables au mate´riau line´aire aniso-
trope. Les variances SD(1)(σ‖) et SD(1)(σ⊥) des composantes
paralle`les et transverses du champ de contrainte suivent des va-
riations qualitativement similaires aux quantite´s de´finies pour
un mate´riau line´aire anisotrope avec k → 0 (SS) ou k → ∞
(PS) : elles diminuent et augmentent respectivement, lorsque
m → 0 (mise a` part une le´ge`re augmentation de SD(1)(σ‖)
lorsque m < 0.2, en cisaillement simple, Fig. 6.8c). En revanche,
les variances de la de´formation SD(1)(σ‖) et SD(1)(σ⊥) aug-
mentent fortement lorsque m → 0. Nous effectuons une e´tude
nume´rique par FFT de la quantite´ SD(1)(σ‖) dans le cas par-
ticulier m = 0, en choisissant η = 10−5 et η = 10−6 a` taille
de syste`me L = 2048 montre des variations de 20% a` porosite´
fixe´e f = 0.1. Ainsi la quantite´ SD(1)(σ‖) = ∞ lorsque m = 0.
Cette composante infinie est la conse´quence des fortes valeurs
du champ ε‖ sur les bords externes des bandes de localisation.
Nous notons de plus l’existence de deux re´gimes distincts, a`
porosite´ fixe´e, pour des valeurs de m faibles et grandes respecti-
vement. Par exemple, dans la Fig. 6.8d, les variances SD(1)(σ‖)
et SD(1)(σ⊥) ont des comportements distincts lorsque m < m0
et m > m0 avec m0 ≃ 0.2. Ceci rappelle le changement de re´-
gime observe´ dans le cas du mate´riau line´aire anisotrope lorsque
k → 0 (noter cependant que les points FFT qui semble proches
des estimations de la the´orie du second-ordre SO(U) sont en
re´alite´ inverse´s, ainsi SD(1)(σ⊥) < SD(1)(σ‖) pour m < m0, au
contraire des estimations de la the´orie du second-ordre). Si le
seuil plastique effectif est, comme dans l’analyse de Drucker,
de l’ordre de 1 − √f en plasticite´ parfaite, un changement de
re´gime doit apparaˆıtre e´galement dans le cas non-line´aire pour
un certain exposant de non-line´arite´ m0 = m0(f) de´pendant de
f . Cependant, ce changement de re´gime n’est pas visible sur
les variances des champs de de´formation (6.8a) ou (6.8b). Ceci
peut s’interpre´ter comme la conse´quence de la pe´riodicite´ du mi-
lieu (les bandes de localisation qui se forment e´tant contraintes
d’adopter la structure ordonne´e du re´seau de pores). Notons qu’a`
l’inverse, nous nous attendons a` un comportement diffe´rent dans
le cas ale´atoire.
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(a) (b)
(c) (d)
Fig. 6.6 – Seuil plastique effectif dans un milieu pe´riodique poreux non-
line´aire avec loi d’exposant m : comparaison entre re´sultats nume´riques par
FFT (points) et the´orie d’homoge´ne´isation du second-ordre (sous deux formes
distinctes W et U , lignes pleines) pour un chargement en de´formation en
cisaillement simple (gauche) et en cisaillement pur (droite). Fig. (a), (b) :
a` concentration f = 10% fixe´e, en fonction de l’exposant m ; Fig. (c), (d) :
pour un mate´riau plastique (m = 0), en fonction de la porosite´. La matrice
est incompressible. Voir texte p. 253.
(a) (b)
Fig. 6.7 – Moyennes ε(α)e de la composante paralle`le εSS ou εPS du champ
de de´formation dans la matrice (phase α = 1) et dans le pore (phase α = 2)
dans un milieu pe´riodique poreux non-line´aire en fonction de l’exposant de
non-line´arite´ m : comparaison entre re´sultats nume´riques par FFT (points)
et the´orie d’homoge´ne´isation du second-ordre (sous deux formes distinctes
W et U , lignes pleines et pointille´s) pour un chargement en de´formation en
cisaillement simple (gauche) et en cisaillement pur (droite). La matrice est
incompressible. Voir texte p. 247.
(a) (b)
(c) (d)
Fig. 6.8 – Seconds moments des composantes paralle`les et transverses des
champs de de´formation et de contrainte dans un milieu pe´riodique poreux
non-line´aire en fonction de l’exposant de non-line´arite´ m : comparaison
entre re´sultats nume´riques par FFT (points) et the´orie d’homoge´ne´isation
du second-ordre (sous deux formes distinctes W et U , lignes pleines et poin-
tille´s) pour un chargement en de´formation en cisaillement simple (gauche) et
en cisaillement pur (droite). Figs. (a), (b) : variances des composantes paral-
le`les et transverses ε‖, ε⊥ du champ de de´formation dans la matrice ; Figs.
(c), (d) : variances des composantes paralle`les et transverses σ‖, σ⊥ du champ
de contrainte dans la matrice. La matrice est incompressible. Voir texte p.
247.
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6.2 Mate´riau parfaitement plastique
Dans cette section, nous pre´sentons quelques re´sultats concer-
nant le mate´riau parfaitement plastique. Nous e´tudions la sur-
face limite de charge a` porosite´ fixe´e et le comportement du seuil
plastique effectif en de´formation axisyme´trique, dans la limite
dilue´e en pores.
6.2.1 Simulation nume´rique
Pour les calculs pre´sente´s dans cette section, nous avons uti-
lise´ la me´thode nume´rique par FFT avec fonction de Green
discre`te (GD2). La taille des syste`mes a e´te´ choisie allant de
L = 512 a` L = 2048. Ceci est ne´cessaire pour observer les rup-
tures de pentes dans les surfaces limites de charge ou e´tudier le
comportement en limite dilue´e. Un milieu quasi-incompressible
est simule´ avec κ = 100 ou κ = 1000. Nous choisissons un cri-
te`re de convergence a` chaque e´tape de chargement comme dans
(6.4) avec η = 106 ou η = 10−7. Une loi e´lastique-parfaitement
plastique est utilise´e dans la matrice.
6.2.2 Seuil plastique effectif
Drucker (27) a montre´ que dans un cylindre poreux soumis
a` un chargement selon son axe, le seuil plastique effectif varie
comme σ˜0/y0 ∼ 1 −
√
f (une formule exacte e´tant de´termine´e
pour le crite`re de plasticite´ de Tresca). Les pores sont distribue´s
pe´riodiquement au sein de la structure. Un champ de de´place-
ment continu admissible est construit en conside´rant un champ
discontinu et constant par morceau. Les zones de discontinuite´
du champ sont situe´es le long de lignes passant par les pores.
L’e´criture variationnelle de la densite´ d’e´nergie donne :
W (ε(x)) = inf
ε(x)∈K(ε0)
{∫
1
2
ε : σ
}
(6.7)
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ou`
K(ε0) = {ε(x); 〈ε(x)〉 = ε0; ∃u : ε(x) = (∂iuj + ∂jui)/2}
est l’ensemble des champs de de´formation admissibles respectant
les conditions de chargement. Ceci permet de majorer W par la
densite´ d’e´nergie obtenue pour divers champs de de´placement
tests, a` ε0 fixe´. D’apre`s le the´ore`me de Hill,
W (ε(x)) = (1/2)σ0 : ε0,
ce qui fournit finalement un majorant du seuil plastique effectif.
Pour re´sumer, si un champ de de´placement admissible peut
eˆtre construit et qu’il satisfait les conditions de chargement ma-
croscopique, ou les conditions au bord, le seuil plastique effectif
associe´ a` ce champ-test est un majorant de la solution. Nous
utilisons par la suite un raisonnement identique dans le cas du
re´seau de pores soumis a` un chargement en cisaillement simple
ou pur. Nous guiderons notre choix des zones de discontinuite´
du champ de de´placement-test graˆce aux re´sultats nume´riques
par FFT.
La Fig. (6.6) repre´sente le seuil plastique effectif en fonction
de l’indicateur de non-line´arite´ 0 < m < 1 a` porosite´ f = 0.1
fixe´e (Figs. a,b) et en fonction de la concentration en pores f
dans le cas de plasticite´ parfaite (m = 0, c, d). Les deux modes
de chargement en cisaillement simple (SS) et en cisaillement pur
(PS) sont indique´s dans la premie`re et seconde colonne respec-
tivement.
Les Figs. (6.6c) et (6.6d) permettent d’observer la de´pendance
du seuil plastique effectif σ˜0 en fonction de la concentration de
vides. La Fig. (6.12) repre´sente en e´chelle logarithmique le com-
portement du seuil plastique en fonction de la porosite´ dans la
limite dilue´e (f ≪ 1). La prescription de la tole´rance d’erreur η
joue un roˆle important pour la de´termination du seuil plastique
dans les calculs par FFT. Lorsque la taille du syste`me est grande,
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la tole´rance d’erreur doit eˆtre choisie de plus en plus petite pour
obtenir une bonne convergence des re´sultats. Lorsque la tole´-
rance d’erreur est trop faible, les calculs par FFT pre´voient une
plastification totale du mate´riau (ceci est illustre´ dans le tableau
(6.9) pour L = 4096).
Les calculs de la Fig. (6.12) ont e´te´ effectue´s pour une taille de
syste`me L = 2048. Afin d’appre´cier la de´pendance en taille, des
calculs additionnels ont e´te´ effectue´s pour L = 512 et L = 1024
et nous avons ve´rifie´, pour chaque taille de syste`me, la bonne
convergence selon la tole´rance d’erreur η.
Convergence 1− 〈σ〉e/y0 fp
10−7 7.5 10−5 1
10−8 2.1 10−3 0.30
5 10−9 2.2 10−3 0.25
Fig. 6.9 – diffe´rentes valeurs de la concentration normalise´e de la phase
plastique fp (volume cp de la re´gion de la matrice se de´formant plastiquement
divise´ par le volume de la matrice) et de la quantite´ 1− 〈σ〉e/y0 permettant
ou` 〈σ〉e est le seuil plastique effectif, pour un re´seau de pores soumis a` une
de´formation en cisaillement simple, en fonction de la tole´rance d’erreur η du
calcul par FFT. La porosite´ f = 1, 5.10−5 et la taille du syste`me L = 4096
sont fixe´s. Voir text pg. 254.
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Fig. 6.10 – Seuil plastique effectif dans un milieu pe´riodique plastique sou-
mis a` une de´formation en cisaillement pur, en fonction de la porosite´ du
re´seau : comparaison entre re´sultats nume´riques par FFT (points) et formule
empirique obtenue a` partir de bornes de´termine´es par analyse limite (deux
configurations avec champ de de´placement constant par morceau sont consi-
de´re´es, l’une avec bandes de localisation selon les diagonales de la cellule ou
passant par les milieux des coˆte´s de la cellule, a` 45 degre´s et entre les surfaces
proches des sphe`res lorsque celles-ci sont suffisamment proches). Voir texte
p. 258.
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Fig. 6.11 – Exemple de champ de de´placement-test (partie pe´riodique, en
rouge, dans la cellule unite´) utilise´ pour le calcul de bornes du seuil plastique
effectif, par la me´thode d’analyse limite. Le pore est en bleu au centre, et
le champ de de´placement est choisi continu par morceaux. Les zones de dis-
continuite´s (lignes vertes) suivent la structure des bandes de localisation, et
sont dirige´es dans les directions de cisaillement du chargement applique´ (ici
en cisaillement pur). Le saut du champ de de´placement le long de ces bandes
est calcule´ de sorte que 〈εPS〉 = ε0. Voir texte p. 258.
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Un exposant de l’ordre de 1/2 est observe´ dans la limite dilue´e
(f ≪ 1) :
σ˜0
σ0
∼ 1− 1.185f 0.50, (SS) (6.8)
σ˜0
σ0
∼ 1− 0.826f 0.50, (PS). (6.9)
Nous obtenons un rapport proche de 0.7 entre les deux coeffi-
cients ci-dessus. Ceci est duˆ au fait que le re´seau de pores tourne´
de 45 degre´s n’est pas e´quivalent au re´seau de pores d’origine
(notamment, les bandes de localisation se croisent dans l’un des
deux cas seulement).
Les deux formules en (6.8) fournissent des approximations
tre`s proches de la valeur exacte, jusqu’a` des porosite´s impor-
tantes. Elles sont valables presque jusqu’a` la limite de percola-
tion dans le mode de cisaillement simple et jusqu’a` des concen-
trations de l’ordre de 50% dans le mode de cisaillement pur
ou` un autre re´gime apparaˆıt. Nous voyons que dans le cas de
cisaillement pur, un second re´gime apparaˆıt aux alentours de
f = fPSc ≈ 0.54. Lorsque f < fPSc , les bandes de localisation se
situent entre deux pores aligne´s avec une des diagonales du re´-
seau. Au contraire, pour f > fPSc , les bandes de localisation se si-
tuent exclusivement dans le voisinage des pores les plus proches.
Les images de la Fig. (6.13) illustrent les deux configurations des
bandes de localisation avant et apre`s le changement de re´gime.
On observe que ce changement de re´gime correspond a` une rup-
ture de pente ou tout au moins a` un changement brusque (dans
la limite de pre´cision des calculs) de la courbe du seuil plastique
effectif en fonction de la porosite´ (Fig. 6.6d). Le seuil fPSc est
tre`s proche de la valeur ge´ome´trique f
(2)
c = π(3 − 2
√
2) ≈ 0.54
rencontre´e pre´ce´demment dans l’e´tude du mate´riau line´aire ani-
sotrope avec k = ∞, PS, et qui correspond e´galement a` un
changement de configuration de la structure du champ. Pour
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f > f
(2)
c , un carre´ circonscrit a` l’inclusion (zone (D) Fig. 3.2b)
touche les bords de la cellule unite´. A` ce moment, il devient
possible de relier chaque inclusion avec ses quatre plus proches
voisines par des segments oriente´s a` 45 degre´s.
La the´orie d’homoge´ne´isation du second-ordre est une meilleure
approximation que la the´orie variationnelle (dans la limite de
faible contraste entre les phases) mais elle ne fournit pas de
borne. Une borne supe´rieure du seuil plastique effectif de´coule
cependant du calcul par analyse limite de l’e´nergie (1/2)
∫
(1) σ : ε
associe´e a` un champ de de´formation admissible (une borne infe´-
rieure serait obtenue pour un champ de contrainte en e´quilibre).
En choisissant un champ de de´placement constant par morceau,
avec un saut le long des bandes de localisation (voir Fig. 6.11),
nous obtenons la borne supe´rieure suivante pour σ˜0 :
σ˜0/σ0 < 1−
√
2f/π. (6.10)
Une autre borne est obtenue de la meˆme manie`re pour f > f
(2)
c ,
en conside´rant des bandes de localisation joignant les pores avec
ses quatre voisins en haut, en bas, a` droite et a` gauche :
σ˜0/σ0 < 1−
√
8f/π − 1. (6.11)
Nous observons que la forme la courbe re´elle σ˜0/σ0 est tre`s
proche d’une formule empirique obtenue en modifiant l’Eq. 6.10
par f → βf avec β ≈ 1.07 (f < f (2)c ). Lorsque f > f (2)c , de
meˆme, le seuil plastique effectif σ˜0 est tre`s bien approxime´ par
la formule σ˜0 = 1−
√
γ(f − fc) avec fc = π/4 est γ est choisi de
telle sorte que les deux courbes se raccordent en f = f
(2)
c (Fig.
6.10).
Nous observons enfin un changement de re´gime similaire pour
le mode de chargement en cisaillement simple, lorsque f ≈ 0.78
(tre`s proche de la limite de sphe`res empile´es), ou` la bande de lo-
calisation de largeur finie et “de´colle´e”de la surface du pore, dis-
paraˆıt. Viennent alors se substituer deux se´ries de deux bandes
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de localisation croise´es oriente´es a` 45 degre´s par rapport a` la
verticale (similaire au cas de cisaillement pur avec doublement
des bandes). Cette diffe´rence se traduit e´galement dans les seuils
plastiques effectifs. Dans la limite de sphe`res empile´es, le module
plastique effectif pour le mode de cisaillement pur tend vers 0
avec une pente plus grande que pour le mode de cisaillement
simple.
10-5 10-4 10-3 10-2 0.1 1
c
(2)
10-3
10-2
0.1
1
1-<σ>
e
/y0
Fig. 6.12 – Calcul par FFT de la premie`re correction en f (porosite´ du milieu)
du seuil plastique effectif σeq du milieu parfaitement-plastique pe´riodique
(re´seau de pores), dans le cas d’un chargement en cisaillement simple. On
observe un exposant non-entier de valeur proche de 1/2. Les bornes de Voigt
et Reuss sont e´galement indique´es. Voir texte p. 253.
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6.2.3 Surface limite de charge
Une autre singularite´ importante des mate´riaux parfaitement
plastique est l’existence d’une instabilite´ pour le chargement en
pression (voir Introduction), se traduisant par l’apparition d’un
coin dans la surface limite de charge (appele´ parfois“vertex”dans
la litte´rature). Cette instabilite´ n’est pas pre´dite par le mode`le
de Gurson, ni par la the´orie variationnelle, mais apparaˆıt dans
la the´orie du second-ordre. Cependant, des calculs effectue´s par
Suquet et al. (22) ont montre´ l’existence d’un angle pour les ma-
te´riaux poreux a` structure pe´riodique. Dans cette section, nous
confirmons nume´riquement qu’une telle instabilite´ existe dans le
cas du milieu pe´riodique. Nous donnons e´galement une interpre´-
tation de cette instabilite´ en termes de bandes de localisation.
Deux surfaces limite de charges sont trace´es en Fig. (6.14)
pour le milieu pe´riodique parfaitement plastique. La porosite´
est fixe´e a` f = 0.1. Deux types de chargement en de´formation
sont conside´re´s, avec superposition d’un mode de chargement
hydrostatique 〈εij〉 = δijε0 et un mode de chargement en ci-
saillement simple 〈εij〉 = (1− δij)ε0 ou pur 〈εij〉 = δij(1−2δi2)ε0
(points noirs et violets respectivement). Les surfaces limites de
charge de la Fig. (6.14) repre´sentent la partie e´quivalente de la
contrainte macroscopique 〈σ〉e = 2|〈σSS〉| ou 〈σ〉e = 2|〈σPS〉| en
fonction de la composante moyenne 〈σm〉 de la contrainte.
Due a` la syme´trie carre´e du re´seau de pores, la contrainte
macroscopique est oriente´e dans la meˆme direction que la de´for-
mation applique´e dans les cas d’un mode de chargement en ci-
saillement ou axisyme´trique. Pour les directions interme´diaires,
les directions ne sont pas e´quivalentes. Pour chaque point de
la surface calcule´e par FFT, nous avons ajoute´ un segment in-
diquant la direction de de´formation plastique (obtenue en cal-
culant l’incre´ment de de´formation plastique macroscopique 〈εp〉
entre deux chargements proches). Ces segments sont normaux a`
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la surface de plasticite´ (certains segments ont e´te´ omis lorsque
la convergence des calculs n’a pas e´te´ juge´ suffisante ; en effet
la contrainte a` la saturation est plus facile a` obtenir par FFT
que la convergence de l’incre´ment de de´formation plastique). En
particulier, pour le mode de cisaillement pur les directions de
de´formation plastique sont tre`s proches dans un grand voisinage
du mode axisyme´trique (courbe violette).
Ceci montre en particulier l’apparition d’un angle au point
de chargement axisyme´trique 〈σm〉 = σ0 pour la courbe de ci-
saillement pur. Pour la courbe de cisaillement simple, un angle
apparaˆıt e´galement, dont la valeur est proche de celle correspon-
dant a` un cisaillement pur. Ainsi dans le mode axisyme´trique la
de´formation macroscopique est inde´termine´e (quelconque dans
le coˆne de´limite´ par les normales a` la surface limite de charge en
ce point).
De plus, une autre rupture de pente (ou un re´gime diffe´rent)
semble e´galement apparaˆıtre pour la surface de charge dans le
cas de cisaillement pur, entre le onzie`me et le douzie`me point de
la courbe (Fig. 6.14, points en violet).
Nous analysons maintenant ces phe´nome`nes a` l’aide des cartes
des champs. La se´rie images de la table (6.16) montre la struc-
ture des bandes de localisations (composante de´viatorique εe du
champ de de´formation) au cours du changement de direction
de chargement applique´e. De meˆme les tables (6.15) et (6.17)
montrent respectivement les zones de de´formation plastique au
sein de la matrice (de´finies par σ(x) = y0), et la composante
moyenne de la contrainte σm, pour des directions de chargement
applique´e diffe´rentes avec une composante en cisaillement et en
pression.
La comparaison avec les bandes de localisation en (2.8) (ob-
tenue dans le mode hydrostatique pur) et la premie`re image
en haut a` gauche de la Tab. (6.16) montre qu’au voisinage du
mode hydrostatique, l’ajout d’une faible composante non nulle
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en cisaillement pur fait disparaˆıtre la moitie´ des bandes de lo-
calisation. Si de meˆme une faible composante de cisaillement
simple est ajoute´e, c’est une autre moitie´ des bandes de locali-
sation qui disparaissent (Fig. 6.19). Ceci correspond a` la perte
de connexion de la zone plastique dans une direction particu-
lie`re (premie`re, seconde et troisie`me image Tab. (6.15) dans le
cas de cisaillement pur). Cette perte de connexion entraˆıne des
directions d’e´coulement plastique macroscopique distinctes dans
les directions x et y.
Une remarque similaire s’applique a` un changement de re´gime
observe´ pour un chargement en contrainte interme´diaire entre
pression et cisaillement (environ au milieu de la Fig. 6.14) dans
le cas de cisaillement pur. Ce changement de re´gime correspond
a` un changement de direction des bandes de localisation qui ne
rejoignent plus un pore avec ses voisins selon les quatre axes
cardinaux mais selon les diagonales de la cellule unite´ (troisie`me
et quatrie`me images, ligne 3 des Fig. (6.16) et (6.15)). Le point
de changement de re´gime a tendance a` se rapprocher du mode
de chargement en cisaillement pur lorsque la porosite´ augmente.
Ainsi, il rejoint l’axe des ordonne´es lorsque f ≈ 0.54.
Aucun changement de re´gime n’apparaˆıt dans la surface de
charge avec chargement en cisaillement simple, car les bandes de
localisation joignent les meˆmes pores que dans le mode de de´-
formation axisyme´trique. Lorsqu’un chargement en cisillement
est applique´ (comprenant une composante en cisaillement pur
et une composante en cisaillement simple), les bandes de loca-
lisation subissent de nouveau des modifications de structure en
certaines directions particulie`res de chargement. La Fig. 6.18
montre quelques images obtenues pour trois directions de char-
gement en cisaillement (cisaillement pur et simple en (a) et (c),
cisaillement interme´diaire en (b)).
L’ensemble de ces re´sultats montre que la direction des bandes
de localisation est fortement influence´e par la direction du char-
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gement impose´. Les instabilite´s observe´es ici sont fortement lie´es
au caracte`re pe´riodique du mate´riau. Lorsque la phase poreuse
est de´sordonne´e, les changements de directions des bandes de
localisation doivent eˆtre d’une nature diffe´rente. Si un angle ap-
paraˆıt, nous nous attendons en particulier a` ce qu’il soit moins
prononce´.
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Fig. 6.13 – Deux images de la composante εPS du champ de de´formation pour
un milieu parfaitement plastique avec chargement impose´ en cisaillement pur,
pour deux concentrations en pores diffe´rentes f = 0.52 (en haut) et f = 0.56
(en bas), avant et apre`s le changement de structure des bandes de localisation.
Voir texte p. 257.
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Fig. 6.14 – Surface limite de charge pour le milieu plastique, calcule´e par la
me´thode par FFT (a` droite). Un agrandissement de cette meˆme surface au
voisinage du point de chargement hydrostatique figure a` gauche. La direction
de chargement posse`de une composante hydrostatique 〈σm〉 (abscisse) et une
composante en cisaillement simple ou cisaillement pur. Les segments partant
de chaque point sont dirige´s dans la direction normale a` la courbe et sont
calcule´s graˆce a` la de´formation plastique macroscopique issue des calculs
nume´riques. Voir texte p. 260.
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Fig. 6.15 – E´volution de la zone de de´formation plastique (vert) lors d’un
chargement en de´formation pour le milieu pe´riodique e´lastique-parfaitement
plastique. La direction de chargement e´volue entre le mode hydrostatique
le´ge`rement perturbe´ (en haut a` gauche) et le mode en cisaillement pur (en
bas a` droite) et chaque image correspond aux points de la Fig. 6.14 (excepte´
le troisie`me en partant du mode PS). La rupture de pente observe´e sur la
surface limite de charge correspond a` un changement de structure de la zone
plastique (dernie`res images ligne 3). Voir texte p. 261.
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Fig. 6.16 – Cartes des champs de de´formation e´quivalente εe (valeurs intense
en rouge, valeurs faibles en noir) lors d’un chargement en de´formation pour
le milieu pe´riodique e´lastique-parfaitement plastique. La direction de charge-
ment est variable et e´volue entre le mode hydrostatique le´ge`rement perturbe´
(en haut a` gauche) et le mode en cisaillement pur (en bas a` droite) et corres-
pond aux points de la Fig. 6.14 (excepte´ le mode hydrostatique). Voir texte
p. 261.
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Fig. 6.17 – Cartes des champs de contrainte moyenne (oppose´ de la pression)
σm. Les valeurs fortes sont en rouge, les valeurs faibles en bleu-noir. Un
chargement en de´formation est applique´ dans un milieu pe´riodique e´lastique-
parfaitement plastique. La direction de chargement est variable et e´volue
entre le mode hydrostatique le´ge`rement perturbe´ (en haut a` gauche) et le
mode en cisaillement pur (en bas a` droite). Les directions de chargement de
ces images correspondent, de gauche a` droite et de haut en bas, aux points
de la Fig. . (6.14), chagement hydrostatique exclu. Voir texte p. 261.
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Fig. 6.18 – Champ de de´formation e´quivalent εe dans le re´seau carre´ de
sphe`res, pour un chargement en de´formation avec composantes non nulles
en cisaillement pur et en cisaillement simple, a` saturation de la contrainte
macroscopique. On observe diffe´rents re´seaux de bandes de localisation selon
la direction de chargement (proche du cisaillement pur en haut a` gauche, et
du cisaillement simple en bas a` droite). Voir texte p. 262.
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Fig. 6.19 – Champ de de´formation e´quivalent εe dans le re´seau carre´ de
sphe`res. Le chargement en de´formation impose´ posse`de une composante hy-
drostatique 〈εm〉 et une composante dans la direction de cisaillement simple
〈εSS〉 ≪ 100 fois plus petite. Le champ est repre´sente´ a` la saturation de la
contrainte macroscopique. Voir texte p. 262.
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6.2.4 Limite dilue´e dans le cas de chargement axisy-
me´trique
Nous pre´cisons dans cette partie le comportement du seuil
plastique effectif dans le re´seau de pores soumis a` un chargement
axisyme´trique en de´formation, dans la limite dilue´e en pores.
Nous savons que pour une cavite´ cylindrique en de´formation
plane (plan de de´formation orthogonale a` la cavite´) la solution
exacte (12) est 〈σm〉 = − log(f)/
√
3. Une question concerne no-
tamment l’influence de la pe´riodicite´ dans le de´veloppement du
seuil plastique effectif pour un chargement axisyme´trique. Nous
supputons que la pe´riodicite´ joue un roˆle y compris dans la li-
mite dilue´e, car lorsque l’e´coulement plastique du mate´riau est
atteint, les zones de de´formation plastique parcourent l’ensemble
du re´seau (y compris pour des porosite´s infiniment petites).
La matrice est incompressible (κ≫ 1) et nous imposons une
de´formation de type ε0 = 〈εm〉. La contrainte moyenne σ0 =
〈σm〉 est finie de`s que f 6= 0 (comme c’est le cas par exemple
pour une sphe`re creuse incompressible parfaitement plastique
soumise a` un chargement radial).
La Fig. (6.20) repre´sente les points de calcul FFT de la contrainte
moyenne 〈σm〉 en fonction de la concentration f → 0, en e´chelle
semi-logarithmique, pour 5 10−5 < f < 0.5 environ. Nous trou-
vons a` une tre`s petite diffe´rence pre`s :
〈σm〉 ≃ −0.25 log(f) + O(1) (6.12)
Le comportement logarithmique en fonction de la porosite´ est
une conse´quence de la plasticite´ parfaite. Le pre´facteur donne´
ici est spe´cifique au caracte´re pe´riodique du milieu. Les zones
de de´formation plastique e´tant tre`s diffe´rentes dans le cas d’une
cavite´ cylindrique, le pre´facteur peut aussi eˆtre vu comme un
terme de´pendant de la configuration des zones plastiques.
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Fig. 6.20 – Calcul par FFT de la premie`re correction en f (porosite´ du
milieu) de la contrainte moyenne effective 〈σm〉 dans un milieu parfaitement
plastique pe´riodique (re´seau de pores), avec chargement axisyme´trique, dans
la limite dilue´e en pores. La courbe pleine repre´sente la loi logarithmique
〈σm〉 ≈ −0.25 ln(f). Voir texte p. 271.
6.3 Conclusion
A` porosite´ fixe´e, la surface limite de charge dans le mate´riau
pe´riodique parfaitement plastique pre´sente des instabilite´s sur
l’axe de chargement hydrostatique. Le changement de pente ou
coin observe´ est associe´ a` des changements brutaux de la struc-
ture des bandes de localisation et ces changements de structures
sont spe´cifiques au mate´riau pe´riodique.
Par ailleurs, dans les modes de chargement en cisaillement
pur ou simple, des bandes de localisation de largeur finie appa-
raissent. Ces structures se modifient fortement lorsque le mode
de chargement est le´ge`rement change´. De meˆme, lorsque la po-
rosite´ varie, deux re´gimes distincts apparaissent pour le seuil
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plastique effectif. Ces re´gimes correspondent a` des changements
de la structure des bandes de localisation.
Le seuil plastique effectif varie comme une puissance 1/2 de
la concentration (σ˜0/σ0 ≃ 1 − f 1/2) dans la limite dilue´e, et
la variance du champ de de´formation est infinie. Dans les ma-
te´riaux viscoplastique en loi de puissance, ces exposants non-
entiers doivent eˆtre le re´sultat d’un changement de re´gime ap-
paraissant dans la limite de plasticite´ parfaite.
Chapitre 7
Milieu de´sordonne´ non-line´aire
Plusieurs auteurs ont sugge´re´ qu’en plasticite´ les mate´riaux
poreux de´sordonne´s exhibent un comportement en ge´ne´ral plus
dur que les mate´riaux pe´riodiques. Francescato et al. (36) cal-
culent des bornes nume´riques du seuil plastique effectif dans un
mate´riau poreux pe´riodique ou ale´atoire, par analyse statique
et cine´matique. Ils trouvent que, a` des porosite´s de l’ordre de
f = 0.01 a` f = 0.16, le mate´riau ale´atoire est plus dur que le
milieu pe´riodique. Ceci est e´galement sugge´re´ par Michel et al.
(82). De plus, Ponte Castan˜eda, trouve, en appliquant la second
me´thode de la the´orie du “second-ordre” (110) (avec me´thode
d’homoge´ne´isation line´aire de Hashin-Shtrikman) que le com-
portement du seuil plastique effectif est en ∼ 1 − γf 2/3 ou` f
est la concentration en vides, pour des mate´riaux de´sordonne´s
forme´s de pores cylindriques avec de´formation applique´e en ci-
saillement. Cet exposant sugge`re e´galement un comportement
plus dur que celui du mate´riau pe´riodique d’exposant 1/2 cal-
cule´ par Drucker. De meˆme en trois dimensions, la correction
est, d’apre`s la the´orie du second-ordre, en ∼ 1−γf log(f), donc
une singularite´ moins forte qu’un exposant non-entier. Nous es-
sayons dans cette partie de de´terminer l’exposant dans le cas
bidimensionnel, et e´tudions de plus certaines caracte´ristiques de
l’e´coulement plastique, d’un point de vue phe´nome´nologique.
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Dans ce chapitre, nous conside´rons un milieu de´sordonne´ po-
reux simule´ par un re´seau ale´atoire de pixels identique a` ce-
lui introduit au Ch. 2. La loi constitutive dans la matrice est
e´lastique-parfaitement plastique en the´orie de la de´formation et
le syste`me est re´solu nume´riquement par la me´thode par trans-
forme´e de Fourier avec fonction de Green “discre`te”.
Ce chapitre se compose de deux parties distinctes. Dans un
premier temps, la porosite´ est fixe´e et la microstructure ale´atoire
est soumise a` une de´formation dans une direction de chargement
donne´e (de type compression ou cisaillement). Au cours d’un
tel chargement, les zones de de´formation plastique apparaissent
puis croissent jusqu’a` ce que le mate´riau atteigne son e´coule-
ment plastique macroscopique. A` ce moment, la contrainte ma-
croscopique a atteint le seuil plastique effectif. L’e´volution d’un
tel syste`me est de´crite statistiquement au moyen de grandeurs
ge´ome´triques relatives aux zones de de´formation plastique et
calcule´es graˆce aux cartes des champs des simulations par trans-
forme´e de Fourier (seuls certains aspects de cette e´volution sont
examine´s). Dans un second temps, sont e´tudie´es les proprie´te´s
me´caniques du milieu de´sordonne´ lorsque le seuil plastique ef-
fectif est atteint, apre`s une de´formation suffisamment grande.
Le seuil plastique effectif et les distributions des champs sont
e´tudie´es en fonction de la porosite´ et du mode de chargement.
Des re´sultats spe´cifiques au comportement du seuil plastique ef-
fectif dans la limite dilue´e en pore sont e´galement discute´s. Une
comparaison avec le re´seau pe´riodique ide´al de disques poreux
(Ch. 6) est effectue´e.
7.1. E´coulement plastique dans un milieu poreux de´sordonne´ 277
7.1 E´coulement plastique dans un milieu po-
reux de´sordonne´
7.1.1 But et inte´reˆt
Remarques pre´liminaires
Dans ce travail, nous conside´rons un milieu ale´atoire“binaire”
poreux, de type “pixel” comme de´fini au Ch. 2, approxime´ par
une microstructure pe´riodique de cellule e´le´mentaire carre´e de
taille N ≫ 1 contenant un grand nombre de pixels. Des axes
carte´siens Ox, Oy sont de´finis a` partir de son centre O et toutes
les longueurs sont normalise´es par rapport aux dimensions de la
cellule de sorte que les coˆte´s de la cellule valent 1 et N2 de´signe
le nombre de pixels dans la cellule unite´.
La microstructure est compose´e d’une phase e´lastique-parfaitement
plastique (matrice, phase α = 1) et d’une phase poreuse sous la
forme d’une distribution ale´atoire de vides de la taille du pixel
(phase α = 2). La porosite´ est la concentration volumique de
vides c(2) ≡ f . La phase poreuse“percole”ge´ome´triquement pour
f ≃ 0.59 (122; 120).
Si l’on excepte les effets d’anisotropie du re´seau, les deux
modes de cisaillement simple (SS) et cisaillement pur (PS) sont
e´quivalents dans le milieu de´sordonne´. Nous nous restreignons
par conse´quent a` deux modes de chargement en de´formation :
le mode hydrostatique, et le mode de chargement en cisaille-
ment simple. Dans le mode hydrostatique (resp. cisaillement
simple), seule la composante 〈εm〉 de la de´formation applique´e
(resp. 〈εxy〉) est non nulle. Occasionnellement, un mode de char-
gement en cisaillement pur a e´te´ envisage´ pour comparer les
re´sultats avec le cisaillement simple, afin d’appre´cier les effets
e´ventuels du re´seau.
Le milieu est compressible avec un module de compressibilite´
κ = 1 et le seuil plastique dans la matrice vaut y0 = 1/2 (ces
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valeurs ont e´te´ fixe´es arbitrairement). Le module de cisaillement
(dans le re´gime e´lastique de la loi constitutive dans la matrice)
est µ = 0.4 (voir Eq. 2.11).
But
Nous souhaitons e´tudier dans cette partie l’apparition au sein
de la matrice des zones de de´formation plastique d’un point de
vue phe´nome´nologique. On suppute que dans un mate´riau de´sor-
donne´, les effets de ces zones sur le comportement me´canique
global sont un phe´nome`ne “collectif”; on entend par la` que la
me´canique du mate´riau doit eˆtre lie´e a` des phe´nome`nes de corre´-
lation (sous une forme non pre´cise´e) entre zones de de´formation
plastique. On peut dans un premier temps, comparer les pro-
prie´te´s me´caniques macroscopique avec certaines quantite´s ge´o-
me´triques statistiques portant sur les distributions en taille des
zones (amas) de de´formation plastique, comme le volume total
de la phase plastique, le volume du plus gros amas, les taux de
coalescence, les phe´nome`nes de percolation.
Dans les cartes des champs, la localisation sous forme de
bandes de forte intensite´ du champ de de´formation (compo-
sante moyenne εm ou partie e´quivalente en cisaillement εe) et
les bandes de de´formation plastique qui les contiennent sont les
phe´nome`nes les plus remarquables. Par exemple, dans un milieu
ale´atoire soumis a` un chargement hydrostatique la composante
moyenne du champ de de´formation prend une forme de type
fractale (Fig. 7.2). La carte des zones de de´formation plastique
( Tab. 7.3) prend elle aussi une structure fractale. La forme bi-
naire de cette dernie`re (ou “tertiaire” en comptant les pores)
est en revanche plus facile a` quantifier car elle ne posse`de pas
un ensemble continu de niveaux d’intensite´. Dans cette e´tude,
nous de´finirons des crite`res ge´ome´triques statistiques base´s sur
la structure en amas des zones de de´formation plastique. Ces in-
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dicateurs ge´ome´triques seront e´tudie´s au cours d’un meˆme mode
de chargement.
Morphologie des zones de de´formation plastique
L’observation des champs permet de mieux cerner la struc-
ture pertinente a` envisager et la fac¸on dont elle doit eˆtre de´fi-
nie. D’une manie`re ge´ne´rale, les zones de de´formation plastique
se de´veloppent a` partir des pores. Au de´but de la de´formation
d’un mate´riau, les niveaux de contrainte sont en effet d’ordinaire
plus e´leve´s au voisinage des cavite´s (voir par exemple le cas du
re´seau carre´ parfait de disques poreux, Fig. 2.7). Il semble donc
plus approprie´ de regrouper les vides et les zones de la matrice
de´forme´es plastiquement sous une meˆme “phase”, appele´e par
la suite phase “vide-plastique”. Du point de vue me´canique les
deux re´gions “plastique” et poreuse ont un module d’e´crouissage
apparent nul (aucun accroissement de contrainte locale n’est ob-
serve´ pour une petite augmentation de la de´formation locale).
Nous distinguerons donc au total deux pseudo-phases au sein
du mate´riau : la phase “vide-plastique” et la phase “e´lastique”,
constitue´e des parties de la matrice qui ne sont pas soumises a`
une de´formation plastique.
De´compte des amas vide-plastique
Nous partitionnons la phase vide-plastique en un ensemble
d’amas. Ces amas sont de´termine´s par les liens entre pixels ad-
jacents. Par exemple, on peut conside´rer qu’un pixel est lie´ avec
ses quatre voisins les plus proches (en haut, en bas, a` droite
et a` gauche dans le re´seau). Les amas sont alors les ensembles
de pixels connecte´s (nous appellerons par la suite cette me´thode
calcul par“1er voisin”). Ide´alement, la distribution des amas dans
la matrice ne doit pas eˆtre tre`s sensible a` la de´finition exacte des
liens entre pixels. Or dans les simulations nume´riques par FFT
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avec fonction de Green“continue”, le de´compte des amas au sein
de la phase vide-plastique est rendu difficile par les variations a`
haute fre´quence des champs qui ne permettent pas de distinguer
certains amas les uns des autres (champs en “damier”, Fig. 7.3).
Nous re´solvons ce proble`me par l’utilisation de la fonction de
Green discre`te (voir Ch. 2).
Une seconde difficulte´ re´side dans les zones de de´formation
plastique de´connecte´es des pores. Ce proble`me est le plus e´vident
lorsque le mate´riau est soumis a` une de´formation en cisaillement.
Qu’il s’agisse d’un milieu de type“pixel”ou meˆme forme´ de pores
de taille finie, certaines zones de de´formation plastique dans les
cartes des champs apparaissent de´connecte´es des vides (Fig. 7.4).
Dans les images, une faible bande de matrice soumise localement
a` une de´formation e´lastique se´pare les pores des zones de de´for-
mation plastique. Nous nous attendons au contraire a` ce que
les zones de de´formation plastique se de´veloppent a` partir du
pore, et en restant connecte´es a` celui-ci. Certains de ces amas
se connectent par la suite avec un pore apre`s un petit accrois-
sement de la de´formation, d’autres croissent en restant proches
d’un pore sans le toucher. Dans un milieu “pixel” ce phe´nome`ne
a pour effet de de´connecter pendant un petit intervalle de de´for-
mation applique´e certains amas des pores a` une distance d’au
plus 2 ou 3 pixels, essentiellement au de´but de la formation des
amas. Ces amas de´connecte´s surgissent continuˆment au cours
du chargement dans un milieu de´sordonne´. L’origine exacte de
ce phe´nome`ne n’est pas connue, mais une hypothe`se est qu’il
est lie´ a` la re´versibilite´ de la loi e´lastique-parfaitement plastique
dans la matrice. Celle-ci permet des de´charges locales dans la
matrice, notamment au niveau des ponts de de´formation plas-
tique qui lient les amas plastiques aux pores. Ces ponts sont
potentiellement tre`s fins, comme en te´moigne la Fig. (6.7), ou` la
zone plastique est “e´trangle´e” au niveau du pore.
Avec l’apparition d’amas plastiques de´connecte´s des vides, le
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nombre d’amas vide-plastique peut e´galement croˆıtre au cours
du chargement. Nous souhaitons au contraire de´finir les amas
vide-plastique de sorte que le nombre d’amas de´croisse stricte-
ment au fur et a` mesure que les zones de de´formation plastique
joignent les pores. Une premie`re solution consiste a` de´finir des
liens sur un nombre de voisins plus e´leve´. Pour une microstruc-
ture de porosite´ 3% et une de´formation en cisaillement simple de
100% (〈εxy〉 = 1), le taux d’amas (au sens des 1er voisins) de´con-
necte´s apparaissant dans la matrice est de 22% (ce chiffre signifie
qu’environ un amas sur 5 cre´e´ passe par un stade ou` il est de´con-
necte´ d’un vide). Ce nombre tombe a` 2.9% pour les amas de´finis
au sens des seconds voisins (8 pixels adjacents) et 0.2% pour
les troisie`mes voisins (12 pixels adjacents). Mais cette me´thode
a e´galement pour effet inde´sirable de connecter artificiellement
un nombre important de pores a` chargement nul et a fortiori
engendre ensuite des connections entre amas vide-plastiques en
surnombre. Une seconde solution consiste a` connecter chaque
amas vide-plastique sans pore a` l’amas vide-plastique le plus
proche contenant un pore. On s’assure ainsi que les zones de
de´formation plastique se de´veloppent “autour” d’un pore, sans
perturber l’ensemble des autres liens existants. Chaque amas
vide-plastique contient ainsi toujours au moins un pixel de la
phase poreuse. Nous appelons par la suite cette me´thode “1er
voisin corrige´”. Dans la Fig. 7.5 le nombre d’amas vide-plastiques
est repre´sente´ en fonction du chargement applique´ (de´formation
hydrostatique), selon les deux me´thodes“1er voisin”et“1er voisin
corrige´”.
Dans la suite, les amas de zone vide-plastiques sont de´finis
au sens de la me´thode “1er voisin corrige´”. Au de´but d’un char-
gement, la matrice se de´forme e´lastiquement et les amas vides-
plastiques sont les amas de pores, en nombre un peu infe´rieur
au nombre de pixels de vide. Lors de la de´formation plastique,
chaque amas contient au moins un vide (ceci permettant au
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besoin d’identifier facilement un meˆme amas tout au long du
chargement, les pores e´tant fixes).
De´finitions
Nous conside´rons un mate´riau ale´atoire “pixel” de porosite´
f fixe´e soumis a` un chargement en de´formation macroscopique
hydrostatique ε0 = 〈εm〉, ou en cisaillement simple ε0 = 〈εxy〉.
Appelons N(ε0) le nombre total d’amas vide-plastiques, de´-
pendant du chargement applique´. Ce nombre de´croˆıt au fur et
a` mesure que les bandes de de´formation plastique rejoignent
les pores (Fig. 7.5). Nous normalisons le nombre d’amas vide-
plastiques par le nombre d’amas initial en de´finissant la quantite´
n(ε0) = N(ε0)/N(0), comprise entre 0 et 1.
Le volume maximal des amas vide-plastiques vmaxp (ε0) est le
volume du plus gros amas vide-plastique.
La percolation de la phase vide-plastique est de´finie comme
la percolation ge´ome´trique, dans les deux directions x et y des
amas vide-plastique. Dans la limite de tailles de syste`me infi-
nies (L → ∞), le seuil de percolation est en effet inde´pendant
de l’e´chantillon avec une probabilite´ de 1 (i.e. sauf pour un en-
semble d’e´chantillons de mesure nulle sur l’ensemble des e´chan-
tillons). La percolation de rigidite´, qui est l’extension me´canique
de la percolation ge´ome´trique conside´re´e ici, n’est pas e´tudie´e.
Ne´anmoins, les re´sultats qui suivent semble justifier, dans une
premie`re approche tout au moins, dans le mate´riau bidimension-
nel e´tudie´ ici, une de´finition ge´ome´trique (connectivite´ simple)
de la percolation. Pour une e´tude des deux types de percolation,
voir (86). Dans la pratique, un amas de longueur infinie apparaˆıt
dans un premier temps dans l’une des directions x ou y. A` une
de´formation le´ge`rement supe´rieure, il acquiert une e´tendue in-
finie dans l’autre direction, balayant alors l’ensemble du re´seau
par pe´riodicite´. Par exemple, pour un chargement en de´forma-
7.1. E´coulement plastique dans un milieu poreux de´sordonne´ 283
tion hydrostatique avec une porosite´ de 3%, les percolations dans
les directions x et y intervenant aux alentours de ε0 ≈ 0.7 sont
se´pare´es d’un incre´ment de de´formation d’environ δε0 < 0.01. La
se´paration entre les deux e´ve´nements disparaˆıt apre`s moyenne
sur un nombre suffisamment grand d’e´chantillons (non entreprise
ici) ; par la suite, nous ne distinguerons pas les deux e´ve´nements.
La percolation de la phase vide-plastique pour un e´chantillon
donne´ est de plus tre`s proche du point d’inflexion de la courbe
vmaxp (ε0), et est calcule´e de manie`re approche´e comme le moment
ou` le saut entre deux points de cette courbe est maximum.
Un e´ve´nement de coalescence des amas vide-plastique sur-
vient apre`s incre´ment de la de´formation applique´e, lorsque deux
amas vide-plastique (ou plus) n’en forment plus qu’un. Le nombre
d’e´ve´nements de coalescence entre deux e´tapes de chargement
proches est le nombre d’amas vide-plastique en moins entre les
deux chargements. D’apre`s nos de´finitions, ce nombre est bien
toujours positif.
Le taux de coalescence des amas rc(ε0) est dans le meˆme ordre
d’ide´e, le nombre d’e´ve´nements de coalescence par incre´ment de
de´formation. Il vaut :
rc(ε0) =
∂n(ε0)
∂ε0
. (7.1)
Le volume normalise´ de la phase plastique fp = vp/(1 − f)
est, suivant les notations expose´es dans les chapitres pre´ce´dents,
le volume vp de la “phase plastique” (zones de la matrice qui
se de´forment plastiquement) divise´ par le volume de la matrice
c(2) = 1− f .
La proportion de vides isole´s note´e i(ε0) est la proportion
d’amas vide-plastique forme´s uniquement de vides (indicateur
de´croissant compris entre 0 et 1).
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Simulations nume´riques
Les calculs par FFT pre´sente´s dans cette section ont e´te´
obtenus pour des tailles de syste`me de 5122, 10242 et 20482
pixels dans la cellule unite´. Le milieu e´lastique-parfaitement
plastique de microstructure poreuse ale´atoire est soumis a` un
chargement en de´formation croissant dans une direction donne´e.
Dans le mode hydrostatique, la de´formation macroscopique est
〈εij〉 = ε0δij et 〈εij〉 = ε0(1−δij) dans le mode de cisaillement. Le
parame`tre scalaire de chargement ε0 > 0 prend une succession
de valeurs croissantes re´gulie`rement espace´es de`s que le re´gime
de de´formation plastique est atteint. La convergence de chaque
point de calcul FFT est assure´e par un crite`re absolu portant
sur les conditions d’e´quilibre (divergence de la contrainte)√
〈||div · σ(x)||2〉
〈σ(x)〉 : 〈σ(x)〉 < η, (7.2)
ou` η est la tole´rance requise. Des ite´rations supple´mentaires sont
calcule´es pour satisfaire au second crite`re :√
〈σn+1(x)− σn(x)〉 : 〈σn+1(x)− σn(x)〉
〈σn+1(x)〉 : 〈σn+1(x)〉 < η
′, (7.3)
entre deux ite´rations n et n+ 1 de l’algorithme par FFT (σi(x)
est le champ de contrainte a` l’e´tape i). Dans les calculs par
FFT avec N = 2048 on a, par exemple, choisi η = 5.10−6 et
η′ = 5.10−5. Le crite`re (7.3) portant sur la contrainte macro-
scopique permet d’obtenir des courbes de contrainte plus uni-
formes et notamment de calculer jusqu’a` la de´rive´e seconde de
la contrainte macroscopique par rapport a` la de´formation. Les
re´sultats sont peu diffe´rents sinon plus bruite´s avec les tailles
plus faibles N = 1024 ou N = 512 et avec des valeurs de tole´-
rances η ou η′ 10 fois plus grandes. De plus, 2 a` 3 e´chantillons
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ont e´te´ simule´s pour la taille N = 2048. Ils introduisent des dif-
fe´rences marginales dans les re´sultats obtenus, a` l’exception des
quantite´s portant sur le volume du plus gros amas au voisinage
de la percolation. Il s’ave`re que la tole´rance η des calculs est un
facteur plus discriminant que le nombre d’e´chantillons pour une
taille donne´e. En conse´quence, nous n’avons pas proce´de´ a` une
moyenne sur plusieurs e´chantillons.
Les calculs portant sur les amas ont e´te´ re´alise´s graˆce a` l’al-
gorithme de Hoshen-Kopelman(49) (le de´compte des liens entre
pixels dans la cellule unite´ tient bien suˆr compte de la pe´riodi-
cite´).
Test de pre´cision de la me´thode par FFT
Un test de la pre´cision des calculs dans le milieu pixel avec
fonction de Green discre`te est donne´ au Tab. 7.1. Le test porte
sur le calcul de la contrainte effective macroscopique dans le
milieu de´sordonne´ soumis a` un chargement hydrostatique. Une
se´rie de 9 calculs (lignes 2-10) a e´te´ effectue´e avec 3 syste`mes
de taille distincte N = 512, 1024, 2048 (N2 est le nombre de
pixels dans la cellule unite´) et pour chaque taille de syste`me, 3
valeurs diffe´rentes des parame`tres de convergence η, η′ (Eqs. 7.2,
7.3). Dans la dernie`re colonne est inscrit le nombre total d’ite´-
rations (I) re´sultant des calculs. Les comparaisons sont donne´es
au chargement 〈εm〉 = 0.95 pour lequel le seuil plastique effectif
est quasi atteint
Les quatre lignes du bas sont des estimations des valeurs li-
mites de la contrainte a` chaque taille de syste`me lorsque la tole´-
rance d’erreur tend vers 0 et sur la dernie`re ligne une estimation
de la valeur limite de la contrainte pour une taille infinie. Elles
ont e´te´ calcule´es en supposant que la convergence dans chacun
des cas suit une loi de puissance, de type 〈σm〉 = σ0 + β/Iα
et 〈σm〉 = σ0 + β/Nα ou` α et β sont des parame`tres et σ0 la
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valeur limite dans chaque cas. Les valeurs de l’exposant α sont
e´galement donne´es en dernie`re colonne. Le re´sultat final permet
d’estimer la valeur de la contrainte effective par cette me´thode a`
10−3 pre`s en erreur absolue (l’erreur relative est du meˆme ordre).
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Fig. 7.1 – Les trois“phases”du re´seau de pixels pour la simulation d’un milieu
plastique poreux : pores, matrice de´forme´e e´lastiquement, matrice soumise a`
une de´formation hydrostatique. Voir texte p. 293.
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Fig. 7.2 – Exemple de champ de de´formation obtenu pour un milieu ale´a-
toire e´lastique-parfaitement plastique de type“pixel” soumis a` un chargement
hydrostatique en de´formation (partie e´quivalente de εe de la de´formation,
agrandissement, calcul avec fonction de Green continue). Le champ acquiert
une structure fractale avec des gammes d’intensite´ diffe´rente pour les bandes
de localisation. Voir texte p. 278.
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N η η′ 〈σm〉 I (×1000)
512 2.5.10−5 2.5.10−5 0.5091 12.0
512 1.125.10−5 1.125.10−5 0.5075 18.5
512 5.10−7 5.10−7 0.5050 88.8
1024 8.10−7 8.10−6 0.5089 22.4
1024 4.10−7 4.10−6 0.5079 36.0
1024 2.10−7 2.10−6 0.5074 59.1
2048 4.10−5 4.10−4 0.5201 3.6
2048 10−5 10−4 0.5144 6.4
2048 5.10−6 5.10−5 0.5126 8.7
N η η′ 〈σm〉 α
512 0 0 0.5042± 4.10−4 0.9
1024 0 0 0.5070± 4.10−4 1.5
2048 0 0 0.5084± 4.10−4 1.2
∞ 0 0 0.510± 10−3 1.0
Tab. 7.1 – Lignes 1 a` 10 : se´rie de 9 calculs par FFT avec fonction de Green
discre`te de la contrainte macroscopique 〈σm〉 (colonne 4) dans un milieu
de´sordonne´ poreux de concentration en vides f = 3% de type “pixel”, a`
diffe´rentes tailles N du syste`me (colonne 1) et diffe´rentes tole´rances impose´es
η, η′ (colonnes 1, 2 resp.). Le nombre total d’ite´rations I de chaque calcul
est donne´ en colonne 5. Lignes 11 a` 15 : estimations successives de la valeur
limite de la contrainte macroscopique pour une tole´rance nulle (lignes 12-
14) et estimation de la valeur re´elle de la contrainte dans la limite de tailles
infinies (ligne 15). Voir texte pour plus de de´tails.
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Fig. 7.3 – Illustration du proble`me du de´compte des amas de “zones plasti-
ques” dans un milieu ale´atoire (avec pores en forme de disques de taille supe´-
rieure au pixel) : la zone de la matrice soumise a` une de´formation plastique
est colore´e en rouge (agrandissement d’un calcul effectue´ avec la fonction de
Green “continue”, de´formation hydrostatique). Les pores sont en blanc, les
zones de la matrice de´forme´es e´lastiquement en noir. Voir texte p. 280.
Fig. 7.4 – Amas de matie`re (en rouge) soumis a` une de´formation en ci-
saillement simple dans un milieu plastique ale´atoire (avec pores en forme de
disques de taille supe´rieure au pixel). Tous les amas ne sont pas joints aux
pores (calcul avec fonction de Green “discre`te”). Les pores sont en blanc, les
zones de la matrice de´forme´es e´lastiquement en noir. Voir texte p. 280.
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Fig. 7.5 – Nombre d’amas de la zone mixte matrice de´forme´e plastiquement-
pores dans un milieu poreux de´sordonne´ e´lastique-parfaitement plastique sou-
mis a` un chargement hydrostatique en de´formation. Deux quantite´s corres-
pondant a` deux de´finitions diffe´rentes des amas sont trace´es, calcule´es par la
me´thode de premier voisin et par la me´thode de premier voisin corrige´, ou`
chaque amas de´connecte´ apparaissant est relie´ au pore le plus proche (voir
texte). Ces nombres sont trace´s en fonction de l’intensite´ du chargement ma-
croscopique εm. Voir texte p. 281.
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7.1.2 De´formation hydrostatique
La Fig. (7.6) repre´sente l’ensemble des quantite´s de´finies pre´-
ce´demment pour un milieu ale´atoire “pixel” soumis a` un charge-
ment en de´formation hydrostatique 〈εij〉 = ε0δij avec concentra-
tion en pores f = 3%.
Re´sultats et interpre´tation
Dans la Fig. (7.6) sont repre´sente´s deux types de donne´es,
toutes exprime´es en fonction du chargement macroscopique iso-
trope ε0 = 〈εm〉. La contrainte moyenne σ0 = 〈σm〉 dans le
syste`me, seule composante non nulle du tenseur macroscopique
de contrainte, est en noir (des courbes e´quivalentes sont pour
information montre´es dans la Fig. 7.2). La de´rive´e seconde de la
contrainte macroscopique σ0 en fonction de la de´formation impo-
se´e ε0 est en bleu fonce´ (l’oppose´e de la de´rive´e seconde est trace´e
sur le graphique). Les autres courbes repre´sentent les calculs ge´o-
me´triques effectue´s sur les amas vide-plastiques : concentration
fp de la phase plastique (rouge), nombre d’amas normalise´ n(ε0)
(jaune), proportion de vides isole´s n(ε0) (mauve), le volume du
plus gros amas vmaxp (ε0) (fuschia), enfin le taux de coalescence
rc(ε0) (courbe bruite´e en violet, ce dernier a e´te´ multiplie´ par
un facteur arbitraire pour mieux ressortir aux coˆte´s des autres
courbes). Diffe´rents re´gimes de de´formation que nous interpre´-
terons plus bas apparaissent (nume´rote´s 1 a` 4 et de´limite´es par
des traits pointille´s en gris e´pais sur la figure).
Les premie`res zones de de´formation plastique dans la ma-
trice apparaissent aux alentours de ε0 = 0.12, aux endroits ou`
les pores sont les plus proches les uns des autres (le re´gime de
de´formation e´lastique a` ε0 < 0.7 est note´ 1 sur le graphique).
Dans le second re´gime, pour environ 0.12 < ε0 < 0.33, la
concentration fp de zone plastique augmente rapidement et la
proportion de vides isole´s tombe de 1 a` 0. Ce stade peut eˆtre
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interpre´te´ comme un re´gime “local” ou` les zones de de´formation
plastique se de´veloppent de manie`re presque homoge`ne autour
de chaque pore (voir par exemple la Fig. 7.1 qui correspond a` ce
stade). Un stade de localisation pre´coce apparaˆıt e´galement. On
observe que la partie e´quivalente εe =
√
ε2SS + ε
2
PS du tenseur de
de´formation acquiert petit a` petit de fortes valeurs confine´es a`
quelques pixels de grande intensite´ adjacents aux pixels de vide.
Nous pouvons interpre´ter ce re´gime comme le pendant ale´atoire
des premie`res bandes de localisation fines observe´es autour d’un
pore circulaire unique soumis a` un chargement hydrostatique.
Ceci est illustre´ dans le cas du re´seau pe´riodique ide´al de sphe`res
(Ch. 2.6.4). ou` un stade de localisation de la de´formation appa-
raˆıt de manie`re concomitante au de´veloppement d’une zone de
de´formation plastique (ce stade n’est vraisemblablement pas in-
fluence´ par la pe´riodicite´ du milieu), dans lequel un re´seau com-
plexe de bandes de localisation apparaˆıt autour du pore. Ces
bandes de localisation fines ne rejoignent pas encore les pores
entre eux.
Toujours dans le re´gime 2, la de´rive´e seconde de la contrainte
macroscopique ∂2σm/∂ε
2
0 passe par un minimum de valeur finie
(cf. le maximum sur la courbe retourne´e trace´e Fig. 7.6). Ce
minimum n’est pas un artefact nume´rique car il ne de´pend pas
de la pre´cision des calculs. Il tend vers −∞ lorsque la porosite´
tend vers 0 (la contrainte macroscopique tendant a` ve´rifier sim-
plement la loi dans la matrice). Le taux de coalescence rc(ε0)
subit une variation similaire (il semble qu’une corre´lation existe
entre les deux quantite´s, elle sera exploite´e plus loin).
La fin du re´gime 2 est de´finie comme l’instant ou` tous les pores
ont de´veloppe´ autour d’eux une zone de de´formation plastique
(i(ε0) = 0). Celle-ci survient environ a` la meˆme de´formation que
les diffe´rences de pente observe´es sur les de´rive´es secondes de la
contrainte ∂2σ0/∂ε
2
0, le taux de coalescence rc(ε0) et sur la frac-
tion de volume plastique fp. A` ce stade un re´gime distinct (3) ap-
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paraˆıt aux alentours du chargement ε0 ≈ 0.32. On suppute que
c’est a` partir de ce moment, que les zones de de´formation plas-
tique acquie`rent une forme plus complexe, sous forme de bandes
reliant un nombre partiel d’amas entre eux (structure fractale
naissante). Cette se´lection est a` priori la conse´quence d’effets de
corre´lation a` longue-distance des pores, et d’un comportement
macroscopique prononce´ de la structure de´sordonne´e (voir par
exemple les phe´nome`nes d’avalanche dans les empilements gra-
nulaires dans (121), ou` apparaissent des amas “fluidifie´s” lors de
la transition entre syste`me statique et dynamique).
Est-elle associe´e a` l’existence dans le re´seau discret d’une
e´chelle de longueur (comme la longueurs caracte´ristique des bandes
de plasticite´) qui croˆıt avec le chargement jusqu’a` recouvrir l’en-
semble du syste`me ? Le de´veloppement des bandes de plasticite´
s’ope`re en effet sur un nombre de plus en plus restreint de bandes
lorsque la de´formation croˆıt, joignant un nombre partiel de pores
et laissant de coˆte´ des vides isole´s. Nous notons que les bandes
de localisation de la de´formation sont d’intensite´ variable, par
conse´quent la “se´lection” de ces pores est elle-meˆme relative. A`
partir des re´sultats nume´riques par FFT, nous observons que
de manie`re non surprenante, les bandes de localisation semblent
d’autant plus intenses qu’elles passent par des chemins sur les-
quels la densite´ de pore est la plus grande. On remarque que ce
phe´nome`ne de se´lection des pores s’accompagne d’une baisse du
rythme de croissance de volume plastique fp. Ainsi les structures
des bandes a` des e´chelles de plus en plus grandes mais de vo-
lume augmentant plus faiblement permettent une de´formation a`
moindre couˆt du mate´riau (dans la phase plastique, la contrainte
e´quivalente est maximale) .
Ce re´gime se poursuit jusqu’au de´veloppement d’un plus gros
amas vide-plastique surpassant tous les autres. Le syste`me at-
teint la percolation a` environ ε0 = 0.7. Sur le graphe (7.6),
le re´gime qui s’ensuit est note´ 4. De manie`re analogue au re´-
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seau pe´riodique de pores (e´tudie´ en Sec. 2.6.4 avec chargement
hydrostatique identique), on remarque que la percolation de la
zone plastique survient lorsque la contrainte macroscopique est
(presque) sature´e. Dans le cas du milieu ale´atoire, il n’y a pas
de saturation nette de la contrainte, mais, a` partir de ce stade,
une lente augmentation de la contrainte avec le chargement ap-
plique´. Ce phe´nome`ne ne semble pas eˆtre duˆ a` des proble`mes
de convergence des calculs : on remarque que la concentration
fp de la phase plastique augmente elle aussi, ce qui montre que
le mate´riau continue de subir des modifications. Signalons par
ailleurs que le volume des zones plastiques de´connecte´es du plus
gros amas vp(ε0)−vmaxp (ε0) est tre`s proche, a` une constante pre`s,
de la de´rive´e de la contrainte macroscopique ∂σ0/∂ε0. Ceci sug-
ge`re que l’augmentation lente de la contrainte est due aux zones
de de´formation plastique de´connecte´es du plus gros amas, qui
continuent de croˆıtre et s’agre`gent petit a` petit a` l’amas perco-
lant. Ceci n’a cependant pas e´te´ ve´rifie´e quantitativement direc-
tement (voir cependant la formule empirique 7.5). Par ailleurs,
des images du plus gros amas vide-plastique peu de temps apre`s
la percolation (image (d) Fig. 7.10) sugge`rent que la plupart des
re´gions de l’amas percolant croissent. En ce sens, l’amas tout en-
tier est peu diffe´rent de son “e´pine dorsale” (zones de transport
plastique de la matie`re).
Dans la re´gime 4, les bandes de localisation ont atteint leur
structure fractale, ainsi que la forme des zones de de´formation
plastique au sein du mate´riau.
Formule empirique
Une formule empirique permet de relier la contrainte macro-
scopique avec les crite`res morphologiques de la zone plastique
de´finis pre´ce´demment. On observe que le taux de coalescence
i(ε0) est corre´le´ a` la de´rive´e seconde de la contrainte macrosco-
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pique σm dans les re´gimes 1 et 2, ou encore le nombre d’amas
N(ε0) avec le module d’e´crouissage (module tangent de com-
pressibilite´). Dans le re´gime 4, on s’aperc¸oit que des corre´lations
existent entre la contrainte et l’inte´grale du volume de zone plas-
tique de´connecte´ du plus gros amas. La formule suivante exprime
la contrainte macroscopique en fonction du nombre d’amas vide-
plastique N(ε0), du volume de la phase plastique vp = (1− f)fp
et du volume du plus gros amas plastique vmaxp (ε0) :
σ0 = 〈σm〉 ∼=
∫ ε0
0
dε0
{
2κ˜
N(ε0)−N(∞)
N(0)−N(∞) + α
[
vp(ε0)− vmaxp (ε0)
]}
,
(7.4)
ou` κ˜ est le module de compressibilite´ effectif du milieu au de´but
du chargement (re´gime line´aire), et α = −0.41 est un parame`tre.
Une comparaison entre le calcul direct par FFT de la contrainte
macroscopique et la formule empirique ci-dessus est repre´sente´e
Fig. (7.8).
Cette formule, de´pendant de deux parame`tres ajustables α
et µ˜ est compose´e de deux termes. Le premier, faisant interve-
nir le nombre d’amas N(ε0) (normalise´), exprime une relation
de quasi-proportionnalite´ entre le module e´lastique tangent et
le nombre total d’amas, dans le re´gime (2). Au Ch. (2), nous
avons interpre´te´ la saturation de la contrainte macroscopique
comme la percolation (dans un cas pe´riodique) des zones de de´-
formation plastique. La formule empirique ci-dessus sugge`re que,
plus ge´ne´ralement, chaque zone de de´formation plastique isole´e
contribue a` l’augmentation de la contrainte macroscopique, pour
un incre´ment de de´formation applique´e. Ajoutons que, pour un
meˆme e´chantillon, nous avons observe´ des corre´lations entre les
e´carts statistiques de N(ε0) et ceux du module tangent ∂σ/∂ε
Le deuxie`me terme fait intervenir la diffe´rence entre deux
quantite´s qui se rapprochent l’une de l’autre dans la limite d’e´cou-
lement plastique, la fraction surfacique d’amas plastiques en de-
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hors du plus gros amas, et correspond au re´gime (4) de satura-
tion. Dans le re´gime (3), les deux quantite´s interviennent.
0 0.5 1 1.5
ε0
0
0.2
0.4
0.6
0.8
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f = 0.1
f = 0.01
f = 0.05
f = 0.3
f = 0.2
f = 0.02
Tab. 7.2 – E´volution de la contrainte moyenne macroscopique σ0 = 2〈σm〉
(haut), au cours d’un chargement en de´formation hydrostatique en fonction
de la de´formation macroscopique ε0 = 〈εm〉 pour un milieu plastique de´sor-
donne´ de type “pixel”. Voir texte p. 292.
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Fig. 7.6 – Les diffe´rents re´gimes du milieu ale´atoire plastique au cours d’un
chargement en de´formation hydrostatique. La contrainte moyenne macrosco-
pique σ0 = 〈σm〉 (noir) est repre´sente´e en fonction de la de´formation moyenne
macroscopique ε0 = 〈εm〉. Les autres courbes sur ce graphique sont la concen-
tration normalise´e de volume plastique fp = vp/(1 − f) (rouge), la de´rive´e
seconde de la fonction σ0(ε0) calcule´e nume´riquement (bleu fonce´), le nombre
total normalise´ d’amas plastique n(ε0) (jaune), la proportion de vides isole´s
i(ε0) (mauve), le volume du plus gros amas v
max
p (ε0) (fuchsia), et le taux de
coalescence des amas r(ε0) (mauve) (voir texte pour les de´finitions exactes).
Les courbes de la contrainte macroscopique, de ses de´rive´es et le taux de
coalescence ont e´te´ re´duits par souci de lisibilite´. Voir texte p. 292.
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Fig. 7.7 – Les diffe´rents re´gimes du milieu ale´atoire plastique au cours d’un
chargement en de´formation en cisaillement simple. La contrainte e´quivalente
macroscopique σ0 = 2〈σxy〉 (noir) est repre´sente´e en fonction de la de´forma-
tion e´quivalente macroscopique ε0 = 〈εxy〉. Les autres courbes sur ce gra-
phique sont la concentration de volume plastique fp(ε0) = vp(ε0)/(1 − f)
(rouge), la de´rive´e seconde de la fonction σ0(ε0) calcule´e nume´riquement (en
bleu fonce´), la proportion de vides isole´s (marron), le volume du plus gros
amas vmaxp (ε0) (fuchsia) et le nombre d’e´ve´nements de coalescence des amas
r(ε0) (mauve) (voir texte pour les de´finitions exactes). La de´rive´e seconde de
la contrainte et le taux de coalescence ont e´te´ re´duits sur le graphique. Voir
texte p. 304.
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Fig. 7.8 – Courbe repre´sentant la contrainte moyenne 〈σm〉 en fonction de
la de´formation 〈σm〉 dans un milieu de´sordonne´ plastique soumis a` une de´-
formation hydrostatique ; comparaison entre calcul nume´rique par FFT et
formule empirique (Eq. 7.4). Voir texte p. 296.
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<εij>=ε0(1−δij)cisaillementsimple
Fig. 7.9 – Courbe repre´sentant la contrainte e´quivalente σ0 = 2〈σxy〉 en
fonction de la de´formation e´quivalente ε0 = 〈εxy〉 dans un milieu ale´atoire
plastique soumis a` une de´formation en cisaillement simple ; comparaison entre
calcul nume´rique par FFT et formule empirique (Eq. 7.5). Voir texte p. 305.
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Dimension fractale du plus gros amas
vide-plastique en compression
Niemeyer et al. a e´tudie´ la dimension fractale de surfaces de
de´charge e´lectriques (95) et a propose´ un mode`le stochastique
sur re´seau pour simuler les figures de de´charges radiales obte-
nues expe´rimentalement. Cette e´tude a montre´ en particulier
que la dimension fractale de ces structures sont diffe´rentes de la
percolation standard D = 91/48 ≈ 1.9, correspondant a` la di-
mension fractale du plus gros amas a` la percolation, en 2D, d’un
syste`me purement ale´atoire (115). Cette dimension particulie`re
est donc le re´sultat d’un biais par rapport au hasard et traduit
les phe´nome`nes physiques mis en jeu (notamment l’exposant
de la longueur d’homoge´ne´ite´ macroscopique). Notre but dans
cette partie est d’e´tablir quelques donne´e nume´riques concer-
nant l’amas vide-plastique a` la percolation, pour un chargement
en compression, et notamment sa dimension fractale. Cet amas
exhibe de manie`re e´vidente des proprie´te´s d’auto-similitudes. Le
cas que nous conside´rons est particulier, car il de´pend a priori
de la porosite´ initiale (ou de la de´formation ou contrainte ap-
plique´e, si l’on se place a` la percolation, ces quantite´s variant
avec la porosite´). De plus, nous n’avons pas examine´ en de´tail le
cas d’un chargement en cisaillement, la dimensions fractale du
plus gros amas a` la percolation e´tant plus sensible aux calculs
nume´riques que le cas de compression.
Afin de calculer nume´riquement la dimension fractale du plus
gros amas, nous conside´rons tout d’abord une porosite´ initiale
f = 0.03 et un mode de chargement en pression. L’“instant”
de percolation est de´finie a` un chargement particulier comme
pre´ce´demment. Nous calculons la dimension fractale a` partir de
simulations nume´riques avec quatre tailles de syste`mes L = 512,
1024, 2048, 4096 et pour trois e´chantillons dans chaque taille de
syste`me. La dimension fractale de l’amas percolant est calcule´e
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par la me´thode des recouvrements de boˆıtes (Fig. 7.11, un re´-
sultat quasi identique est trouve´e par la me´thode de calcul de la
dimension par transforme´e de Fourier dans (151)). Nous trou-
vons environ D = 1.68 ± 0.05 D = 1.70 ± 0.05 pour les deux
tailles de syste`mes les plus grandes (les variations correspondant
a` l’e´cart-type sur les trois e´chantillons). Ces de´viations sont lie´es
notamment a` la dispersion des de´formations macroscopiques aux
points de percolation pour chaque e´chantillon (qui varie de 0.7
a` 0.75 pour L = 2048).
Se pose de plus, comme nous l’avons signale´, la de´pendance
de ces re´sultats en fonction de la porosite´. Diffe´rentes cartes des
zones de de´formation plastique sont pre´sente´es a` la Tab. (7.3),
pour des porosite´s de l’ordre de f = 0.01 a` f = 0.30. Nous
voyons que les cartes des zones plastiques sont tre`s diffe´rentes
(plus “grossie`res” lorsque la porosite´ est faible). Hormis les cas
f = 0.01 et f = 0.30, l’examen de la dimension fractale dans
chaque cas sugge`re une faible variation de D (toujours de l’ordre
de 1.7) en fonction de la porosite´. Le nombre d’e´chantillons (1)
dans chaque cas et la taille de syste`me (L = 1024) ne permet
cependant pas de trancher cette question. Nous notons cepen-
dant que cette faible variation de D s’accompagne e´galement,
sur les 4 cas interme´diaires f = 0.02, 0.05, 0.10 et 0.20 d’une
faible variation de la de´formation macroscopique au point de
percolation, de l’ordre de 0.7.
La dimension fractale obtenue lorsque f = 0.03 est e´gale-
ment tre`s diffe´rente de la dimension fractale standard, tradui-
sant ce faisant un niveau de de´sordre moindre ou par rapport au
de´sordre parfait (en l’occurrence, l’amas percolant est plus fin
que dans un cas de de´sordre du fait de la localisation dans les
re´gimes 2 et 3).
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7.1.3 De´formation en cisaillement
Nous examinons maintenant le cas du milieu de´sordonne´ sou-
mis a` une de´formation en cisaillement simple ε0 = 〈εxy〉. La
concentration en pores est identique, avec f ≈ 0.03. La Fig.
(7.7), repre´sente les indicateurs ge´ome´triques des amas vide-
plastique en fonction de la de´formation macroscopique ε0 ainsi
que la contrainte macroscopique de cisaillement. La courbe en
noir repre´sente la partie e´quivalente de la contrainte macrosco-
pique σ0 = 2|〈σxy〉| en fonction de la partie e´quivalente de la
de´formation |〈εxy〉| = ε0. Par analogie avec l’e´tude pre´ce´dente
effectue´e pour une de´formation macroscopique isotrope, seuls
trois re´gimes apparaissent (nume´rote´s 1, 2, 4 par comparaison
avec les re´gimes de´finis en chargement hydrostatique).
Le premier re´gime est le stade de de´formation e´lastique du
mate´riau (valeurs 0 < ε0 < 0.4). Le second re´gime de´bute
lorsque les premie`res zones de de´formation plastique apparaissent
et se poursuit jusqu’a` la percolation du plus gros amas vide-
plastique. Il perdure jusqu’a` ε0 < 0.62 environ. Dans ce re´gime
la proportion de pores isole´s de´croˆıt lentement de 1 a` une valeur
faible proche de 0. A` cette meˆme valeur se produisent a` la fois
la percolation des amas et la quasi-saturation de la contrainte.
Ainsi un seul changement de re´gime apparaˆıt nettement, a` la
diffe´rence du chargement en de´formation hydrostatique. Dans le
re´gime 4 qui en re´sulte (pour εe > 0.62), le meˆme phe´nome`ne de
croissance lente de la contrainte macroscopique apparaˆıt, couple´
a` la croissance de la zone plastique.
Les phe´nome`nes de localisation dans ce mode de de´formation
sont plus brutaux que dans le mode hydrostatique, au sens ou`
les lignes de champs de de´formation εxy intenses joignant des
pores apparaissent presque de`s le de´but de la de´formation plas-
tique du mate´riau. De meˆme les bandes de plasticite´ se forment
quasi exclusivement dans les directions privile´gie´es x et y. Ici la
7.1. E´coulement plastique dans un milieu poreux de´sordonne´ 305
morphologie anisotrope des bandes de localisation et des amas
(duˆ au mode de chargement anisotrope) a pour effet d’avancer
le seuil de percolation, en de´clenchant la localisation a` un stade
plus avance´ qu’il ne le serait pour un chargement hydrostatique.
Formule empirique
Comme dans le cas d’un chargement hydrostatique, le taux de
coalescence i(ε0) des amas vide-plastique est fortement corre´le´
a` la de´rive´e seconde de la contrainte e´quivalente macroscopique
σ0. Il est possible de reconstruire la forme de la contrainte ma-
croscopique de manie`re approche´e a` partir du nombre d’amas
n(ε0), et de la concentration de la phase plastique fp(ε0) :
σ0 = 2〈σxy〉 ∼= αfp + 4µ˜
∫ ε0
0
dε0
N(ε0)
N(0)
, (7.5)
ou` µ˜ est le module e´lastique effectif (dans le re´gime e´lastique
du mate´riau) et α est un parame`tre. Une comparaison entre
le calcul direct par FFT de la contrainte macroscopique et la
formule empirique ci-dessus est repre´sente´e Fig. (7.9).
Notez que compare´ avec l’Eq. (7.4), cette formule ne fasse pas
intervenir la quantite´ N(∞). Ceci n’est sans doute pas signifi-
catif car N(∞) est tre`s faible (voir nul) dans ce cas.
Tab. 7.3 – zone de de´formation plastique dans la matrice (marron) dans un
milieu ale´atoire plastique de type “pixel”, pour des concentrations en pore de
valeurs croissantes f = 0.01, 0.02, 0.05, 0.10, 0.20, 0.30 (de haut en bas) et
soumis a` un chargement hydrostatique en de´formation εm = 2. Les pores sont
repre´sente´s par des points bleus (a` peine visible) au sein de la zone plastique,
les zones de la matrice de´forme´es e´lastiquement sont en vert. Voir texte p.
278.
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(a) (b)
(c) (d)
Fig. 7.10 – Plus gros amas de zone vide-plastique (en blanc) a` trois e´tapes
de chargement en de´formation (mode hydrostatique) pour le milieu plastique
ale´atoire de type “pixel” (images a-c), et croissance du plus gros amas vide-
plastique au voisinage de la percolation (image d). De gauche a` droite et de
haut en bas : ε0 = 〈εm〉 = 0.8, (a, avant percolation), 0.9 (b, a` la percolation),
1.5 (c, apre`s percolation). L’image (d) repre´sente un agrandissement dans une
re´gion arbitraire du plus gros amas vide-plastique pour ε0 = 0.90 (orange)
et les zones ayant rejoint cet amas pour un milieu le´ge`rement plus de´forme´
(ε0 = 0.92, cyan). Porosite´ du milieu : f = 0.01. Voir texte p. 295.
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Fig. 7.11 – Calcul de la dimension fractale du plus gros amas vide-plastique
a` la percolation dans un milieu de´sordonne´ plastique avec chargement hydro-
statique ε0 = 〈εm〉 = 0.9 (du type de la deuxie`me image Fig. 7.10) pour une
concentration en pores f = 0.03. La me´thode de recouvrement par boˆıtes
est utilise´e : nombre de boˆıtes N(ǫ) de volume ǫ2 ne´cessaires pour recou-
vrir l’amas, en fonction de la quantite´ 1/ǫ, en e´chelle log-log. La pente D
de la droite en pointille´s donne la dimension fractale de l’amas (au sens du
recouvrement par boˆıtes). Voir texte p. 303.
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7.2 Milieu de´sordonne´ lorsque l’e´coulement
plastique est atteint
Nous conside´rons dans cette seconde partie un mate´riau de´sor-
donne´ ayant atteint le re´gime de de´formation plastique et le seuil
de contrainte plastique effectif. La matrice est maintenant sup-
pose´e incompressible. Nous pre´sentons une se´rie de re´sultats sur
le seuil plastique effectif du mate´riau de´sordonne´ dans la limite
dilue´e.
7.2.1 Calculs nume´riques
Comme dans la partie pre´ce´dente, plusieurs tailles de sys-
te`mes sont simule´es et diffe´rentes tole´rances d’erreurs prescrites.
A` quelques diffe´rences pre`s explicite´es ici, les conditions et pa-
rame`tres sont identiques a` ceux choisis en Sec. (7.1.1). Le crite`re
de convergence tient seulement compte de l’e´quilibre du champ
de contrainte (crite`re 7.2). De plus, une modification simple de
l’algorithme par FFT est introduite pour ame´liorer la conver-
gence dans les grandes de´formations. Le champ de de´formation
initial ε0i+1(x) a` l’e´tape de chargement i + 1 (noter que l’indice
ne de´signe pas ici une composante du tenseur) est estime´e par :
ε0i+1(x) = ε
∞
i (x)+∆εi(x), ∆εi(x) = ε
∞
i (x)−ε∞i−1(x), (7.6)
ou` ε∞i , ε
∞
i−1 sont les champ finaux a` l’e´tape de chargement i,
i − 1 (en supposant des valeurs re´gulie`rement espace´es de la
de´formation macroscopique impose´e). Au prix d’une utilisation
plus grande de la me´moire (nombre supe´rieur de champs sauve-
garde´s), cette modification permet d’ame´liorer les performances
de calcul dans les grands chargements, ne´cessaires a` l’obtention
de donne´es a` contrainte sature´e. En effet le nombre d’ite´rations
dans le cas d’un mate´riau “pixel” augmente comme une puis-
sance 2 ou 3 environ de la de´formation applique´e.
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Pour simuler un milieu incompressible, nous choisissons enfin
κ = 100. De tre`s minces diffe´rences sont observe´es pour le seuil
plastique effectif avec des modules de compressibilite´ supe´rieurs
dans la matrice. Une exemple d’image obtenue par simulation
est pre´sente´e en Fig. (7.16).
7.2.2 Exposant dans la limite dilue´e
Une question importante concerne le comportement des ma-
te´riaux de´sordonne´s parfaitement plastiques dans la limite dilue´e
(f ≪ 1).
Nous souhaitons e´tudier l’influence du de´sordre dans les mi-
lieux plastiques poreux dans la limite dilue´e en vides, et en par-
ticulier de´terminer si l’exposant 1/2 trouve´ par Drucker (1966)
pour les mate´riaux pe´riodiques est conserve´.
Comme nous l’avons signale´ en introduction, les me´thodes
d’homoge´ne´isation re´centes pour les mate´riaux non-line´aires pre´-
disent des comportement non-analytiques en f = 0, mais plus
doux, qui sont par ailleurs confirme´s par les re´sultats expe´ri-
mentaux (voir par exemple Francescato, Pastor, Riveill-Reydet,
(36)). Dans le cas de cylindres poreux en de´formation plane, la
nouvelle me´thode du second-ordre (Ponte Castan˜eda, (110)) pre´-
dit un comportement non analytique en f 2/3, tandis que la (pre-
mie`re) the´orie du second-ordre (Ponte´ Castan˜eda, (106)) pre´dit
un comportement avec “saut” brusque, c’est-a`-dire une disconti-
nuite´ en f = 0.
Dans le cas tridimensionnel, une singularite´ moins forte est
trouve´e, en f log(f), dans le cas de vides sphe´riques en de´for-
mation plane ((51)). Des calculs nume´riques statiques et cine´-
matiques effectue´s par analyse limite par Pastor et al. (99) dans
le cas d’un cylindre creux, aboutissent e´galement a` un expo-
sant non entier, e´gale a` environ 1/2 (conditions aux limites de
contrainte uniforme) et compris entre environ 1/2 et 2/3 (condi-
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tions de de´formation uniforme). Ces deux se´ries de re´sultats s’in-
terpre`tent a` leur tour comme des bornes pour le milieu de´sor-
donne´ de cylindres composites ou milieu de Hashin (11). Ceci
sugge`re donc l’existence d’une non-analyticite´, meˆme dans le
cas de´sordonne´, quoique les re´sultats nume´riques soient encore
a` ce stade tre`s parcellaires.
Dans cette section, nous abordons le proble`me du point de
vue du milieu ale´atoire de type pixel et de la fonction de Green
discre`te, dans le but d’estimer nume´riquement cet exposant.
Conside´rons un mate´riau poreux de´sordonne´ de concentration
en vide f ≪ 1 soumis a` une de´formation macroscopique en ci-
saillement simple ε0 = 〈εxy〉. Nous souhaitons calculer nume´ri-
quement le de´veloppement en loi de puissances du seuil plastique
effectif σ˜0/σ0 lorsque f est petit. Nous avons vu que, dans le cas
du re´seau parfait de pores soumis a` un chargement en cisaille-
ment (simple ou pur), la premie`re correction est de l’ordre de
σ˜0/σ0 ∼ 1− f 0.50.
Nous pre´sentons ci-dessous la me´thodologie employe´e et les
re´sultats. Plusieurs incertitudes portant sur les calculs nume´-
riques sont discute´es : les effets de la pe´riodicite´, la convergence
en taille, la convergence selon la tole´rance d’erreur, les diffe´-
rences entre cisaillement simple et cisaillement pur occasionne´es
par l’utilisation d’un mate´riau discret et d’une fonction de Green
discre`te.
La Fig. (7.14) repre´sente le seuil plastique effectif σ˜0 en fonc-
tion de la concentration. La quantite´ normalise´e 1 − σ˜0/σ0 est
repre´sente´e en e´chelle logarithmique en fonction de la porosite´.
Quatre calculs nume´riques ont e´te´ effectue´s pour des tailles de
syste`me (nombre de pixels total) N2 = 5122, 10242, 20482, 40962
et des tole´rances d’erreur (valeur maximale de la divergence du
champ de contrainte, cf. crite`re 7.2) respectivement e´gales a`
η = 10−5, 10−6, 10−7 ou 10−8. De plus, chaque calcul est double´
par un calcul avec une tole´rance d’erreur plus large η = 5 10−5,
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5 10−6, 5 10−7 ou 5 10−8. La valeur du seuil plastique croˆıt a` taille
de syste`me fixe´, selon une loi de puissance de η. Ceci a e´te´ ve´rifie´
sur les concentrations f = 10−2 et f = 10−4 avec L = 512 et
L = 2048, voir, par exemple, la Fig. (7.13). A` la vue de ces re´sul-
tats, nous estimons la marge d’erreur pour une taille de syste`me
donne´e de l’ordre (au plus) de la diffe´rence entre les deux calculs
avec tole´rances d’erreur les plus faibles. Nous n’avons pas pro-
ce´de´ au calcul de plusieurs e´chantillons a` concentration donne´e.
Cependant, les calculs effectue´s pour des grandes tailles de sys-
te`me doivent compenser les variations statistiques dues au choix
d’une configuration en pores particulie`re.
Un chargement de l’ordre de ε0 = 1.5 au moins est ne´cessaire
pour atteindre le seuil plastique effectif (voir Fig. 7.12). Bien que
les calculs aient e´te´ effectue´s pour un chargement en cisaillement
simple (SS), des valeurs additionnelles calcule´es pour une cellule
unite´ de´forme´e en cisaillement pur (PS, N = 512) sont repre´-
sente´es. Elles pre´sentent un le´ger biais par rapport au cas de
cisaillement simple. Les deux chargements ne sont en effet pas
e´quivalents, cependant les pentes (ou exposants) respectives des
deux courbes sont tre`s proches. Ceci a e´te´ confirme´ pour la taille
supe´rieure L = 1024.
La courbe en pointille´ (Fig. 7.14) repre´sente une re´gression
non-line´aire sur les trois points de concentration les plus bas
avec N = 2048 : f = 10−2, 10−3, 10−4. Des points additionnels a`
faible concentration f = 10−6 ou f = 10−5 sont repre´sente´s pour
de grandes tailles de syste`me. Comme nous nous y attendions,
de par la discre´tisation employe´e, ces points de concentrations
tre`s faibles ne repre´sentent plus un milieu ale´atoire. Une loi avec
un exposant plus petit se de´veloppe pour les concentrations tre`s
faibles, plus proche de l’exposant obtenu pour le mate´riau pe´-
riodique (1/2).
Pour estimer l’exposant dans la limite dilue´e, nous retenons
les trois points de concentration f = 10−4, 10−3, 10−2. Le point
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de concentration 10% se distingue trop des autres points pour
eˆtre pris en compte, et les donne´es pour des concentrations
infe´rieures ne sont pas repre´sentatives du mate´riau ale´atoire.
La re´gression non-line´aire fournit la loi σ˜0 ≈ 1 − 1.2f 0.69 pour
N = 2048 et η = 10−8. De meˆme, d’autres lois d’exposant sont
de´duites des meˆme points de concentration a` diffe´rentes tole´-
rances d’erreur et pour chaque taille de syste`me (Fig. 7.15). Les
re´sultats les plus pre´cis (η = 10−5, 10−6 et 10−7 pour N = 512,
1024, 2048 respectivement) sont indique´s par une croix (×), les
re´sultats pour une tole´rance 10 fois plus grande sont indique´s
par des triangles. Pour une taille donne´e, la valeur de l’exposant
converge rapidement avec la tole´rance, et l’erreur commise est
estime´e infe´rieure a` l’e´cart entre les deux calculs les plus pre´cis.
Lorsque η diminue (a` N fixe´) l’exposant diminue aussi, ainsi la
valeur de l’exposant limite est situe´e en dessous de la courbe
en pointille´s, pour chaque taille de syste`me. En de´duisant enfin
de ces donne´es l’exposant dans la limite d’un syste`me infini, on
trouve :
σ˜0
σ0
= 1− βfα, β = 1.1± 0.02, α = 0.67± 0.02. (7.7)
Le coefficient β e´tant tre`s sensible a` une variation de l’exposant,
l’incertitude est relativement grande sur celui-ci. L’exposant α
est infe´rieur a` 1, ce qui traduit dans le cas du milieu de´sordonne´
un comportement singulier ne´anmoins plus “doux” que dans le
cas d’un re´seau pe´riodique de pores (exposant 0.50 contre 0.67).
Un tel exposant, s’il est confirme´ est le plus proche des re´sul-
tats obtenus nume´riquement par Pastor pour un cylindre creux
(99) avec de´formation uniforme (analyse statique) et par Ponte
Castan˜eda (110), qui pre´dit un exposant 2/3. Notons de plus
que la courbe 1 − 1.1f 0.67 est incluse dans des bornes calcule´es
par Francescato et al. ((36)) par analyse statique et cine´matique
(Fig. 7.17).
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Fig. 7.12 – Exemple de calcul du seuil plastique effectif σ˜0/σ0 en fonction
du chargement applique´ ε0 = 〈εxy〉 (cisaillement simple), par simulation FFT
avec une taille de syste`me L = 4096 et deux tole´rances d’erreur prescrites
η = 10−7 (courbe noire) et η = 10−8 (points rouges). Le milieu est de´sordonne´
avec porosite´ fixe´e f = 0.01. Voir texte p. 312.
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0.9505
σ0/y0
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f = 10-2
L = 2048
(SS)
Fig. 7.13 – Calcul par FFT du seuil plastique effectif σ˜0/σ0 a` taille de sys-
te`me L = 2048 et porosite´ f = 10−2 fixe´es, pour diffe´rentes valeurs de la
tole´rance d’erreur 10−7 < η < 1.25 10−5 en e´chelle semi-logarithmique. Le
meˆme e´chantillon a e´te´ utilise´ pour chaque point. Les valeurs de η sont re´gu-
lie`rement espace´es en e´chelle logarithmique avec un facteur 1/5. Voir texte
p. 312.
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N = 1024, η=10−6 (SS)
N = 2048, η=5.10−8 (SS)
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N = 4096, η=10−7 (SS)
N = 4096, η=10−8 (SS)
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Fig. 7.14 – Premie`re correction en f du seuil plastique effectif σ˜0 pour un mi-
lieu plastique de´sordonne´ en cisaillement calcule´e par FFT (symboles ronds,
triangles, croix) en fonction de la concentration en pores, et trace´e en e´chelle
log-log, pour diverses tailles de syste`me (N) et tole´rance d’erreur (η) pres-
crite. Une re´gression sur les trois points de plus faible concentration est effec-
tue´e pour chaque taille de syste`me et tole´rance d’erreur pre´scrite. Le trait en
pointille´ est la regression obtenue pour N = 2048 et η = 10−7, et repre´sente
la courbe y = 0.1823x0.689. Voir texte p. 311.
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Fig. 7.15 – Exposant α intervenant dans la premie`re correction en fα du
seuil plastique effectif σ˜0 dans la limite dilue´e f → 0 pour un milieu plas-
tique ale´atoire de type “pixel” soumis a` un cisaillement simple (SS), calcule´
par FFT“discre`te”. La variable f est la concentration en pores dans le milieu.
L’exposant α intervient dans le de´veloppement σ˜0/σ0 ≃ 1− βfα et est trace´
en fonction de la taille du syste`me N (nombre de pixels sur chaque coˆte´ de la
cellule e´le´mentaire). Plusieurs tole´rances d’erreurs sont prescrites, correspon-
dant aux triangles et symboles +, et les traits pleins verticaux repre´sentent
les barres d’erreur pour chaque taille de syste`me. Voir texte p. 313.
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Fig. 7.16 – Milieu ale´atoire plastique soumis a` une de´formation en cisaille-
ment simple, a` faible porosite´ f = 10−4 : zone de de´formation plastique (rouge
sombre) dans la matrice (Fig. du haut) ; carte de la de´formation e´quivalente
εe (de 0 [bleu sombre] a` 120 [rouge], Fig. du bas). Calculs par FFT (fonction
de Green discre`te) pour une de´formation macroscopique ε0 = 2, taille du
syste`me 1024× 1024 pixels. Voir texte p. 310.
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Fig. 7.17 – Comparaison entre les bornes calcule´es par analyse statique et
cine´matique par Francescato et al. dans (36) pour trois porosite´s (signes +
et ×) et la premie`re correction en f du seuil plastique effectif dans la limite
dilue´e calcule´e dans cette e´tude par FFT (ligne en pointille´s). Voir texte p.
313.
Chapitre 8
Conclusion
Dans ce travail, une e´tude approfondie d’une classe de mate´-
riaux pe´riodiques line´aires et anisotropes a e´te´ entreprise, pour
un re´seau carre´ bidimensionnel de pores. Ces mate´riaux sont
pertinents du point de vue de la plasticite´ : ils sont utilise´s
dans les me´thodes d’homoge´ne´isation non-line´aires “variation-
nelles” et du second-ordre. De plus ils posse`dent, a` l’instar des
mate´riaux plastiques, des proprie´te´s de localisation des champs.
Cette e´tude se fonde sur la de´termination de solutions exactes,
dans les cas de forte anisotropie, sur le calcul analytique d’une
me´thode d’homoge´ne´isation line´aire pour les mate´riaux pe´rio-
diques, et sur une des donne´es nume´riques obtenues par trans-
forme´e de Fourier. En s’appuyant sur ces re´sultats, nous avons
fait les conclusions suivantes :
1. Dans les milieux line´aires anisotropes, a` l’instar des mate´-
riaux plastiques, le champ de de´formation est localise´ sous forme
de bandes. Ces bandes se forment autour des pores et croissent
avec l’anisotropie. La longueur des bandes est directement fonc-
tion, dans les mate´riaux pe´riodiques, de la porosite´ du milieu et
de l’anisotropie.
2. Dans les mate´riaux pe´riodiques, les modules effectifs ex-
hibent dans la limite dilue´e en vides, une de´pendance singulie`re,
non-analytique, en la porosite´. Dans les modes de chargement
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“durs”, lorsque les directions privile´gie´es du tenseur e´lastique
sont transverses au mode de chargement applique´, la premie`re
correction du module effectif de cisaillement est en premie`re cor-
rection en la porosite´ f , en ∼ f 1/2. Cet exposant apparaˆıt dans
un re´gime “localise´” fonction de l’anisotropie et de la fraction
surfacique de vide et correspond au recouvrement dans tout le
re´seau des bandes de localisation.
3. La the´orie d’homoge´ne´isation line´aire de Hashin-Shtrikman
(modifie´e pour tenir compte de la pe´riodicite´ du milieu) pre´dit
e´galement des exposants non-entiers dans le de´veloppement des
modules effectifs de cisaillement, dans la limite de forte aniso-
tropie. La the´orie est ainsi capable de capturer une signature du
phe´nome`ne de localisation.
La pre´sence de tels exposants non-entiers est connue dans
les solutions exactes en e´lasticite´ isotrope (Christensen et Lo,
1979) ou dans le contexte de mate´riaux a` structure pe´riodique,
isotrope, en e´lectrostatique ou e´le´ctromagne´tisme (Doyle, 1977,
Lam, 1986). Dans ces e´tudes, les exposants n’apparaissent pas
en premie`re correction, mais dans des termes d’ordre plus e´leve´s.
Ces exposants d’ordre plus e´leve´s sont-ils lie´s a` l’existence d’une
longueur caracte´ristique, repre´sentative des interactions entre les
pores et le milieu exte´rieure, comme nous l’avons montre´ dans
le cas d’un mate´riau fortement anisotrope ? Ceci est plus facile
a` e´tudier dans un mate´riau pe´riodique, ou` l’e´chelle de longueur
du re´seau de´termine alors deux re´gimes correspondants a` deux
types de solutions diffe´rentes.
Nous avons prolonge´ l’e´tude des mate´riaux line´aires aniso-
tropes aux cas de milieux poreux ale´atoires, simule´s nume´ri-
quement par un mate´riau binaire, dont chaque pixel est choisi
ale´atoirement dans l’une des deux phases. Ces donne´s ont e´te´ in-
terpre´te´es, par comparaison avec les re´sultats obtenus pour un
milieu pe´riodique de la manie`re suivante :
1. Un changement de re´gime apparaˆıt e´galement dans les ma-
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te´riaux line´aires fortement anisotropes. Ce changement de re´-
gime est fonction de l’anisotropie du mate´riau et de la porosite´.
Le re´gime“localise´”survient lorsque le syste`me est recouvert par
les bandes de localisation.
2. A` la diffe´rence du mate´riau pe´riodique, dans le re´gime lo-
calise´, la structure des bandes de localisation dans le syste`me
est fortement modifie´e lorsque la porosite´ ou l’anisotropie croˆıt.
Ces modifications ont pour effet une diminution des fluctuations
(ou he´te´roge´ne´ite´s) des bandes de localisation.
Dans le contexte des mate´riaux parfaitement-plastiques et vi-
scoplastiques, nous avons e´tudie´ deux classes de microstructure
pe´riodique et ale´atoire au moyen de la me´thode nume´rique par
FFT (Moulinec, Suquet, 1994). Cette me´thode a e´te´ modifie´e par
l’introduction d’une fonction de Green “discre`te” permettant le
calcul des zones de de´formation plastique dans les milieux de´sor-
donne´s sur grille de pixels, tout en gardant le caracte`re local de
la fonction de Green usuelle. Les re´sultats suivants ont e´te´ ob-
tenus :
1. Dans les mate´riaux poreux pe´riodiques, parfaitement plas-
tiques, la surface limite de charge exhibe un angle au point de
chargement en pression. Cet instabilite´ est lie´e a` un changement
brutal de la structure des bandes de localisation.
2. Dans la limite dilue´e et pour un mate´riau parfaitement
plastique, un exposant non-entier apparaˆıt dans le de´veloppe-
ment du seuil plastique effectif en fonction de la concentration.
De meˆme, un changement de re´gime est observe´ pour le seuil
plastique effectif en fonction de la porosite´. Ce changement de
re´gime correspond a` une rupture des bandes de localisation.
3. Comme dans le cas des mate´riaux line´aires, les variances
des champs de de´formation (correspondant aux bandes localisa-
tion) sont infinies dans la limite de plasticite´ parfaite.
4. Dans les mate´riaux e´lastique-parfaitement plastique po-
reux, de´sordonne´s, la transition entre de´formation e´lastique et
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e´coulement plastique s’effectue par diffe´rents re´gimes, que l’on
peut identifier au moyen de caracte´ristiques ge´ome´triques statis-
tiques. En pression, il existe deux re´gimes interme´diaires corres-
pondants a` la croissance de la zone plastique autour des pores
puis au de´veloppement des bandes localisation, jusqu’a` la perco-
lation de ces dernie`res. En cisaillement, un seul re´gime interme´-
diaire apparaˆıt. Celui-ci correspond a` une localisation“pre´coce”
(formation de bandes de cisaillement juste apre`s le re´gime de
de´formation e´lastique) dans le mate´riau.
5. Dans les mate´riaux poreux ale´atoires, les calculs nume´-
riques par transforme´e de Fourier discre`te pre´disent un compor-
tement effectif pour le seuil plastique effectif dans le re´gime dilue´
avec un exposant singulier de l’ordre de 0.7 en la concentration
volumique de pores.
La richesse et la complexite´ des phe´nome`nes rencontre´s jus-
tifie a posteriori les hypothe`ses restreintes faites dans ces tra-
vaux. En particulier, un grand nombre de questions reste pose´
concernant le mate´riau poreux de´sordonne´, notamment son com-
portement dans le mode de chargement hydrostatique. A` la
fois du point de vue nume´rique et en homoge´ne´isation, les mi-
lieux poreux pre´sentent de fortes singularite´s. Nume´riquement,
la convergence des algorithmes par transforme´e de Fourier est
plus difficile a` obtenir (82). D’un point de vue the´orique, les me´-
thodes d’homoge´ne´isation de ces mate´riaux donnent en ge´ne´ral
de moins bons re´sultats (144), les bandes de localisation traver-
sant les pores, et l’interaction entre inclusion et matrice e´tant
plus singulie`re que dans le cas, notamment, de particules rigides.
Ne´anmoins l’e´tude a` la fois de mate´riaux line´aire et de mi-
crostructures de type pe´riodique s’est re´ve´le´e utile a` la compre´-
hension des phe´nome`nes. Les mate´riaux line´aires sont conside´-
rablement plus simples a` e´tudier, et pre´sentent ne´anmoins des
aspects de localisation, qui peuvent servir de guide dans l’e´tude
des mate´riaux non-line´aires.
Annexe A
The´orie variationnelle et
the´orie des milieux effectifs :
application a` un milieu
die´lectrique non-line´aire
Comme nous l’avons signale´, un grand nombre de proble`mes
lie´s aux milieux die´lectriques peuvent eˆtre transpose´s, formelle-
ment, en un proble`me de me´canique. En particulier, une classe
importante de proble`me en e´lectrostatique ou magne´tostatique
sont pertinents du point de vue de l’homoge´ne´isation des milieux
ale´atoires, line´aires ou non-line´aires, en me´canique, et nous en
pre´sentons un dans le travail qui suit.
Un proble`me classique d’e´lectrostatique est l’e´tude d’un mi-
lieu forme´ de phases de conductance distinctes soumis a` un
champ applique´. Dans le cas d’un milieu biphase´ avec“contraste
infini”, l’une des deux phases est soit parfaitement conductrice
soit parfaitement isolante, et le syste`me percole a` une concen-
tration critique. Dans cette partie, nous e´tudions un tel milieu a`
l’aide des estimations de la the´orie variationnelle pour l’homoge´-
ne´isation de phases non-line´aires avec loi a` seuil ou en loi de puis-
sance. Le mate´riau est anisotrope, en ce sens que les lois dans les
phases ont des directions privile´gie´es. Pour appliquer la the´orie
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variationnelle, nous utilisons une estimation auto-cohe´rente des
proprie´te´s effectives de phases line´aires introduites a` l’origine par
Bruggeman dans le cas isotrope, puis e´tendu par Stroud. Le cal-
cul de la formulation auto-cohe´rente de Bruggeman est explicite´.
Enfin, une application de la the´orie variationnelle est donne´e au
cas de phases fortement non-line´aires a` contraste fini, et d’un
champ applique´ dans une direction quelconque par rapport aux
directions privile´gie´es du milieu.
A.1 Cadre du proble`me
La question de l’estimation des proprie´te´s effectives des ma-
te´riaux composites a e´te´ examine´e de`s le XIXe sie`cle, et tout
d’abord par Mossotti, 1850, (85), Maxwell, 1873, (72), Lorentz,
1880, (66), ou encore Rayleigh, 1892, (111), Kasterin, 1898, (53),
et Maxwell-Garnett, 1904, (73). Bruggeman (14) a donne´ la pre-
mie`re formulation “auto-cohe´rente” pour les die´lectriques, re´in-
vente´e inde´pendamment par Landauer (61; 62) en 1952 pour les
re´seaux de re´sistances. Stroud (123) propose une formulation
applicable aux milieux continus anisotropes en 1975. En 1974,
J. Bernasconi (10) s’inte´resse e´galement aux re´seaux cubiques et
carre´s avec conductivite´ anisotrope. Dans ce travail nous utili-
sons la formulation auto-cohe´rente de Stroud, et calculons dans
le cadre du proble`me conside´re´, l’estimation de Bruggeman.
Nous conside´rons un mate´riau non-line´aire de´sordonne´ forme´
de deux phases conductrices. Le courant et le champ e´lectrosta-
tique en tout point sont relie´s par une loi constitutive qui prend
la forme d’une loi de puissance dont l’exposant est le meˆme dans
chaque phase. Dans les cas limites ou` l’exposant est nul ou infini,
il s’agit d’une loi a` seuil mode´lisant un supraconducteur ou un
isolant parfait. Deux milieux sont conside´re´s : un re´seau de liens
et un mate´riau continu (anisotropes), soumis a` un champ e´lec-
trostatique macroscopique ~E0. Ces deux types de mate´riaux sont
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illustre´s en Fig. A.1. La the´orie variationnelle est applique´e dans
le cadre de ce mate´riau non-line´aire. Pour cela, une the´orie des
milieux effectifs est par ailleurs utilise´e pour l’homoge´ne´isation
du milieu line´aire anisotrope de comparaison.
Ce travail se divise en trois parties. Nous explicitons tout
d’abord le cadre de notre e´tude. Puis, nous pre´sentons une e´tude
de mate´riaux dont la non-line´arite´ est “infinie” (lois a` seuil) ainsi
que le contraste (rapports des coefficients des lois constitutives
entre phases). Il s’agit dans les cas conside´re´s d’un supracon-
ducteur a` seuil dans un isolant (apre`s la percolation de la phase
supraconductrice) ou d’un supraconducteur de seuil nul dans
un supraconducteur a` seuil (apre`s la percolation de la phase
“supraconducteur a` seuil”). Les proprie´te´s effectives du mate´-
riau, le seuil critique effectif, les premiers et second moments
des champs par phase (de´termine´s par la the´orie d’homoge´ne´i-
sation) sont donne´s lorsque le champ applique´ ~E0 est dirige´ dans
une direction quelconque par rapport au re´seau.
Dans la seconde partie, nous conside´rons le cas de d’un ma-
te´riau bi-phase´ dont la non-line´arite´ est toujours “infinie” (lois
a` seuil) mais de contraste fini. Le champ applique´ est paralle`le
a` l’une des directions du re´seau. Les champs et les premiers et
seconds moments par phase sont e´tudie´s.
Cette e´tude est la continuation d’un travail (103) dont cer-
tains re´sultats sont donne´s sans les de´tails du calcul. En pre´a-
lable, nous rappelons quelques re´sultats issus de la the´orie des
milieux effectifs utilise´e et du principe variationnel.
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Fig. A.1 – deux types de mate´riaux he´te´roge`nes forme´s de deux milieux 1 et
2 a` concentration e´gale ; a` gauche, un mate´riau continu, a` droite un re´seau
(ces figures ne proviennent pas d’un mate´riau re´el mais d’une distribution
ale´atoire calcule´e sur ordinateur). Voir texte p. 327.
A.1.1 Lois de l’e´lectrostatique
Nous conside´rons un milieu de volume Ω (en 2 ou 3 dimen-
sions) et de frontie`re ∂Ω ; ~E(~x) de´signe le champ e´lectrostatique
en ~x et ~J(~x) le courant. ~E de´rive d’un potentiel φ. D’apre`s les
e´quations de Maxwell,
~E = −~∇φ, ~∇. ~J = 0. (A.1)
Des conditions aux limites (portant sur la valeur de ~E.~n sur
∂Ω ou sur la de´croissance des champs a` l’infini) et des conditions
initiales “ferment” le syste`me. Celles-ci, pour l’instant, ne nous
inte´ressent pas car nous supposons que Ω est grand et que le
syste`me est en e´quilibre.
Dans un milieu line´aire, la relation liant le courant et le champ
local ~J et ~E s’e´crit :
~J(x) = σ(x) ~E(x) (A.2)
ou` σ(x) ne de´pend que de la phase au point x. L’e´quivalent en
me´canique est simplement σ = L : ε, cependant il s’agit dans le
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cas bidimensionnel de tenseurs d’ordre 2 et non de vecteurs.
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Fig. A.2 – lois constitutives d’un mate´riau non-line´aire pour n = 0, 1/64,
1/32, ..., 1, ..., 64, +∞. Voir texte p. 329.
Nous conside´rons e´galement un mode`le non-line´aire en loi de
puissance qui permet de reproduire un comportement a` seuil
dans les limites n→ 0 ou n→ +∞ : (voir figure A.2) :
~J(x) = χ(x)| ~E(x)|n−1 ~E(x). (A.3)
Une correspondance avec la me´canique concerne les lois “visco-
plstiques” conside´re´es au Ch. 6.
A.1.2 Fonction de Green et e´criture inte´grale
Nous conside´rons le cas simple d’un milieu conducteur a` deux
phases en dimension 3, et supposons que l’on peut e´crire, macro-
scopiquement : 〈 ~J(x)〉 = σ0〈~E(x)〉 ou` σ0 est un“coefficient effec-
tif”du milieu, et 〈·〉 de´signe la moyenne volumique sur l’ensemble
des x ∈ Ω. Notons que l’“autre moyenne”, 〈·〉s, moyenne statis-
tique sur toutes les configurations du de´sordre (i.e. moyenne sur
la disposition des conducteurs a` une concentration donne´e) co¨ın-
cide avec 〈·〉.
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Nous faisons implicitement l’hypothe`se d’un milieu isotrope ;
dans le cas contraire, σ0 et les σα de chaque phase sont des
matrices et non plus simplement des scalaires.
Introduisons la fonction de Green (ou solution “e´le´mentaire”) g0
par
σ0~∇2yg0(x, y) = −δ(x− y),
ou` g0 ne de´pend que de r = ||x − y||. Dans ce cas, nous avons
l’expression classique : g0(r) =
1
4πσ0r
en dimension 3, g0(r) =
− ln(r)
2πσ0
en dimension 2.
Posons ∆σ(x) = σ(x)−σ0. D’apre`s l’e´quation (A.1), 0 = ~∇. ~J =
~∇.(σ(x) ~E) = −~∇.(σ(x)~∇φ) donc
~∇.(∆σ(x)~∇φ(x)) = −~∇.(σ0~∇φ(x)) = −σ0~∇2φ(x).
Puis1, ny de´signant la normale en y :∫
y∈Ω
dy g0(x, y)~∇y.(∆σ(y)~∇yφ(y))
= −
∫
y∈Ω
dy g0(x, y)σ0~∇2yφ(y)
= −
∫
y∈Ω
dy ~∇2yg0(x, y)σ0φ(y)
−
∫
y∈∂Ω
dy σ0
(
g0(x, y)
∂φ(y)
∂ny
− φ(y)∂g0(x, y)
∂ny
)
La premie`re inte´grale vaut φ(x). La deuxie`me est impose´e par
les conditions aux bords du syste`me et son Laplacien est nul ;
appelons-la φ0(x). Nous obtenons la repre´sentation inte´grale :
φ(x) = φ0(x) +
∫
y∈Ω
g0(x, y)dy~∇y.(∆σ(y)~∇yφ(y)), (A.4)
φ0 ve´rifiant ~∇2φ0 = 0 (A.5)
1d’apre`s la formule de Green e´crite sous la forme
∫
Ω
(u∆v − v∆u) = ∫
∂Ω
(
u ∂v∂n − v ∂u∂n
)
.
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que nous pouvons re´crire directement en variable ~E ( ~E0 = ~∇φ0
e´tant le champ macroscopique) :
~E(x) = ~E0(x) +
∫
y∈Ω
~∇xg0(x, y)~∇y.(∆σ(y) ~E(y))dy. (A.6)
Ici, nous pouvons identifier le terme −~∇xg0(x− y)~∇y a` un ten-
seur G0(x|y) d’ordre 2. En introduisant la transforme´e de Fou-
rier2 suivante, valable en dimension 3,
ξ(k) =
∫
dxe−ik.xξ(x), ξ(x) =
∫
dk
(2π)3
eik.xξ(k),
et en remarquant que δ(x) =
∫
k
dk
(2π)3e
ik.x, il vient3
~E(x)− ~E0(x) =
∫
y∈Ω
dy G0(x|y).F (y)
=
∫∫
y,z∈Ω
dy dz G0(x|y)δ(y − z).F (z)
=
∫
k
d3k
(2π)3
∫
y,z∈Ω
dy dz G0(x|y)eik.ye−ik.z.F (z)
=
∫
k
dk
(2π)3
∫
y∈Ω
dy G0(x|y)eik.y.F (k).
Soit
E(q) = E0(q) +
∫
k
dk
(2π)3
G0(q|k)F (k)
avec
G0(q|k) =
∫∫
x,y∈Ω
dy dx e−iq.xG0(x|y)eik.y.
2par convention, pour toutes les fonctions qui suivent, x, y, z et r de´signeront les va-
riables re´elles et k, p, q les variables des transforme´es de Fourier.
3dans toute la suite, x, y, z et p, q, r sont des vecteurs, ab de´signe le tenseur a⊗ b et 〈·〉
la contraction, avec (a⊗ b) · c = (b.c)a.
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G0(q|k) =
∫∫
dx dy e−iq.x~∇x g0(x− y)~∇yeik.y
= i
[∫∫
dx dy e−iq.x+ik.y~∇x g0(x− y)
]
k
= i
[∫∫
dx dy ei(k−q).y e−iq.(x−y) ~∇x−y g0(x− y)
]
k
= i
[∫
y
dy ei(k−q).y
∫
x
dx e−iq.(x−y) ~∇x−y g0(x− y)
]
k
= i
[∫
y
dy ei(k−q).y
∫
r
dr e−iq.r ~∇r g0(r)
]
k
= i(2π)3δ(k − q)(−iqg0(q))k = (2π)3δ(k − q)
(−kk
σ0k2
)
car ~∇2g(r) = −δ(r)/σ0 et donc −q2g(q) = −1/σ0. Finalement,
par la formule d’inversion G0(x|y) =
∫∫
q,k
dqdk
(2π)6
eiq.xG0(q|k)e−ik.y,
nous obtenons la formule ge´ne´rale pour G0 :
Gij(r) = −
∫
dk
(2π)3
eik.r
kikj
σ0k2
, r = x− y. (A.7)
En milieu anisotrope, σ0~k
2 est remplace´ par k.σ0.k, et dans un
re´seau, 1σ0k2 par (1− cos(ki))δij/
∑
ν σν(1− cos(kν)).
Cas d’un milieu isotrope
La trace de G0 vaut de plus−δ(r)/σ0. Pour un milieu isotrope
de dimension 3, on montre que G0 s’e´crit sous la forme suivante :
Gij(r) =
−δ(r)
3σ0
δij − 1
4πr3σ0
(δij − 3rˆirˆj) (A.8)
=
−I
3σ0
δ(r) +H(r), r 6= 0 (d = 3). (A.9)
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Introduisons le champ local ~El(x) = (1+
∆σ
3σ0
) ~E(x). D’apre`s (A.6),
~El(x) = ~E0(x)+
∫
y 6=x
H(y − x) ∆σ(y)
1 + ∆σ(y)3σ0
~El(y), H = −I − 3rˆrˆ
4πr3σ0
,
(A.10)
(il faut ici sommer sur |y − x| ≥ ǫ avec ǫ→ 0 car l’inte´grale est
impropre en 0). L’e´quation (A.10) est de type diffusion multiple
(nous pouvons l’ite´rer et obtenir un de´veloppement en puissance
de H). Le terme ∆σ(x)
1+∆σ(x)3σ0
est la polarisabilite´ de la particule situe´e
en x.
The´orie auto-cohe´rente
Pour fixer les ide´es, nous nous plac¸ons toujours dans le cadre
d’un milieu isotrope en dimension 3. Une manie`re d’aborder
la the´orie auto-cohe´rente (dans une perspective de type champ
moyen, voir par exemple (101)) est de conside´rer que les quan-
tite´s ~El et la polarisabilite´, qui interviennent dans (A.10), sont
de´correle´es, i.e. 〈~El ∆σ1+ ∆σ3σ0 〉 = 〈
~El〉〈 ∆σ1+ ∆σ3σ0 〉. Autrement dit, le milieu
est suffisamment de´sordonne´ pour que le champ local dans lequel
est plonge´ une particule de matie`re en x ne de´pende pas de la
particule de matie`re en x. Il s’ave`re que l’hypothe`se 〈 ∆σ
1+ ∆σ3σ0
〉 = 0
est exacte a` l’ordre 3 du de´veloppement en se´rie de (A.10). Il est
de plus facile de voir que cette hypothe`se revient a` conside´rer
que 〈El(x)〉 = 〈E(x)〉 = E0.
La the´orie auto-cohe´rente utilise´e ici fait jouer des roˆles sy-
me´triques aux deux phases, ce qui suppose certaines restrictions
sur la configuration ge´ome´trique du mate´riau, en particulier les
amas de l’une des deux phases n’ont pas de forme caracte´ris-
tique. Les calculs de la partie pre´ce´dente sont valables en di-
mension 3 et dans un milieu isotrope ; nous admettrons qu’ils se
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ge´ne´ralisent a` une dimension d quelconque et a` un milieu aniso-
trope. Dans tout ce qui suit, sauf lorsque la dimension est note´e
expresse´ment, nous nous placerons en dimension 2.
Milieu line´aire isotrope
L’e´quivalent bidimensionnel du terme −δ(r)3σ0 dans (A.8) est
−δ(r)
2σ0
. Ce sont les e´quations de Bruggeman (1935) :
p1
σ1 − σ0
σ1 + 2σ0
+ p2
σ2 − σ0
σ2 + 2σ0
= 0 (d = 3), (A.11)
p1
σ1 − σ0
σ1 + σ0
+ p2
σ2 − σ0
σ2 + σ0
= 0 (d = 2), (A.12)
avec d la dimension, p1 et p2 les concentrations des deux phases
(donc p1 + p2 = 1).
Percolation
Les e´quations de Bruggeman sont les plus simples permettant
de rendre compte d’un phe´nome`ne de “percolation”, concentra-
tion a` laquelle apparaˆıt la premie`re fois un amas infini avec une
probabilite´ 1.
La Fig. (A.3) illustre le cas dit de “contraste infini” en di-
mension 3. Avant la percolation (p2 < 1/3), le milieu est un
me´lange conducteur/supraconducteur ; apre`s, le seul cas inte´-
ressant est un me´lange isolants/conducteurs. Au point de per-
colation (p2 = pc = 1/3), le me´lange ne posse`de plus de grandeur
caracte´ristique, et l’une des deux phases forme un fractal extreˆ-
mement te´nu de volume nul. A` fort contraste et a` p2 proche de
pc, on constate que σ0 suit des lois de puissance d’exposants s
et t (voir Fig.). En re´seau, ces exposants sont des constantes ne
de´pendant que de la dimension. Dans le mate´riau continu, ils ne
de´pendent que de la dimension et de la distribution ge´ome´trique
des amas.
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0 0,2 0,4 0,6 0,8 1pc p2
0
1
2
3
4
5
σ
0
σ2 = ∞
σ1 = 0
σ1
σ2
σ0 ~ (p2-1/3)
1
σ0 ~ (1/3-p2)
-1
σ1 fini
σ2 fini
Fig. A.3 – σ0 effectif pour un milieu isotrope line´aire a` contraste infini (i.e.
σ2/σ1 =∞). Voir texte p. 334.
Milieu line´aire anisotrope
Conside´rons le cas simple ou` les conductivite´s sont aniso-
tropes avec une syme´trie uniaxiale de direction uˆ.4 Nous pou-
vons e´crire : σα = σ
‖
αuˆuˆ + σ⊥α (I − uˆuˆ). Nous avons aussi :
σ0 = σ
‖
0uˆuˆ + σ
⊥
0 (I − uˆuˆ), et donc le terme −δ(r)3σ0 δij dans (A.8)
est e´gale a` −δ(r)
(
n‖/σ
‖
0 ·
· n⊥/σ⊥0
)
,. En dimension 2 [Stroud],
p1
σ
‖
1 − σ‖0
1 + n‖(σ
‖
1 − σ‖0)/σ‖0
+p2
σ
‖
2 − σ‖0
1 + n‖(σ
‖
2 − σ‖0)/σ‖0
= 0, (A.13)
p1
σ⊥1 − σ⊥0
1 + n⊥(σ⊥1 − σ⊥0 )/σ⊥0
+p2
σ⊥2 − σ⊥0
1 + n⊥(σ⊥2 − σ⊥0 )/σ⊥0
= 0. (A.14)
4ci-apre`s, uˆ de´signe le vecteur ~u divise´ par sa norme.
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Les grandeurs n‖,⊥ sont appele´es par la suite coefficients de de´-
polarisation. Ils peuvent se calculer, par exemple, a` partir de
l’e´quation (A.7). Ces coefficients sont compris entre 0 et 1 et
ve´rifient : n‖ + n⊥ = 1 et n‖ + 2n⊥ = 1 en dimension 3. Ils sont
calcule´s a` partir de (A.7) ou (A.8). En posant r = σ
‖
0/σ
⊥
0 , nous
obtenons [Bernasconi] :
n‖(r) =
2
π
arctan
√
r (re´seau carre´), (A.15)
n‖(r) =
√
r
1 +
√
r
(milieu continu). (A.16)
A.1.3 The´orie variationnelle
Nous pre´sentons succinctement la the´orie variationnelle dans
le cas d’un milieu non-line´aire isotrope. On trouvera un expose´
plus complet de la the´orie variationnelle, applique´ a` la me´ca-
nique, dans (107) (pp. 191-201).
Introduisons la densite´ locale d’e´nergie ω~x( ~E) telle que :
~J( ~E) =
∂ω~x( ~E)
∂ ~E
= ~∇ ~Eω~x( ~E). (A.17)
La densite´ d’e´nergie ω~x( ~E) valant ω1( ~E) si x est dans la phase
1, ω2( ~E) sinon. Nous pouvons re´crire les e´quations de Maxwell
sous la forme suivante :
W ( ~E0) = inf
~E∈K
{
〈ω~x( ~E)〉Ω
}
(A.18)
ou`W est l’e´nergie totale du syste`me etK l’ensemble des champs
e´lectrostatiques admissibles :
K =
{
~E; ~E(x) = −~∇φ(x) ∀x ∈ Ω et φ(x) = − ~E0.~x ∀x ∈ δΩ
}
.
(A.19)
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Nous supposons que ω~x( ~E) est une fonction convexe de ~E
2, i.e.
fα telle que fα(E
2) = ω~x( ~E) est convexe. Alors nous pouvons
e´crire (repre´sentation base´e sur la dualite´ de Legendre pour fα)
pour α = 1, 2 :
ωα( ~E) = max
σα≥0
{
1
2
σαE
2 − f˜α(σα)
}
, (A.20)
f˜α(σα) = max
E
{
1
2
σαE
2 − ωα(E)
}
. (A.21)
Notons 〈·〉α la moyenne volumique sur la phase α. Nous pouvons
exprimer W (E0) de la fac¸on suivante [Ponte Castan˜eda, 1995] :
W ( ~E0) = inf
~E∈K
{∑
α=1,2
pα〈ωα(E)〉α
}
(A.22)
= inf
~E∈K
{∑
α=1,2
pα〈max
σα≥0
{
1
2
σαE
2 − f˜α(σα)
}
〉α
}
= max
σα≥0
{
inf
~E∈K
〈1
2
σαE
2〉Ω −
∑
α=1,2
pα〈f˜α(σα)〉α
}
.
a` partir de l’e´quation (A.20) jusqu’a` (A.22), tous les termes de´-
pendent de x ; en particulier, nous devrions conside´rer une infi-
nite´ de coefficients σα(x) ; mais pour pouvoir re´soudre le syste`me
qui en de´coule, nous supposons que σα(x) ne de´pend que de la
phase en x. En notant W lin(σα) le potentiel pour un syste`me
line´aire, nous obtenons :
W (E0) = max
σα≥0
{
W lin(σα)−
∑
α=1,2
pαf˜α(σα)
}
. (A.23)
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Il en re´sulte5 :
W ( ~E0) =
χ0
n+ 1
En+10 (A.24)
= sup
σα≥0
{
1
2
σ0E
2
0 +
1
2
1− n
1 + n
∑
α=1,2
pαχα
(
σα
χα
)n+1
n−1
}
=
1
2
σ0E
2
0 +
1
2
1− n
1 + n
∑
α=1,2
pαχα
(
σα
χα
)n+1
n−1
(A.25)
ou` σα = χα〈E2〉
n−1
2
α ; il est possible de ge´ne´raliser ces formules a`
un milieu anisotrope (cf. chapitre suivant).
Les moments quadratiques sont calcule´s par la suite, par la for-
mule [ci dessous α = 1 (respectivement 2) si β = 1 (respective-
ment 2)] :
〈E2〉α = 1
pα
(
∂σ0
∂σα
)
σβ
E20 . (A.26)
La the´orie variationnelle est une the´orie exacte. Les estima-
tions fournies par cette the´orie sont, dans les applications cou-
rantes, calcule´es a` partir de modules e´lastiques de comparai-
son constants par phase. Ceci revient a` approximer dans chaque
phase la relation non-line´aire ~J = χα| ~E|n−1 ~E par la relation
line´aire
~J = χα〈| ~E|2〉
n−1
2
α
~E,
les moyennes e´tant calcule´es de manie`re auto-cohe´rentes par
(A.26) une fois l’homoge´ne´isation line´aire effectue´e a` l’aide de
Bruggeman.
5selon la convexite´ ou concavite´ suppose´e de fα (cas convexe si n est < 1, concave si
n > 1), cette dernie`re formule peut eˆtre un inf au lieu d’un sup, mais cela ne modifie pas
la suite du raisonnement.
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A.2 The´orie variationnelle pour un milieu a`
deux phases non line´aires
Dans toute la suite, nous conside´rerons un milieu non-line´aire
biphase´ de loi constitutive (A.3).
A.2.1 Milieu isotrope
En milieu parfaitement isotrope, par syme´trie, les coefficients
de de´polarisation valent tous les deux 1/2. L’e´quation de Ber-
nasconi (A.12) montre alors imme´diatement qu’a` contraste in-
fini, σ0 et σα sont proportionnels ; d’apre`s l’e´quation (A.26), les
moments quadratiques du champ sont donc inde´pendants de la
non-line´arite´ n. En re´alite´, on retrouve simplement le re´sultat
de la the´orie variationnelle applique´e a` un milieu line´aire, ce
qui n’est pas satisfaisant. Le re´sultat isotrope n’est peut-eˆtre
pas “stable” mathe´matiquement en ce qui concerne la the´orie
variationnelle. Le milieu physique n’e´tant jamais parfaitement
isotrope, il convient de l’appliquer a` un mate´riau toujours au
moins le´ge`rement anisotrope.
Par la suite, nous supposerons que le milieu est anisotrope
uniquement.
A.2.2 Milieu anisotrope
Re´seau
Nous conside´rerons un syste`me naturellement anisotrope (pas
de syme´trie continue de rotation) : le re´seau en dimension deux
de taille L grand. a` chaque point x et a` chaque direction ei est
associe´ un lien d’origine x oriente´ selon ~ei ; a` chacun de ces liens
est associe´ un champ (diffe´rence de potentiel) Ei(~x) = V (~x +
ei)− V (~x).
Le courant dans chaque lien du re´seau de´rive d’un potentiel de
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dissipation (i = 1, 2) :
ωi(x) =
χi(x)
1 + n
|Ei(x)|1+n, (A.27)
Ji(x) =
∂ωi(x)
∂Ei(x)
= χi(x)|Ei(x)|n−1Ei(x). (A.28)
Nous introduisons de plus le potentiel de comparaison line´aire
ωlini (x) =
σi(x)
2 |Ei(x)|2 conforme´ment a` la the´orie variationnelle.
Pour un mate´riau anisotrope, nous devons e´galement distinguer
les composantes paralle`les et orthogonales du champ impose´
(suppose´ aligne´ avec l’un des deux axes) ainsi que les milieux
1 et 2 :
σi(x) =

σ
‖
1 si x ∈ 1 et i ‖ E0,
σ
‖
2 si x ∈ 2 et i ‖ E0,
σ⊥1 si x ∈ 1 et i ⊥ E0,
σ⊥2 si x ∈ 2 et i ⊥ E0.
(A.29)
La densite´ volumique d’e´nergie dissipe´e par nœud6 est alors :
W (E0) = sup
σ
‖,⊥
α
σ‖02 E20 + 12 1− n1 + n ∑
α=1,2
pαχα
(σ⊥α
χα
)n+1
n−1
+
(
σ
‖
α
χα
)n+1
n−1

=
χ0
n+ 1
En+10 (A.30)
L’optimisation par rapport a` σ
‖
1, σ
‖
2, σ
⊥
1 , σ
⊥
2 aboutit aux e´qua-
tions (α = 1, 2) :
σ‖α = χα
[(
1
pα
∂σ
‖
0
∂σ
‖
α
)
E20
](n−1)/2
, σ⊥α = χα
[(
1
pα
∂σ
‖
0
∂σ⊥α
)
E20
](n−1)/2
,
(A.31)
6l’e´nergie par nœud est l’analogue en re´seau de la densite´ volumique d’e´nergie en
continu.
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avec de plus les formules anisotropes des moments :
〈E2‖〉α =
1
pα
∂σ
‖
0
∂σ
‖
α
E20 , 〈E2⊥〉α =
1
pα
∂σ
‖
0
∂σ⊥α
E20 . (A.32)
Interpre´tation de la loi constitutive
Pour des raisons dimensionnelles, il est pre´fe´rable de re´crire
la loi constitutive sous la forme :
J(x) = J cα
(
E(x)
Ecα
)n
= χα(n)E
n(x) (A.33)
avec α la phase en x et χα(n) =
Jcα
(Ecα)
n . De meˆme, nous pou-
vons e´crire macroscopiquement J0 = J
c
0
(
E0
Ec0
)n
= χ0(n)E
n, χ0
e´tant de´duit de χ1, χ2 (et des autres parame`tres) par la the´orie
variationnelle. Nous identifierons Ec0 et J
c
0 avec les limites :
Ec0 = exp
[
− lim
n→∞
logχ0(n)
n
]
, (A.34)
J c0 = exp
[
lim
n→∞
(logχ0(n) + n logE
c
0)
]
, (A.35)
lorsque n→∞ et
Ec0 = exp
[
lim
n→0
log J c0 − logχ0(n)
n
]
, J c0 = lim
n→0
χ0(n),(A.36)
lorsque n→ 0.
Contraste
Par convention, nous posons f = p2 et nous supposons que
le milieu 2 est “meilleur conducteur” que 1 (i.e. χ2 ≥ χ1). Nous
appellerons “contraste” la quantite´ h = χ1/χ2 =
Jc1
Jc2
(
Ec2
Ec1
)n
qui
varie dans [0, 1] (au sens physique, le ve´ritable contraste est de
la forme |χ1 − χ2|/χ2). Posons de plus : hE = E
c
2
Ec1
et hJ =
Jc1
Jc2
de
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sorte que h = hJh
n
E.
Par abus, nous parlerons de contraste infini lorsque h = 0 et fini
lorsque h > 0.
Dualite´
Ce proble`me posse`de une proprie´te´ dite de dualite´, qui sti-
pule que les e´quations restent inchange´es lorsque l’on effectue
les transformations suivantes : E ↔ J, f ↔ 1− f, n‖↔ n⊥, n↔
1
n, phase 1 ↔ phase 2 en contraste infini. En contraste fini, il
faut de plus e´changer hE avec hJ .
Milieu “continu” anisotrope
Nous pouvons, pour simplifier encore ces e´quations, conside´-
rer le cas d’un milieu continu et remplacer (A.15) par (A.16),
tout en gardant les autres e´quations.7 Les courbes des e´quations
(A.15) et (A.16) sont tre`s proches, mais la seconde a l’avantage
d’eˆtre alge´brique. Dans un tel milieu, pour n =∞, ω( ~E) = 0 si
~E ∈ [−Ec, Ec] × [−Ec, Ec]. La surface limite est “carre´e” et ne
posse`de pas l’isotropie habituelle du continu.
Par la suite, sauf mention contraire, nous supposerons que le
milieu est continu uniquement.
A.2.3 Solution du proble`me avec contraste fini et lorsque
n est fini
Nous devons re´soudre le syste`me d’e´quations forme´ de (A.13,
A.14, A.16 [Bernasconi]) et (A.31 [the´orie variationnelle]). No-
tons f = p2 ; on montre (dans (103)) que les e´quations peuvent se
ramener a` un syste`me faisant intervenir les variables h, n, f, E0, n‖
et les ratios R
‖
α = σ
‖
0/σ
‖
α, R⊥α = σ
⊥
0 /σ
⊥
α (α = 1 ou α = 2). Ainsi
7dans un milieu continu ge´ne´ral, il faudrait tenir compte des composantes transverses
de σ0 et faire le calcul pour un champ macroscopique arbitraire : [σ0] =
(
σ
‖
0 σ
×
0
σ×0 σ
⊥
0
)
.
A.2. The´orie variationnelle pour un milieu a` deux phases non
line´aires 343
pour un champ impose´ E0, un contraste h, une concentration f
et une non-line´arite´ n donne´s, nous obtenons un syste`me de 3
e´quations a` 3 inconnues, n‖, R
‖
1, R
⊥
1 ou (au choix) n‖, R
‖
2, R
⊥
2 .
En contraste fini, les deux syste`mes en (n‖, R
‖
1, R
⊥
1 ) et (n‖, R
‖
2, R
⊥
2 )
sont e´quivalents et valables pour tout f ∈ [0, 1] ; en contraste in-
fini, le premier syste`me, e´crit en termes des variables de la phase
2, est adapte´ au cas f < 1/2 (avant percolation) et le deuxie`me,
e´crit en termes des variables de la phase 1, au cas f > 1/2 (apre`s
percolation).
L’ensemble des re´sultats de cette section vient de (103). On
pose, pour α = 1, 2 :
q = r
dn‖(r)
dr
=
n⊥n‖
2
, r =
(
n‖
n⊥
)2
, [continu] (A.37)
q =
sin(πn‖)
2π
, r = tan2
πn⊥
2
, [re´seau]
a‖α = n‖ + n⊥R
‖
α, a
⊥
α = n⊥ + n‖R
⊥
α , (A.38)
b‖α = n⊥ + n⊥
(
R‖α
)2
− q
(
R‖α − 1
)2
, (A.39)
b⊥α = n⊥ + n‖
(
R⊥α
)2 − q (R⊥α − 1)2 , (A.40)
c‖α = n‖ + (n⊥ − pα)R‖α, c⊥α = n⊥ + (n‖ − pα)R⊥α .(A.41)
Cas f < 1/2
A` contraste infini (h = 0), le cas pertinent est ici σ
‖
2 = σ
⊥
2 =
+∞, soit R‖2 = R⊥2 = 0.
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(a⊥2 )
2 = f
b⊥2 + q(1− R‖2)2r(n+1)/(n−1)
(
R⊥2
R
‖
2
) 2n
n−1
 ,(A.42)
R
‖
2 =
∣∣∣c‖2∣∣∣hE
(1− f)
hJ(1− f)∣∣∣a‖2 − f ∣∣∣
1/n , (A.43)
R⊥2 =
∣∣c⊥2 ∣∣hE
(1− f)
[
hJ(1− f)∣∣a⊥2 − f ∣∣
]1/n
. (A.44)
Les conditions d’existence de solutions physiques en n‖ pour ce
syste`me sont R
‖
1 > 0, R
⊥
1 > 0. On montre que cela s’e´crit aussi
c
‖
1(a
‖
1 − f) > 0, c⊥1 (a⊥1 − f) > 0.
Cas f > 1/2
A` contraste infini (h = 0), le cas pertinent est ici σ
‖
1 = σ
⊥
1 = 0
ou encore R
‖
1 = R
⊥
1 =∞. Les e´quations et conditions d’existence
de solutions physiques sont similaires au cas pre´ce´dent :
(a⊥1 )
2 = (1− f)
b⊥1 + q(1−R‖1)2r(n+1)/(n−1)
(
R⊥1
R
‖
1
)2n/(n−1) ,
R
‖
1 =
∣∣∣c‖1∣∣∣hE
f
 f
hJ
∣∣∣a‖1 − (1− f)∣∣∣
1/n , (A.45)
R⊥1 =
∣∣c⊥1 ∣∣hE
f
[
f
hJ
∣∣a⊥1 − (1− f)∣∣
]1/n
. (A.46)
Les deux e´quations ci-dessus ne sont pas alge´briques sauf pour
des cas particuliers de n (dont les cas importants 0 ou ∞). En
re`gle ge´ne´rale, elles admettent plusieurs solutions dont une seule
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est physique, c’est-a`-dire que les coefficients R
‖,⊥
α qui lui sont
associe´s sont bien positifs (ou nuls). Cela a e´te´ constate´ dans les
cas traite´s ici (nume´riquement ou alge´briquement) et se ve´rifie
dans la plupart des applications de la the´orie variationnelle.
Moyennes et moments
Nous calculons les moyennes et moments des champs (et cou-
rants par dualite´) a` partir d’e´quations dans (103) et faisant in-
tervenir les variables de´finies en (A.37). Elles ont e´te´ applique´es
pour tracer les courbes de la section suivante.
Solutions analytiques
En contraste infini, pour f < 1/2 et n→∞, nous disposons
de solutions analytiques (n‖ = 1− f) ainsi que dans le cas dual
n = 0, f > 1/2. Pour f > 1/2, il n’existe de solution analytique
que dans le cas continu, mais elle est trop complexe pour eˆtre
exploite´e (e´quation de degre´ 4).
Champs et courants critiques
Les champs et courants critiques effectifs ne sont pas de´duits
directement des variables n‖, R
‖,⊥
α . C’est l’e´quation (A.30) qui
permet de les calculer a` partir de χ0(n) (cf. Sec. A.2.2), de sorte
que :
χ0 = (1− f)χ1
[
〈E2‖/E20〉(n+1)/21 + 〈E2⊥/E20〉(n+1)/21
]
(A.47)
+fχ2
[
〈E2‖/E20〉(n+1)/22 + 〈E2⊥/E20〉(n+1)/22
]
.
En contraste infini, le premier (respectivement le second) terme
est nul lorsque f > 1/2 (respectivement f < 1/2).
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A.3 Contraste entre phases infini et non-line´arite´
infinie
Nous nous plac¸ons ici a` contraste infini (a` partir de ce chapitre
sont pre´sente´s des re´sultats nouveaux).
Nous supposons dans cette partie que ~E0 fait un angle d’inci-
dence θ avec l’axe ~ex. Nous nous inte´ressons aux champ et cou-
rant critiques dans le cas fortement non-line´aire et a` contraste
infini. Dans toute la suite, les variables projete´es sur l’axe ~ex
(respectivement ~ey) sont indice´es x (respectivement y) et non
plus ‖, ⊥ comme pre´ce´demment (voir Fig A.4).
E0
x
E0
y
E0
→
θ
Fig. A.4 – Champ e´lectrostatique ~E0 impose´ dans le re´seau. Voir texte p.
346.
A.3.1 Champs et courants critiques lorsque θ = 0
Le tableau (A.1) contient un re´capitulatif des re´sultats obte-
nus a` angle d’incidence nul.
Quelque soit le champ impose´, oriente´ de manie`re quelconque,
les e´quations de Stroud et de Bernasconi restent valables. La
the´orie variationnelle de´veloppe´e dans la section pre´ce´dente, en
revanche, s’e´crit d’une manie`re diffe´rente car la loi constitutive
est change´e.
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n f E0c
f < 1/2 E
(1)
c
√
1− 2f
+∞
f → 1
[
1 + 3
2
(
1−f
2
)2/3
+O(1− f)
]
E
(2)
c
f > 1/2 E
(2)
c f√
2f−1
0
f → 0
[
1− 3
2
(
f
2
)2/3
+O(f)
]
E
(1)
c
n f J0c
f < 1/2 J
(1)
c (1−f)√
1−2f
+∞
f → 1
[
1− 3
2
(
1−f
2
)2/3
+O(1− f)
]
J
(2)
c
f > 1/2 J
(2)
c
√
2f − 1
0
f → 0
[
1 + 3
2
(
f
2
)2/3
+O(f)
]
J
(1)
c
Tab. A.1 – champs et courants critiques en continu. En re´seau, les formules
analytiques sont identiques. Dans les de´veloppements limite´s en f = 0 (res-
pectivement f = 1) il faut multiplier f (respectivement 1− f) par π/2 pour
obtenir les formules dans le cas re´seau.
A.3.2 Loi constitutive et densite´s d’e´nergie pour un
re´seau
La loi constitutive pour un re´seau 2D de directions orthogo-
nales (~ex, ~ey) est :
~J(x) = ~∇ ~Eωx( ~E(x)) = χ(x)
(|Ex(x)|n−1Ex~ex + |Ey(x)|n−1Ey~ey)
(A.48)
ou` Ex et Ey sont les composantes de ~E sur chaque axe. Par
ailleurs la fonction densite´ d’e´nergie ωx et le coefficient χ(x) ne
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de´pendent que de la phase en x. Nous pouvons en de´duire la
forme de la densite´ d’e´nergie dans chaque phase :
ωα( ~E) =
χα
n+ 1
(|Ex|n+1 + |Ey|n+1) (α = 1, 2). (A.49)
A.3.3 Moments d’ordre 1
La the´orie auto-cohe´rente permet de calculer les moyennes
des champs en fonction du facteur de de´polarisation. Notons
M θxα et M
θ
yα les moyennes des champs paralle`les et perpendicu-
laires dans la phase α (α = 1, 2). Nous avons :
M θxα =
〈
1
ny + nxσxα/σ
x
0
〉
Ex0 , (A.50)
M θyα =
〈
1
nx + nyσ
y
α/σ
y
0
〉
Ey0 . (A.51)
Or a` contraste infini, σx2 = σ
y
2 =∞ si f < 1/2 et σx1 = σy1 = 0 si
f > 1/2 d’ou` :
f < 1/2 : M θx,1 =
1
1− f E
x
0 , M
θ
y,1 =
1
1− f E
y
0 , (A.52)
M θx,2 =M
θ
y,2 = 0, (A.53)
f > 1/2 : M θx,1 =
1
ny
Ex0 , M
θ
y,1 =
1
nx
Ey0 , (A.54)
M θx,2 =
f − nx
fny
Ex0 , M
θ
y,1 =
f − ny
fnx
Ey0 . (A.55)
A.3.4 The´orie variationnelle, moments d’ordre 2
A` partir de la nouvelle expression de la densite´ d’e´nergie, nous
modifions le potentiel line´aire de comparaison effectif interve-
nant dans la the´orie variationnelle pour tenir compte de l’angle
d’incidence (quelconque) du champ applique´. Il vaut pour un
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champ ~E0 oriente´ arbitrairement
σx0
2
(Ex0 )
2 + σ
y
0
2
(Ey0)
2. L’expres-
sion de la fonction duale de Legendre f˜α (e´quation A.20) est
identique d’ou` la formulation variationnelle suivante :
W (E0) = sup
σx,yα
{
σx0
2
Ex0
2 +
σy0
2
Ey0
2
+
1
2
1− n
1 + n
∑
α=1,2
pαχα
[(
σyα
χα
)n+1
n−1
+
(
σxα
χα
)n+1
n−1
]}
.(A.56)
Les seconds moments Qθxα et Q
θ
yα pre´dits par la the´orie sont
donc :
Qθxα = 〈E2x〉θα =
1
pα
(
∂σx0
∂σxα
Ex0
2 +
∂σy0
∂σxα
Ey0
2
)
, (A.57)
Qθyα = 〈E2y〉θα =
1
pα
(
∂σx0
∂σyα
Ex0
2 +
∂σy0
∂σyα
Ey0
2
)
. (A.58)
Les de´rive´es de σx0 sont connues car elles interviennent dans le
calcul des second moments a` θ = 0. Les e´quations (A.57) et
(A.58) ci-dessus font e´galement intervenir des de´rive´es de σy0 ; ces
termes peuvent eˆtre calcule´s a` partir des re´sultats pre´ce´dents ;
on montre que l’on a en dimension 2 :
∂σy0
∂σxα
=
∂σyα/∂σ
x
0
∂σxα/∂σ
y
0
∂σx0
∂σyα
et
∂σy0
∂σyα
=
∂σxα/∂σ
x
0
∂σyα/∂σ
y
0
∂σx0
∂σxα
,
les deux dernie`res de´rive´es de ces e´quations e´tant connues. Nous
pouvons de plus calculer les autres de´rive´es a` partir des e´qua-
tions de Stroud. Les re´sultats finaux sont donne´s ci-dessous (on
remarque que ces expressions restent inchange´es apre`s interver-
sion de x et de y).
f < 1/2 :
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Qθx,1 =
n2x(n
2
y − fny + qf)Ex0 2 + fqn
2
x
r
Ey0
2
(1− f)∆1 , (A.59)
Qθy,1 =
fqrn2yE
x
0
2 + n2y(n
2
x − fnx + qf)Ey0 2
(1− f)∆1 , (A.60)
∆1 = nxny(nx − f)(ny − f) + qf(n2x + n2y − f).
f > 1/2 :
Qθx,2 =
1
f∆2
{
(nx − f)2 [nx(f − ny) + q(1− f)]Ex0 2
+(q/r)(1− f)(nx − f)2Ey0 2
}
,
Qθy,2 =
1
f∆2
{
qr(1− f)(ny − f)2Ex0 2
+(ny − f)2 [ny(f − nx) + q(1− f)]Ey0 2
}
,
∆2 = nxny(nx − f)(ny − f) + q(1− f)(f − 2nxny),
[q et r sont donne´s en (A.37)].
A.3.5 Cas n =∞
Champ critique
Notons respectivement Jx0 et J
y
0 les composantes de
~J0 se-
lon les axes paralle`les et perpendiculaires. Nous de´finissons le
champ critique macroscopique a` angle d’incidence θ par Ec =
supJx0=J
y
0=0
| ~E0( ~J0)|.
L’e´quation (A.56) donne une expression de W (E0) en fonction
de χ1, χ2, f et n :
W (E0) =
∑
α=1,2
pαχα
n+ 1
{(
Qθxα
)n+1
2 +
(
Qθyα
)n+1
2
}
. (A.61)
En contraste infini, les moments quadratiques dans la phase 2
sont nuls pour f < 1/2 et, d’autre part, χ1 = 0 pour f > 1/2.
Ainsi l’e´quation (A.61) se re´duit elle au terme de phase 1 pour
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f < 1/2 et au terme de phase 2 pour f > 1/2. En notant
α la phase majoritaire, nous obtenons ainsi (conside´rons, par
exemple, la composante paralle`le) :
Jx0 =
∂W
∂Ex0
=
J cαE
x
0
Ecα
n
(
∂σx0
∂σxα
Qθxα
(n−1)/2
+
∂σx0
∂σyα
Qθyα
(n−1)/2
)
.
(A.62)
Nous en de´duisons le champ critique a` n = ∞ (α la phase ma-
joritaire) :
Ec = E
c
αmax
(
Qθxα/E
2
0, Q
θ
yα/E
2
0
)−1/2
. (A.63)
Coefficient de de´polarisation (cas continu)
a` f < 1/2, nous avons r = σ
x
1/χ1
σy1/χ1
σy1/σ
y
0
σx1 /σ
x
0
que l’on peut re´crire
d’apre`s (A.56), r =
(
Qθx,1
Qθy,1
)n−1
2 σy1/σ
y
0
σx1/σ
x
0
[cf. l’e´quation (A.31) pour
θ = 0]. En utilisant les e´quations de Stroud ainsi que (A.59)
et (A.60), nous obtenons une e´quation en nx (valable lorsque
f < 1/2) :[
r(nx − f)(1− nx)
nx(1− nx − f)
] 2
n−1
=
n2x(n
2
y − fny + qf) + fqn
2
x
r tan
2 θ
fqrn2y + n
2
y(n
2
x − fnx + qf) tan2 θ
,
(A.64)
avec de plus la condition f ≤ nx ≤ 1 − f (afin que Rx1 > 0 et
Ry1 > 0). Lorsque n → ∞, le terme de gauche ne pouvant eˆtre
une forme inde´termine´e (sinon nous aboutissons a` f > 1/2), les
deux membres de l’e´quation valent 1, soit finalement :
nx =
cos(2θ)− f +
√
(1− 2f) cos2(2θ) + f 2
2 cos(2θ)
. (A.65)
Les diffe´rentes formules sont donne´es tableau (A.2).
De meˆme, en utilisant les e´quations (A.61) et (A.61), on trouve
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pour f > 1/2 :
1 =
(nx − f)2[nx(f − ny) + (1− f)q] + qr(1− f)(nx − f)2 tan2 θ
(1− f)(ny − f)2qr + (ny − f)2[ny(f − nx) + (1− f)q] tan2 θ
(A.66)
avec ici aussi comme condition 1− f ≤ nx ≤ f . Il n’y a pas de
solution analytique simple lorsque θ = 0, donc a fortiori lorsque
θ est quelconque.
Les re´sultats sont donne´s figures (A.5) et (A.6), dans le cas
continu. Les courbes des premiers et second moments sont e´ga-
lement repre´sente´es figure (A.7) et (A.8).
Coefficient de de´polarisation (cas re´seau)
Dans le cas re´seau, nx est de´termine´ de meˆme graˆce a` (A.64).
Cependant, le second membre de cette e´quation ne vaut plus
toujours 1 car la condition f ≤ nx ≤ 1− f n’est plus respecte´e
pour certaines valeurs de θ. L’e´quation est alors ve´rifie´e avec
nx = 1− f (si θ ≤ π/4) ou nx = f (si θ ≥ π/4).
Pour f > 1/2, l’e´quation (A.66) posse`de toujours une unique
solution dans le domaine physique valide nx ∈ [1− f, f ].
Nous n’observons pas de singularite´ en re´seau qui n’apparaisse
pas en continu ; par la suite, les courbes e´tant tre`s similaires seul
le cas continu est traite´.
Cas θ = π/4
Du fait de la syme´trie x↔ y, les coefficients de de´polarisation
valent tous deux 1/2 et il existe une solution analytique exacte
lorsque θ = π/4, identique en continu et en re´seau (voir tableau
A.2).
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n =∞ f < 1/2, θ ≤ π/4 f > 1/2
θ = π/4
〈Ex〉θ1 =Mθ1,x cos θ1−f E0
√
2E0
〈Ey〉θ1 = Mθ1,y sin θ1−fE0
√
2E0
〈Ex〉θ2 =Mθ2,x 0 2f−1√2f E0
〈Ey〉θ2 = Mθ2,y 0 2f−1√2f E0
〈E2x〉θ1 = 〈E2y〉θ1 = Qθ1 1−f+
√
f2+(1−2f) cos2(2θ)
2(1−f)(1−2f) E
2
0
2f
2f−1E
2
0
〈E2x〉θ2 = 〈E2y〉θ2 = Qθ2 0 2f−12f E20
〈E2x〉θ1 − 〈Ex〉θ12 = Cθ1,x f
2−(1−2f) cos(2θ)+(1−f)
√
f2+(1−2f) cos2(2θ)
2(1−2f)(1−f)2 E
2
0
2(1−f)
2f−1 E
2
0
〈E2y〉θ1 − 〈Ey〉θ12 = Cθ1,y f
2+(1−2f) cos(2θ)+(1−f)
√
f2+(1−2f) cos2(2θ)
2(1−2f)(1−f)2 E
2
0
2(1−f)
2f−1 E
2
0
〈E2x〉θ2 − 〈Ex〉θ22 = Cθ2,x 0 (1−f)(2f−1)2f2 E20
〈E2y〉θ2 − 〈Ey〉θ22 = Cθ2,y 0 (1−f)(2f−1)2f2 E20
champ critique E1c
(
2(1−f)(1−2f)
1−f+
√
f2+(1−2f) cos2(2θ)
) 1
2
E2c
√
2f
2f−1
Tab. A.2 – formules analytiques dans le cas continu a` n = ∞, pour f <
1/2, θ ≤ π/4 et pour f > 1/2, θ = π/4 (formules identiques en re´seau lorsque
θ → π/4).
Milieu dilue´
En f = 0, nous avons, si θ < π/4 :
nx = 1− cos
2 θ
2 cos2 θ − 1f+
[
cos2 θ
2 cos2 θ − 1
]2
f 2(1+f)+O(f 4). (A.67)
En f = 1, nous trouvons (toujours lorsque θ < π/4) :
nx = 1−
[
cos2 θ
2(2 cos2 θ − 1)
]1/3
(1− f)1/3
+
[
cos2 θ
2(2 cos2 θ − 1)
]2/3
(1− f)2/3
+
1
6
1− 8 cos2 θ
2 cos2 θ − 1(1− f) +O[(1− f)
4/3]. (A.68)
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E
c 
 (f < 0,5)
f = 0,49
f = 0
0 0.5 1 1.5 2 2.5 3 3.50
0.5
1
1.5
2
2.5
3
3.5
E
c 
 (f > 0,5)
f = 0,55
f = 1
Fig. A.5 – a` gauche, graphique en coordonne´es polaires du champ critique
effectif en fonction de l’angle d’incidence du champ ~E0 a` n = ∞ ; a` droite,
meˆmes grandeurs mais avec f > 1/2. Les courbes vont de haut en bas lorsque
f croˆıt ; elles tendent vers un cercle de rayon infini pour f → 0, 5+ et vers le
point (0, 0) pour f → 0, 5−. Ensemble de valeurs pour f : 0 ; 0,01 ; 0,05 ; 0,1 ;
0,15 ; 0,2 ; 0,25 ; 0,3 ; 0,35 ; 0,4 ; 0,45 ; 0,49 ; 0,55 ; 0,6 ; 0,65 ; 0,7 ; 0,75 ; 0,8 ;
0,85 ; 0,9 ; 0,95 ; 0,99 ; 1. Voir texte p. 352.
Pour θ > π/4, le coefficient de de´polarisation est de´termine´ par
syme´trie d’axe x ↔ y (il est discontinu en π/4). Les re´sultats
des moments et champs critiques sont indique´s dans le tableau
(A.3).
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0 0.2 0.4 0.6 0.8 1f
0
0.5
1
1.5
2
2.5
E c
θ = 0°
θ = 45°
θ = 45°
θ = 0°
Fig. A.6 – Champs critiques pour θ = 45˚ (haut) et θ = 0˚ (bas). Voir texte
p. 352.
n f 〈H2〉θα, Hc, H = E ou J , θ < π/4
〈E2x〉θ1 = 〈E2y〉θ1 =
[
1 + 2f + 7 cos
2 θ−3
2 cos2 θ−1f
2 +O(f 3)
]
E0x
2
f → 0
Ec =
[
1− f − 1
2
cos2 θ
2 cos2 θ−1f
2 +O(f 3)
]
E
(1)
c
cos θ
〈E2x〉θ2 = 〈E2y〉θ2 =
[
1− 3
4
2 cos2 θ−1
cos2 θ
(1− f)2/3 +O(1− f)
]
E0x
2
+∞
f → 1
Ec =
[
1 + 3
2
(
2 cos2 θ−1
4 cos2 θ
)1/3
(1− f)2/3 +O(1− f)
]
E
(2)
c
cos θ
〈J2x〉θ2 = 〈J2y 〉θ2 =
[
1 + 2(1− f) + 7 cos2 θ−3
2 cos2 θ−1(1− f)2 +O((1− f)3)
]
J0x
2
f → 1
Jc =
[
1− (1− f)− 1
2
cos2 θ
2 cos2 θ−1(1− f)2 +O((1− f)3)
]
J
(2)
c
cos θ
〈J2x〉θ2 = 〈J2y 〉θ2 =
[
1− 3
4
2 cos2 θ−1
cos2 θ
f 2/3 +O(f)
]
J0x
2
0
f → 0
Jc =
[
1 + 3
2
(
2 cos2 θ−1
4 cos2 θ
)1/3
f 2/3 +O(f)
]
J
(2)
c
cos θ
Tab. A.3 – second moments et valeurs critiques des champs ou courants a`
angle d’incidence θ, pour θ < π/4 dans le cas continu.
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Fig. A.7 – moyennes du champ selon ~ex pour n = ∞ et θ = 0; π/40; ...; π/2
dans le milieu 1 (gauche) et dans le milieu 2 (droite). Les courbes vont de
haut en bas lorsque θ croˆıt. Voir texte p. 352.
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0
0.5
1
1.5
2
2.5
3
C 1
x
0.5 0.6 0.7 0.8 0.9 1f
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Fig. A.8 – grandeurs Cxα = 〈E2x〉α − 〈Ex〉2α pour θ = 0; π/40; ...; π/2 dans le
milieu 1 (gauche) et dans le milieu 2 (droite). a` gauche, les courbes vont de
bas en haut lorsque θ croˆıt (f〈1/2) ; de haut en bas lorsque θ croˆıt de 0 a` π/4
puis de bas en haut, en se superposant parfaitement, lorsque θ croˆıt de π/4 a`
π/2 (f > 1/2) ; a` droite, les courbes vont de haut en bas lorsque θ de´croˆıt de
π/2 a` 0 (les courbes remontent le´ge`rement pour θ〈π/4 et f > 0, 7 environ).
Voir texte p. 352.
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La figure A.5 est l’analogue du domaine d’e´lasticite´ d’un ma-
te´riau parfaitement plastique en me´canique. a` la percolation, le
seuil tend vers un milieu isotrope (cf. figure A.5). Nous pou-
vions nous attendre a` un tel re´sultat car dans un milieu infini-
ment de´sordonne´ toutes les grandeurs caracte´ristiques et direc-
tions privile´gie´es du syste`me disparaissent au profit des gran-
deurs propres a` la percolation en dimension 2 (cette proprie´te´
est connue dans le cas line´aire, nous la retrouvons ici dans un
cas non-line´aire).
La courbe obtenue pour le champ critique tend vers un carre´
de coˆte´ 2 lorsque f → 0 ou f → 1 (cf. figure A.5), conforme´ment
a` la solution exacte (triviale) en milieu homoge`ne. Le calcul des
de´veloppements limite´s, qui pre´cise le comportement en milieu
dilue´, montre que le champ critique est non analytique en la
variable f lorsque f = 1−, pour θ 6= π/4 (loi de puissance non
entie`re). Ces lois de puissances sont spe´cifiques a` la non-line´arite´
(110).
Le champ critique n’est pas non plus analytique en la variable
angulaire θ a` f proche de 1 (fixe´) et θ 6= π/4.
A.4 Contraste fini entre phase, non-line´arite´
infini
Nous nous limitons ici au cas ou` ~E0 est paralle`le a` l’un des
axes. Nous examinons le cas de contraste fini entre les phases
avec non-line´arite´ “infinie” (loi a` seuil) afin de comprendre com-
ment se de´veloppe les singularite´s ; en contraste fini, nous nous
attendons a priori a` obtenir des puissances entie`res en f = 0 ou
1 et pas de percolation “visible”.
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A.4.1 Milieu fortement non-line´aire
Dans cette partie, nous supposons que le contraste est fini et
faisons tendre n vers 0 ou l’infini (voir e´quation A.33).
Lorsque n → 0, le milieu est forme´ de deux conducteurs a`
seuil nul tels que J = 0 si E = 0 et J = J c si E = 0+ ; la
valeur de Ec ne joue pas. Lorsque n → ∞, le milieu contient
deux conducteurs a` seuil fini Ec ; la valeur de Ic n’intervient pas
(d’apre`s (103)).
Faisons tendre n vers 0 dans (A.43). Nous raisonnons d’abord
sur R
‖
2 et R
⊥
2 afin d’obtenir une unique e´quation pour n‖ (voir
tableau 1).
expression de R
‖
2 condition
A R
‖
2 = +∞ impossible
B R
‖
2 = 0 hJ(1− f) ≤ |n‖ − f |
C a
‖
2 = f + hJ(1− f) sans condition
D a
‖
2 = f − hJ(1− f) impossible
E c
‖
2 = 0 hJ(1− f) ≥ |a‖2 − f |
expression de R⊥2 condition
1 R⊥2 = +∞ impossible
2 R⊥2 = 0 hJ(1− f) ≤ |n⊥ − f |
3 a⊥2 = f + hJ(1− f) sans condition
4 a⊥2 = f − hJ(1− f) impossible
5 c⊥2 = 0 hJ(1− f) ≥ |a⊥2 − f |
Tab. A.4 – re´solution de (A.43) pour n = 0 et a` contraste fini. Aux conditions
pre´cite´es il faut ajouter la positivite´ des ratios R
‖,⊥
1,2 .
Il est imme´diat que A et 1 sont impossibles ; pour D et 4,
cela ne´cessite une petite de´monstration. Toutes les autres com-
binaisons B2, B3, B5, ..., E5 du tableau (A.4) sont en the´orie
possibles, mais nous constatons nume´riquement que seules se
produisent B2 (pour certains hJ > hJ 0) et C2 (pour tout hJ), le
cas B2 e´tant identique au cas de contraste infini. Nous observons
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donc, pour certains hJ petits, un changement de “mode” (voir
figure A.9) ; a` contraste suffisamment grand, il existe un pre-
mier seuil f0 a` partir duquel tout se passe comme si le contraste
e´tait infini, puis un deuxie`me seuil a` partir duquel ce phe´nome`ne
disparaˆıt.
Par syme´trie, nous savons que les moyennes perpendiculaires
dans chaque phase sont nulles (〈E⊥〉α = 0). Dans les figures
(A.9) a` (A.13), nous notons Mα = 〈E‖〉α la moyenne dans la
phase α et C
‖,⊥
α = 〈E2‖,⊥〉α − 〈E‖,⊥〉α2 les variances paralle`les et
perpendiculaires dans la phase α (n’ayant pas d’autres informa-
tions en terme de moments, nous pouvons voir les C
‖,⊥
α comme
une indication sur la largeur de la distribution du champ ~E). Une
estimation de la valeur maximum est
√
〈E2⊥,‖〉α. L’ensemble de
valeurs choisies pour hJ,E est : 0,7 ; 0,5 ; 0,4 ; 0,35 ; 0,3 ; 0,27 ;
0,23 ; 0,2 ; 0,15 ; 0,1 ; 0,05 ; 0,02 ; 0,01 ; 0,005 ; 0,001.
0 0.2 0.4 0.6 0.8 1f
0
0.1
0.2
0.3
0.4
0.5
n
||
n = 0
f0 f1
courbe de contraste infini
C2
B2 C2
Fig. A.9 – facteur de de´polarisation paralle`le n|| a` contraste fini lorsque
n→ 0. Les courbes vont de bas en haut lorsque hJ de´croˆıt de 1 a` 0. Les cas
hJ > 1 se de´duisent par les transformations hJ ↔ 1/hJ et f ↔ 1− f . Le cas
n = ∞ est de´duit par syme´trie de centre (0,5 ; 0,5), les valeurs de hJ e´tant
e´change´es avec celles de hE . Voir texte p. 362.
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0 0,2 0,4 0,6 0,8 1
f
1
1,2
1,4
1,6
1,8
2
M
1
n = 0
0 0,2 0,4 0,6 0,8 1
f
1
2
4
M
1
n = ∞
Fig. A.10 – moyenne du champ dans la phase 1 lorsque n → 0 (gauche)
et n → ∞ (droite) ; hJ (respectivement hE) de´croˆıt de bas en haut lorsque
n = 0 (respectivement n =∞). Voir texte p. 362.
0 0,2 0,4 0,6 0,8 1
f
0
0,2
0,4
0,6
0,8
1
M
2
n = 0
n = ∞
Fig. A.11 – moyenne du champ dans la phase 2 ; hJ (respectivement hE)
de´croˆıt de haut en bas lorsque n = 0 (respectivement n = ∞). Voir texte p.
362.
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0 0,2 0,4 0,6 0,8 1
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C 1
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n = ∞
n = 0
0 0,2 0,4 0,6 0,8 1
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0
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1
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||
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n = 0
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n = ∞
Fig. A.12 – a` gauche, moment quadratique du champ perpendiculaire dans
la phase 1. Pour n = 0, hJ de´croˆıt de bas en haut ; pour n = ∞, hE de´croˆıt
de haut en bas jusqu’a` hE = 0, 5 puis de bas en haut. a` droite, moment
quadratique du champ paralle`le dans la phase 1 : hJ (respectivement hE)
de´croˆıt de bas en haut lorsque n = 0 (respectivement n =∞). Voir texte p.
362.
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0 0,2 0,4 0,6 0,8 1
f
0
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0,15
0,2
0,25
C 2
||
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n = ∞
Fig. A.13 – a` gauche, moment quadratique du champ perpendiculaire dans
la phase 2. Pour n = ∞, hE de´croˆıt de haut en bas ; pour n = 0, C⊥2 =
0. a` droite, moment quadratique du champ paralle`le dans la phase 2 : hJ
(respectivement hE) de´croˆıt de bas en haut lorsque n = 0 (respectivement
n =∞) et f > 0, 5. Voir texte p. 362.
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A.4.2 Interpre´tation physique
“Pseudo-percolation”
Sur la figure (A.9), valable pour n = 0, la courbe situe´e
au-dessus de toutes les autres pour f < 1/2 est la courbe de
contraste infini. a` partir d’un certain contraste hJ0, il existe un
re´gime (f0 < f < f1) pour lequel tout se passe comme si le
contraste e´tait infini. Les courbes forment un angle en f0 et f1.
Supposons maintenant n = ∞ et hE petit. Aucun courant
perpendiculaire ne circule dans le milieu 1 (le moins bon conduc-
teur), cf. figure A.18 (non repre´sente´e).
Nous savons que, par dualite´, le re´gime [f0, f1] se situe a` f >
1/2. Pour f le´ge`rement supe´rieur a` 1/2, le courant passe dans
les deux milieux (cf. figures A.15 et A.16). Les moments des
champs dans les deux phases croissent avec f (cf. figures A.12
et A.13). Cependant, a` partir d’une certaine valeur f1 > 1/2, un
pseudo “seuil de percolation”apparaˆıt (figure A.9) : le mate´riau
se comporte comme en contraste infini, et plus aucun courant
ne circule dans le milieu 1 (cf. figure A.18 : le courant paralle`le
devient nul en un certain f1). Ce pseudo seuil de percolation
(f = f1) est d’autant plus proche de 1/2 que le contraste est
grand.
Une interpre´tation comple`te du phe´nome`ne devrait expliquer
le lien entre cette percolation retarde´e et la non-line´arite´. Car
pour un mate´riau line´aire, nous n’observons pas ce type de chan-
gement de re´gime.
Le deuxie`me changement de mode survient lorsque f est
proche de 1 (en un point f = f0). Le champ devenant infini
dans le milieu 1 (c’est du moins ce que pre´dit la the´orie varia-
tionnelle, cf. figure A.10), un courant y circule, la conductivite´
de ce milieu e´tant finie.
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0 0,2 0,4 0,6 0,8 1
f
0
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E c
(1)
n = ∞
hE  < 1
hE > 1
0 0,2 0,4 0,6 0,8 1
f
1
10
100
E c
hE  < 1
Fig. A.14 – a` gauche, e´volution du champ critique effectif ; la valeur obtenue
en f = 0 est E
(1)
c , champ critique du milieu 1, celle en f = 1 est E
(2)
c , champ
critique du milieu 2. Pour une valeur de hE fixe´e, le champ critique effectif
est proportionnel a` E
(1)
c ; on a donc pris le parti de choisir E
(2)
c e´gal a` 1.
Les courbes correspondantes a` E
(1)
c < 1 (soit hE > 1) sont de´duites de la
syme´trie f ↔ 1 − f, hE ↔ 1/hE , E(c1) ↔ E(c2). Ces courbes sont de´rivables
en tout point (mais non D2). a` droite, e´volution du champ critique effectif
en fonction de f lorsque hE < 1 en e´chelle logarithmique. Voir texte p. 362.
Courants
Les graphiques des courants se de´duisent simplement par dua-
lite´. Pour faciliter la lecture et l’interpre´tation des courbes, ils
sont re´pe´te´s ici (figures A.15 a` A.19).
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Fig. A.15 – courant moyen dans la phase 2 lorsque n → ∞ (gauche) et
n→ 0 (droite) ; hJ (respectivement hE) de´croˆıt de bas en haut lorsque n = 0
(respectivement n =∞). Voir texte p. 362.
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Fig. A.16 – courant moyen dans la phase 1 ; hJ (respectivement hE) de´croˆıt
de haut en bas lorsque n = 0 (respectivement n =∞). Voir texte p. 362.
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Fig. A.17 – a` gauche, moment quadratique perpendiculaire dans la phase 2.
Pour n = ∞, hE de´croˆıt de bas en haut ; pour n = 0, hJ de´croˆıt de haut
en bas jusqu’a` hJ = 0, 5 puis de bas en haut. a` droite, moment quadratique
paralle`le dans la phase 2 : hJ (respectivement hE) de´croˆıt de bas en haut
lorsque n = 0 (respectivement n =∞). Voir texte p. 362.
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Fig. A.18 – a` gauche, moment quadratique perpendiculaire dans la phase (1).
Pour n = 0, hJ de´croˆıt de haut en bas ; pour n =∞, J⊥1 = 0. a` droite, moment
quadratique paralle`le dans la phase 1 : hJ (respectivement hE) de´croˆıt de bas
en haut lorsque n = 0 (respectivement n =∞) et f < 0, 5. Voir texte p. 362.
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Fig. A.19 – e´volution du courant critique effectif en fonction de f ; les in-
terpre´tations de ces courbes sont similaires au cas n = ∞. Voir texte p.
363.
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A.5 Conclusion
Dans le cas du contraste infini, pour un milieu non-line´aire
comme le re´seau, la the´orie variationnelle classique donne des re´-
sultats tre`s diffe´rents, selon que l’on brise la syme´trie de rotation
ou non. Si l’on pre´serve une syme´trie de rotation, les re´sultats
sont triviaux. Sur re´seau, et dans le continu anisotrope, ils font
au contraire apparaˆıtre des exposants non entiers aux voisinages
f → 0 et f → 1. Ces exposants sont des conse´quences de l’ani-
sotropie.
Ces puissances apparaissent de manie`re plus explicite dans le
cadre de the´ories variationnelles nouvelles, non de´crites ici, te-
nant compte de la susceptibilite´ tangente (et non se´cante comme
ici).
Dans un milieu anisotrope, pour un champ impose´ quelconque,
le seuil critique du milieu effectif ne pre´sente pas de singularite´
(ou “coin”) et se rapproche d’un cercle dans la limite de perco-
lation.
Dans le cas de contraste fini et de forte non-line´arite´ il existe
un seuil de “percolation”apparent (“avance´e” ou “retarde´e”). Ce
n’est pas le cas dans un milieu line´aire. Cependant la the´orie
variationelle n’est sans doute pas la meilleure the´orie dans ce
cas fortement non-line´aire et des simulations nume´riques sur re´-
seau ou l’utilisation de the´ories d’homoge´ne´isation plus abouties
semblent ne´cessaires.
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This work presents a study in theoretical mechanics, in the clas-
sical framework of homogenization of heterogeneous media. It
addresses a notoriously problematical situation of non-linear be-
havior and infinite contrast between two phases, one of which is a
plastic solid phase and the other one, the porosity of the medium.
Its aim is to investigate how plastic strain localization manifests
itself at the level of the overall effective behavior of the medium
in presence of pores, and in particular in the non-trivial limit of
small porosity. This question, important to the understanding of
ductile damage, is examined both numerically and theoretically,
in the restricted situation of bi-dimensional systems, and using a
deformation theory approach of plasticity. The numerical inves-
tigations consist of quasi-exact computations of the strain and
stress fields in the voided medium, by means of a Fast Fourier
Transform method, and using a particular Green function. The
theoretical approach makes use of exact solutions, which can
be obtained in particular cases of a peridodic void lattice, as
well as of a recent ”second-order” nonlinear homogenization ap-
proach. The virtues of the latter are evaluated in two steps, first
by studying the underlying linear anisotropic homogenization
step (an essential ingredient), then by studying the nonlinear
step itself. The nature and significance of the singularities of the
theory which appear in the limit of small porosity, confirmed
by numerical computations, are partly elucidated. Finally, origi-
nal observations are presented as to the relation between plastic
deformation patterns in an ideal disordered medium, and some
features of the macroscopic strain/stress curve.
