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A BUNDLE GERBE CONSTRUCTION OF A SPINOR BUNDLE FROM THE
SMOOTH FREE LOOP OF A VECTOR BUNDLE
Abstract
by
Stuart Ambler
A bundle gerbe is constructed from an oriented smooth vector bundle of even
rank with a fiberwise inner product, over a compact connected orientable smooth
manifold with Riemannian metric. From a trivialization of the bundle gerbe is con-
structed an irreducible Clifford module bundle, a spinor bundle over the smooth
free loop space of the manifold.
First, a Clifford algebra bundle over the loop space is constructed from the
vector bundle. A polarization class bundle is constructed, choosing continuously
over each point of the loop space a polarization class of Lagrangian subspaces
of the complexification of the real vector space from which the Clifford algebra
is made. Being unable to choose a Lagrangian subspace continuously from the
polarization class over each point, the thesis constructs a bundle gerbe over the
loop space of the base manifold to encode over each loop all such subspaces, along
with the isomorphisms between the Fock spaces made from them, resulting from
their being in the same polarization class.
The vanishing of the Dixmier-Douady class of the bundle gerbe implies that
the latter has a trivialization, from which is constructed a spinor bundle.
Dedication
To whoever reads it.
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PREFACE
This document is intended for a person with the background of a mathemat-
ics graduate student who has taken basic year courses in algebra, point set and
algebraic topology, real and functional analysis, and has some acquaintance with
differential geometry and Lie groups. It is not a place to start learning about
manifolds or bundles, but it contains a lot of material unnecessary for experts.
Beyond a more elementary level, it tries to give full statements of definitions
and results from other sources, and a few details about translation from differ-
ent conventions in the sources, though most proofs of facts from the sources are
omitted. Some material that isn’t logically necessary is included for greater un-
derstandability, internal coherence, or interest.
A number of global assumptions and conventions are collected, first at the be-
ginning of the document, and then at the beginnings of a few chapters or sections.
The intent is to make them as clear and visible as possible, avoiding some need
for constantly referring to other places in the text that could be difficult to find.
I might have liked to tell a story, but the typical mathematical definitions, lem-
mas, and theorems, presented in a logical sequence, necessitate finding motivation
in comments, from reading further, or from oneself.
My apologies for errors, and please let me know. I’d also like to hear from you
if you found this thesis useful. One way to contact me is via www.zulazon.com.
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CHAPTER 1
INTRODUCTION
As a graduate student past the first or second year, the intended reader of
the preface may not have the background to understand all the terms used in the
abstract. The introduction in section 1.1 provides a way to understand something
about the problem to be solved in the thesis, without getting into technicalities.
Section 1.2 contains a few examples of things in the thesis that might be
useful to someone aside from the solution to the main problem, a brief listing
summarizing the contents of the other chapters of the thesis, and a note on citation
of references.
After the introduction is a more technical overview of the overall plan, in
section 1.3.
1.1 Introduction
The story begins with spinors. A student of physics may be introduced to
spinors as 4-tuples of complex valued functions, meeting them first, as used for
solutions to the Dirac equation of quantum field theory for a free electron. This
is a partial differential equation whose coefficients include factors that are 4 × 4
constant matrices, elements of a Clifford algebra.
Starting from a vector space with a bilinear form, which in this thesis will be
an inner product, Clifford algebras can be thought of as giving a way to multiply
vectors, obtaining scalars, vectors, and indicated products of vectors: the Clifford
algebra. The convention of the thesis is that in a Clifford algebra, the square of a
vector equals the square of its norm, a real number.
Clifford algebras, exterior algebras, and quaternions, all of which are widely
used in geometric investigations, play roles in this thesis. The Clifford algebras
here start from real vector spaces, but the resulting algebras are complex. They
are C∗-algebras.
Representations of Clifford algebras may be thought of as a ways to see these
algebras in the C∗-algebras of bounded operators on complex Hilbert spaces. A
prototypical irreducible representation, which the thesis will use, is a Fock rep-
resentation. A Fock space is built by choosing a Lagrangian subspace of the
complexification of the vector space the Clifford algebra is built on, taking the
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exterior algebra of that Lagrangian subspace, and making it into a Hilbert space.
A Lagrangian subspace in the thesis is a subspace whose orthogonal complement
is its complex conjugate.
To get an idea how Fock representations work, start by noticing that both the
Clifford algebra and the exterior algebra are made by some kind of multiplication
of vectors. By thinking of Clifford algebra elements as built up from vectors, one
can make them act on exterior algebra elements by using the wedge product and
by using a contraction operator. From this is constructed an algebra homomor-
phism from the Clifford algebra to the bounded operators on the Fock space. A
Fock representation is irreducible; the Hilbert space is no larger than it need be.
Elements of a Fock space are examples of spinors.
The next step in understanding the abstract is to make similar constructions in
bundles. Hoping it’s easier to understand at first, we start with a finite dimensional
case (no loops), although the thesis didn’t develop that way. The introduction
being written when the thesis is nearly complete, in retrospect it looks like it
would be possible to use very close analogs to the methods of the thesis, for the
finite-dimensional case about to be described; but this development is not carried
out in the thesis, so it should be taken as an introductory analogy.
Over a point x of a smooth manifold M , the tangent space TxM is a real
vector space, and if M is a Riemannian manifold, there is an inner product on
TxM . Thus there is a Clifford algebra Cl(TxM) over x; and over varying x, these
form a Clifford algebra bundle, a fiber bundle. Similarly, given a vector bundle E
over M with fiberwise inner product, over each x we can build a Clifford algebra
Cl(Ex) from the fiber Ex, and get a Clifford algebra bundle.
Over each x we can also pick a Lagrangian subspace L of C⊗Ex, supposing that
E is of even rank, and form the corresponding Fock space F(L), obtaining a Fock
representation of Cl(Ex) on F(L). However, choosing a Lagrangian subspace is not
so easy to do continuously as x varies. It’s possible to choose continuously a set
of Lagrangian subspaces, called a polarization class, each element of which results
in an equivalent Fock representation, but choosing one Lagrangian subspace out
of the polarization class, is in general not possible to do continuously.
The idea of the thesis would construct an object called a bundle gerbe over
M , which encodes the entire polarization class of Lagrangian subspaces over each
point, and all the isomorphisms between the resulting equivalent Fock representa-
tions. To each bundle gerbe over M is associated a cohomology class in H3(M ;Z),
the Dixmier-Douady class. Triviality of the bundle gerbe is equivalent to the
vanishing of the Dixmier-Douady class.
When the bundle gerbe is trivial, the data in the bundle gerbe, together with
the data of a trivialization, can be used to construct an irreducible representation
of Cl(Ex) over each x, in such a way that the Hilbert spaces Sx for the represen-
tation fit together to form a fiber bundle S, which we call a spinor bundle.
Now to move to the loop spaces the thesis is concerned with. Starting with
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a smooth manifold M , we “loop it” to get its smooth free loop space LM , the
set of smooth functions S1 → M . Although infinite-dimensional, LM is a kind
of manifold, a Fre´chet manifold, with local trivializations taking values in Fre´chet
spaces.
Given a smooth mapM
f−→ N of smooth manifolds, we can loop the whole thing
to get a smooth map of Fre´chet manifolds, LM
Lf−→ LN ; in fact smooth looping
is a functor. Further, given some conditions, we can loop a smooth principal
bundle P → M to get a Fre´chet principal bundle LP → LM , and similarly with
associated bundles. (At about this point, to avoid technical difficulties, since the
construction of the thesis didn’t depend on smoothness of the bundle gerbes, it
starts working with topological rather than smooth objects.)
The thesis starts with a vector bundle E →M , loops that to get LE → LM ,
constructs the Clifford algebra bundle Cl(LE) over LM , and constructs a bundle
gerbe using a continuous choice, for all γ ∈ LM , of a polarization class of C⊗LEγ.
The bundle gerbe encodes also, all the isomorphisms between equivalent Fock
representations built from all the Lagrangian subspaces in that polarization class
over γ, and does this in a continuous way for all γ.
Finally, if the bundle gerbe is trivial, the thesis uses the data of the bundle
gerbe and of a trivialization, to construct a spinor bundle S over LM .
1.2 Introductory Notes
Besides a solution to the main problem, the thesis also contains exposition that
was difficult to find in the literature in the form needed. Examples are continuity
of some constructions involving Clifford algebras and Fock representations, some
details relating to bundle gerbes, and an exposition of Cech cohomology with
U(1) sheaf coefficients, that includes the map in cohomology induced by a map of
spaces. Although certainly not a textbook, the thesis could be useful for some of
this material.
Another subsidiary item that might be of independent use is proposition 14.25.
From a bundle gerbe over the unreduced suspension ΣX of a space X, this propo-
sition constructs a principal U(1) bundle over the space X itself; and the first
Chern class of the principal bundle is isomorphic via the suspension isomorphism
to the Dixmier-Douady class of the bundle gerbe.
Other things that might be useful may be found by browsing the table of con-
tents and the thesis itself. Chapter 2 is background on bundles, Fre´chet spaces
and manifolds, loop spaces, and point set topology. Chapter 3 is about loops of
bundles. Chapter 4 is on Clifford algebras and Fock representations. Chapter 5
is about the Clifford algebra bundle over LM , including some point set topology.
Chapter 6 goes a little deeper into Fock representations and answers more point
set topological questions. Chapter 7 defines the bundle that has a polarization
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class over each point in LM , and gives some translation between a more geo-
metric viewpoint and the associated bundle methods used in the thesis. Chapter
8 is about a standard Fock space bundle, not over LM , but over a polarization
class. Chapter 9 is another Fock space bundle, not over LM , but over the total
space of the polarization class bundle. Chapter 10 is about the continuous bundle
gerbes used in the thesis, with background on U(1) torsors and principal bundles,
sheaf theory and Cˇech cohomology, and detailed proofs of a number of proper-
ties of bundle gerbes. Chapter 11 gives the construction of the particular bundle
gerbe used in the thesis, and chapter 12 shows that the construction is functorial.
Chapter 13 gives the main result about the bundle gerbe constructed in the thesis,
constructing from the bundle gerbe and its trivialization a spinor bundle. Chapter
14 contains notes for possible further work, mainly the possibility of using a spin
structure for the original vector bundle, and the relating of its first Pontryagin
class to the bundle gerbe’s Dixmier-Douady class.
Please note that originality is not necessarily claimed for items without a
cited reference. Effort was taken to provide many citations, but some things were
considered too small, or part of general mathematical knowledge, and some things
were not found in references, or not in the form needed. As an example, mentioned
shortly before, the thesis proves continuity of some constructions involving Clifford
algebras and Fock representations. The constructions were found in the references
but the continuity was not. The continuity statements surely would not be news
to an expert in that area.
1.3 A More Technical Overview
The intent of this section is to help the reader understand in a more technical
way, the overall plan used to come up with the various bundle constructions that
follow. Also, it contains a brief introduction to associated bundles, as used in the
thesis.
Since the goal of the thesis is to construct a spinor bundle over the loop space
LM of the base of the vector bundle E → M of assumption 2.23, we first need
the Clifford algebra bundle Cl(LE) over LM ; over each γ ∈ LM , Cl(LEγ).
We will not use this directly as the definition, but instead use an associated
bundle construction. In the development of the thesis, using associated bundle
constructions allowed us not to confront some technical difficulties, and they make
the functoriality of the bundle gerbe construction natural to see.
For those not very familiar with associated bundles, here is a brief introduction
to their use in the thesis. As in example 3.7, given a fiber LEγ = Γ(γ
∗E), the
associated bundle construction for LE refers analysis from Γ(γ∗E) to the standard
Fre´chet space LRn = C∞(S1,Rn), using an oriented orthonormal frame (for each
x ∈M , an orientation preserving orthogonal map Rn → Ex) that moves along or
above γ; or in other words, γ˜ ∈ L SO(E) over γ ∈ LM . Picking a loop σ in E over
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γ, for every oriented orthonormal frame ψ moving above γ, t 7→ (ψ(t))−1(σ(t)) is
a function v : S1 → Rn. The inverse v 7→ σ also is straightforward.
Rather than trying to choose a particular moving frame by which to refer analy-
sis, we allow all of them, using the associated bundle construction L SO(E)×LSO(n)
LRn. The ×L SO(n) serves to remove the redundancy caused by the multiple possi-
ble moving frames. The group L SO(n) acts freely and transitively on L SO(E), so
along a given loop γ, there are as many moving frames as elements of L SO(n), and
considering the mappings by all of them is equivalent to considering the mapping
by one and acting on this by precomposing with all elements of L SO(n). This is
a Fre´chet fiber bundle, though we won’t use its smooth structure.
We will use similar associated topological bundle constructions to take a stan-
dard or model object related to LRn or its Hilbert space completion L2(S1,Rn),
with a continuous action of L SO(n) on the standard or model space, and make a
bundle associated to L SO(E), thereby related to LE.
To answer a possible question, our use of the oriented orthonormal frame
bundle of E, which has a connected structure group SO(n) and hence can be
looped as mentioned following proposition 3.1, is the reason for the assumption
that E is oriented. (The alternative condition of that proposition, that M be
one-connected, implies that E is orientable.)
Continuing now with the plan, make Cl(LE) an associated bundle for L SO(E),
with fiber a standard Clifford algebra. This construction is in chapter 5.
Though our spinor bundle, or irreducible Clifford module bundle, is not a
bundle of Fock spaces, yet over each γ it will be built from Fock spaces that are
built upon Lagrangian subspaces of a Hilbert space made from the fiber LEγ.
This isn’t done in those terms, but rather using associated bundles.
To relate different Lagrangian subspaces of a standard Hilbert space H made
from the standard Fre´chet space for LE, chapter 6 discusses the restricted orthog-
onal group.
In chapter 7 we will create a bundle Y over LM , giving a fixed polarization
class of Lagrangian subspaces over each point γ ∈ LM ; i.e., over each loop γ.
The polarization class bundle Y is again made as a bundle associated to L SO(E),
with fiber Lagrres, the standard polarization class we will fix in definition 6.1.
We then retreat a moment from bundles over LM and create in chapter 8
a standard Fock space bundle F for intermediate use, a bundle of Fock spaces,
one over each Lagrangian subspace in the polarization class Lagrres. This is not
created using an associated bundle construction.
In chapter 9 we construct the Fock space bundle FY over the polarization class
bundle Y (not over LM). Each fiber of the Fock space bundle FY over each point
of the fiber of the polarization class bundle Y over a particular loop γ ∈ LM , is
a module for the fiber over γ of the Clifford algebra bundle Cl(LE). It is another
bundle associated to L SO(E), with fiber over each Lagrangian subspace being the
Fock space associated to that subspace.
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Since the intertwiners between two equivalent Fock spaces form a U(1) tor-
sor, one can speak of the phase difference between two such intertwiners. After
defining continuous bundle gerbes (with “band U(1)”) in chapter 10 we construct
in chapter 11 a particular bundle gerbe, which will eventually allow us to give a
natural condition allowing us to relate U(1) phases of intertwiners so as to get an
irreducible Clifford module bundle, a spinor bundle S over all of LM . This bundle
gerbe construction involves three more bundles. One is a fiber product Y [2] of the
polarization class bundle with itself.
Another, the standard intertwiner bundle T , is a principal bundle over the
cartesian product of the standard polarization class with itself, Lagrres×Lagrres,
with total space consisting of pairs of Lagrangian subspaces and intertwiners be-
tween Fock spaces corresponding to them.
The fiber of the third, P , over a point in Y [2], is the set of intertwiners between
two Fock spaces built from the Lagrangian subspaces that are points of Y . It is
constructed as a bundle associated to L SO(E), with fiber the total space of the
standard intertwiner bundle T , projecting to the first of the three bundles, Y [2].
That’s it for the bundles needed to construct the bundle gerbe. In chapter
13 we construct the desired Clifford module bundle S from a trivialization of
the bundle gerbe. We show in chapter 12 that the bundle gerbe construction is
functorial and that it satisfies a stability property.
Chapter 14 briefly presents the idea of starting with a vector bundle that
has a spin structure, then building the bundle gerbe from bundles associated to
L Spin(E) rather than L SO(E), allowing L Spin(n) to act on the other factors
of the associated bundles through L SO(n). This should allow the spinor bundle
constructed at the end, to be Z2 graded. Also, it likely would allow the proof of
the conjecture that the transgression of the first Pontryagin class of the vector
bundle, is plus or minus twice the Dixmier-Douady class of the bundle gerbe, if
the conjecture is true for a particular vector bundle that thus could be thought of
as the universal case. The chapter also discusses and presents some results toward
a proof of the conjecture in the universal case.
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CHAPTER 2
CONTEXT
This background chapter defines and gives notation for the context of the the-
sis, and presents results on the Fre´chet topology the thesis will use for the smooth
free loop space and various bundles; in particular looping a smooth manifold to
get a Fre´chet manifold. The individual items are here for various reasons, one
being direct use in the thesis, another to clarify which common variant definitions
or requirements we use, and to present a logical sequence of the most important
definitions and results about Fre´chet manifolds supporting what we use.
2.1 Assumptions
First, a few general assumptions.
Assumption 2.1. (Linear Operators on Normed Linear Spaces are Bounded).
Unless otherwise specified, terms such as linear transformations, linear operators,
or operators on a Banach or Hilbert space mean bounded, or equivalently contin-
uous operators. For such a space H, the set of such is denoted B(H).
Assumption 2.2. (Hermitian Inner Products). A Hermitian inner product will
be complex-linear in its first argument and antilinear in its second.
Assumption 2.3. (Manifolds). All manifolds are assumed Hausdorff and with-
out boundary. The unqualified term smooth manifold implies second countable
and finite-dimensional. We will define Fre´chet manifolds as in Hamilton (1982,
page 85); they may be infinite-dimensional smooth manifolds. The unqualified
term diffeomorphism will imply smooth.
The second countability of a smooth manifold implies paracompactness, and
thus by the Smirnov metrization theorem (Munkres, 2000, page 261), metrizability.
“Canonical” generally is used to indicate preferred, natural, made without
arbitrary choice, or sometimes well-known or called canonical by others. “Natural”
sometimes is used in the technical sense of natural transformation, but other times
it may have only the ordinary English meaning.
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2.2 Bundles
Assumption 2.4. (Bundles). We assume throughout that smooth principal
bundles, smooth vector bundles, and in general smooth fiber bundles are finite-
dimensional smooth locally trivial bundles over smooth manifolds. The projec-
tion maps are surjections. The structure group of a smooth principal bundle is
assumed to be a finite-dimensional Lie group. Without the adjective smooth,
the terms refer to continuous bundles involving topological groups and spaces,
that are not required to be manifolds. Fre´chet vector bundles, Lie groups, and
principal bundles are as defined in Hamilton (1982). Isomorphisms of bundles
over the same base space are assumed to be over the identity unless otherwise
noted, and the same for bundle gerbes; see assumption 10.74. We use a construc-
tive definition of pullback of a bundle rather than defining it only up to unique
isomorphism using the universal property: given pi : P → B and f : X → B,
f ∗P = {(x, p) | f(x) = pi(p)}.
To reiterate, our convention is that a smooth bundle is finite-dimensional. The
infinite-dimensional bundles we deal with that could be called smooth if we had
a different convention, we call Fre´chet.
Definition 2.5. (Fiber and Vector Bundles). A topological fiber bundle is a
morphism of topological spaces pi : T → B, with an open covering {Ui} of B and
a set of homeomorphisms φi : pi
−1(Ui)
∼→ Ui × Fi, where the Fi are topological
spaces; such that pi1 : φi = pi|Ui . (Thus pi is surjective.) We call T the total space,
B the base space, pi the projection, Fi the fibers (not to be confused with the fiber
pi−1(b) for b ∈ B), and either the pairs (Ui, φs) or just the maps φi are called local
trivializations, coordinate charts, or charts. It is said to have standard fiber F if
all the Fi = F . A smooth fiber bundle is a topological fiber bundle for which all
the spaces are smooth manifolds and the local trivializations are diffeomorphisms.
A topological or smooth vector bundle is a topological or smooth fiber bundle
with standard fiber a vector space, and local trivializations that over each point
of the base are vector space isomorphisms. We don’t require that the spaces for
topological vector bundles be manifolds.
Given Ui ∩Uj 6= ∅, define the change of coordinates map φji : (Ui ∩Uj)×Fi →
(Ui ∩Uj)×Fj by φji = φj ◦ φ−1i , and the transition function φji,2 = pi2 ◦ φji : (Ui ∩
Uj)× Fi → Fj.
Morphisms of fiber bundles are maps of total spaces that are continuous or
smooth as appropriate, and that cover respectively continuous or smooth maps
of base spaces (i.e. commute with the projections). Morphisms of vector bundles
are also fiberwise linear maps.
Our topological fiber bundles with standard fiber are the same as the locally
trivial bundles with (standard) fiber of Husemo¨ller et al. (2008, pages 9–11). Poor
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(2007, pages 1–3, 12) defines smooth fiber and vector bundles. Husemo¨ller et al.
(2008, page 24) has a somewhat broken-up definition of topological vector bundle.
Note 2.6. (Fiber and Vector Bundle Transition Functions). As a consequence
of the definition, the change of coordinates maps and transition functions are
continuous or smooth as appropriate. Note that transition functions do not refer
to maps Ui ∩ Uj → Homeo(Fi, Fj) or Diff(Fi, Fj); continuity or smoothness of
these maps can be a different question, depending on circumstances.
Lemma 2.7. (Construction of Standard Fiber, Fiber and Vector Bundles). Given
a standard fiber and set of transition functions suitable for a fiber or vector bun-
dle, satisfying a cocycle condition, there is a functorial construction of a fiber or
vector bundle from them, that has them as its transition functions. Furthermore,
there is a naturally constructed bijection between equivalence classes of transition
functions and isomorphism classes of bundles. Thus, if one can choose in a natural
way, transition functions using the same open covering of the same base space for
two fiber or vector bundles with standard fiber, and if the transition functions
from the two bundles are equal, then the bundles are isomorphic in a natural way.
Given the elements of a topological fiber or vector bundle except no topology
on the total space, and consequently the local trivializations being just bijections,
if the change of coordinates maps or equivalently the transition functions are
continuous, then a unique topology can be defined on the total space resulting in
a topological fiber or vector bundle. The analogous facts are true for a smooth
fiber or vector bundle, when what is lacking is a smooth structure and possibly
also a topology on the total space.
Proof. For the first paragraph, Davis and Kirk (2001, pages 78–80) address the
continuous case, where our fiber bundle is their locally trivial bundle and their
definition of transition functions in exercise 57 needs to be changed to ours (see
note 2.6). Their note that a locally trivial bundle is the same as a fiber bundle with
group Homeo(F ) depends on assumptions we do not make. Lee (2003, page 108–
109, 121) (problem 5-4) covers the continuous case for vector bundles. Although he
defines transition functions differently than we do, his proof doesn’t use the conti-
nuity of his version of them, only that of ours. Michor (2008, page 100–101, 200)
discusses the smooth case; the same comment as for the previous reference applies
to his discussion of vector bundles.
If the transition functions take values in a topological group, for the first para-
graph, Switzer (1975, pages 191–195) has a thorough discussion of the equivalence
of isomorphism classes of continuous principal bundles and their isomorphism
classes of sets of continuous transition functions, and talks about the connection
with vector bundles.
For the smooth case of the second paragraph, see Poor (2007, page 3) for the
fiber bundle case.
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Definition 2.8. (Action of a Topological Group). Given a topological group G
(a group with a Hausdorff topology under which inversion and multiplication are
continuous), a continuous left action of G on a topological space X is a map
ρ : G×X → X, sometimes indicated by
(g, x) 7→ gx,
such that for e the identity of G and every g, h ∈ G and x ∈ X,
ρ(e, x) = x
ρ(g, ρ(h, x)) = ρ(gh, x).
A continuous right action is defined similarly, with
ρ : X ×G→ X, sometimes indicated by
(x, g) 7→ xg,
such that for e the identity of G and every g, h ∈ G and x ∈ X,
ρ(x, e) = x
ρ(ρ(g, x), h) = ρ(x, gh).
For smooth manifolds G and X, ρ is called a smooth action if it is a smooth map.
For G commutative the notions of right and left actions are equivalent. To con-
sider only the algebraic structure, without requiring that the map be continuous,
we will say ”action ignoring continuity”.
Definition 2.9. (G Torsors). Given a topological group G, a (left) G torsor X
is a nonempty Hausdorff space X and a continuous, free and transitive action
ρ : G×X → X, such that for every x ∈ X, the map
ρx : G→ X
ρx : g 7→ ρ(g, x) = gx
is an open map (and thus is a homeomorphism). Without the topological condi-
tions, X is called a (left) algebraic G torsor. Corresponding to right actions we
have right torsors.
The torsor X has a particular action, not shown in the notation X, in the same
way that the topological space has a particular topology, also not shown in the
notation. WhetherX means the torsor, the topological space, or the set, is inferred
from the context. G acts on itself via left (respectively right) multiplication and
is a left (respectively right) G torsor.
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Definition 2.10. (Equivariant Maps). Given a group G, a map of G torsors is
called equivariant if it commutes with the G actions. Corresponding to left and
right actions we have left and right equivariance.
Definition 2.11. (Isomorphisms of G Torsors). Given a topological group G, a
G-equivariant homeomorphism of G torsors is called an isomorphism of G torsors.
Lemma 2.12. (For Compact G, Continuous Hausdorff Algebraic Torsors are Tor-
sors). Suppose given a compact topological group G acting continuously on the
left via ρ on a Hausdorff space X, making it an algebraic G torsor. (In the title,
we call the torsor continuous since the action is.) Picking an arbitrary x ∈ X, the
map ρx of definition 2.9 is an an isomorphism of G torsors. Similarly for a right
action.
Proof. ρx is a G-equivariant continuous map. Since it is from a compact space to
a Hausdorff space, it is a closed map. Since the action ρ is free, ρx is injective,
and since the action is transitive, ρx is surjective. Thus ρx is a G-equivariant
homeomorphism, an isomorphism of G torsors.
Corollary 2.13. (Giving an Algebraic G Torsor a Topology). Given a topological
group G (compact or not) and a nonempty set X, if X is an algebraic G torsor,
it can be given by choice of equivariant bijection as in lemma 2.12 a topology
making X a G torsor isomorphic to G via that bijection.
Corollary 2.14. (Equivariant Maps of Torsors are Isomorphisms). Given a topo-
logical group G, torsors S, T , and a G-equivariant map φ : S → T , then φ is an
isomorphism of G torsors; in particular it is a homeomorphism.
Proof. Name the actions ρS, ρT , pick s ∈ S, t ∈ T , and let ρS,s, ρT,t be the iso-
morphisms of lemma 2.12. Then φ˜ = ρ−1T,t ◦ φ ◦ ρS,s : G → G being equivariant, it
is given by right translation by φ˜(e), an automorphism of the topological group.
Thus φ is a G-equivariant homeomorphism, an isomorphism of G torsors. Since
additionally, ρS,s and ρT,t are isomorphisms of G torsors, so is φ.
Definition 2.15. (Principal and Associated Fiber Bundles). Given a topological
or Lie group G, a topological (tom Dieck, 1987, pages 54-55) or smooth principal
G bundle is a topological or smooth fiber bundle P → B with standard fiber
G (definition 2.5), together with a continuous or smooth right action (definition
2.8) of G on P that commutes with the projection map and is free and transitive
over each point in B, for which the coordinate charts are G-equivariant (definition
2.10). (Thus the fibers are G torsors.)
Given a continuous or smooth left action of G on a topological space or smooth
manifold F , the associated fiber bundle with fiber F for the principal G bundle
pi : P → B is defined by setting its total space to P ×G F = (P × F )/ ∼, where
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(x, f) ∼ (xg, g−1f), the equivalence class of (x, f) is denoted [(x, f)] or [x, f ], and
the projection map piP×GF : P ×G F → B is defined by piP×GF ([x, f ]) = pi(x).
Morphisms of principal bundles are maps of total spaces that are continuous
or smooth as appropriate, that cover respectively continuous or smooth maps of
base spaces (i.e. commute with the projections), and that preserve the structure
of fibers (are equivariant, i.e., commute with the group action; see definition 2.10).
Note 2.16. (Associated Fiber Bundles Are Fiber Bundles.) Smooth vector bundles,
whose transition functions’ automatically define continuous maps into topological
groups G, or continuous vector bundles that happen to satisfy that requirement,
are associated smooth or continuous fiber bundles for smooth or continuous prin-
cipal G bundles with fiber a vector space X.
See Poor (2007, pages 25–31) for the smooth case; also note 2.17 and lemma
2.18. The continuous case is similar except that for the various flavors of topo-
logical bundles, we do not require the spaces to be manifolds. See also Davis and
Kirk (2001, pages 84–87), and Husemo¨ller et al. (2008, pages 55–59) (see lemma
2.21 and note that all our bundles are locally trivial in their terms).
Note 2.17. (Principal Bundle Transition Functions). As a consequence of the def-
inition, the change of coordinates maps and transition functions of fiber bundles
or vector bundles are continuous or smooth as appropriate. Note that these tran-
sition functions do not refer to maps Ui∩Uj → Homeo(Fi, Fj) or Diff(Fi, Fj); see
definition 2.5. Continuity or smoothness of these maps can be a different question,
depending on circumstances, but for a principal bundle things are easy, as follows.
Lemma 2.18. (Principal Bundle Transition Functions). For a principal G bun-
dle, transition functions as in definition 2.5 give rise to maps gji : Ui ∩ Uj → G,
continuous or smooth as the case may be, which are called the transition functions
of the principal bundle.
Proof. To see how this works, use the notation of definition 2.5.
Let e ∈ G be the identity, and for x ∈ Ui ∩ Uj let pi,x = φ−1i (x, e) and
pj,x = φ
−1
j (x, e). Define gji(x) by pi,x = pj,xgji(x) (see lemma 2.21). We
have φji(x, e) = φj ◦ φ−1i (x, e) = φj(pi,x) = φj(pj,xgji(x)) = φj(pj,x)gji(x) =
(x, e)gji(x) = (x, gji(x)). Then by equivariance of the local trivialization maps
φi, φj and hence of φji, φji(x, z) = (x, gji(x)z); or φji,2(x, z) = gji(x)z.
Since φji,2 is jointly continuous with respect to x and z, or a smooth function
of x and z, so is gji(x)z, and thus so is gji(x) = gji(x)zz
−1.
The context should make clear which definition of transition function is being
used.
Lemma 2.19. (Principal Bundle Constructions). Given set of transition functions
suitable for a principal bundle, satisfying a cocycle condition, there is a functorial
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construction of a principal bundle from them, that has them as its transition func-
tions. Furthermore, there is a naturally constructed bijection between equivalence
classes of transition functions and isomorphism classes of bundles. Thus, if one
can choose in a natural way, transition functions using the same open covering
of the same base space for two principal bundles for the same group, and if the
transition functions from the two bundles are equal, then the principal bundles
are isomorphic in a natural way.
Given the elements of a topological principal bundle except no topology on the
total space, and consequently the local trivializations being just bijections, if the
change of coordinates maps or equivalently the transition functions are continuous,
then a unique topology can be defined on the total space resulting in a topological
principal bundle. The analogous facts are true for a smooth principal bundle,
when what is lacking is a smooth structure and possibly also a topology on the
total space.
Somewhat more generally, given an open cover of what will become the base
space, given a principal bundle over each element of the open cover and a principal
bundle isomorphism between each pair of principal bundles, such that the isomor-
phisms satisfy a cocycle condition, then there is a natural construction of a total
space with topology and smooth structure as appropriate, resulting in a principal
bundle that when restricted to each open set of the cover, gives a principal bundle
canonically isomorphic to the corresponding one of the original principal bundles.
In addition, if from each of the original bundles there is a principal bundle
morphism to a fixed bundle, and these morphisms are compatible with the iso-
morphisms between the original bundles, then there is a naturally constructed
morphism from the resulting bundle to the fixed bundle, compatible with the
original morphism.
Proof. For the first paragraph, Switzer (1975, pages 191–195) has a thorough dis-
cussion of the equivalence of isomorphism classes of continuous principal bundles
and isomorphism classes of sets of continuous transition functions. Husemo¨ller
et al. (2008, pages 58–60) also covers the continuous case, from a different point
of view. Michor (2008, pages 210–211) discusses the smooth case.
For the smooth case in the second paragraph see Poor (2007, page 3); the
group can be ignored for this question.
For the third paragraph, see Husemo¨ller et al. (2008, pages 58–60) for a dis-
cussion of the continuous case, which is what we use. For the third and fourth
paragraphs, one could use as the total space of the constructed bundle the disjoint
union of the total spaces of the individual bundles, modulo an equivalence relation
based on isomorphisms, much as in a standard proof of the similar fact when the
individual bundles are trivial.
Lemma 2.20. (Equivariant Homeomorphisms of Total Spaces of Principal Bun-
dles Induce Homeomorphisms of Base Spaces). Given a topological group G,
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topological principal bundles pi1 : P1 → B1, pi2 : P2 → B2, a G-equivariant homeo-
morphism ψ : P1 → P2 induces a homeomorphism ψ : B1 → B2 making (ψ, ψ) an
isomorphism of topological principal G bundles.
This is so because a continuous equivariant map descends to a continuous map
of the orbit spaces; see tom Dieck (1987, page 4).
Lemma 2.21. (Principal Bundle Translation Functions). Given a topological
group G and a topological principal G bundle pi : P → X, defining P ×pi P =
{(p1, p2) ∈ P ×P | pi(p1) = pi(p2)}, there is a unique translation function τ : P ×pi
P → G such that for all p ∈ P and g ∈ G, τ(p, pg) = g; and τ is continuous (tom
Dieck, 1987, page 54–55). Stated differently, for all p1, p2 ∈ Px, p1τ(p1, p2) = p2.
Lemma 2.22. (Morphisms of Principal Bundles Covering the Identity are Isomor-
phisms). (tom Dieck, 1987, pages 54–56) Given a topological group G, topologi-
cal principal bundles pi1 : P1 → B, pi2 : P2 → B, a G-equivariant continuous map
ψ : P1 → P2 covering the identity is a homeomorphism and hence an isomorphism
of topological principal G bundles.
2.3 The Vector Bundle
Assumption 2.23. (The Vector Bundle and Base Manifold). We suppose given
a compact connected orientable smooth manifold M of dimension m with Rie-
mannian metric; and an smooth oriented real vector bundle piE : E → M of even
rank n, with fiberwise inner product denoted (, ), the inner product on fiber Ex
depending smoothly on x ∈ M (“smoothly” defined using the notions of Lang
(1999, pages 58–63)).
En
Mm
.......................................
...
piE
The condition of orientability of M is specified only because Stacey (2005),
referenced here in proposition 2.47, specifies orientability; though with language
indicating that the results may be true without that assumption. The Riemannian
metric on M is used in proposition 2.47 to construct the Fre´chet manifold structure
for LM , and in proposition 14.8, which references the first proposition.
Assumption 2.24. (Orientation for The Vector Bundle). Let O(n) → O(E) →
M denote the orthogonal frame bundle O(E) over M , a principal O(n) bundle.
The first arrow means that the fibers are diffeomorphic to O(n). We assume given
a choice of orientation of E; this lets us define the orthonormal frame bundle
SO(n) → SO(E) → M . The following diagram of smooth principal bundles
commutes, where ν is the inclusion and where the arrows from fibers to total
14
spaces emulate the convention of Whitehead (1978, page 29). Each upper vertical
arrow is a G-equivariant homeomorphism from a group G to a standard fiber, a
G torsor (see definition 2.9).
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M
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O(E)
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2.4 Loop Spaces
Assumption 2.25. (Parametrizations of S1 and U(1)). We will identify S1, U(1),
the unit circle in C, and R/Z. Sometimes we will mix inconsistently the additive
notation that would be associated with a general abelian group, in our case R/Z,
and multiplicative notation for S1 or U(1), particularly when we say something is
0 or say it is 1, meaning the same thing, the identity element of the group. We
will try not to let this confuse us into thinking we are dealing with a ring.
We may use for S1 at times, various intervals of R with endpoints identi-
fied: [0, 2pi], convenient for writing Fourier series, [0, 1], consistent with R/Z, and
[−1, 1], convenient for suspensions. The reader should supply affine transforma-
tions when needed.
Assumption 2.26. (Smooth Loops). We will use smooth free loops, choos-
ing smooth loops because they are used by Pressley and Segal (1986, page 27),
which was an important reference in this investigation, are used by Spera and
Wurzbacher (2007), and fall into the context of Hamilton (1982), whose results
we use.
Note 2.27. (Smooth Loops). A broader class of loops such as Sobolev half-
differentiable or absolutely continuous might work. While they use smooth loops
for their book, Pressley and Segal (1986, pages 26–27, 84) discuss larger classes of
loops than smooth, mentioning Sobolev half-differentiable functions and the group
L 1
2
GLn(C) which “is the largest group for which the crucial central extension can
be constructed and the basic representation defined”. For other more differential
geometric approaches to some parts of the thesis, absolutely continuous loops,
which are Sobolev half-differentiable and along which parallel translation can be
defined, might be useful.
Definition 2.28. (Smooth Free Loop Spaces have the Fre´chet Topology). Given
a smooth manifold X, the smooth free loop space of X as a set is LX =
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C∞(S1, X) = {smooth γ : S1 → X}. It is given the Fre´chet manifold topology
(Hamilton, 1982, page 85).
The definition as a set is effective immediately; the topology needs justifying,
done in proposition 2.47. X may be, for example, the base manifold M or total
space E of the smooth vector bundle, Rn, or the structure group SO(n) of the
smooth vector bundle.
Definition 2.29. (Loop of a Smooth Map f : Y → X). Given two smooth man-
ifolds X, Y and a smooth map f : Y → X, define Lf : LY → LX for γ ∈ LY as
Lf : γ 7→ f ◦ γ.
For example, f : Y → X may be piE : E →M .
2.5 Fre´chet Spaces and Manifolds
We will include in this and following sections excerpts from Hamilton (1982)
sections I.1 and I.4, which is highly recommended, and Spera and Wurzbacher
(2007) section 1.3 and Appendix, specialized to our needs. For general topological
questions about loop spaces we will use material from Stacey (2005).
Definition 2.30. (Fre´chet Spaces). A Fre´chet space is a complete topological
vector space whose topology is defined by a countable collection of seminorms ‖‖k
which are all simultaneously 0 only for the 0 vector.
Definition 2.31. (Paracompactness). A topological space is called paracompact
when it is Hausdorff and every open covering has a refinement that is locally
finite, meaning that each point has a neighborhood that intersects only finitely
many open sets in the refinement (Dugundji, 1966, pages 81, 162) (Bredon, 1997,
page 21).
Lemma 2.32. (Fre´chet Space Properties). A Fre´chet space F is a complete
metrizable (thus Hausdorff) locally convex vector space. The topology is defined
by the requirement that a sequence fj → f ⇔ ∀k, ‖fj − f‖k → 0. See section
I.1.1 of Hamilton (1982, page 67). By Stone (1948, page 979) every metric space
is paracompact, so Fre´chet spaces are paracompact, and moreover, hereditarily
paracompact; i.e., all their open sets, and hence all their topological subspaces are
paracompact.
Since it is locally convex and the vector space operations are continuous, it is
locally path-connected. What is more, every open cover of a Fre´chet space can
be refined to a good cover, an open cover with all nonempty finite intersections
contractible, as follows. (In fact, even nonempty infinite intersections will be
contractible.) Define by Rudin (1991, page 11) a translation-invariant metric on
F that induces the Fre´chet space topology by choosing a sequence of positive
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numbers ck that converges to 0 - for concreteness let us choose ck = 2
−k - and for
α, β ∈ F , defining
d(α, β) = max
k
ck‖α− β‖k
1 + ‖α− β‖k .
Then by Rudin (1991, page 29) the metric is translation invariant, and the open
balls Br(0) for r > 0 form a convex local basis {Vk} at 0 for the Fre´chet space
topology. Their translations are convex and form a cover of F . Taking a nonempty
intersection of these and fixing some point in it, x0 ∈ ∩(Vk + xk), then
H : [0, 1]× (
⋂
(Vk + xk))→
⋂
(Vk + xk)
(s, x) 7→ sx0 + (1− s)x
is a deformation retraction of ∩(Vk+xk) onto x0, since intersections of convex sets
are convex. Note that looking ahead to definition 2.34 and using material from
Hamilton (1982, pages 73–84), H is smooth. Since all nonempty intersections are
contractible, the set of open balls of this metric form a good cover of F . Since
any open set in F is the union of the open balls contained in it, if we have any
cover of F , we may refine it to a good cover consisting of all the open balls in all
the open sets of the cover.
Example 2.33. (LRn, the Loop of a Finite-Dimensional Vector Space). The
Fre´chet space LRn = C∞(S1,Rn) is the space of smooth loops in Rn with topology
defined by the collection of seminorms ‖f‖k = maxt∈S1 ‖f (k)(t)‖; that is, for a
sequence of loops to converge, the loops themselves and all their derivatives must
converge in the uniform norm. This is implied by a special case of example I.1.1.5
in Hamilton (1982, page 68) as in our lemma 2.35. This definition of LRn is
equivalent to that in Stacey (2005, page 9), who states that LRn is separable.
More generally, if X is a finite-dimensional vector space, then LX is a Fre´chet
space, with topology defined as for LRn.
Definition 2.34. (Fre´chet Derivatives). Given Fre´chet spaces F , G, open U ⊂ F ,
and continuous P : U → G, the derivative of P at the point f ∈ U in the direction
h ∈ F is defined by
DP (f)h = lim
t→0
P (f + th)− P (f)
t
.
P is differentiable at f in the direction h if the limit exists. It is continuously
differentiable or C1 on U if the limit exists for all f ∈ U and h ∈ F and DP : U ×
F → G is continuous using the product topology for the domain.
The second derivative of P at the point f in U in the directions h, k ∈ F is
defined by
D2P (f)(h, k) = lim
t→0
DP (f + tk)h−DP (f)h
t
.
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P is twice continuously differentiable or C2 on U if it is C1, the limit exists for all
f ∈ U and h, k ∈ F , and D2P : U × F × F → G is continuous using the product
topology for the domain. Higher derivatives are defined similarly.
Note that the definition of differentiability (Hamilton, 1982, page 73) assumes
continuity. Remember that the limits in the definition are in the Fre´chet topology.
Note that DP (f)h is linear in h, but C1 does not imply that the induced map
U → {linear maps F → G} is continuous, whatever that might mean; the set of
linear maps may not even be a Fre´chet space.
Lemma 2.35. (Sections of Smooth Vector Bundle with Compact Base are a
Fre´chet Space). Given a smooth vector bundle V → X, X a compact smooth
manifold, choosing a Riemannian metric and connection on TX and smooth fiber-
wise inner product and connection on V , then the set of its smooth sections, Γ(V ),
is a Fre´chet space. The resulting topology does not depend on the Riemannian
metrics or connections chosen.
The first statement is example I.1.1.5 in Hamilton (1982, page 68). That the
topology is independent of the choices seems to be assumed by Hamilton (1982,
page 85) example I.4.1.2, though it’s not explicitly stated. It follows from reason-
ing similar to that in (Petersen, 2006, pages 123–125), facts about the difference
of two covariant derivatives, and the product rule for covariant differentiation.
Definition 2.36. (Fre´chet Manifolds). A Fre´chet manifold is a Hausdorff topo-
logical space with an atlas of coordinate charts with values in a Fre´chet space,
such that the change of coordinates maps are all smooth maps.
Note 2.37. (Fre´chet Manifold Definitions). This is almost the same as definition
I.4.1.1 of Hamilton (1982, page 85) except that he allows different Fre´chet spaces
for different charts whereas we don’t.
Lemma 2.38. (Sections of Smooth Fiber Bundle with Compact Base form a
Fre´chet Manifold). Given a smooth fiber bundle V → X, X compact, the set of
its smooth sections, Γ(V ) is a Fre´chet manifold.
This is example I.4.1.2 in Hamilton (1982, pages 85–86); our local triviality
condition implies his condition of surjectivity of the derivative of the projection
map of the fiber bundle.
Next we will go into some detail about the free loop space as a Fre´chet manifold.
This will require a little preparation.
2.6 Compact-Open Topology
Definition 2.39. (The Compact-Open Topology). (Dugundji, 1966, page 257)
Given topological spaces X, Y , the compact-open topology on C(X, Y ), the space
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of continuous maps X → Y , is given by a sub-basis consisting of the sets
(K,U) = {γ ∈ C(X, Y ) | γ(K) ⊂ U},
K compact ⊂ X and U open ⊂ Y.
When a specific topology for C(X, Y ) is not mentioned, it will have the compact-
open topology. The same name, compact-open topology, will be given to the
subspace topology for subsets of C(X, Y ).
Lemma 2.40. (An Alternate Characterization of the Fre´chet Topology on LRn).
(Stacey, 2005, page 9) The Fre´chet topology on LRn of example 2.33 can be
defined as the projective or initial topology (i.e. the coarsest topology that makes
all the maps continuous) for the maps LRn → C(S1,Rkn) given by
γ 7→ (t 7→ (γ(t), γ′(t), . . . , γ(k−1)(t))).
Lemma 2.41. (Compact-Open Topology Properties). (Dugundji, 1966, pages
259–261, 276) Given topological spaces X, Y , and Z, using the compact-open
topologies, for fixed g ∈ C(Y, Z), the map g] : C(X, Y ) → C(X,Z) given by
g](f) = g ◦ f is continuous. Thus if g is a homeomorphism, so is g], which has
inverse (g−1)]. Similarly, for fixed h ∈ C(X, Y ), the map h] : C(Y, Z)→ C(X,Z)
given by h](f) = f ◦ h is continuous. Thus if h is a homeomorphism, so is h],
which has inverse (h−1)].
The natural bijection C(X, Y ×Z)→ C(X, Y )×C(X,Z) is a homeomorphism.
If Y is a subspace of Z, the inclusion Y
incl−−→ Z is a continuous map that is
a homeomorphism onto its image. Then if X is compact, (incl)] : C(X, Y ) →
C(X,Z) is a homeomorphism onto its image.
Defining the evaluation map ev : C(Y, Z) × Y → Z by ev(g, y) = g(y), for
each y0 ∈ Y , evy0 = ev(·, y0) is continuous, and if Y is locally compact, ev is
continuous.
Given α : X × Y → Z, the adjoint of α, α̂ : X → C(Y, Z), defined by
(α̂(x))(y) = α(x, y), is continuous. Conversely, given α̂, the equation defines
α, which is continuous if α̂ is continuous and Y is locally compact. Example:
êv = idC(Y,Z).
Proof. The assertions in the first paragraph and those about evaluation maps and
adjoints come from Dugundji (1966, pages 259–261, 276).
For the second paragraph, use Dugundji (1966, page 264) and choose a sub-
basis for the cartesian product Y × Z consisting of sets of the form U × Z and
Y × V .
For the third paragraph, let U be an open subset of Y ; equivalently, there is
some V , an open subset of Z, such that U = Y ∩ V . Then for K a compact set
in X, the sub-basic open set (K,U) ⊂ C(X, Y ) is carried by (incl)] (remember
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that the meaning of (K,U) depends on which space it is in) to (X, Y )∩ (K,U) =
(X, Y )∩(K,Y ∩V ) = (X, Y )∩(K,Y )∩(K,V ) = (X, Y )∩(K,V ), the intersection
of (incl)](C(X, Y )) and the set (K,V ) open in C(X,Z).
Definition 2.42. (The Metric Topology on a Mapping Space). (Dugundji, 1966,
page 269) Given (Z, d) a metric space and Y a topological space, letting C(Y, Z, d)
be the set of all d-bounded continuous maps Y → Z, define a metric on C(Y, Z, d)
by
d+(f, g) = sup
y∈Y
(d(f(y), g(y))).
Another phrase for this metric topology is the topology of uniform convergence.
Lemma 2.43. (With a Compact Domain, the Compact-Open and Metric Topolo-
gies are the Same). By 8.2(3) of Dugundji (1966, pages 269–271), Given (Z, d)
a metric space and Y a compact space, C(Y, Z, d) = C(Y, Z), and the metric
topology equals the compact-open topology. Thus the topology is independent of
the particular metric chosen.
In particular, if Z is a compact smooth manifold, any Riemannian metric will
make it a complete metric space (Petersen, 2006, page 125), and the induced met-
ric topology on C(S1, Z) equals the compact-open topology. Further, by Stacey
(2005, pages 18–19), C(S1, Z) is separable.
2.7 Loop Space Fre´chet Manifold
Although many of the results concerning loop spaces in this chapter and the
next do not depend on the space being looped being compact and are stated
without that requirement, our use of these results is to loop compact spaces. In
the following, when X is compact, specific choices are made to be used later.
Lemma 2.44. (The Exponential Map). Given a smooth manifold X with a
Riemannian metric and the Levi-Civita connection, denoting its tangent bundle
by pi : TX → X, there is an open neighborhood N of the image Z = ζ(X) ⊂ TX
of the zero section ζ ∈ Γ(TX), an open neighborhood V of the diagonal ∆ in
X×X, and a smooth map σ : N → X given by σ(v) = exppi(v)(v) (Petersen, 2006,
pages 130–134), such that σ|Z = pi|Z and (pi, σ) : N → V is a diffeomorphism.
Furthermore, there is a diffeomorphism ψ : TX → N such that pi ◦ ψ = pi,
ψ|Z = idZ , and thus, defining η = σ ◦ ψ, η|Z = pi|Z , and (pi, η) : TX → V is a
diffeomorphism.
If X is compact, let  > 0 equal half the convexity radius of X (Gallot et al.,
2004, pages 86–87). Then choose N =
⋃
x∈X B(ζ(x)), where for each x ∈ X,
B(ζ(x)) ⊂ TxX and expx : B(ζ(x))→ B(x) is a diffeomorphism. Let ψ multiply
vectors in TX by a function of their lengths, depending on ; then the action of
ψ on fibers commutes with parallel translation.
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Note 2.45. (The Convexity Radius). The convexity radius of X is a number such
that geodesic balls of radius smaller than it are geodesically convex. It’s no larger
than the injectivity radius (Berger, 2003, page 278), and is used in the proof of
lemmas 14.8, 14.9, and 14.10.
Note 2.46. (Local Additions). The above lemma is proposition 3.14 of Stacey
(2005, page 13) with additions for our circumstances. He refers to a “local addi-
tion”, which can be understood by looking at the exponential map when X is a
finite-dimensional vector space.
Proposition 2.47. (A Smooth Free Loop Space is a Fre´chet Manifold). Given an
orientable smooth manifold X with Riemannian metric, LX is a Fre´chet manifold,
with topology defined by charts with domains named Uα, α ∈ LX, whose defini-
tions depend on the data used in lemma 2.44, including choices made in the case
when X is compact. The open sets of LX are defined as sets whose intersections
with all Uα are open.
By lemma 2.32, any covering of LX has a refinement made by refinements of
intersections with chart domains, that is a good cover, i.e. for which all nonempty
finite intersections are contractible (even nonempty infinite intersections are con-
tractible). Similarly or as a consequence, LX is locally path-connected.
The inclusion LX ⊂ C(S1, X) is continuous, the Uα are open in their induced
topologies, LX is metrizable, hence hereditarily paracompact.
Proof. To make α∗TX a Fre´chet space as in Hamilton (1982, page 68) requires a
choice of Riemannian metric and connection on X, and that source seems to gloss
over the question of whether these choices affect the topology or smooth structure;
in some contexts it seemed implicitly to assume they do not. However, we will
assume a metric given; it is also used in proposition 14.8 and related lemmas,
which refer back to this proof and use the local charts constructed here. We
choose the Levi-Civita connection to remove that possible ambiguity of choice.
That LX is a Fre´chet manifold is example I.4.1.3 in Hamilton (1982, pages 86),
a special case of proposition 2.38 using the product bundle S1 ×X → S1. That
example gives almost the same local chart about α ∈ LX we and Stacey (2005,
pages 12–21) use, except that the former uses a diffeomorphism from a neighbor-
hood of the zero section of what appears to be α∗TX, whereas the latter uses a
diffeomorphism from the whole space of sections of α∗TX. This is an inessential
difference; although Hamilton (1982) doesn’t say how he chooses that neighbor-
hood, it could be one that is diffeomorphic to the whole space.
That LX is Hausdorff is a consequence of local homeomorphisms to open sets
in Fre´chet spaces.
For the rest of the point set topological properties, we will use Stacey (2005,
pages 12–20). That paper assumes for its exposition and proofs that X is ori-
entable, though it seems to imply by saying that this assumption is for conve-
nience, not necessity, and not actually used in “the analysis”, that the results
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are true even if X is not orientable. It appears that this assumption is used, for
α ∈ LX, to allow identification of α∗TX with LRm, which has a standard Fre´chet
space structure. This is the only place in this thesis this assumption is used.
To help clear up the question of whether more of present proposition might
depend on orientability of X, and more importantly to make more understandable
the local charts used later, we will repeat the proof of lemma 3.22 of Stacey (2005,
page 19) with modifications, mainly not trivializing α∗TX. In this proof we don’t
use Stacey (2005) section 3.4 on LTX and we don’t need to know the relationship
between the smooth structures defined by the two references.
Notation 2.48. (Manifold Charts and Proof Details Used Elsewhere).
In brief, the chart for Uα maps a loop near α, via the exponential map, to a
loop in TX over α, and thence to a section of α∗TX. If X is compact we choose
 as in lemma 2.44, and in any case obtain the neighborhood V of the diagonal in
X×X and map η such that (pi, η) : TX → V is a diffeomorphism. Given α ∈ LX,
α∗TX = {(t, v) ∈ S1 × TX | α(t) = pi(v)}, and using the Levi-Civita connection
on TX, Γ(α∗TX) is a Fre´chet space by lemma 2.35. Define θ : Γ(α∗TX)→ LTX
as the natural injection, for β ∈ Γ(α∗TX), β 7→ pi2 ◦ β; i.e. θ = Lpi2 restricted to
Γ(α∗TX), where pi2 : S1 × TX → TX. Define, using another pi2 : X ×X → X,
Uα = {γ ∈ LX | (α, γ) ∈ LV }
Ψα : Uα → Γ(α∗TX)
Ψ−1α : Γ(α
∗TX)→ LTX → LX × LX → LX
Ψ−1α : β 7→ Lpi2(L(pi, η)(θ(β))) = Lη(θ(β)) = γ
Ψα : γ 7→ θ−1((L(pi, η))−1(α, γ)) = β,
where although θ isn’t surjective, (L(pi, η))−1(α, γ) is in its range; a loop in TX
over α. Thus Ψα is a bijection. The change of coordinates functions Ψα2 ◦Ψ−1α1 are
diffeomorphisms, as in lemma 3.15, definition 3.16, and proposition 3.18 of Stacey
(2005, pages 13–15), where the metric, the Levi-Civita connection, and hypothesis
that X is orientable are used to identify Γ(α∗TX) with LRm.
For a concrete example unravelling the Fre´chet manifold chart definition, see
the alternative (”Another way”) proof of continuity of i3 in lemma 14.30.
End Notation
First we show using definition 2.39 and lemma 2.41 that the Uα are open
in the topology induced by the inclusion LX
incl−−→ C(S1, X). Define U0α =
{γ ∈ C(S1, X) | (α, γ) ∈ C(S1, V )}. We will show that U0α is an open sub-
set of C(S1, X), whence the desired statement follows from Uα = U
0
α ∩ LX.
Because V is open in X × X, C(S1, V ) = (S1, V ) is open in C(S1, X × X).
Thus ({α} × C(S1, X)) ∩ C(S1, V ) is an open subset of {α} × C(S1, X), giv-
ing the latter the topology of a subspace of C(S1, X × X). Defining the nat-
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ural homeomorphism Φ: C(S1, X × X) → C(S1, X) × C(S1, X) and the nat-
ural bijection Φα : {α} × C(S1, X) → C(S1, X), the latter is continuous and
open because Φα = pi2 ◦ Φ|{α}×C(S1,X), so is a homeomorphism. But U0α =
Φα(({α} × C(S1, X)) ∩ C(S1, V )).
Then we show that the inclusion LX
incl−−→ C(S1, X) is continuous. Given
α ∈ LX and any open neighborhood U0 of α in C(S1, X), we will find an open
neighborhood W of α in LX such that W = incl(W ) ⊂ U0. Corresponding to the
bijection
Ψ−1α : Γ(α
∗TX) θ−→ θ(Γ(α∗TX))
L(pi,η)−−−→ ({α} × LX) ∩ LV
Lpi2−−→ Uα,
defining Γ0(α∗TX) = {β ∈ C(S1, α∗TX) | pi1 ◦ β = idS1}, we have the bijection
Ψ0α
−1
: Γ0(α∗TX) θ
0−→ θ0(C(S1, α∗TX))
(pi,η)]−−−→ ({α} × C(S1, X)) ∩ C(S1, V )
Φα−→ U0α.
Let us look more closely at θ0 and the spaces involved with it. The set α∗TX gets
its topology as a subspace of S1×TX, so the corresponding inclusion is continuous,
a homeomorphism onto its image. From that inclusion by lemma 2.41 we get a
continuous map C(S1, α∗TX)→ C(S1, S1 × TX) that is a homeomorphism onto
its image. The set Γ0(α∗TX) gets its topology as a subspace of C(S1, α∗TX), so
that inclusion also is continuous, a homeomorphism onto its image. Altogether
Γ0(α∗TX)→ C(S1, α∗TX)→ C(S1, S1 × TX)
∼= C(S1, S1)× C(S1, TX) pi2−→ C(S1, TX),
a sequence of continuous maps, each of which is a homeomorphism onto its image,
except pi2, which is continuous and open. We define the composition as θ
0, a
homeomorphism onto its image.
That Φα is a homeomorphism has been shown already. Since (pi, η) is a home-
omorphism, by lemma 2.41 so is (pi, η)] with unrestricted domain and codomain,
and hence also restricted as here. Then the composition Ψ0α
−1
is a homeomor-
phism. (Homeomorphism seemed convenient; only continuity is needed.)
Thus Ψ0α(U
0 ∩ U0α) is an open set in Γ0(α∗TX). From the metric on α∗TX
coming from the Riemannian metric on TX and the standard metric on S1, we
have by lemma 2.43 a metric d0 on C(S1, α∗TX) compatible with the compact-
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open topology; write its open balls with B0. Thus there is some δ′ > 0 such that
B0δ′(0) ⊂ Ψ0α(U0 ∩ U0α). The metric d0 in turn is used to define the Fre´chet space
seminorms ‖‖0, ‖‖1, etc. on Γ(α∗TX). Since Fre´chet spaces are metrizable, let dF
denote a translation-invariant metric from lemma 2.32 that induces the Fre´chet
topology; write its open balls with BF .
Now Γ(α∗TX) ⊂ C(S1, α∗TX), so BFδ′(0) ⊂ {β ∈ Γ(α∗TX) | ‖β‖01+‖β‖0 ≤ ‖β‖0 <
δ′} ⊂ B0δ′(0). Since BFδ′(0) is an open set in Γ(α∗TX), W = Ψ−1α (BFδ′(0)) is an
open set in Uα ⊂ LX, with incl(W ) ⊂ U0.
As a consequence of the continuity of the inclusion LX ⊂ C(S1, X) and the Uα
being open in the induced topology, corollary 3.23 of Stacey (2005, pages 19–20)
states that LX is Hausdorff, regular, second countable, paracompact, and hence
he concludes it is metrizable.
Note 2.49. (The Loop of a Vector Space as a Fre´chet Space or Fre´chet Manifold).
If X is a finite-dimensional vector space, then the topology of LX as a Fre´chet
space (see example 2.33) is the same as the topology as a Fre´chet manifold in
proposition 2.47. To see this, use note 2.46.
2.8 Fre´chet Bundles
Definition 2.50. (Fre´chet Fiber Bundles). A Fre´chet fiber bundle is a topological
fiber bundle as in definition 2.5 where the spaces are Fre´chet manifolds and the
local trivializations are Fre´chet diffeomorphisms.
Definition 2.51. (Fre´chet Vector Bundles With Standard Fiber). A Fre´chet
vector bundle pi : T → B with standard fiber the Fre´chet space F is a Fre´chet
fiber bundle with standard fiber F when each fiber pi−1(b), b ∈ B, is a Fre´chet
space, and the local trivializations induce Fre´chet space isomorphisms on fibers.
Definition 2.52. (Hamilton’s Fre´chet Vector Bundles With Standard Fiber).
Definition I.4.3.1 of Hamilton (1982, page 88), re-worded for compatibility and
explicitness, altered to require that each manifold has charts in a Fre´chet space,
and the Fre´chet vector bundle has a standard fiber, is as follows.
A Fre´chet vector bundle pi : T → B consists of Fre´chet manifolds T , B with
charts taking values in Fre´chet spaces C, D respectively; a standard fiber F that is
a Fre´chet space, and a surjection pi such that each fiber pi−1(b), b ∈ B, is a vector
space, is a Hamilton’s Fre´chet vector bundle with standard fiber if the following
holds:
Given any point b ∈ B, there is an open neighborhood U of b and a Fre´chet
manifold coordinate chart φ : U → φ(U) ⊂ D such that there is another Fre´chet
manifold coordinate chart ψ : pi−1(U) → φ(U) × F ⊂ C such that ψ induces a
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Fre´chet space isomorphism on fibers and the following diagram commutes:
pi−1(U) φ(U)× F
U
φ(U)
...................................................
....
pi
.........................................................
....
φ
.....................................
.
ψ
...................................................................................................................................................
....
pi1
Lemma 2.53. (Equivalence of Definitions of Fre´chet Vector Bundle). Definitions
2.51 and 2.52 are equivalent.
This can be seen by taking suitable Fre´chet manifold charts.
Note 2.54. (A Fre´chet Manifold’s Tangent Bundle and Tangent Space). Hamilton
(1982, page 89) states that the tangent bundle TX of a Fre´chet manifold X is a
Fre´chet vector bundle, and gives its transition functions. He relates the tangent
space TxX at a point x ∈ X to parametrized at-least-differentiable curves in X
passing through x, giving the identification we will see in note 3.4: for X a smooth
manifold and γ ∈ LX, we identify TγLX with the space of smooth vector fields
along γ, Γ(γ∗TX).
Proposition 2.55. (The Loop of a Smooth Map Lf : LT → LB is Smooth).
Given smooth manifolds T , B, and a smooth map f : T → B, Lf : LT → LB is
smooth.
This is the second part of example I.4.4.5 in Hamilton (1982, page 91).
Corollary 2.56. (Smooth Looping is a Functor). Smooth looping is a functor
from the category of orientable smooth manifolds with Riemannian metric and
smooth maps, to the category of Fre´chet manifolds and smooth maps.
Proof. This follows from from propositions 2.47 and 2.55, and definition 2.29.
Definition 2.57. (Fre´chet Lie Groups). A Fre´chet Lie group is a Fre´chet manifold
with group structure such that the multiplication and inverse maps are smooth
maps of Fre´chet manifolds.
This is definition I.4.6.1 of Hamilton (1982, page 98).
Proposition 2.58. (The Loop of a Lie Group is a Fre´chet Lie Group). Given a
Lie group G, its loop LG is a Fre´chet Lie group.
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Proof. See Pressley and Segal (1986, pages 27–28).
By proposition 2.47, since G is orientable (Bump, 2004, page 92), LG is a
Fre´chet manifold. Defining the looped multiplication and inversion maps point-
wise, if it were proved that the Fre´chet manifold L(G × G) is diffeomorphic to
LG× LG, proposition 2.55 would imply that LG is a Fre´chet Lie group.
Definition 2.59. (Fre´chet Lie Group Actions). A Fre´chet Lie group G acts on
a Fre´chet manifold X if there is a group action that is a smooth map of Fre´chet
manifolds (hence by definition is continuous).
This is definition I.4.6.4 of Hamilton (1982, page 98).
Proposition 2.60. (The Loop of a Smooth Lie Group Action is a Fre´chet Lie
Group Action). Given a smooth action of a Lie group G on a smooth manifold
P , the action of LG on LP given pointwise by the action of G on P is a Fre´chet
Lie group action.
Proof. This is Lemma 1.6 of Spera and Wurzbacher (2007, page 811).
This would also follow from propositions 2.58 and 2.55, if it were proved that
L(G× P ) is diffeomorphic to LG× LP .
Definition 2.61. (Fre´chet Principal Bundles). Given a Fre´chet Lie group G, a
Fre´chet fiber bundle pi : P → B with standard fiber G is a Fre´chet principal G
bundle if G acts smoothly on P , the action commutes with the projection, is
free and transitive over each point of B, and the local trivialization maps are
G-equivariant.
This is modified from but equivalent to definition I.4.6.5 in Hamilton (1982,
pages 98–99).
Proposition 2.62. (Fre´chet Principal Bundle Associated Bundles are Fre´chet
Fiber Bundles). Given a Fre´chet Lie group G, Fre´chet principal G bundle P → B,
and a left Fre´chet Lie group action of G on a Fre´chet manifold F , the associated
bundle P ×G F is a Fre´chet fiber bundle over B. If F is a Fre´chet space, then
P ×G F is a Fre´chet vector bundle.
The proof in Poor (2007, pages 28–29) applies by adding Fre´chet appropriately.
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CHAPTER 3
LOOPS OF BUNDLES
This background chapter discusses the loops of smooth principal bundles and
associated smooth fiber bundles, in particular vector bundles, and fiberwise inner
products on the last. The results from chapter 2 apply to the loops of the total
space, base space, projection, and structure group, imply that the loop of the
projection is a smooth map, and that the loop of a Lie group smooth action is a
Fre´chet Lie group action.
Proposition 3.1. (The Loop of a Principal Bundle is a Fre´chet Principal Bundle).
Given a smooth principal G bundle pi : P → X, its loop Lpi : LP → Lpi(LP ) ⊂
LX is a Fre´chet principal LG bundle. If X is one-connected or G is connected,
Lpi(LP ) = LX.
The first statement is Proposition 1.9 of Spera and Wurzbacher (2007, pages
812, 839–840); the second is in Remark 2 under Proposition 1.8 of Spera and
Wurzbacher (2007, pages 811–812, 838). Our use will be with G = SO(n), which
is connected. Also note, using proposition 2.47, that the looped group, base, and
total space have nice point set topological properties, being metrizable.
Proposition 3.2. (The Loop of a Smooth Associated Fiber Bundle is a Fre´chet
Fiber Bundle). Given a connected Lie group G, a smooth principal G bundle
piP : P → X, and a smooth manifold F upon whichG acts smoothly, the associated
bundle construction used in finite dimensions works also for Fre´chet Lie groups,
Fre´chet principal bundles, and Fre´chet manifolds, so that piLP×LGLF : LP ×LG
LF → LX is a Fre´chet fiber bundle. The loop of piP×GF : P ×G F → X,
LpiP×GF : L(P ×G F ) → LpiP×GF (L(P ×G F )) = LX, is a Fre´chet fiber bun-
dle. It and LP ×LGLF → LX are isomorphic as topological fiber bundles. If F is
a finite-dimensional vector space so that P ×G F is a smooth vector bundle, then
LP ×LG LF is a Fre´chet vector bundle, with vector operations on loops defined
pointwise.
Proof. Using proposition 3.1, since G is connected, LpiP (LP ) = LX and propo-
sition 2.62 applies. To show that the loop of the associated bundle is a Fre´chet
fiber bundle, by propositions 2.47 and 2.55 the loops of the total space, base
space, and projection are respectively Fre´chet manifolds and a map thereof. The
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map LpiP×GF is surjective as follows: given any γ ∈ LX, take γ˜ ∈ LP such
that piP ◦ γ˜ = γ. Then t 7→ [(γ˜(t), 0)] is an element of L(P ×G F ) that LpiP×GF
maps to γ. The second proof of Proposition 1.9 of Spera and Wurzbacher (2007,
pages 812, 838–840) works here also; referring to Poor (2007, pages 290–293) for
parallel transport on associated fiber bundles.
To show the isomorphism as topological fiber bundles of the two Fre´chet asso-
ciated fiber bundles, consider the following diagram, where the first row of vertical
arrows on the left comes from looping the quotient map and on the right is directly
the quotient map, and the second row of vertical on the left comes from looping
the projection and on the right is directly the projection.
L(P × F ) LP × LF
L(P ×G F ) LP ×LG LF
LX LX
.............................................................
ψ.........................................................................
LpiP×F
......................................................................
...
piLP×LF
................................................
ψ.........................................................................
LpiP×GF
......................................................................
...
piLP×LGLF
....................................................................................................
idLX
Define the LG-equivariant continuous map ψ in a natural way by mapping (p, f) ∈
LP × LF to the element of L(P × F ) defined for all t ∈ S1 by ψ(p, f)(t) =
(p(t), f(t)). Its continuous inverse is σ 7→ (pi1 ◦ σ, pi2 ◦ σ). The map ψ induces the
homeomorphism ψ that it covers, because a continuous equivariant map descends
to a continuous map of the orbit spaces; see tom Dieck (1987, page 4). In turn, ψ
covers the identity of LX because of the way the projection maps of the associated
bundles are defined. The diagram commutes. Thus the two associated bundles
are isomorphic as topological fiber bundles.
Note, using proposition 2.47, that the looped group, base, and total space have
nice point set topological properties, being metrizable. Also, it seems plausible
that L(P ×G F ) → LX and LP ×LG LF → LX are isomorphic as Fre´chet fiber
bundles via the natural map ψ, which can also be defined without reference to ψ.
However, that kind of isomorphism isn’t needed here.
The following is a convenient view of the fiber of a looped smooth vector
bundle.
Lemma 3.3. (The Fiber of a Looped Vector Bundle). Given a smooth vector
bundle pi : V → X and its loop Lpi : LV → LX, and γ ∈ LX, we may identify
LYγ = (Lpi)
−1(γ) = Γ(γ∗V ) = ΓγV , the smooth sections of pi : V → X along γ.
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Proof. γ˜ ∈ (Lpi)−1(γ) ⇔ pi ◦ γ˜ = γ ⇔ (idS1 , γ˜) ∈ Γ(γ∗V ) = C∞(S1, γ∗V ) ⇔ γ˜ ∈
ΓγV . For more detail, see Poor (2007, pages 36–37).
Note 3.4. (The Loop Space’s Tangent Bundle). For V = E = TM , we identify
TLM with LTM : for γ ∈ LM , identify TγLM with the space of smooth vector
fields along γ, Γ(γ∗TM) = (LTM)γ. Imagine varying γ by varying its value at
each point of its domain, in any direction in TM . See Hamilton (1982, page 89).
Definition 3.5. (The Loop of a Fiberwise Inner Product for a Vector Bundle).
Given our smooth real vector bundle piE : E → M , and fiberwise inner product
(, ) on E, for γ ∈ LM , denote the pullback fiberwise inner product on γ∗E by
γ∗(, ). For every t ∈ S1, γ∗(, )t : ((γ∗E) ⊗ (γ∗E))t = (γ∗E)t ⊗ (γ∗E)t → R; for
v1, v2 ∈ Eγ(t), γ∗((t, v1), (t, v2))t = (v1, v2). We may consider that γ∗(, ) : Γ(γ∗E)⊗
Γ(γ∗E) = LEγ⊗LEγ → LR. Using
∫
S1
: LR→ R, define (, )LEγ : LEγ×LEγ → R
as (
∫
S1
) ◦ γ∗(, ). I.e., for σ, τ ∈ LEγ, let (σ, τ)LEγ =
∫ 1
0
(σ(t), τ(t))γdt.
LEγ will denote the real Hilbert space completion for this inner product.
The looped fiberwise inner product can be defined globally in a way that allows
talking about its continuity or smoothness, using ideas from Lang (1999, pages 58–
63, 173–175). Presumably it is continuous and even smooth, but we don’t prove
this, as it is only used for the more geometric viewpoint that is not used for proofs,
of constructions that are actually made using associated bundles.
Definition 3.6. (The Hermitian Extension of a Fiberwise Inner Product). Con-
sistent with definition 4.36 and assumption 2.2, given a fiberwise inner product (, )
on a smooth real vector bundle (e.g. a Riemannian metric on a tangent bundle),
denote by 〈, 〉 the Hermitian fiberwise inner product on the complexification of
the vector bundle, defined by 〈αx, βy〉 = αβ(x, y), for all x, y in the same fiber of
the total space of the bundle and all α, β in C.
Example 3.7. (The Loop of SO(E)). The group SO(n) is connected, so piL SO(E)
is surjective. The right-hand isomorphism below the diagrams respects fiberwise
inner products, is proved as in special case E = TM , TLM = LTM in Spera
and Wurzbacher (2007, pages 828–829), or for topological bundles by looping the
left-hand isomorphism. See section 1.3 of chapter 1 for an introduction to our use
of associated bundles.
SO(n) SO(E)
M
.....................................
.
.......................................
...
piSO(E)
L SO(n) L SO(E)
LM
.....................................
.
.......................................
...
piLSO(E)
E ∼= SO(E)×SO(n) Rn LE ∼= L SO(E)×L SO(n) LRn
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CHAPTER 4
CLIFFORD ALGEBRAS AND FOCK REPRESENTATIONS
This long background chapter discusses Clifford algebras and some of their
representations, which will play a vital role hereafter. Mixed in are occasional
facts from other subjects used in the context of the moment.
The elements of the Fock spaces used to represent Clifford algebras are gener-
alizations of the spinors that Paul Dirac used in about 1927 in the Dirac equation,
initially to formulate the relativistic quantum mechanics of a free electron includ-
ing its spin. This equation led to the prediction of the positron, and to quantum
field theories, in which spinors are used.
In Dirac’s theory, the Clifford algebras that act on the Fock spaces, and the
Fock spaces themselves, are defined by the pseudo-Riemannian metric of space-
time. In this thesis, spacetime is replaced by the loop space of a smooth manifold,
and the Clifford algebras come from the loop of an even rank smooth vector bundle
with fiberwise inner product over the manifold. We won’t be able to define a Fock
representation over the whole looped manifold, but will construct an irreducible
representation related to Fock spaces. The algebraic basis of Clifford algebras and
Fock spaces that we use, is for a flat infinite-dimensional spacetime. Since our
Clifford algebras and the Fock spaces are over C, we can start with the standard
metric on Rn before looping, not worrying with the signature of the metric, as we
would with in the Minkowski metric.
We will look at Clifford algebras first purely algebraically, then with a norm,
as C∗-algebras. We will not use Clifford algebras built on finite-dimensional real
inner product spaces, since looping introduces infinite-dimensionality. Nor will
we much need the flexibility for our real inner product space to be incomplete;
besides which Plymen and Robinson (1994, page 28) give a proposition that the
completed C∗ Clifford algebra built from an incomplete vector space and that
built from its completion are naturally isomorphic. Plymen and Robinson (1994)
do not require separability of the inner product space the Clifford algebra is built
from, but our actual use is of a separable real Hilbert space.
Many definitions and results from Plymen and Robinson (1994) are included,
often with changed notation, and with some additions such as proving continuity.
Another general reference for this and other chapters that should be mentioned,
because I spent a lot of time trying to understand more precisely some of the host
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of interesting things in it, though very little is taken directly without proof, is
Pressley and Segal (1986).
Assumption 4.1. (Algebras). All algebras in this document are unital, associa-
tive, and complex. The unit will be denoted 1.
Assumption 4.2. (V is a Real Hilbert Space). Henceforth, unless otherwise
specified, the real vector space named V with inner product (, ) upon which the
Clifford algebra Cl(V ) and the Fock spaces on which it acts are built, is a separable
infinite-dimensional real Hilbert space.
Much of our background exposition would work for even-dimensional spaces;
but our applications to loop spaces will all be infinite-dimensional.
4.1 Clifford Algebras
The Clifford algebra of a real vector space V with inner product (, ) allows
multiplication of the elements of the vector space, subject to the Clifford relations
v2 = (v, v) = ‖v‖2. Some authors use v2 = −‖v‖2, but with a complex algebra
this is not an essential difference.
Definition 4.3. (The Clifford Algebra Construction). (Plymen and Robinson,
1994, pages 2–4) Define the Clifford algebra cl(V ) associated to V as follows:
T (V ) = ⊕∞r=0 ⊗rC (C⊗R V ), with 1 ∈ C = ⊗0(C⊗ V ) as multiplicative identity,
I(V ) = ({v ⊗ v − (v, v)1 | v ∈ V ⊂ C⊗ V }), a two-sided ideal, and
cl(V ) = T (V )/I(V ).
We may write products in cl(V ) by juxtaposition, as usual for an algebra, omit-
ting the tensor symbols, so that a generic monomial element, using a canonical
isomorphism of tensor products, would be zv1 · · · vk, with z ∈ C and v1 . . . vk ∈ V .
Lemma 4.4. (A Clifford Algebra is a Union of Finitely Generated Algebras).
The Clifford algebra of V ,
cl(V ) =
⋃
{cl(W ) | W is a finite-dimensional subspace of V }.
This is theorem 1.1.13 of Plymen and Robinson (1994, page 17).
4.2 C∗ Clifford Algebras
In general, C∗-algebras can be thought of as abstractions of closed subalgebras
of the algebras of bounded operators on Hilbert spaces, with operator norm. We
will get there in several steps.
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Definition 4.5. (∗-Algebras). A ∗-algebra A is an algebra with an involution ∗,
a complex-antilinear anti-automorphism; i.e., for a, b ∈ A and α ∈ C:
(a∗)∗ = a
(a+ b)∗ = a∗ + b∗
(αa)∗ = αa∗
(ab)∗ = b∗a∗.
Definition 4.6. (Z2 Graded ∗-Algebras). A Z2 graded ∗-algebra A is a ∗-algebra
that is a direct sum A = A0 ⊕ A1, with ∂ : A0 ∪ A1 → Z2 defined to have value 0
on A0, the set of even elements, and 1 on A1, the set of odd elements, satisfying
for a, b ∈ A0 ∪ A1:
∂a∗ = ∂a
∂ab = ∂a+ ∂b.
Definition 4.7. (The Clifford Algebra Involution). (Plymen and Robinson, 1994,
pages 5–7) Define the involution ∗ of cl(V ), making it a ∗-algebra, as the complex-
antilinear antiautomorphism such that for any monomial a = zv1 · · · vk, z ∈ C,
v1 . . . vk ∈ V , a∗ = zvk · · · v1, the complex conjugate of a with the order of factors
reversed.
Note 4.8. (Z2 Graded Clifford Algebras). The Clifford algebra cl(V ) is Z2 graded,
with cl(V )0 the scalars and products of even numbers of vectors, and cl(V )1 the
products of odd numbers of vectors.
Definition 4.9. (Z2 Graded Hilbert Spaces). A Z2 graded Hilbert space is an
orthogonal direct sum H = H0⊕H1, with ∂ : H0∪H1 → Z2 defined to have value
0 on H0, the set of even elements, and 1 on H1, the set of odd elements.
Given an orthogonal direct sum H = H ′ ⊕ H ′′ to be used as a Z2 grading of
H, we speak of the parity of the grading in connection with the choice of whether
H ′ or H ′′ is defined as H0.
Example 4.10. (The ∗-Algebra of Bounded Operators on Hilbert Space). B(H),
the bounded operators on a Hilbert space, form a ∗-algebra with the Hilbert space
adjoint as the involution.
The set of bounded operators B(H) is a Z2 graded ∗-algebra with B(H)0 the
set of operators that map H0 → H0 and H1 → H1, and B(H)1 those that map
H0 → H1 and H1 → H0.
Definition 4.11. (∗-Morphisms). A ∗-morphism is an algebra morphism of ∗-
algebras that preserves the involution. That is, an algebra morphism φ : A → B
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of ∗-algebras is a ∗-morphism if for all a ∈ A:
φ(a∗) = (φ(a))∗.
A (Z2 graded) ∗-morphism of Z2 graded ∗-algebras preserves the gradings.
Definition 4.12. (∗-Algebra Representations or Modules). A representation, also
called a ∗-representation or a ∗-module, of a ∗-algebra A on a Hilbert space H is
a ∗-morphism ρ : A→ B(H).
A representation is irreducible when there are no nontrivial closed subspaces
of its Hilbert space that are invariant under it.
Note 4.13. (Representation vs. Module Terminology). The two terms representa-
tion and module are used interchangeably for convenience. We may use represen-
tation when thinking more of the ∗-morphism, and module when thinking more
of the Hilbert space. Note that a ∗-module is not just a module for the algebra
as a ring. If we needed this concept, we could let, say, RA denote A considered
as a ring, ignoring complex multiplication, the involution, and the norm. Then,
given a representation of A on a Hilbert space H, speaking of H as an RA module
would imply ignoring the extra structure on A and the inner product structure on
H.
A Z2 graded representation ρ of a Z2 graded ∗-algebra A = A0 ⊕ A1 on a Z2
graded Hilbert space H = H0 ⊕H1 is a Z2 graded ∗-morphism to the Z2 graded
∗-algebra B(H). Working out the details, for a ∈ A0 ∪ A1 and v ∈ H0 ∪H1,
∂ρ(a)(v) = ∂a+ ∂v.
Definition 4.14. (Banach Algebras). (Pedersen, 1989, pages 7, 128) A Banach
algebra A is an algebra, complete as a normed vector space, whose norm satisfies
a, b ∈ A⇒ ‖ab‖ ≤ ‖a‖‖b‖.
Definition 4.15. (C∗-Algebras). (Takesaki, 2002, page 2) A C∗-algebra A is a
Banach ∗-algebra such that:
a ∈ A⇒ ‖a∗a‖ = ‖a‖2.
Note 4.16. (C∗-Algebras). If A is a C∗-algebra, a ∈ A⇒ ‖a∗‖ = ‖a‖.
Definition 4.17. (Z2 Graded C∗-Algebras). A Z2 graded C∗-algebra A is one
that is graded A = A0 ⊕ A1 as a ∗-algebra, with A0 and A1 closed subspaces.
Example 4.18. (The C∗-Algebra of Bounded Operators on Hilbert Space). B(H),
the bounded operators on a Hilbert space, form a C∗-algebra with the Hilbert
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space adjoint as involution, for in the operator norm, B(H) is complete, and
‖a∗‖ = ‖a‖.
In the Z2 grading of example 4.10, B(H)0 and B(H)1 are closed subspaces, so
B(H) is Z2 graded as a C∗-algebra.
Definition 4.19. A morphism of C∗-algebras is a ∗-morphism of ∗-algebras.
A Z2 graded morphism of Z2 graded C∗-algebras is defined like one for Z2
graded ∗-algebras, the only difference being the requirement that the even and
odd subspaces of the algebras be closed.
Lemma 4.20. (C∗-Algebra Morphisms are Continuous). (Takesaki, 2002, pages
21–22) Every morphism f : A → B between two C∗-algebras is continuous, and
‖f‖ ≤ 1. If f is injective, it is an isometry; i.e., a ∈ A⇒ ‖f(a)‖ = ‖a‖.
Thus any representation of a C∗-algebra is continuous. Note: unlike Takesaki
(2002), we call f an isomorphism only if it is bijective.
Lemma 4.21. (Representations and Completion of the Clifford Algebra cl(V )).
(Plymen and Robinson, 1994, pages 22–26) Nonzero ∗-representations pi of the
∗-algebra cl(V ) exist. For any such pi, a ∈ cl(V ) ⇒ ‖a‖ = ‖pi(a)‖ defines a norm
on cl(V ), and all such norms are equal. The completion of cl(V ) with respect to
that norm is a C∗-algebra.
Definition 4.22. (The C∗ Clifford Algebra Cl(V )). (Plymen and Robinson, 1994,
page 24) Let Cl(V ) denote the completion of cl(V ) with respect to the norm of
lemma 4.21.
Definition 4.23. (Self-Adjoint Clifford Maps). (Plymen and Robinson, 1994,
pages 2, 7) A self-adjoint Clifford map on V is a real-linear map f : V → B into a
∗-algebra B such that v ∈ V ⇒ f(v)2 = (v, v)1 and f(v)∗ = f(v). For B = Cl(V ),
we define its Clifford map φ(v) = v, considered as an element of Cl(V ).
Proposition 4.24. (The C∗ Clifford Algebra Cl(V ) is Simple; the Clifford Map
is an Isometry). (Plymen and Robinson, 1994, pages 24–26) Cl(V ) is simple (has
no nontrivial two-sided ideals). The self-adjoint Clifford map φ : V → Cl(V ) is an
isometry.
Definition 4.25. (C∗ Clifford Algebra Cl(V ) Representations or Modules).
(Takesaki, 2002, page 35) A representation of Cl(V ), or a Cl(V ) module, is a
∗-representation of it as a C∗-algebra. It may be called a Clifford algebra repre-
sentation, a Clifford or Clifford algebra module.
Proposition 4.26. (The C∗ Clifford Algebra Cl(V ) Universal Property). The
Clifford algebra Cl(V ) over V and its self-adjoint Clifford map φ satisfy the univer-
sal property that if f : V → B is any self-adjoint Clifford map to a C∗-algebra B,
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there is a unique morphism of C∗-algebras (a unique ∗-morphism) F : Cl(V )→ B
such that F ◦ φ = f :
V Cl(V )
B
..............................................................
.
φ
.......................................................................... .
..
f
......................................................................
...
F
F maps each monomial in cl(V ) ⊂ Cl(V ) to the monomial in B obtained by
replacing each vector in the monomial with its image under f. The resulting map
is extended by continuity to Cl(V ).
Proof. See (Plymen and Robinson, 1994, pages 2–7, 26).
Proposition 4.27. (The C∗ Clifford Algebra Functor). We may define a functor
Cl from the category VI whose objects are separable infinite-dimensional real
Hilbert spaces whose morphisms are isometric real-linear maps, to the category
C∗ of C∗-algebras and C∗-algebra morphisms (which are isometric), given by V 7→
Cl(V ) and g 7→ Cl(g) = θg. If g is an isomorphism, so is θg. As with proposition
4.26, θg replaces each vector in a monomial with its image under g.
Proof. The basis is proposition 4.26. See (Plymen and Robinson, 1994, pages 26–
27). That the functor maps composition of morphisms of VI to composition of
morphisms of A, and the fact about isomorphisms, follow from uniqueness in their
theorem 1.2.5.
Definition 4.28. (C∗ Bogoliubov Automorphisms and the Bogoliubov Map).
(Plymen and Robinson, 1994, page 27) Denote by O(V ) the group of real-linear iso-
metric automorphisms of V , and by Aut(Cl(V )) the group of C∗-algebra automor-
phisms of the Clifford algebra of V . Then for g ∈ O(V ), the map θg ∈ Aut(Cl(V ))
from proposition 4.27 is called the Bogoliubov automorphism corresponding to g.
The map
θ : O(V )→ Aut(Cl(V ))
g 7→ θ(g) = θg,
is a group homomorphism we will call here the Bogoliubov map. If O(V ) is treated
as a topological group, it has the operator norm topology unless otherwise stated.
Lemma 4.29. (Clifford C∗-Algebras are Z2 Graded). (Plymen and Robinson,
1994, page 27) For V a real vector space with inner product, the Clifford C∗-
algebra Cl(V ) is Z2 graded by the Bogoliubov automorphism θ−1 corresponding
to − id ∈ O(V ); that is, Cl(V ) = Cl(V )0 ⊕ Cl(V )1, where Cl(V )0 is the +1
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eigenspace and Cl(V )1 the −1 eigenspace of the operator. The scalars C and
products of even numbers of vectors are in Cl(V )0, the vectors and products of
odd numbers of vectors are in Cl(V )1, and those spaces are the closures in Cl(V )
of the spans of those elements.
Definition 4.30. (Spinor Modules). (Berline et al., 2004, page 106) A spinor
module is an irreducible Clifford algebra module, an irreducible Clifford algebra
representation.
A fiber bundle of spinor modules is called a spinor bundle.
4.3 Bogoliubov Map Continuity
Definition 4.31. (The Strong Operator Topology). (Folland, 1999, page 169)
Given two normed linear spaces X, Y , the strong operator topology on the linear
space B(X, Y ) of bounded operators is given by the seminorms T 7→ ‖Tx‖ for all
x ∈ X. It is also given in terms of convergence by Ti → T ⇔ ∀x ∈ X, Tix→ Tx.
The term “strong operator topology” will also be applied to topological sub-
spaces of spaces of bounded operators, with convergence defined the same way,
since linear operations on the operators aren’t involved. For example, the term
will be used for unitary groups and the group of automorphisms of C∗-algebras.
Lemma 4.32. (Continuity of a Linear Action vs. Continuity of a Map to B(Y )).
Let X be a topological space and Y a normed linear space. Give B(Y ) the strong
operator topology. Then the continuity of
f : X × Y → Y
in each variable separately, with f linear in the second variable, is equivalent to
continuity of
g : X → B(Y ),
defining one map from the other by g(x)(y) = f(x, y).
Furthermore, if there is a bound M for the operator norms of all the g(x), then
continuity of g implies joint continuity of f , and hence, separate continuity of f
implies joint continuity of f .
Proof. For the first part, continuity of g is equivalent to continuity of f in its
first variable directly from definition 4.31. Continuity and linearity of f in its
second variable is equivalent to each g(x) ∈ B(Y ). For the second part, suppose
‖g(x)‖ ≤ M , ∀x ∈ X, and suppose g is continuous; then f is jointly continuous
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at any (x0, y0):
‖f(x, y)− f(x0, y0)‖ ≤ ‖f(x, y)− f(x, y0)‖+ ‖f(x, y0)− f(x0, y0)‖
≤ ‖g(x)(y − y0)‖+ ‖g(x)(y0)− g(x0)(y0)‖
≤ ‖g(x)‖‖y − y0‖+ ‖g(x)(y0)− g(x0)(y0)‖
≤M‖y − y0‖+ ‖g(x)(y0)− g(x0)(y0)‖.
The first term can be made as small as desired by making y close enough to y0;
and the second, by making x close enough to x0, by definition 4.31.
Lemma 4.33. (The Separate Continuity of a Group Action Implies Joint Conti-
nuity). (Chernoff and Marsden, 1970, page 1044) Let M be a metric space, and let
G be a Baire space with a group structure in which multiplication is separately
continuous. Let pi : G ×M → M be an action which is separately continuous.
Then pi is jointly continuous.
Note 4.34. (Examples of Baire Spaces). With the definition of Baire space from
Dugundji (1966, page 249), Rudin (1991, page 43) says that a complete metric
space, e.g. a closed subset of a Banach or Fre´chet space, is a Baire space.
Proposition 4.35. (The Continuity of the Bogoliubov Map). The action of O(V )
on Cl(V ) via Bogoliubov automorphisms; i.e. the map O(V ) × Cl(V ) → Cl(V )
defined by (g, a) 7→ θ(g)(a) = θg(a) = ga (for notational simplicity) is (jointly)
continuous and a fortiori separately continuous, with the operator norm topology
on O(V ) and C∗-norm topology on Cl(V ). Thus by the first part of lemma 4.32,
the Bogoliubov map θ : O(V ) → Aut(Cl(V )) is continuous, where Aut(Cl(V )) is
given the strong operator topology.
Proof. Let g, g0 ∈ O(V ), a, ao ∈ Cl(V ). Use homogeneity: since ga − g0a0 =
g0(g
−1
0 ga − a0), and since θg0 is continuous (see definition 4.28), it suffices to
consider continuity at g0 = id ∈ O(V ). Given  > 0 choose au0 in cl(V ) such
that ‖au0 − a0‖ < /4 (possible by definition of completion), and require that
‖a− a0‖ < /4. Then recalling that θg is an isometry,
‖ga− a0‖ ≤ ‖g(a− a0)‖+ ‖g(a0 − au0)‖+ ‖gau0 − au0‖+ ‖au0 − a0‖
≤ ‖a− a0‖+ ‖a0 − au0‖+ ‖gau0 − au0‖+ ‖au0 − a0‖
≤ 3
4
+ ‖gau0 − au0‖.
By lemma 4.4 there is some finite-dimensional vector subspace W of V such that
au0 ∈ Cl(W ) ⊂ cl(V ). Letting d = dim(W ), au0 can be expressed as a sum of at
most 2d monomials, each of which is a product with complex coefficient of some
subset of a chosen orthonormal basis of W , hence consisting of at most d elements
(see definition 4.3 and Plymen and Robinson (1994, pages 7–10, 23)).
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Referring to proposition 4.27, g
∏
wj = θg(
∏
wj) =
∏
g(wj), where g(wj) is
the application of the orthogonal operator g to wj. By using the triangle inequality
and the Banach algebra norm inequality for Cl(V ), and recalling from proposition
4.24 that the C∗-algebra norm of a vector equals the inner product norm of the
vector, we can make ‖gau0 − au0‖ ≤ /4, if by choosing g close enough to id we
can make the following quantity arbitrarily small, for any set of k ≤ d elements
of the fixed orthonormal basis of W . The notation assumes the products are in
indexed order, and ‖‖∗, ‖‖V , ‖‖op denote respectively the norms on Cl(V ), V , and
the operator norm on O(V ).
‖g
k∏
j=1
wj −
k∏
j=1
wj‖∗ ≤
k∑
i=1
‖
k−i+1∏
j=1
g(wj)
k∏
j=k−i+2
wj −
k−i∏
j=1
g(wj)
k∏
j=k−i+1
wj‖∗
=
k∑
i=1
‖(
k−i∏
j=1
g(wj))(g(wk−i+1)− wk−i+1)(
k∏
j=k−i+2
wj)‖∗
≤
k∑
i=1
(
k−i∏
j=1
‖g(wj)‖∗)(‖g(wk−i+1)− wk−i+1‖∗)(
k∏
j=k−i+2
‖wj‖∗)
=
k∑
i=1
‖g(wk−i+1)− wk−i+1‖∗
=
k∑
i=1
‖g(wk−i+1)− wk−i+1‖V
=
k∑
i=1
‖(g − id)(wk−i+1)‖V ≤ d‖g − id‖op,
where products with starting index greater than ending index are taken as 1.
Aut(Cl(V )) is a topological group in the chosen topology, which is also called
the point-norm topology, but that’s not needed here.
4.4 Unitary Structures and Lagrangian Subspaces
This build-up to our Fock space construction starts with a separable infinite-
dimensional real Hilbert space V . In our main application of these concepts we
start with V and real-linear operators on it, and we use these a lot. Essential
results rely on analysis relating to real orthogonal operators on V . Plymen and
Robinson (1994) start with V , and this approach makes it easier to use their
results. So it seems natural to think of V .
Complex numbers come in quickly: Cl(V ) is a complex algebra, and we com-
plexify V to get H, where we find eigenspaces of complex-linear extensions of
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operators on V , obtaining Lagrangian subspaces of H, used directly in our Fock
space construction. We use these eigenspaces extensively, and they were used even
more in initial attempts at proofs. Their elements are concrete and are eigenvec-
tors of derivative operators, relating to another way, which we shall not explore,
of viewing the main constructions of the thesis. So it also seems natural to think
of H.
Instead of starting with V , we could have started with a combination of H
and a real structure Σ on H, resulting in V as the fixed point set of Σ. However,
this was not our choice.
In the end we use both V and H, resisting the temptation to reduce everything
to one or the other. It takes a little time to become familiar with both, and with
ways of relating them, but it isn’t difficult, and this section shows how.
Definition 4.36. (H is the Complexification of V ). Consistent with assumption
2.2 and definition 3.6, the complexification of V is H = C ⊗ V , with Hermitian
inner product 〈, 〉 given for α, β ∈ C and v, w ∈ V by:
〈αv, βw〉 = αβ(v, w).
We identify V with {1 ⊗ v | v ∈ V } = R ⊗ V ⊂ C ⊗ V = H ⊂ Cl(V ). Since
we assume V is a real Hilbert space, H is a complex Hilbert space.
Definition 4.37. (Complex Conjugation in H and Cl(V )). (Plymen and Robin-
son, 1994, page 57) Denote complex conjugation in H = C ⊗ V by Σ, where
Σ(z ⊗ v) = z ⊗ v. Use Σ also for the natural complex conjugation in Cl(V ).
We might on occasion write, e.g., x in place of Σ(x).
Definition 4.38. (Real Structures). (Atiyah, 1966, pages 368–369)
1. Given a complex Hilbert space H, a real structure is a complex-antilinear
isometric involution Σ; i.e. Σ: H → H such that for x, y ∈ H and α ∈ C:
Σ(x+ y) = Σ(x) + Σ(y)
Σ(αx) = αΣ(x)
Σ2 = idH .
2. If the complex Hilbert space H = C ⊗ V , the complexification of a real
Hilbert space V , we associate to H the particular real structure Σ given, for
α ∈ C and v ∈ V , by:
Σ(α⊗ v) = α⊗ v.
V may be recovered from H as the fixed point set of Σ.
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Lemma 4.39. (Operators on H vs. Operators on V ). Given H = C ⊗ V with
real structure Σ whose fixed point set is V , real-linear operators on V extend to
complex-linear operators on H that commute with Σ; and conversely, complex-
linear operators on H that commute with Σ can be restricted to (arise from) real
operators on V . The operator norm is unchanged by this extension or restriction.
Proof. Given a real-linear operator φ on V , extend φ to a complex-linear operator
on H by defining for v ∈ V and α ∈ C, φ(α⊗ v) = α⊗φ(v). Then Σ(φ(α⊗ v)) =
Σ(α⊗ φ(v)) = α⊗ φ(v), whereas also φ(Σ(α⊗ v)) = φ(α⊗ v) = α⊗ φ(v); i.e. φ
extended to H commutes with Σ.
Conversely, given a complex-linear operator φ on H that commutes with Σ,
and given v ∈ V , Σ(φ(1⊗ v)) = φ(Σ(1⊗ v)) = φ(1⊗ v), so φ maps the fixed point
set of Σ, which we identify with V , into itself. Thus we may restrict φ to V .
The Fock space construction starts with a complex Hilbert space that can
be thought of as “half” of H, half of the complexification of V , which is also
called a “polarization” of H. We will be more precise shortly. If, contrary to
our assumption, the real dimension of V were a finite even number n, half of H
would have complex dimension n
2
. We will show two ways of constructing this
half, related by proposition 4.55.
Definition 4.40. (A Unitary Structure J and the Corresponding VJ). (Plymen
and Robinson, 1994, pages 55–56) A unitary structure, or complex structure, on
V is an orthogonal transformation J ∈ O(V ) such that J2 = −1. Let U(V ) be the
space of unitary structures on V , with the subspace topology from O(V ), which
has the operator norm topology.
Denote by VJ the complex Hilbert space equal to V as a set and with the same
additive and real multiplicative structure, with complex multiplication induced by
v ∈ V ⇒ iv = J(v), and with the Hermitian inner product given by x, y ∈ V ⇒
〈x, y〉J = (x, y) + i(x, J(y)).
VJ is one form of the “half” of H that we will need to construct Fock space. As
a set, VJ = V . Proposition 4.55 gives an isometric complex isomorphism placing
VJ in the set H, but differently from the way V is placed in H.
Definition 4.41. Define U(VJ) ⊂ O(V ) as the set of elements of O(V ) that
commute with J .
U(VJ) is the unitary group of the complex Hilbert space VJ , since as a set,
VJ = V .
Proposition 4.42. (U(V ) has Homogeneous Structures). (Plymen and Robinson,
1994, pages 56–57) Given a unitary structure J on V , the topological group O(V )
acts transitively on U(V ) by conjugation, and the stabilizer of J under this action
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is the closed subgroup U(VJ) ⊂ O(V ). Thus there is a continuous equivariant
bijection from the homogenous space whose projection is
piO /U(VJ ) : O(V )→ O(V )/U(VJ), namely
φO /U(VJ ),U : O(V )/U(VJ)→ U(V )
gU(VJ) 7→ K = gJg−1
(tom Dieck, 1987, page 3); and φO /U(VJ ),U([idO(V )]) = J .
Suppose that K ∈ U(V ) is another unitary structure, with K = kJk−1 for
some k ∈ O(V ). Then U(VK) = kU(VJ)k−1. Thus in general O(V )/U(VJ) 6=
O(V )/U(VK) as a set, though there is an equivariant homeomorphism (tom
Dieck, 1987, page 5) φ−1O /U(VK),U ◦ φO /U(VJ ),U between them that maps gU(VJ) 7→
gk−1 U(VK), with inverse hU(VK) 7→ hkU(VJ).
It may be worth repeating that O(V ) acts on U(V ) by conjugation. Given two
unitary structures J , K, and an isometric complex linear isomorphism g : VJ →
VK , the complex linearity implies K = gJg
−1 and isometry implies g ∈ O(V ). The
equivalence class gU(VJ) in the quotient corresponds to the one unitary structure
K = gJg−1. Any other g′ such that K = g′Jg′−1 is related to g by g′ = gu for
some u ∈ U(VJ).
Proposition 4.43. (For K Near J there is a Canonical g with K = gJg−1).
(Plymen and Robinson, 1994, pages 101–102) Given unitary structures J and K
on V , if ‖K − J‖ < 2 then there is a canonical choice of g ∈ O(V ) such that
K = gJg−1 and for K = J , g = id. This chosen g depends continuously in the
operator norm topology on O(V ), on J and K in the product topology of subspace
of operator norm topologies on U(V )× U(V ).
Proof. The reference proves the existence of a canonical g by obtaining it as the
unitary part of the polar decomposition id−KJ = g|id−KJ |, where id−KJ is
invertible since ‖K − J‖ < 2. But id−KJ is a continuous function of J and
K, inversion in a Banach algebra is continuous (Loomis and Sternberg, 1968,
page 224), and || is a continuous function of its argument (Reed and Simon, 1980,
page 197).
Lemma 4.44. (O(V ), U(H), J , and Σ; J is in U(H)). (Plymen and Robinson,
1994, pages 56–58, 102, 109) Given V ’s complexification H with real structure
Σ, elements of the group O(V ) extended by complex linearity to act on H lie in
U(H) and commute with Σ; and conversely, all elements of U(H) commuting with
Σ arise from O(V ) by complexification.
Given a unitary structure J on V , J extends uniquely to a complex-linear
automorphism on H, also denoted by J . This has the properties J2 = −1, JΣ =
ΣJ , and J ∈ U(H).
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Proof. Aside from U(H), see 4.39. To see that J ∈ U(H), recall J ∈ O(V ), and
then for x, y ∈ V and µ, ν ∈ C,
〈J(µ⊗ x), J(ν ⊗ y)〉 = 〈µ⊗ J(x), ν ⊗ J(y)〉
= µν(J(x), J(y))
= µν(x, y) = 〈µ⊗ x, ν ⊗ y〉.
Note 4.45. (An Interpretation of U(VJ)). We may interpret U(VJ) as the subset
of the complexified O(V ), whose elements commute with J ; or as the subset of
U(H), whose elements commute with Σ and with J .
The idea of Lagrangian subspace gives our other way of defining “half” of H.
Definition 4.46. (Lagrangian Subspaces). Given a complex Hilbert space H with
real structure Σ, a Lagrangian subspace L ⊂ H is a (complex) subspace of H for
which L⊥ = Σ(L).
Definition 4.47. (The Set of Lagrangian Subspaces Lagr(H,Σ)). Given a com-
plex Hilbert space H with real structure Σ, let Lagr(H,Σ) be the set of Lagrangian
subspaces of H.
Lemma 4.48. (The Lagrangian Subspace Orthogonal Decomposition of H). If
L is a Lagrangian subspace of a complex Hilbert space H with real structure Σ,
L = Σ(L⊥) is closed, and H = L⊕ Σ(L).
Definition 4.49. (Notation for Eigenspaces). Plymen and Robinson (1994, page
58) Given an operator T on a complex Hilbert space H, denote the eigenspace
of T in H with eigenvalue λ, by HT,λ. In particular, if T
2 = −1, denote the +i
eigenspace by HT,+i and the −i eigenspace by HT,−i.
Lemma 4.50. (The Unitary Structure Orthogonal Decomposition of H). Plymen
and Robinson (1994, page 58) Given V ’s complexification H with real structure
Σ, and a unitary structure J on V , complex linearly extended to H, H = HJ,+i⊕
HJ,−i, an orthogonal direct sum of Lagrangian subspaces.
Proof. If w ∈ H, w = 1
2
(w− iJw) + 1
2
(w + iJw), where 1
2
(w∓ iJw) ∈ HJ,±i. The
subspaces HJ,±i are closed because J is bounded, and Σ(HJ,±i) = HJ,∓i. Letting
w1, w2 ∈ HJ,+i, since by lemma 4.44 J ∈ U(H), 〈w1,Σ(w2)〉 = 〈J(w1), J(Σ(w2))〉 =
〈iw1,−iΣ(w2)〉 = i〈w1,Σ(w2)〉 = 0, and so HJ,+i ⊥ HJ,−i.
Definition 4.49 and lemma 4.50 give from a unitary structure J on V , a La-
grangian subspace of H.
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Definition 4.51. (The Lagrangian Subspace Corresponding to a Unitary Struc-
ture). Given a unitary structure J on V , let LJ = HJ,+i ⊂ H denote the La-
grangian subspace corresponding to J ; its +i eigenspace.
Many times, we will refer just to a unitary structure J and its corresponding
+i eigenspace L, without the subscript.
Conversely, given a Lagrangian subspace L of H, the space V can be recovered
as V = {w + Σ(w) | w ∈ L}; and J can be recovered also.
Lemma 4.52. (The Unitary Structure Corresponding to a Lagrangian Subspace).
Plymen and Robinson (1994, page 59) Given V ’s complexification H with real
structure Σ, a Lagrangian subspace L ⊂ H defines a unitary structure J on V ,
as follows. Define the complex-linear automorphism J on H as multiplication by
i on L and by −i on Σ(L). Then J restricts to a unitary structure on V . Also,
HJ,+i = L and HJ,−i = Σ(L).
Proof. J2 = −1. Since HJ,±i are conjugate, J commutes with Σ and so by lemma
4.39 restricts to an automorphism of V , also called J . Since HJ,±i are orthogonal,
by lemma 4.44 J on H is in U(H); hence the restriction of J is in O(V ).
Proposition 4.53. (The Bijection between Unitary Structures and Lagrangian
Subspaces). Given V ’s complexification H with real structure Σ, there is a natu-
rally given bijection U(V )↔ Lagr(H,Σ), a unitary structure J corresponding to
its +i eigenspace LJ .
Lemma 4.54. (The Action of O(V ) on Lagr(H,Σ)). Given V ’s complexification
H with real structure Σ, g ∈ O(V ), and two unitary structures J , K on V with
corresponding Lagrangian subspaces LJ , LK ∈ Lagr(H,Σ), identifying g with its
complex-linear extension to H, LK = gLJ ⇔ K = gJg−1.
Proof. This can be seen using the fact that the Lagrangian subspaces are the +i
eigenspaces of the corresponding unitary structures.
The following proposition connects the two ways we have given of finding
”half” of H. Some results we will use from Plymen and Robinson (1994) are in
terms of VJ , but we most often will think in terms of LJ ; thus it is necessary to
connect the two ways of thinking.
Proposition 4.55. (VJ is Isomorphic to LJ). Plymen and Robinson (1994,
page 60) Given V ’s complexification H with real structure Σ, and a unitary struc-
ture J on V , there is a naturally given isomorphism φ of the complex Hilbert
spaces VJ and LJ , where LJ , the +i eigenspace of J , obtains its Hilbert space
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structure as a closed subspace of H:
φ : VJ → LJ
φ : v 7→ 1√
2
(v − iJv)
φ−1 : w 7→ 1√
2
(w + Σ(w)).
Proposition 4.56. (The Relation of Operators on VJ to Operators on LJ). Given
ZH ∈ U(H) that commutes with Σ and commutes with J , the corresponding VJ
complex-linear map ZV = φ
−1ZH ◦ φ ∈ O(V ) is also given by ZV = ZH |V .
Given ZH ∈ U(H) that commutes with Σ but anticommutes with J , the
corresponding VJ complex-antilinear map ZV = φ
−1 ◦ Σ ◦ ZH ◦ φ ∈ O(V ) is also
given by ZV = ZH |V .
Conversely, given ZV ∈ U(VJ) ⊂ O(V ), i.e. that commutes with J , φ◦ZV ◦φ−1
equals the restriction to LJ of the complex-linear extension of ZV to an element
ZH ∈ U(H) that commutes with Σ and J .
Again conversely, given ZV ∈ O(V ) that anticommutes with J , Σ◦φ◦ZV ◦φ−1
equals the restriction to LJ of the complex-linear extension of ZV to an element
ZH ∈ U(H) that commutes with Σ and anticommutes with J .
Proof. If ZH commutes with J , then ZH : LJ → LJ . Calculations show that
ZH ◦ φ = φ ◦ ZH . If ZH anticommutes with J , then ZH : LJ → Σ(LJ), and then
that Σ ◦ ZH ◦ φ = φ ◦ ZH . Calculations using commutation properties and values
of J on LJ and LJ , also show the converses.
Lemma 4.57. (Orthogonal Projection onto LJ). Plymen and Robinson (1994,
pages 59–60) Given V ’s complexification H with real structure Σ, and a unitary
structure J on V , another way to specify LJ is by the orthogonal projection
operator on H whose image it is:
PJ =
1
2
(id−iJ)⇒ P 2J = id , P ∗ = P , PJ+P−J = PJ+ΣPJΣ = id , and PJP−J = 0
Using L = LJ , we also call these PL = PJ and PL = P−J .
4.5 Fock Representations and Their Equivalence
Given a Lagrangian subspace L ⊂ H, we will represent elements of the C∗-
Clifford algebra Cl(V ) as bounded operators on the Fock space F(L), the exterior
algebra of L completed as a Hilbert space.
Definition 4.58. (Fock Spaces). (Plymen and Robinson, 1994, pages 61–62)
1. Define the inner product on Λ0L = C by z1, z2 ∈ C⇒ 〈z1, z2〉 = z1z2.
44
2. For k > 0 define the inner product on ΛkL on decomposables by
x1, y1, . . . , xk, yk ∈ L⇒ 〈x1 ∧ · · · ∧ xk, y1 ∧ · · · ∧ yk〉 = Det([〈xi, yj〉]1≤i,j≤k).
3. Let the Fock space F(L) = ⊕∞k=0ΛkL, where each summand is the Hilbert
space completion of the algebraic wedge product, the inner product of ele-
ments in Λk1 and Λk2 is defined as 0 when k1 6= k2, and the whole sum is
the Hilbert space completion of the algebraic direct sum.
Note 4.59. (Grammian determinants). The determinant in item 2 is called a
Grammian determinant, and can be thought of as the determinant of the product
of the k ×∞ matrix whose rows are the vectors xi, and the ∞× k matrix whose
columns are the vectors yj.
Proposition 4.60. (Fock Representations). (Plymen and Robinson, 1994, pages
75–76, 157) Given a Lagrangian subspace L ⊂ H, we define as follows a self-adjoint
Clifford map piL : V → B(F(L)).
For v ∈ V ⊂ H, write v = l + l = PL(v) + PL(v), recalling lemma 4.57.
Let l ∈ L operate on Λ∗L by √2 times wedging with l on the left, to get the
creator c : V → B(F(L)), c(v)(w) = √2PL(v) ∧ w, for w ∈ F(L).
Let l operate on Λ∗L by
√
2 times the contraction with l on the left, to get
the annihilator. Define contraction, for a decomposable l1 ∧ · · · lk ∈ ΛkL, as 0 for
k = 0, and otherwise by:
l y l1 ∧ · · · lk =
k∑
r=1
(−1)r−1〈lr, l〉l1 ∧ · · · ∧ l̂r ∧ · · · ∧ lk
where l̂r indicates omission of that factor. This gives rise to the annihilator a : V →
B(F(L)), a(v)(w) =
√
2PL(v) y w, for w ∈ F(L).
Let V act on Λ∗L as the sum of the creator and the annihilator. The resulting
self-adjoint Clifford map piL = c + a : V → B(F(L)) extends by proposition 4.26
to an isometric representation of Cl(V ); i.e., v ∈ V ⇒ ‖piL(v)‖ = ‖v‖).
This is called a Fock representation, the Fock representation defined by L.
It is irreducible, viewed as a Cl(V ) module; F(L) has no nontrivial submodules.
Equivalently the bounded operators on F(L) that commute with the image of piL
are precisely the complex scalars. As a consequence of irreducibility, any nonzero
w ∈ F(L) is cyclic; that is, piL(Cl(V ))w = F(L).
F(L) is a spinor module for Cl(V ). It is Z2 graded as F(L) = F(L)0 ⊕ F(L)1,
where F(L)0, F(L)1 are the closures in F(L) of ⊕∞k=0Λ2kL, ⊕∞k=0Λ2k+1L, respec-
tively. For v in ΛkL, by which is meant the Hilbert space completion as in def-
inition 4.58, and w in ΛlL, v ∧ w ∈ Λk+lL as in Plymen and Robinson (1994,
page 62), and so
∂(v ∧ w) = ∂v + ∂w.
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Proof. Sketch of proof for the self-adjoint Clifford map. Contraction twice with
the same l gives 0, which can be seen by direct calculation. Since the creator and
annihilator are adjoints of each other, proved the same way as in Plymen and
Robinson (1994, page 69), their sum is self-adjoint. Note that ‖v‖ = √2‖l‖. To
see that the sum is a Clifford map, calculate that operating twice with v on Λ∗L
equals applying 2〈l, l〉 idΛ∗L = ‖v‖2 idΛ∗L.
Some of these things can be seen differently, as in Pressley and Segal (1986,
page 232), mutatis mutandis. For the statements not proved, see Plymen and
Robinson (1994, pages 61–62, 68–69, 75–76, 84–85), adapted to our definitions as
will follow using the concept of equivalence of Fock representations.
The question of when two Fock representations are equivalent is vital to this
thesis. We can choose continuously a Clifford algebra and a polarization class of
Lagrangian subspaces over each point of LM , but are unable to choose contin-
uously a Lagrangian subspace from that polarization class, to construct a Fock
representation. It is the structure of equivalences that will allow us nonetheless
to construct some continuously chosen (not Fock) representation.
Definition 4.61. (Equivalence of Fock Representations). (Plymen and Robinson,
1994, page 91) Given two Lagrangian subspaces L and K of H, the two Fock
representations piL and piK are called unitarily equivalent when there is a unitary
isomorphism T : F(L)
∼→ F(K) such that the following diagram commutes for
every a ∈ Cl(V ). The isometric isomorphism T is said to intertwine piL and piK ,
and is called a unitary intertwiner or just intertwiner. We may consider F(L) and
F(K) as Cl(V ) modules, and from this viewpoint T is a Cl(V ) linear, we will say
Clifford linear, unitary isomorphism. Denote by T (L,K) the set of all such T .
F(L) F(K)
F(L) F(K)
...........................................................
.T
...........................................................
.T
......................................................................
...
piL(a)
......................................................................
...
piK(a)
piL and piK are equivalent as Z2 graded representations if in addition, T pre-
serves the grading:
∀v ∈ F(L)0 ∪ F(L)1, ∂T (v) = ∂v.
Note 4.62. (Equivalence of Representations that are Z2 Graded). From Plymen
and Robinson (1994, pages 116–117), which might make more sense after reading
the rest of this chapter, equivalence in the ordinary sense implies that either T
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gives an equivalence as Z2 graded representations by this definition, or that T
reverses the grading; i.e. ∀v ∈ F(L)0 ∪ F(L)1, ∂T (v) = 1 + ∂v.
We apply the concept of equivalence of Fock representations to connect our
definition with that of our primary reference for this purpose.
Note 4.63. (The Fock Space VJ -L translation). Plymen and Robinson (1994,
pages 61–62, 68–69, 75–76) define an action of Cl(V ) on a Hilbert space we might
call F(VJ), defined just like F(L) except using VJ , equal to V as a set, in place
of L. Their representation, call it piJ , and ours, piL, are equivalent (see definition
4.61), using the isomorphism φ : VJ
∼→ L of proposition 4.55, as follows.
They take v ∈ V , and using the equality of sets VJ = V , let v act on elements
of Λ∗VJ . We express v = l+ l, l ∈ L and ‖l‖ = 1√2‖v‖, and let l act on elements of
Λ∗L in the same way they let v act on elements of Λ∗VJ , except we multiply the
result by
√
(2). Now, φ(v) = φ(l + l) =
√
(2)l, so what we do is to let φ(v) act
on elements of Λ∗L in exactly the same way they let v act on elements of Λ∗VJ .
There’s another Clifford algebra we haven’t mentioned, that will help show
that φ is the intertwiner we say it is. The isometric isomorphism φ induces fur-
ther isometric isomorphisms we will give the same name, φ : V → L of real Hilbert
spaces, ignoring the complex structures, with inner product <(〈, 〉J) for VJ cor-
responding to <(〈, 〉) for L; and φ : F(VJ) → F(L). Thus we can use φ to move
the whole apparatus, real Hilbert space, Clifford algebra made from it, complex
Hilbert space, and Fock space made from that, from V to L.
Let piLR : L→ B(F(L)) be the map φ moves over to L from V , starting from the
self-adjoint Clifford map piVJ : V → B(F(VJ)). For l ∈ L, w ∈ F(L), piLR(l)(w) =
φ(piVJ (φ
−1(l))(φ−1(w))); piLR is a self-adjoint Clifford map because piVJ is. It gives
a Fock representation we call piLR of Cl(L) on F(L) defined just as is the Fock
representation of Cl(V ) on F(VJ).
Our self-adjoint Clifford map is the composition piL : V
φ−→ L piLR−−→ B(F(L)); it’s
a Clifford map because φ induces a isometry of real Hilbert spaces as we noted.
Thus piL(v)(w) = piLR(φ(v))(w) = φ(piVJ (v)(φ
−1(w))), and φ is a naturally given
unitary equivalence between the representations piL and piVJ .
We will use repeatedly, that if two Fock representations are equivalent, then
any two intertwiners (in one direction) differ only by a U(1) factor. Moreover:
Proposition 4.64. (The Set of Intertwiners is a U(1) torsor). Let T (L,K) be
the set of unitary intertwiners as in definition 4.61, between two equivalent Fock
representations corresponding to Lagrangian subspaces L, K. Then T (L,K) is a
U(1) torsor. The topology T (L,K) has as a U(1) torsor, is the same as it has as
a topological subspace of U(F(L),F(K)) with the operator norm topology or the
strong operator topology.
The U(1) torsors T (L,L) and T (K,K) can be identified canonically with U(1),
using id 7→ 1.
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Proof. If φa, φb ∈ T (L,K), then φ−1b ◦ φa : F(L)→ F(L) commutes with the rep-
resentation piL and thus is given by multiplication by some z ∈ U(1), by Schur’s
Lemma (Fabec (2000, page 68) Proposition II.11(b)), since F(L) is an irreducible
Cl(V ) module. Multiplication by z gives a free, and because of Schur’s Lemma,
transitive action of U(1) on T (L,K). Give T (L,K) by corollary 2.13 the topology
making it a U(1) torsor, U(1)-equivariantly homeomorphic to U(1) = S1 by some
map ψ : T (L,K)→ U(1). Pick some φ0 ∈ T (L,K) and define a U(1)-equivariant
map θ : T (L,K) → U(F(L),F(K)) by θ(φ) = ψ(φ)(ψ(φ0))−1φ0, which is the in-
clusion as a map of sets. The map θ is continuous since ψ is continuous and
multiplication by elements of U(1) is continuous in U(F(L),F(K)). Similarly and
because composition of operators is continuous in the operator norm topology,
θ−1 : ξ 7→ ψ−1(ξφ−10 ψ(φ0)) is continuous, and thus θ is a homeomorphism onto its
image. Convergence in the strong operator topology implies convergence in the
operator norm topology by evaluation at a fixed element of the domain, since all
elements of T (L,K) are U(1) multiples of each other.
Considering just L, the elements of T (L,L) are again by Schur’s Lemma,
simply multiplication by elements of U(1). The identity map is multiplication by
1. Thus the U(1) torsor T (L,L) can be identified canonically with U(1).
Keep in mind also lemma 2.12, whereby any U(1) torsor is equivariantly home-
omorphic to U(1).
The following term vacuum vector comes from quantum field theory in physics,
and is closely tied to the Fock representations.
Definition 4.65. (L- or J-Vacuum Vectors for pi). (Plymen and Robinson, 1994,
pages 79–80) Given Lagrangian subspace L of H with Fock representation piL
on Fock space F(L), and in addition some ∗-representation pi : Cl(V )→ B(F ) for
some Hilbert space F , then a nonzero vector Ω ∈ F is called a L-vacuum vector for
pi when it satisfies the first following condition, called the L-vacuum condition. If
L is the Lagrangian subspace corresponding to the unitary structure J , the second
condition, called the J-vacuum condition, is equivalent by proposition 4.55 to the
first, and Ω can be called a J-vacuum vector.
x ∈ L⊥ ⇒ pi(x)Ω = 0, or equivalently
v ∈ V ⇒ pi(v + iJv)Ω = 0.
A special case is of the Fock representation for another Lagrangian subspace
K of H, where pi = piK is a
∗-representation on F = F(K).
Proposition 4.66. (The Existence of a Cyclic L-Vacuum Vector Implies Equiv-
alence). (Plymen and Robinson, 1994, pages 79–80) Note that “equivalence”
here is between a Fock representation and some other, not necessarily Fock, ∗-
representation of Cl(V ) on some Hilbert space.
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Given a Lagrangian subspace L of H with corresponding Fock representation
piL on Fock space F(L), and in addition some
∗-representation pi : Cl(V )→ B(F )
for some Hilbert space F , if there exists a unit L-vacuum vector Ω ∈ F for pi,
then piL and pi are unitarily equivalent, and there is a unique unitary intertwiner
T : F(L) → F such that T (ΩL) = Ω, where ΩL (a.k.a. 1) is the standard unit or
Fock vacuum vector for F(L).
Furthermore, if F is fixed, but Ω = Ωw and pi = piw ∈ B(Cl(V ),B(F )) depend
continuously on a parameter w in some first countable (so that continuity can
be defined by sequential convergence) topological space W , the dependence of
T = Tw ∈ T (piL, pi) ⊂ U(F(L), F ) on w is also continuous, where we let T (piL, pi)
denote the set of unitary intertwiners between the two representations, and we
use the strong operator topologies on both B(Cl(V ),B(F )) and U(F(L), F ).
That is, taking wi → w ∈ W , if in addition to Ωwi → Ωw we have that for
every a ∈ Cl(V ), wi → w ⇒ piwi(a) → piw(a) in the operator norm topology for
B(F ), then for every x ∈ F(L), Twi(x)→ Tw(x).
Proof. Only the statements about continuity are not proved in the reference. The
“that is” consists of two applications of definition 4.31. To show that the statement
is true, start with the definition of Tw by
Tw(piL(a)ΩL) = piw(a)Ωw
for every fixed a ∈ Cl(V ). Replacing x with piL(a)ΩL, we want the following to go
to 0:
‖piw(a)Ωw − piwi(a)Ωwi‖ ≤ ‖piw(a)Ωw − piw(a)Ωwi‖+ ‖piw(a)Ωwi − piwi(a)Ωwi‖
≤ ‖piw(a)(Ωw − Ωwi)‖+ ‖(piw(a)− piwi(a))Ωwi‖
≤ ‖piw(a)‖‖(Ωw − Ωwi)‖+ ‖(piw(a)− piwi(a))‖‖Ωwi‖
≤ ‖a‖‖(Ωw − Ωwi)‖+ ‖(piw(a)− piwi(a))‖‖Ωwi‖
where the second factor of the first term and the first factor of the second term go
to 0, and the second factor of the second term is bounded because Ωwi converges.
Note 4.67. (Vacuum Vectors and Unitary Equivalence). In our applications, the
parameter space W will have a metric and hence be first countable.
Note that if pi = piL, Ω = ΩL, and F = F(L), then T = idF(L). Note the special
case of another Lagrangian subspace K of H with Fock representation pi = piK on
F = F(K). Here, K = L implies that Ω can be chosen equal to ΩL, in which case
T = idF(L). Also note the case of some g ∈ O(V ), pi = piL ◦ θg, F = F(L); we use
this to obtain unitary implementers, to be defined soon. Here, g = id implies that
Ω can be chosen equal to ΩL, in which case T = idF(L).
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The continuity argument here would work just as well for the intertwiner de-
fined for uniqueness of the general Gelfand-Naimark-Segal construction (Takesaki,
2002, pages 39–41).
4.6 Intertwiners and Bogoliubov Automorphism Implementers
Plymen and Robinson (1994) solve the question of equivalence of Fock repre-
sentations on different Fock spaces, by solving another question, that of “imple-
mentation”, which amounts to finding an intertwiner between a Fock representa-
tion and another related representation on the same Fock space, that involves a
Bogoliubov automorphism. There are other possible paths to the result on equiv-
alence, but this is the one we use. We will use implementers not only to get the
result on equivalence, but on occasion when proving some sort of continuity.
Definition 4.68. (Bogoliubov Automorphism Implementers). (See Plymen and
Robinson (1994, page 91)). Given a Lagrangian subspace L of H, and some
g ∈ O(V ), the Bogoliubov automorphism θg of Cl(V ) is said to be unitarily imple-
mented in the Fock representation piL when there is a unitary isomorphism U on
F(L) such that the following diagram commutes for every a ∈ Cl(V ). The unitary
isomorphism U is said to implement θg in piL, and is called a unitary implementer.
From the viewpoint of modules, U is a Cl(V ) linear unitary operator from F(L)
with Cl(V ) multiplication given by piL, to F(L) with Cl(V ) multiplication given
by piL ◦ θg.
F(L) F(L)
F(L) F(L)
............................................................
.U
............................................................
.U
......................................................................
...
piL(a)
......................................................................
...
piL ◦ θg(a)
When intertwiners and implementers are related, a third kind of map comes
into play: Λ, given by functoriality of the exterior algebra construction.
Proposition 4.69. (The Bijection between the Set of Intertwiners and the Set
of Implementers). (Plymen and Robinson, 1994, page 101) Given a Lagrangian
subspace L of H, and some g ∈ O(V ), K = gL also is a Lagrangian subspace
of H. Letting Λg ∈ B(F(L),F(K)) denote the unitary isomorphism induced by g
(see definition 4.58 to see that it’s an isometry), the equation
T ◦ U = Λg
gives a bijection between the set of unitary intertwiners T : F(L) → F(K) and
the set of unitary implementers U : F(L) → F(L) of θg in piL (which may be
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empty). For fixed g, this bijection is in fact a U(1)-equivariant homeomorphism, an
isomorphism of U(1) torsors, with the operator norm topologies on U(F(L),F(K))
and U(F(L)). In the future, we may use the symbol Λg,L to indicate F(L).
Proof. In the following diagram, the outermost four edges form a commutative
square by functoriality and the way the action of the Clifford algebra on the Fock
space is defined (Plymen and Robinson, 1994, page 99–100). Given U for which
the left hand smaller square commutes, we can use it to define T such that the
right hand smaller square commutes; and vice-versa.
F(L) F(L)
F(L) F(L)
F(K) = F(gL)
F(K) = F(gL)
...........................................................................................
.U
...........................................................................................
.U
......................................................................
...
piL(a)
......................................................................
...
piL(θg(a))
...........................................................................................
.T
...........................................................................................
.T
......................................................................
...
piK(θg(a)) = pigL(θg(a))
.....
......
......
......
.......
.......
........
.........
...........
..............
......................
.............................................................................................................................................................................
Λg
.................................................................................................................................................................
.................
..............
............
...........
..........
.........
.........
........
........
........
......
.
Λg
If K = L, which is to say g ∈ U(VJ) where J is the unitary structure corre-
sponding to L, then piK = piL, we may take T = id, and then U = Λg.
Corollary 4.70. (The Canonical Implementer for g ∈ U(VJ)). (Plymen and
Robinson, 1994, page 102) Given a Lagrangian subspace L of H, with corre-
sponding unitary structure J on V , if g ∈ U(VJ) ⊂ O(V ), then g is canonically
implemented in piL by the unitary automorphism Λg of F(L).
The following fact will be useful later.
Lemma 4.71. (The Conjugation of an Intertwiner with Λ is an Intertwiner).
Given Lagrangian subspaces L and K of H, some g ∈ O(V ), and an intertwiner
T ∈ T (L,K), Λg,K ◦ T ◦ Λ∗g,L ∈ T (gL, gK).
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Proof.
F(L) F(gL)
F(L) F(gL)
......................................................................................................................................................
.
Λg,L
......................................................................................................................................................
.
Λg,L
................................................................................................................................
piL(a)
........................................................................................................................ pigL ◦ θg(a)
F(K) F(gK)
F(K) F(gK)
...................................................................................................................................................
.
Λg,K
...................................................................................................................................................
.
Λg,K
..............................................................................................................................
piK(a)
...................................................................................................................... pigK ◦ θg(a)
.............................................................................................................................
....
T
..............................................................................................................................
....
Λg,K ◦ T ◦ Λ∗g,L
..............................................................................................................................
....
T
.............................................................................................................................
....
Λg,K ◦ T ◦ Λ∗g,L
The left face commutes by definition 4.61, and the top and bottom faces commute
by functoriality as in the diagram for the proof of proposition 4.69. The front
and back faces commute by definition. The commutativity of the right face then
follows from commutativity of the other faces. Since θg is an automorphism, if
the composition with θg is deleted from both maps in the right face, the diagram
still commutes for all a, and by definition 4.61, Λg,K ◦ T ◦ Λ∗g,L ∈ T (gL, gK).
Implementers are maps on one Fock space. The following shows how imple-
menters on one Fock space relate to implementers on another.
Lemma 4.72. (Implementer Change of Base). Given Lagrangian subspaces L
and K of H, some g ∈ O(V ), an implementer Ug,L in piL of θg, and an intertwiner
TLK ∈ T (L,K), Ug,K = TLK ◦ Ug,L ◦ T ∗LK is an implementer in piK of θg, the same
for any TLK ∈ T (L,K).
Proof. “The same” follows from proposition 4.64. The top face of the following
diagram commutes from definition 4.68, the left and right faces commute from
definition 4.61, and the front and back faces commute by definition of Ug,K . The
bottom face commutes, i.e. Ug,K is an implementer as claimed, by following the
maps in the diagram or because
piK ◦ θg(a) = TLK ◦ (piL ◦ θg(a)) ◦ T ∗LK
= TLK ◦ Ug,L ◦ (piL(a)) ◦ U∗g,L ◦ T ∗LK
= TLK ◦ Ug,L ◦ T ∗LK ◦ (piK(a)) ◦ TLK ◦ U∗g,L ◦ T ∗LK
= Ug,K ◦ (piK(a)) ◦ U∗g,K .
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F(L) F(L)
F(L) F(L)
..........................................................................................................................................................
.
Ug,L
..........................................................................................................................................................
.
Ug,L
.....................................................................................................................................
.
...
piL(a)
.....................................................................................................................................
.
...
piL ◦ θg(a)
F(K) F(K)
F(K) F(K)
.......................................................................................................................................................
.
Ug,K
.......................................................................................................................................................
.
Ug,K
...................................................................................................................................
.
...
piK(a)
...................................................................................................................................
.
...
piK ◦ θg(a)
...................................................................................................................................................................
...
TLK
....................................................................................................................................................................
...
TLK
....................................................................................................................................................................
...
TLK
..................................................................................................................................................................
....
TLK
Corollary 4.73. (The Set of Implementers is a U(1) torsor). Given a Lagrangian
subspace L of H and some g ∈ O(V ), the set of unitary implementers U : F(L)→
F(L) of θg in piL is a U(1) torsor with the same topology it would have as a
subspace of U(F(L)). If g ∈ U(VJ), this torsor can be identified with U(1), by
letting Λg correspond to 1.
Proof. This is a consequence of propositions 4.64 and 4.69, and corollary 4.70.
The correspondence of orthogonal maps to their implementers is used later.
Lemma 4.74. (O(V ) → { implementers } is a Homomorphism Up to a U(1)
Factor). Suppose given a Lagrangian subspace L of H, and g1, g2 ∈ O(V ) that are
implemented in piL by Ug1 , Ug2 , respectively. Then g1g2 is implemented in piL by
Ug1Ug2 . Thus if Ug1g2 is any implementer of g1g2 in piL, Ug1Ug2 = zUg1g2 for some
z ∈ U(1).
Proof. The loops in the following diagram are commutative by definition.
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F(L) F(L)
F(L) F(L)
F(L)
F(L)
...........................................................................................
.
Ug2
...........................................................................................
.
Ug2
......................................................................
...
piL(a)
......................................................................
...
piL(θg2(a))
..........................................................................................................................
.
Ug1
..........................................................................................................................
.
Ug1
......................................................................
...
piL(θg1 ◦ θg2(a)) = piL(θg1g2(a))
.....
......
......
......
.......
.......
........
.........
...........
..............
......................
.............................................................................................................................................................................
Ug1Ug2 = zUg1g2
.................................................................................................................................................................
.................
..............
............
...........
..........
.........
.........
........
........
........
......
.
Ug1Ug2 = zUg1g2
Lemma 4.75. (The O(V ) → {Λ} Homomorphism). Suppose given Lagrangian
subspaces L1, L2, L3, of H, and g1, g2 ∈ O(V ) such that L2 = g1L1, L3 = g2L2 =
(g2g1)L1. Let Λg1 ,Λg2 ,Λg2g1 be the isometric isomorphisms induced by g1, g2, g2g1.
Then Λg2 ◦ Λg1 = Λg2g1 .
F(L1) F(L2) F(L3)
F(L1) F(L2) F(L3)
......................................................................................
.
Λg1
.....................................................................................................................
.
Λg2
......................................................................................
.
Λg1
.....................................................................................................................
.
Λg2
......................................................................
...
piL1(a)
......................................................................
...
piL2(θg1(a))
......................................................................
...
piL3(θg2 ◦ θg1(a)) = piL3(θg2g1(a))
.....
......
......
......
.......
.......
........
.........
...........
..............
......................
.............................................................................................................................................................................
Λg2g1 = Λg2Λg1
.................................................................................................................................................................
.................
..............
............
...........
..........
.........
.........
........
........
........
......
.
Λg2g1 = Λg2Λg1
It’s important later that the correspondence of orthogonal transformation and
Λ is continuous, in a sense defined now.
Lemma 4.76. (The U(VJ) → {Λ} Homomorphism is Continuous). Suppose
given a Lagrangian subspace L of H, with corresponding unitary structure J on
V . Then the map Λ: U(VJ) → U(F(L)) is continuous, with the operator norm
topology on U(VJ) and the strong operator topology on U(F(L)).
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Proof. Lemma 4.75 showed that Λ is an algebraic homomorphism. We want to
show that for g, g0 ∈ U(VJ) and fixed w ∈ F(L), g → g0 ⇒ ‖(g − g0)w‖ → 0.
Reducing to a finite-dimensional computation similarly to what was done in the
proof of proposition 4.35, given  > 0 we may choose w1 the sum of decomposables
of degree at most d1 such that ‖w − w1‖ < /6, whence because ‖g − g0‖ ≤ 2,
‖(g − g0)(w − w1)‖ < /3, and may choose w2 the sum of decomposables of
degree at most d1, and each decomposable consisting of vectors from the same
subspace of L of finite dimension d2, such that ‖w1−w2‖ < /6, whence similarly
‖(g − g0)(w1 − w2)‖ < /3. Then it suffices to show that by making ‖g − g0‖
small enough, we can make ‖(g − g0)w2‖ < /3. Now, ‖(g − g0)w2‖2 is the sum
of no more than some natural number N determinants of matrices of size at most
d2 × d2, one for each decomposable in w2. The entries of each matrix are inner
products of g−g0 applied to two of the vectors in the decomposable. Let W be the
largest norm of any vector in any of the decomposables; then each determinant
of a matrix of size k × k will be no larger than (k‖(g − g0)w2‖2W 2)k (using the
determinantal inequality |(aij)| ≤
∏k
i=1
∑k
j=1|aij|). Thus the total is no more than
N
d2
max
k=1
(k‖(g − g0)w2‖2W 2)k,
(since g and g0 don’t affect degree 0 decomposables), which can be made as small
as desired.
U(VJ) is a topological group in its operator norm topology, and U(F(L)) is a
topological group in its strong operator topology; but we didn’t need those facts.
4.7 Solution to the Questions of Implementation and Equivalence
To understand conditions for existence of unitary implementers, or equivalently
by proposition 4.69 conditions for two Fock representations to be equivalent, we
need the concept of Hilbert-Schmidt operators.
Lemma 4.77. (Hilbert-Schmidt Operators). For any real (respectively complex)
Hilbert space W with inner product 〈, 〉 and norm ‖‖, the set B2(W ) ⊂ B(W ) of
Hilbert-Schmidt operators, i.e. those A ∈ B(W ) for which, given any orthonormal
basis {ei} of W , ‖A‖2 =
∑‖Aei‖2 < ∞, is a two-sided self-adjoint ideal. With
inner product defined for A,B ∈ B2(W ) as 〈A,B〉2 =
∑〈Aei, Bei〉2, B2(W ) is a
real (respectively complex) Hilbert space. The definitions don’t depend on the
basis. The following norm properties hold for any A,B ∈ B2(W ), any T ∈ B(W ),
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and any U ∈ O(W ):
‖A∗‖2 = ‖A‖2
‖UA‖2 = ‖AU‖2 = ‖A‖2
‖TA‖2 ≤ ‖T‖‖A‖2
‖AT‖2 ≤ ‖A‖2‖T‖
‖A‖ ≤ ‖A‖2
‖UAU∗ − A‖2 ≤ 2‖A‖2.
Defining B2(V,W ) analogously, where V and W are real (respectively complex)
Hilbert spaces, analogous properties hold.
Proof. That B2(W ) is a two-sided ideal, is self-adjoint, and that the various norm
properties hold, follow from Conway (1990, page 267) exercise 19 (a), (b), (c), (d),
as does the verification that 〈, 〉2 is an inner product. At that point in the book,
scalars are assumed complex, but these things don’t depend on that. The last
norm property can be seen from ‖UAU∗ − A‖2 = ‖UA − AU‖2. That B2(W ) is
complete and hence is a real (respectively complex) Hilbert space can be proved
as in Pedersen (1989, pages 118–119). The proof works for real scalars, although
the book uses the polarization identity to prove some other things nearby.
The analogous definition of B2(V,W ) and its properties are proved analogously,
taking care that T and U operate on V or W depending on whether their com-
position with A is to the right or left. In the case of complex Hilbert spaces, the
definition and properties are consequences of Fabec (2000, pages 265–268).
The concept of Hilbert-Schmidt operators lets us define several related notions
whose uses permeate the thesis, including letting us state the solutions to the im-
plementation and equivalence problems, which we will do shortly. We used unitary
structures to introduce Lagrangian subspaces, and recently have cast things more
in terms of the latter; but now again use unitary structures to define something
important. We will state what seems logical here and needed to give solutions to
our two related problems; then these subjects will be taken up again in chapter 6.
The condition J2 − J1 Hilbert-Schmidt is an equivalence relation for unitary
structures (see lemma 4.77); it partitions U(V ) into equivalence classes. By propo-
sition 4.53, U(V ) and Lagr(H,Σ) are in bijection, so the partition of the former
gives us a partition of the latter. Recall that Lagrangian subspaces are called
polarizations of H, as in the comment before definition 4.40.
Definition 4.78. (Polarization Classes). The equivalence classes of Lagr(H,Σ)
corresponding under the bijection of proposition 4.53 to the equivalence classes of
U(V ) by the relation J2−J1 Hilbert-Schmidt, J1, J2 ∈ U(V ), are called polarization
classes. We may also refer to the equivalence classes of U(V ) as polarization
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classes. For L ∈ Lagr(H,Σ) and J ∈ U(V ), denote by [L], [J ] the polarization
classes containing L, J respectively.
By proposition 4.42, U(V ) is in bijection with a homogeneous space of O(V ).
That proposition’s continuous equivariant bijection depends on a chosen unitary
structure J , or equivalently, a chosen corresponding Lagrangian subspace, the
choice of which lets us use the bijection and the quotient map to partition O(V )
into equivalence classes corresponding to the equivalence classes for U(V ). There
is a preferred equivalence class of elements of O(V ), the one that contains the
identity, and this class we will call Ores,J .
Definition 4.79. (Ores,J , Ures,J , Lagrres,J). Partition U(V ) into equivalence
classes as in definition 4.78. Given a unitary structure J on V , use inverse
images via the equivariant bijection and quotient map of proposition 4.42 to
partition O(V ) into equivalence classes. Denote by Ores,J , the restricted or-
thogonal group for J , the equivalence class containing idO(V ). More explicitly,
Ores,J = {g ∈ O(V ) | gJg−1 is in the same polarization class as J}.
Denote by Ures,J the corresponding equivalence class in U(V ), or equivalently
the equivalence class containing J ; and denote by Lagrres,J the corresponding
polarization class in Lagr(H,Σ) under the bijection of proposition 4.53.
In the preceding definition or the succeeding propositions, the choice of a
unitary structure can be made, equivalently, by the choice of a corresponding La-
grangian subspace, since the bijection between unitary structures and Lagrangian
subspaces is canonical.
Although the definition has the choice of a unitary structure or equivalently a
Lagrangian subspace, it only depends on the choice of a polarization class.
Proposition 4.80. (Ores,J Depends Only on the Polarization Class of J). Given a
unitary structure J on V , we can write Ores,[L] = Ores,[J ] = Ores,J , and similarly for
Ures,[J ] and Lagrres,[J ]. We have Ures,[J ] = [J ]. If L is the Lagrangian subspace of H
corresponding to J , Lagrres,[J ] = [L], the polarization class of L; Lagrres,[L] = [L].
Proof. Suppose g0Jg
−1
0 , for some g0 ∈ O(V ), is another element of the polarization
class containing J ; that is, ‖g0Jg−10 − J‖2 <∞. For g ∈ O(V ), g ∈ Ores,J ⇔ g ∈
Ores,g0Jg−10 is equivalent to ‖gJg−1 − J‖2 < ∞ ⇔ ‖gg0Jg
−1
0 g
−1 − g0Jg−10 ‖2 < ∞.
Note that for unitary operators A,B, ‖ABA−1 −B‖2 = ‖A−1BA−B‖2.
“⇒”: Suppose ‖gJg−1 − J‖2 <∞. Then
‖gg0Jg−10 g−1 − g0Jg−10 ‖2 ≤ ‖gg0Jg−10 g−1 − J‖2 + ‖J − g0Jg−10 ‖2
= ‖g0Jg−10 − g−1Jg‖2 + ‖J − g0Jg−10 ‖2
≤ ‖g0Jg−10 − J‖2 + ‖J − g−1Jg‖2 + ‖J − g0Jg−10 ‖2 <∞.
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“⇐”: Suppose ‖gg0Jg−10 g−1 − g0Jg−10 ‖2 <∞. Then
‖gJg−1 − J‖2 ≤ ‖gJg−1 − g0Jg−10 ‖2 + ‖g0Jg−10 − J‖2
= ‖J − g−1g0Jg−10 g‖2 + ‖g0Jg−10 − J‖2
= ‖J − g0Jg−10 ‖2 + ‖g0Jg−10 − g−1g0Jg−10 g‖2 + ‖g0Jg−10 − J‖2 <∞.
Proposition 4.81. (Alternative Definition of Ores,J and Ures,J). (Plymen and
Robinson, 1994, page 109) Given a unitary structure J on V , define
OJ(V ) = {g ∈ O(V ) | ‖Ag‖2 = ‖J
2
[g, J ]‖2 = 1
2
‖[g, J ]‖2 <∞},
J being implicit in the symbol Ag, referring ahead to definition 6.15 for its
definition as shown in the second equality, and to lemma 4.77 for the Hilbert-
Schmidt norm ‖‖2. The last equality follows from J being orthogonal. Then
Ores,J = OJ(V ).
Proof. Referring to definition 4.78 and proposition 4.80, it suffices to show that
‖J
2
[g, J ]‖2 <∞⇔ ‖gJg−1−J‖2 <∞. But ‖J [g, J ]‖2 = ‖[g, J ]‖2 = ‖[g, J ]g−1‖2 =
‖gJg−1 − J‖2, since J, g ∈ O(V ).
(Plymen and Robinson (1994, page 109) use OJ(V ), but we use Ores,J =
Ores,L since we use Lagrangian subspaces more than they do. Pressley and Segal
(1986, page 244) uses Ores(HC), depending on J without indicating that in the
notation, from which we take the first part, leaving implicit the Hilbert space, but
additionally showing J . When, in chapter 6, we fix V and a polarization class
Lagrres of H, we will then use Ores alone, and Ures.)
Theorem 4.82. (A Condition for the Existence of Unitary Implementers).
(Plymen and Robinson, 1994, page 108–111) Given a unitary structure J on V ,
with corresponding Lagrangian subspace L of H and Fock representation piL, and
given any g ∈ O(V ), extended complex linearly to H:
g ∈ Ores,J ⇔ g has Hilbert-Schmidt off-diagonals for H = L⊕ Σ(L)
⇔ θg is unitarily implemented in piL
Now, the condition for equivalence of two Fock representations of Cl(V ) can
be stated easily: they are equivalent if and only if the Lagrangian subspaces are
in the same polarization class.
Corollary 4.83. (A Condition for Unitary Equivalence). (Plymen and Robinson,
1994, page 111–112) Given two unitary structures J1 and J2 = gJ1g
−1 on V , g ∈
58
O(V ), with corresponding Lagrangian subspaces L1, L2 and Fock representations
pi1, pi2:
g ∈ Ores,J1 = Ores,J2 ⇔ J2 − J1 is Hilbert-Schmidt
⇔ L1, L2 are in the same polarization class
⇔ Fock representations pi1, pi2 unitarily equivalent.
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CHAPTER 5
THE CLIFFORD ALGEBRA BUNDLE
For those who have just read through the lengthy background chapters, it
might be a good idea to review the technical overview of the rest of the thesis, in
section 1.3 of chapter 1, which may make more sense now. For example, it has an
introduction to our use of associated bundles.
This chapter uses an associated bundle construction to get the Clifford alge-
bra bundle, a topological fiber bundle associated to the Fre´chet principal bundle
L SO(E)→ LM via a continuous action of L SO(n) on the standard or model C∗
Clifford algebra Cl(LRn), on which we do not define a smooth structure. This
bundle is denoted Cl(LE) → LM , with Cl(LE)γ ∼= Cl(LEγ), defined more pre-
cisely using associated bundles. For the geometric viewpoint, we can take LEγ
as the uncompleted real inner product space of lemma 3.3 and definition 3.5, but
by Plymen and Robinson (1994, page 28), an isomorphic Clifford algebra results
from using the completion, LEγ; but again the actual definition of Cl(LE) is as
an associated bundle. We begin by defining a real Hilbert space structure on LRn,
used to define its Clifford algebra and Fock spaces. Other than for this purpose
and as otherwise noted, LRn will still denote, as in example 2.33, the Fre´chet
space.
Definition 5.1. (LRn, Cl(LRn)). Define the inner product for LRn by (α, β) =∫
S1
(α(t), β(t))dt using the standard inner product on Rn. The completion of LRn
for this inner product is L2(S1,Rn). Use definition 4.22 to define the model Clifford
C∗-algebra over L2(S1,Rn), Cl(LRn) = Cl(L2(S1,Rn)).
Notice that the symbol LRn will still indicate the Fre´chet topology, not the one
from the inner product just defined, except in a few cases when noted otherwise.
This is consistent with definition 3.5, taking LRn as the smooth sections of the
trivial smooth vector bundle S1×Rn → S1 with fiberwise inner product from the
standard inner product on Rn.
Lemma 5.2. (LRn id−→ L2(S1,Rn) is continuous).
Proof. Given any σ ∈ LRn,
‖σ‖2 =
∫
S1
(σ(t), σ(t))dt ≤ max
t∈S1
(σ(t), σ(t)) = ‖σ‖20,
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where we consider S1 = R/Z and integrate from 0 to 1, the norm on the left hand
side being the norm for L2(S1,Rn), the inner product being the standard one for
Rn, and ‖σ‖0, the 0-th seminorm for the Fre´chet space LRn.
We use the Fre´chet manifold topology for the loop of a smooth principal bundle
and on the left hand side of associated bundle constructions, but when we con-
sider the right hand side, the action of L SO(n) on some space, factored through
the action of an orthogonal group on a Hilbert space, we will use the first two
seminorms of the subspace Fre´chet topology. This will support our use of Fourier
series for elements of L SO(n) considered as elements of LB(Rn), where B(Rn) is
the space of bounded operators on Rn.
Lemma 5.3. (The Relation Between Two Fre´chet-related topologies for L SO(n)).
One topology for L SO(n) is that of a Fre´chet manifold from proposition 2.58. It
also has a topology as a subspace of the Fre´chet space LB(Rn) (see lemma 2.33).
Convergence in the Fre´chet manifold topology implies convergence in the 0-th and
1-st seminorms, ‖‖0, ‖‖1, of the subspace of Fre´chet space topology.
Proof. We have not already specified a topology for SO(n), but from Hall (2003,
page 22), which says that every matrix Lie group is a smooth embedded real
submanifold of B(Cn), its manifold topology is the same as the one from its real-
ization as a matrix group; i.e., since SO(n) consists of real matrices, as a subspace
of B(Rn), a finite-dimensional vector space so that all norms on it are equiv-
alent. We can use the operator norm, with its associated metric that induces
the compact-open topology on C(S1, SO(n)). By proposition 2.47, the inclusion
L SO(n) → C(S1, SO(n)) is continuous. Thus convergence in L SO(n) in the
Fre´chet manifold topology implies convergence in the topology induced by inclu-
sion into C(S1, SO(n)); i.e. uniform convergence in the operator norm; that is to
say, convergence in the 0-th seminorm of the Fre´chet space topology for LB(Rn).
The statement about the 1-st seminorm follows from proposition 3.25 of Stacey
(2005, page 21), that the topology on LX is the projective topology for the family
of maps LX → C(S1, T (k)X) defined by taking successive derivatives of loops.
I.e., for k = 1, he defines a section τ : S1 → TS1, τ : t 7→ (t, ∂
∂t
), which induces
τ̂ : LX → LTX, τ̂(α) = dα ◦ τ , and notes that composition with the inclusion
of smooth loops into continuous ones results in continuity of the first map in the
stated family. The background for his proof assumes that X is orientable, and
though that may not be a necessary assumption, as discussed in the proof of our
proposition 2.47, it is satisfied for X = SO(n), since all Lie groups are orientable
(Bump, 2004, page 92).
X = SO(n) ⊂ B(Rn) is an embedding, a homeomorphism onto its image that
induces smooth bundle map TX → T B(Rn) ∼= B(Rn) × B(Rn). That map, in
turn, induces by lemma 2.41 a continuous map C(S1, TX) → C(S1,B(Rn)) (the
second factor, made up of the tangent spaces). Composing with the continuous
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inclusion LTX ⊂ C(S1, TX), LX → LTX → C(S1, TX) → C(S1,B(Rn)) is
continuous, and amounts to α 7→ α′.
Definition 5.4. (The Action of L SO(n) on Cl(LRn)). Define the action of
L SO(n) on L2(S1,Rn) pointwise over S1.
Definition 5.5. (Properties of the Action of L SO(n) on Cl(LRn)). Since SO(n)
preserves the inner product on Rn, an element of L SO(n) preserves the inner
product at each point t ∈ S1, and hence the integral over S1. Thus L SO(n) ⊂
O(L2(S1,Rn)), and so g ∈ L SO(n) acts on Cl(LRn) via the Bogoliubov automor-
phism θg of Cl(LRn).
Lemma 5.6. The inclusion L SO(n) ↪→ O(L2(S1,Rn)) is continuous, as is the
action of L SO(n) on Cl(LRn).
Proof. We will see that L SO(n) ↪→ O(L2(S1,Rn)) is continuous for the operator
norm topology on O(L2(S1,Rn)). For g, g0 ∈ L SO(n), σ ∈ L2(S1,Rn),
‖g − g0‖2 = sup
‖σ‖=1
(‖(g − g0)σ‖2)
= sup
‖σ‖=1
(
∫
S1
‖(g − g0)(t)σ(t)‖2dt)
≤ sup
‖σ‖=1
(
∫
S1
‖(g − g0)(t)‖2‖σ(t)‖2dt)
≤ sup
‖σ‖=1
(max
S1
(‖(g − g0)(t)‖2)
∫
S1
‖σ(t)‖2)
= sup
‖σ‖=1
(‖g − g0‖20‖σ‖2) = ‖g − g0‖20.
So, by making g close enough to g0 in the Fre´chet topology, ‖g−g0‖ can be made as
small as desired, and the inclusion is continuous. Then since proposition 4.35 says
that the action of O(L2(S1,Rn)) with operator norm on Cl(LRn) is continuous,
the action of L SO(n) factoring through the action of O(L2(S1,Rn)) on Cl(LRn)
is continuous.
Definition 5.7. (The Clifford Algebra Bundle).
Cl(LE) = L SO(E)×L SO(n) Cl(LRn)
piCl(LE)−−−−→ LM
Note 5.8. (Associated Bundle vs. Geometric Viewpoints; Smoothness vs. Com-
pleteness). To aid in intuition, one may use the correspondence
Cl(LE) = {[(γ˜, a)] | γ˜ ∈ L SO(E) and a ∈ Cl(LRn)}
↔ {(γ, aγ) | aγ ∈ Cl(LEγ)},
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where γ = piLSO(E)(γ˜) and LEγ = Γ(γ
∗E).
We are saved from questions of the smooth loops in Cl(LRn) versus the com-
pleteness of L2(S1,Rn) because the Clifford algebra construction gives the same
complete C∗-algebra regardless of whether the vector space it builds upon is com-
plete (see the introduction to chapter 4).
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CHAPTER 6
THE RESTRICTED ORTHOGONAL GROUP
On the way to our goal of creating a Clifford module bundle over LM , over
each point γ of LM we pick a fixed polarization class of Lagrangian subspaces
of the complexification of LEγ, any of which would give rise to an equivalent
representation of the Clifford algebra Cl(LEγ) over that point. This can be done
consistently so as to form a bundle. However, we can’t then choose consistently one
of these Lagrangian subspaces over each point, to use in a Fock space construction.
To deal with this problem, we consider O(LEγ). Our chosen polarization class of
Lagrangian subspaces corresponds to a restricted orthogonal group, which as a
set is a subgroup of O(LEγ).
To facilitate proofs, we use associated bundle constructions to refer this anal-
ysis to a standard real Hilbert space, a standard polarization class of Lagrangian
subspaces of its complexification, and the standard restricted orthogonal group
corresponding to that polarization class.
This chapter discusses the restricted Orthogonal group of automorphisms of
the real Hilbert space V = L2(S1,Rn), Ores = Ores,Lagrres , whose definition depends
on a standard polarization class Lagrres of Lagrangian subspaces of H = C⊗R V .
Recall from section 4.7, definitions 4.78, 4.79 and propositions 4.80, 4.81.
We will also discuss in this chapter a little about topological group represen-
tations. We will give a projective representation of Ores. Although the thesis
doesn’t use the representation, work that leads to it will be needed later.
The structure group of the smooth vector bundle we start with is SO(n), and
the loop of that group, L SO(n), as a “multiplication operator” acting pointwise
for each point on S1, is included in the group O(LRn) defined using the inner
product of definition 5.1, and by continuous extension of the operators to act on
the completion of the pre-Hilbert space, O(V ) = O(L2(S1,Rn)). The inclusion
of L SO(n) actually lies in Ores for the [L] we will define, which is good news
for forming a bundle of polarization classes associated to the principal L SO(n)
bundle L SO(E).
6.1 Restricted Orthogonal Group and Homogeneous Space
In order to define Ores we fix the polarization class Lagrres of Lagrangian
subspaces of H, and thus the corresponding polarization class Ures of unitary
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structures on V .
Definition 6.1. (The Standard Polarization Class: for Lagrangian Subspaces,
Lagrres; for Unitary Structures, Ures). Let Lagrres be the polarization class of
Lagrangian subspaces that contains the set of Lagrangian subspaces L of the form
specified by choosing any Lagrangian subspace Lfinite ⊂ Cn (recall that n, the
rank of E, is even), and setting L ⊂ H to the direct sum of the constant functions
with values in Lfinite, and the functions with only positive frequency Fourier series
terms.
Let Ures = Ures,Lagrres .
A calculation shows that L⊥ = Σ(L), so L is a Lagrangian subspace of H, and
J restricted to V is a unitary structure on V . Any two such Lfinite,1, Lfinite,2 give
L1, L2 in the same polarization class by corollary 4.83, since the difference of the
corresponding J1, J2 is zero except on a finite-dimensional subspace, and hence is
Hilbert-Schmidt. Thus all L of the form specified are in the same polarization
class, and so the definition is valid. Note that Lagrres does contain other L not of
the form specified.
For each L ∈ Lagrres, the corresponding J ∈ Ures is given by multiplication by
i on L, and multiplication by −i on L⊥.
The Fourier series here is the eigenspace decomposition of the derivative op-
erator, which relates to the covariant derivative operator on vector fields along a
loop, used in initial attempts at proving results in this thesis.
Assumption 6.2. (Fix V , H, Lagrres, Ures, and Ores). Henceforth we let V =
L2(S1,Rn). Then H = C ⊗ V = L2(S1,Cn). We assume given the standard
polarization class Lagrres of Lagrangian subspaces of H, and from proposition
4.53 get the corresponding polarization class Ures of unitary structures on V .
When needed, we can choose a particular Lfinite as in the definition, obtaining
a particular L ∈ Lagrres of the form specified, with corresponding J ∈ Ures.
Using proposition 4.80 we define the standard restricted orthogonal group of V ,
Ores = Ores,Lagrres .
Proposition 6.3. (Ores is a Topological Group). (Pressley and Segal, 1986,
pages 80, 244) Given any J ∈ Ures, Ores is a closed topological subspace of
the real Banach algebra Bres,J = {A ∈ B(V ) | ‖[J,A]‖2 < ∞} with norm
‖A‖J = ‖A‖ + ‖[J,A]‖2, with ‖‖2 as in lemma 4.77. Only the norm of Bres,J
depends on the specific J , and all such norms are equivalent, giving the same
topology.
Further, Ores is a topological group, and its topology is the subspace topology
inherited from any Bres,J . Its subgroup U(VJ) is closed in it.
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Proof. Given A,B ∈ Bres,J , AB ∈ Bres,J and ‖AB‖J ≤ ‖A‖J‖B‖J , because
‖[J,AB]‖2 = ‖JAB − ABJ‖2
≤ ‖JAB − AJB‖2 + ‖AJB − ABJ‖2
≤ ‖[J,A]‖2‖B‖+ ‖A‖‖[J,B]‖2 <∞ and
‖AB‖+ ‖[J,AB]‖2 ≤ ‖A‖‖B‖+ ‖[J,A]‖2‖B‖+ ‖A‖‖[J,B]‖2
≤ (‖A‖+ ‖[J,A]‖2)(‖B‖+ ‖[J,B]‖2).
Bres,J is complete as follows. If Ai ∈ Bres,J is a Cauchy sequence for ‖‖J , then
it’s also a Cauchy sequence in B(V ) for ‖‖. Since B(V ) with the operator norm is
a Banach algebra, there is some A ∈ B(V ) such that ‖Ai−A‖ → 0. Again, [J,Ai]
is a Cauchy sequence in the Hilbert space (see lemma 4.77) of Hilbert-Schmidt
operators on V , an ideal in B(V ), so there is some Hilbert-Schmidt operator
B ∈ B(V ) such that ‖[J,Ai] − B‖2 → 0. Then ‖[J,Ai] − B‖ ≤ ‖[J,Ai] − B‖2 ⇒
‖[J,Ai]−B‖ → 0. But ‖[J,Ai]−[J,A]‖ → 0, so B = [J,A], ‖[J,A]‖2 = ‖B‖2 <∞,
A ∈ Bres,J , and ‖Ai − A‖J → 0. Thus Bres,J is a Banach algebra.
Suppose J1, J2 ∈ Ures; i.e., ‖J2 − J1‖2 <∞. Then
‖[J2, A]‖2 = ‖J2A− AJ2‖2
≤ ‖J2A− J1A‖2 + ‖J1A− AJ1‖2 + ‖AJ1 − AJ2‖2
≤ 2‖A‖‖J2 − J1‖2 + ‖[J1, A]‖2, so
‖A‖J2 ≤ (1 + 2‖J2 − J1‖2)‖A‖J1 .
The roles of J1, J2 may be reversed. Thus ‖[J1, A]‖2 < ∞ ⇔ ‖[J2, A]‖2 < ∞, so
the sets Bres,J1 ,Bres,J2 are equal. The norms of Bres,J1 ,Bres,J2 are equivalent.
Ores is a closed subset of Bres,J , for if xi ∈ Ores and xi → x ∈ Bres,J , using the
operator norm part of ‖‖J we have xi → x ∈ B(V ). Since O(V ) is closed in B(V ),
x ∈ O(V ) and hence x ∈ Ores.
Since J∗ = −J , for A ∈ Bres,J , ‖[J,A∗]‖2 = ‖[J,A]∗‖2 = ‖[J,A]‖2 by lemma
4.77, and for A ∈ O(V ), A−1 = A∗, the inverse operation in the group Ores
is continuous. The multiplication operation also is continuous, as it is in any
Banach algebra. Thus Ores is a topological group.
Referring to definition 4.79, since for g ∈ U(VJ), [g, J ] = 0, U(VJ) ⊂ Ores, and
is closed by reasoning similar to that showing Ores closed in Bres,J .
Note that the subspace topology of U(VJ) ⊂ Ores itself is the same as its
operator norm topology, since its elements commute with J .
Corollary 6.4. (The Ores Action Separate Continuity implies Joint Continuity).
Separately continuous actions of Ores on Hilbert, Banach, Fre´chet, or other metric
spaces (e.g. F(L)) are jointly continuous by lemma 4.33, since Ores is a closed
subset of the Banach algebra Bres,J .
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We will give Ures a topology different from what it would have as a subspace
of U, deriving instead from the topology of Ores in proposition 6.3. Then we will
induce from the new topology on Ures, the topology of Lagrres, by requiring that
the restriction of the bijection of proposition 4.53 be a homeomorphism. In the
following, the restrictions of bijections have images as implied, because of the use
of the same bijections in definition 4.79.
Definition 6.5. (Ores /U(VJ) Homogeneous Space Topologies for Lagrres, Ures).
Suppose given J ∈ Ures. Denote by piOres /U(VJ ) : Ores → Ores /U(VJ) the quotient
map, with codomain given the quotient topology. Since the codomain, as a set,
is contained in O(V )/U(VJ), restrict to it the equivariant bijection of proposition
4.42, considered just as a map of sets, to obtain the map
φOres /U(VJ ),Ures : Ores /U(VJ)→ Ures,
which for g ∈ Ores, maps gU(VJ) 7→ gJg−1 ∈ Ures. Give Ures the topology that
makes this map a homeomorphism.
Denote by φUres,Lagrres : Ures → Lagrres the restriction of the bijection of propo-
sition 4.53, which maps J1 7→ +i eigenspace of J1, not depending on J . Give
Lagrres the topology that makes this a homeomorphism.
Summarizing for convenient reference, with notation for the composition:
piOres /U(VJ ) : Ores → Ores /U(VJ)
φOres /U(VJ ),Ures : Ores /U(VJ)→ Ures
gU(VJ) 7→ gJg−1
φUres,Lagrres : Ures → Lagrres
J1 7→ +i eigenspace of J1
φOres /U(VJ ),Lagrres = φUres,Lagrres ◦ φOres /U(VJ ),Ures .
Some facts that will be used frequently later are as follows, given J ∈ Ures
with corresponding L ∈ Lagrres. For J1 ∈ U(V ), corresponding L1 ∈ Lagr(H,Σ),
J1 ∈ Ures ⇔ L1 ∈ Lagrres ⇔ g ∈ O(V ) such that L1 = gL, is in Ores ⇔ the Fock
representation on F(L1) is unitarily equivalent to that on F(L), by corollary 4.83.
The definition might lead one to expect that the choice of J might influence
the topology on Ures defined by that of Ores /U(VJ), and hence the topology on
Lagrres; but this is not so.
Lemma 6.6. (The Topologies of Lagrres, Ures Depend Only on Polarization
Class). Given J,K ∈ Ures(V ), the composition of bijections
φ−1Ores /U(VK),Ures ◦ φOres /U(VJ ),Ures : Ores /U(VJ)→ Ores /U(VK)
is a homeomorphism.
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Proof. This is the same bijection as in the second part of proposition 4.42, and
can be justified as there, by tom Dieck (1987, page 5). Each direction descends
from a right translation of Ores with certain properties.
The action of a topological group on its homogeneous space is continuous (see
tom Dieck (1987, pages 2,3)). For future reference, we record the following facts
related to definition 6.5.
Lemma 6.7. (The Action of Ores on Ores /U(VJ) is Continuous). The action
of Ores by left translation on Ores /U(VJ) is continuous. The homeomorphisms
between Ores /U(VJ), Lagrres, and Ures are Ores-equivariant, with actions by left
translation for the first two, and by conjugation for the third.
We will use later the local section of the projection piOres /U(VJ ), more precisely
given instead with domain Ures, a section of φOres /U(VJ ),Ures ◦ piOres /U(VJ ).
Lemma 6.8. (Given J , there is a Canonical g for J1 Near J ∈ Ures). (Plymen and
Robinson, 1994, page 102) Suppose given J ∈ Ures. There is an open neighborhood
of J , V1 ⊂ Ures, and a continuous function ξ : V1 → Ores, such that for every
J1 ∈ V1, J1 = ξ(J1)J(ξ(J1))−1, and ξ(J) = id. For J1 ∈ V1, ‖J1 − J‖ < 2 in the
operator norm on U(V ), considering Ures ⊂ U(V ) as a set.
Proof. We will use proposition 4.43, which requires ‖J1−J‖ < 2 using the operator
norm on U(V ). However, the desired neighborhood is in the topology Ures has as
a quotient of Ores. Looking at the following chain of relations, for J, J1 ∈ Ures ⊂
U(V ), with J1 = gJg−1 for some g ∈ Ores,
‖J1 − J‖ = ‖gJg−1 − J‖ = ‖(gJ − Jg)g−1‖ = ‖gJ − Jg‖ ≤ ‖[g, J ]‖2
≤ ‖g − id‖+ ‖[g, J ]‖2 = ‖g − id‖+ ‖[J, g − id]‖2 = ‖g − id‖J , so
g ∈ B2(id)⇒ ‖J1 − J‖ < 2,
where B2(id) ⊂ Ores is defined with ‖‖J . Since the quotient map of a homogeneous
space is open (tom Dieck, 1987, page 22), V1 = piOres /U(VJ )(B2(id)) is open. It’s
true that pi−1Ores /U(VJ )(V1) = B2(id) U(VJ), but for u ∈ U(VJ), ‖(gu)J(gu)−1−J‖ =
‖gJg−1 − J‖, since u commutes with J . Thus J1 ∈ V1 ⇒ ‖J1 − J‖ < 2. Now
apply proposition 4.43 to obtain a canonical g ∈ O(V ) depending continuously on
J1, such that J1 = gJg
−1.
6.2 Skew Symmetry, Quadratic Exponentials, Operator Decomposition
Now we will explore a connection between orthogonal and skew symmetric
operators. Lemma 6.17 has uses later, as does the following preparation for it.
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Definition 6.9. (S(Σ(L))). Given L ∈ Lagr(H), with corresponding J ∈ U(V ),
let S(Σ(L)) denote the subset of B2(H), the Hilbert-Schmidt operators on H, that
satisfy the following properties, for Z ∈ S(Σ(L)):
ΣZ = ZΣ
Z∗ = −Z
JZ = −ZJ.
Note 6.10. (An Alternative Definition of S(Σ(L))). For Z ∈ B(H), the third
property implies that Z : Σ(L) → L. We could define S(Σ(L)) as a space of
Hilbert-Schmidt operators Σ(L) → L, touching on the tensor product L ⊗ L as
in Fabec (2000, page 269), though it’s more convenient for us later on to consider
operators H → H.
The following relates inner products and the norms of operators in S(Σ(L)) to
whether they are considered as operators on H, V , or Σ(L).
Lemma 6.11. (Inner Products and Norms on S(Σ(L))). Given L ∈ Lagr(H),
for Z,Z1, Z2 ∈ B(H) satisfying the properties of definition 6.9, 〈Z1, Z2〉2 =
〈(Z1)|V , (Z2)|V 〉2 = 2<(〈(Z1)|Σ(L), (Z2)|Σ(L)〉2). Thus ‖Z‖2 = ‖Z|V ‖2 =
√
2 ‖Z|ΣL‖2;
and Z ∈ B2(H)⇔ Z|V ∈ B2(V )⇔ Z|Σ(L) ∈ B2(Σ(L), L).
Proof. Orthonormal bases {lk} for L and {Σ(lk)} for Σ(L) together give an or-
thonormal basis { 1√
2
(lk + Σ(lk))} for V and an orthonormal basis {lk} ∪ {Σlk}
for H. Then 〈Z1(lk + lk), Z2(lk + lk)〉 = 〈Z1lk, Z2lk〉+ 〈Z1lk, Z2lk〉+ 〈Z1lk, Z2lk〉+
〈Z1lk, Z2lk〉 = 〈Z1lk, Z2lk〉 + 〈Z1lk, Z2lk〉 = 2<(〈Z1lk, Z2lk〉), since L ⊥ L. Thus
the inner product of Z1 and Z2 considered as operators on V , equals their inner
product considered as operators on H, and is is twice the real part of their inner
product considered as operators on Σ(L). The statements about norms follow.
Lemma 6.12. (An Alternative Characterization of S(Σ(L))). Given L ∈ Lagr(H),
the restriction to Σ(L) of Z ∈ S(Σ(L)) satisfies the following properties:
Z : Σ(L)→ L
Z ∈ B2(Σ(L), L)
∀x, y ∈ L, 〈ZΣx, y〉 = −〈ZΣy, x〉.
Conversely, given Z : Σ(L) → L satisfying these properties, its complex-linear
extension to H by extending it to L as ΣZΣ, is in S(Σ(L)).
Proof. If Z ∈ S(Σ(L)), the third property holds because, for x, y ∈ L, 〈ZΣx, y〉 =
〈Σx,−Zy〉 = −〈ZΣy, x〉. If Z : Σ(L) → L satisfies these properties, its given
complex-linear extension to H, which we will still call Z, satisfies Z∗ = −Z
because 〈ZΣx, y〉 = −〈ZΣy, x〉 = 〈Σx,−Zy〉, and similarly for x, y ∈ Σ(L).
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(Plymen and Robinson, 1994, page 65) define S(VJ) somewhat differently, re-
quiring that elements of VJ be Hilbert-Schmidt as operators on the real vector
space V , and use the complex Hilbert space VJ with Hermitian inner product
〈, 〉J . The maps in our S(Σ(L)) are simply complex-linear extensions to H of
theirs, though the subsequent restrictions to maps Σ(L)→ L can be constructed
from Σ and the isometric isomorphism φ : VJ → L of proposition 4.55. Their
‖Z‖HS equals twice our ‖ZΣ(L)‖2, since their basis for the real vector space V is
a real basis {vk} ∪ {Jvk} where the first set by itself is a complex basis of VJ and
so corresponds via φ to a complex basis such as {lk} of L (similarly for Σ(L)), so
that the sum for their Hilbert-Schmidt norm has two summands, equal since J is
unitary and anticommutes with elements of S(VJ), for every one of our ‖ZΣ(L)‖2.
Thus their ‖Z‖HS = ‖Z|V ‖2.
The following result and proof follow Plymen and Robinson (1994, pages 64–
66) somewhat but go a slightly further in showing that S(Σ(L)) can be made a
complex Hilbert space, isometrically isomorphic to Λ2V .
Proposition 6.13. (Properties of S(Σ(L))). Given L ∈ Lagr(H), with corre-
sponding J ∈ U(V ), S(Σ(L)) is a complex Hilbert space, using the alternative
characterization of lemma 6.12, with scalar multiplication induced by that on
Σ(L), and inner product the Hilbert-Schmidt inner product for maps Σ(L)→ L.
For ζ ∈ Λ2L, x, y ∈ L, the map
τ : Λ2L→ S(Σ(L))
τ : ζ 7→ 1√
2
Zζ where Zζ is defined by
〈ζ, x ∧ y〉 = 〈ZζΣ(x), y〉,
is an isometric isomorphism of complex Hilbert spaces, using the alternative char-
acterization’s inner product on S(Σ(L)). The notation Λ2L indicates the Hilbert
space completion.
Proof. The symmetry property of lemma 6.12 is unaffected by multiplying an
operator on Σ(L) by i (for operators on H we would need to multiply by J
instead). By lemma 6.11, S(Σ(L)) is a complex Hilbert space using the Hilbert-
Schmidt inner product 〈(Z1)|Σ(L), (Z2)|Σ(L)〉2.
The equation defining τ has on the right side a complex bounded sesquilin-
ear form considered as a function of (Σx, y) ∈ Σ(L) × L, so by Conway (1990,
page 31), there is a unique Zζ ∈ B(Σ(L), L) satisfying the defining equation for
all (Σ(x), y) ∈ Σ(L)× L, or equivalently all (x, y) ∈ L× L. Since the right hand
side changes sign when x and y are transposed, so does the left. Thus, if we can
show that Zζ ∈ B2(Σ(L), L), it will follow that Zζ ∈ S(Σ(L)). We will do this by
showing that τ , which is a complex-linear function, is an isometry.
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To see that τ is an isometry, suppose Zζ1 , Zζ2 ∈ S(Σ(L)) correspond to ζ1, ζ2 ∈
Λ2L, and {lk} is an orthonormal basis of L. Using the defining equation twice,
Zζ2lj =
∑
p
〈Zζ2lj, lp〉lp
=
∑
p
〈ζ2, lj ∧ lp〉lp, so
〈τ(ζ1), τ(ζ2)〉 = 1
2
〈Zζ1 , Zζ2〉 =
1
2
∑
j
〈Z1lj, Z2lj〉〉
=
1
2
∑
j
〈ζ1, lj ∧ Zζ2lj〉
=
1
2
∑
j
〈ζ1, lj ∧
∑
p
〈ζ2, lj ∧ lp〉lp〉
=
1
2
∑
j,p
〈ζ1, lj ∧ lp〉〈ζ2, lj ∧ lp〉
= 〈ζ1, ζ2〉,
since {lj ∧ lp | j < p} is an orthonormal basis for Λ2L. In the last sum, terms with
j = p are zero, and terms with j > p equal those with j and p transposed. Thus
τ is a complex-linear isometry into S(Σ(L)).
For surjectivity of τ , suppose given Z ∈ S(Σ(L)); then each finite sum in√
2
∑
j<p〈Zlj, lp〉lj ∧ lp has norm squared equal to the corresponding finite sum in
2
∑
j<p〈Zlj, lp〉〈Zlj, lp〉 =
∑
j,p〈Zlj, lp〉〈lp, Zlj〉 =
∑
j〈Zlj, Zlj〉, which is bounded
by the finite ‖Z‖22. Since we have taken Λ2L to be complete, the first sum converges
to some ζ ∈ Λ2L, and by continuity the image under τ of the first sum converges
to τ(ζ) ∈ S(Σ(L)). By definition of τ , for each j, p, 〈√2τ(ζ)lj, lp〉 = 〈ζ, lj ∧ lp〉 =√
2〈Zlj, lp〉, so τ(ζ) = Z and τ is surjective.
Proposition 6.14. (Quadratic Exponentials). (Plymen and Robinson, 1994,
page 68) Given a Lagrangian subspace L of H, if ζ ∈ Λ2L ⊂ F(L), then the
following “quadratic exponential” converges and satisfies the inequality:
exp(ζ) =
∑
k≥0
1
k!
ζk ⇒ ‖exp(ζ)‖2 ≤ exp(‖ζ‖2).
Definition 6.15. (The Unitary Structure Decomposition of an Endomorphism).
(Plymen and Robinson, 1994, page 92) Given a unitary structure J ∈ U(V ), and
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any g ∈ B(V ), let
Cg =
1
2
(g − JgJ) = J
2
{g, J} ∈ B(V )
Ag =
1
2
(g + JgJ) =
J
2
[g, J ] ∈ B(V ),
J implicit in the symbols Cg and Ag, where {a, b} = ab+ba is the anticommutator
and [a, b] = ab − ba the commutator. We call Ag the antisymmetric and Cg the
symmetric parts of g, the parts that anticommute and commute with J , and give
the same names to the complex-linear extensions to H of g, Ag, and Cg.
Lemma 6.16. (Properties of the Unitary Structure Decomposition of an Endo-
morphism). (Plymen and Robinson, 1994, pages 92–94) Given a unitary structure
J ∈ U(V ), any g ∈ B(V ), optionally complex linearly extended to H, in which
case we consider Ag and Cg also as their complex-linear extensions to H, and
u ∈ U(VJ),
g = Cg + Ag
CgJ = JCg
AgJ = −JAg
Cgh = CgCh + AgAh
Agh = CgAh + AgCh
Cgu = Cg
Agu = Ag
C∗g = Cg∗
A∗g = Ag∗ .
If g ∈ Aut(V ),
id = Cg−1Cg + Ag−1Ag
0 = Cg−1Ag + Ag−1Cg.
g ∈ Aut(V ) is in O(V ) if and only if both of the conditions below are true:
id = C∗gCg + A
∗
gAg
0 = C∗gAg + A
∗
gCg.
If g ∈ O(V ), then C∗g = Cg−1 and A∗g = Ag−1 , where the adjoints are with respect
to the inner product on V or its Hermitian extension to H.
Proof. g ∈ O(V ) ⇔ g∗ = g−1. The necessary and sufficient condition for g ∈
Aut(V ) to be in O(V ) is equivalent to Cg∗g = id and Ag∗g = 0, which add together
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to give g∗g = id, so the condition is sufficient. That it is necessary follows from
Cid = id, Aid = 0.
6.3 Restricted Orthogonal Neighborhood to Skew Symmetric Operators
Lemma 6.17. (Maps from Neighborhoods of id ∈ Ores and L ∈ Lagrres to
S(Σ(L))). Given L ∈ Lagrres with corresponding J ∈ Ures, there is an open
neighborhood V˜2 of id ∈ Ores on which the map σ˜ : V˜2 → S(Σ(L)) given by
g 7→ Zg = −AgC−1g is continuous. For g1, g2 ∈ V˜2, σ˜(g1) = σ˜(g2)⇔ g−11 g2 ∈ U(VJ).
Furthermore, recalling definition 6.5 and letting V2 denote the corresponding
neighborhood of L ∈ Lagrres, there is a homeomorphism σ : V2 → σ˜(V˜2)) such
that the triangle in the following diagram commutes.
Ores V˜2 σ˜(V˜2) S(Σ(L))
Lagrres V2
......................................
incl
.................................................................
.σ˜
......................................................................
...
............................
incl
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
.........
σ
.................................................
.incl
.....
.....
......
.......
..........
...........................................................................
σ˜r
There is a continuous right inverse of σ˜; i.e., σ˜ ◦ σ˜r = id, given by
σ˜r : σ˜(V˜2)→ Ores
z 7→ (id−z)(id +z∗z)− 12
Proof. Let V˜2 = Bδ(id) U(VJ), and let V2 = φOres /U(VJ ),Lagrres ◦ piOres /U(VJ )(V˜2), an
open neighborhood of L ∈ Lagrres. Then pi−1Ores /U(VJ ) ◦ φ−1Ores /U(VJ ),Lagrres(V2) = V˜2.
To define δ > 0, note that in any Banach algebra B, b ∈ B and ‖1−b‖ < β < 1
imply that b is invertible, ‖b−1‖ < 1
1−β , and ‖1 − b−1‖ < β1−β (see Loomis and
Sternberg (1968, page 224) or Rudin (1991, page 250)). For all g ∈ Ores ⊂ Bres,J ,
Cg =
1
2
(g − JgJ) and Ag = 12(g + JgJ) are continuous as functions of g, since of
course J ∈ Bres,J . Recall that Cid = id and Aid = 0. Choose δ0 > 0 such that
δ0 < 1
g ∈ Bδ0(id)⇒ ‖id−Cg‖J <
1
2
and ‖Ag‖J < 1
4
, and define
V˜2,0 = Bδ0(id) U(VJ)
V2,0 = φOres /U(VJ ),Lagrres ◦ piOres /U(VJ )(V˜2,0),
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whence for such g, Cg is invertible and ‖C−1g ‖J < 2.
Take a right translation of g by u ∈ U(VJ). Decomposing gu = Agu + Cgu,
using the fact that u ∈ U(VJ) commutes with J ,
Cgu =
1
2
(gu− JguJ)
=
1
2
(gu− JgJu)
=
1
2
(g − JgJ)u
= Cgu,
so
‖Cgu‖J = ‖Cgu‖+ ‖JCgu− CguJ‖2
= ‖Cgu‖+ ‖JCgu− CgJu‖2
= ‖Cgu‖+ ‖(JCg − CgJ)u‖2
= ‖Cg‖J .
Since Cgu is invertible when Cg is, Cg is invertible for all g ∈ V˜2,0. As in any
Banach algebra, when Cg is invertible, C
−1
g is a continuous function of Cg, and
thence of g. For all g ∈ V˜2,0, ‖C−1g ‖J < 2.
Similarly Agu = Agu, ‖Agu‖J = ‖Ag‖J , and ‖Ag‖J < 14 for all g ∈ V˜2,0.
The facts given in the proof so far for right translations of g by u ∈ U(VJ) are
also true for left translations and both simultaneously. Thus the phrase “for all
g ∈ V˜2,0” in the last two paragraphs could be replaced by “for all g ∈ U(VJ)V˜2,0”.
Letting Zg = −AgC−1g , a calculation (Plymen and Robinson, 1994, pages 93,
105) shows that Zg ∈ S(Σ(L)). To wit, for x, y ∈ H, using A∗g = Ag−1 , C∗g = Cg−1
and another of the statements of lemma 6.16, that we will transform to start with:
0 = Cg−1Ag + Ag−1Cg ⇒
0 = AgC
−1
g + C
−1
g−1Ag−1 , so
〈Zgx, y〉 = −〈AgC−1g x, y〉
= −〈x,C−1g−1Ag−1y〉
= 〈x,AgC−1g y〉
= −〈x, Zgy〉.
Zg is continuous using ‖‖2, as a function of g using norm ‖‖J , for fixing g ∈ V˜2,0
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for the moment and supposing g′ ∈ V˜2,0,
‖Zg′ − Zg‖2 = ‖−Ag′C−1g′ + AgC−1g ‖2
≤ ‖−Ag′C−1g′ + Ag′C−1g ‖2 + ‖−Ag′C−1g + AgC−1g ‖2
≤ ‖Ag′‖2‖−C−1g′ + C−1g ‖+ ‖−Ag′ + Ag‖2‖C−1g ‖.
By making ‖g′− g‖J small enough, because C−1g and Ag are continuous functions
of g, we can ensure that ‖−C−1g′ +C−1g ‖ ≤ ‖−C−1g′ +C−1g ‖J is as small as desired,
‖A′g‖2 ≤ 12‖g′‖J is bounded, ‖−Ag′ + Ag‖2 ≤ 12‖−g′ + g‖J is as small as desired;
and ‖C−1g ‖ is constant. Thus Zg is a continuous function of g.
To prove the next item in the statement, if we now supposed that g1, g2 ∈ V˜2,0
and σ˜(g1) = σ˜(g2), we would run into a problem. To avoid excessive subscripts
let g = g1, g
′ = g2, and h = g−1g′, so that g′ = gh. Then looking ahead,
f, f ′ ∈ Bδ0(id)⇒ f−1f ′ ∈ B 2δ0
1−δ0
(id)
because supposing f = id +fδ0 and f
′ = id +f ′δ0 , with ‖fδ0‖J < δ0 and ‖f ′δ0‖J <
δ0, then f
−1 = id +(f−1) δ0
1−δ0
with ‖(f−1) δ0
1−δ0
‖J < δ01−δ0 , and
‖id−f−1f ′‖J = ‖id−(id +(f−1) δ0
1−δ0
)(id +f ′δ0)‖J ≤ δ0 +
δ0
1− δ0 +
δ20
1− δ0 =
2δ0
1− δ0 .
We will want δ small enough that products and inverses of elements of Bδ(id) will
be in Bδ0(id), so set
δ <
δ0
2 + δ0
, whence
2δ
1− δ < δ0,
and define V˜2, V2 as in the lemma statement. Now suppose that g, g
′ ∈ V˜2, and
σ˜(g) = σ˜(g′), or in other words, Zg = Zg′ . Take f ∈ (gU(VJ)) ∩ Bδ(id) and
f ′ ∈ (g′U(VJ)) ∩ Bδ(id), so that g = fu and g′ = f ′u′ for some u, u′ ∈ U(VJ).
Then
h = g−1g′ = (fu)−1(f ′u′) = u−1f−1fu′ ∈ U(VJ)Bδ0(id) U(VJ)
and Zh exists. To answer when Zgh equals Zg, using lemma 6.16 we have
Zgh = −(CgAh + AgCh)(CgCh + AgAh)−1
= −(CgAh + AgCh)(C−1h C−1g )(id +AgAhC−1h C−1g )−1
= (CgZhC
−1
g + Zg)(id−AgZhC−1g )−1,
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so
Zg = Zgh ⇔ Zg(id−AgZhC−1g ) = CgZhC−1g + Zg
⇔ −ZgAgZhC−1g = CgZhC−1g
⇔ Zh = −C−1g ZgAgZh
⇔ 0 = Zh(id +C−1g ZgAg) = Zh(id−(C−1g Ag)2).
For g ∈ V˜2, because Bres,J is a Banach algebra, ‖C−1g Ag‖J < 12 . Thus id−(C−1g Ag)2
is invertible, and Zgh = Zg ⇔ Zh = 0⇔ g−1g′ = h ∈ U(VJ).
Continuing now to prove the second paragraph of the statement, piOres /U(VJ )
is an open map, V2 is open, and it contains L, which corresponds to idOres . Given
g ∈ V˜2, K = gL, we define σ(K) by choosing any g′ ∈ Ores such that K = g′L, and
letting σ(K) = σ˜(g′) = Zg′ . Since g′L = K = gL, g′ = gu for some u ∈ U(VJ),
and Zg′ = −Agu(Cgu)−1 = Zg. Since σ˜ is U(VJ)-equivariant for the right action
on Ores and the trivial action on its image, and a continuous equivariant map
descends to a continuous map of the orbit spaces (tom Dieck, 1987, page 4), Zg
is a continuous function of [g], and hence of K.
Since σ˜(g1) = σ˜(g2) ⇔ g−11 g2 ∈ U(VJ) ⇔ g1L = g2L, it follows that σ is a
bijection onto its image, which because of the definition of σ from σ˜, equals the
image of the latter. The facts about σ˜r will help show that the inverse of σ is
continuous.
Using Pedersen (1989, page 92), which shows the existence of the square root
of a positive self-adjoint operator on a real (or complex) Hilbert space, noting
that the limit of a uniformly convergent sequence of continuous functions is con-
tinuous, c : B(V ) → B(V ) defined as c : z 7→ (id−z)(id +z∗z)− 12 is continuous in
the operator norm. Since ‖z‖ ≤ ‖z‖2, c is also continuous from S(V ) with ‖‖2, to
B(V ) with ‖‖. The values of c are in Bres,J because J anticommutes with z and
both are skew-adjoint, so J commutes with z∗z and hence with (id +z∗z)−
1
2 , and
thus
‖[J, σ˜r(z)]‖2 = ‖[J, (id−z)(id +z∗z)− 12 ]‖2
= ‖[J, (id−z)](id +z∗z)− 12‖2
= ‖[J, z](id +z∗z)− 12‖2
= ‖2Jz(id +z∗z)− 12‖2
≤ 2‖z‖2‖(id +z∗z)− 12‖. (6.18)
When restricted to σ˜(V˜2) to give σ˜r, the values of c are in Ores, as follows.
With the restriction of domain, z = Zg = −AgC−1g for some g ∈ V˜2. Let
w = (id−z)(id +z∗z)− 12 ∈ Bres,J . Since (id +z∗z) 12 commutes with J it’s in Bres,J ,
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and thus w is invertible in Bres,J when id−z is, which will be true if ‖z‖J < 1;
but the definition of δ ensures that ‖z‖J = ‖AgC−1g ‖J < 12 . Thus we can apply
lemma 6.16:
Cw = (id +z
∗z)−
1
2
Aw = −z(id +z∗z)− 12
C∗wCw + A
∗
wAw = (id +z
∗z)−
1
2 (id +(z∗z))(id +z∗z)−
1
2 = id
C∗wAw + A
∗
wCw = −(id +z∗z)−
1
2 (z + z∗)(id +z∗z)−
1
2 = 0,
whence w ∈ Ores. For z ∈ σ˜(V˜2), Zw = −AwC−1w = z, so σ˜(σ˜r(z)) = z.
c is continuous from S(V ) to Bres,J : estimating as in 6.18, for fixed z1, and z2
in a bounded neighborhood of z1, there are constants c1, c2 ≥ 0 such that
‖[J, σ˜r(z2)− σ˜r(z1)]‖2 ≤2‖z2‖2‖(1 + z∗2z2)−
1
2 − (1 + z∗1z1)−
1
2‖
+2‖z2 − z1‖2‖(1 + z∗1z1)−
1
2‖
≤c2‖(1 + z∗2z2)−
1
2 − (1 + z∗1z1)−
1
2‖+ c1‖z2 − z1‖2.
σ−1 is continuous, as the composition of continuous maps φOres /U(VJ ),Lagrres ◦
piOres /U(VJ )|V˜2 ◦ σ˜r|σ˜(V˜2) (see the diagram in the lemma statement).
Note 6.19. (Notes on σ and on Proof). The thesis doesn’t use σ, but it may help
in understanding the situation of the diagram for the lemma, since its inverse
is a restriction of the correspondence from skew-symmetric operators mapping
L→ Σ(L), to their graphs thought of as subsets of L⊕Σ(L), which are Lagrangian
subspaces of H.
It might be possible to choose a larger δ so as not to ”waste” as much of the
V1 of lemma 6.8 as we did.
6.4 Restricted Orthogonal Group Projective Representation
Although our goal in the thesis is concerned with representations of algebras,
we also make essential use of some facts related to group representations, because
of Ores. This section is written as though the end were the projective representa-
tion of Ores, although that representation itself is not used elsewhere in the thesis;
only the two lemmas leading up to it are used.
Definition 6.20. (Projective Unitary Representations of Groups). (Fell and Do-
ran, 1988, page 833) A projective unitary representation of a topological group G
on a Hilbert space K is a continuous homomorphism ρ : G → PU(K), with the
strong operator topology on PU(K). The topological group PU(K) is defined as
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the quotient of U(K) with its strong operator topology, by its closed subgroup
U(1), denoting the projection by piPU(K) : U(K)→ U(K)/U(1).
Now, given L ∈ Lagrres, consider how we might construct a projective rep-
resentation of Ores on F(L). You can get an idea where it could come from by
considering the Bogoliubov map that goes from orthogonal transformations to
automorphisms of the Clifford algebra, which when composed with the Clifford
algebra representation, are implemented by unitary automorphisms of F(L), and
recalling lemma 4.74, which says that the Bogoliubov map is a homomorphism
up to U(1) multiples. Thus we will get into the details of construction of these
implementers.
First, some more background on vacuum vectors.
Lemma 6.21. (Background for the Vacuum Vector Construction). Suppose given
L ∈ Lagrres with corresponding J ∈ Ures, and g ∈ O(V ) such that Cg is invertible
and Ag is Hilbert-Schmidt. Then exp(τ
−1(Zg)) is a cyclic L-vacuum vector for
piL ◦ θg, where τ is the isometric isomorphism of proposition 6.13.
Proof. Looking at Plymen and Robinson (1994, page 105), their Zg is the same
map as ours considered as an operator on V , so their quadratic exponential,
transferred by the map induced by the φ of proposition 4.55 as in note 4.63 to
F(L), equals ours. Since φ also is the intertwiner between their representation
and ours, the fact that their quadratic exponential is a cyclic J-vacuum vector for
their piJ ◦ θg, implies that our quadratic exponential is a cyclic L-vacuum vector
for piL ◦ θg.
Lemma 6.22. (The Continuous Exponential Construction of a Vacuum Vector).
Suppose given L ∈ Lagrres with corresponding J ∈ Ures. For every g ∈ V˜2, the
open neighborhood of id ∈ Ores of lemma 6.17, there is a cyclic L-vacuum vector
for piL ◦ θg, chosen by a continuous function of g. When g ∈ U(VJ), e.g. g = id,
the vector is ΩL = 1.
Proof. We use V˜2 = Bδ(id) U(VJ) and the map σ˜ of lemma 6.17, the maps τ and
exp of propositions 6.13 and 6.14.
We want to show that the map exp ◦τ−1 ◦ σ˜ : V˜2 → F(L) is continuous, that
for every g ∈ V˜2, exp(τ−1(σ˜(g))) is a cyclic L-vacuum vector for piL ◦ θg, and that
this vector is ΩL = 1 for g ∈ U(VJ).
Since σ˜(g) = Zg is a continuous function of g, the isometric isomorphism of
complex Banach spaces τ : Λ2L→ S(Σ(L)) of proposition 6.13 gives τ−1(σ˜(g)) =
τ−1(Zg) as a continuous function of g. The exponential map exp: Λ2L→ F(L) of
proposition 6.14 is continuous as a consequence of the inequality in that proposi-
tion. Our continuity follows.
Lemma 6.21 shows that exp(τ−1(Zg)) is a cyclic L-vacuum vector for piL ◦ θg.
We have g ∈ U(VJ)⇒ Zg = 0⇒ τ−1(Zg) = 0⇒ exp(τ−1(Zg)) = 1.
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Though not used in this thesis, it’s possible to do the analogous thing for
every K in the open neighborhood V2 of L ∈ Lagrres and every g ∈ Ores such that
K = gL, by using the neighborhood V2 of L ∈ Lagrres and the map σ of lemma
6.17.
The following lemma is important for future use, when we will be given a La-
grangian subspace instead of an orthogonal transformation, as well as to construct
the projective representation.
Lemma 6.23. (Given L ∈ Lagrres, there is a Continuous Local Choice of Imple-
menter). Suppose given L ∈ Lagrres with corresponding J ∈ Ures. There is an
open neighborhood V˜2 ⊂ Ores of id, and a function η˜ : V˜2 → U(F(L)), continuous
with respect to the strong operator topology on U(F(L)), such that Ug = η˜(g) is
a unitary implementer of θg in piL, with η˜(id) = id.
Further, there is an open neighborhood V of L and a continuous function
ξ : V → V˜2, equal to id for K = L. Then η˜ ◦ ξ gives Ug depending on K, with
properties as before.
Proof. Let V˜2 be the neighborhood from lemma 6.17. Then using lemma 6.22,
there is a cyclic L-vacuum vector, depending continuously on g ∈ V˜2, for piL ◦ θg.
In addition, piL ◦ θg depends continuously on g in the strong operator topology on
B(Cl(V ),B(F(L))): since the topology on Ores is even stronger than the operator
norm topology, we can factor its action through the action of O(V ) with operator
norm topology on Cl(V ), to conclude by proposition 4.35 that for any fixed a ∈
Cl(V ), θg(a), and hence since piL is a
∗-morphism, piL ◦ θg(a), is a continuous
function of g. Then we use proposition 4.66 to obtain a unitary implementer of θg
in piL, Ug : F(L)→ F(L); i.e., piL ◦θg(a) = UgpiL(a)U∗g for every a ∈ Cl(V ); and Ug
depends continuously on g in the strong operator topology for U(F(L)). By note
4.67, since if g = id, the vacuum vector is ΩL = 1 and θg = id, Ug = id. Define
η˜(g) = Ug.
Let V = V2 ∩ φUres,Lagrres(V1) ⊂ Lagrres, where V2 = φOres /U(VJ ),Lagrres ◦
piOres /U(VJ )(V˜2) is the open neighborhood of L of lemma 6.17, and V1 is the open
neighborhood of J of lemma 6.8. Let ξ be the restriction of the ξ of lemma 6.8.
Proposition 6.24. (A Projective Representation of Ores on F(L)). Suppose given
L ∈ Lagrres. There is a projective unitary representation σ : Ores → PU(F(L));
for g ∈ Ores, σ(g) = piPU(F(L))(Ug), with Ug an implementer in piL of θg.
Proof. Given g ∈ Ores, by theorem 4.82 let Ug be an implementer in piL of θg;
by corollary 4.73 Ug is well-defined up to a U(1) factor. By lemma 4.74 the
correspondence g 7→ Ug is a homomorphism up to U(1) factors, from Ores ⊂ O(V )
to U(F(L)), and if the induced map σ : g 7→ Ug U(1) is continuous, it will be a
projective unitary representation of O(V ) (see definition 6.20).
PU(F(L)) has the quotient (by U(1)) topology of the strong operator topology
on U(F(L)). We will show continuity at any g ∈ Ores. Choose some implementer
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Ug. For g
′ ∈ gV˜2 of lemma 6.23, η˜(g−1g′) is an implementer of g−1g′, and is a
continuous function of g′, with respect to the strong operator topology on U(F(L)).
Define a continuous function σ̂ : gV˜2 → U(F(L)) by σ̂(g′) = Ugη˜(g−1g′), which is
an implementer of g′, and equals Ug when g′ = g.
Suppose given an open neighborhood W of σ(g) = Ug U1, and let V =
pi−1PU(F(L))(W ) = Ug U1 with another meaning. Then for g
′ ∈ σ̂−1(V ), an open
neighborhood of g, any implementer Ug′ of g
′ is an element of σ̂(g′) U(1) ⊂ V , and
hence σ(g′) = Ug′ U(1) = σ̂(g′) U(1) ∈ W . That is, σ is continuous.
6.5 LSO(n) Continuous Inclusion into Restricted Orthogonal Group
Proposition 6.25. (L SO(n) → Ores is Continuous). The inclusion L SO(n) ↪→
Ores is continuous; the Fre´chet topology is finer than the subspace topology of its
image in Ores.
Proof. We have from lemma 5.5 the inclusion of L SO(n) into O(V ). The inclusion
into Ores is proved briefly in Pressley and Segal (1986, pages 82–84) by considering
a particular L ∈ Lagrres. We prove it in more detail, following the plan of the
first proof of their proposition 6.3.1, using our proposition 4.81, and go on to show
that the inclusion is continuous.
To calculate, we use the unitary structure J ∈ Ures corresponding to a chosen
Lagrangian subspace L ∈ Lagrres of the form specified in our definition 6.1. Since
neither L SO(n) nor Ores (see proposition 4.80) nor the inclusion map depend on
the choice of L, the result obtained using L is independent of that choice.
To see that σ ∈ L SO(n) is in Ores, identifying S1 here with [0, 2pi] with
endpoints identified so that the exponentials in Fourier series have the simplest
form, v ∈ H may be written
v(t) =
∑
j∈Z
vje
ijt =
∑
j∈Z
∑
b=1,2
vjbe
ijt
with vj ∈ Cn, v ∈ V ⇔ vj = v−j for all j, and vj = vj1 + vj2 with respect to the
decomposition Cn = Lfinite⊕Lfinite, b = 1 corresponding to the Lfinite summand.
Consider any
σ(t) =
∑
k∈Z
σke
ikt
where the σk are n× n complex matrices, given in block form as
σk = [σkab] =
[
σk11 σk12
σk21 σk22
]
,
the σkab being
n
2
× n
2
complex matrices, a, b = 1 corresponding to Lfinite and
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a, b = 2 to Lfinite. Then σ acts on v as
σ(v)(t) =
∑
k∈Z
∑
j∈Z
σkvje
i(k+j)t =
∑
k∈Z
∑
j∈Z
∑
a=1,2
∑
b=1,2
σkabvjbe
i(k+j)t.
σ ∈ LGL(n)⇔ σk = σ−k for all k. To compute ‖[J, σ]‖2, to avoid writing needless
exponentials, use L2(S1,Cn) ∼= l2(Cn) to represent v as a Z dimensional column
vector with entries in Cn. Represent σ as a Z×ZmatrixMpq whose entries are n×n
complex matrices, with Mpq = σp−q, since p = k+ j and q = j, whence k = p− q.
We will refer, e.g., to the p-th component of the column vector representing σv,
meaning the coefficient of eipt in the Fourier series for σv, as (σv)p, rather than
using W to name the column vector for v and writing (MW )p. Represent J also
as a Z × Z matrix N = (Jpq) whose entries are n × n complex matrices in block
form as follows: Jpq = 0 for p 6= q, and
Jpp =
[
i 0
0 i
]
p > 0,
[
i 0
0 −i
]
p = 0, and
[−i 0
0 −i
]
p < 0.
In the case of J there are no exponentials implicitly tagging along (though it
operates on them), as with σ. Then
(Jσ − σJ)pr =
∑
q
Jpqσq−r −
∑
q
σp−qJqr
= Jppσp−r − σp−rJrr,
which is 0 for pr > 0, 2i sign(p)σp−r for pr < 0, i(J00−sign(r) id)σ−r for p = 0, r 6=
0, iσp(sign(p) id−J00) for p 6= 0, r = 0, and J00σ0 − σ0J00 for p = r = 0.
J00 − sign(r) id =
[
0 0
0 −2i
]
r > 0,
[
2i 0
0 0
]
r < 0,
sign(p) id−J00 =
[
2i 0
0 0
]
p > 0,
[
0 0
0 −2i
]
p < 0.
To show that ‖[J, σ]‖2 is finite, we can use the fact that all norms on a finite-
dimensional vector space (B(Cn) here) are equivalent; in particular, ‖B‖2 ≤ c‖B‖,
for some positive constant c and any operator B on Cn. Let ej be the standard
basis of Cn. Let A ∈ B(H) be represented as a Z × Z matrix (Apq) of n × n
matrices. Then ‖A‖22 =
∑
p,q∈Z
∑
j‖Apqej‖2 =
∑
p,q∈Z‖Apq‖22 ≤ c
∑
p,q∈Z‖Apq‖2.
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Applying this to the results of the computations above,
‖[J, σ]‖22 ≤ 2
∑
pr<0
‖σp−r‖2 + 2
∑
p=0,r 6=0
‖σ−r‖2 + 2
∑
p 6=0,r=0
‖σp‖2 + 2‖σ0‖2
= 2
∑
(q+r)(r)<0
‖σq‖2 + 4
∑
p 6=0
‖σp‖2 + 2‖σ0‖2
= 2
∑
|q|>0
(|q| − 1)‖σq‖2 + 4
∑
|q|>0
‖σq‖2 + 2‖σ0‖2
= 2
∑
q∈Z
(|q|+ 1)‖σq‖2
≤ 2
∑
q∈Z
‖qσq‖2 + 2
∑
q∈Z
‖σq‖2,
which is finite because since σ is smooth, the Fourier series for its derivative and
for σ itself converge in the L2 norm, by which we mean to treat L2(S1,B(Cn))
as L2(S1,Cn2), and make use again of equivalence of norms on finite-dimensional
spaces.
Thus we have shown the inclusion of L SO(n) into Ores.
Since for functions on a compact set, ‖‖L2 ≤ ‖‖L∞ , and |q| ≤ |q|2 for q ∈ Z,
it follows that ‖[J, σ]‖22 is bounded by 2(‖σ‖20 + ‖σ‖21), referring to the 0th and
1st seminorms of the Fre´chet space LB(Rn); and the first term of ‖σ‖J = ‖σ‖ +
‖[J, σ]‖2 is bounded by ‖σ‖0. Thus by lemma 5.3 the inclusion L SO(n) → Ores
is continuous.
Let M = maxt∈S1‖σ(t)‖, t0 some t at which the maximum is attained, wk ∈ Rn
a sequence such that ‖wk‖ = 1 for each k and σ(t0)(wk)→M , dk ∈ LR a sequence
such that dk(t) ≥ 0 for all k and t, dk(t) = 0 for all t ∈ S1 \ B1/(k+1)(t0), and
‖dk‖L2 = 1, then defining vk = dkwk ∈ LRn and using the inner product of
definition 5.1,∫
S1
‖σ(t)vk(t)‖2dt→ sup∫
S1‖v(t)‖2dt=1
∫
S1
‖σ(t)v(t)‖2dt = ‖σ‖,
so it can be seen that ‖σ‖ = maxt∈S1‖σ(t)‖ = ‖σ‖0, the 0-th seminorm of the
Fre´chet space LB(Rn). Thus the statement about the subspace topology is true.
Note 6.26. (Notes on Proof). The topology of the image of L SO(n) in Ores is given
by a norm equal to the sum of the uniform norm (over S1, of the operator norm
of matrices) and the Sobolev norm for 1
2
-differentiable functions S1 → B(Cn). We
adapt to our functions the definition of the Sobolev norm in Lieb and Loss (2001,
page 181).
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Note that smoothness was not necessary, as the penultimate expression bound-
ing ‖[J, σ]‖22 is twice the square of the norm of σ in the Sobolev space of half
differentiable functions on S1. See note 2.27.
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CHAPTER 7
THE POLARIZATION CLASS BUNDLE
This chapter will again use an associated bundle construction, to define Y →
LM . We will suggest some details for an alternative, more geometric way to look
at fibers of Y , and a way to use Yγ to define a fixed polarization class of Lagrangian
subspaces of C ⊗ LEγ, where LEγ is the Hilbert space completion of LEγ, as in
definition 3.5.
Definition 7.1. (The Polarization Class Bundle).
Y = L SO(E)×L SO(n) Lagrres pi−→ LM.
where the continuous action of L SO(n) on Lagrres is given by definition 6.5, lemma
6.7, and proposition 6.25. See example 3.7 and section 1.3 of chapter 1 for context
for this construction and an introduction to our use of associated bundles.
For a more geometric viewpoint, we could write for the fiber of Y , [(γ˜, K)]↔
(γ,Kγ), where Kγ is a Lagrangian subspace of C⊗LEγ that depends on [(γ˜, K)].
Suggestions for how to do this follow. See also Spera and Wurzbacher (2007,
page 829).
As a set, Y = {[(γ˜, K)] | γ˜ ∈ L SO(E) and K ∈ Lagrres}. The set Lagrres ⊂
Lagr(H), the set of Lagrangian subspaces of H = C ⊗R V = L2(S1,Cn), and
Lagr(H) ⊂ Gr(H), the set of all subspaces of H. Define the set Y Y = {[(γ˜, K)] |
γ˜ ∈ L SO(E) and K ∈ Gr(H)}, possible since there is an action ignoring continu-
ity, of L SO(n) on Gr(H). Also, as a set, Lagr(C⊗ LEγ) ⊂ Gr(C⊗ LEγ). Define
the set Gr(C⊗ LE) = {(γ,K) | γ ∈ LM and K ∈ Gr(C⊗ LEγ)}.
Define the map of sets Υ: Y Y → Gr(C ⊗ LE) by Υ: [(γ˜, K)] 7→ (γ, {γ˜(k) |
k ∈ K}), where γ = piLSO(E)(γ˜), and the complex linear extension of an element
of L SO(E) over γ, γ˜ : C ⊗ LRn → C ⊗ LEγ, using on LRn the inner product of
definition 5.1, is a bounded map of pre-Hilbert spaces that extends by continuity
to a map of their completions, H → C⊗ LEγ.
The map Υ respects the equivalence relation forming its domain, since if g ∈
L SO(n), [(γ˜g, g−1K)] 7→ (γ, {γ˜ ◦ g(g−1(k)) | k ∈ K}) = (γ, {γ˜(k) | k ∈ K}).
Thus we can write Υ: [(γ˜, K)] 7→ (γ,Kγ), where Kγ is a subspace of C⊗LEγ that
depends on [(γ˜, K)].
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Υ is injective because it is so on each fiber. To see that Υ is injective over any
fixed γ, suppose (γ, {γ˜′(k′) | k′ ∈ K ′}) = (γ, {γ˜(k) | k ∈ K}), where k′, k ∈ H.
Since L SO(n) acts transitively on the fibers of L SO(E) by proposition 3.1, there
is some g ∈ L SO(n) such that γ˜′ = γ˜g. Since γ˜′(k′) = γ˜′◦g(g−1(k′)) = γ˜(g−1(k′)),
the equality of values of Υ implies that g−1K ′ = K, whence [(γ˜′, K ′)] = [(γ˜, K)].
To see that Υ is surjective, take any (γ, S) ∈ Gr(C ⊗ LE), and any s ∈ S ⊂
C ⊗ LEγ). Since smooth functions are dense in the L2 completion, let si be a
sequence in C ⊗ LEγ converging in L2 to s, and choose γ˜ ∈ L SO(E) such that
si = γ˜(ki) for every i, for some sequence ki of smooth loops in Cn. Since γ˜ is an
isometric isomorphism of Hilbert spaces, the ki converge in L
2 to some k ∈ H,
and s = γ˜(k).
We claim but don’t prove that Υ preserves subspaces, complex conjugation,
orthogonality, and orthogonal complement relations between subspaces in each
fiber, because it’s a bijection and because of how it uses (L SO(E))γ ⊂ O(LEγ).
Thus Υ can be used to define, from the standard polarization class Lagrres of H,
a fixed polarization class of C⊗ LEγ for each γ.
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CHAPTER 8
THE STANDARD FOCK SPACE BUNDLE
Before we return to associated bundles in the next chapter, this chapter dis-
cusses a standard bundle constructed by other means over a standard space. The
standard Fock space bundle F → Lagrres will be used in the construction of the
(not standard) Fock space bundle FY over a different space in chapter 9, and the
local trivializations of F will be used to construct the local trivializations of the
intertwiner bundle T in proposition 11.1.
Given the infinite-dimensional real inner product space V and a chosen La-
grangian subspace L of the Hilbert space H defined as the completion (if needed)
of V ⊗ C, as in assumption 6.2, one can construct the Fock space F(L) as in
definition 4.58, a complex Hilbert space upon which the Clifford algebra Cl(V ),
a C∗-algebra, acts via a ∗-representation as in proposition 4.60; thus F(L) is a
Clifford module.
Trying to do the analogous thing over each γ ∈ LM , although as in chapter
7, we can choose continuously, a polarization class of Lagrangian subspaces Lγ of
C ⊗ LEγ, for each of which F(Lγ) is a Clifford module bundle over LE, it’s not
possible in general (Stolz (2012) gave a proof outline) to choose continuously one
Lagrangian subspace of the polarization class for each γ.
In this chapter, however, we will come from a different angle and do another
more limited thing that will prove useful later: show that there is a Clifford module
bundle F → Lagrres, the base space of which, Lagrres, is the standard polarization
class of our standard Hilbert space H = L2(S1,Cn). The fiber of this bundle over
a Lagrangian subspace K is FK = F(K).
Although F is defined as a set without choosing any particular L ∈ Lagrres,
the local bundle trivializations used to define the topology of the total space, do
depend on a choice of L. They use maps that are Clifford linear on fibers, to
standard fiber F(L). We will show that the topology of the total space and the
Clifford module structure on the fibers are independent of the choice of L.
Proposition 8.1. (The Standard Fock Space Bundle). Let F be the set of pairs
(K,w) such that K ∈ Lagrres and w ∈ F(K), with the projection piF : F →
Lagrres, (K,w) 7→ K. Suppose given L ∈ Lagrres; then we can define fiber
bundle local trivializations with standard fiber F(L) as follows, that restricted
to fibers are Cl(V ) linear unitary isomorphisms, i.e. intertwiners. These local
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trivializations induce a topology on F making it a continuous fiber bundle. Local
trivializations defined by another choice of L are compatible via homeomorphisms
that are fiberwise Clifford linear unitary isomorphisms; in particular, the topology
doesn’t depend on the choice of L.
Proof.
Notation 8.2. Given a choice of L, each K ∈ Lagrres has an open neighborhood
VK = VK,L and local trivialization ΘK = ΘK,L as in the commutative diagram:
Lagrres
F
VK
pi−1F (VK) VK × F(L)
...........................................................................................
incl
.......................................................................................
incl..........................................
piF
.......................................
...
piF
............................................................................................
.ΘK
.....................................................................................................................
.
..
pi1
For K ′ ∈ VK , pi2 ◦ (ΘK)|K′ = TK′,L ∈ T (K ′, L) such that TK′,L = UgK′Λ∗gK′ ,L,
where gK′ depends continuously on K
′, ΛgK′ ,L : F(L)→ F(K ′), and UgK′ depends
continuously in the U(F(L)) strong operator topology, on gK′ and hence on K
′.
End Notation
Define the topology on F that makes the following system of local fiber bundle
trivializations homeomorphisms. Suppose L given and omit it from the notation
for Θ until the proof that the topology doesn’t depend on L. Recall definition 6.5.
Let V be the open neighborhood of L from the second paragraph of lemma
6.23, and let
W = pi−1Ores /U(VJ ) ◦ φ−1Ores /U(VJ ),Lagrres(V ).
Given K ∈ Lagrres, construct a local trivialization over a neighborhood about
K as follows. Choose a fixed gK ∈ Ores such that K = gKL, and by theorem
4.82 let UgK ∈ U(F(L)) be a fixed implementer of θgK in piL. Define the open
neighborhood VK of K by
WK = gKW
VK = φOres /U(VJ ),Lagrres ◦ piOres /U(VJ )(WK) = gKV.
For any K ′ ∈ VK , define L′ = g−1K K ′ ∈ V , and let g′ = ξ(L′) ∈ Ores be the
canonical element from lemma 6.8 such that L′ = g′L, depending continuously on
L′ and thus on K ′.
Notation 8.3. Alternatively, for later use, in addition to free choice of any gK ∈
Ores such that K = gKL, any open neighborhood V of L, throughout which g
′
can be found, and any g′ ∈ Ores such that L′ = g′L, depending continuously on
L′ ∈ V , will do as well as the choices set forth above. Other properties of the V
of lemma 6.23 and the g′ = ξ(L′) of lemma 6.8 are not used.
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For specialized use later - not when constructing a topology as in this propo-
sition - it is in fact not necessary that V be open, only that it suit the need for
which the local trivializations are constructed.
End Notation
Letting gK′ = gKg
′, also a continuous function of K ′, K ′ = gK′L.
id gK
W WK
Ores
L′ K ′
L K
V VK
Lagrres
.....................................................................................................
.
gK ·
........................................................................................................
....... gK ·
........................................................................................................
.
gK ·
........................................................................................................
....... gK ·
........................................................................................................
....... gK ·
..........................
....
......
g′·
.........................................................................................................
..
....
gK′ ·
Let Ug′ ∈ U(F(L)) be the implementer of θg′ in piL from lemma 6.23, depending
continuously on K ′, in the strong operator topology on U(F(L)). Referring to
lemma 4.74, define UgK′ = UgKUg′ , an implementer for gK′ = gKg
′ in piL, de-
pending continuously on K ′; and referring to proposition 4.69 and lemma 4.75,
intertwiner TL,K′ : F(L) → F(K ′), TL,K′ = ΛgK′U∗gK′ , and its inverse, TK′,L =
T ∗L,K′ = UgK′Λ
∗
gK′
.
Use this intertwiner to define the local fiber bundle trivialization
ΘK : pi
−1
F (VK)→ VK × F(L)
ΘK : (K
′, x) 7→ (K ′, TK′,L(x)).
Being built from an intertwiner, which is a bijection, the local trivialization is
bijective on fibers, and hence bijective. If VK1 ∩ VK2 6= ∅, then the change of
coordinates map is
ΘK2 ◦Θ−1K1 : VK1 ∩ VK2 × F(L)→ VK1 ∩ VK2 × F(L)
ΘK2 ◦Θ−1K1 : (K ′, y) 7→ (K ′, T2,K′,L ◦ T−11,K′,L(y))
where the T ’s are dependent on K ′, and the transition function that needs to be
continuous as a function of K ′ and y, in order for us to be able to define a topology
on the total space is:
TK′,L,2 ◦ T−1K′,L,1 = UgK′,2Λ∗gK′,2ΛgK′,1U∗gK′,1 = UgK′,2Λg−1K′,2gK′,1U
∗
gK′,1
,
referring to lemma 4.75.
What we need to show is that TK′,L,2◦T−1K′,L,1(y) is a jointly continuous function
of K ′ and y. It is separately continuous in y since the linear operators are bounded.
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We know that in the strong operator topology on U(F(L)), UgK′,2 and U
∗
gK′,1
(adjoint for unitary operators is continuous in the strong operator topology) were
constructed as continuous functions of K ′, and Λg−1
K′,2gK′,1
: F(L) → F(L) is a
continuous function of K ′ by lemma 4.76, because g−1K′,2gK′,1, which is in Ores
and maps L → L, hence is in U(VJ), depends continuously on K ′. Although
in general, operator multiplication (composition) is not continuous in the strong
operator topology, all these operators are unitary and hence have norm 1, so as in
Pedersen (1989, page 171), their product TK′,L,2 ◦ T−1K′,L,1 is a continuous function
of K ′ in the strong operator topology, and so TK′,L,2 ◦ T−1K′,L,1(y) is separately
continuous in K ′. Finally, by lemma 4.32, TK′,L,2 ◦ T−1K′,L,1(y) is jointly continuous
in K ′ and y.
That a system of local trivializations defined using another choice L′ ∈ Lagrres
(don’t confuse this with L′ in the proof above) in place of L, is compatible with
those defined using L, can be seen as follows, adapting the notation of the fore-
going. Given open neighborhoods VK1,L, VK2,L′ with nonempty intersection V , we
need to show that ΘK2,L′ ◦ Θ−1K1,L : V × F(L)→ V × F(L′) is continuous. Its first
component is the identity, and its second is TK2,L′ ◦ T−1K1,L, which for each point
K ′ ∈ V is a Clifford linear unitary isomorphism, given almost as before but with
added notation to track L′ as well as L, by
TK′,L′,2 ◦ T−1K′,L,1 = UgK′,L′,2Λ∗gK′,L′,2ΛgK′,L,1U∗gK′,L,1 = UgK′,L′,2Λg−1K′,L′,2gK′,L,1U
∗
gK′,L,1
.
The same reasoning for continuity holds as before, with one noticeable difference:
g−1K′,L′,2gK′,L,1 : L → L′, not L → L. However, taking any fixed gL′,L ∈ Ores such
that gL′,LL
′ = L, gL′,Lg−1K′,L′,2gK′,L,1 : L → L and hence is a continuous function
of K ′ as before. Then, since gL′,L is constant and hence continuous with respect
to K ′, and is a unitary operator, composing it on the left with the triple product
gives a continuous function, g−1K′,L′,2gK′,L,1, of K
′.
Lemma 8.4. (The Clifford Algebra Action on the Standard Fock Space Bundle).
The fiberwise action of Cl(LRn) defines a continuous map Cl(LRn)× F → F .
Proof. To show continuity at (a, (K,w)), use local trivialization ΘK as in proposi-
tion 8.1 notation 8.2. Let a′ lie in some ball about a and let K ′ be some element of
VK . Via the local trivialization, w
′ ∈ F(K ′) corresponds to ŵ′ = TK′,L(w′) ∈ F(L).
Then continuity of the action is implied by the continuity of the following function
of a′, K ′, and ŵ′, which is a consequence of definition 4.61, proposition 4.60, and
lemma 4.32. To get the bound on norms needed to apply the second part of the
lemma, note that C∗-algebra representations are isometric algebra morphisms.
TK′,L(piK′(a
′)(T ∗K′,L(ŵ′))) = piL(a
′)(ŵ′).
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CHAPTER 9
THE FOCK SPACE BUNDLE
We construct the Fock space bundle FY over the polarization class bundle Y .
The fiber of Y over a loop γ ∈ LM is a fixed polarization class, a set of Lagrangian
subspaces Lγ of LEγ with unitarily equivalent Fock representations. The fiber of
FY over each Lγ is the Fock space of that representation; the standard fiber for
our associated bundle construction is the standard Fock space bundle F .
Definition 9.1. (The Fock space bundle FY
piFY−−→ Y ). Define an action of Ores,
and hence of L SO(n) on F , and then define FY via associated bundle construc-
tion:
g ∈ Ores, K ∈ Lagrres, w ∈ F(K)⇒ (g, (K,w)) 7→ (gK,Λg(w))
FY = L SO(E)×LSO(n) F, with piFY : [(γ˜, (K,w))] 7→ [(γ˜, K)].
Note 9.2. (Associated Bundle vs. Geometric Viewpoints). To aid in intuition, one
may use the correspondence
FY = {[(γ˜, (K,w))] | γ˜ ∈ L SO(E), K ∈ Lagrres and w ∈ F(K)}
↔ {(γ, (Lγ, wγ)) | Lγ is in the fixed polarization class of C⊗ LEγ
and wγ ∈ F(Lγ)},
γ = piLSO(E)(γ˜). In a sense, γ may be unnecessary in the notation (γ, (Lγ, wγ))),
since elements of the subspace Lγ are L
2 loops, including continuous and even
smooth loops that via LpiE project to γ.
Lemma 9.3. (The Definition of FY is Valid, and FY is a pi∗Cl(LE) module).
Here, pi is the projection Y → LM (see definition 7.1). See the end of the proof
for the definition of the Clifford action.
Proof. The continuity of the action of Ores on F can be seen by choosing L ∈
Lagrres for local trivializations in proposition 8.1 notation 8.2, using continuity
of the action of Ores on Lagrres as in lemma 6.7 by using definition 6.5. Fix
K ∈ Lagrres and let (g′, K ′) ∈ Wg×WK , where open neighborhoods Wg of g ∈ Ores
and WK of K ∈ VK , the open neighborhood of K for the local trivialization
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ΘK : pi
−1
F (VK)→ VK×F(L), are chosen so that g′K ′ ∈ VgK , the open neighborhood
of gK for the local trivialization ΘgK . The continuity of the action at (g, (K,w)) ∈
Ores×F is then equivalent to that of the following map, where ŵ′ ∈ F(L).
(g′, (K ′, ŵ′)) 7→ ΘgK(g′pi1,Λg′ ◦ pi2)(Θ−1K (K ′, ŵ′)), which since
ΘgK(g
′K ′, x) = (g′K ′, Ugg′K′ ◦ Λ∗gg′K′ ,L(x)) and
Θ−1K (K
′, ŵ′) = (K ′,ΛgK′ ,L ◦ U∗gK′ (ŵ′)), is given by
(g′, (K ′, ŵ′)) 7→ (g′K ′, Ugg′K′ ◦ Λ∗gg′K′ ,L ◦ Λg′,K′ ◦ ΛgK′ ,L ◦ U∗gK′ (ŵ′))
= (g′K ′, Ugg′K′ ◦ Λg−1g′K′g′gK′ ,L ◦ U
∗
gK′
(ŵ′)),
where the symbol Λ with two subscripts indicates the group element that in-
duces it and the Lagrangian subspace for the Fock space that is its domain.
Now g′K ′ is a continuous function of g′ and K ′ jointly, so are Ugg′K′ ∈ U(F(L)),
Λg−1
g′K′g
′gK′ ,L
∈ U(F(L)), U∗gK′ ∈ U(F(L)), and hence their composition is also, in
the strong operator topology on U(F(L)). Also the operators applied to ŵ′ are
bounded. Holding g′ fixed for the moment, reasoning as near the end of the proof
of proposition 8.1, our map is separately continuous in K ′ and ŵ′ and hence in
them jointly. Holding (K ′, ŵ′) fixed, our map is continuous in g′. Thus since
Lagrres is metrizable and F(L) has the norm metric, by corollary 6.4 the action is
jointly continuous, and the associated bundle definition is possible.
We haven’t given FY local trivializations that are Clifford linear, but don’t
need to. For each y ∈ Y , FYy is an irreducible Cl(LE)pi(y) module, or equivalently,
(pi∗Cl(LE))y module, as can be seen by comparing the definitions
F = {(K,F(K)) | K ∈ Lagrres} piF−→ Lagrres
Y = L SO(E)×L SO(n) Lagrres pi−→ LM
FY = L SO(E)×L SO(n) F piFY−−→ Y
Cl(LE) = L SO(E)×L SO(n) Cl(LRn)
piCl(LE)−−−−→ LM.
Let y = [(γ˜, K)], γ˜ ∈ L SO(E) lying over γ ∈ LM , K ∈ Lagrres, [(γ˜, (K,w))] ∈
FYy, w ∈ F(K), [(γ˜, a)] ∈ Cl(LE)pi(y), a ∈ Cl(LRn). The Clifford action is
defined using equal first components of the pairs in the equivalence classes and
the continuous map Cl(LRn)× F → F defined in proposition 8.4, g ∈ L SO(n):
([(γ˜, a)], [(γ˜, (K,w))]) 7→ [(γ˜, (K, piK(a)(w)))],
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which is well-defined because
([(γ˜g−1, θg(a))], [(γ˜g−1, (gK,Λg(w)))]) 7→ [(γ˜g−1, (gK, pigK(θg(a))(Λg(w))))]
= [(γ˜, (K,Λg−1(pigK(θg(a))(Λg(w)))))]
= [(γ˜, (K, piK(a)(w)))], by lemma 4.75.
The continuity of the action follows from proposition 8.4; that is, we define a con-
tinuous map on the cross products from which the associated bundles are formed,
which because it respects the equivalence relation, descends to a continuous map
of the quotients. That is, a continuous equivariant map descends to a continuous
map of the orbit spaces (tom Dieck, 1987, page 4).
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CHAPTER 10
CONTINUOUS BUNDLE GERBES
This chapter defines “continuous” bundle gerbes, their Dixmier-Douady classes
and standard constructions we will use. Our references assume smoothness, which
we don’t need. Recall from assumption 2.4 that unless bundles are called smooth
or Fre´chet, they are only continuous or topological.
Assumption 10.1. (Continuous Bundle Gerbes). The term bundle gerbe will
refer to a continuous bundle gerbe unless otherwise noted.
Our bundle gerbes have “band” U(1); part of their definition is a principal U(1)
bundle. Other abelian Lie groups could be used for other purposes. Bundle gerbes
with band U(1) are useful to us because the intertwiners for two equivalent Fock
representations form a U(1) torsor (recall definition 2.9). Fibers of a principal
U(1) bundle are U(1) torsors, and their being in a bundle reflects their being
continuously related to each other.
Bundle gerbes with band U(1) have been defined using principal U(1) bundles
in Murray (2010, page 243). Equivalent definitions have been made with Hermi-
tian line bundles (Waldorf, 2007, page 3), complex line bundles (Husemo¨ller et al.,
2008, page 280), and C× principal bundles (Stevenson, 2000, page 18).
We now give some details about U(1) torsors and principal bundles; those
familiar with this material can skim through it or skip to section 10.3.
10.1 U(1) Torsors
Definition 10.2. (Tensor Products of U(1) Torsors). Given two U(1) torsors T1,
T2 with respective actions ρ1, ρ2, define a U(1) action on T1 × T2 by
ρQ : U(1)× (T1 × T2)→ (T1 × T2)
(z, (t1, t2)) 7→ (zt1, z−1t2),
and define the tensor product of T1 and T2, T1⊗T2, as the corresponding quotient,
(T1 × T2)/U(1) (tom Dieck, 1987, page 2). Define the map
ρ˜1 ⊗ ρ2 : U(1)× (T1 × T2)→ (T1 × T2)
(z, (t1, t2)) 7→ (zt1, t2).
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This is U(1)-equivariant with respect to the trivial action of U(1) on itself and the
action ρQ on T1×T2. Define ρ1⊗ρ2 : U(1)×(T1⊗T2)→ T1⊗T2 as the continuous
map induced by ρ˜1 ⊗ ρ2 on the quotients; a continuous equivariant map descends
to a continuous map of the orbit spaces (tom Dieck, 1987, page 4). Let t1 ⊗ t2
denote [(t1, t2)].
This definition is written for a left action, but, because U(1) is commutative,
may be used mutatis mutandis for a right action also.
Lemma 10.3. (Tensor Products of U(1) Torsors). Given U(1) torsors T1, T2, the
tensor product T1 ⊗ T2 of definition 10.2 is a U(1) torsor.
Proof. By tom Dieck (1987, pages 22–23), since U(1) is compact and T1 and T2,
hence T1 × T2 are Hausdorff, T1 ⊗ T2 is Hausdorff.
Let the actions for T1, T2 be respectively ρ1, ρ2. ρ1 ⊗ ρ2 is given by ρ1 ⊗
ρ2(z, [(t1, t2)]) = [(zt1, t2)] = [(z
−1zt1, zt2)] = [(t1, zt2)] using the quotient equiva-
lence relation from the action ρ. This satisfies the algebraic properties of a group
action as follows because ρ1 is a group action: [(z1(z2t1), t2)] = [((z1z2)t1, t2)] and
[(1t1, t2)] = [(t1, t2)].
ρ1 ⊗ ρ2 is free because [(zt1, t2)] = [(t1, t2)]⇔ (zt1, t2) = (wt1, w−1t2) for some
w ∈ U(1), which implies since ρ2 is free that w = 1, and hence because ρ1 is
free, z = 1. It is transitive because fixing some [(t10, t20)] ∈ T1 ⊗ T2, given any
[(t1, t2)], there is some w ∈ U(1) such that t2 = wt20 because ρ2 is transitive, and
there is some z ∈ U(1) such that t1 = z(w−1t10) because ρ1 is transitive, whence
[(zt10, t20)] = [(w
−1zt10, wt20)] = [(t1, t2)]. Thus T1 ⊗ T2 with the action ρ1 ⊗ ρ2 is
a U(1) torsor.
Definition 10.4. (The Dual of a U(1) Torsor). Given a U(1) torsor T with action
ρ, define its dual T ∗, also called its inverse T−1, as the same topological space and
set, so that as topological spaces and sets we can write T ∗ = T . For t ∈ T , let
t∗ ∈ T ∗ denote the same element t. That is, as an element of the topological space
for T , which is also the topological space for T ∗, t∗ = t.
The action for T ∗ is ρ∗, given for z ∈ U(1), t ∈ T = T ∗ by zt∗ = ρ∗(z, t∗) =
(ρ(z, t))∗ = (zt)∗, where the first equality T = T ∗ is of sets, the second and fourth
are previously defined notational equalities of elements of torsors, the third is the
present definitional equality of elements of torsors; and z = z−1 on U(1).
Among its other meanings, let ∗ : T → T ∗ denote the identity map on the
topological spaces, written “exponentially” as t 7→ t∗. When the argument of this
map isn’t a single symbol, use parentheses to enclose the argument, as in (zt)∗,
where t ∈ T as a torsor, which implies that zt = ρ(z, t) ∈ T .
When working with duals of U(1) torsors we use z to denote the complex con-
jugate of z; we do not use z∗ to denote the complex conjugate of Z or equivalently
the adjoint of z ∈ U(1) as a unitary operator on C. Great care should be taken
with this to avoid a conflict with the definition, for z ∈ U(1), of z∗ ∈ U(1)∗ as the
same set element z∗ = z.
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This definition is written for a left action, but, because U(1) is commutative,
may be used mutatis mutandis for a right action also.
The definition could be rewritten to make explicit in the notations the distinc-
tion between the U(1) torsor, and the topological space and set, T , but this would
be more cumbersome in practical use later. Often, ∗ applied to an element will
be effectively a sneaky way to remind us when to interpret the result as being in
the dual torsor to the torsor in which lies the element of the unadorned symbol;
in particular to remind us which action to use.
The possible confusion between ∗ as torsor dual and ∗ as complex conjugation
or operator adjoint appears to be the price for going with this common nota-
tion, which otherwise seems useful. Alternatives would be some otherwise unused
symbolic device, or ordinary functional notation.
Lemma 10.5. (The Dual of a U(1) Torsor). Given a U(1) torsor T , the dual T ∗
of definition 10.4 is a U(1) torsor.
Proof. The same topological space as T , T ∗ is Hausdorff. Let the action for T be
ρ. The action ρ∗ : U(1) × T ∗ → T ∗ is continuous, since as a map of topological
spaces it is the composition U(1) × T inv×id−−−−→ U(1) × T ρ−→ T of continuous maps,
where inv : z 7→ z−1. The action ρ∗ is free and transitive because ρ is free and
transitive and inv is a bijection. Thus T ∗ is a U(1) torsor.
Lemma 10.6. (Uses of ∗; the Double Dual; an Alternative Dual of a U(1) Torsor).
We denote the map (∗)−1 also by ∗. Then given a U(1) torsor T , T ∗∗ = T .
Given z ∈ U(1) and t ∈ T ,
zt∗ = ρ∗(z, t∗) = (ρ(z, t))∗ = (zt)∗,
as elements of torsors; ∗ is an inverse-equivariant homeomorphism of the topolog-
ical spaces underlying the U(1) torsors.
An alternative dual to T ∗ is Hom(T,U(1)): the continuous bi-equivariant pair-
ing T × Hom(T,U(1)) → U(1), given for σ ∈ Hom(T,U(1)) by (σ, t) 7→ σ(t),
induces a natural isomorphism of U(1) torsors, ω : Hom(T,U(1)) → T ∗, σ 7→ t∗
where σ(t) = 1, or σ((ω(σ))∗) = 1.
Proof. That the natural pairing is bi-equivariant follows from the definitions. That
it is continuous follows from |σ1(t1)−σ2(t2)| ≤ |σ1(t1)−σ1(t2)|+ |σ1(t2)−σ2(t2)| ≤
|σ1(t1)− σ1(t2)|+ d(σ1, σ2) and continuity of σ1.
To reason about ω, denote the action for T by ρ and take any t0 ∈ T ; then
σ((σ(t0))
−1t0) = 1, and we can let t = (σ(t0))−1t0. Well-definedness of ω follows
because elements of Hom(T,U(1)) are injective. Injectivity of ω holds because,
for σ1, σ2 ∈ Hom(T,U(1)), σ1(t) = σ2(t)⇒ σ−12 ◦σ1(t) = t, and being equivariant,
σ−12 ◦ σ1 is the identity. Surjectivity of ω holds because given t, choose any σ0 ∈
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Hom(T,U(1)); then ((σ0(t))
−1σ0)(t) = 1. Since ω by using its defining equation
is U(1)-equivariant, by corollary 2.14 it is an isomorphism of U(1) torsors.
Definition 10.7. (The Hom of U(1) Torsors). Given two U(1) torsors T1, T2 with
respective actions ρ1, ρ2, define
Hom(T1, T2) = {φ : T1 → T2 | φ is U(1)-equivariant},
with the compact-open topology. Use the natural action ρH : U(1)×Hom(T1, T2)→
Hom(T1, T2) given for z ∈ U(1), t1 ∈ T1 by (z, φ) 7→ (t1 7→ ρ2(z, φ(t1))).
This definition is written for a left action, but, because U(1) is commutative,
may be used mutatis mutandis for a right action also.
Lemma 10.8. (The Hom of U(1) Torsors). Given U(1) torsors T1, T2, Hom(T1, T2)
of definition 10.7 is a U(1) torsor.
Proof. By corollary 2.14, elements of Hom(T1, T2) are isomorphisms of U(1) tor-
sors, and in particular, continuous. By Dugundji (1966, page 258), since T2 is
Hausdorff and Hom(T1, T2) has the compact-open topology, Hom(T1, T2) is Haus-
dorff. Giving Hom(T1, T2) the compact-open topology is equivalent, using any
isomorphism of U(1) torsors T2 → U(1) and the metric on T2 thus induced by
the absolute value on C, to the topology of uniform convergence. Given z1, z2 ∈
U(1), σ1, σ2 ∈ Hom(T1, T2), and choosing some t0 ∈ T , we have d(z1σ1, z2σ2) =
maxt∈T (|z1σ1(t) − z2σ2(t)|) ≤ maxt∈T (|z1σ1(t) − z1σ2(t)|) + maxt∈T (|z1σ2(t) −
z2σ2(t)|) = maxt∈T (|σ1(t) − σ2(t)|) + |z1 − z2| = d(σ1, σ2) + |z1 − z2|, whence
ρH is continuous.
Freeness of the action ρH follows from freeness of the action for T2 by evaluating
elements of Hom(T1, T2) at points in T1. Transitivity is a result of transitivity
of the action for T2 and the fact that an element of Hom(T1, T2), being U(1)-
equivariant, is determined by its value at one element of T1.
Note that by equivariance of φ, ρH(z, φ)(t1) = ρ2(z, φ(t1)) = φ(ρ1(z, t1)) so the
action ρ1 has not been neglected in the definition.
Lemma 10.9. (Canonical Isomorphisms of U(1) Torsors). Given U(1) torsors
T, T1, T2, T3, and U(1) the trivial torsor with action given by multiplication, there
are natural isomorphisms of U(1) torsors, for z, zst ∈ U(1), s, t ∈ T , t1 ∈ T1,
t2 ∈ T2, σ ∈ Hom(T,U(1)), σ1 ∈ Hom(T1,U(1)), φ12 ∈ Hom(T1, T2), φ23 ∈
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Hom(T2, T3), defining the natural pairing 〈, 〉:
T1 ⊗ (T2 ⊗ T3) ∼= (T1 ⊗ T2)⊗ T3
T1 ⊗ T2 ∼= T2 ⊗ T1, t1 ⊗ t2 7→ t2 ⊗ t1
U(1)⊗ T ∼= T, z ⊗ t 7→ zt
T ∗ ⊗ T ∼= U(1), s∗ ⊗ t 7→ zst where t = zsts = 〈t, s〉s
T ∼= T ∗∗ (they are equal), t 7→ t
U(1)∗ ∼= U(1), z∗ ( = z as a set element) 7→ z
(T1 ⊗ T2)∗ ∼= T ∗1 ⊗ T ∗2 , (t1 ⊗ t2)∗ 7→ t∗1 ⊗ t∗2
Hom(T1, T2)⊗ Hom(T2, T3) ∼= Hom(T1, T3), φ12 ⊗ φ23 7→ φ23 ◦ φ12
Hom(T,U(1)) ∼= T ∗, σ 7→ ω(σ)
Hom(U(1), T )
∼→
ev
T, σ−1 7→ σ−1(1)
T ∗1 ⊗ T2 ∼= Hom(T1, T2), σ1 ⊗ t2 7→ ev−1(t2) ◦ ω−1(σ1)
Hom(T, T ) ∼= U(1), φ 7→ t−1φ(t).
We will generally treat the first two isomorphisms, for associativity and commu-
tativity of tensor products, as identifications.
Proof. The tensor product of U(1) torsors satisfies a universal property analo-
gous to that for modules over commutative rings, from which follow associativity,
commutativity and “functoriality” (we will use the notation of tensor products of
maps without other comment) as in Lang (1993, pages 601–607), mutatis mutan-
dis, especially replacing linearity with equivariance.
To prove U(1)⊗T ∼= T , define φ : U(1)⊗T → T by φ([(z, t)]) = ρ(z, t) = zt. It
is well-defined because ρ(z1z, z
−1
1 t) = ρ(z1z, ρ(z
−1
1 , t)) = ρ(z1zz
−1
1 , t) = ρ(z, t), and
it is similarly equivariant. Set t to any fixed element of T to see that φ is surjective,
and it’s injective because if z1t1 = z2t2, then defining w ∈ U(1) by wt1 = t2 or
t1 = w
−1t2, we have z1t1 = z2t2 = wz2w−1t2 = wz2t1, whence z1 = wz2, and
[(z1, t1)] = [(wz2, w
−1t2)] = [(z2, t2)]. To see that φ is continuous at an arbitrary
point [(z0, t0)], let U be any open neighborhood of φ([(z0, t0)]) = ρ(z0, t0). Since
ρ is continuous, there are open neighborhoods V of z0 and W of t0 such that
ρ(V ×W ) ⊂ U . Let piQ : T ×U(1)→ T ⊗U(1) be the quotient map of definition
10.2; then φ−1(U) = piQ({1} × U) ⊃ piQ({1} × ρ(V ×W )) = piQ(V ×W ), which
contains [(z0, t0)], and is open because piQ is open (tom Dieck, 1987, page 22). To
see that φ−1 is continuous, note that φ−1(t) = [(t, 1)], which is the composition
piQ ◦ (t 7→ (t, 1)).
To prove that T ∗⊗T ∼= U(1), note that the special case of lemma 2.21 where the
base space is a point, implies that there is a continuous unique function τ : T×T →
U(1) such that τ(s, t)s = t, whence the zst of the statement is τ(s, t). It is inverse-
equivariant with respect to the first factor and equivariant with respect to the
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second. Then τ ◦ ((∗)−1 × id) : T ∗ × T → U(1) is a bi-equivariant map that
descends to the continuous equivariant map of of the statement, which is thus an
isomorphism of U(1) torsors.
To see that U(1)∗ ∼= U(1), note that complex conjugation is a homeomorphism
and the resulting map here is equivariant: for w, z ∈ U(1), zw∗ = (zw)∗ 7→ zw =
zw. We have not tried to define functors to show naturality in the technical
sense elsewhere, but to allay concerns of unnaturality when identifying this torsor
and its dual, note that it is natural in the technical sense, between two constant
functors with respective values U(1)∗ and U(1).
To see that (T1⊗T2)∗ ∼= T ∗1⊗T ∗2 , define the related map in the reverse direction,
T ∗1 ×T ∗2 → (T1⊗T2)∗, by t∗1× t∗2 7→ (t1⊗ t2)∗, which being bi-equivariant, descends
to the tensor product.
To check the isomorphisms relating to Hom, note that they are U(1)-equivariant,
and hence by corollary 2.14 are isomorphisms of U(1) torsors. The definition of
the last one doesn’t depend on the element t ∈ T .
Note 10.10. (Categorical Notes on U(1) Torsors). We could think of an abelian
group structure up to canonical isomorphism for U(1) torsors, with the tensor
product as the group operation, U(1) as the identity element, and the inverse
given by T−1 = T ∗. Various properties that one would expect would follow from
this structure. To deal with elements of the torsors we might still need to know
the specific canonical isomorphisms.
This could be made more precise. We’ve gone some way in proving that
U(1) torsors and their morphisms form a closed symmetric monoidal category
(Mac Lane, 2000, pages 162–163, 184, 251–252), since our canonical isomorphisms
are natural transformations of certain functors. Our category has canonical iso-
morphisms T ∗∗ ∼= T (in fact, equality), so Soloviev (1991, pages 301–304) gives
the result that all the allowable diagrams commute, that are made from allowable
natural transformations of allowable functors. He says that allowable functors
are those obtained from the following by composition: the identity functor, the
constant functor with value on objects U(1) and on morphisms idU(1), the bi-
functors ⊗ and Hom; and allowable natural transformations are those that can
be obtained by applications of ⊗, Hom, pi, pi−1, where pi : Hom(T1 ⊗ T2, T3) ∼→
Hom(T1,Hom(T2, T3)), and composition including with allowable functors, from
the natural transformations a, b, c, a−1, b−1, where a : (T1⊗T2)⊗T3 → T1⊗(T2⊗T3),
b : T ⊗ U(1)→ T , and c : T1 ⊗ T2 ∼→ T2 ⊗ T1.
However, we leave this at a more informal level.
10.2 Principal U(1) Bundles
Definition 10.11. (Tensor Products of Principal U(1) Bundles). Given two prin-
cipal U(1) bundles pi1 : P1 → B, pi2 : P2 → B over the same base, with respective
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actions ρ1, ρ2, define a U(1) action on P1 ×B P2 by
ρQ : (P1 ×B P2)× U(1)→ (P1 ×B P2)
((p1, p2), z) 7→ (p1z, p2z−1),
and define the tensor product of P1 and P2, P1⊗P2, as the corresponding quotient,
(P1 ×B P2)/U(1) (tom Dieck, 1987, page 2). Define the map
ρ˜1 ⊗ ρ2 : (P1 ×B P2)× U(1)→ (P1 ×B P2)
((p1, p2), z) 7→ (p1, p2z).
This is U(1)-equivariant with respect to the action ρQ on P1×B P2 and the trivial
action of U(1) on itself. Define ρ1 ⊗ ρ2 : (P1 ⊗ P2) × U(1) → P1 ⊗ P2 as the
continuous map induced by ρ˜1 ⊗ ρ2 on the quotients; a continuous equivariant
map descends to a continuous map of the orbit spaces (tom Dieck, 1987, page 4).
Let p1 ⊗ p2 denote [(p1, p2)].
Define P1⊗P2 as the total space, ρ1⊗ ρ2 as the U(1) action, and piP1⊗P2 : P1⊗
P2 → B as the map that descends from the map on the fiber product, (p1, p2) 7→
pi1(p1), as the projection of a principal U(1) bundle.
Lemma 10.12. (Tensor Products of Principal U(1) Bundles). Given principal
U(1) bundles pi1 : P1 → B, pi2 : P2 → B over the same base, their tensor product
piP1⊗P2 : P1 ⊗ P2 → B as in definition 10.11, is a principal U(1) bundle.
Proof. Use the notation of the definition. As sets, definition 10.11 on each fiber,
and definition 10.2 give the same torsor, and continuity of the action in the bundle
definition implies continuity of its restriction to each fiber. Over each b ∈ B, the
map ρ1⊗ ρ2 is a free and transitive U(1) action by reasoning analogous to that in
lemma 10.3.
Let the projections of the original bundles be pi1, pi2, and let {Ui} be an
open cover of B giving equivariant local trivializations for both original bun-
dles: φi1 : pi
−1
1 (Ui) → Ui × U(1), φi2 : pi−12 (Ui) → Ui × U(1). Then P1 ×B P2 has
local trivializations φi1 ×B φi2 : (pi1 ×B pi2)−1(Ui) ∼→ Ui ×U(1)×U(1), homeomor-
phisms that are equivariant for each of the fiber product factors. Given b ∈ Ui,
φi1 ×B φi2 : (P1 ×B P2)b ∼→ {b} × U(1)× U(1).
The equivariance and fiber-preserving properties of the homeomorphism φi1×B
φi2 imply that it carries (in particular is equivariant for) the bundle action ρQ on
(pi1×B pi2)−1(Ui) to the product of the trivial action on Ui and the torsor action ρQ
on U(1)×U(1). Thus the map (φi1×B φi2)ρQ : pi−1P1⊗P2(Ui)→ Ui×U(1)⊗U(1) that
it descends to, a bijection, is a homeomorphism of the quotients (tom Dieck, 1987,
page 4), and in particular gives a homeomorphism (P1⊗P2)b ∼→ {b}×U(1)×U(1).
Again because of the equivariance properties of φi1 ×B φi2, (φi1 ×B φi2)ρQ is
U(1)-equivariant with respect to the bundle action ρ1 ⊗ ρ2 on pi−1P1⊗P2(Ui) and the
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product of the trivial action on Ui and the torsor action ρ1 ⊗ ρ2 on U(1)⊗ U(1).
Restricting, the bundle action on (P1 ⊗ P2)b corresponds exactly to the torsor
action on U(1)⊗ U(1).
We would like the final local trivialization to have standard fiber U(1). Com-
pose the canonical torsor isomorphism U(1)⊗U(1) ∼= U(1) with the second com-
ponent of (φi1 ×B φi2)ρQ to get φi1 ⊗ φi2 : pi−1P1⊗P2(Ui)→ Ui ×U(1), which is U(1)-
equivariant for the bundle action ρ1 ⊗ ρ2 on pi−1P1⊗P2(Ui) and the product of the
trivial action on Ui and the torsor action ρ1 ⊗ ρ2 on U(1)⊗ U(1).
Note 10.13. (Example Alternative Proof Using Transition Functions). Another
viewpoint that can be useful is that of transition functions. Here is an indication
of how specifying the topology on the total space of the tensor product could be
approached by taking as the transition functions for the tensor product of the
bundles, the product in U(1) of transition functions for the two tensor product
factors.
Use the preceding notation, adding Uj such that Ui ∩ Uj 6= ∅, denote the
transition functions by gjiq : (Uj ∩ Ui) × U(1) → U(1), q = 1, 2. Let b ∈ Ui ∩ Uj;
then (P1)b, (P2)b, and (P1⊗P2)b = (P1)b⊗(P2)b are U(1) torsors homeomorphic to
U(1). Consider the following commutative diagram of U(1) torsors, which omits
the {b}×’s of the local trivializations, and omits the j trivializations:
(P1)b ×B (P2)b (P1 ×B P2)b (P1 ⊗ P2)b
U(1) × U(1) U(1)× U(1) U(1)⊗ U(1) U(1)
......................................................................
...
φi1
......................................................................
...
φi2
......................................................................
...
φi1 ×B φi2
......................................................................
...
φi1 ⊗ φi2
....... ....... ....... ......
. ....................................................
.pi
....... ....... ....... ......
. ............................................
.pi ......................................................................
∼=
......................................................................................
......
....
...
....
....
....
....
....
....
...
....
....
....
...
....
......
gji1
......................................................................................
......
....
...
....
....
....
....
....
....
...
....
....
....
...
....
......
gji2
......................................................................................
......
....
...
....
....
....
....
....
....
...
....
....
....
...
....
......
gji1 × gji2
......................................................................................
......
....
...
....
....
....
....
....
....
...
....
....
....
...
....
......
gji1 ⊗ gji2
......................................................................................
......
....
...
....
....
....
....
....
....
...
....
....
....
...
....
......
gji1gji2
The diagram pretty much tells the story of constructing the local trivializations,
using the shorthand notation of fiber and tensor products of local trivializations,
when what are meant are fiber and tensor products of the U(1) portions of them.
That the resulting change of coordinates functions for the tensor product of the
bundles are continuous, follows from continuity of the transition functions, which
follows from their formulae. Thus we could conclude that despite the fiberwise
definition, the gluing of the fibers is all right and the trivializations define the
topology of the total space.
Definition 10.14. (The Dual of a Principal U(1) Bundle). Given a principal
U(1) bundle pi : P → B with action ρ : P × U(1) → P , define its dual P ∗, also
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called its inverse P−1, as the same topological space and set, so that as topological
spaces and sets we can write P ∗ = P . For p ∈ P , let p∗ ∈ P ∗ denote the same
element p. That is, as an element of the topological space for P , which is also the
topological space for P ∗, p∗ = p.
The action for P ∗ is ρ∗, given for z ∈ U(1), p ∈ P = P ∗ by p∗z = ρ∗(p∗, z) =
(ρ(p, z))∗ = (pz)∗, where the first equality P = P ∗ is of sets, the second and fourth
are previously defined notational equalities of elements of principal bundles, the
third is the present definitional equality of elements of principal bundles; and
z = z−1 on U(1). Denote the projection map for P ∗ by pi∗, equal to pi as a map
of topological spaces.
Among its other meanings, let ∗ : P → P ∗ denote the identity map on the
topological spaces, written “exponentially” as p 7→ p∗. When the argument of this
map isn’t a single symbol, use parentheses to enclose the argument, as in (pz)∗,
with p ∈ P as a principal bundle, which implies that pz = ρ(p, z) ∈ P .
As with the U(1) torsor definition, this could be rewritten to make explicit in
the notations the distinction between the principal U(1) bundle, and the topo-
logical space and set, P , but this would be more cumbersome in practical use
later. Often, ∗ applied to an element will be effectively a sneaky way to remind us
when to interpret the result as being in the dual principal bundle to the principal
bundle in which lies the element of the unadorned symbol; in particular to remind
us which action to use.
Lemma 10.15. (The Dual of a Principal U(1) Bundle). Given a principal U(1)
bundle pi : P → B, its dual pi∗ : P ∗ → B as in definition 10.14, is a principal U(1)
bundle.
Proof. Using the notation of the definition, since U(1) is commutative and P ∗ = P
as a topological space, the definition’s construction of ρ∗ on P ∗ from that on P
gives an action, with continuity following from that of ρ and complex conjugation.
Over each b ∈ B, the map ρ∗ is a free and transitive U(1) action by reasoning
analogous to that in lemma 10.5.
As sets, definition 10.14 on each fiber, and definition 10.4 give the same con-
struction. The continuity of ρ∗ implies continuity of its restrictions to fibers. Over
each b ∈ B, ρ∗ coincides with the action of the torsor dual of the fiber.
Let the projection of the original bundle be pi, and let {Ui} be an open cover
of B giving equivariant local trivializations for the original bundle: φi : pi
−1(Ui)→
Ui × U(1). Then the same local trivializations, as maps of topological spaces,
work for P ∗, since it is the same topological space as P . Let us re-label them
ψ∗i : (pi
∗)−1(Ui)→ Ui×U(1)∗ for use with P ∗; ψ∗i (p∗) = (φi(p))∗, where we identify
(Ui × U(1))∗ with Ui × U(1)∗.
Letting b = pi(p), φi(p) = (b, zp,i) with zp,i ∈ U(1), and equivariance of φ is
formulated as φi(pz) = φi(p)z = (b, zp,iz). Equivariance of ψ
∗
i follows: ψ
∗
i (p
∗z) =
ψ∗i ((pz)
∗) = (φi(pz))∗ = ((b, zp,i)z)∗ = (b, (zp,iz)∗) = (b, z∗p,iz).
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We would like the final local trivialization to have standard fiber U(1). Com-
pose the canonical torsor isomorphism U(1)∗ ∼= U(1) with the second component
of ψ∗i to get what we call φ
∗
i : (pi
∗)−1(Ui) → Ui × U(1), which is U(1)-equivariant
for the bundle action ρ∗ on (pi∗)−1(Ui) and the product of the trivial action on Ui
and the action of U(1)∗.
If the original bundle’s transition functions are gji, then those of the dual are
gji.
Lemma 10.16. (Uses of ∗; the Double Dual of a Principal U(1) Bundle). We
denote the map (∗)−1 also by ∗. Then given a principal U(1) bundle P , P ∗∗ = P .
Given z ∈ U(1) and p ∈ P , p∗z = ρ∗(p∗, z) = (ρ(p, z))∗ = (pz)∗, as elements of
principal bundles; ∗ is an inverse-equivariant homeomorphism of the topological
spaces that are the total spaces of the principal U(1) bundles.
Proof. That the natural pairing is bi-equivariant follows from the definitions. That
it is continuous follows by using local trivializations and lemma 10.6, the result
for torsors analogous to this one.
We won’t define Hom for principal bundles. The situation is not as simple as
for torsors since the topology of the base space comes into play.
Lemma 10.17. (Canonical Isomorphisms of Principal U(1) Bundles). Given prin-
cipal U(1) bundles P, P1, P2, P3, and B × U(1) the trivial principal bundle with
action given by multiplication, all over the same base B, there are canonical nat-
ural isomorphisms of principal U(1) bundles, given on fibers by the canonical
isomorphisms for U(1) torsors of lemma 10.9:
P1 ⊗ (P2 ⊗ P3) ∼= (P1 ⊗ P2)⊗ P3
P1 ⊗ P2 ∼= P2 ⊗ P1
(B × U(1))⊗ P ∼= P
P ∗ ⊗ P ∼= B × U(1)
P ∼= P ∗∗ (by id ; they are equal)
(P1 ⊗ P2)∗ ∼= P ∗1 ⊗ P ∗2 .
We will generally treat the first two isomorphisms, for associativity and commu-
tativity of tensor products, as identifications.
Proof. Associativity and commutativity follow from a universal property of prin-
cipal U(1) bundles; see the proof of lemma 10.9 for more words and a reference.
These isomorphisms follow directly from the fiberwise canonical isomorphisms;
each one is a U(1)-equivariant map covering the identity. Further, using local
trivializations and canonical isomorphisms for various expressions in the trivial
torsor U(1), each one is continuous. Then by lemma 2.22 it’s a principal U(1)
bundle isomorphism.
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The existence of the isomorphisms can also be obtained by looking at transition
functions. For example, if gji is the transition function for P over Ui ∩ Uj, then
g∗ji, its complex conjugate, is that for P
∗, whence that for P ∗⊗P is their product,
which is the constant function 1, corresponding to the trivial bundle.
Note 10.18. (Properties and Categorical Notes for Principal U(1) Bundles). The
analogs of the general statements not involving Hom for torsors in note 10.10 are
valid for principal bundles. (The more precise category theoretical statements
in that note involve Hom.) In addition, up to canonical isomorphisms that we
will treat as identifications, dual and tensor product commute with pullbacks.
We will also treat as identifications the canonical isomorphisms of pullbacks via
compositions of maps. None of these isomorphisms, whether for associativity or
commutativity of tensor products or related to pullbacks, introduces U(1) phase
factors.
10.3 Continuous Bundle Gerbe Definition
Definition 10.19. (Fiber Product Powers of a Space). Denote by pii the projec-
tions from the r-fold cartesian product of topological spaces to the i-th factor, by
pii the projection to the (r−1)-fold cartesian product omitting the i-th factor, and
by pii1...ip the projections onto the (r− p)-fold cartesian product of factors i1 . . . ip,
that is, omitting all factors except i1 . . . ip.
For Y a topological space, p < q ∈ N, and a sequence i1 . . . iq of q integers each
in the range [1, p], define an extended version of the diagonal map,
∆i1...iqp : Y
p → Y q
(y1, . . . , yp) 7→ (yi1 , . . . , yiq).
Given a continuous map pi : Y → X, for r ∈ N, the r-fold fiber product of Y ,
denoted Y [r], is the subspace of r-tuples (y1, . . . , yr) in the r-fold cartesian product
of Y such that pi(yi) = pi(yj) for all i, j. Let pii, pii, pii1...ir , and the ∆
i1...iq
p denote
also the maps induced for fiber products.
Note that the names for the projections are duplicated for different domains;
e.g. pi1 : Y
[2] → Y , but also pi1 : Y [3] → Y [2], so the context must be kept in mind.
Definition 10.20. (Continuous Bundle Gerbes). Suppose X and Y are topolog-
ical spaces, X paracompact, and such that each open cover of X has a refinement
that is a good cover, meaning an open cover with all nonempty finite intersec-
tions contractible. The object denoted variously (P, Y ), (P, Y,X), (P, p, Y, pi,X),
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(m,P, p, Y, pi,X), or
P
Y [2] Y
X
.......................................
...
p
.........................................
.
pi1
.........................................
.
pi2
.......................................
...
pi
is a “continuous” bundle gerbe over X if
1. Y → X is a continuous surjection with local sections. Here, a local section
on an open neighborhood U of x ∈ X doesn’t need to start at any particular
given point in Y above x; it is just some continuous map σ : U → Y such
that pi ◦ σ = idU .
2. P → Y [2] is a continuous principal U(1) bundle
3. There is an associative bundle gerbe multiplication m, an isomorphism of
continuous principal U(1) bundles over Y [3],
m : pi∗12P ⊗ pi∗23P ∼→ pi∗13P
such that the following diagram of continuous principal U(1) bundles over
Y [4] commutes up to canonical natural isomorphism that we treat as identi-
fications:
pi∗12P ⊗ pi∗23P ⊗ pi∗34P pi∗13P ⊗ pi∗34P
pi∗12P ⊗ pi∗24P pi∗14P
..............................................................................................................................................
.
pi∗123m⊗ id
.....................................................................................................
....
id⊗pi∗234m
.....................................................................................................
....
pi∗134m
...............................................................................................................................................................................................
.
pi∗124m
where the isomorphisms not shown are for associativity of tensor products
and, in the construction of the pullbacks of m, composition of pullbacks; as
indicated by long equal signs in the diagram of Stevenson (2000, page 18).
Note 10.21. (Bundle Gerbe Multiplication on Fibers). In terms of fibers Pyi,yj ,
which are U(1) torsors, the bundle gerbe multiplication defines for any (y1, y2, y3) ∈
Y [3], an isomorphism of U(1) torsors, by abuse of notation also called m,
m : Py1,y2 ⊗ Py2,y3 ∼→ Py1,y3 ,
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and similarly the associativity diagram of bundles leads, for any (y1, y2, y3, y4) ∈
Y [4], to a commutative diagram of isomorphisms of U(1) torsors.
We will also abuse notation frequently by calling pullbacks of m, m.
On a practical note for proofs, it often seems easier to deal with bundle gerbe
multiplication on fibers rather than using pullbacks to get bundle maps. Reasoning
about fibers can give the values of maps, but to verify continuity across fibers, it’s
necessary, whether explicitly or not, to use bundle maps in order to take advantage
of the fact that bundle gerbe multiplication is one.
To understand the concept of a bundle gerbe it may help to suppose for a
moment that X consists of one point, X = {x}. The picture to follow will also
work for the part of any bundle gerbe that lies above a particular point x ∈ X.
For a larger set X, the “fibers” are glued together by the topology of Y . What lies
above x can be viewed as a particular kind of groupoid, here a small category for
which the set of objects can be identified with Yx, such that for every pair of objects
(y1, y2) ∈ (Y [2])x = (Yx)2 there is a set of morphisms Py1,y2 - all isomorphisms -
that is a U(1) torsor (see definition 2.9). What lies above x has been termed a
groupoid with band U(1).
The U(1) torsors over some pairs of points of (Y [2])x, those pairs of the form
((y1, y2), (y2, y3)), are related together by the bundle gerbe multiplication, which
allows us to compose morphisms Py1,y2 with those in Py2,y3 . If we were to take
morphisms in Py1,y2 as mapping y1 ← y2, in the way we have defined subscripts for
bundle transition functions, the notation for bundle gerbe multiplication and the
usual notation for composition of morphisms would be in the same order. However,
sticking with the other notation, more closely allied to European languages than
Arabic, we take φ12 ∈ Py1,y2 as an arrow y1 → y2 and similarly with φ23 ∈ Py2,y3 ,
and so m(φ12 ⊗ φ23) ∈ Py1,y3 corresponds to φ23 ◦ φ12. Associativity of bundle
gerbe multiplication translates to associativity of composition of morphisms. The
canonical isomorphisms in lemma 10.22 to come, Py1,y2
∼= P ∗y2,y1 and Py,y ∼= U(1),
make sense in terms of inverses of isomorphisms and the identity map. For the
latter, if the morphisms between the pair of objects (y, y) were actual maps,
since the identity morphism would be distinguished, there would be a canonical
identification of the U(1) torsor with U(1).
As applied in this thesis, the U(1) torsors of the groupoid will be sets of unitary
intertwiners between two Fock representations, and the bundle gerbe multiplica-
tion will be composition of unitary operators. It will be useful to know not only
if there is an isomorphism of a torsor with U(1), but whether that isomorphism
maps the identity intertwiner to 1. To allow stating this for general continuous
bundle gerbes, we use the property m(ι ⊗ ι) = ι, which for an invertible (in par-
ticular, unitary) operator on a Hilbert space is satisfied only by the identity. Let
us make more formal some of the connections with groupoids just discussed.
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10.4 Multiplicative Identity, Inverse, and Related Isomorphisms
A bundle gerbe’s multiplication is related to the abelian group structures up to
canonical isomorphism on U(1) torsors and principal bundles mentioned in notes
10.10 and 10.18. This confirms the groupoid viewpoint discussed at the end of
section 10.3. Given a bundle gerbe (P, Y,X), there are bundle gerbe multiplicative
identity elements in each fiber Py,y, and inverse elements in Py2,y1 for elements in
Py1,y2 , and continuity in a sense related to sections of suitable pullbacks of P . We
start with relevant torsor and bundle canonical isomorphisms.
Lemma 10.22. (Canonical Multiplication Related Isomorphisms). Given a bun-
dle gerbe (P, Y,X), and defining τ : Y [2] → Y [2] by τ(y1, y2) = ∆212 (y1, y2) =
(y2, y1),
Py,y ∼= U(1) (10.23)
Py2,y1
∼= P ∗y1,y2 (10.24)
(∆112 )
∗P ∼= Y [2] × U(1) (10.25)
(∆222 )
∗P ∼= Y [2] × U(1)
τ ∗P ∼= P ∗. (10.26)
Proof. From multiplication and lemma 10.9, we have for isomorphism 10.23
Py,y ⊗ Py,y m−→ Py,y
(Py,y ⊗ Py,y)⊗ P ∗y,y ∼= Py,y ⊗ P ∗y,y
Py,y ⊗ U(1) ∼= U(1)
Py,y ∼= U(1),
and for isomorphism 10.24,
Py1,y2 ⊗ Py2,y1 m−→ Py1,y1 ∼= U(1)
P ∗y1,y2 ⊗ (Py1,y2 ⊗ Py2,y1) ∼= P ∗y1,y2 ⊗ U(1)
Py2,y1
∼= P ∗y1,y2 .
To deal with the bundles, consider what spaces they are over. Both sides of
the bundle “equations” in the lemma statement are principal U(1) bundles over
Y [2]. Since we use bundle gerbe multiplication, we will need to consider bundles
over Y [3], but we won’t need bundle gerbe multiplication associativity and Y [4].
Otherwise we will follow the corresponding proofs for the torsors.
Using the method of proof for 10.23 as a model for 10.25, we see that it should
start by using bundle gerbe multiplication, which involves pullbacks of P to Y [3],
using it for fibers with all the y’s equal, but giving a result about bundles over
Y [2]. As we will do many times, we will pull back m and still call it m. Pull back
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the bundle multiplication isomorphism by ∆1112 : Y
[2] → Y [3]:
∆1112
∗
pi∗12P ⊗∆1112 ∗pi∗23P ∼= ∆1112 ∗pi∗13P, or
(∆112 )
∗P ⊗ (∆112 )∗P ∼= (∆112 )∗P,
since pi12 ◦∆1112 = pi23 ◦∆1112 = pi13 ◦∆1112 = ∆112 . Using lemma 10.17:
((∆112 )
∗P ⊗ (∆112 )∗P )⊗ ((∆112 )∗P )∗ ∼= (∆112 )∗P ⊗ ((∆112 )∗P )∗
(∆112 )
∗P ∼= Y [2] × U(1).
The isomorphism for ∆222 is exactly similar. To use 10.24 as a model for 10.26,
pull back the multiplication isomorphism by ∆1212 and note that pi12◦∆1212 = idY [2] ,
pi23 ◦∆1212 = τ , and pi13 ◦∆1212 = ∆112 ; the rest is analogous to the case of torsors:
∆1212
∗
pi∗12P ⊗∆1212 ∗pi∗23P ∼= ∆1212 ∗pi∗13P, or
P ⊗ τ ∗P ∼= (∆112 )∗P ∼= Y [2] × U(1),
P ∗ ⊗ P ⊗ τ ∗P ∼= P ∗ ⊗ (Y [2] × U(1)),
τ ∗P ∼= P ∗.
It turns out that the ideas of multiplicative identities and inverses, part of
the conceptual groupoid viewpoint, are also useful in calculations in proofs later,
providing some actual equations amidst many canonical isomorphisms.
Definition 10.27. (Bundle Gerbe Multiplicative Identity and Inverse Elements
and Sections). Given a bundle gerbe (P, Y,X) and y ∈ Y , call an element ιy,y ∈
Py,y such that m(ιy,y ⊗ ιy,y) = ιy,y a (multiplicative) identity element of Py,y.
Call a continuous section ι : Y [2] → (∆112 )∗P a (multiplicative) identity section
of (∆112 )
∗P if for every y ∈ Y , ι(y1, y2) is an identity element of P∆112 (y1,y2) = Py1,y1 .
Similarly for (∆222 )
∗P .
Given a continuous map f : W → Y [2], call a continuous section ιf : W →
f ∗(∆112 )
∗P a (multiplicative) identity section of f ∗(∆112 )
∗P if for every w ∈ W ,
ιf (w), or more precisely its second component since (f
∗(∆112 )
∗P )w = {w} ×
P∆112 ◦f(w), is an identity element of P∆112 ◦f(w). Similarly for f
∗(∆222 )
∗P .
Given (y1, y2) ∈ Y [2] and p12 ∈ Py1,y2 , call p21 ∈ Py2,y1 a (multiplicative) inverse
(element) of p12 if m(p12 ⊗ p21) = ι11, with ι11 an identity element of Py1,y1 . If so,
we may write p21 = p
−1
12 .
Define τ : Y [2] → Y [2] by τ(y1, y2) = ∆212 (y1, y2) = (y2, y1). Given a contin-
uous map f : W → Y [2] and a continuous section α : W → f ∗P , call a section
β : W → f ∗τ ∗P a (multiplicative) inverse (section) of α if m(α⊗ β) = ιf , for ιf a
(multiplicative) identity section of f ∗(∆112 )
∗P . If so, we may write β = α−1.
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Note 10.28. (The Fiberwise Viewpoint is Helpful with Bundle Gerbe Multiplica-
tion). It can be helpful to recall what points in Y [2] are involved in use of bundle
gerbe multiplication; to look at a situation fiberwise at first.
The following innocuous or perhaps trivial facts were very helpful in construct-
ing proofs of facts relating to the Dixmier-Douady class.
Lemma 10.29. (Bundle Gerbe Multiplicative Identity and Inverse Elements and
Sections). Given a bundle gerbe (P, Y,X), for each y ∈ Y there is a unique identity
element ιy,y ∈ Py,y. There is a continuous unique identity section ι of (∆112 )∗P ,
ι(y1, y2) = ((y1, y2), ι∆112 (y1,y2)) = (y1, y2, ιy1,y1), obtained by multiplying any given
section by a continuous U(1)-valued function. Similarly for the continuous unique
identity section κ of (∆222 )
∗P .
Given (y1, y2) ∈ Y [2] and p12 ∈ Py1,y2 , m(ι11⊗p12) = p12 and m(p12⊗ι22) = p12.
Given a continuous map f : W → Y [2], there is a unique identity section ιf
of f ∗(∆112 )
∗P , and ιf = idW ×(ι ◦ f). Given a continuous section α : W → f ∗P ,
m(ιf ⊗ α) = α. Similarly there is a unique identity section κf = idW ×(κ ◦ f) of
f ∗(∆222 )
∗P , and m(α⊗ κ) = α.
Given (y1, y2) ∈ Y [2] and p12 ∈ Py1,y2 , there is a unique multiplicative inverse
p−112 = p21 ∈ Py2,y1 of p12, which satisfies as well as the defining property, m(p21 ⊗
p12) = ι22. Similarly, there is a unique inverse section α
−1 = β corresponding to
α, and as well as the defining property m(α, β) = ιf , we have also m(β, α) = κf .
Given a continuous ζ : W → U(1), (ζα)−1 = ζ−1α−1.
Suppose f : W → Y [3] is a continuous map and α12, α23 are continuous sections
of f ∗pi∗12P , f
∗pi∗23P respectively. Then m(α
−1
23 ⊗ α−112 ) = (m(α12 ⊗ α23))−1.
Proof. We use the facts that P is a principal U(1) bundle and Py,y is a U(1) torsor,
properties of such torsors and bundles as in lemmas 2.21, 10.9 and 10.17, the fact
that m is an isomorphism of such torsors or bundles as the case may be, and
lemma 10.22. First we prove the results for torsors.
Take any py ∈ Py,y; then m(py ⊗ py) = zpy for some z ∈ U(1). Hence ιy,y =
z−1py is a multiplicative identity in Py,y. Conversely, since m((vιy,y) ⊗ (vιy,y)) =
v(vιy,y), ιy,y is the only multiplicative identity in Py,y.
Let m(ι11 ⊗ p12) = zp12; then zp12 = m(ι11 ⊗ p12) = m(m(ι11 ⊗ ι11) ⊗ p12) =
m(ι11 ⊗m(ι11 ⊗ p12)) = m(ι11 ⊗ (zp12)) = zm(ι11 ⊗ p12) = z2p12, whence z = 1
and m(ι11 ⊗ p12) = p12. Similarly m(p12 ⊗ ι22) = p12.
Take any p21 ∈ Py2,y1 ; then m(p12 ⊗ p21) = zι11 for some z ∈ U(1), whence
z−1p21 is a multiplicative inverse of p12. Conversely, since m(p12 ⊗ (v(z−1p21))) =
vι11, z
−1p21 is the only multiplicative inverse of p12.
To see that if p21 is a (right) inverse for p12, it is also a left inverse of p12,
note that m(p21 ⊗ p12) = zι22 for some z ∈ U(1). Then p12 = m(ι1 ⊗ p12) =
m(m(p12 ⊗ p21)⊗ p12) = m(p12 ⊗m(p21 ⊗ p12)) = m(p12 ⊗ (zι22)) = zp12, whence
z = 1 and m(p21 ⊗ p12) = ι22.
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The bundle statements can be proved somewhat similarly, replacing z, v ∈ U(1)
with continuous U(1)-valued functions ζ, υ, or by relying on the torsor statements.
The existence and uniqueness of ι can be seen using the method of proof of
isomorphism 10.25 of lemma 10.22 by noting that since piij ◦ ∆1112 = ∆112 for
ij ∈ {12, 23, 13} we can pull back the bundle gerbe multiplication isomorphism
by ∆1112 to obtain the following isomorphism of principal U(1) bundles:
(∆112 )
∗P ⊗ (∆112 )∗P m−→ (∆112 )∗P.
Take any section η of (∆112 )
∗P , which has global sections since it is a trivializable
principal U(1) bundle by lemma 10.22. Since m(η ⊗ η) and η are sections of
the same principal U(1) bundle (∆112 )
∗P , they differ by a factor of a continuous
function ζ : Y [2] → U(1), whence by the reasoning used for torsors, ι = ζ−1η (here
ζ−1(y1, y2) means (ζ(y1, y2))−1) is an identity section, in fact the unique one.
For ιf , first we verify that for every w ∈ W , the rightmost component (the one
that is an element of P ) of ιf (w) = (w, (ι◦f)(w)) is an identity element of P∆112 ◦f(w).
Unraveling the definitions this is true since ι is an identity section of (∆112 )
∗P . Fur-
thermore, since the identity element of each P∆112 ◦f(w) = Ppi1◦f(w),pi1◦f(w) is unique
and the other components of ιf must be what they are, ιf is unique. Its continuity
follows from its formula.
Then we check that m(ιf , α) = α. First pull back the multiplication isomor-
phism pi∗12P⊗pi∗23P m−→ pi∗13P by ∆1122 to obtain, since pi23◦∆1122 = idY [2] = pi13◦∆1122 ,
(∆112 )
∗P⊗P m−→ P , then pull that back by f to get (f ∗(∆112 )∗P )⊗(f ∗P ) m−→ (f ∗P ).
We have that ιf is a section of the first factor on the left, and α of the sec-
ond. Since f ∗P has a section, it is trivializable, and so the right hand side is
some ζ : W → U(1) times α. As in previous argument, ζα = m(ιf ⊗ α) =
m(m(ιf ⊗ ιf )⊗ α) = m(ιf ⊗m(ιf ⊗ α)) = m(ιf ⊗ (ζα)) = ζ2α, where the second
equality follows by evaluating at w ∈ W from the fact that ιf (w) is an identity
element. Thus ζ = 1. The proof for κf is similar.
For β, pull back the bundle gerbe multiplication isomorphism by ∆1212 to obtain
P ⊗ (τ ∗P ) m−→ (∆211)∗P , and pull that back by f to get (f ∗P ) ⊗ (f ∗τ ∗P ) m−→
(f ∗∆211)∗P . We have that α is a section of the first factor on the left, ιf is
a section of the right, and β will be a section of the second factor on the left.
Proceed as in previous argument, letting β˜ be any section of f ∗τ ∗P , which has
sections because f ∗P does; because f ∗τ ∗P ∼= f ∗P ∗ ∼= (f ∗P )∗ using isomorphism
10.26 of lemma 10.22 and note 10.18. Then m(α, β˜) = ζιf for some continuous
ζ : W → U(1); and we set β = ζ−1β˜, where the inverse is of the value, not an
inverse map.
Note: α itself gives rise via the canonical isomorphisms in the last paragraph
to a section β˜, which looking to the action on elements of isomorphism 10.26 as
discussed in corollary 10.30 to come, in fact is equal to β; we have a sort of formula
for the inverse of α, namely a canonical isomorphism composed with α∗.
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The statement about β and κ follows from reasoning like that used for torsors,
pulling back the bundle gerbe multiplication associativity diagram by ∆12122 for
the multiplications one would write.
The statement about ζα follows from evaluation at w ∈ W .
For the inverse of a product, the result is equivalent to m(m(α12 ⊗ α23) ⊗
m(α−123 ⊗ α−112 )) = m(m(α12 ⊗ m(α23 ⊗ α−123 )) ⊗ α−112 ) = ιpi12◦f . For those with
patience, the validity of the multiplication and associativity could be seen by
pulling back an appropriately constructed diagram by something like ∆123213 .
The following results would naturally appear in lemma 10.22. It is to avoid the
appearance of circular reasoning that they are here, since their proof uses parts
of lemma 10.29, and part of that lemma in turn depends on part of lemma 10.22.
Corollary 10.30. (Multiplication Related Isomorphisms on Elements) Isomor-
phism 10.23 of lemma 10.22, Py,y ∼= U(1), is given on elements by ιy,y 7→ 1. Iso-
morphism 10.24, Py2,y1
∼= P ∗y1,y2 , is given on elements as follows. For p21 ∈ Py2,y1
let p12 = p
−1
21 ∈ Py1,y2 denote its multiplicative inverse element. Then p21 7→ p∗12 =
(p−121 )
∗. On fibers isomorphism 10.25 acts like 10.23, and 10.26 like 10.24.
Proof. Recalling the proof of isomorphism 10.23,
Py,y ⊗ Py,y m−→ Py,y
(Py,y ⊗ Py,y)⊗ P ∗y,y ∼= Py,y ⊗ P ∗y,y
Py,y ⊗ U(1) ∼= U(1)
Py,y ∼= U(1), that is,
py,y 7→ py,y ⊗ 1 7→ py,y ⊗ (py,y ⊗ p∗y,y) 7→ m(py,y, py,y)⊗ p∗y,y,
following the left side up to the second line, then across. Substituting ιy,y for
py,y, and going down on the right side, ιy,y 7→ m(ιy,y, ιy,y)⊗ ι∗y,y = ιy,y ⊗ ι∗y,y 7→ 1,
referring to maps on elements of lemma 10.9.
Recalling the proof of isomorphism 10.24,
Py1,y2 ⊗ Py2,y1 m−→ Py1,y1 ∼= U(1)
P ∗y1,y2 ⊗ (Py1,y2 ⊗ Py2,y1) ∼= P ∗y1,y2 ⊗ U(1)
Py2,y1
∼= P ∗y1,y2 ,
the statement about elements can be seen by following the left side up from bottom
to middle line in two steps, then across and down the right side: p21 7→ 1⊗ p21 7→
p∗12 ⊗ p12 ⊗ p21 7→ p∗12 ⊗ ι11 7→ p∗12 ⊗ 1 7→ p∗12, using the first part of the corollary
statement.
The statements about bundles follow from the statements about torsors, since
the proofs of the bundle isomorphisms in lemma 10.22 were done by applying to
bundles the reasoning used there for torsors.
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Note 10.31. (Motivation for the Definition of Triviality). Next we would like to
define triviality of a bundle gerbe. We reason by analogy with triviality of a
principal U(1) bundle, but don’t define a canonically trivial bundle gerbe as a
product bundle gerbe.
A principal U(1) bundle is isomorphic to the canonical trivial bundle, the
product bundle, if and only if it has a global section, which gives rise by the local
trivializations on open sets Ui to functions hi : Ui → U(1) that give a simple form
for the transition functions gji = hjh
−1
i on nonempty intersections of two open
sets. These transition functions are a Cˇech 1-cocycle, in fact for a good cover are
the first Chern cohomology class; and the simple form says that this class is zero,
i.e. that the cocycle is a coboundary. Conversely such a set of hi gives rise to a
global section.
A canonical trivial bundle gerbe is one in which the P bundle is of the form
δ(R), for R a principal U(1) bundle over Y , the coboundary map δ of definition
10.68, and with bundle gerbe multiplication defined in a natural way. That a
bundle gerbe is isomorphic to a canonical trivial bundle gerbe with the same base
and Y space, is equivalent to the existence of a principal U(1) bundle isomorphism
between P and δ(R) that respects bundle gerbe multiplication. Bundle gerbe
multiplication and local sections of Y give rise to a Cˇech 2-cocycle, defined on
nonempty intersections of three open sets, which is used to define the bundle
gerbe’s Dixmier-Douady cohomology class, the vanishing of which is equivalent to
triviality. We will be more precise; but first, to prepare for using Cˇech cohomology,
an interlude of sheaf theory.
10.5 Direct Limits, Category and Sheaf Theory
The reader is not expected to know much about categories apart from what
categories, functors, natural transformations, initial and terminal objects are, nor
anything about sheaves. The definitions and results we use are collected here.
However, these are just the bare bones needed for the small part of Cˇech coho-
mology needed in the thesis. Read in the references for better understanding. On
the other hand, this section can be skipped and referred to later if desired.
References differ on the definition of the direct limit used in the definition of
Cˇech cohomology, though in cases examined, the results appear equivalent. A set
theoretic problem arises from using indexed covers of a space, the collection of
which, without some sort of limitation, is a proper class. References deal with
this in various ways, including ignoring it. Some references require antisymmetry
in the order relation on the index sets, and others don’t. There is the question
of whether empty intersections are allowed in the definition of the cochains; we
need the possibility because of using the inverse image, or pullback, of a cover.
The cochains may be alternating functions of index tuples, or not. To suit our
needs, we combine aspects of more than one reference’s definition. We start here
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by defining the kind of order relation we require, direct systems, their morphisms,
and direct limits. Then after material on category theory, presheaves and sheaves,
the next section will define Cˇech cohomology, with coefficients in presheaves and
hence in sheaves.
Definition 10.32. (Pre-Orders). (Tennison, 1975, page 3) A pre-order ≤ on a
set Λ is a relation satisfying:
1. for every α ∈ Λ, α ≤ α (reflexivity)
2. for α, β, γ ∈ Λ, if α ≤ β and β ≤ γ, then α ≤ γ (transitivity).
We will also view a set Λ with a pre-order as an abstract category with one object
per element of Λ, and for α, β ∈ Λ, exactly one morphism α→ β when α ≤ β.
(Eilenberg and Steenrod, 1952, page 212) Λ′ ⊂ Λ is a cofinal subset when given
any α ∈ Λ, there is a β ∈ Λ′ such that α ≤ β.
We do not require antisymmetry.
Definition 10.33. (Directed Sets). (Tennison, 1975, page 3) A directed set Λ is
a set with a pre-order for which given any α, β ∈ Λ, there is a γ ∈ Λ such that
α ≤ γ and β ≤ γ.
Viewing Λ as a category as in definition 10.32, the additional requirement for
a directed set is that for any objects α, β, there is an object γ such that there are
morphisms α→ γ, β → γ.
Λ′ ⊂ Λ is a cofinal subset when it is a cofinal subset as a set with a pre-order.
This implies that Λ′ also, is a directed set.
Definition 10.34. (Direct Systems of Abelian Groups). (Tennison, 1975, pages
3, 7) A direct system (A, ρ) of abelian groups over, or indexed by a directed set
Λ is a family {Aα | α ∈ Λ} of abelian groups together with, for each α ≤ β in Λ,
a homomorphism ρα,β : Aα → Aβ, satisfying
1. for every α ∈ Λ, ρα,α = id
2. for α, β, γ ∈ Λ, if α ≤ β and β ≤ γ, then ρα,γ = ρβ,γ ◦ ρα,β.
We may indicate the directed set just by A, or also by (Λ, A, ρ).
(Rotman, 2009, page 237) Viewing Λ as a category, a direct system of abelian
groups indexed by a directed set Λ is a covariant functor A : Λ→ Ab, the category
of abelian groups; A(α) = Aα and A(α→ β) = ρα,β.
(Eilenberg and Steenrod, 1952, page 214) (Rotman, 2009, page 255) If Λ′ ⊂ Λ
is a cofinal set, the abelian groups and and homomorphisms corresponding to
elements and relations in Λ′ form a direct system (Λ′, A′, ρ′), called a subsystem
of (Λ, A, ρ). If Λ′ is cofinal in Λ, the subsystem is called cofinal.
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Definition 10.35. (Morphisms of Direct Systems of Abelian Groups). (Eilenberg
and Steenrod, 1952, pages 212–214) A morphism (Ψ, ψ) of direct systems (Λ, A, ρ),
(Υ, B, σ) of abelian groups consists of
1. a function Ψ: Λ→ Υ such that for α, β ∈ Λ, α ≤ β ⇒ Ψ(α) ≤ Ψ(β)
2. a collection of homomorphisms {ψα : Aα → BΨ(α) | α ∈ Λ} such that for
α, β ∈ Λ and α ≤ β, σΨ(α),Ψ(β) ◦ ψα = ψβ ◦ ρα,β.
(Rotman, 2009, pages 246–247) From the categorical viewpoint, a morphism
from the direct system of abelian groups (Λ, A, ρ), denoted here by F : Λ→ Ab, to
the direct system of abelian groups (Υ, B, σ) or G : Υ→ Ab, consists of a functor
Ψ: Λ→ Υ and a natural transformation ψ from F to G ◦Ψ.
The composition of morphisms of direct systems of abelian groups is defined by
the compositions of the functors and the natural transformations. More precisely,
given direct systems of abelian groups F1 : Λ1 → Ab, F2 : Λ2 → Ab, F3 : Λ3 → Ab,
and morphisms (Ψ12, ψ12) : F1 → F2 and (Ψ23, ψ23) : F2 → F3, define
(Ψ23, ψ23) ◦ (Ψ12, ψ12) = (Ψ23 ◦Ψ12, (ψ23)Ψ12◦ ◦ ψ12),
where the notation (ψ23)Ψ12◦ means that for an object α ∈ Λ1, we use the homo-
morphism F2(Ψ12(α))→ F2 ◦Ψ23(Ψ12(α)) of the natural transformation ψ23.
(Eilenberg and Steenrod, 1952, page 214) Given a subsystem of a direct system
of abelian groups, the inclusion Λ′ → Λ and identity maps on the abelian groups,
constitute a morphism of direct systems called the injection.
Note 10.36. (Abelian Groups can be Made Into Direct Systems). Any abelian
group B can be made into a direct system indexed by a set with one element.
Then a morphism from a direct system (Λ, A, ρ) into the abelian group amounts
to a collection of homomorphisms ψα : Aα → B for α ∈ Λ, such that ψα = ψβ ◦ρα,β
for α ≤ β in Λ.
Definition 10.37. (Targets of a Direct System of Abelian Groups). (Tennison,
1975, pages 4, 7) Given a direct system (A, ρ) of abelian groups, a target (B, σ) for
the system is an abelian group B and a collection of homomorphisms {σα : Aα →
B | α ∈ Λ} such that for α, β ∈ Λ with α ≤ β, σβ = σα ◦ ρα,β.
(Rotman, 2009, page 238) Viewing Λ as a category and the direct system as a
functor A, a target is a constant functor CB : Λ→ Ab, value on objects B and on
morphisms id, together with a natural transformation σ from A to CB.
For concreteness, rather than using its universal property to define the direct
limit of a direct system of abelian groups only up to unique isomorphism, we
define it by its construction and give the universal property as a consequence.
113
Definition 10.38. (The Direct Limit of a Direct System of Abelian Groups).
(Tennison, 1975, pages 6, 8) Suppose given a direct system (A, ρ) of abelian groups.
Define the direct limit of the system, (lim−→α∈ΛAα, τ), usually referred to as just
lim−→α∈ΛAα, as the target for the direct system, given by
1. for the abelian group, the quotient of ⊕α∈ΛAα (with natural injections for
each β ∈ Λ, inclβ : Aβ → ⊕α∈ΛAα) by the subgroup of the direct sum
generated by inclα(g)− inclβ ◦ρα,β(g) for all α ≤ β and all g ∈ Aα
2. the collection of insertion homomorphisms, τβ = pi ◦ inclβ : Aβ → lim−→α∈ΛAα,
for β ∈ Λ, where pi is the quotient homomorphism.
Note 10.39. (Direct Limit Properties). (Tennison, 1975, pages 4, 7) The direct
limit satisfies a universal property that could be used to define it up to unique
isomorphism: given a target (B, σ) for the direct system, there is a unique homo-
morphism µ : lim−→α∈ΛAα → B such that for every α ∈ Λ, σα = µ ◦ τα.
(Tennison, 1975, pages 5–8) Each element of the direct limit has a represen-
tative in a single Aα. The image in the direct limit of an element of Aα is zero
exactly when that element is mapped to zero by some ρα,β for β ≥ α.
(Eilenberg and Steenrod, 1952, pages 222–223) A morphism of direct systems
induces a homomorphism between the resulting direct limits, compatible with
the homomorphisms of the morphism and the insertion homomorphisms of the
direct limits. That is, a morphism (Ψ, ψ) from (Λ, A, ρ) to (Υ, B, σ) induces a
homomorphism µ : (lim−→α∈ΛAα, σ)→ (lim−→β∈ΥBβ, τ) such that µ ◦ σα = τΨ(α) ◦ ψα.
This homomorphism is called the direct limit of the morphism.
The operation of assigning the direct limits to each direct system and to each
morphism of direct systems is a covariant functor from the category of direct
systems and morphisms, to that of abelian groups.
If Λ′ is cofinal in Λ, the injection morphism induces an isomorphism between
the direct limits. In the case of note 10.36, this recovers the universal property of
direct limits.
Suppose given a morphism of direct systems (Ψ, ψ) from (Λ, A, ρ) to (Υ, B, σ).
If there exists a directed set ∆ ⊂ Λ that is cofinal in Λ, such that Ψ(∆) is cofinal
in Υ, and ψα is an isomorphism for each α ∈ Λ, then the direct limit of the
morphism is an isomorphism.
(Rotman, 2009, pages 246–247) (Eilenberg and Steenrod, 1952, pages 224–225)
Defining a direct system of sequences of homomorphisms of abelian groups as a col-
lection of sequences, one sequence for each element of a directed set, each position
of each sequence belonging to a direct system of abelian groups over the directed
set, with the sequence and direct system homomorphisms commuting, then if each
sequence is a (co)chain complex, or exact, so is the direct limit sequence.
Note 10.40. (Directed Classes, Cofinality, and Set Theoretical Issues). It’s possible
to define a directed class, a cofinal directed class, and a direct system over a
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directed class, analogously to the cases with directed sets, as in Rotman (2009,
pages 390–391). Without defining the direct limit of a direct system over a directed
class, one still has the following result.
Given a directed class Λ and a direct system (Λ, A, ρ), if ∆1 and ∆2 are cofinal
in Λ and both ∆1 and ∆2 are sets, then lim−→δ∈∆1 Aδ ∼= lim−→δ∈∆2 Aδ.
This idea allows the comparison of various schemes, each of which makes Cˇech
cohomology well defined by reducing what one might at first come up with as a
directed class, to a directed set. Thus we can reconcile various definitions of Cˇech
cohomology that address a set theoretic problem.
Definition 10.41. (Monomorphisms and Epimorphisms). (Rotman, 2009, pages
304–305) Given objects E,F of a category C, a morphism u : E → F is a
monomorphism when it can be canceled from the left; that is, when for all objects
D and morphisms d, e : D → E, ud = ue⇒ d = e.
Given objects E,F of a category C, a morphism v : E → F is an epimor-
phism when it can be canceled from the right; that is, when for all objects G and
morphisms f, g : F → G, fv = gv ⇒ f = g.
Definition 10.42. (Subobjects and Quotient Objects). (Rotman, 2009, pages
306–307) Given an object E of a category C, a subobject of E is an equivalence
class of pairs (D, d), D an object of C and d : D → E a monomorphism, where
(D, d) ∼ (D′, d′) when there is an isomorphism φ : D → D′ with d = d′φ.
A quotient object of E is an equivalence class of pairs (G, f), G an object
of C and f : F → G an epimorphism, where (G, f) ∼ (G′, f ′) when there is an
isomorphism ψ : G′ → G with f = ψf ′.
Definition 10.43. (Additive Categories). (Rotman, 2009, page 303) A category
C is additive if
1. for objects A,B of C, Hom(A,B) is an additive abelian group
2. for objects A,B,X, Y of C, given morphisms
X A B Y..........................................
a ..........................................
f
.........................................
.
g
.........................................
.b
b(f + g) = bf + bg and (f + g)a = fa+ ga.
3. C has a zero object 0 (an object that is both initial and terminal)
4. C has finite products and finite coproducts (Rotman, 2009, pages 220–221)
Definition 10.44. (Kernels and Cokernels). (Rotman, 2009, page 305) Given ob-
jects E,F of an additive category C and a morphism u : E → F , its kernel ker(u)
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is (an object D and) a morphism i : D → E that satisfies the following universal
mapping property: ui = 0 and, for every object X and morphism e : X → E with
ue = 0, there is a unique morphism θ : X → D with iθ = e.
X
D E F..........................................i
.........................................
.
u
.......
.......
.......
.......
.......
........
...
θ
..............................................................
..
e
.......................................................................................
..
0
E F G
Y
.........................................
.u ..........................................pi
.......
.......
.......
.......
.......
........
...
θ
..............................................................
..
f
.......................................................................................
..
0
Given objects E,F of an additive category C and a morphism u : E → F , its
cokernel coker(u) is (an object G and) a morphism pi : F → G that satisfies
the following universal mapping property: piu = 0 and, for every object Y and
morphism f : F → Y with fu = 0, there is a unique morphism θ : G → Y with
θpi = f .
Definition 10.45. (Abelian Categories). (Rotman, 2009, pages 307) An additive
category C is an abelian category if every morphism has a kernel and a cokernel,
every monomorphism is a kernel, and every epimorphism is a cokernel.
Given objects D,E of C and a morphism D
d−→ E, define the image of d as the
subobject of E defined by im(d) = ker(coker(d)). A sequence D
d−→ E e−→ F in C
is exact when
im(d) = ker(coker(d)) = ker(e),
where equality is of subobjects, and the quotient object coker(d) also is an equiv-
alence class.
(Tennison, 1975, page 51) A functor G between abelian categories C,C ′, is
called exact when it maps exact sequences to exact sequences, or equivalently, for
D,E, F ∈ C,
0→ D → E → F → 0 exact ⇒ 0→ GD → GE → GF → 0 exact.
It is called left exact when the implication is only
0→ D → E → F → 0 exact ⇒ 0→ GD → GE → GF exact.
The category of abelian groups is an abelian category. If J is a category and
A is an abelian category, then the category of functors from J to A is an abelian
category. In an abelian category, a morphism is an isomorphism when it is both
a monomorphism and an epimorphism. (Mac Lane, 2000, page 199)
Definition 10.46. (Exact ∂-Functors). (Tennison, 1975, page 124) Given abelian
categories K,K ′, a ∂-functor T : K → K ′ is a sequence of functors T p : K → K ′
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for integers p ≥ 0 together with an assignment to each short exact sequence
0→ A→ B → C → 0
in K of a collection of morphisms ∂ = ∂pT : T
pC → T p+1A, such that the associated
long sequence
0→ T 0A→ T 0B → T 0C ∂−→ T 1A→ · · · → T pC ∂−→ T p+1A→ . . .
is exact, and whenever
0 A B C 0
0 A′ B′ C ′ 0
.........................................
. .........................................
. .........................................
. .........................................
.
.........................................
. .........................................
. .........................................
. .........................................
.
.......................................
...
f
.......................................
...
g
.......................................
...
h
commutes in K and has exact rows, then the corresponding diagrams
T pB
T pB′
T pC
T pC ′
T p+1A
T p+1A′
T p+1B
T p+1B′
......................................................................
...
T pg
......................................................................
...
T ph
......................................................................
...
T p+1f
......................................................................
...
T p+1g
..............................................................
.
............................................................
.
........................................................
.∂
......................................................
.∂
..................................................
.
..............................................
.
commute; i.e. ∂ is natural.
Definition 10.47. (Presheaves of Abelian Groups). (Tennison, 1975, page 1)
A presheaf A of abelian groups over a topological space X is a contravariant
functor from the category of open subsets of X and inclusions to the category of
abelian groups. The value of A on an open set U ⊂ X, A(U), is an abelian group
whose elements s ∈ A(U) are called sections of A over U . The value of A on an
inclusion V ⊂ U of open sets in X, A(V ⊂ U) = rV,U : A(U)→ A(V ), is a group
homomorphism called a restriction map, and for s ∈ A(U), rV,U(s) is called the
restriction of the section s to V . The elements of A(X) are called global sections.
(Tennison, 1975, pages 9–10) Given presheaves A,B of abelian groups over
X, denoting the corresponding restriction maps by r, s, a morphism of presheaves
φ : A → B over X is a natural transformation of the presheaves (functors). The
definition of natural transformation here is that to each open U ⊂ X corresponds
a group homomorphism φU : A(U) → B(U) such that whenever V ⊂ U , the
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following diagram commutes:
A(U) B(U)
A(V ) B(V )
.........................................................
.
φU
........................................................
.
φV
......................................................................
...
rV,U
......................................................................
...
sV,U
(Tennison, 1975, pages 8–9) Given a presheaf A of abelian groups over X, and a
point x ∈ X, define a direct system ordering open sets of X in the opposite order of
inclusion (i.e. V ⊂ U ⇔ U ≤ V ), with abelian groups A(U) and homomorphisms
ρU,V = rV,U : A(U) → A(V ). Define the stalk of A at x, Ax = lim−→U |x∈U A(U),
and denote the insertion homomorphisms of the direct limit for the stalk at x,
A(U)→ Ax, on elements by s 7→ sx.
(Tennison, 1975, page 2) We will use presheaves of continuous functions (into
Z, R, and U(1)) defined on open sets of a topological space given by the context;
then restriction has the usual meaning, and is given by composition on the right
with the inclusion mapping, f 7→ f ◦ incl.
Definition 10.48. (Sheaves of Abelian Groups). (Tennison, 1975, pages 14–15)
A sheaf A of abelian groups over a topological space X is a presheaf of abelian
groups over X that satisfies two additional conditions, given an open U ⊂ X, and
an open cover {Uλ}λ∈Λ of U :
1. given sections s1, s2 ∈ A(U) such that for every λ ∈ Λ, rUλ,U(s1) = rUλ,U(s2),
then s1 = s2 (with this condition alone A is called a monopresheaf)
2. given a family {sλ}λ∈Λ of sections with sλ ∈ A(Uλ) for every λ ∈ Λ, such that
for every λ, µ ∈ Λ, rUλ∩Uµ,Uλ(sλ) = rUλ∩Uµ,Uµ(sµ), then there is an s ∈ A(U)
such that for every λ ∈ Λ, rUλ,U(s) = sλ.
In other words, with both conditions, if sections are given on the open sets of a
covering of U that are consistent on all the overlaps, then there is exactly one
section on all of U from which they arise by restriction.
Since a sheaf overX is a presheaf overX, it inherits the definitions of morphism
of presheaves over X, and stalk, from definition 10.47.
Example 10.49. (Examples of Sheaves). (Tennison, 1975, pages 2, 17) Examples
of sheaves of abelian groups over a topological space X are presheaves of continu-
ous functions. We denote by U(1), Z, and R, the continuous U(1), Z, and R valued
functions defined on open subsets of X, using the discrete topology for Z and the
usual topologies for U(1) and R. The sheaf U(1) will be written multiplicatively
and its identity section can be written 1.
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Lemma 10.50. (Properties of Presheaves and Sheaves). (Tennison, 1975, page 49)
Presheaves of abelian groups over a given topological space X form an abelian cat-
egory Presh/X. Likewise sheaves of abelian groups over X form an abelian cate-
gory Shv/X, which is a full subcategory of Presh/X (Rotman, 2009, pages 309).
The inclusion functor Shv/X
incl−−→ Presh/X preserves kernels; is left exact.
(Tennison, 1975, pages 22–23, 34–35, 52) There is a “sheafification” func-
tor ΓL : Presh/X → Shv/X, with (ΓL)|Shv/X naturally equivalent to idShv/X .
There is a natural transformation n from idPresh/X to ΓL, and each morphism of
presheaves over X from a presheaf F to a sheaf G, f : F → G, factors uniquely
through nF : F → ΓLF . The “sheafify” functor ΓL is exact.
(Tennison, 1975, pages 37–38, 41–43, 49–51) Given a morphism of presheaves
over X, f : F → G, its kernel ker(f), cokernel Pcoker(f), and image Pim(f), the
P’s to distinguish between the Presh/X and Shv/X categories, are presheaves
over X constructed by applying the usual constructions for the abelian groups
the presheaves produce for every open set in of X. Likewise, injectivity and
surjectivity, equivalently the properties of being a monomorphism, respectively
epimorphism, are equivalent to the same properties for the abelian groups for
every open set. A sequence of morphisms of presheaves over X is exact when the
corresponding sequence of morphisms of abelian groups is exact, for every open
set of X.
Given a morphism of sheaves overX, f : F → G, the sheaf cokernel of f ,
Scoker(f), or more precisely the object that is the domain of the morphism
for the cokernel, is the sheafification ΓLPcoker(f), and there is a natural mor-
phism of presheaves (and hence sheaves) over X, G → Scoker(f), given by
G→ Pcoker(f) nPcoker(f)−−−−−→ Scoker(f), such that the composite F → G→ Scoker(f)
is zero.
Definition 10.51. (Morphisms of Presheaves Over a Map of Spaces). (Tennison,
1975, pages 55–56) Given a continuous map of topological spaces f : X → Y and
presheaves of abelian groups A over X and B over Y , a morphism over f , or f -
morphism f : B → A is a collection of abelian group homomorphisms f(U, V ), one
for each open V ⊂ Y and each open U ⊂ f−1(V ), such that if V ′ ⊂ V , U ′ ⊂ U ,
and U ′ ⊂ f−1(V ′), then the following diagram commutes:
A(U) B(V )
A(U ′) B(V ′)
........................................................................................
f(U, V )
......................................................................................
f(U ′, V ′)
......................................................................
...
rV ′,V
......................................................................
...
rU ′,U
For another viewpoint, we define the category of presheaves Presh (not over
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a particular topological space X) with objects the objects of Presh/X for all
topological spaces X, and for A ∈ Presh/X and B ∈ Presh/Y , morphisms
B → A in Presh consisting of the morphisms over continuous maps X → Y .
Note 10.52. (Notes on Morphisms Over). An f -morphism is determined by the
homomorphisms f(f−1(V ), V ), using the diagram with U = f−1(V ) and V ′ = V .
Given a sequence of two maps of topological spaces, X
f−→ Y g−→ Z, morphisms
f over f and g over g, define (f ◦ g)((g ◦ f)−1W,W ) = f(f−1g−1W, g−1W ) ◦
g(g−1W,W ) for all open W ⊂ Z, requiring compatibility with restrictions, to get
a morphism over g ◦ f .
If Y = X and f = idX , then a morphism over f is just a morphism of Presh/X.
10.6 Cˇech Cohomology
Definition 10.53. (Indexed Covers). An indexed cover {Ui | i ∈ I} for a topo-
logical space X with topology T , is a function I → T , with value on i ∈ I written
Ui, such that X ⊂
⋃
i∈I Ui.
Definition 10.54. (Refinements of Indexed Covers). (Tennison, 1975, page 141)
An indexed cover {Vj | j ∈ J} for a topological space X with topology T refines
another indexed cover {Ui | i ∈ I} for X with topology T when there is a function
φ : J → I such that for every j ∈ J , Vj ⊂ Uφ(j).
Definition 10.55. (Ordered Tuples). Given a set I and an integer p ≥ 0, an
ordered (p+ 1)-tuple σ of elements of I is a function σ : [0, p] = {q ∈ Z | 0 ≤ q ≤
p} → I. It may also be written by listing, in order, i0 = σ(0), . . . .ip = σ(p), so
that we may write σ = (i0, . . . , ip). Denote the set of (p+ 1)-tuples of elements of
I by Ip.
There is no order relation implied on I.
Definition 10.56. (Alternating Cˇech Cochains). (Tennison, 1975, pages 140, 153)
Suppose given an indexed open cover {Ui | i ∈ I} for a topological space X,
and a presheaf A of abelian groups on X. For each (p + 1)-tuple σ ∈ Ip, let
Uσ =
⋂
q∈[0,p] Uσ(q). Using the following notation, define the abelian group Cˇ
p(U,A)
of alternating p-cochains for U with coefficients in A, letting Sp+1 denote the group
of permutations of [0, p], and for τ ∈ Sp+1, letting (τ) denote the sign of the
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permutation:
s = (s(σ)) ∈
∏
σ∈Ip
A(Uσ)
s(σ) ∈ A(Uσ)
Cˇp(U,A) = {s satisfying the following:}
τ ∈ Sp+1 ⇒ s(σ ◦ τ) = (τ)s(σ)
σ not injective⇒ s(σ) = 0.
Some references define Cˇech cohomology with cochains that aren’t necessarily
alternating. However, Tennison (1975, page 153), Hartshorne (1977, page 218)
and, for Cˇech cohomology with constant coefficients, Eilenberg and Steenrod
(1952, pages 162–176) imply that an equivalent theories result. In some places,
e.g. the proof of proposition 14.25, this thesis depends on alternating cochains
defining the Dixmier-Douady class, but it might work just as well not to require
them in the definition, and instead just to make certain choices in places where it
matters, to ensure that they’re alternating.
Likewise, some references only define cochains to have values for index tuples
corresponding to nonempty intersections of open sets, but since we use inverse im-
ages of covers, empty intersections in one space may arise naturally from nonempty
intersections in another. For us, Uσ = ∅ ⇒ s(σ) ∈ A(∅) = {0}.
Definition 10.57. (Cˇech Cohomology). (Tennison, 1975, pages 140–142, 153)
Given a topological space X, an indexed open cover U = {Ui}i∈I of X, and a
presheaf A of abelian groups over X, define the coboundary operator
δ : Cˇp(U ;A)→ Cˇp+1(U ;A) by
δc(i0, . . . , ip) =
p+1∑
k=0
(−1)krUi0,...,ip+1 ,Ui0,...,îk,...,ip+1 (c(i0, . . . , îk, . . . , ip+1)),
where the r are the restriction homomorphisms of A. Denote the cohomology
groups from the cochain complex defined by these cochains and coboundary op-
erators by Hˇ
p
(U ;A); we will call them Cˇech cohomology groups for the (indexed)
cover U .
Define the directed class Λ of indexed covers of X, ordered by U  V when V
refines U , which induces a cochain map and resulting refinement homomorphism
hV U : Hˇ
p
(U ;A) → Hˇp(V ;A). Define the directed set ΛT ⊂ 2T , of covers indexed
by subsets of T , the topology of X. Define the p-th Cˇech cohomology group of
the space X as the direct limit
Hˇ
p
(X;A) = lim−→
U∈ΛT
Hˇ
p
(U ;A)
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and denote the insertion homomorphisms of the direct limit by hXU : Hˇ
p
(U ;A)→
Hˇ
p
(X;A); the same symbols are used for the homomorphisms for any p.
Note 10.58. (Cˇech Cohomology). From the properties of direct limits, given three
covers U  V  W , hWU = hWV ◦ hV U ; also hXU = hXV ◦ hV U .
The definition applies to sheaves as well as presheaves. All the steps of these
constructions are functorial in the presheaf A.
ΛT is a directed set, since any two indexed covers have a common refinement,
an indexed cover that refines both of them, that is an indexed cover without
repetitions, indexed by itself; i.e. the index of each open set is that open set. It
is a cofinal class of Λ (Rotman, 2009, pages 390–391). Given any indexed cover
U = {Ui | i ∈ I} of X, let V = U ; that is, let V be the set of values Ui, a subset
of T . Index V by J = V , a subset of T ; i.e. Vj = j. Then define a refinement
map φ : J → I by φ(j) = some i for which Vj = Ui, using the axiom of choice.
Two refinement maps from a given indexed cover to another may produce dif-
ferent cochain maps, but the choice of refinement map disappears in cohomology:
Tennison (1975, page 142) shows that they induce the same homomorphism in
Cˇech cohomology of covers.
A similar argument with a cofinal directed set lets us use results involving
constant coefficients from Dowker (1950), which does not appear to index covers,
since a cover without repetitions can be indexed by itself to satisfy our definition.
Again, in understanding why the alternative restriction of Tennison (1975,
page 143) to covers indexed by X, with x ∈ Ux for all x ∈ X, results in a
cofinal directed set in the class of all indexed covers, one can refine any indexed
cover to one of these by refining it using Zorn’s Lemma to a inverse-inclusion
maximal subset that is still a cover, which will have the property that no element
is contained in the union of other elements, and so is a cover of the first type.
Although sheaves are presheaves so that the definition of Cˇech cohomology
applies to them, and Cˇech cohomology for presheaves over a topological space is
an exact ∂-functor, it requires a condition on the space to ensure that the same
is true for sheaves, because exact sequences of sheaves over X aren’t necessarily
exact in the category of presheaves over X.
Proposition 10.59. (Cˇech Cohomology of Presheaves and Sheaves). (Tennison,
1975, pages 143–145) Cˇech cohomology of presheaves is an exact ∂-functor (as in
definition 10.46) from presheaves over a topological space X, Presh/X, to the
category of abelian groups.
(Tennison, 1975, pages 144–147) If X is paracompact, the same is true of Cˇech
cohomology of sheaves, the salient difference being that the exact sequences in
definition 10.46 are now exact in the category Shv/X rather than Presh/X.
Proof. Most of the proof is in Tennison (1975, pages 144–145), who starts by
saying that a short exact sequence of presheaves gives, for any cover, a short
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exact sequence of Cˇech cochain complexes for that cover. Then lemma 2.12 of
Tennison (1975, page 126) gives from the short exact sequence of cochain com-
plexes of abelian groups, a long exact sequence in homology with connecting ho-
momorphisms that commute with homomorphisms induced from a morphism of
sequences.
Given a short exact sequence of sheaves over X, 0 → A f−→ B g−→ C → 0, use
the factorization of g through Pcoker(f) to obtain the following, where nPcoker(f)
is the natural map from sheafification (see lemma 10.50) and we abuse notation
to call Pcoker(f), of lemma 10.50, a presheaf object:
0 A B C
Pcoker(f) 0
0.......................................... ..........................................
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
......
..
........................................................................................................
.
......................................................................
...
nPcoker(f)
..................................................
.
........................................................................
.
yielding the long exact sequence in cohomology for the short exact sequence
of presheaves in the row through the top branch, with natural isomorphisms
Hˇ
p
(X; Pcoker(f))
n∗
Pcoker(f)−−−−−→ Hˇp(X;C) for all p ≥ 0.
(Tennison, 1975, pages 145–147) explains that if X is paracompact, then the
map from sheafification, nPcoker(f), induces an isomorphism in cohomology. How-
ever, he doesn’t show why, whenever
0 A B C 0
0 A′ B′ C ′ 0
.........................................
. .........................................
.
f
.........................................
.
g
.........................................
.
.........................................
. .........................................
.
f ′
.........................................
.
g′
.........................................
.
.......................................
...
a
.......................................
...
b
.......................................
...
c
commutes and has exact rows in Shv/X, then the corresponding diagrams
Hˇ
p
(X;C)
Hˇ
p
(X;C ′)
Hˇ
p+1
(X;A)
Hˇ
p+1
(X;A′)
......................................................................
...
Hˇ
p
(c) = c∗
......................................................................
...
a∗ = Hˇ
p+1
(a)
........................................................
.∂
....................................................
.∂′
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for all p ≥ 0 commute; i.e. ∂ is natural. We will construct a morphism
c˜ : Pcoker(f)→ Pcoker(f ′)
to make the diagram below commute, then define ∂ for the long sequence using
sheaves C and C ′ so that the sequence is exact and we get the desired naturality,
following from naturality of ∂ for the long exact sequence using the presheaf
cokernels, and from functoriality of the Cˇech cohomology functor.
0 A B C
Pcoker(f) 0
0
0 A′ B′ C ′
Pcoker(f ′) 0
0
.........................................
. .........................................
.
f
.........................................
.
g
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
........
..
pi
.......................................
.....
nPcoker(f)
...................
.
........................................................................................................
.
.........................................
. .........................................
.
f ′
.........................................
.
g′
...........................................................................................
.pi′
...
...
...
...
...
...
...
...
...
...
...
......... nPcoker(f ′)
.................
.
........................................................................................................
.
.......................................
...
a
.......................................
...
b
.......................................
...
c
.......
.......
.......
.......
......
.......
.......
.......
.......
......
.......
.......
.......
....
...
c˜
Take any open set U ⊂ X and any element p ∈ Pcoker(f)(U), which since
pi : B(U) → Pcoker(f)(U) is surjective (see lemma 10.50), is given by p = pi(β)
for some β ∈ B(U). Define c˜(p) = pi′b(β).
c˜ is a homomorphism, and is well defined, for suppose pi(β′) = pi(β), then
β′ = β + f(α) for some α ∈ A(U), and
pi′b(β′) = pi′b(β) + pi′bf(α)
= pi′b(β) + pi′f ′a(α)
= pi′b(β).
With c˜ added to the diagram, it still commutes, because
nPcoker(f ′)c˜(p) = nPcoker(f ′)c˜pi(β)
= nPcoker(f ′)pi
′b(β)
= g′b(β)
= cg(β)
= cnPcoker(f)pi(β)
= cnPcoker(f)(p).
Since this is true for any open U , c˜ is a morphism of presheaves. By functori-
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ality of Cˇech cohomology for presheaves, the commutative diagram of presheaves
induces one in cohomology. Using ∂ from the short exact sequence of presheaves
to define ∂Shv = ∂(n
∗
Pcoker(f))
−1 and likewise ∂′Shv = ∂
′(n∗Pcoker(f ′))
−1, we have
a∗∂Shv = a∗∂(n∗Pcoker(f))
−1
= ∂′c˜∗(n∗Pcoker(f))
−1
= ∂′Shvn
∗
Pcoker(f ′)c˜
∗(n∗Pcoker(f))
−1
= ∂′Shvc
∗.
The exactness of the long sequence using C,C ′ follows from that of the long
sequence using the presheaf cokernels, because
∂Shv = ∂(n
∗
Pcoker(f))
−1
g = pi(n∗Pcoker(f))
−1,
and similarly for ∂′Shv, g
′.
Lemma 10.60. (An Exponential Exact Sequence of Sheaves). (Bredon, 1997,
pages 174, 467) Given a topological space X, the following sequence of sheaves
over X is exact:
0→ Z→ R→ U(1)→ 0
If X is paracompact this yields the following isomorphism for p > 0, namely the
connecting homomorphism for the corresponding long exact sequence:
Hˇ
p
(X; U(1))
∼→ Hˇp+1(X;Z).
Proof. The reference states that the sequence is an exact sequence of sheaves,
and assuming that X is paracompact, that R is a soft sheaf, whence by Taylor
(2002, page 165, 130, 179) it is acyclic in terms of sheaf cohomology, meaning its
sheaf cohomology groups of positive degree vanish, which again assuming that X
is paracompact, implies the same of its Cˇech cohomology groups: Hˇ
p
(X;R) = 0
for p > 0. Then use the long exact sequence of proposition 10.59.
In general, this short sequence is not exact as a sequence of presheaves.
Lemma 10.61. (The Induced Map in Cˇech Cohomology from a Morphism in
Presh). Given a continuous map f : X → Y of topological spaces, presheaves A
over X, B over Y , and a morphism f : B → A over f , there is an induced map in
cohomology for every p, f ∗ : Hˇ
p
(Y ;B)→ Hˇp(X;A).
Given a sequence of continuous maps X
f−→ Y g−→ Z, presheaves A over X, B
over Y , C over Z, morphisms f : B → A over f and g : C → B over g, the induced
map of the composition is the composition of the induced maps: (f ◦g)∗ = f ∗ ◦g∗.
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Given an exact sequence of presheaves over X, 0→ AX fX−→ BX gX−→ CX → 0,
an exact sequence of presheaves over Y , 0→ AY fY−→ BY gY−→ CY → 0, a continuous
map φ : X → Y , morphisms over φ, a : AY → AX , b : BY → BX , c : CY → CX ,
suppose that the following diagram commutes:
0 AY BY CY 0
0 AX BX CX 0
........................................
. .......................................
.
fY
........................................
.
gY
.........................................
.
........................................
. .......................................
.
fX
.......................................
.
gX
........................................
.
.......................................
...
a
.......................................
...
b
.......................................
...
c
Then the corresponding diagrams
Hˇ
p
(Y ;CY )
Hˇ
p
(X;CX)
Hˇ
p+1
(Y ;AY )
Hˇ
p+1
(X;AX)
......................................................................
...
c∗
......................................................................
...
a∗
.................................................
.
∂Y
..............................................
.
∂X
for all p ≥ 0 commute; i.e., ∂ is natural.
If X and Y are paracompact, the same is true given exact sequences of sheaves.
Proof. First, the existence of the induced map. Let V be a cover of Y indexed
by I ⊂ TY , the topology of Y ; then its inverse image or pullback, which we will
denote f ∗V , is a cover of X also indexed by I. If W is a cover of Y indexed by
J , refining V , then f ∗W is a cover of X, also indexed by J , refining f ∗V , and
the following diagram of Cˇech cochain complexes commutes. Details of the maps
follow. Hence after further justification, the diagram of Cˇech cohomology groups
of covers also commutes, for all p ≥ 0.
For k ≥ 0 define f# : Cˇk(V ;B)→ Cˇk(f ∗V ;A) as follows. Take s ∈ Cˇk(V ;B);
on any (k + 1)-tuple σ of elements of I, s(σ) ∈ B(Vσ). Then let f#(s)(σ) =
f(f−1(Vσ), Vσ)(s(σ)) ∈ A(f−1(Vσ)), defining f#(s) ∈ Cˇk(f ∗V ;A).
Use r, subscripts pairs of open sets, to denote the restriction homomorphisms
for A and B. They induce cochain maps we call r again, subscripts pairs of
covers, that depend on the choice of a refining map φ : J → I. For example,
start with s ∈ Cˇk(V ;B), and take τ any (k + 1)-tuple of elements of J . Then
φ ◦ τ is a (k + 1)-tuple of elements of I, and s(φ ◦ τ) ∈ B(Vφ◦τ ). Referring
to definition 10.54, since for every j ∈ J , Wj ⊂ Vφ(j), Wτ ⊂ Vφ◦τ , we may let
rW,V (s)(τ) = rWτ ,Vφ◦τ (s(φ ◦ τ)) ∈ Cˇk(W ;B), defining rW,V (s). This is the same
definition as would be used if f were a morphism of presheaves over one space as
126
in part of the proof of proposition 10.59, and no doubt as in that proof’s reference
if it had given a definition.
The facts that r and f# are cochain maps and that they commute, follow
from definitions 10.51, 10.57, and the functorial composition of the restriction
homomorphisms r of a presheaf. That f# preserves the alternating and non-
injective zero requirement for a cochain element follows from the definitions, as
does the same fact for r. For r, if τ ∈ Jk is not injective, that is true also of φ ◦ τ ,
so that s(φ ◦ τ) = 0. If g ∈ Sk+1, s(φ ◦ (τ ◦ g)) = s((φ ◦ τ) ◦ g) = (g)s(φ ◦ τ).
h denotes the refinement homomorphisms from definition 10.57, derived from
the cochain maps r by taking homology of cochain complexes, which is a functor;
that also explains why the cohomology diagram commutes. As in note 10.58,
although the cochain maps r depend on the choice of refinement maps for the
covers, the maps h in cohomology do not.
Cˇ∗(V ;B) Cˇ∗(f ∗V ;A)
Cˇ∗(W ;B) Cˇ∗(f ∗W ;A)
......................................................................
...
rW,V
......................................................................
...
rf∗W,f∗V
........................................................
.
f#
....................................................
.
f#
Hˇ
p
(V ;B) Hˇ
p
(f ∗V ;A)
Hˇ
p
(W ;B) Hˇ
p
(f ∗W ;A)
......................................................................
...
hV,W
......................................................................
...
hf∗V,f∗W
........................................................
.
f ∗
....................................................
.
f ∗
We can take the direct limit of the cohomology groups for B over covers of Y
indexed by subsets of TY to obtain the Cˇech cohomology groups of the space Y .
However, if we take the direct limit of the cohomology groups for A over the
inverse image covers, which are indexed by subsets of TY rather than of TX , the
topology of X, and even ignoring indexing may not include all covers of X, we will
not in general get the cohomology groups of the space X. But we don’t expect
isomorphisms anyway, only homomorphisms of cohomology groups induced by
f , and can get this from morphism of direct systems, which induce direct limit
homomorphisms.
Denote by (Λ, Hˇ
p
(V(·);B), h(·,·)) the direct system that will be the domain of
the morphism, with Λ ⊂ 2TY . Since we will refine the inverse image covers by
covers with no repetitions, indexed by themselves, subsets of TX , somewhat as for
ΛT in note 10.58, let Λ
′ ⊂ 2TX be the directed set indexing the covers U of X, and
let Ψ: Λ→ Λ′ take the index for a given cover of Y and hence the corresponding
inverse image cover of X, to its self-indexed refinement with no repetitions. That
is, from α ∈ Λ we get f−1(Vα), then considering that just as a set of open sets of
X, call it β ∈ Λ′, and set Ψ(α) = β.
Denote by (Λ′, Hˇ
p
(U(·);A), h(·,·)) the direct system that will be the codomain
of the morphism. To construct the natural transformation ψ for the morphism of
direct systems, f ∗ : Hˇ
p
(V(·);B) → Hˇp(f−1(V(·));A) gets us halfway there and has
127
the correct compatibility with refinement homomorphisms.
For any α ∈ Λ, Uβ = UΨα refines f−1(Vα), since for every j ∈ β, j being an ele-
ment of the self-indexed cover Uβ, there is some i ∈ α, recalling that Vα also is self-
indexed, such that (Uβ)j = f
−1((Vα)i). Thus we get the rest of the way there with
the refinement homomorphism hUβ ,f−1(Vα) : Hˇ
p
(f−1(Vα);A)→ Hˇp(Uβ;A). That is,
let ψ for this α be the composition
Hˇ
p
(Vα;B)
f∗−→ Hˇp(f−1(Vα);A)
hUβ,f−1(Vα)−−−−−−−→ Hˇp(UΨ(α);A).
Recall that the refinement homomorphism in cohomology does not depend on the
choice of refinement map for covers. Then by note 10.39 we get the existence of
the induced map:
Hˇ
p
(Y ;B) Hˇ
p
(X;A).................................................................
f ∗
Second, the assertion about composition of induced maps follows by similar
reasoning. Let W be a cover of Z; then g∗W is a cover of Y , and f ∗g∗W is a cover
of X. To start with, the morphisms over f and g induce cochain maps
Cˇ∗(W ;C)
g#−→ Cˇ∗(g∗W ;B) f#−→ Cˇ∗(f ∗g∗W ;A).
The cochain map induced by f ◦ g, (f ◦ g)# = f# ◦ g#. The cochain maps induce:
Hˇ
p
(W ;C)
g∗−→ Hˇp(g∗W ;B) f∗−→ Hˇp(f ∗g∗W ;A),
which compose according to the functoriality of taking homology of a cochain
complex. Constructing two successive morphisms of direct systems as before,
for example choosing the refinement map for covers for going from beginning to
end as the composition of the successive refinement maps, but noting again that
the refinement homomorphism in cohomology doesn’t depend on the particular
refinement map chosen for covers, the composition of the morphisms of the direct
systems is the morphism that we would construct to go from beginning to end.
Then the composition property for induced maps in the statement follows from
the functoriality of direct limits as in note 10.39.
Third, the entire top row short exact sequence of presheaves is over one space
Y ; and all of the bottom row is over another space X. So we obtain everything
except for naturality of ∂ directly from proposition 10.59. However, as seen in this
proof already, from morphisms of Presh we obtain morphisms of cochain com-
plexes of abelian groups. At this point it no longer matters whether the morphisms
of cochain complexes came from morphisms of Presh or morphisms of Presh/X,
except for the different covers for the top to bottom parts of the diagram. Just
as in the proof of proposition 10.59, we get exact rows of cochain complexes of
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abelian groups and a morphism of cochain complexes between them, from the
morphisms of Presh, so that using lemma 2.12 of Tennison (1975, page 126), we
get the naturality of ∂ for the long exact sequences of Cˇech cohomology for covers
V of Y and φ∗V for X, for all p ≥ 0:
Hˇ
p
(V ;CY )
Hˇ
p
(φ∗V ;CX)
Hˇ
p+1
(V ;AY )
Hˇ
p+1
(φ∗V ;AX)
......................................................................
...
c∗
......................................................................
...
a∗
................................................................................
.
∂Y
.................................................................
.
∂X
Either passing to the direct limits first for the right side and then the left, using
the universal property for the direct limits on the left, or by constructing once
again morphisms of direct systems, we obtain the diagram for naturality of ∂ for
Cˇech cohomology of the spaces.
The result for exact sequences of sheaves follows from that for presheaves
by almost identical reasoning to that used in corresponding proof in proposition
10.59. Referring to that proof, for the top set of presheaves we evaluate on an open
set V , and for the bottom, on φ−1(V ); though we still have the homomorphisms
of abelian groups as in that proof. Then c˜ is a morphism of Presh instead of
a morphism of Presh/X, but it still induces a map in cohomology, and by the
composition property for maps in cohomology induced by morphisms of Presh
(of which morphisms of Shv are a special case), we obtain from the commutative
diagram of presheaves, one in cohomology.
Corollary 10.62. (The Induced Map in Cˇech Cohomology for Sheaves of Con-
tinuous Functions). (Generalized from Eilenberg and Steenrod (1952, page 239))
Given an abelian topological group G and a topological space X, let GX denote
the presheaf of continuous functions with values in G; i.e. for open U ⊂ X, let
GX(U) be the abelian group of continuous functions U → G. As in example 10.49,
GX is a sheaf.
Given a continuous map φ : X → Y of topological spaces, define a morphism
φ over φ as in definition 10.51 as follows, where V ⊂ Y ranges over all open sets:
φ(φ−1(V ), V ) : GY (V )→ GX(φ−1(V ))
φ(φ−1(V ), V ) : s 7→ s ◦ φ|φ−1(V ).
Composition of continuous maps is reflected in composition of these morphisms
of Presh.
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By lemma 10.61, φ induces homomorphisms in Cˇech cohomology,
φ∗ = φ∗ : Hˇ
p
(Y ;GY )→ Hˇp(X;GX),
composition of morphisms of Presh are reflected in composition of induced maps
in cohomology, and the induced maps in cohomology commute with connecting
homomorphisms.
Given abelian topological groups A, B, C, suppose that the rows in the fol-
lowing commutative diagram are exact in categories of presheaves, or if one or
both rows are exact in categories of sheaves, then the corresponding spaces are
paracompact:
0 AY BY CY 0
0 AX BX CX 0
........................................
. .......................................
.
fY
........................................
.
gY
.........................................
.
........................................
. .......................................
.
fX
.......................................
.
gX
........................................
.
.......................................
...
φ
.......................................
...
φ
.......................................
...
φ
Then the corresponding diagrams
Hˇ
p
(Y ;CY )
Hˇ
p
(X;CX)
Hˇ
p+1
(Y ;AY )
Hˇ
p+1
(X;AX)
......................................................................
...
φ∗
......................................................................
...
φ∗
.................................................
.
∂Y
..............................................
.
∂X
for all p ≥ 0 commute; in particular, ∂ is natural.
Proof. All that’s needed is to show that the φ are maps over φ; that they commute
with restriction homomorphisms. Take open V ′ ⊂ V ⊂ Y , then φ−1(V ′) ⊂
φ−1(V ) ⊂ X. Then for example, for s ∈ CY (V ), referring to definition 10.51 and
noting that since we define φ on pairs of open sets of the form (φ−1(V ), V ) by
requiring compatibility with further restrictions to open U ⊂ φ−1(V ) that may
not be inverse images of open sets in Y , we don’t need to check those:
rφ−1(V ′),φ−1(V ) ◦ φ(φ−1(V ), V )(s) = rφ−1(V ′),φ−1(V )(s ◦ φ|φ−1(V ))
= s ◦ φ|φ−1(V ′), and
φ(φ−1(V ′), V ′) ◦ rV ′,V (s) = s ◦ φ|φ−1(V ′).
Corollary 10.63. (The Induced Map in Cˇech Cohomology with U(1) vs. Z
Coefficients). Given a continuous map φ : X → Y of paracompact topological
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spaces, the following diagram, where ∂Y and ∂X are isomorphisms, commutes for
p > 0:
Hˇ
p
(Y ; U(1)
Y
)
Hˇ
p
(X; U(1)
X
)
Hˇ
p+1
(Y ;ZY )
Hˇ
p+1
(X;ZX)
......................................................................
...
φ∗
......................................................................
...
φ∗
........................................
.
∂Y
.....................................
.
∂X
Proof. True by lemma 10.60 and corollary 10.62.
Lemma 10.64. (When Cˇech Cohomology is Isomorphic to Other Cohomology).
Given a locally connected topological space X, true if every open cover has a
refinement that is a good cover, Hˇ
p
(X;Z) is naturally isomorphic to the Cˇech
cohomology group Hˇ
p
(X;Z) with constant Z coefficients defined in Eilenberg and
Steenrod (1952, pages 233–237) or Dowker (1950), for all p ≥ 0. The isomorphism
is natural with respect to maps in cohomology induced by maps between spaces.
Given a paracompact topological space X with the property that every open
cover has a refinement that is a good cover, there is a natural isomorphism from
Cˇech cohomology with constant Z coefficients to singular cohomology, Hˇp(X;Z)→
Hp(X;Z) for all p ≥ 0. As before, the isomorphism commutes with induced maps.
Proof. Local connectedness follows from the requirement on covers because con-
tractible sets are path connected, hence connected. Since X is locally connected,
the connected components of its open sets are open sets (Dugundji, 1966, page 113).
Thus any indexed open cover used in the definition of Hˇ
p
(X;Z) can be refined
as in note 10.58 by replacing each member with that member’s connected compo-
nents, indexing the resulting subset of the topology of X by itself. Thus the Cˇech
cohomology groups of coverings by connected open sets form a cofinal subset of
those without the connected restriction, and so the direct limits using connected
open sets are naturally isomorphic to those without the restriction by note 10.39.
Since on connected sets, elements of Z are constant, there is an isomorphism of
direct systems between ours with Z coefficients but restricted to connected open
sets, and the sources’, which are defined using the integral cohomology of the
nerve of each covering, resulting in Z coefficients constant on each set of a cover.
Thus we get a natural isomorphism between the corresponding direct limits.
For the relation with singular cohomology groups, the hypothesis of Mardesˇic´
(1959, page 153), X paracompact, will be satisfied if for every p ≥ 0, x ∈ X,
and open neighborhood U of x, there is an open neighborhood V ⊂ U of x such
that the map in p-th singular homology induced by the inclusion V ⊂ U is zero,
using reduced singular homology groups for p = 0. Then his result follows, that
the singular and Cˇech cohomology groups of X are naturally isomorphic, the
131
isomorphism commuting with maps induced in cohomology by continuous maps
of spaces.
To meet the hypothesis of Mardesˇic´ (1959, page 153) in our situation, {U,X \
{x}} is an open cover of X and hence has a refinement of contractible open sets
including some neighborhood V ⊂ U of x. Since V is contractible, its relevant
singular homology (reduced singular homology) groups are all 0. Thus we can
apply his result.
He identifies his Cˇech cohomology groups as following a Spanier-Dowker defi-
nition rather than the “usual” one, but states that Dowker (1952, page 91), which
calls the Spanier-Dowker groups the Alexander groups and calls the usual ones the
Cˇech groups, shows that they are isomorphic, and that the isomorphism makes
the induced maps correspond also. Dowker (1950) shows that his Cˇech groups
satisfy the axioms of Eilenberg and Steenrod (1952, pages 13–15). The definitions
in these papers of Dowker, as mentioned in note 10.58, and aside from possible set
theoretic issues also the definition in Eilenberg and Steenrod (1952, pages 233–
237), seem consistent with our definition of Cˇech cohomology, when as earlier, we
use covers consisting of connected open sets.
Note 10.65. (Diagrams for Cˇech to Singular Cohomology). For use in the following
corollary, here are the diagrams for the naturality conclusions of the lemma for
p ≥ 0, given a continuous map φ : X → Y of paracompact topological spaces that
have the property that every open cover has a refinement that is a good cover:
Hˇ
p
(Y ;ZY )
Hˇ
p
(X;ZX)
Hˇ
p
(Y ;Z)
Hˇ
p
(X;Z)
......................................................................
...
φ∗
......................................................................
...
φ∗
.............................................................
.∼
...........................................................
.∼
Hˇ
p
(Y ;Z)
Hˇ
p
(X;Z)
Hp(Y ;Z)
Hp(X;Z)
......................................................................
...
φ∗
......................................................................
...
φ∗
..................................................................
.∼
................................................................
.∼
Corollary 10.66. (The Induced Map in Cˇech Cohomology with U(1) Coefficients
vs. Singular Cohomology with Z coefficients). Given a continuous map φ : X → Y
of paracompact topological spaces such that each open cover has a refinement that
is a good cover, the following diagram commutes for p > 0. The horizontal maps
are isomorphisms.
Hˇ
p
(Y ; U(1)
Y
)
Hˇ
p
(X; U(1)
X
)
Hp+1(Y ;Z)
Hp+1(X;Z)
......................................................................
...
φ∗
......................................................................
...
φ∗
............................................
.∼
..........................................
.∼
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Proof. Compose the diagrams of corollary 10.63 and note 10.65.
Lemma 10.67. (The Cˇech Cohomology of a Good Cover). Suppose X is a hered-
itarily paracompact topological space such that each open cover has a refinement
that is a good cover, and U is a cover of X for which the singular cohomology in
all positive degrees of all the nonempty intersections of elements of U vanishes.
Then their sheaf cohomology with Z or U(1) coefficients vanishes also, and for all
p ≥ 0 the following insertion homomorphisms of direct limits are isomorphisms:
Hˇ
p
(U ;Z) ∼→ Hˇp(X;Z)
Hˇ
p
(U ; U(1))
∼→ Hˇp(X; U(1)).
The vanishing singular cohomology condition is true if U is a good cover.
Suppose given a continuous map φ : X → Y of hereditarily paracompact topo-
logical spaces such that each open cover has a refinement that is a good cover.
Suppose also that V is a good cover of Y , and that φ∗V is a good cover of X.
Then the following diagram, where the horizontal isomorphisms are the insertion
homomorphisms of the direct limits for the groups on the right, commutes for
p ≥ 0:
Hˇ
p
(V ; U(1)
Y
)
Hˇ
p
(φ∗V ; U(1)
X
)
Hˇ
p
(Y ; U(1)
Y
)
Hˇ
p
(X; U(1)
X
)
......................................................................
...
φ∗
......................................................................
...
φ∗
....................................
.∼
...........................
.∼
The same is true for the analogous diagram with Z coefficients.
Proof. Since X is hereditarily paracompact, the nonempty intersections of el-
ements of U are paracompact, and hence by theorem 7.8.6 of Taylor (2002,
page 179) their sheaf cohomology groups are isomorphic to their Cˇech cohomology
groups, which because every open cover of X and hence of U can be refined to
a good cover, by lemma 10.64 and note 10.65, or for U(1) coefficients corollary
10.66, are isomorphic to their singular cohomology groups, which vanish because
the nonempty intersections are contractible.
The rest of the proof is shown for U(1) coefficients, but is the same for Z
coefficients. By theorem 7.8.5 of Taylor (2002, pages 177, 159), fixing any p ≥ 0,
for each cover U ′ there is a natural map from Cˇech to sheaf cohomology groups:
Hˇ
p
(U ′,U(1))
σU′−−→ Hp(X,U(1)).
By the universal property of direct limits, the collection of these maps induces
a map σ as in Taylor (2002, page 179) from the direct limit, which is the Cˇech
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cohomology of the space, to sheaf cohomology, which composed with the insertion
homomorphisms gives the original maps:
Hˇ
p
(U ′,U(1))
hX,U′−−−→ Hˇp(X,U(1)) σ−→ Hp(X,U(1)),
with σU ′ = σ◦hX,U ′ . Since X is paracompact, σ is an isomorphism. Since the sheaf
cohomology vanishes for all positive degrees of all nonempty intersections of ele-
ments of any of the covers U ′ that are good, those σU ′ are isomorphisms and so the
corresponding insertion homomorphisms hX,U ′ , such as hX,U , are isomorphisms.
If U is a good cover, the singular cohomology of nonempty intersections van-
ishes because they are contractible.
The map φ over φ induces a morphism of direct systems of Cˇech cohomology
groups of covers, and thus gives commutativity of the commutative diagram in the
statement, with the horizontal arrows being the insertion homomorphisms. The
first part of the lemma shows that these are isomorphisms.
For an example in which the vanishing cohomology condition is true for a
cover that is not good, S1 can be covered by two overlapping half-circles, and
although the intersection has two connected components and is not contractible,
its cohomology of positive degree vanishes.
10.7 Bundle Gerbe Triviality and Properties
Now we return to the question of triviality of bundle gerbes, discussed in note
10.31 at the end of section 10.4.
Definition 10.68. (The Coboundary Map for Principal U(1) Bundle Cochains).
For a continuous function g : Y [p−1] → U(1), define δ(g) : Y [p] → U(1) by letting
p(i) = 1 if i is even, − 1 if i is odd, and defining:
δ(g) =
p∏
i=1
(g∗pii)p(i−1) =
p∏
i=1
(g ◦ pii)p(i−1),
and for a principal U(1) bundle P → Y [p−1], define a principal U(1) bundle δ(P )→
Y [p] by
δ(P ) =
p⊗
i=1
(pi∗i P )
p(i−1).
δ2(g) = constant function Y [p+1] → 1, and δ2(P ) ∼= Y [p+1] × U(1).
Definition 10.69. (Canonical Trivial Bundle Gerbes). (Murray, 2010, page 248)
Suppose X and Y are topological spaces, X paracompact, such that each open
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cover of X has a refinement that is a good cover, and Y → X is a continuous sur-
jection with local sections. Given any principal U(1) bundle R → Y , the bundle
gerbe (δ(R), Y,X) is defined to be a canonical trivial bundle gerbe. The bundle
gerbe multiplication mδ(R) : pi
∗
12δ(R) ⊗ pi∗23δ(R) ∼→ pi∗13δ(R) is defined as the com-
position of the following canonical isomorphisms, using canonical isomorphisms of
principal U(1) bundles such as that the dual of the pullback is the pullback of the
dual (see lemma 10.17, note 10.18),
pi∗12δ(R)⊗ pi∗23δ(R) ∼= pi∗12(pi∗1R⊗ pi∗2R∗)⊗ pi∗23(pi∗1R⊗ pi∗2R∗)
∼= pi∗1R⊗ pi∗2R∗ ⊗ pi∗2R⊗ pi∗3R∗
∼= pi∗13(pi∗1R⊗ pi∗2R∗) ∼= pi∗13δ(R).
Example 10.70. (The Distinguished Canonical Trivial Bundle Gerbe Over a
Space). (Waldorf, 2007, page 4) Given a paracompact topological space X such
that each open cover of X has a refinement that is a good cover, (m,∆X ×
U(1), X, id, X), where X [2] = ∆X , identifying U(1) ⊗ U(1)∗ ∼= U(1), and letting
m((x, x, x, z12) ⊗ (x, x, x, z23)) = (x, x, x, z12z23), is the distinguished canonical
trivial bundle gerbe over X, a special case of definition 10.69.
Example 10.71. (P as a Cocycle). Given a bundle gerbe (P, Y ), bundle gerbe
multiplication and lemma 10.17 give a canonical isomorphism δ(P ) = pi∗23P ⊗
(pi∗13P )
∗⊗pi∗12P ∼= pi∗12P ⊗pi∗23P ⊗ (pi∗13P )∗ m⊗id−−−→ pi∗13P ⊗ (pi∗13P )∗ ∼= Y [3]×U(1). One
can think of P as a cocycle; (P, Y ) canonically trivial if P is a coboundary.
Definition 10.72. (Bundle Gerbe Morphisms and Isomorphisms). Given two
continuous bundle gerbes (mP , P, p, Y, piY , X), (mQ, Q, q, Z, piZ ,W ), a bundle gerbe
morphism (P, Y,X)→ (Q,Z,W ) is a triple of continuous maps (ĝ, g, g), with ĝ a
principal U(1) bundle morphism, satisfying the following, giving the name g[k] to
the map g induces on Y [k]:
piZ ◦ g = g ◦ piY (g over g)
q ◦ ĝ = g[2] ◦ p (ĝ over g[2])
mQ ◦ (pi∗12ĝ ⊗ pi∗23ĝ) = (pi∗13ĝ) ◦mP (over g[3]).
The morphism may be denoted (ĝ, g, g) : (P, Y,X)→ (Q,Z,W ).
Note 10.73. (Isomorphisms of Bundle Gerbes). A morphism of bundle gerbes is
an isomorphism if g is a homeomorphism and ĝ, g is an isomorphism of principal
U(1) bundles respecting bundle gerbe multiplication.
Assumption 10.74. (Bundle Gerbe Assumptions). (Murray and Stevenson,
2000, page 927) As in assumption 2.4, we will assume that isomorphisms of bundle
gerbes over the same base space (in the definition, X = W ) are over the identity
(g = idX) unless otherwise noted.
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Definition 10.75. (Bundle Gerbe Triviality). A bundle gerbe (P, Y,X) is trivial
when there is a principal U(1) bundle R → Y such that the canonical trivial
bundle gerbe (δ(R), Y,X) is isomorphic to (P, Y,X), using the identities Y → Y
and X → X, and the same projection Y → X for both bundle gerbes. Such an
isomorphism is called a trivialization of the bundle gerbe.
Note 10.76. (The Bundle Gerbe Triviality Isomorphism). The bundle gerbe iso-
morphism amounts to an isomorphism Φ: δ(R) → P (the isomorphism ĝ of def-
inition 10.72) of the principal U(1) bundles δ(R) → Y [2] and P → Y [2], covering
the identity, such that the following diagram commutes, where mP is the bundle
gerbe multiplication of (P, Y,X) and mδ(R) is the bundle gerbe multiplication of
(δ(R), Y,X):
pi∗12P ⊗ pi∗23P
pi∗12δ(R)⊗ pi∗23δ(R)
pi∗13P
pi∗13δ(R)
.................................................................................................................................
.
mP
....
....
....
....
....
....
....
....
....
......
pi∗12Φ⊗ pi∗23Φ
....
....
....
....
....
....
....
....
....
......
pi∗13Φ
......................................................................................................
.
mδ(R)
Lemma 10.77. (Trivializations of a Bundle Gerbe Differ by Principal U(1) Bun-
dles). (Murray, 2010, page 249) Given a bundle gerbe (P, Y, pi,X) and two trivi-
alizations R→ Y , Φ: δ(R)→ P and R′ → Y , Φ′ : δ(R′)→ P , there is a principal
U(1) bundle Q→ X, such that R′ ∼= R⊗ pi∗Q.
Lemma 10.78. (A Bundle Gerbe Morphism Factors Through the Pullback).
Given W a paracompact topological space such that each open cover of W has a
refinement that is a good cover, a continuous map f : W → X, and a continuous
bundle gerbe (mP , P, p, Y, piY , X), define (Murray, 2010, page 245) the pullback
of the bundle gerbe by f to be the induced bundle gerbe as in the following
commutative diagram:
(f
[2]
)∗P = (pi[2]2 )
∗P
Z [2] = f(∗Y )[2]
Z = f ∗Y
W
P
Y [2]
Y
X
.......................................
...
pi1
........................................
..
.......................................
...
piZ = pi1
.......................................
...
p
............................................. .
..
.......................................
...
piY
....................................................................................................................
.
f̂ = pi2
..............................................................................................................................
.
f
[2]
= pi
[2]
2
...................................................................................................................................................
.
f = pi2
......................................................................................................................................................................
.
f
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If f is a homeomorphism, the bundle gerbe morphism is an isomorphism.
A morphism of continuous bundle gerbes
(f̂ , f , f) : (Q, q, Z, piZ ,W )→ (P, p, Y, piY , X)
factors through the pullback f ∗(P, Y,X) as in the following commutative dia-
gram. If f is a homeomorphism, the right hand bundle gerbe morphism is an
isomorphism. If f is a homeomorphism, the left hand one is.
Q
Z [2]
Z
W
(pi
[2]
2 )
∗P
f(∗Y )[2]
f ∗(Y )
W
P
Y [2]
Y
X
.......................................
...
q
............................................. .
..
.......................................
...
piZ
.......................................
...
pi1
........................................
..
.......................................
...
pi1
.......................................
...
p
............................................. .
..
.......................................
...
piY
.......................................................................................................................................................
.
((piZ × f)[2] ◦ q)× f̂
.....................................................................................................................................................
.
(piZ × f)[2]
............................................................................................................................................................
.
piZ × f
......................................................................................................................................................................
.id
.......................................................................................................................................................
.
pi2
.....................................................................................................................................................
.
pi
[2]
2
............................................................................................................................................................
.
pi2
......................................................................................................................................................................
.
f
(Murray and Stevenson, 2000, page 926) If the map f̂ is missing from what
otherwise would be a bundle gerbe morphism, one can let f̂ = pi2 : (f
[2]
)∗P ⊂
Z [2] × P → P to complete the data for a bundle gerbe morphism.
Lemma 10.79. (Bundle Gerbe Duals and Tensor Products). (Murray, 2010,
page 245) Given a continuous bundle gerbe (P, Y ), its dual (P, Y )∗ = (P ∗, Y ),
topological spaces the same but with inverted U(1) action, is a continuous bundle
gerbe.
Given two continuous bundle gerbes (P, Y ), (Q,Z) over the same base space
X, their tensor product (P, Y )⊗ (Q,Z) = (P ⊗Q, Y ×X Z) is a continuous bundle
gerbe, where P ⊗ Q is the quotient of P ×X Q by the tensor product relation,
resulting in (P ⊗Q)((y1,z1),(y2,z2)) = P(y1,y2) ⊗Q(z1,z2).
10.8 Dixmier-Douady Class Definition and Independence of Choices
The Dixmier-Douady class definition involves some technicalities of bundle
morphisms. The definition in terms of torsors, ignoring the essential gluing of
these into bundles, is easier; see the note afterwards.
Definition 10.80. (The Dixmier-Douady Class of a Bundle Gerbe). (Murray,
2010, pages 245–246) Given a bundle gerbe (P, Y,X), choose an indexed cover
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U = {Ui} of X, i ∈ I, such that there are continuous local sections si : Ui → Y ,
pi ◦ si = idUi , and for each i, j with Ui ∩Uj 6= ∅, using the map (si, sj) : Ui ∩Uj →
Y [2], it is possible to choose a continuous section σij of (si, sj)
∗P . Choose these
so that σji = σ
−1
ij as in definition 10.27.
For nonempty Ui ∩ Uj ∩ Uk, pull back the bundle gerbe multiplication iso-
morphism pi∗12P ⊗ pi∗23P m−→ pi∗13P over Y [3], by (si, sj, sk) : Ui ∩ Uj ∩ Uk → Y [3]
and use canonical identifications of pullbacks such as (si, sj, sk)
∗pi∗12P ∼= (pi12 ◦
(si, sj, sk))
∗P = (si, sj)∗P to obtain the isomorphism we will still callm, (si, sj)∗P⊗
(sj, sk)
∗P m−→ (si, sk)∗P . Since m(σij⊗σjk) and σik are both sections of (si, sk)∗P ,
we define gijk : Ui ∩ Uj ∩ Uk → U(1) as the continuous unique function such that
m(σij ⊗ σjk) = gijkσik.
From the Cˇech cocycle gijk define the Dixmier-Douady class DD(P, Y,X) =
[gijk] ∈ Hˇ2(X; U(1)), , where the U(1) denotes the sheaf of continuous U(1) val-
ued functions on X. More precisely, DD(P, Y,X) = hXU([gijk]), with hXU from
definition 10.57, since gijk is a cocycle of the cochain complex for U .
P
Y [2] Y
Ui ∩ Uj ∩ Uk U(1)
.......................................
...
p
.........................................
.
pi1
.........................................
.
pi2
.......................................
...
pi
....
....
....
....
....
....
....
....
....
......
si
....
....
....
....
....
....
....
....
....
......
sj
....
....
....
....
....
....
....
....
....
......
sk
....
....
....
....
....
....
....
....
....
....
....
.........
....
....
....
....
....
....
....
....
....
....
....
.........
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
σik
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
σjk
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
σij
....
....
....
....
....
....
....
....
....
....
....
.........
(si,sj)
(sj ,sk)
(si,sk) .....................................................................
.
gijk
Note 10.81. (The Dixmier-Douady Cocyle is Alternating; Good Covers). Note
that because of the requirement σji = σ
−1
ij , gijk is alternating with respect to
permutations of its indices.
Note that the definition doesn’t require that U be a good cover as in the
references. If U is a good cover, though, by lemma 10.67 hXU is an isomorphism,
so it may not be necessary to consider it.
Note 10.82. (The Dixmier-Douady Cocycle Formulated using Bundle Gerbe Mul-
tiplicative Identity and Inverse Sections). As an exercise preparatory to more
complicated calculations shortly, the Dixmier-Douady cocycle definition in 10.80
can be rearranged using σ−1ik , the continuous multiplicative inverse section (of
(sk, si)
∗P ) of the chosen σik, and ιii, the continuous identity section of (si, si)∗P ,
as in lemma 10.29. Over Ui ∩ Uj ∩ Uk,
m(m(σij ⊗ σjk)⊗ σ−1ik ) = m(gijkσik ⊗ σ−1ik ) = gijkιii,
where as before, the isomorphisms named m involve pullbacks of bundle gerbe
multiplication and various canonical isomorphisms for pullbacks that, as stated in
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note 10.18, we treat as identifications.
To check that the various pullbacks of m that are all given the same name here
are in fact defined, it’s convenient to use s = (si, sj, sk, si) : Ui ∩Uj ∩Uk → Y [4] to
pull back the composition of the top and right arrows of the associativity diagram
in definition 10.20 (into which we will substitute sections), since various canonical
isomorphism identifications have already been made in it, saving time.
Start with the definition of bundle gerbe multiplication as a morphism of
principal U(1) bundles over Y [3]; this is pulled back by (si, sj, sk)
∗ to Ui ∩Uj ∩Uk
in the definition of the Dixmier-Douady cocycle gijk. Since (si, sj, sk) = pi123 ◦
(si, sj, sk, si), use the last map to pull back the definition of gijk to Y
[4], where
it will still be written m(σij ⊗ σjk) = gijkσik. Substitute it and σ−1ik into the top
arrow and then go down the right of the associativity diagram, as pulled back by
(si, sj, sk), to obtain the equation above with ιii on the right.
Lemma 10.83. (The Dixmier-Douady Class is Independent of Choices). There
is a cover such that the si and σij of definition 10.80 exist. From whatever cover,
gijk is continuous, and is a 2-cocycle. The Dixmier-Douady class does not depend
on the choices made for the sections σij, the sections si, or the cover.
Proof. Using definition 10.20, let U = {Ui} be an open cover with local sections si,
refined to a good cover. Then the σij exist since the nonempty intersections Ui∩Uj
are contractible. gijk is continuous by lemma 2.21, composing the translation func-
tion with sections, and is a 2-cocycle because of the bundle gerbe multiplication
associativity diagram pulled back by (si, sj, sk, sl), and m’s U(1)-equivariance:
m(m(σij ⊗ σjk)⊗ σkl) = m(σij ⊗m(σjk ⊗ σkl))⇔
m((gijkσik)⊗ σkl) = m(σij ⊗ (gjklσjl))⇔
giklgijkσil = gijlgjklσil ⇔
gjklg
−1
ikl gijlg
−1
ijk = 1, the constant function.
The definition does not depend on the choice of sections σij, as follows. Suppose
given another choice σ′ij. Since (si, sj)
∗P , (sj, sk)∗P , (si, sk)∗P are continuous
principal U(1) bundles, any two sections of any one of them differ by a factor of
a U(1) valued function; σ′ij = hijσij, σ
′
jk = hjkσjk, σ
′
ik = hikσik. Comparing
m(σij ⊗ σjk) = gijkσik with
m(σ′ij ⊗ σ′jk) = g′ijkσ′ik or
m((hijσij)⊗ (hjkσjk)) = g′ijkhikσik, we get
hjkh
−1
ik hijgijk = g
′
ijk,
so that g′ijk and gijk differ by a 1-coboundary, and hence [g
′
ijk] = [gijk] in Hˇ
2
(U ; U(1))
and hence in their images under hXU are equal in Hˇ
2
(X; U(1)).
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Now, suppose si, si′ are two sections of Y over the same open set Ui = Ui′ ,
noticing the notation is si′ instead of s
′
i, and similarly for j, k. To show that
[gi′j′k′ ] = [gijk], we need to show that there are some functions hij, hjk, hik on Ui ∩
Uj, Uj∩Uk, Ui∩Uk respectively, such that on Ui∩Uj∩Uk, hjk(hik)−1hijgi′j′k′ = gijk.
Johnson (2002, pages 17–18) gives an idea how. Choosing sections σ as needed
with σj′j = σ
−1
jj′ , using bundle gerbe multiplication isomorphisms of the following
mixed pullback bundles over Ui ∩ Uj and analogous ones over Uj ∩ Uk, Ui ∩ Uk,
we get hij = (gi′ijgi′jj′)
−1 : Ui ∩ Uj → U(1), hjk = (gj′jkgj′kk′)−1 : Uj ∩ Uk → U(1),
hik = (gi′ikgi′kk′)
−1 : Ui ∩ Uk → U(1) satisfying:
(si′ , si)
∗P ⊗ (si, sj)∗P m−→ (si′ , sj)∗P
(si′ , sj)
∗P ⊗ (sj, sj′)∗P m−→ (si′ , sj′)∗P
((si′ , si)
∗P ⊗ (si, sj)∗P )⊗ (sj, sj′)∗P m,m−−→ (si′ , sj′)∗P
(hij)m(m(σi′i ⊗ σij)⊗ σjj′) = σi′j′
(hjk)m(m(σj′j ⊗ σjk)⊗ σkk′) = σj′k′
(hik)m(m(σi′i ⊗ σik)⊗ σkk′) = σi′k′ .
Substituting in the expression for gi′j′k′ from note 10.82, using the result twice for
the inverse section of a product from lemma 10.29, temporarily using juxtaposition
for bundle gerbe multiplication and omitting parentheses since it is associative,
and using properties of inverse and identity sections,
gi′j′k′ιi′i′ =m(m(σi′j′ ⊗ σj′k′)⊗ σ−1i′k′)
=m(m((hij)m(m(σi′i ⊗ σij)⊗ σjj′)
⊗ (hjk)m(m(σj′j ⊗ σjk)⊗ σkk′))
⊗ ((hik)m(m(σi′i ⊗ σik)⊗ σkk′))−1)
gi′j′k′ιi′i′ =hjkh
−1
ik hijσi′iσijσjj′σj′jσjkσkk′σ
−1
kk′σ
−1
ik σ
−1
i′i
=hjkh
−1
ik hijσi′iσijσjkσ
−1
ik σ
−1
i′i
=hjkh
−1
ik hijgijkσi′iσ
−1
i′i
=hjkh
−1
ik hijgijkιi′i′ .
The expanded expression has 8 bundle gerbe multiplications, and is implicitly over
Y [10], pulled back by (si′ , si, sj, sj′ , sj, sk, sk′ , sk, si, si′).
Given that the Dixmier-Douady class definition doesn’t depend on the choice
of sections si, it doesn’t depend on the choice of indexed cover either, similarly to
the proof of independence of cover of the first Chern class definition, in Brylinkski
(1993, page 66). Given two covers U , V , we can consider a common refinement W .
By restricting the sections for the original cover to the open sets and nonempty
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intersections in the refinement, as underlies the refinement map of cohomology
(see definition 10.57), we obtain from the Dixmier-Douady cocycles gijk,U , gijk,V
for the original covers, cocycles gijk,WU , gijk,WV for the refinement. We have shown
already that up to cohomology the choice of sections for a given cover doesn’t
matter; [gijk,WU ] = [gijk,WV ] ∈ Hˇ2(W ; U(1)).
The Dixmier-Douady class defined by gijk,U is
hXU([gijk, U ]) = hXW ◦ hWU([gijk, U ])
= hXW ([gijk,WU ]) = hXW ([gijk,WV ])
= hXW ◦ hWV ([gijk,V ]) = hXV ([gijk,V ]),
which is the Dixmier-Douady class defined by gijk,V . Thus the Dixmier-Douady
class is well-defined, independent of the cover used to calculate it.
10.9 Dixmier-Douady Class Vanishing Equivalent to Triviality
The Dixmier-Douady class is important in this thesis because its triviality is
a necessary and sufficient condition for triviality of the bundle gerbe. First we
define a set of local trivializations of a bundle gerbe and show they exist.
Definition 10.84. (Bundle Gerbe Local Trivializations). A set of local trivializa-
tions of a bundle gerbe (mP , P, p, Y, pi,X) consist of an indexed open cover {Ui} of
X, and over each open set Yi = pi
−1(Ui)
incl−−→ Y , a principal U(1) bundle Ri and a
bundle gerbe isomorphism Φi : δ(Ri) ∼= Pi = P|Y [2]i over the identity on Yi over the
identity on Ui; i.e., the bundle gerbe morphism as in definition 10.72, (Φi, id, id)
making the canonical trivial bundle gerbe as in definition 10.69, (δ(Ri), Yi, Ui)
isomorphic to (Pi, Yi, Ui).
Lemma 10.85. (Bundle Gerbe Local Trivializations Exist). Every bundle gerbe
(P, Y,X) has a set of local trivializations. A set of local trivializations can be
constructed from some of the choices made in definition 10.80 of the Dixmier-
Douady class: an indexed cover {Ui} of X, i ∈ I, and continuous local sections
si : Ui → Y (it’s not necessary to choose σij).
Proof. Define open sets Yi
incl−−→ Y as in definition 10.84. To define Ri and Φi,
we argue first fiberwise with torsors for one kind of understanding, and then with
bundles for precise definition to show continuity of isomorphisms across fibers.
Let y ∈ Yi and (y1, y2) ∈ Y [2]; pi(y1) = pi(y2) ⇒ (y1 ∈ Yi ⇔ y2 ∈ Yi). Let
Y
[2]
i = {(y1, y2) ∈ Y [2] | y1, y2 ∈ Yi} = pi−11 (Yi) = pi−12 (Yi), an open set in Y [2]; Y [3]i
similarly. Using isomorphisms of lemma 10.22 and bundle gerbe multiplication,
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define:
(Ri)y = Py,si(pi(y)), for y ∈ Yi
(δ(R))y1,y2 = (pi
∗
1R⊗ (pi∗2R)∗)y1,y2 , for (y1, y2) ∈ Y [2]i
= (Ri)y1 ⊗ ((Ri)y2)∗ = Py1,si(pi(y1)) ⊗ (Py2,si(pi(y2)))∗
∼= Py1,si(pi(y1)) ⊗ Psi(pi(y2)),y2 ∼= Py1,y2 ; or
Ri = (incl, si ◦ pi ◦ incl)∗P.
Then
pi∗13P ∼= pi∗12P ⊗ pi∗23P ⇒
(pi1, si ◦ pi ◦ pi1, pi2)∗pi∗13P ∼= (pi1, si ◦ pi ◦ pi1, pi2)∗(pi∗12P ⊗ pi∗23P )⇒
P|Y [2]i
∼= ((pi1, pi2)∗P )|Y [2]i
∼= ((pi1, si ◦ pi ◦ pi1)∗P )|Y [2]i ⊗ ((si ◦ pi ◦ pi1, pi2)
∗P )|Y [2]i
= ((pi1, si ◦ pi ◦ pi1)∗P )|Y [2]i ⊗ ((si ◦ pi ◦ pi2, pi2)
∗P )|Y [2]i
∼= ((pi1, si ◦ pi ◦ pi1)∗P )|Y [2]i ⊗ ((pi2, si ◦ pi ◦ pi2)
∗τ ∗P )|Y [2]i
∼= ((pi1, si ◦ pi ◦ pi1)∗P )|Y [2]i ⊗ ((pi2, si ◦ pi ◦ pi2)
∗P ∗)|Y [2]i
∼= pi∗1(incl, si ◦ pi ◦ incl)∗P ⊗ (pi∗2(incl, si ◦ pi ◦ incl)∗P )∗
= δ(Ri).
Φi is given by the chain of canonical bundle isomorphisms from bottom up, which
agrees on fibers with the top down fiberwise definition. To see that it preserves
bundle gerbe multiplication, as in the diagram of note 10.76, it suffices to argue
about elements of fibers as follows. Fix (y1, y2, y3) ∈ Y [3]i . For arbitrary r12 ∈
(δ(Ri))y1,y2 , r23 ∈ (δ(Ri))y2,y3 , choose p2 ∈ Py2,si(pi(y2)), and let p1 ∈ Py1,si(pi(y1)),
p3 ∈ Py3,si(pi(y3)) be such that r12 = p1⊗p∗2, r23 = p2⊗p∗3. Following the definition of
Φi and using corollary 10.30 for the isomorphism involving τ , we see that Φi(r12) =
Φi(p1 ⊗ p∗2) = mP (p1 ⊗ p−12 ) and likewise Φi(r23) = Φi(p2 ⊗ p∗3) = mP (p2 ⊗ p−13 ).
Thus, omitting some notation for elements of pullbacks, mP ((pi
∗
12Φi)(r12) ⊗
(pi∗23Φi)(r23)) = mP (mP (p1⊗ p−12 )⊗mP (p2⊗ p−13 )) = mP (p1⊗ p−13 ), using associa-
tivity and the properties of the multiplicative inverse and identity.
On the other hand, by definition 10.69, mδ(Ri)(r12 ⊗ r23) = mδ(Ri)((p1 ⊗ p∗2)⊗
(p2 ⊗ p∗3)) = p1 ⊗ p∗3, which Φi maps to mP (p1 ⊗ p−13 ). Thus Φi preserves bundle
gerbe multiplication, and we have a bundle gerbe isomorphism.
Lemma 10.86. The Canonical Trivial Bundle Gerbe’s Dixmier-Douady Class
Vanishes.
Proof. Use the notation of definition 10.69 and make choices of good cover {Ui}
and local sections si : Ui → Y as for the Dixmier-Douady class definition 10.80.
Choose sections ηi : Ui → s∗iR. Then for Ui ∩ Uj 6= ∅ the σij = ηi ⊗ η∗j are
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sections of (si, sj)
∗δ(R) over Ui ∩ Uj as used to define the Dixmier-Douady class
DD(δ(R)). Using the definition of the bundle gerbe multiplication mδ(R), gijkσik =
mδ(R)(σij ⊗ σjk) = σik, so that gijk = 1, the constant function, and [gijk] = 0.
The bundle gerbe multiplication uses canonical isomorphisms for pullbacks and
associativity, from lemma 10.17 for the tensor product of a bundle and its dual
that maps η∗j ⊗ ηj 7→ 1, and for the tensor product of a bundle and the product
bundle that maps ηi⊗ 1 7→ ηi. The actions on elements are from lemma 10.9.
Proposition 10.87. A Bundle Gerbe is Trivial ⇔ its Dixmier-Douady Class
Vanishes.
Proof. “⇒”. (Murray, 2010, page 248) From lemma 10.86, using the notation of
definition 10.75, DD(δ(R)) = 0. Since our bundle gerbe (P, Y,X) is isomorphic
to (δ(R), Y,X) using the identities on Y and X, by lemma 10.88 (which does not
depend on the current result) the Dixmier-Douady classes of the bundle gerbes
are equal, and DD(P ) = 0.
“⇐”. (Murray, 2010, pages 248–249) Construct a set of local trivializations as
in lemma 10.85; use its notation and that of its proof. Use its choices of indexed
cover {Ui}, refined to a good cover, and local sections si : Ui → Y . Choose sections
σij of (si, sj)
∗P to define the Dixmier-Douady cocycle gijk by mP (σij ⊗ σjk) =
gijkσik over Ui ∩ Uj ∩ Uk. Suppose [gijk] = 0; then gijk = hjkh−1ik hij. Replace σij
with σijh
−1
ij to get gijk = 1. The fact that the cover is good both allows the choice
of the σij and ensures that the vanishing of the Dixmier-Douady class implies the
vanishing of the class of the cocycle gijk in the cohomology of the cover.
To see that the Ri = (incl, si ◦ pi ◦ incl)∗P fit together to form a principal
U(1) bundle R → Y , we first argue fiberwise, then with bundle maps. For y ∈
Yi ∩ Yj, construct an isomorphism χij,y : (Ri)y → (Rj)y by noting that bundle
gerbe multiplication for P gives the isomorphism of U(1) torsors
Py,si(pi(y)) ⊗ Psi(pi(y)),sj(pi(y)) mP−−→ Py,sj(pi(y)),
that σij(pi(y)) ∈ Psi(pi(y)),sj(pi(y)), that bundle gerbe multiplication for P gives
mP (σij ⊗ σjk) = gijkσik, and for q ∈ (Ri)y defining
χij,y(q) = mP (q ⊗ σij(pi(piRi(q)))),
χjk,y ◦ χij,y(q) = mP (mP (q ⊗ σij(pi(piRi(q))))
⊗ σjk(pi(piRj(mP (q ⊗ σij(pi(piRi(q))))))))
= mP (mP (q ⊗ σij(pi(piRi(q))))⊗ σjk(pi(piRi(q))))
= mP (q ⊗mP (σij(pi(piRi(q)))⊗ σjk(pi(piRi(q)))))
= gijkmP (q ⊗ σik(pi(piRi(q)))) = mP (q ⊗ σik(pi(piRi(q)))) = χik,y(q),
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and hence χjk,y ◦ χij,y = χik,y, the necessary cocycle condition to fit together the
Ri using the χij, given fiberwise. It is only in the last line of this calculation that
the hypothesis gijk = 1 is used.
The Yi form an open cover of Y , and so the Y
[2]
i form one of Y
[2]. Thus, if
we knew that the χij,y joined together to form isomorphisms of principal bundles,
by lemma 2.19, we would have a principal bundle R agreeing with each Ri over
Yi. To see this, we work with principal U(1) bundles instead of fibers. Define
χij as follows, consistent with the preceding fiberwise calculations. Starting from
bundle gerbe multiplication for P , pi∗12P ⊗pi∗23P mP−−→ pi∗13P , we pull back to get the
isomorphism of principal U(1) bundles
(incl, si ◦ pi ◦ incl)∗P ⊗ (si ◦ pi ◦ incl, sj ◦ pi ◦ incl)∗P
=(incl, si ◦ pi ◦ incl, sj ◦ pi ◦ incl)∗pi∗12P ⊗ (incl, si ◦ pi ◦ incl, sj ◦ pi ◦ incl)∗pi∗23P
mP−−→(incl, si ◦ pi ◦ incl, sj ◦ pi ◦ incl)∗pi∗13P
=(incl, sj ◦ pi ◦ incl)∗P,
then for q ∈ Ri such that piRi(q) ∈ Yi ∩ Yj, define
χij(q) = mP (q ⊗ σij(pi(piRi(q)))).
χij is U(1)-equivariant and covers the identity. Now, mP is a continuous function,
and the second factor of the tensor product is a continuous function of q. Thus χij
will be continuous if we show that the tensor product of elements in two principal
U(1) bundles is a continuous function of the elements; but locally we may refer
this question to the same one for the product U(1) bundle, for which it is true.
Thus χij is a morphism, and hence an isomorphism of principal U(1) bundles.
Since for every y ∈ Yi, χij,y = (χij)|(Ri)y and likewise for jk, ik, and we know that
χjk,y ◦ χij,y = χik,y, therefore χjk ◦ χij = χik; no need to translate that proof into
bundle isomorphisms. Thus we have a principal U(1) bundle R→ Y .
As in lemma 2.19, if we can show that Φj ◦ δ(χij) = Φi, where δ(χij) : δ(Ri)→
δ(Rj) is induced by χij, the local Φi will fit together to form a global Φ, which
since the Φi are over the identity on Y
[2] and respect bundle gerbe multiplication,
Φ also will respect it; we will have the bundle gerbe isomorphism.
To see that Φj ◦ δ(χij) = Φi, fix (y1, y2) ∈ Y [2]i . For arbitrary r12 ∈ (δ(Ri))y1,y2 ,
choose p2 ∈ Py2,si(pi(y2)), and let p1 ∈ Py1,si(pi(y1)) be such that r12 = p1 ⊗ p∗2. Then
Φi(r12) = Φi(p1 ⊗ p∗2) = mP (p1 ⊗ p−12 ). Substituting p1, p2 in turn for q above,
Φj(δ(χij)(r12)) = Φj(mP (p1 ⊗ σij(pi(piRi(p1))))⊗mP (p2 ⊗ σij(pi(piRi(p2))))∗)
= mP (mP (p1 ⊗ σij(pi(piRi(p1))))⊗mP (p2 ⊗ σij(pi(piRi(p2))))−1)
= mP (mP (p1 ⊗ σij(pi(piRi(p1))))⊗mP (σij(pi(piRi(p2)))−1 ⊗ p−12 ))
= mP (p1 ⊗ p−12 ) = Φi(r12),
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since pi(piRi(p1)) = pi(piRi(p2)), using associativity and properties of inverse and
identity sections of bundle gerbe multiplication as in lemma 10.29.
10.10 Dixmier-Douady Class Properties; Stable Isomorphisms
Lemma 10.88. (Dixmier-Douady Class Properties). (Murray, 2010, page 246)
(Murray and Stevenson, 2000, page 927) Given continuous bundle gerbes (P, Y,X),
(Q,Z,X) over the same base space,
DD((P, Y,X)∗) = −DD(P, Y,X)
DD((P, Y,X)⊗ (Q,Z,X)) = DD(P, Y,X) +DD(Q,Z,W ).
Given W a paracompact topological space such that each open cover of W has
a refinement that is a good cover, a continuous map f : W → X, and a contin-
uous bundle gerbe (mP , P, p, Y, piY , X) to be pulled back by f ; or respectively a
morphism of continuous bundle gerbes (f̂ , f , f) : (Q,Z,W )→ (P, Y,X):
DD(f ∗(P, Y,X)) = f ∗(DD(P, Y,X))
DD(Q,Z,W ) = f ∗(DD(P, Y,X)).
Proof. Refer to definitions 10.80 and 10.79. Regarding the dual, using definition
10.14, mP (σij ⊗ σjk) = gijkσik translates to mP ∗(σ∗ij ⊗ σ∗jk) = (gijkσik)∗ = g−1ijkσ∗ik.
The statement about the tensor product follows from tensoring the sections σij,P ,
σij,Q of the two bundles; then (gijk,Pσik,P )⊗(gijk,Qσik,Q) = gijk,P (gijk,Qσik,P⊗σik,Q).
To consider the case of the pullback via f , as in the first diagram of lemma
10.78, start with the Dixmier-Douady cocycle for (P, Y,X). Use f to pull back
the indexed cover U = {Ui} of X to the cover f ∗U = {f−1(Ui)} of W . Pull back
the local sections si of Y → X to local sections ti = (id×(si ◦ f)) to f ∗(Y )→ W .
Similarly, sections σij of (si, sj)
∗P pull back to sections τij of (ti, tj)∗(pi
[2]
2 )
∗P . The
defining equation for the Dixmier-Douady cocycle for the pullback gives the same
function, but pulled back to f−1(Ui∩Uj ∩Uk), that it gives for the original bundle
gerbe on Ui ∩ Uj ∩ Uk. That is, gijk,pb = gijk,orig ◦ f . Although f ∗U may not be
a good cover, since it gives the needed sections, it calculates the Dixmier-Douady
class of the pullback. The map used for the cocycle is the map used in the proof
of corollary 10.62 to define the induced map f ∗ : Hˇ
2
(X; U(1))→ Hˇ2(W ; U(1)).
The case of the bundle gerbe morphism factors through the pullback. Referring
to the left side of the last diagram of lemma 10.78, we can start with an indexed
cover, local sections, and sections for calculating the Dixmier-Douady class of
(Q,Z,W ) and move everything forward to the pullback since the map on the base
space is a homeomorphism (the identity). Since f̂ is equivariant, the calculations
give the same cocycle for the pullback as for (Q,Z,W ).
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Definition 10.89. (When Bundle Gerbes are Stably Isomorphic). (Murray, 2010,
page 249) Two continuous bundle gerbes (P, Y ) and (Q,Z) over the same base
space are stably isomorphic when the bundle gerbe (P, Y )∗ ⊗ (Q,Z) is trivial.
Note 10.90. (Properties of Bundle Gerbes being Stably Isomorphic). By Murray
(2010, page 249), two bundle gerbes over the same base space are stably isomor-
phic if and only if their Dixmier-Douady classes are equal. In particular, isomor-
phic bundle gerbes are stably isomorphic. Stable isomorphism is an equivalence
relation.
Lemma 10.91. (The Induced Bundle Gerbe from a Map of Y Spaces is Stably Iso-
morphic to the Original Bundle Gerbe). (Murray and Stevenson, 2000, page 928)
Given a bundle gerbe (P, Y, piY , X), a topological space Z with continuous surjec-
tion piZ : Z → X that has local sections, and a continuous map ψ : Z → Y over
the identity on X, i.e. piY ◦ ψ = piZ , the bundle gerbe ((ψ[2])∗P,Z,X) is stably
isomorphic to (P, Y,X).
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CHAPTER 11
CONSTRUCTION OF THE BUNDLE GERBE
This chapter constructs the bundle gerbe that is at the heart of the thesis.
The bundle gerbe’s Y space is the polarization class bundle of definition 7.1,
straightforwardly encoding, over every loop γ ∈ LM , all Lagrangian subspaces
within a chosen polarization class of the Hilbert space built from the fiber LEγ
above that loop. The bundle gerbe’s P space encodes, over every γ, all Clifford-
linear unitary isomorphisms between pairs of Fock spaces corresponding to pairs
of those Lagrangian subspaces.
11.1 The Standard Intertwiner Bundle
Following the established pattern, we define the bundle gerbe’s P bundle as a
bundle associated to L SO(E) with fiber the standard intertwiner bundle T total
space as follows. Note that the symbol T is used for other purposes when suitably
adorned, and outside of this chapter and theorem 13.10 is used for operators or
torsors also; the context should make things clear.
Proposition 11.1. (The Standard Intertwiner Bundle Construction). Suppose
given L ∈ Lagrres. There is a principal U(1) bundle t : T → Lagrres×Lagrres with
total space T = {((L1, L2), φ) | L1, L2 ∈ Lagrres , φ ∈ T (L1, L2)}, standard fiber
T (L,L), and left L SO(n) action for which t is equivariant, given for g ∈ L SO(n)
by (g, (L1, L2, φ)) 7→ (gL1, gL2,Λg ◦ φ ◦ Λ∗g).
T depends on L only for local trivializations. Another choice L′ ∈ Lagrres
results in local trivializations that are compatible with those for L, via U(1)-
equivariant homeomorphisms. In particular, the topology of T doesn’t depend on
the choice of L.
Proof. To define local trivializations of T , given L1, L2 ∈ Lagrres, use box neigh-
borhoods of points (L1, L2) ∈ VL1×VL2 ⊂ Lagrres×Lagrres. The natural standard
fiber is T (L,L), so we will define
Ψ(L1,L2) : TVL1×VL2
∼→ (VL1 × VL2)× T (L,L) (11.2)
with pi1 ◦ Ψ(L1,L2) = t and pi2 ◦ Ψ(L1,L2) U(1)-equivariant when U(1) acts on the
intertwiner components φ of the fibers of P and on the intertwiners T (L,L).
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Recall from proposition 4.64 that T (L,L) ∼= U(1), with the U(1) torsor topology
equal to the operator norm and strong operator topology. Provided the transition
functions (those of definition 2.5) are continuous, the local trivializations will
induce a topology on T .
For ((L′1, L
′
2), φ12) ∈ TVL1×VL2 , that is, for L′1 ∈ VL1 , L′2 ∈ VL2 , and φ ∈
T (L′1, L
′
2), we want pi2 ◦ Ψ(L1,L2)(((L′1, L′2), φ)) ∈ T (L,L). The following diagram
suggests using for the left and right vertical maps, local trivializations about L1
and L2, ΘL1 : pi
−1
F (VL1) → VL1 × F(L) and ΘL2 : pi−1F (VL2) → VL2 × F(L), from
proposition 8.1 notation 8.2 on the standard Fock space bundle. This allows us to
construct the bottom arrow φ̂ from the top arrow φ, and thus to define Ψ(L1,L2).
F(L′1) F(L
′
2)
F(L) F(L)
..................................................................................................................................................................................................................................................
.
φ
.......................................................................................................................................................................................................................................................
.
φ̂ = pi2 ◦Ψ(L1,L2)(((L′1, L′2), φ)).....
....
....
....
....
....
....
....
....
.....
(pi2 ◦ΘL1(L′1, ·))−1
.......................................
...
pi2 ◦ΘL2(L′2, ·)
(11.3)
Ψ(L1,L2) is bijective on fibers since it is conjugation with interwiners, thus bijective.
The transition functions can be constructed by stacking two of these diagrams on
top of each other. To distinguish objects from the two diagrams, “a” is used for
the diagram on top and “b” for that on the bottom. As for any transition function,
the points for the two local trivializations, however named, are the same point.
Thus, for (L′1a, L
′
2a) = (L
′
1b, L
′
2b) ∈ (VL1a × VL2a) ∩ (VL1b × VL2b):
F(L) F(L)
F(L′1b) = F(L
′
1a) F(L
′
2b) = F(L
′
2a)
F(L) F(L)
.......................................................................................................................................................................................................................................................
.
φ̂b = pi2 ◦Ψ(L1b,L2b)(((L′1b, L′2b), φ)).....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
........
(pi2 ◦ΘL1b(L′1b, ·))−1
......................................................................
...
pi2 ◦ΘL2b(L′2b, ·)
...............................................................................................................................................................................
.
φ
......................................................................
...
(pi2 ◦ΘL1a(L′1b, ·))−1
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.....
pi2 ◦ΘL2a(L′2b, ·)
.......................................................................................................................................................................................................................................................
.
φ̂a = pi2 ◦Ψ(L1a,L2a)(((L′1b, L′2b), φ))
(11.4)
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φ̂a = pi2 ◦Ψ(L1a,L2a) ◦Ψ−1(L1b,L2b)(((L′1b, L′2b), φ̂b))
= (pi2 ◦ΘL2a(L′2b, ·)) ◦ (pi2 ◦ΘL2b(L′2b, ·))−1 ◦ φ̂b
◦ (pi2 ◦ΘL1b(L′1b, ·)) ◦ (pi2 ◦ΘL1a(L′1b, ·))−1
= (pi2 ◦ (ΘL2a ◦Θ−1L2b(L′2b, ·))) ◦ φ̂b ◦ (pi2 ◦ (ΘL1b ◦Θ−1L1a(L′1b, ·))).
Now pi2 ◦ (ΘL2a ◦Θ−1L2b) : (VL2b ∩VL2a)×F(L)→ F(L) and pi2 ◦ (ΘL1b ◦Θ−1L1a) : (VL1b ∩
VL1a)×F(L)→ F(L) are continuous transition functions from the proof of proposi-
tion 8.1, and fixing the first argument of either determines a corresponding element
of T (L,L), or equivalently by Schur’s Lemma as in the proof of proposition 4.64,
an element of U(1) by which to multiply the second argument. That this ele-
ment of U(1) is a continuous function of the first argument, follows from fixing
any nonzero second argument and using the continuity of the transition function.
Thus, since φ̂b also is an element of T (L,L), we can write φ̂a = z2(L
′
2b)z1(L
′
1b)φ̂
b,
where z2 : VL2b ∩ VL2a → U(1) and z1 : VL1b ∩ VL1a → U(1) are continuous func-
tions, and conclude that φ̂a is a continuous function of ((L′1b, L
′
2b), φ̂
b). Thus the
transition functions of T are continuous, and the topology of the total space is
defined by the local trivializations.
Now to establish the left action of L SO(n) on the total and base spaces,
with the projection equivariant. By proposition 6.25, the inclusion L SO(n) →
Ores is continuous, so it suffices to find such an action of Ores. On the base
space, for g ∈ Ores, L1, L2 ∈ Lagrres, g · (L1, L2) = (gL1, gL2) is a continuous
action because of definition 6.5 and lemma 6.7. The same action will work for the
first component, (L1, L2), of elements of the total space; and this will make the
projection equivariant. Since φ ∈ T (L1, L2), we need g · φ ∈ T (gL1, gL2). Since φ
is a map of Fock spaces, thinking of the Fock space construction as a functor (see
e.g. lemma 4.75), the natural Ores action on Fock spaces is via g 7→ Λg, which was
also used in definition 9.1. To be compatible with that, the natural action on φ is
g · φ = ΛgφΛ∗g = Λg,L1φΛ∗g,L2 (the decorations of the Λg showing their domains),
which is in T (gL1, gL2) by lemma 4.71.
For continuity, use local trivializations that don’t vary with the action. Fix g ∈
Ores and (L1, L2) ∈ Lagrres×Lagrres. Let g′ ∈ Ores vary in an open neighborhood
of g and (L′1, L
′
2) in an open neighborhood of (L1, L2), a subset of VL1 × VL2
such that (g′L′1, g
′L′2) stays in VgL1 × VgL2 . Suppose φ̂ ∈ T (L,L). We will show
continuity with respect to jointly varying g′, ((L′1, L
′
2), φ̂) of
Ores×((Lagrres×Lagrres)× T (L,L))
→ (Lagrres×Lagrres)× T (L,L) given by
((L′1, L
′
2), φ̂) 7→ ((g′L′1, g′L′2), φ̂g
′
)
= Ψ(gL1,gL2)(((g
′L′1, g
′L′2),Λg′,L′2 ◦ (pi2 ◦Ψ−1(L1,L2)(((L′1, L′2), φ̂))) ◦ Λ∗g′,L′1)).
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The symbol Λ with two subscripts indicates the group element that induces it
and the Lagrangian subspace for the Fock space that is its domain. As mentioned
before, definition 6.5 and lemma 6.7 imply continuity of the first component,
(g′L′1, g
′L′2). The second component is as follows. The main point is to get the
final expression of maps in U(F(L)), to make it straightforward to define and prove
continuity; whereas the initial expression involves maps between spaces that vary,
making even the definition of continuity more complicated.
φ̂g
′
= (pi2 ◦ΘgL2(g′L′2, ·)) ◦ Λg′,L′2 ◦ ((pi2 ◦ΘL2(L′2, ·))∗ ◦ φ̂
◦ (pi2 ◦ΘL1(L′1, ·))) ◦ Λ∗g′,L′1 ◦ (pi2 ◦ΘgL1(g
′L′1, ·))∗
= Tg′L′2,L ◦ Λg′,L′2 ◦ T ∗L′2,L ◦ φ̂ ◦ TL′1,L ◦ Λ
∗
g′,L′1
◦ T ∗g′L′1,L
= Ugg′L′2
Λ∗gg′L′2 ,L
◦ Λg′,L′2 ◦ (UgL′2 Λ
∗
gL′2
,L)
∗ ◦ φ̂
◦ UgL′1 Λ
∗
gL′1
,L ◦ Λ∗g′,L′1 ◦ (Ugg′L′1 Λ
∗
gg′L′1
,L)
∗
= Ugg′L′2
Λg−1
g′L′2
g′gL′2
U∗gL′2
◦ φ̂ ◦ UgL′1 Λg−1L′1 (g′)−1gg′L′1U
∗
gg′L′1
where the Θ’s and T∗,L are from the standard Fock space bundle local trivializa-
tions of proposition 8.1 notation 8.2, the U ’s are all in U(F(L)). We have that
TL′1,L = UgL′1
Λ∗gL′1 ,L
, where its first factor is an implementer in piL of θgL′1
, depend-
ing continuously on gL′1 , which depends continuously on L
′
1, similarly for L
′
2, g
′L′1,
and g′L′2, and lemma 4.75 was used to coalesce the Λ’s.
Since g−1g′L′2g
′gL′2 , reading right to left, maps L ← g′L′2 ← L′2 ← L, and
g−1L′1 (g
′)−1gg′L′1 maps L ← L′1 ← g′L′1 ← L, the last line Λ’s, in U(F(L)), are
by lemma 4.76 continuous functions of the group elements, in U(VJ), which are
continuous functions of g′, L′1, and L
′
2. The U ’s are continuous functions of L
′
1,
L′2, g
′L′1, and g
′L′2 by their construction, and the last two of these are continuous
functions of g′ and L′1 respectively L
′
2, jointly, by definition 6.5 and lemma 6.7.
Recall that composition and the adjoint are continuous for unitary operators in
the strong operator topology on F(L). Thus (g′, ((L′1, L
′
2), φ̂)) 7→ ((g′L′1, g′L′2), φ̂g′)
is a continuous function using the strong operator topology on U(F(L)). As men-
tioned in proposition 4.64, the strong operator, operator norm, and U(1) torsor
topologies on T (L,L) are the same.
Now, suppose we start with some L′ ∈ Lagrres, and use that instead of L for
local trivializations ΘK etc. of F as in notation 8.2 of proposition 8.1, using the ΘK
as in 11.3, to construct local trivializations Ψ′L1,L2 as in 11.2, with standard fiber
T (L′, L′). Then these Ψ′L1,L2 are compatible with the ΨL1,L2 constructed starting
with L, as can be seen using a diagram very like 11.4, which is for transition
functions between two different ΨL1,L2 . Modify the diagram to have F(L) say
at the top, and F(L′) at the bottom; that is, “a” corresponds to L and “b”
corresponds to L′. This doesn’t affect ′ markings other than for L′ at the bottom.
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Then the same argument that follows the diagram still works, in this case to show
that the local trivializations ΨL1,L2 and Ψ
′
L1,L2
are compatible, because proposition
8.1 states that its local trivializations, the ΘK here, made from L
′ are compatible
with those made from L.
11.2 The Identification Ξ for a Fiber Product of an Associated Bundle
We would like to construct the bundle gerbe’s P bundle as a bundle associated
to L SO(E), in the same way the Y space is. This will allow functoriality of the
construction. However, the base of the P bundle needs to be Y [2], which brings
two copies of L SO(E) into the picture. That is, an element of Y is of the form
[γ˜, L], for some γ˜ ∈ L SO(E) and some L ∈ Lagrres; and so, an element of Y [2] is
of the form ([γ˜1, L1], [γ˜2, L2]), where both γ˜1 and γ˜2 lie above the same γ.
Because the action of L SO(n) is transitive on the fibers of L SO(E), it’s pos-
sible to construct an isomorphism Ξ that gets rid of one of the copies of L SO(E).
It is a special case of the isomorphism Ξ in the following lemma. After pointing
out some instances where the use of it and its relatives would make definitions
more precise, we will generally treat them as identifications.
Lemma 11.5. (The Identification Ξ). Suppose G is a topological group, Q→ X
is a topological principal G bundle, and W is a topological space on which there
is a continuous left G action. Let
Y = Q×GW → X
denote the associated fiber bundle, and Y [2] the fiber product as in definition
10.19. Given q1, q2 ∈ Q over γ ∈ X, w1, w2 ∈ W , define
Ξ: Y [2] → Q×G (W ×W )
Ξ([q1, w1], [q2, w2]) = Ξ([q1, w1], [q1τ(q1, q2), w2])
= Ξ([q1, w1], [q1, τ(q1, q2)w2])
= [q1, w1, τ(q1, q2)w2],
where τ is the continuous translation function of lemma 2.21 for Q.
Then Ξ is an isomorphism of continuous fiber bundles, a homeomorphism over
the identity on X.
Proof. The reason that Ξ exists is that only one copy of Q is needed, because G
acts transitively on it, hence different elements of Q lying over the same loop in
X can be reflected instead in different elements of W .
First define a map (Q×W )×X (Q×W )→ Q×(W×W ) respecting equivalence
relations, each factor of G×G acting on the respective factor of the domain, and
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the first factor of G×G acting on the codomain. Informally, for g1, g2 ∈ G,
((q1g1, g
−1
1 w1), (q2g2, g
−1
2 w2)) 7→ [q1g1, g−11 w1, τ(q1g1, q2g2)g−12 w2]
= [q1g1, g
−1
1 w1, g
−1
1 τ(q1, q2)g2g
−1
2 w2]
= [q1, w1, τ(q1, q2)w2]
shows that Ξ is well-defined, and continuity follows because a continuous equiv-
ariant map descends to a continuous map of the orbit spaces (tom Dieck, 1987,
page 4). Well-definedness and continuity of the inverse defined by
Ξ−1([q1, w1, w2]) = ([q1, w1], [q1, w2])
are similar but easier.
We can also define, for instance, the analogous canonical homeomorphism
Y [3] → Q×G (W ×W ×W ).
11.3 The Bundle Gerbe P Space Construction
Proposition 11.6. (The Bundle Gerbe P Space Construction). Suppose given
L ∈ Lagrres. Define the P bundle for the bundle gerbe as follows, omitting Ξ:
P = L SO(E)×LSO(n) T
Y [2] = L SO(E)×LSO(n) (Lagrres×Lagrres)
.......................................
...
or for once showing Ξ from lemma 11.5:
P = Ξ∗P ′
Y [2]
P ′ = L SO(E)×L SO(n) T
L SO(E)×LSO(n) (Lagrres×Lagrres)
.......................................
...
.........................................................
.Ξ
.......................................
...
The choice of L only affects local trivializations; a different choice results in com-
patible ones, as in proposition 11.1. The fibers of P may be identified as follows:
P([γ˜,L1],[γ˜,L2]) = P[γ˜,L1,L2]
= {[(γ˜, L1, L2, φ)] | φ ∈ T (L1, L2)}
or using the bijection of definition 7.1,
P(γ,Lγ,1,Lγ,2) = {(γ, Lγ,1, Lγ,2, φ) | φ ∈ T (Lγ,1, Lγ,2)},
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where γ˜ ∈ L SO(E) lies over γ ∈ LM , L1, L2 ∈ Lagrres, and Lγ,1, Lγ,2 are in the
chosen polarization class of C⊗ LEγ.
Define p : P → Y [2] by [γ˜, L1, L2, φ] 7→ ([γ˜, L1], [γ˜, L2]). Since T is a principal
U(1) bundle, P is also; the right U(1) action on the right factor of the associated
bundle survives that construction.
The bundle gerbe multiplication is given fiberwise by composition of Clifford-
linear unitary isomorphisms; that is, intertwiners. Using relatives of Ξ to omit
subscript redundancies, define m˜ : P[(γ˜,L1,L2)] × P[(γ˜,L2,L3)] → P[(γ˜,L1,L3)] by
m˜([(γ˜, L1, L2, φ12)], [(γ˜, L2, L3, φ23)]) = [(γ˜, L1, L3, φ23 ◦ φ12)].
This uses equivalence class representatives with equal first elements γ˜, similarly
to what is done with Ξ. The map m˜ is U(1)-bi-equivariant and induces an iso-
morphism of U(1) torsors, m : P[(γ˜,L1,L2)]⊗P[(γ˜,L2,L3)] → P[(γ˜,L1,L3)], which defines a
principal U(1) bundle isomorphism m : pi∗12P ⊗pi∗23P → pi∗13P that has the required
associativity, and induces the bundle gerbe multiplication.
Proof. To see why what m˜ does with the Li, Lj components is well-defined, note
that [(γ˜g,K)] = [(γ˜, K ′)] ⇔ K ′ = gK, so when equivalence class representatives
are chosen with equal first elements γ˜, the second and third elements, in Lagrres,
are well-defined.
What m˜ does with the φij is well-defined because, for g ∈ L SO(n), Li ∈
Lagrres, φij ∈ T (Li, Lj),
g · ((Li, Lj), φij) = ((gLi, gLj),Λg,Lj ◦ φ ◦ Λ∗g,Li)
g · φ13 = g · (φ23 ◦ φ12)
= Λg,L3 ◦ φ23 ◦ φ12 ◦ Λ∗g,L1
= Λg,L3 ◦ φ23 ◦ Λ∗g,L2 ◦ Λg,L2 ◦ φ12 ◦ Λ∗g,L1
= (g · φ23) ◦ (g · φ12).
The symbol Λ with two subscripts indicates the group element that induces it
and the Lagrangian subspace for the Fock space that is its domain. m˜ is U(1)-
bi-equivariant because the elements of these torsors are linear operators, so m is
U(1)-equivariant, and by corollary 2.14, is an isomorphism of U(1) torsors. Recall
proposition 4.64; the topology on each of T (L1, L3), T (L2, L3), and T (L1, L3) given
by its U(1) torsor topology and operator norm topology are the same. Thus m is
a homeomorphism on fibers; i.e. for fixed Li.
The fiberwise m induces a U(1)-equivariant bijection also named m from the
total space of pi∗12P ⊗ pi∗23P to that of pi∗13P , covering the identity on the base, and
associativity follows from the fiberwise definition. To show that m is a principal
U(1) bundle isomorphism, by lemma 2.22 it suffices to show that it is continuous.
The continuity of the principal U(1) bundle map m follows from continuity of
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the principal U(1) bundle map induced by m˜, which in turn is induced by and its
continuity follows from that of the following map ˜˜m, which is L SO(n)-equivariant
in the way needed to make it descend (a continuous equivariant map descends to
a continuous map of the orbit spaces by tom Dieck (1987, page 4)) to m˜ by taking
associated bundle quotients of the cartesian products L SO(E)×T . The map ˜˜m is
also U(1)-bi-equivariant, acting on the T ’s. To define ˜˜m properly, insert symbols
(γ˜, (L1, L2, L3)) appropriately.
pi∗12(L SO(E)× T )× pi∗23(L SO(E)× T )
˜˜m−→ pi∗13(L SO(E)× T )
((L1, L2, φ12), (L2, L3, φ23)) 7→ ((L1, L3, φ12 ◦ φ23)).
˜˜m respects the equivalence relations for the associated bundle L SO(n) quotients,
as can be seen from the argument given that m˜ is well-defined, and also respects
the equivalence relations for the tensor product quotient that will be applied to
m˜. The continuity of ˜˜m can be seen locally as follows.
Because in the definition of ˜˜m, γ˜ ∈ L SO(E) is unchanged, and neither what
happens to the other components nor the local trivializations that will be used
for them depend on γ˜, we omit it along with triples of Li for pullbacks to Y
[3]
from the argument until the end. Let VL1 , VL2 , VL3 be open neighborhoods of L1,
L2, L3 respectively, giving box neighborhood domains of local trivializations as in
11.2 in the proof of proposition 11.1, ΨL1,L2 , ΨL2,L3 , and ΨL1,L3 , of T .
In these local trivializations, ˜˜m is again given by composition, as follows, for
L′1 ∈ VL1 , L′2 ∈ VL2 , L′3 ∈ VL3 , φ12 ∈ T (L′1, L′2), φ23 ∈ T (L′2, L′3), φ13 ∈ T (L′1, L′3).
First define φ̂ij, the intertwiners in the local trivializations corresponding to the
intertwiners φij, and show what the multiplication by composition of the φij be-
comes, in terms of the φ̂ij and ΨLi,Lj .
φ̂ij = pi2 ◦ΨLi,Lj(L′i, L′j, φij)
φ̂13 = pi2 ◦ΨL1,L3
(L′1, L
′
3, (pi2 ◦ (ΨL1,L2)−1(L′1, L′2, φ̂12)) ◦ (pi2 ◦ (ΨL2,L3)−1(L′2, L′3, φ̂23))).
Then express these formulas, that are in terms of the local trivializations ΨLi,Lj
of T , in terms of the local trivializations ΘLi of F , as in 11.3 in the proof of
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proposition 11.1.
φ̂ij = (pi2 ◦ΘLj(L′j, ·)) ◦ φij ◦ (pi2 ◦ΘLi(L′i, ·))−1 (11.7)
φij = (pi2 ◦ΘLj(L′j, ·))−1 ◦ φ̂ij ◦ (pi2 ◦ΘLi(L′i, ·))
φ̂13 = (pi2 ◦ΘL3(L′3, ·))
◦ (pi2 ◦ΘL3(L′3, ·))−1 ◦ φ̂23 ◦ (pi2 ◦ΘL2(L′2, ·))
◦ (pi2 ◦ΘL2(L′2, ·))−1 ◦ φ̂12 ◦ (pi2 ◦ΘL1(L′1, ·))
◦ (pi2 ◦ΘL1(L′1, ·))−1
= φ̂23 ◦ φ̂12.
Since the φ̂ij are in T (L,L) and composition is continuous in the various equivalent
topologies on that set, ˜˜m is locally continuous - the other components such as γ˜
just tag along unchanged - and hence is continuous.
11.4 The Bundle Gerbe Construction
With all the pieces in hand, we now construct the bundle gerbe.
Proposition 11.8. (The Bundle Gerbe Construction). The object given by
P
Y [2] Y
LM
.......................................
...
p
.........................................
.
pi1
.........................................
.
pi2
.......................................
...
pi
is a continuous bundle gerbe, where Y → LM is the polarization class bundle of
definition 7.1, P , p, and bundle gerbe multiplication come from proposition 11.6.
Proof. Since M is a smooth manifold, by proposition 2.47 LM is paracompact,
and any cover has a refinement that is a good cover. Since Y → LM is a locally
trivial fiber bundle, it has local sections.
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CHAPTER 12
THE BUNDLE GERBE CONSTRUCTION FUNCTOR
This chapter shows the functoriality of the bundle gerbe construction, which
implies that it is independent of the choice of fiberwise inner product on the vector
bundle with which it starts. Then it gives a stability property of the construction.
12.1 Bundle Gerbe Construction Functoriality
The basis of the functoriality of the bundle gerbe construction is that the Y and
P spaces of the bundle gerbe are bundles associated to L SO(E). A vector bundle
morphism E → F becomes post-composition of elements of L SO(E) (see section
1.3) with the morphism, not disturbing the right-hand factors of the associated
bundles. One reason the functoriality is interesting is for use in chapter 14, where,
if the original smooth vector bundle E → M has a spin structure, the case of a
particular universal vector bundle might imply the conjecture generally, that the
transgression of the first Pontryagin class of the vector bundle equals plus or minus
twice the Dixmier-Douady class of the bundle gerbe.
Definition 12.1. (The Bundle Gerbe Construction Functor). Denote the bun-
dle gerbe construction functor by G : V → B. Define the objects of category
V as oriented smooth vector bundles of even rank with fiberwise inner product,
over compact connected orientable smooth manifolds with Riemannian metric.
Let the morphisms of V be smooth orientation-preserving vector bundle mor-
phisms that are isometric linear isomorphisms on the fibers, written as pairs of
maps, (f, f), the first component being the map on the total spaces, and the
second, the map on the base spaces. However, we will also refer to the pair by
the shorthand f . Let the category B consist of continuous bundle gerbes over
topological spaces, and their morphisms. The action of G on Obj(V) is as in
proposition 11.8. Given a morphism (f, f) : (E,M) → (F,N) of V , G produces
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(Ĝ(f), G(f), G(f)) : (P, Y, LM) = G(E,M)→ G(F,N) = (Q,Z, LN):
E
M
F
N
.......................................
...
.........................................
.
f
.........................................
.
f
.......................................
...
.........................................
.......
G
P
Y [2] Y
LM
.......................................
...
...................................
.
...................................
.
.......................................
...
Q
Z [2]Z
LN
.......................................
...
..........................................
..........................................
.......................................
...
.....................................................................................................................................................................................................................................
.
Ĝ(f)
........................................................................................................
.
G(f)
.................................................................................................
.
G(f)
The assumption of orientability the base manifolds of the vector bundles may not
be needed; see discussion in the proof of proposition 2.47.
Define G(f) = L(f); i.e., G(f)(γ) = L(f)(γ) = (f ◦ γ).
Define G(f) as the map Y → Z induced, using the associated bundle defi-
nitions of Y and Z, by the right-L SO(n)-equivariant map L SO(E) → L SO(F )
defined by post-composition with f ∈ SO(E,F ), where SO(E,F ) denotes the
smooth orientation-preserving vector bundle morphisms E → F that are isomet-
ric linear isomorphisms on fibers. In other words, γ˜ ∈ L SO(E) 7→ (Lf)(γ˜) =
f ◦ γ˜ ∈ L SO(F ).
Define Ĝ(f) : P → Q by the same means using the associated bundle defini-
tions of P and Q.
Proposition 12.2. (The Bundle Gerbe Construction Functor). G is a functor.
Proof. G(f) is continuous since L(f) : LM → LN is smooth by proposition 2.55
and hence continuous by definition 2.34 of Fre´chet differentiability, extended in
the usual way to Fre´chet manifolds. For the same reason, Lf : LE → LF is
continuous.
Since elements of L SO(E) are maps γ˜ : LE ← LRn, (Lf)(γ˜) ∈ L SO(F ).
Post-composition with f being equivariant with respect to pre-composition with
elements of L SO(n), the continuous maps Lf induces of cartesian products with
left factor L SO(E) to those with left factor L SO(F ), descend to continuous maps
of the corresponding associated bundles, because a continuous equivariant map
descends to a continuous map of the orbit spaces (tom Dieck, 1987, page 4). Thus
G(f) and Ĝ(f) are continuous. The latter is a principal U(1) bundle morphism
because post-composition with f is U(1)-equivariant. We have that G(f) covers
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G(f) and Ĝ(f) covers G(f):
(piZ ◦G(f))([(γ˜, . . . )]) = piZ([((Lf)(γ˜), . . . )]) = (LpiF )((Lf)(γ˜))
= piF ◦ f ◦ γ˜
= f ◦ piE ◦ γ˜ ( = f ◦ γ)
= f ◦ LpiE(γ˜) = (f ◦ piY )([(γ˜, . . . )])
= (G(f) ◦ piY )([(γ˜, . . . )]).
(q ◦ Ĝ(f))([(γ˜, . . .′)]) = q([((Lf)(γ˜), . . .′)]) = ([((Lf)(γ˜), . . .′′)])
= G(f)2([(γ˜, . . .
′′)])
= (G(f)2 ◦ p)([(γ˜, . . .′)]).
Ĝ(f) commutes with bundle gerbe multiplication over G(f)3 because that
multiplication is defined by composition of intertwiners that are elements of the
right hand factor of the associated bundle construction of P and Q, whereas Ĝ(f)
acts on the left on the left hand factor, covering G(f)2. That is, writing Ĝ(f)
rather than the more precise pi∗13Ĝ(f) that takes into account which fiber product
of Y the bundles are over, and similarly for 12, 23,
Ĝ(f)(mP ([(γ˜, . . . , φ12)]⊗ [(γ˜, . . . , φ23)])) = Ĝ(f)([(γ˜, . . . , φ23 ◦ φ12)])
= [(f ◦ γ˜, . . . , φ23 ◦ φ12)],
mQ((Ĝ(f)([(γ˜, . . . , φ12)]))⊗ (Ĝ(f)([(γ˜, . . . , φ23)]))) = mQ([(f ◦ γ˜, . . . , φ12)]
⊗ [(f ◦ γ˜, . . . , φ23)])
= [(f ◦ γ˜, . . . , φ23 ◦ φ12)].
Thus G(f) is a bundle gerbe morphism. To conclude that G is a functor, it only
remains to note that it maps identity morphisms in V to identity morphisms in
B, and that it preserves composition of morphisms because it more or less maps
a morphism to composition on the left by that morphism.
Now we can show that the bundle gerbe constructed, up to stable isomorphism,
doesn’t depend on the fiberwise inner product chosen for the vector bundle. First,
a lemma for inner products on a vector space.
Lemma 12.3. (Obtaining an Isometric Linear Isomorphism from Two Inner
Products on a Vector Space). Given a finite-dimensional real or complex Hilbert
space V with Hermitian inner product 〈, 〉, there is a bijection between Hermitian
inner products 〈, 〉2 on V , and self-adjoint strictly positive linear automorphisms
S of V , which thus have positive eigenvalues and preserve orientation, such that
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for every v, w ∈ V ,
〈v, w〉2 = 〈S(v), S(w)〉.
By strictly positive is meant that for every 0 6= v ∈ V , 〈S(v), v〉 > 0.
Considering the Hermitian inner products on V as a subset Inn(V ) of Sesq(V ),
the Banach space of bounded sesquilinear forms on V , with norm ‖〈, 〉2‖ =
sup‖v‖,‖w‖≤1|〈v, w〉2|. Then Inn(V ) is an open set in Sesq(V ), and the map
Inn(V ) → Hom(V ), the set of bounded operators on V , given by 〈, 〉2 7→ S,
is smooth as defined using the Banach space structures of Sesq(V ) and Hom(V ).
Proof. Being finite-dimensional, all Hermitian inner products on V give rise to
equivalent norms, all linear operators and sesquilinear forms are bounded. Lemma
3.2.2 of Pedersen (1989, page 89) gives an isometric isomorphism φ : Sesq(V ) →
Hom(V ), mapping b ∈ Sesq(V ) to T such that for every x, y ∈ V , 〈x, y〉2 =
〈T (x), y〉. Being a linear operator of finite-dimensional normed linear spaces, φ is
smooth. The set Inn(V ) is open in Sesq(V ), so the restriction φ|Inn(V ) is smooth.
Given b ∈ Inn(V ), T = φ(b) is self adjoint, since
〈v, T ∗(w)〉 = 〈T (v), w〉
= 〈v, w〉2
= 〈w, v〉2
= 〈T (w), v〉
= 〈v, T (w)〉
for every v, w ∈ V . T is positive because 〈T (v), v〉 = 〈v, v〉2 ≥ 0; in fact,
〈T (v), v〉 > 0 for v 6= 0. Thus (Pedersen, 1989, page 92) there is a unique self-
adjoint positive square root S of T , and
〈S(v), S(w)〉 = 〈S∗S(v), w〉
= 〈S2(v), w〉
= 〈T (v), w〉
= 〈v, w〉2
for every v, w ∈ V .
We have given a map 〈, 〉2 7→ S, and now show that it’s a bijection from
Hermitian inner products to self-adjoint strictly positive operators. Injectivity is
because if two such inner products differed, there would be a pair of vectors v, w
for which they differed, resulting in different operators T and hence S. Surjectivity
is because given such an S, 〈S2(·), ·〉 = 〈S(·), S(·)〉 is a Hermitian inner product,
from which the construction again obtains S.
Since the Taylor series for z 7→ √z about 1 ∈ C has radius of convergence 1,
scaling as needed and applying Michal (1946, page 59) for R or his quotation of
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the unpublished thesis Martin (1932) for C, S is a smooth function of T .
If the roles of 〈, 〉 and 〈, 〉2 are reversed, T and S are replaced by their inverses.
Next, a lemma for fiberwise inner products on a vector bundle.
Lemma 12.4. (Obtaining an Isometric Vector Bundle Isomorphism from Two
Fiberwise Inner Products on a Vector Bundle). Let E be a smooth vector bundle
with fiberwise inner product, a smooth manifold M . Denote by E2 the same
vector bundle with a possibly different fiberwise inner product. Then there is a
vector bundle isomorphism E → E2 preserving inner products, over the identity
on M . If E is oriented, the isomorphism preserves the orientation.
Proof. Denote the fiberwise inner product, for v, w in the fiber of E over x ∈M , by
〈v, w〉x. Correspondingly, for E2, denote the fiberwise inner product by 〈v, w〉x,2.
Apply the construction of lemma 12.3 to get for each x ∈M a self adjoint positive
linear automorphism Sx : Ex → (E2)x, resulting in a map S : E → E2 over idM .
To see that S is smooth, choose a vector bundle local trivialization over an open
U ⊂M , of pi : E →M :
pi−1(U)
φ−→ U × Rn,
with the diffeomorphism φ isometric for each x with respect to 〈, 〉x and the stan-
dard inner product 〈, 〉Rn on Rn. Use φ to induce from 〈, 〉x,2 another inner product
〈, 〉Rn,x,2 on Rn, a smooth function of x ∈ U . Let SRn,x ∈ Hom(Rn) be the auto-
morphism of lemma 12.3, a smooth function of 〈, 〉Rn,x,2 and hence of x.
Choose any x ∈ U and v, w ∈ Ex, let pi2 : U ×Rn → Rn be the projection, and
then
〈pi2 ◦ φ(S2x(v)), pi2 ◦ φ(w)〉Rn = 〈S2x(v), w〉x
= 〈v, w〉x,2
= 〈pi2 ◦ φ(v), pi2 ◦ φ(w)〉Rn,x,2
= 〈S2Rn,x(pi2 ◦ φ(v)), pi2 ◦ φ(w)〉Rn , whence
pi2 ◦ φ ◦ S2x = S2Rn,x ◦ pi2 ◦ φ, so
φ−1(x, pi2 ◦ φ ◦ S2x) = φ−1(x, S2Rn,x ◦ pi2 ◦ φ), and
S2x = φ
−1(x, S2Rn,x ◦ pi2 ◦ φ).
Thus Sx is a smooth function of x, and hence S is a smooth function.
Corollary 12.5. (The Bundle Gerbe is Independent of the Fiberwise Inner Prod-
uct). Let E be an oriented smooth vector bundle of even rank with fiberwise inner
product, over a compact connected orientable smooth manifold M with Rieman-
nian metric. Denote by E2 the same vector bundle with a possibly different
fiberwise inner product. Then the vector bundle isomorphism E → E2 over the
identity on M from lemma 12.4, which preserves inner products, induces a bundle
gerbe isomorphism G(E)→ G(E2) over the identity on LM .
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Proof. Applying the functor of proposition 12.2 to the isometric isomorphism of
vector bundles, as with any functor we obtain from the isomorphism an isomor-
phism, of bundle gerbes.
Note 12.6. (The Bundle Gerbe may be Independent of the Riemannian Metric).
As noted in the proof of proposition 2.47, the Riemannian metric on M is used
only to define the Fre´chet manifold structure on LM , which may not depend on
the choice of metric. As also noted, it may not be necessary that M be orientable.
12.2 Bundle Gerbe Construction Stability
Given an oriented smooth vector bundle E of even rank with fiberwise inner
product, over a compact connected orientable smooth manifold with Riemannian
metric, the bundle gerbe constructed from its Whitney sum E ⊕ I2k with an even
rank trivial bundle, is stably isomorphic to the bundle gerbe constructed from
E. Thus, if two such vector bundles are stably equivalent (Husemoller, 1976,
page 117), so are the bundle gerbes constructed from them.
Lemma 12.7. (The Fock Space of a Sum of Lagrangian Subspaces). Given real
Hilbert spaces V1, V2 and Lagrangian subspaces L1 ⊂ H1, L2 ⊂ H2 of their
complexifications, L1⊕L2 is a Lagrangian subspace of H1⊕H2, where the sums are
orthogonal direct sums, the Hilbert space inner product (Pedersen, 1989, page 103)
F(L1)⊗F(L2) is Z2 graded, as defined on tensor product decomposables by ∂(w1⊗
w2) = ∂w1 + ∂w2, for w1 ∈ F(L1), w2 ∈ F(L2), and there is a Z2 grade preserving
Cl(V1 ⊕ V2) linear unitary isomorphism
F(L1)⊗ F(L2) ψ−→ F(L1 ⊕ L2)
w1 ⊗ w2 7→ w1 ∧ w2,
with the Cl(V1 ⊕ V2) action on F(L1) ⊗ F(L2) defined for v1 ∈ V1, v2 ∈ V2 by
the self-adjoint Clifford map φ⊗ : V1 ⊕ V2 → F(L1) ⊗ F(L2), defined using the
self-adjoint Clifford maps φ1 : V1 → B(F(L1)), φ2 : V2 → B(F(L2)) for the Fock
representations on F(L1), F(L2), by
φ⊗(v1 + v2)(w1 ⊗ w2) = (φ1(v1)(w1))⊗ w2 + (−1)∂w1w1 ⊗ φ2(v2)(w2).
Proof. To show that ψ is an isometry, it suffices to evaluate it on tensor product
and exterior algebra decomposables made from wedge products of w1i ∈ L1 and
w2j ∈ L2. Let w1 = w11 ∧ · · · ∧ w1p, w2 = w21 ∧ · · · ∧ w2q, and similarly for
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w′1 ∈ ΛpL1, w′2 ∈ ΛqL2. Then
〈w1 ⊗ w2, w′1 ⊗ w′2〉 = 〈w1, w′1〉〈w2, w′2〉, and
〈w1 ∧ w2, w′1 ∧ w′2〉 = Det [〈(w1 ∧ w2)k, (w1 ∧ w2)l〉]
=
[〈w1i, w′1i′〉 0
0 〈w2j, w′2j′〉
]
= 〈w1, w′1〉〈w2, w′2〉,
since L1 ⊥ L2. It’s injective on decomposables because w1∧w2 ⇒ (w1 = 0 or w2 =
0) ⇒ w1 ⊗ w2 = 0. It’s surjective on decomposables because it has an inverse,
defined on decomposables of F(L1 ⊕ L2) ordered so that elements of L1 precede
those of L2 in the wedge product, as w1 ∧ w2 7→ w1 ⊗ w2. Being a unitary
isomorphism on decomposables, by continuity it’s a unitary isomorphism.
For Clifford linearity, denote the self-adjoint Clifford map for the Fock repre-
sentation on F(L1 ⊕ L2) by φ⊕. Then
ψ(φ⊗(v1 + v2)(w1 ⊗ w2)) = ψ((φ1(v1)(w1))⊗ w2 + (−1)∂w1w1 ⊗ φ2(v2)(w2))
= (φ1(v1)(w1)) ∧ w2 + (−1)∂w1w1 ∧ φ2(v2)(w2)
φ⊕(v1 + v2)ψ(w1 ⊗ w2) = φ⊕(v1 + v2)(w1 ∧ w2)
= φ⊕(v1)(w1 ∧ w2) + φ⊕(v2)(w1 ∧ w2)
=
√
2PL1⊕L2(v1) ∧ (w1 ∧ w2)
+
√
2PL1⊕L2(v1) y (w1 ∧ w2)
+
√
2PL1⊕L2(v2) ∧ (w1 ∧ w2)
+
√
2PL1⊕L2(v2) y (w1 ∧ w2)
= (
√
2PL1(v1) ∧ w1) ∧ w2 + (
√
2PL1(v1) y w1) ∧ w2
+ (−1)∂w1w1 ∧ (
√
2PL2(v2) ∧ w2)
+ (−1)∂w1w1 ∧ (
√
2PL2(v2) y w2)
= (φ1(v1)(w1)) ∧ w2 + (−1)∂w1w1 ∧ φ2(v2)(w2).
Lemma 12.8. (The Tensor Product of an Intertwiner with the Identity). Given
real Hilbert spaces V1, V2 and Lagrangian subspaces L1 ⊂ H1, L2, L′2 ⊂ H2 of their
complexifications, and a Cl(V2) linear unitary isomorphism θ : F(L2) → F(L′2),
the map id⊗θ : F(L1) ⊗ F(L2) → F(L1) ⊗ F(L′2) is a Cl(V1 ⊕ V2) linear unitary
isomorphism. If θ preserves or reverses the Z2 grading, so does id⊗θ. If θ is grade
preserving, the analogous lemma is true for θ ⊗ id.
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Proof. On decomposables w ⊗ x, y ⊗ z ∈ F(L1)⊗ F(L2), since θ is unitary,
〈(id⊗θ)(w ⊗ x), (id⊗θ)(y ⊗ z)〉 = 〈x⊗ θ(w), z ⊗ θ(y)〉
= 〈x, z〉〈θ(w), θ(y)〉
= 〈x, z〉〈w, y〉
= 〈x⊗ w, z ⊗ y〉,
so id⊗θ is unitary. It is an isomorphism on decomposables since θ is, and thus by
continuity is an isomorphism. To see that it preserves or reverses the Z2 grading
as θ does, let k ∈ Z2 be such that for w2 ∈ F(L2), ∂(θ(w2)) = ∂w2 + k. For
w1 ∈ F(L1), w2 ∈ F(L2):
∂((id⊗θ)(w1 ⊗ w2)) = ∂(w1 ⊗ θ(w2))
= ∂(w1) + ∂(θ(w2))
= ∂w1 + ∂w2 + k
= ∂(w1 ⊗ w2) + k.
The Clifford linearity of id⊗θ follows from that of θ: for v1 ∈ V1, v2 ∈ V2,
w1 ∈ F(L1), w2 ∈ F(L2), using the definition and notation in 12.7, with analogous
notation for ′, in which φ′1 = φ1,
(id⊗θ)(φ⊗(v1 + v2)(w1 ⊗ w2)) = (id⊗θ)((φ1(v1)(w1))⊗ w2
+ (−1)∂w1w1 ⊗ φ2(v2)(w2))
= φ1(v1)(w1)⊗ θ(w2) + (−1)∂w1w1 ⊗ θ(φ2(v2)(w2))
= φ′1(v1)(w1)⊗ θ(w2) + (−1)∂w1w1 ⊗ φ′2(v2)(θ(w2))
= φ′⊗(v1 + v2)((id⊗θ)(w1 ⊗ w2)).
Proposition 12.9. (The Bundle Gerbe Construction is Stable). Given an ori-
ented smooth vector bundle E → M of even rank with fiberwise inner product,
M a compact connected orientable smooth manifold with Riemannian metric, as
in definition 12.1, letting I2 = M × R2 → M be the trivial real vector bundle of
rank 2 over M , with standard orientation and fiberwise inner product, the bundle
gerbe G(E ⊕ I2) is stably isomorphic to the bundle gerbe G(E). By induction,
the analogous statement for I2k, k ∈ N, also is true.
Proof. The proof is in four main stages, described by what they concentrate on:
1. We demonstrate the continuity of the inclusion L SO(E)→ L SO(E ⊕ I2).
2. We demonstrate the continuity of the inclusion Lagrres,n → Lagrres,n+2 in-
duced by a choice of L2 ∈ Lagrres,2.
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3. We demonstrate the continuity of the corresponding inclusion ζ : Yn → Yn+2
and reduction of what is to be proved to the fact that ((ζ [2])∗Pn+2, Yn, LM)
is isomorphic to (Pn, Yn, LM) = G(E).
4. To demonstrate that fact, we define a map from θ ∈ T (Ln,1, Ln,2) to φ ∈
T (Ln,1⊕L2, Ln,2⊕L2), and show that it is continuous, giving an isomorphism
of principal U(1) bundles.
Proof Part 1. For this proof we consider the bundle gerbe construction functor
G from vector bundles of varying even rank. We take n as the rank of the vector
bundle E that we start with, and look first at the inclusion
SO(E)×M (M × SO(2))→ SO(E ⊕ I2)
(ρ, (x, τ)) 7→ ρ⊕ τ,
for x ∈ M , ρ : Rn → Ex an orientation-preserving linear isometry, τ ∈ SO(2)
hence τ : R2 → R2, ρ ⊕ τ : Rn+2 ∼= Rn ⊕ R2 → Ex ⊕ R2. This inclusion is
right SO(n)-equivariant, acting trivially on the product bundle of the domain,
and for the codomain using the continuous map SO(n) × SO(2) → SO(n + 2),
(σ, τ) 7→ σ ⊕ τ . The displayed inclusion is continuous as may be seen from Poor
(2007, page 17), using local trivializations of E⊕ I2 built from those for E and I2,
local trivializations of SO(E) built from those of E, of SO(E ⊕ I2) from E ⊕ I2,
and local trivializations for the fiber product built from those for the factors. In
these terms, continuity of the inclusion reduces to continuity of the map SO(n)×
SO(2) → SO(n + 2). Continuity of the following inclusion can be seen similarly
but more easily, resulting from continuity of the map SO(n) → SO(n) × SO(2)
given by setting the second component to id:
SO(E)→ SO(E)×M (M × SO(2))
ρ 7→ (ρ, (x, id));
which, also, is right SO(n)-equivariant. Composing the inclusions and looping
gives the is right L SO(n)-equivariant continuous inclusion
L SO(E)→ L SO(E ⊕ I2).
Proof Part 2. For even m ∈ N, let Lagrm = {K ⊂ L2(S1,Cm) | K = K⊥},
and let Lagrres,m ⊂ Lagrm be the polarization class of definition 6.1, replacing
that definition’s n with the m of this context. Given a choice of L2 ∈ Lagrres,2,
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there is a left L SO(n)-equivariant inclusion, for Ln ∈ Lagrres,n:
Lagrres,n → Lagrres,n+2
Ln 7→ Ln ⊕ L2, equivalent to
Ures,n → Ures,n+2
Jn 7→ Jn ⊕ J2.
Continuity of each map is equivalent to that of the other, since the topology for
each Lagrres comes from that of the corresponding Ures (see definition 6.5). Each
Ures gets its topology from the corresponding Ores /U(VJ), and thus ultimately
from Ores. Going through these last two steps, since the topology of each Ures
is independent of the particular J used to define it (see lemma 6.6), we choose J
convenient for showing continuity at Jn: for Ures,n, choose Jn, and for Ures,n+2,
choose Jn⊕J2, obtaining the following equivariant homeomorphisms (see definition
4.79 and proposition 4.42):
Ures,n ∼= Ores,n /U(VJn)
J ′n = gnJng
−1
n 7→ gn U(VJn)
Ures,n+2 ∼= Ores,n+2 /U(VJn⊕J2)
J ′n+2 = gn+2(Jn ⊕ J2)g−1n+2 7→ gn+2 U(VJn⊕J2).
Continuity of J ′n 7→ J ′n ⊕ J2 at Jn is thus equivalent to continuity of gn U(VJn)→
(gn⊕ id) U(VJn⊕J2) at id ∈ U(VJn), and continuity of that map in turn follows from
continuity of the following Ores,n-equivariant map that maps U(VJn)→ U(VJn⊕J2):
Ores,n → Ores,n+2
gn 7→ gn ⊕ id,
This is continuous using the norms ‖‖J of proposition 6.3, with temporarily added
subscripts n, n+ 2. To start with,
‖(gn ⊕ id)− (id⊕ id)‖Jn⊕J2 = ‖(gn − id)⊕ 0‖n+2 + ‖[Jn ⊕ J2, (gn − id)⊕ 0]‖2,n+2.
Since for vn ∈ Vn and v2 ∈ V2, ((gn − id) ⊕ 0)(vn + v2) = (gn − id)(vn) ⊕ 0, and
Vn+2 = Vn⊕V2 is an orthogonal direct sum, ‖(gn−id)⊕0‖n+2 = ‖gn−id‖n. Letting
vn, v2 represent elements in orthonormal bases for Vn, V2, as in the definition in
lemma 4.77 of ‖‖2,n+2, similar reasoning gives ‖[Jn ⊕ J2, (gn − id) ⊕ 0]‖2,n+2 =
‖[Jn, gn − id]‖2,n. Thus by making gn close to id in Ores,n, we can make gn ⊕ id
close to id⊕ id in Ores,n+2. Thus our Lagrres,n → Lagrres,n+2 is continuous.
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Proof Part 3. The therefore continuous inclusion
L SO(E)× Lagrres,n → L SO(E ⊕ I2)× Lagrres,n+2 descends to
Yn = L SO(E)×L SO(n) Lagrres,n → L SO(E ⊕ I2)×L SO(n) Lagrres,n+2,
a continuous map since a continuous equivariant map descends to a continuous
map of the orbit spaces (tom Dieck, 1987, page 4). Using the same fact, considering
the equivariance of the associated product quotient projection
L SO(E ⊕ I2)× Lagrres,n+2 → L SO(E ⊕ I2)×L SO(n+2) Lagrres,n+2
with respect to the L SO(n) action on its domain and the trivial action on its
codomain, we have a continuous map
L SO(E ⊕ I2)×L SO(n) Lagrres,n+2 → L SO(E ⊕ I2)×LSO(n+2) Lagrres,n+2
= Yn+2, that when composed with
Yn = L SO(E)×LSO(n) Lagrres,n → L SO(E ⊕ I2)×LSO(n) Lagrres,n+2 yields
ζ : Yn → Yn+2,
a continuous map over the identity of LM .
Thus we get the following diagram, where, as in definition 10.72, ζ [2] denotes
the map induced by ζ on the second fiber power of the spaces, and in which the
leftmost bundle gerbe is G(E) and the rightmost is G(E ⊕ I2):
Pn
(Yn)
[2]
(ζ [2])∗Pn+2
(Yn)
[2] Yn
LM
.......................................
...
.......................................
...
....................................................................................
.= ................................................
...............................................
.
.......................................
...
Pn+2
(Yn+2)
[2]Yn+2
LM
.......................................
...
.......................................................
.......................................................
.......................................
...
...................................................................
.
ζ
.................................................................
.=
By lemma 10.91, the bundle gerbes ((ζ [2])∗Pn+2, Yn, LM) and G(E⊕I2) are stably
isomorphic.
We will now show that ((ζ [2])∗Pn+2, Yn, LM), is isomorphic to (Pn, Yn, LM) =
G(E), since the principal U(1) bundles are isomorphic over the identity on (Yn)
[2]
in a way that respects bundle gerbe multiplication. Then by note 10.90, G(E⊕I2)
and G(E) will be stably isomorphic.
Proof Part 4. An element [p] ∈ Pn over [γ˜, Ln,1, Ln,2] ∈ (Y (n))[2] over
γ ∈ LM , identifing (Yn)[2] with L SO(E)×LSO(n)(Lagrres,n×Lagrres,n) as in propo-
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sition 11.6, is
[p] = [γ˜, Ln,1, Ln,2, θ],
with θ ∈ T (Ln,1, Ln,2). An element [q] ∈ (ζ [2])∗Pn+2 is
[q] = ([γ˜, Ln,1, Ln,2], [γ˜ × id, Ln,1 ⊕ L2, Ln,2 ⊕ L2, φ]),
with φ ∈ T (Ln,1 ⊕ L2, Ln,2 ⊕ L2). To construct a principal bundle isomorphism,
construct φ from θ by obtaining intertwiners ψφ,1, ψφ,2 from lemma 12.7, inter-
twiner id⊗θ from lemma 12.8, and requiring that the following diagram commute.
The intertwiner arrows in the diagram are with respect to Cl(V1 ⊕ V2).
F(Ln,1 ⊕ L2) = F(L2 ⊕ Ln,1) F(L2 ⊕ Ln,2) = F(Ln,2 ⊕ L2)
F(L2)⊗ F(Ln,1) F(L2)⊗ F(Ln,1)
..................................................................
.
φ
..................................................................................................................................................
.id⊗θ
.....................................................................................................
....
ψ−1φ,1
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
ψφ,2
(12.10)
Defining φ in terms of θ this way defines a U(1)-equivariant map Pn → Pn+2
over the identity:
[p] = [γ˜, Ln,1, Ln,2, θ] 7→ [γ˜ × id, Ln,1 ⊕ L2, Ln,2 ⊕ L2, φ] = [q],
well defined and continuous because it descends from the continuous map that
follows, the cartesian product of two L SO(n)-equivariant continuous maps:
L SO(E)× Tn → L SO(E ⊕ I2)× Tn+2
p = (γ˜, Ln,1, Ln,2, θ) 7→ (γ˜ × id, Ln,1 ⊕ L2, Ln,2 ⊕ L2, φ) = q,
where continuity of all components of q but the last, φ, has already been shown.
To see the continuity of the last component of q, a function of the last three
components of p, use local trivializations of proposition 11.1, specialized. Proposi-
tion 8.1 allows us to choose for the local trivializations of the standard Fock space
bundle F , from which local trivializations of the standard intertwiner bundle T
are built, the standard fiber F(L), for any choice of L ∈ Lagrres. Let us choose
Ln,1 for F (n) for T (n), and Ln,1 ⊕ L2 for F (n+ 2) for T (n+ 2).
As in 11.2 and 11.3 of proposition 11.1, we have box neighborhoods VLn,1×VLn,2
of (Ln,1, Ln,2) ∈ Lagrres,n×Lagrres,n, and VLn,1⊕L2 × VLn,2⊕L2 of (Ln,1 ⊕ L2, Ln,2 ⊕
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L2) ∈ Lagrres,n+2×Lagrres,n+2, and local trivializations of T (n), T (n+ 2)
Ψn : TVLn,1×VLn,2
∼→ (VLn,1 × VLn,2)× T (Ln,1, Ln,1)
Ψn+2 : TVLn,1⊕L2×VLn,2⊕L2
∼→ (VLn,1⊕L2 × VLn,2⊕L2)× T (Ln,1 ⊕ L2, Ln,1 ⊕ L2).
F(L′n,1) F(L
′
n,2)
F(Ln,1) F(Ln,1)
.....................................................................................................................................................................................................................................................................................................................................................................................................
.θ
.....................................................................................................................................................................................................................................................................................................................................................................................................
.
θ̂ = pi2 ◦Ψn(((L′n,1, L′n,2), θ)).......
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
......
Θ−1n,1′ = (pi2 ◦ΘLn,1(L′n,1, ·))−1
.....................................................................................................
....
Θn,2′ = pi2 ◦ΘLn,2(L′n,2, ·)
F(L′n,1 ⊕ L2) F(L′n,2 ⊕ L2)
F(Ln,1 ⊕ L2) F(Ln,1 ⊕ L2)
..................................................................................................................................................................................................................................................................................................................................................................
.
φ
..................................................................................................................................................................................................................................................................................................................................................................
.
φ̂ = pi2 ◦Ψn+2(((L′n,1 ⊕ L2, L′n,2 ⊕ L2), φ)).......
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
......
Θ−1n+2,1′ = (pi2 ◦ΘLn,1⊕L2(L′n,1 ⊕ L2, ·))−1
.....................................................................................................
....
Θn+2,2′ = pi2 ◦ΘLn,2⊕L2(L′n,2 ⊕ L2, ·)
The long-named Θ, which give Clifford linear unitary isomorphisms, are as in
notation 8.2; refer now to the proof of proposition 8.1. We specialize them further.
Given the choices of gK = gLn,1 , g
′ = gL′n,1 for Θn,1′ and gK = gLn,2 , g
′ = gL′n,2
for Θn,2′ , use the freedom of choice for gK and g
′ as afforded by notation 8.3, to
choose gK = gLn,1⊕id, g′ = gL′n,1⊕id for Θn+2,1′ , and gK = gLn,2⊕id, g′ = gL′n,2⊕id
for Θn+2,2′ .
Given that g′ = gL′n,1 for Θn,1′ is a continuous function of L
′
n,1 ∈ V ⊂ Lagrres
with V an open neighborhood of Ln,1, so is g
′ = gL′n,1 ⊕ id for Θn+2,1′ also a
continuous function of L′n,1. It is not necessary for the present purpose to define
ΘLn,1⊕L2 on an open set in Lagrres,n+2 for its first argument; the use we will make
of it goes through the present V ⊕ L2. The local trivializations we use for the
domain of the function θ 7→ φ that we are showing continuous, are defined on
open sets, but that’s not necessary for those for the codomain. The analogous
statements hold for Θn+2,2′ .
These choices have the effect that the intertwiners Θn+2,1′ , Θn+2,2′ act as the
identity on the L2 portions of the Fock spaces. Under the inverses of isomorphisms
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from lemma 12.7, these local trivialization intertwiners for n + 2 become idL2
tensored with the corresponding intertwiners of the local trivializations for n.
That is, the following two diagrams commute:
F(L2 ⊕ L′n,1) = F(L′n,1 ⊕ L2) F(Ln,1 ⊕ L2) = F(L2 ⊕ Ln,1)
F(L2)⊗ F(L′n,1) F(L2)⊗ F(Ln,1)
.................................................................................................................................
.
Θn+2,1′
.................................................................................................................................................................................................................
.
id⊗Θn,1′
.....................................................................................................
....
ψ−1n+2,1′
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
ψn+2,1
F(L2 ⊕ L′n,2) = F(L′n,2 ⊕ L2) F(Ln,1 ⊕ L2) = F(L2 ⊕ Ln,1)
F(L2)⊗ F(L′n,2) F(L2)⊗ F(Ln,1)
.................................................................................................................................
.
Θn+2,2′
.................................................................................................................................................................................................................
.
id⊗Θn,2′
.....................................................................................................
....
ψ−1n+2,2′
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
ψn+2,1
From these diagrams and 12.10 defining φ from θ, we have the following commu-
tative diagram with leftmost and rightmost vertices equal:
F(Ln,1 ⊕ L2) F(L′n,1 ⊕ L2) F(L′n,2 ⊕ L2) F(Ln,1 ⊕ L2)
F(L2)⊗ F(Ln,1) F(L2)⊗ F(L′n,1) F(L2)⊗ F(L′n,2) F(L2)⊗ F(Ln,1)
.....................................................................................................
....
ψ−1n+2,1
.....................................................................................................
....
ψ−1φ,1
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
ψφ,2
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
ψn+2,1
......................................................
.
Θ−1n+2,1′
...............................................
.
φ
......................................................
.
Θn+2,2′
..................................
.
id⊗Θ−1n,1′
...........................
.
id⊗θ .................................
..
id⊗Θn,2′
The bottom edge is id⊗θ̂ and the top edge is φ̂. The maps θ̂ : F(Ln,1)→ F(Ln,1),
id⊗θ̂ : F(L2)⊗ F(Ln,1)→ F(L2)⊗ F(Ln,1), and φ̂ : F (Ln,1 ⊕ L2)→ F (Ln,1 ⊕ L2)
are all Clifford linear unitary intertwiners, elements of U(1) torsors. The map of
fixed U(1) torsors θ̂ 7→ id⊗θ̂ 7→ φ̂ is U(1) equivariant and thus is continuous. (In
fact, in terms of the canonical isomorphisms of these torsors with U(1), it maps
1 7→ 1 7→ 1, and hence is the identity.)
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The principal bundle isomorphism is thus continuous. It respects bundle gerbe
multiplication because that multiplication is just composition of intertwiners.
Composition of two θ’s before applying the isomorphism and composition of two
φ’s after applying the isomorphism give equal results.
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CHAPTER 13
THE CLIFFORD ALGEBRA MODULE BUNDLE
We have a Clifford algebra bundle Cl(LE)→ LM , a polarization class bundle
Y
pi−→ LM , and a Fock space bundle FY → Y that is a pi∗Cl(LE) module bundle.
Given our bundle gerbe (P, Y, LM) and a trivialization of it via a principal U(1)
bundle R → Y with δ(R) isomorphic to P , we construct from FY and R an
irreducible Cl(LE) module bundle, a spinor bundle S over LM .
Before that are preliminary sections on things used in the proof: one on a kind
of tensor product such as FY ⊗U(1) R, and one on inverse limits.
13.1 ∗-Representation Tensor Products
This section is used for tensor products of Fock spaces, which are Hilbert
spaces, with U(1) torsors, and tensor products of Fock space bundles with principal
U(1) bundles. A Fock representation of a Clifford algebra on a Fock space gives
rise to a unitarily equivalent representation of the Clifford algebra on the tensor
product of the Fock space with a U(1) torsor. Thus we speak of tensor products
of ∗-representations or of ∗-modules, with U(1) torsors.
It does no harm to consider general ∗-representations of Clifford algebras on
Hilbert spaces to start with, though the application will be to Fock representa-
tions. Linguistically, we shift from the term representations to the term modules
when going from torsors to bundles, but we have defined both equivalently, as
in definition 4.25, just as we say that a map is an intertwiner or equivalently a
Clifford linear unitary isomorphism, as in definition 4.61.
First let us make precise what is meant by the tensor product of a Hilbert
space with a U(1) torsor. Before the definition, let us say that generally speaking,
it is a Hilbert space isomorphic, though there isn’t a preferred isomorphism, with
the original Hilbert space. The torsor doesn’t so much affect the Hilbert space as
it affects mappings between that Hilbert space and other Hilbert spaces. A more
specific note is that unlike with the tensor product of two modules, there is no
need for sums of decomposables. The most general element is one decomposable,
with addition coming mostly from addition in the Hilbert space factor, since there
is no addition on the torsor (written multiplicatively), which is only a group, not
a ring.
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Definition 13.1. (The Tensor Product of a Clifford Algebra Representation and a
U(1) Torsor). Suppose pi : Cl(V )→ B(F ) is a ∗-representation on a Hilbert space
F , and T is a U(1) torsor. Letting U(1) act on F by zf = z(1)f , for z ∈ U(1),
f ∈ F , and 1 ∈ C, define the Hilbert space
F ⊗ T = F ⊗U(1) T = {(f, t) ∈ F × T}/((f, t) ∼ (zf, z−1t)) for z ∈ U(1)
as a set, with scalar multiplication and addition given by:
α(f ⊗ t) = (αf)⊗ t
(f ⊗ t) + (g ⊗ u) = (f + wg)⊗ t
w = 〈u, t〉 ∈ U(1) such that u = wt,
for α ∈ C, f ⊗ t, g ⊗ u ∈ F ⊗ T , using the natural pairing of lemma 10.9. Give
F ⊗ T the topology from the inner product defined by
〈f ⊗ t, g ⊗ u〉 = 〈t, u〉(〈f, g〉),
where 〈t, u〉 ∈ U(1) acts on 〈f, g〉 ∈ C. Using the identification U(1) ⊂ C, we can
also write
〈f ⊗ t, g ⊗ u〉 = 〈f, g〉〈t, u〉,
using the product in C. Then define
Ψ: φ ∈ B(F ) 7→ φ⊗ = φ⊗U(1) idT ∈ B(F ⊗U(1) T )
pi⊗ = Ψ ◦ pi : Cl(V )→ B(F ⊗ T )
pi⊗(a)(f ⊗ t) = (pi(a)(f))⊗ t.
Call pi⊗ the tensor product representation.
Analogously, define the tensor product of a representation on the right and a
U(1) torsor on the left.
If T = U(1), 〈t, u〉 = tu, and in general 〈t, u〉 = τ(u, t), where τ is the contin-
uous translation function of lemma 2.21.
Lemma 13.2. (pi⊗ is a ∗-Representation of Cl(V ) on F⊗T ). Suppose pi : Cl(V )→
B(F ) is a ∗-representation on a Hilbert space F , and T is a U(1) torsor. The objects
and maps in definition 13.1 are well-defined. For f ∈ F , t ∈ T , ‖f ⊗ t‖ = ‖f‖.
The map Ψ is a ∗-morphism. Given t0 ∈ T , the map
ψt0 : F → F ⊗U(1) T
ψt0(f) = f ⊗ t0,
is an isomorphism of Hilbert spaces that intertwines with Ψ; i.e., for φ ∈ B(F ),
Ψ(φ) ◦ ψt0 = ψt0 ◦ φ. Suppose pi : Cl(V ) → B(F ) is a ∗-representation. Then
172
pi⊗ is a ∗-representation isomorphic to pi via intertwiner ψt0 , though the choice of
intertwiner depends on the choice of t0.
If pi is Z2 graded, so is pi⊗, and the intertwiner preserves the grading. Put
simply, the torsor doesn’t affect the grading.
Proof. Scalar multiplication and addition are well-defined and addition is commu-
tative because, for α ∈ C, w, z, z1, z2 ∈ U(1), f, g ∈ F , t, u ∈ T ,
α((zf)⊗ (z−1t)) = (αzf)⊗ (z−1t) = (zαf)⊗ (z−1t) = (αf)⊗ t
u = wt⇒ z−12 u = z1z−12 wz−11 t and
(z1f)⊗ (z−11 t) + (z2g)⊗ (z−12 u) = (z1f + z1z−12 wz2g)⊗ (z−11 t)
= (z1(f + wg))⊗ (z−11 t)
= (f + wg)⊗ t = (f ⊗ t) + (g ⊗ u);
(f ⊗ t) + (g ⊗ u) = (f + wg)⊗ t
(g ⊗ u) + (f ⊗ t) = (g + w−1f)⊗ u
= (w(g + w−1f))⊗ (w−1u)
= (wg + f)⊗ t.
Addition is associative since (h, v) ∈ F × T , x ∈ U(1), v = xt ⇒ v = xw−1u:
((f ⊗ t) + (g ⊗ u)) + (h⊗ v) = ((f + wg)⊗ t) + (h⊗ v)
= (f + wg + xh)⊗ t
(f ⊗ t) + ((g ⊗ u) + (h⊗ v)) = (f ⊗ t) + ((g + xw−1h)⊗ u)
= (f + wg + wxw−1h)⊗ t
= (f + wg + xh)⊗ t.
0 ⊗ t is the unit for addition, and the other properties needed for a vector space
hold. We have
〈α(f ⊗ t), g ⊗ u〉 = 〈(αf)⊗ t, g ⊗ u〉
= α〈f ⊗ t, g ⊗ u〉
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〈(f ⊗ t) + (g ⊗ u), h⊗ v〉 = 〈(f + wg)⊗ t, h⊗ v〉
= 〈f + wg, h〉〈t, v〉
= (〈f, h〉+ 〈wg, h〉)〈t, v〉
= 〈f, h〉〈t, v〉+ 〈wg, h〉〈t, v〉
= 〈f ⊗ t, h⊗ v〉+ 〈(wg)⊗ t, h⊗ v〉
= 〈f ⊗ t, h⊗ v〉+ 〈g ⊗ u, h⊗ v〉
〈〈f ⊗ t, g ⊗ u〉 = 〈f, g〉〈t, u〉
〈f ⊗ t, f ⊗ t〉 = 〈f, f〉 ≥ 0, = 0 only when f ⊗ t = 0.
The Hermitian property holds because 〈, 〉 on F is a Hermitian inner product, and
for z ∈ U(1), t = zu⇔ u = zt so that 〈t, u〉 = z = 〈u, t〉.
Completeness of F ⊗U(1) T follows from that of F as follows. Suppose fi ⊗ ti
is a Cauchy sequence. Each fi ⊗ ti = (fiui) ⊗ t1 for some ui ∈ U(1). Since
fi⊗ ti− fj⊗ tj = (fiui− fjuj)⊗ t1, we obtain a Cauchy sequence fiui in F , which
converges to some f ∈ F . Then fi ⊗ ti = (fiui)⊗ t1 converges to f ⊗ t1.
Ψ is a morphism of algebras. For adjoints, look at
〈φ⊗(x⊗ t), y ⊗ u〉 = 〈φ(x)⊗ t, y ⊗ u〉
= 〈φ(x), y〉〈t, u〉
= 〈x, φ∗y〉〈t, u〉
= 〈x⊗ t, φ∗y ⊗ u〉
= 〈x⊗ t, (φ∗)⊗(y ⊗ u)〉.
Comparing with the definition of (φ⊗)∗, Ψ is a ∗-morphism, and thus pi⊗ = Ψ ◦ pi
is a ∗-representation. Since t0 = 1 · t0, 〈t0, t0〉 = 1, ψt0 preserves inner products
and is thus injective. It is also surjective, hence an isomorphism of Hilbert spaces,
because each f ⊗ t = (fu)⊗ t0 for some u ∈ U(1). The map ψt0 is an intertwiner
between pi and pi⊗ because it intertwines with Ψ and pi⊗ = Ψ◦pi; i.e., for a ∈ Cl(V ),
f ∈ F ,
(Ψ(pi(a)) ◦ ψt0)(f) = (pi(a)(f))⊗ t0 = (ψt0 ◦ pi(a))(f).
Note 13.3. (Properties of the Tensor Product of a Representation and a Torsor).
Suppose pi : Cl(V )→ B(F ) is a ∗-representation on a Hilbert space F , and T1, T2
are U(1) torsors. Then (F ⊗ T1)⊗ T2 is canonically isomorphic to F ⊗ (T1 ⊗ T2),
where the tensor products are of a representation and a torsor, except that T1⊗T2
is the tensor product of two torsors. The isomorphism is a unitary intertwiner
of representations, or in module language, Clifford linear and unitary. We will
generally identify the two resulting representations.
A tensor product with representation on the left and torsor on the right, is
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canonically isomorphic to the product in the reverse order.
Lemma 13.4. (The Quotient and Inner Product Topologies on F ⊗ T are the
Same). Suppose given a Hilbert space F and a U(1) torsor T . Then the quotient
topology on the set on F ⊗ T , not used in definition 13.1, and the inner product
topology, which is, are the same.
Proof. Let (F ⊗ T )∼ denote the space with the quotient topology and F ⊗ T
the same set with the inner product topology, as already defined. For t0 ∈ T ,
define φ˜t0 : F × T → F , for f ∈ F , t ∈ T , by φ˜t0(f, t) = τ(t0, t)f , where τ is
the continuous translation function of lemma 2.21, with τ(t0, t) = 〈t, t0〉. This
continuous map is U(1)-equivariant for the tensor product action on the right and
the trivial action on the left, and thus descends to a continuous map of the orbit
spaces (tom Dieck, 1987, page 4), φt0 : (F ⊗ T )∼ → F . Then as maps of sets, φt0
and ψt0 are inverses. Further, ψt0 ◦φt0 = id: (F ⊗T∼ → F ⊗T , as the composition
of continuous maps, is continuous.
Its inverse, φ−1t0 ◦ ψ−1t0 = id: F ⊗ T → (F ⊗ T )∼, also is continuous, as follows.
Since ψ is a homeomorphism, this is equivalent to continuity of φ−1t0 , or openness
of φt0 ; that given V open in (F ⊗ T )∼, φt0(V ) is open in F . It suffices to take
any f ∈ φt0(V ) and show that there is some open neighborhood N of f such that
N ⊂ φt0(V ), or equivalently since φt0 is a bijection, N ⊗ t0 ⊂ V .
Since V being open in (F ⊗ T )∼ is equivalent to its inverse image under the
quotient projection pi being open in F × T , there are open neighborhoods Nf of
f , Nt0 of t0 such that Nf × Nt0 ⊂ pi−1(V ), and in particular, Nf × t0 ⊂ pi−1(V ).
Applying pi, Nf ⊗ t0 ⊂ V , so take N = Nf .
Rather than speaking of bundles of representations, we talk about bundles of
Clifford modules.
Definition 13.5. (The Tensor Product of a Clifford Algebra Module bundle and
a Principal U(1) Bundle). Suppose CM → X is a Clifford module bundle with
standard fiber a Hilbert space, for the Clifford algebra bundle CA → X, so that
there is fiber bundle map Π: CA×XCM → CM that on the fiber over each x ∈ X
is a ∗-representation. Also suppose that PB → X is a principal U(1) bundle.
Define the Clifford module bundle CM ⊗U(1) PB = CM ⊗ PB → X as the
quotient of the topological space CM ×X PB by the same U(1) action as in
definition 13.1, using the quotient topology. Define the Hilbert space structure
and Clifford algebra representation on each fiber as in that definition.
Analogously, define the tensor product of a Clifford algebra module bundle on
the right and a principal U(1) bundle on the left.
Lemma 13.6. (The Tensor Product of a Clifford Algebra Module Bundle and a
Principal U(1) Bundle). The objects and maps of definition 13.5 are well-defined,
the fibers of CM⊗PB have the same topology, Hilbert space structure and Clifford
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algebra representation as definition 13.1 would give them fiberwise, and their
Clifford algebra representations cohere into Π⊗ : CA×X (CM⊗PB)→ CM⊗PB.
Proof. Since the action for the tensor product quotient respects fibers, and lemma
13.4 implies that the quotient topology for each fiber is the same as that for the
inner product, the results for Hilbert spaces and torsors carry through to the fibers
here. Also, the fiber product inherits respectively linear and U(1)-equivariant local
trivializations from its factors, resulting in U(1)-equivariant local trivializations
of the fiber product, that descend to the tensor product. Likewise, the continuity
of Π implies continuity of the Clifford algebra action defined on the fiber product
that acts trivially on the principal bundle factor. This Clifford action, which is
by linear maps on the Hilbert spaces, is equivariant for the tensor quotient U(1)
action, and so descends to the continuous fiber bundle map Π⊗, with fiberwise
action on the tensor product.
Note 13.7. (Properties of the Tensor Product of a Representation and a Principal
Bundle). Analogously to note 13.3, using the notation of definition 13.5 but with
two principal U(1) bundles PB1 and PB2, (CM⊗PB1)⊗PB2 and CM⊗ (PB1⊗
PB2) are canonically isomorphic via an isomorphism that is Clifford linear and
unitary on fibers. We will generally identify the two resulting module bundles.
A tensor product with the Clifford algebra module bundle on the left and the
principal U(1) bundle on the right, is canonically isomorphic to the product in
the reverse order.
The tensor product of a Clifford algebra module bundle with the product
bundle base space ×U(1), is canonically isomorphic to the original Clifford algebra
module bundle.
13.2 Inverse Limit of a Functor
Since we will use an inverse limit, here is a definition and a lemma.
Definition 13.8. (The Inverse Limit of a Functor). (Freyd, 1964, pages 75–78)
Let D : A→ B be a functor; then an inverse limit of D is a pair (I, αI) consisting
of an object I ∈ B and a natural transformation αI : CI → D, where CI : A→ B is
the constant functor that maps every object to I, such that the following property
holds. (Recall that a constant functor maps every object to one object, and every
morphism to the identity.) For any constant functor Cb : A → B and natural
transformation αb : Cb → D, there is a unique natural transformation β : Cb → CI
such that αI ◦ β = αb.
An illustrative commutative diagram follows. Since β(a1) = β(a2), we abuse
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notation to call it β ∈ Mor(b, I). We only use the special case after the illustration.
a1
a2
b = Cb(a1)
b = Cb(a2)
I = CI(a1)
I = CI(a2)
D(a1)
D(a2)
......................................................................
...
φ
....... ....... ....... ....... ....... ....... ...........
.
β = β(a1)
....... ....... ....... ....... ....... ....... ...........
.
β = β(a2)
......................................................................
...
id = Cb(φ)
......................................................................
...
id = CI(φ)
.....................................................................
.
αI(a1)
.....................................................................
.
αI(a2)
......................................................................
...
D(φ)
........
........
........
.........
.........
..........
..........
...........
.............
...............
.....................
.........................................................................................................................................................
αb(a1)
...........................................................................................................................................................................................
...............
............
..........
........
........
.......
......
......
......
.....
.....
αb(a2)
Lemma 13.9. (A Concrete Realization of the Inverse Limit of a Special Kind of
Functor). Suppose A is a category in which for every a1, a2 ∈ Obj(A) there is
exactly one morphism ma1,a2 ∈ Mor(a1, a2), that B is the category Set, and that
D : A→ B is a functor. Then using the convention that xα ∈ D(α), defining
I = lim←−
a∈A
D(a)
= {(xa) ∈ Πa∈AD(a) | ∀a1, a2 ∈ A, xa2 = D(ma1,a2)(xa1)}
αI(a) = (pia)|I , or just pia ∀a ∈ A,
(I, αI) is an inverse limit of D, constructed without arbitrary choice, and all the
ma1,a2 , D(ma1,a2), and αI(a) are isomorphisms.
Proof. αI is a natural transformation since for every a1, a2 ∈ A, D(ma1,a2) ◦
αI(a1) = αI(a2) ◦ idI ; i.e., D(ma1,a2) ◦ pia1 = pia2 , or xa2 = D(ma1,a2)(xa1) for
every xa1 ∈ pia1(I), true by definition of I.
Suppose given any constant functor Cb, which maps every object of A to b ∈ B
and maps every morphism of A to idb, and any natural transformation αb, a
collection of morphisms indexed by a ∈ A, αb(a) : Cb(a) = b → D(a) ∈ B, such
that for a1, a2 ∈ A, D(ma1,a2) ◦ αb(a1) = αb(a2) ◦ idb. Given such a constant
functor and natural transformation, by the universal property for products, there
is a unique map β : b → Πa∈AD(a) such that for every a ∈ A, αI(a) ◦ β =
pia◦β = αb(a), so that β is the one morphism of the desired natural transformation,
provided we show that the image of β is in I, which is to say, for every a1, a2 ∈ A,
pia2 ◦ β = D(ma1,a2) ◦ pia1 ◦ β. But that is equivalent to αI(a2) ◦ β = αb(a2) =
D(ma1,a2) ◦ αb(a1) = D(ma1,a2) ◦ αI(a1) ◦ β, with the middle equality due to the
fact that αb is a natural transformation. Thus (I, αI) is an inverse limit of D.
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For any objects a1, a2 in A, there is exactly one morphism ida1,a1 ∈ Mor(a1, a1)
and exactly one morphism ida2,a2 ∈ Mor(a2, a2). Thus, given ma1,a2 ∈ Mor(a1, a2)
and ma2,a1 ∈ Mor(a2, a1), necessarily ma1,a2 ◦ma2,a1 = ida1,a1 and ma2,a1 ◦ma1,a2 =
ida2,a2 ; hence both ma1,a2 and ma2,a1 are isomorphisms. Since a functor carries
isomorphisms to isomorphisms, all the D(ma1,a2) are isomorphisms.
To see that αI(a1) has a right inverse, define the constant functor Cb by b =
D(a1), the natural transformation αb by αb(a1) = id, and for every a2, since in
A there is a morphism ma1,a2 , αb(a2) = D(ma1,a2). Then reading off the top
composition in the diagram, αI(a1) ◦ β = idD(a1). Thus also, αI(a1) is surjective.
To see that αI(a1) is injective, suppose (xα), (yα) ∈ I and xa1 = αI(a1)((xα)) =
αI(a1)((yα)) = ya1 . Then by definition of A, for every a2 there is a morphism
ma1,a2 , and by definition of I, xa2 = D(ma1,a2)(xa1) = D(ma1,a2)(ya1) = ya2 . Thus
(xα) = (yα).
Since αI(a1) is a bijection, it is an isomorphism in B = Set.
13.3 The Clifford Module Bundle Construction
Definition 5.7 gives Clifford algebra bundle Cl(LE) → LM , 7.1 a polariza-
tion class bundle Y
pi−→ LM , and 9.1 a Fock space bundle FY → Y that is a
pi∗Cl(LE) module bundle as in lemma 9.3. Proposition 11.8 gives the bundle
gerbe (P, Y, LM), and we are given as in definition 10.75 a trivialization of it: a
principal U(1) bundle R → Y and an isomorphism Φ: δ(R) → P that respects
bundle gerbe multiplication.
We want an irreducible Cl(LE) module bundle, a spinor bundle S over LM .
For a given γ ∈ LM , each y ∈ Yγ gives the module FYy for pi∗Cl(LE)y, which
we can identify with (Cl(LE))γ; but in general, we can’t choose continuously one
such y for each γ.
Now, FY ⊗R as in definition 13.5, like FY , is a pi∗Cl(LE) module bundle over
Y , but it differs from FY in that R, because δ(R) is isomorphic to P , contains
information related to Clifford linear unitary isomorphisms between fibers of FY .
We take advantage of the difference, not by choosing one y ∈ Y and thence
one fiber (FY ⊗R)y as the Clifford algebra module, but by using the information
from R to obtain a canonical isomorphism between any two fibers (FY ⊗ R)y1
and (FY ⊗ R)y2 with y1, y2 over γ. We identify all these fibers over γ via an
inverse limit to get one Clifford algebra module Sγ for (Cl(LE))γ; and all the Sγ
fit together into a fiber bundle over LM .
Theorem 13.10. (A Trivialization of the Bundle Gerbe Gives a Clifford Module
Bundle). From a trivialization R → Y with isomorphism Φ: δ(R) → P , of the
bundle gerbe (P, p, Y, pi, LM) of proposition 11.8, we construct a fiber bundle
S → LM , each fiber of which is an irreducible module for the corresponding fiber
of the Clifford algebra bundle Cl(LE) of definition 5.7, resulting in a continuous
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map Cl(LE) ×LM S → S. That is, S is a bundle of irreducible Clifford algebra
modules over LM ; and it is a Hilbert space bundle with local trivializations that
are Clifford linear unitary isomorphisms on fibers.
The construction of S is made without arbitrary choices.
Given another trivialization R′ → Y , Φ′ : δ(R′)→ P , there is a principal U(1)
bundle Q → LM such that R′ ∼= R ⊗ pi∗Q, and the Clifford module bundle S ′
constructed using R′ differs from S by Q; that is, S ′ ∼= S ⊗Q, a homeomorphism
over the identity that is a Clifford linear unitary isomorphism on fibers.
Proof. Most of the work is in defining and proving properties of the canoni-
cal isomorphism we’ll construct below, ν : pi∗1(FY ⊗ R) → pi∗2(FY ⊗ R), where
pi1, pi2 : Y
[2] → Y are the projections. As in the following lemma 13.11, omitting
irrelevant data for pullbacks and associated bundle constructions, for (y1, y2) =
([γ˜, L1], [γ˜, L2]) ∈ Y [2], w1 ∈ F(L1), r1 ∈ Ry1 , and arbitrarily chosen r2 ∈ Ry2 ,
(pi∗1(FY ⊗R))y1,y2 ν−→ (pi∗2(FY ⊗R))y1,y2
FYy1 ⊗Ry1 → FYy2 ⊗Ry2
w1 ⊗ r1 7→ Φ(r1 ⊗ r∗2)(w1)⊗ r2.
To use bundle maps to define ν, the following lemma 13.11 defines one of the
main pieces of ν, ev : P ⊗ pi∗1FY → pi∗2FY . Other maps involved are two inverses
of the canonical isomorphisms we will use from lemma 10.17, temporarily named 
and η, which do the following on elements, given a principal U(1) bundle Q→ B:
 : Q→ (B × U(1))⊗Q
q 7→ (b, 1)⊗ q, for all q ∈ Qb
η : B × U(1)→ Q⊗Q∗
(b, 1) 7→ q∗ ⊗ q, choosing any q ∈ Qb.
We use the same name η for the analogous canonical isomorphism with Q a Clif-
ford module bundle. Other canonical isomorphisms, including these maps in their
forward direction, are used without being named. pi1, pi2 : Y
[2] → Y are the pro-
jections. Then define ν as the composition:
pi∗1(FY ⊗R) −→ (Y [2] × U(1))⊗ pi∗1(FY ⊗R)
η⊗id−−→ pi∗2R⊗ pi∗2R∗ ⊗ pi∗1(FY ⊗R)
canon.−−−→ pi∗1R⊗ pi∗2R∗ ⊗ pi∗1FY ⊗ pi∗2R
Φ⊗id−−−→ P ⊗ pi∗1FY ⊗ pi∗2R
ev⊗ id−−−→ pi∗2FY ⊗ pi∗2R
canon.−−−→ pi∗2(FY ⊗R).
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All the maps composing ν are isomorphisms of fiber bundles, Clifford linear
unitary isomorphisms on fibers, either mentioned in note 13.7, being principal
U(1) bundle isomorphisms tensored with id on the Clifford module bundle part,
or in the case of ev, due to the following lemma 13.11, which we use now but state
and prove later, after the end of this, the main line of the proof.
To fill in more steps on elements, but coalescing some of the bundle maps,
omitting irrelevant pullback and associated bundle data,
w1 ⊗ r1 7→ (y1, y2, 1)⊗ w1 ⊗ r1
7→ r1 ⊗ r∗2 ⊗ w1 ⊗ r2
7→ Φ(r1 ⊗ r∗2)⊗ w1 ⊗ r2
7→ Φ(r1 ⊗ r∗2)(w1)⊗ r2.
Now, ν gives a canonical Clifford linear unitary isomorphism between any two
fibers of FY ⊗R over γ ∈ LM , but to make an equivalence relation from this we
need transitivity and symmetry of the relation: over Y [3], the cocycle condition
pi∗23ν ◦ pi∗12ν = pi∗13ν, and over Y [2], ∆112 ν = idpi∗1(FY⊗R). These combine to give
pi∗21ν ◦ pi∗12ν = pi11ν = id.
For the cocycle condition, for y3 = [γ˜, L3], choosing arbitrarily some r3 ∈ Ry3 ,
substituting the expression ν(w1 ⊗ r1) = Φ(r1 ⊗ r∗2)(w1) ⊗ r2 into the expression
ν(w2 ⊗ r3) = Φ(r2 ⊗ r∗3)(w2)⊗ r3,
pi∗23ν ◦ pi∗12ν(w1 ⊗ r1) = Φ(r2 ⊗ r∗3)(Φ(r1 ⊗ r∗2)(w1))⊗ r3
= Φ(r2 ⊗ r∗3) ◦ Φ(r1 ⊗ r∗2)(w1)⊗ r3
= Φ(r1 ⊗ r∗3)(w1)⊗ r3
= pi∗13ν(w1 ⊗ r1),
as before omitting irrelevant pullback and associated bundle data. The penul-
timate equality shows the composition of two applications of ev turning into
one application. Letting Φ(r1 ⊗ r∗2) give φ12 ∈ T (L1, L2), Φ(r2 ⊗ r∗3) give φ23 ∈
T (L2, L3), and Φ(r1 ⊗ r∗3) give φ13 ∈ T (L1, L3), the composition of applications
of ev amounts to one application with the composition of intertwiners φ23 ◦ φ12.
Because mδ(R)((r1 ⊗ r∗2) ⊗ (r2 ⊗ r∗3)) = r1 ⊗ r∗3 by definition 10.69, because Φ
preserves bundle gerbe multiplication, and the multiplication mP for our bundle
gerbe (P, Y, LM) is given by composition of intertwiners of Fock spaces in reverse
order, by note 10.76 and proposition 11.6, φ23 ◦ φ12 = φ13. Thus the cocycle
condition holds.
To get ∆112 ν = id, look at the expression for evaluation at a point and take
the arbitrary element of Ry1 as r1. It follows from the definition of multiplication
for δ(R), which gives mδ((r1 ⊗ r1)∗ ⊗ (r1 ⊗ r1)∗) = (r1 ⊗ r1)∗, Φ’s preserving the
multiplication on the bundle gerbes it relates, definition 10.27 and lemma 10.29
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concerning the uniqueness of the identity, and the fact that id ∈ T (L1, L1) is an
identity for composition and hence gives an identity for mP , that φ11 = id.
Arriving at this point with the properties of ν in hand, we use ν to give for every
(y1, y2) over γ, a unique Clifford linear unitary isomorphism ν12 : (FY ⊗ R)y1 →
(FY ⊗R)y2 , then use these to identify via an inverse limit, all the (FY ⊗R)y for
y over γ, giving one Clifford algebra module over γ.
To use lemma 13.9 let A be the (abstract) category with Obj(A) = Yγ,
the points y over γ, and exactly one morphism m12 for every pair of objects
(a1, a2) = (y1, y2). Let the category B = Set, the category of sets. The objects
and morphisms we will actually use in B come from forgetting C∗-Clifford algebra
and Hilbert space structure.
Let the functor D : A→ B on objects y ∈ Yγ be y 7→ (FY ⊗R)y and on mor-
phisms m12 7→ ν12. The cocycle condition on the ν’s is equivalent to one require-
ment for a functor, to preserve composition of morphisms. The other requirement,
that D(id) = id, is true since ν11 = id. Then define Sγ = I, a particular concrete
realization of lim←−a∈AD(a). The natural transformation αI from CI to D consists
of the inverse limit projections, which are the projections piγ,y : Sγ → (FY ⊗ R)y
of the direct product of which the inverse limit of the lemma is a subset. As a
consequence of the lemma, the piγ,y are bijections.
We now put back the forgotten structure. Fix some y1 ∈ Yγ and define the
Hilbert space structure and action of Cl(LE)γ on Sγ by requiring that the bi-
jection piγ,y1 be a Cl(LE)γ linear unitary isomorphism. Then because the ν12
are Cl(LE)γ linear unitary isomorphisms, from commutativity of the right hand
square of definition 13.8, all the piγ,y2 are Cl(LE)γ linear unitary isomorphisms.
The result doesn’t depend on arbitrary choices such as that of y1. The inverse
limit set from 13.9 doesn’t depend on arbitrary choice. The added structure
doesn’t either, for taking any y2 ∈ Yγ, the following diagram commutes, where all
the maps are bijections and the map ν12 : (FY ⊗R)y1 → (FY ⊗R)y2 is a Clifford
linear unitary isomorphism.
Sγ
(FY ⊗R)y1
(FY ⊗R)y2
......
......
......
......
......
......
......
......
......
.....
..piγ,y1
...........................................................
..
piγ,y2
.....................................................................................................
....
ν12
The diagram shows that the choice of y1 has no effect on the structures defined
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by it. For instance, to find the sum of u, v ∈ Sγ:
pi−1γ,y1(piγ,y1(u) + piγ,y1(v)) = pi
−1
γ,y1
ν12(ν
−1
12 piγ,y2(u) + ν
−1
12 piγ,y2(v))
= pi−1γ,y2(piγ,y2(u) + piγ,y2(v)).
Because Fock representations are irreducible (see proposition 4.60) and the
tensor product representations are isomorphic to Fock representations (see lemma
13.2), our representation or Cl(LE)γ module Sγ is irreducible.
Now let the total space of our Cl(LE) module be the disjoint union S =
qγ∈LMSγ as a set. Let the projection piS be defined by Sγ → {γ}. Considering
S = qγ∈LMSγ ⊂ LM ×
⋃
γ∈LM Sγ, piS is the projection on the first factor.
We have all of S except a topology. For this, let {Ui} be an indexed, good
cover of LM with local sections si : Ui → Y with pi ◦ si = idUi . Define
ψi : S|Ui → s∗i (FY ⊗R)
s 7→ (piS(s), pipiS(s),si◦piS(s)(s)) = (γ, piγ,si(γ)(s)),
for s ∈ S over γ. By construction, the ψi on fibers are Clifford linear unitary
isomorphisms. For Ui ∩ Uj 6= ∅, suppose s ∈ S|Ui∩Uj , ψi(s) = (γ, f) ∈ (s∗i (FY ⊗
R))piS(s) = (s
∗
i (FY ⊗R))γ. Then
s = pi−1γ,si(γ)(γ, f), and
ψj ◦ ψ−1i : (s∗i (FY ⊗R))|Ui∩Uj → (s∗j(FY ⊗R)|Ui∩Uj is
(γ, f) 7→ (γ, piγ,sj(γ) ◦ pi−1γ,si(γ)(f))
= ((si, sj)
∗ν)(γ, f),
so that
ψj ◦ ψ−1i = (si, sj)∗ν.
Since ν is continuous, and a Clifford linear unitary isomorphism on fibers of
pi∗1(FY ⊗ R), using the same Clifford algebra fiber for all (y1, y2) above γ, so is
ψj ◦ ψ−1i continuous and is a Clifford linear unitary isomorphism on fibers (above
each γ) of s∗i (FY ⊗R).
Since the s∗i (FY ⊗R) are fiber bundles with standard fiber a Hilbert space over
the contractible Ui, they have local trivializations that are unitary isomorphisms
on fibers. For all i, compose these with the respective ψi to get bijections that
satisfy a cocycle condition and determine a topology on S that makes the com-
positions local trivializations of S that are unitary isomorphisms on fibers. Since
the local trivializations of the s∗i (FY ⊗R) are already homeomorphisms, with the
new topology so are the ψi.
By construction, each fiber Sγ is a (Cl(LE))γ module. What remains is to show
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that the action Cl(LE) ×LM S → S is continuous. Using the newly constructed
local trivializations, because the homeomorhisms ψi are Clifford linear unitary
isomorphisms on fibers and the Clifford action on FY (see lemma 9.3), hence
FY ⊗R, hence s∗i (FY ⊗R) is continuous, the Clifford action on each SUi and thus
on S is continuous.
If different local trivializations of s∗i (FY ⊗ R) are chosen, their compatibility
with the original choices implies the compatibility of the resulting local trivializa-
tions of S, resulting in the same topology for S.
Suppose given another set of local sections s′i : Ui → Y . By adding duplicate
Ui to the indexed cover, the reasoning above, starting with the choice of good
cover and local sections, comparing si with s
′
j instead of with sj, shows that the
topology of S is the same, regardless of the choice of local sections.
Further, given a different open cover {U ′i}, there is a good cover of LM that is
a a refinement of both {Ui} and {U ′i}, and reasoning in the same vein shows that
the topology of S is the same, regardless of the choices of open cover of LM and
local sections of Y .
For the third statement of the theorem, lemma 10.77 gives from the two trivi-
alizations R, R′, a principal U(1) bundle Q→ LM , such that R′ ∼= R⊗ pi∗Q. For
each γ ∈ LM and y ∈ Yγ, since (pi∗Q)y = {y} ×Qγ,
S ′γ ∼= lim←−
y∈pi−1(γ)
(FY ⊗R′)y
∼= lim←−
y∈pi−1(γ)
(FY ⊗ (R⊗ pi∗Q))y
∼= lim←−
y∈pi−1(γ)
((FY ⊗R)y ⊗ (pi∗Q)y)
∼= ( lim←−
y∈pi−1(γ)
(FY ⊗R)y
)⊗Qγ, so that
S ′ ∼= S ⊗Q.
The isomorphism is a Clifford linear unitary isomorphism on fibers as in note 13.3.
Above an open set in LM small enough for all three bundles to be trivializable,
the isomorphism is realized by multiplication by a U(1) valued function, and thus
is a homeomorphism.
Having finished the main line of the proof, we come back to state and prove
the lemma mentioned and used in it.
Lemma 13.11. (ev is an Isomorphism). The map ev, part of the map ν of
theorem 13.10, is an isomorphism of fiber bundles, on fibers a Clifford linear
unitary isomorphism.
Proof. This lemma is not made to stand alone; we adopt wholesale the context of
the preceding theorem and of its proof at the point it references this lemma.
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To define ev, note that both P and pi∗1FY are bundles associated to L SO(E):
P is identified with L SO(E) ×LSO(n) T (see proposition 11.6), and pi∗1FY =
pi∗1(L SO(E)×LSO(n) F ). Let [γ˜, L1, L2, φ12] denote an element of P over (y1, y2) =
([γ˜, L1], [γ˜, L2]) ∈ Y [2], where γ˜ ∈ L SO(E), L1, L2 ∈ Lagrres, and φ12 ∈ T (L1, L2);
φ12 : F(L1) → F(L2) is a Cl(V ) linear unitary isomorphism. Let [γ˜, L1, L2, w]
denote an element of pi∗1FY over (y1, y2), where w ∈ F (L1). Define
ev : [γ˜, L1, L2, φ12]⊗ [γ˜, L1, L2, w] 7→ [γ˜, L1, L2, φ12(w)],
with φ12(w) ∈ F(L2). That ev is well defined and continuous follows from the fact
that the corresponding e˜v : P ×Y [2] pi∗1FY → pi∗2FY is well defined, continuous,
and U(1)-equivariant. Those properties of e˜v follow from the fact that the corre-
sponding ˜˜ev : T ×(Lagrres×Lagrres) pi∗1F → pi∗2F , ((L1, L2, φ12), ((L1, L2), (L1, w))) 7→
((L1, L2), (L2, φ12(w))), where we have written in the pullback details, has the
same properties, also is L SO(n)-equivariant, and that the action of L SO(n) is
U(1)-equivariant. To summarize the domains and codomains of the maps,
P ⊗ pi∗1FY ev−→ pi∗2FY
P ×Y [2] pi∗1FY e˜v−→ pi∗2FY
T ×(Lagrres×Lagrres) pi∗1F
˜˜ev−→ pi∗2F.
The L SO(n)-equivariance of ˜˜ev can be seen by taking g ∈ L SO(n); then
referring to definition 9.1 for the actions of L SO(n) on Lagrres and F(L1), and
to proposition 11.1 for the action of L SO(n) on T (L1, L2), (g · φ12)(g · w) =
(Λg ◦ φ12 ◦ Λ∗g)(Λg(w)) = Λg(φ12(g)) = g · (φ12(g)).
To obtain continuity of ˜˜ev we use local trivializations of the bundles T and
F , as in the proof of continuity of bundle gerbe multiplication surrounding 11.7,
specifically continuity of ˜˜m in the proof of proposition 11.6, except that in this
proof we have not just gone from associated bundle to cartesian product, but have
removed L SO(E) entirely from the definition of ˜˜ev. We show continuity of ˜˜ev at
(L1, L2, φ12, w).
Let VL1 , VL2 ⊂ Lagrres be open neighborhoods of L1 and L2 respectively, such
that over VL1×VL2 is the domain of a local trivialization of the standard intertwiner
principal U(1) bundle T as in 11.2, 11.3 of the proof of proposition 11.1, and such
that over VL1 is the domain of a local trivialization of the standard Fock space
bundle F as in note 8.2.
For L′1 ∈ VL1 , L′2 ∈ VL2 , φ ∈ T (L′1, L′2), w′ ∈ F(L′1), omitting redundant or
irrelevant symbols L′1, L
′
2 appropriately, with φ̂12, φ̂
′
12 ∈ T (L,L), the U(1) torsor
of intertwiners of the Fock space F(L) of the standard Lagrangian subspace L,
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and ŵ, ŵ′ ∈ F(L), the local trivializations map as follows:
w 7→ ŵ = pi2 ◦ΘL1(L′1, w)
w′ 7→ ŵ′ = pi2 ◦ΘL1(L′1, w′)
φ12 7→ φ̂12 = (pi2 ◦ΘL2(L′2, ·)) ◦ φ12 ◦ (pi2 ◦ΘL1(L′1, ·))−1
φ′12 7→ φ̂′12 = (pi2 ◦ΘL2(L′2, ·)) ◦ φ′12 ◦ (pi2 ◦ΘL1(L′1, ·))−1
φ12(w) 7→ pi2 ◦ΘL2(L′2, φ12(w))
= (pi2 ◦ΘL2(L′2, ·)) ◦ φ12 ◦ (pi2 ◦ΘL1(L′1, ·))−1(pi2 ◦ΘL1(L′1, w))
= φ̂12(ŵ);
φ′12(w
′) 7→ pi2 ◦ΘL2(L′2, φ′12(w′))
= (pi2 ◦ΘL2(L′2, ·)) ◦ φ′12 ◦ (pi2 ◦ΘL1(L′1, ·))−1(pi2 ◦ΘL1(L′1, w′))
= φ̂′12(ŵ′);
that is, the salient results of the map in the local trivializations are φ̂12 × ŵ 7→
φ̂12(ŵ) and φ̂′12 × ŵ′ 7→ φ̂′12(ŵ′).
Recall that for T (L,L) the operator norm and strong operator topologies are
equal. Consider continuity at φ̂12 and ŵ, fixing those for the moment. In F(L)
we have φ̂12(ŵ) − φ̂′12(ŵ′) = (φ̂12 − φ̂′12)(ŵ) + φ̂′12(ŵ − ŵ′). The norm in F(L) of
the first term goes to 0 as φ̂′12 → φ̂12 with either topology, and the norm of the
second term goes to 0 as ŵ′ → ŵ since the norm of φ̂′12 is bounded by 1.
Thus ˜˜ev, and hence e˜v and ev are continuous.
That ev is Clifford linear on each fiber follows from the same property of ˜˜ev.
On its domain T ×(Lagrres×Lagrres) pi∗1F , define the action of pi∗1(Lagrres×Cl(LRn))
trivially on the first factor and, decoding the pullbacks, by the action of lemma
8.4 on the second factor. On the codomain of ˜˜ev also, let pi∗2(Lagrres×Cl(LRn))
act by the lemma. Then ˜˜ev is Clifford linear by definition 4.61 applied to φ12.
Thence from L SO(n)-equivariance of ˜˜ev, taking the associated product with
L SO(E) for domain and codomain of ˜˜ev and for the Clifford algebra Cl(LRn), fol-
lows the Clifford linearity of e˜v with respect to the Clifford actions of pi∗1pi
∗Cl(LE)
on the domain and pi∗2pi
∗Cl(LE) on the codomain. These are canonically isomor-
phic Clifford algebra bundles; the algebra part only changes when γ does. Finally,
because in definition 13.5 the Clifford action is defined by descent from the action
on the associated product defined as for e˜v, ev itself is Clifford linear on fibers.
To see that ev is a unitary isomorphism on fibers we argue directly for ev,
having not thought of a sensible Hilbert space structure for the associated or
cartesian products for e˜v or ˜˜ev. Suppose φ12a, φ12b = zφ12a ∈ T (L1, L2) for some
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z ∈ U(1), and w1a, w1b ∈ F(L1). Then before applying ev, omitting irrelevant data
for the pullbacks and referring all the associated product equivalence classes to
the same γ˜, 〈φ12a ⊗ w1a, φ12b ⊗ w1b〉 = 〈φ12a, φ12b〉〈w1a, w1b〉 = z〈w1a, w1b〉. On the
other hand, after applying ev, 〈φ12a(w1a), φ12b(w1b)〉 = z〈φ12a(w1a), φ12a(w1b)〉 =
z〈w1a, w1b〉, since φ12a is unitary; the same after as before ev.
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CHAPTER 14
FUTURE WORK
14.1 Introduction to Future Work
Apart from proposition 14.25 about a bundle gerbe over a suspension, which
could stand alone, this chapter is mainly concerned with three ways the work in the
thesis could be continued. Two are described very briefly, and one in some detail,
with supporting results, which also give examples (e.g. lemma 14.34) of working
concretely with a bundle gerbe constructed from a particular vector bundle.
The first subject for future work can be described in one paragraph.
Note 14.1. (Spin Structures for the Vector Bundles). Note 4.62 implies that a
Clifford linear unitary isomorphism of Fock representations either preserves or
reverses the natural Z2 grading. It seems likely possible, in the case that the
vector bundle E has a spin structure, to alter the bundle gerbe construction to use
instead of Lagrres, one connected component of that space (see proposition 1.2 (i),
(ii) and the start of section 2.1 of Spera and Wurzbacher (2007, pages 808, 814)).
Instead of L SO(E), use L Spin(E); and make the associated products now over
L SO(n), over L Spin(n), which would act on the left via the projection to L SO(n),
by which it covers only the connected component of the identity, preserving the
connected components of Lagrres. Then the intertwiners in the bundle gerbe would
preserve the gradings, so the spinor bundle S would be Z2 graded as a bundle.
Part of this is similar to the situation in lemma 14.34, where there is a reduction
of the structure group of the vector bundle from SO(n) to Sp(n), and the latter
is used to construct the bundle gerbe.
The second subject for future work will make up the bulk of the chapter, and
concerns the conjecture that the transgression of the first Pontryagin class of the
original smooth vector bundle is plus or minus twice the Dixmier-Douady class of
the constructed bundle gerbe. If E has a spin structure so that p1
2
(E) exists, it may
be that if it vanishes, so does DD(G(E)), whence using local trivializations of the
polarization class bundle Y and the bundle gerbe principal bundle P , proposition
10.87 constructs a trivialization of the bundle gerbe. We will see some results that
could possibly be part of a proof. It turns out that the conjecture first stated may
depend on a the existence of a spin structure on the vector bundle, and thus on
the work discussed in note 14.1.
187
The third subject for future work, again, can be described in one paragraph.
It is to consider a bundle two-gerbe associated to the first Pontryagin class of
the original smooth vector bundle, perhaps from the associated frame bundle,
constructing the bundle two-gerbe as in Stevenson (2000) Proposition 9.3 (see
also Proposition 11.4). From it could perhaps be obtained a bundle gerbe stably
isomorphic to the bundle gerbe constructed here from the vector bundle. The
bundle two-gerbe would be trivial if the Pontryagin class were trivial as in the
reference’s Proposition 12.2, and it would be nice if it were possible to construct
from a trivialization of the bundle two-gerbe, a trivialization of the bundle gerbe.
Returning to the subject for future work that will be described at length,
section 14.2 defines the transgression τ : H4(M ;Z)→ H3(LM ;Z), and shows that
the transgression τ : H4(S4;Z)→ H3(LS4;Z) is an isomorphism.
Section 14.3 defines the particular vector bundle for what will be called, hope-
fully, the universal case of the conjecture: the real vector bundle underlying the
tautological quaternionic line bundle EQ → HP 1 ∼= S4.
Section 14.4 shows that given a doubtful hypothesis concerning cohomology of
a classifying space, the particular case of EQ implies the general case of the con-
jecture; that is, that ±2DD(G(EQ)) = τ(p1(EQ)) ⇒ ±2DD(G(E)) = τ(p1(E))
for all vector bundles E satisfying our hypotheses. If the vector bundles have
spin structures and the work described in note 14.1 turns out as expected, then it
seems likely that the analogous cohomological hypothesis would be true, and that
the particular, thus universal, case would imply the general case. Further, since
then p1(E) is divisible by 2, it’s possible that DD(G(E)) = τ(
p1
2
(EQ)) could then
be implied by the same statement for EQ.
Section 14.5 gives an overview of an approach to proving the conjecture that
the universal case of EQ is true. The following sections after 14.5 flesh this out.
Section 14.6 defines a particular suspension isomorphism, and to relate the
Dixmier-Douady class of any continuous bundle gerbe over the unreduced sus-
pension of a given locally connected metric space X, to the first Chern class of
a constructed principal bundle over X. This was written originally to aid in the
proof concerning G(EQ), which can be pulled back to S
3, the suspension of S2,
but the isomorphism could be of more general use.
Section 14.7 discuss the map used for the pullback of G(EQ) from LHP 1 ∼=
LS4 to S3, records isomorphisms related to stereoscopic projection for S4 and
homogeneous coordinates for HP 1.
Section 14.8 constructs the bundle gerbe G(EQ), pulls it back to S
3, and defines
local sections of the pullback. Also it applies the suspension result of section 14.6
to the bundle gerbe over S3, obtaining a principal bundle over S2.
In addition to these three lines of work that might give further results, it also
might be possible to strengthen and simplify some of the arguments in the the-
sis, particularly those concerning the Fre´chet manifold topology on loop spaces.
Perhaps the proof of proposition 2.47 could be simplified by clarifying the rela-
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tion between definitions in Hamilton (1982) and Stacey (2005). In the proof of
proposition 3.2, where only the existence of a topological isomorphism is shown
between L(P ×G F ) and LP ×LG LF , it might be possible to show there is a dif-
feomorphism. Another example is in the proof of proposition 14.8, which would
be simpler if it could be shown that LM and C(S1,M) were homotopy equivalent
through comparing definitions in Hamilton (1982) and Hirsch (1994). Then it
might be possible also to simplify some things this proof depends on.
Assumption 14.2. Throughout this chapter we will use singular cohomology
with Z coefficients except as otherwise noted, though sometimes Z will be made
explicit. Throughout this chapter τ will denote a transgression Hk+1(M) →
Hk(LM), usually for k = 3, except in the proof of proposition 14.25, where τ
is used for another purpose.
14.2 Transgression Isomorphism H4(S4) to H3(LS4)
First we define the transgression τ : Hk+1(M ;Z)→ Hk(LM ;Z) and show that
it is an isomorphism in the case of M = S4 and k = 3. Along the way we show
generally that the inclusion LM → C(S1,M) induces isomorphisms in cohomol-
ogy, by finding corresponding indexed good covers of the two spaces for use in
Cˇech cohomology.
Definition 14.3. (The Transgression Hk+1(M)→ Hk(LM)). Let ev : C(S1,M)×
S1 → M be the evaluation map ev(γ, t) = γ(t), and let ev∗ : Hk+1(M) →
Hk+1(C(S1,M) × S1) denote the induced map in cohomology. Let / denote
the slant product (Spanier, 1966, page 287) and let s : Hk+1(C(S1,M) × S1) →
Hk(C(S1,M)) be defined by s : h 7→ h/[S1], where [S1] is the fundamental class
of S1 corresponding to the standard orientation (Spanier, 1966, pages 303–304).
Let iLM : LM → C(S1,M) be the inclusion, and i∗LM : Hk(C(S1,M))→ Hk(LM)
be the induced map in cohomology. Then define the transgression maps τC , τ to
Hk(C(S1,M)) and Hk(LM) respectively:
τC : H
k+1(M ;Z)→ Hk(C(S1,M);Z)
τC = s ◦ ev∗ : c 7→ (ev∗(c))/[S1]
τ : Hk+1(M ;Z)→ Hk(LM ;Z)
τ = i∗LM ◦ τC : c 7→ i∗LM((ev∗(c))/[S1]).
Proposition 14.4. (The Transgression Hk+1(M ;Z)→ Hk(LM ;Z) is Well-Defined
and Natural). ev and iLM are continuous, and so τC and τ are well-defined. The
transgression τ is a natural transformation of degree −1 from the degree k + 1
singular cohomology functor on topological spaces to the degree k singular co-
homology functor composed with the smooth loop functor (see corollary 2.56) of
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topological spaces. That is, given a continuous map f : M ′ → M it follows that
(Lf)∗ ◦ τ = τ ◦ f ∗ : Hk+1(M ;Z)→ Hk(LM ′;Z).
Proof. S1 is compact, hence by lemma 2.41 the evaluation map ev : C(S1,M) ×
S1 → M is continuous. The inclusion iLM : LM → C(S1,M) is continuous by
proposition 2.47.
From definitions, ev ◦(Lf × id) = f ◦ ev, so (Lf × id)∗ ◦ ev∗ = ev∗ ◦f ∗; i.e., the
bottom square in the following diagram commutes. The middle square commutes
by naturality of the slant product as in property 1, (Spanier, 1966, page 287); his
f , our Lf ; and his g, our id. The top square commutes because the square of
maps of spaces that induces it commutes. The compositions forming the sides of
the rectangle each equal τ for the respective spaces.
Hk+1(M ;Z)
Hk+1(C(S1,M)× S1;Z)
Hk(C(S1,M);Z)
Hk(LM ;Z)
Hk+1(M ′;Z)
Hk+1(C(S1,M ′)× S1;Z)
Hk(C(S1,M ′);Z)
Hk(LM ′;Z)
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i∗LM ′
...........................................................................................................................................................................
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f ∗
...........................................................................................
.
(Lf × id)∗
...........................................................................................................................................
.
(Lf)∗
...............................................................................................................................................................................
.
(Lf)∗
Lemma 14.5. (Various Facts about ΩS4 and C(S1, S4)). Let 0 be the base point
of S1, ∗ the base point of topological spaces X for which we don’t wish to choose
an explicit base point, and define as usual ΩX = {γ ∈ C(S1, X) | γ(0) = ∗}.
1. pik(ΩS
4) ∼= 0, 0, 0,Z,Z/2Z, k = 0, 1, 2, 3, 4, because pik(ΩX) = pik+1(X), by
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Bredon (1993, pages 437, 445), S1 being locally compact Hausdorff, and
using the table in Hatcher (2002, page 339) for k = 4.
2. Hk(ΩS
4) ∼= Z, 0, 0,Z, 0, k = 0, 1, 2, 3, 4, viewing S4 as the reduced suspen-
sion SS3, weak homotopy equivalent to the James reduced product J(S3)
(Hatcher, 2002, page 471), which has homology given by the tensor algebra
over Z generated by H˜∗(S3;Z) (Hatcher, 2002, page 288).
3. Hk(ΩS4) ∼= Z, 0, 0,Z, 0, k = 0, 1, 2, 3, 4, by the universal coefficient theorem
for singular cohomology (Bredon, 1993, page 282).
4. pik(C(S
1, S4)) ∼= 0, 0, 0,Z, k = 0, 1, 2, 3, by the homotopy exact sequence
(Bredon, 1993, page 453) of the fibration (Dugundji, 1966, pages 393–394)
ΩS4 → C(S1, S4)→ S4.
5. Hk(C(S
1, S4)) ∼= Z, 0, 0,Z, k = 0, 1, 2, 3, using the Hurewicz homomorphism
pik(C(S
1, S4))
∼→ H˜k(C(S1, S4)) (Switzer, 1975, page 185), an isomorphism
for k ≤ 3.
6. Hk(C(S1, S4)) ∼= Z, 0, 0,Z, k = 0, 1, 2, 3, reasoning as for ΩS4.
Proof. Regarding pik(C(S
1, S4)), 0
incl−−→ S1 is a closed cofibration by Bredon
(1993, page 435), hence, defining ev0 : C(S
1, S4) → S4 as the restriction map
C(S1, S4) → C({0}, S4) followed by the identification C({0}, S4) ∼= S4, ev0 is a
fibration by Bredon (1993, page 455), with fiber ev−10 (∗) = ΩS4. Then the homo-
topy exact sequence of the fibration (Bredon, 1993, page 453) gives for k ≥ 0
pik+1(S
4)→ pik(ΩS4)→ pik(C(S1, S4))→ pik(S4).
Since ev0 has a section s : S
4 → C(S1, S4) mapping each point in S4 to the
constant loop at that point, ev0 ◦s = idS4 , (ev0)] ◦ s] = idpik(S4), and the con-
sequent surjectivity of (ev0)] implies that the subsequent connecting homomor-
phisms are zero. Thus the maps pik(ΩS
4) → pik(C(S1, S4)) induced by the in-
clusion are isomorphisms for k ≤ 3, and since pik(ΩS4) ∼= pik+1(S4), we obtain
pik(C(S
1, S4)) ∼= 0, 0, 0,Z, k = 0, 1, 2, 3.
Lemma 14.6. The evaluation map ΩS4 × S1 → S4 induces an isomorphism in
H4.
Proof. The discussion we will use from Bredon (1993) in this proof assumes that all
the spaces are Hausdorff; we know this for S1, S3, and S4, and by Dugundji (1966,
pages 258–259) or otherwise, since S4 is Hausdorff, so is ΩS4. Let the base point of
ΩS4 be γ∗, the constant loop with value ∗ ∈ S4. Letting evΩ denote the restriction
to ΩS4×S1 of the previously defined ev, then ΩS4×S1 evΩ−−→ S4 is a continuous map
of pointed spaces. Consider the smash product ΩS4∧S1 = (ΩS4×S1)/(ΩS4∨S1).
191
Since evΩ maps ΩS
4∨S1 = ({γ∗}×S1)∪(ΩS4×{0}) to ∗, the base point of S4, evΩ
descends to a continuous (Bredon, 1993, pages 40, 437–439) map of pointed spaces,
ΩS4 ∧ S1 e˜vΩ−−→ S4. This evaluation map is closely tied to an “exponential law”
or adjoint relation for maps from a smash product, and to the relation between
spheres of successive dimensions via the reduced suspension or smash product
with S1, as we will see.
Let S3 ∧ S1 φ−→ S4 be a homeomorphism of pointed spaces (Bredon, 1993,
page 435). By Bredon (1993, pages 437–439), since S1, S3 are locally compact
pointed spaces, the map φ˜ : S3 → ΩS4 defined by φ˜(x)(t) = φ(x∧ t), i.e. the map
induced by the corresponding adjoint map for cartesian products, is a continuous
map of pointed spaces, where x ∧ t is a shorthand for the image of (x, t) under
the projection from the cartesian product to its quotient, the smash product. Let
φ˜∧ id : S3 ∧S1 → ΩS4 ∧S1 denote the continuous map of pointed spaces induced
by the corresponding map (x, t) 7→ (φ˜(x), t) for cartesian products (James, 1984,
page 68). Then (e˜vΩ ◦ (φ˜∧ id))(x∧ t) = e˜vΩ((φ˜(x))∧ t) = φ˜(x)(t) = φ(x∧ t), and
so the following diagram of continuous maps of pointed spaces commutes:
S3 ∧ S1 ΩS4 ∧ S1 S4......................................................................φ˜ ∧ id ....................................................................................................................e˜vΩ
..............................................................................................................................................................................
..................
..............
............
...........
..........
.........
.........
........
........
.......
......
.
φ
The homeomorphism φ induces an isomorphism in cohomology. Because H4(S4) ∼=
Z, or for other reasons, H4(S3 ∧ S1) ∼= Z. Because of the homotopy equivalence
between the unreduced and reduced suspension of a well-pointed space (one for
which the inclusion of the base point is a cofibration) in Bredon (1993, page 436),
and because of the (unreduced) suspension isomorphism of problem 1 in Bredon
(1993, page 190), H4(ΩS4 ∧ S1) = H4(SΩS4) ∼= H4(ΣΩS4) ∼= H3(ΩS4) ∼= Z; we
noted above that {0} incl−−→ S4 is a cofibration, and thus γ∗ incl−−→ ΩS4 is also, by
exercise 7 on Bredon (1993, page 457). The composition of the maps in 4-th co-
homology induced by the maps in the top of the diagram gives an isomorphism
Z→ Z that factors through another copy of Z, whence both factors of the compo-
sition must be isomorphisms, and so e˜vΩ
∗ is an isomorphism in 4-th cohomology.
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Consider now the commutative diagrams
ΩS4 × S1
ΩS4 ∧ S1
S4
.....................................................................................................
....
pi
.........................................................................................................................
..
evΩ
.........
.........
.........
.........
.........
.........
.........
.........
.........
.........
.........
.........
.........
....
...
e˜vΩ
H4(ΩS4 × S1)
H4(ΩS4 ∧ S1)
H4(S4)
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
pi∗
.........
.........
.........
.........
.........
.........
.........
.........
.........
.........
...... .....
ev∗Ω
....................................................................................................
.
..
e˜vΩ
∗
where pi is the smash product projection or quotient map. To show that ev∗Ω
is an isomorphism in 4-th cohomology, is equivalent to showing the same for pi∗.
Consider the long exact sequence of the pair (X,A), where A = ΩS4∨S1 = ({γ∗}×
S1) ∪ (ΩS4 × {0}) incl−−→ ΩS4 × S1 = X is a closed cofibration by tom Dieck (2008,
page 114), so by Bredon (1993, page 434), the map pipair : (X,A) → (X/A, ∗)
induced by pi induces in cohomology H4(X,A)
∼← H4(X/A, ∗) ∼= H4(X/A) =
H4(ΩS4 ∧ S1) ∼= Z since e˜vΩ∗ is an isomorphism in 4-th cohomology.
By the Ku¨nneth theorem Hatcher (2002, page 219), H4(X) = H4(ΩS4×S1) ∼=
H4(ΩS4) ⊗ H0(S1) ⊕ H3(ΩS4) ⊗ H1(S1) ∼= H3(ΩS4) ∼= Z as abelian groups. By
Switzer (1975, page 180), H4(A) = H4(ΩS4∨S1) ∼= H4(ΩS4)×H4(S1) ∼= 0×0 ∼= 0.
Thus from (A, ∅) iA−→ (X, ∅) jA−→ (X,A),
0 ∼= H4(A) i
∗
A←− Z ∼= H4(X) j
∗
A←− H4(X,A) ∼= Z
is exact, whence j∗A, equivalent to a surjective homomorphism Z ← Z, is an
isomorphism. Since all the maps in 4-th cohomology induced by the maps other
than pi in the following commutative diagram are isomorphisms, pi∗ is also.
(X,A)
(X, ∅)
(X/A, ∗)
(X/A, ∅)
....
....
....
....
....
....
....
....
....
......
jA
....
....
....
....
....
....
....
....
....
......
jX/A
..........................................................................
.
pipair
...........................................................................
.pi
Proposition 14.7. The transgression τC : H
4(S4;Z) ∼→ H3(C(S1, S4);Z) is an
isomorphism.
Proof. Denote the evaluation map on ΩS4× S1 by evΩ, and the inclusion ΩS4 →
C(S1, S4) by iΩ. Denote the evaluation map on C(S
1, S4) × S1 by ev. In the
following diagrams, commutativity of the left triangle implies commutativity of
the right triangles. The maps s and s∗Ω are the slant product with [S
1]. Naturality
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of the slant product as in the proof of proposition 14.4 implies commutativity of
the left square.
ΩS4 × S1
C(S1, S4)× S1
S4
.....................................................................................................
....
iΩ × id
.........................................................................................................................
..
evΩ
.........
.........
.........
.........
.........
.........
.........
.........
.........
.........
.........
...
...
ev
H4(ΩS4 × S1)
H4(C(S1, S4)× S1)
H4(S4)
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
(iΩ × id)∗
.........
.........
.........
.........
.........
.........
.........
.........
.........
.........
...... .....
ev∗Ω
...............................................................................
.
... ev∗
H3(ΩS4)
H3(C(S1, S4))
H4(ΩS4 × S1)
H4(C(S1, S4)× S1)
H4(S4)
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
i∗Ω
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
(iΩ × id)∗
...................................................................................
s∗Ω
................................................ s
.........
.........
.........
.........
.........
.........
.........
.........
.........
.........
...... .....
ev∗Ω
...............................................................................
.
... ev∗
Lemma 14.6 showed that ev∗Ω is an isomorphism, so that both H
4(S4) and H4(ΩS4×
S1) are isomorphic to Z. As in the proof of lemma 14.5, i∗Ω is an isomorphism. By
the Ku¨nneth theorem,
H4(ΩS4 × S1) ∼= H4(ΩS4)⊗ H0(S1)⊕ H3(ΩS4)⊗ H1(S1)
= H3(ΩS4)⊗ H1(S1),
so using property 2 of the slant product in (Spanier, 1966, page 287), s∗Ω is an
isomorphism. The proposition follows by commutativity.
Proposition 14.8. The inclusion iLM : LM → C(S1,M) induces isomorphisms
in cohomology.
Proof. We will use Cˇech cohomology with constant integral coefficients, because
open sets are prominent in its definition and we are concerned with topologies. In
fact, integral Cˇech cohomology is defined depending only on nerves of indexed cov-
ers in Eilenberg and Steenrod (1952, pages 233–237) and Dowker (1950, page 282),
aside from the ordering of covers by refinement; and by the first part of lemma
10.64, this kind of cohomology is naturally isomorphic to our Cˇech cohomology
with Z coefficients. We calculate Cˇech cohomology with Z coefficients of LM and
C(S1,M) using the nerve of particular good covers; this is justified by appeal to
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lemma 10.67, which implies that if the inclusion iLM induces an isomorphism in
the cohomologies of the covers, then it induces an isomorphism in the cohomolo-
gies of the spaces. Then again using lemma 10.64, both parts this time, after
showing that the two loop spaces have the desired point set topological proper-
ties, we show that fact that the inclusion iLM induces an isomorphism in Cˇech
cohomology with Z coefficients, implies the same in integral singular cohomology.
There are two spaces of loops of interest here. As a shorthand in this proof,
let’s name them L (not to be confused with the standard Lagrangian subspace L)
for LM with the Fre´chet manifold topology on LM , hence iL for iLM , and C for
C(S1,M) with the compact-open topology.
We know by proposition 2.47 that L = LM is metrizable, hence hereditarily
paracompact, any open cover has a refinement that is a good cover (actually all
nonempty intersections are contractible), and iL is continuous.
C = C(S1,M) is naturally a metric space choosing some Riemannian metric
on M (Petersen, 2006, pages 121–123), and we will use the same Riemannian
metric used for the definition of L. Denote by dM the metric on M corresponding
to its Riemannian metric, and by d+M the metric on C made from dM by definition
2.42. The metric space topology agrees with the compact-open topology by lemma
2.43. Thus C also is hereditarily paracompact (Stone, 1948, page 979). Next we
will see that C is locally contractible, and in fact has a good cover.
By Gallot et al. (2004, pages 85–87) and Petersen (2006, page 134) (also see
Berger (2003, page 278)), for any 0 < δ less than the convexity radius of M , a
number such that geodesic balls of smaller radius are geodesically convex, which
is positive since M is compact, for every x ∈ M and 0 < δ1 ≤ δ, expx gives a
diffeomorphism between Bδ1(0TxM) and Bδ1(x), and for any y, z ∈ Bδ(x), there is a
unique v ∈ TyM with expy(v) = z such that cy,z : [0, 1]→ Bδ(x), cy,z(s) = expy(sv)
is the unique geodesic of length (equal to the distance given by d) less than 2δ
from y to z, depending smoothly on y, z, and s, not depending on x or δ except
for its domain of definition.
This allows us to contract any open ball of radius δ in C to any point in the
ball. Given γ0 ∈ C, the center of the ball that will be the domain of definition of
the contraction, and γ1 ∈ Bδ(γ0) to which we want to contract the ball, there is
a homotopy Hγ1 : [0, 1]× Bδ(γ0)→ Bδ(γ0), that for γ ∈ Bδ(γ0) has the properties
Hγ1(1, γ) = γ, Hγ1(0, γ) = γ1, Hγ1(s, γ1) = γ1, given by Hγ1(s, γ)(t) = cγ1(t),γ(t)(s).
Considered as a map to C, Hγ1 is continuous because γ1(t) and γ(t) are continuous
functions of t, cy,z(s) is a continuous function of y, z, s, so Hγ1(·, ·)(·) : [0, 1] ×
Bδ(γ0) × S1 → M is continuous, and by Dugundji (1966, page 261) its adjoint
Hγ1(·, ·) : [0, 1] × Bδ(γ0) → C(S1,M) is continuous. Because for each t ∈ S1,
Hγ1(s, γ)(t) ∈ Bδ(γ0(t)), Hγ1(s, γ) ∈ Bδ(γ0). Thus Bδ(γ0) is contractible to γ1.
Notice that Hγ1 is defined independently of γ0 and δ except to define its domain,
and that for 0 < δ1 ≤ δ, it restricts to a deformation retraction of Bδ1(γ0). Note
also that analogous results hold for open balls of any smaller radius.
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We can also contract any intersection of open balls in C to any point in the
intersection. Suppose γ1 ∈
⋂r
k=2 Bδk(γk). Since the intersection is contained in all
the Bδk(γk), Hγ1 defined using any of the Bδk(γk) restricts on their intersection to
a function to their intersection, which is thus contractible.
Since the Bδ1(x), 0 < δ1 ≤ δ, x ∈ M form a basis for the topology of C, any
open cover of that space can be refined to a cover consisting of open balls; all
of which, and all of their nonempty finite intersections, are contractible; a good
cover. Thus C has the property that any open cover can be refined to a good
cover.
The two following lemmas will finish the proof. Lemma 14.9 will construct an
indexed good cover UC of C, and a corresponding good cover UL of L, indexed by
the same set. Lemma 14.10 will show that the bijection between the covers due
to their being indexed by the same set, takes nonempty intersections to nonempty
intersections; i.e. is a bijection between the nerves of the two indexed covers.
For Cˇech cohomology with Z coefficients, a cochain is a constant function on
any nonempty intersection of good cover elements, since the intersection is con-
tractible and thus connected. Referring to definition 10.56, for each injective k+1
tuple σ of indices corresponding to a nonempty intersection, the corresponding
factor of the product Hˇ
k
(UC ,Z) is Z; for other σ, it is {0}. Similarly for UL.
Thus, the bijection between covers gives an isomorphism of Cˇech cochain com-
plexes, hence isomorphisms of Cˇech cohomologies of the respective covers, hence
isomorphisms of the Cˇech cohomologies of the respective spaces, and thence of
their singular cohomologies.
Lemma 14.9. (Constructing of Corresponding Indexed Good Covers of C(S1,M)
and LM). Let δ = /2, where , less than the convexity radius of M , is as used in
lemma 2.44 by proposition 2.47 (see notation 2.48) to define the Fre´chet manifold
structure on LM . Define UC = {Bδ(α) | α ∈ iLM(LM)}; this is an indexed good
cover for C(S1,M). Define
UL = i
∗
LMUC = {i−1LM(U) | U ∈ UC} = {Uα,2 | α ∈ LM}, where
Uα,2 = i
−1
LM(Bδ(α)) ⊂ Uα = i−1LM(B(α)),
a chart domain for LM . The set UL is an indexed good cover for LM .
Proof. Use the notations C = C(S1,M), L = LM , and iL = iLM , and facts about
the convexity radius, from the proof of proposition 14.8. The set UC is a cover for
C because iL(L) is dense in C by Hirsch (1994, pages 34–35, 49), and is a good
cover because proposition 14.8 showed that nonempty finite intersections of open
balls in C are contractible. Each Uα,2 is open since iL is continuous by proposition
2.47 (see notation 2.48), and they cover L.
It remains to show that nonempty finite intersections
⋂r
k=1 Uαk,2 are con-
tractible. This is true for the same basic reasons given in proposition 14.8 for
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elements of UC . There, the exponential map from the neighborhood of the zero
section of TM to the neighborhood of the diagonal in M×M took open balls in M
that were time slices of open balls in C, to open balls in fibers of TM , where there
is a linear structure that can be used in a homotopy. The same exponential maps
are used for both loop spaces, but we must show that the deformation retraction
map yields smooth loops and is continuous in the Fre´chet manifold topology on L.
The topology of C was given, but the topology of L is defined by using something
like the loop of the exponential map as part of the chart map from what is defined
to be an open set in L (a Uα) to a Fre´chet space related to TM .
The deformation retraction is constructed in the same way as for C. Start by
considering one Uα,2. Given some β ∈ Uα,2 to contract to, with the idea that when
we consider multiple Uαk,2, β will be in their intersection, there is a homotopy
Hβ : [0, 1]×Uα,2 → Uα,2, given by Hβ(s, γ)(t) = cβ(t),γ(t)(s), for γ ∈ Uα,2. We have
that Hβ(1, γ) = γ, Hβ(0, γ) = β, Hβ(s, β) = β. For a given s and γ, Hβ(s, γ)
is a smooth loop (here we mean smooth as a map S1 → M , no Fre´chet smooth
concept involved) because β(t) and γ(t) are smooth functions of t, cy,z(s) is a
smooth function of y, z, s, and so Hβ(s, γ)(t) = cβ(t),γ(t)(s) is a smooth function
of t. Because for each t ∈ S1, Hβ(s, γ)(t) ∈ Bδ(α(t)), Hβ(s, γ) ∈ Uα,2 .
We need to check that Hβ(·, ·) : [0, 1] × Uα,2 → Uα,2 is continuous, using the
Fre´chet manifold topology on L. We have defined Hβ in a way that makes the
chart map for Uβ natural, since both use, for t ∈ S1, expβ(t). Since β is in the
intersection of open balls of radius δ, the distance from it to any other point in
the intersection is less than 2δ = , the radius of Uβ; hence the entire intersection,
within which the contraction takes place, is in the domain of the chart map for
Uβ.
Let us review chart maps and transition functions for L. For γ ∈ Uβ, the first
two steps in the chart map of proposition 2.47 (see notation 2.48) for Uβ take γ
to L(pi, η)−1(β, γ) ∈ LTM , where η = σ ◦ ψ, (pi, σ) : N → V ⊂ M ×M being the
diffeomorphism given by the exponential map, from an -neighborhood of the zero
section of TM to the corresponding neighborhood V of the diagonal of M ×M .
The map pi : TM →M is the projection. For v ∈ N , σ(v) = exppi(v)(V ). The map
ψ : TM → N is a diffeomorphism such that pi ◦ ψ = pi, ψ|Z = idZ . Thus
L(pi, η) = L(pi, σ) ◦ ψ,
(L(pi, η))−1 = ψ−1 ◦ L(pi, σ)−1, and
L(pi, σ)−1((β, γ)) = (pi, σ)−1 ◦ (β, γ)
in the chart map for Uβ.
Checking what happens when contracting to β an arbitrary γ ∈ Uβ, substi-
tuting Hβ(s, γ) for γ in the chart map expression, recalling that v is defined by
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expβ(t)(v) = γ(t),
(pi, σ)−1((β,Hβ(s, γ))(t)) = (pi, σ)−1(β(t), expβ(t)(sv))
= sv
= s(pi, σ)−1((β, γ)(t)), so
(pi, σ)−1 ◦ (β,Hβ(s, γ)) = s(pi, σ)−1 ◦ (β, γ), or
L(pi, σ)−1((β,Hβ(s, γ))) = sL(pi, σ)−1((β, γ)).
Recalling that (pi, σ)−1(β, β) = 0, the homotopy contracts γ to β by multiplying
the loop in TM corresponding to γ by the homotopy parameter s. Scalar mul-
tiplication being a (jointly) continuous map of LTM = TLM , just as it is in a
Fre´chet space, and L(pi, σ)−1 being continuous by definition on chart domains, the
homotopy Hβ is continuous in the Fre´chet manifold topology. As in the similar
proof for C, the homotopy doesn’t depend on α except for its domain; it is defined
in terms of β
Thus individual Uα,2 are contractible to any β ∈ Uα,2. Any β ∈
⋂r
k=1 Uαk,2 has
the property that
⋂r
k=1 Uαk,2 ⊂ Uβ. Since the intersection is contained in all the
Uαk , Hβ defined using any of the αk, say α1, restricted to the intersection, is the
same function as defined using any other of the αk, and maps the intersection to
the intersection, which is thus contractible to β.
Lemma 14.10. (The Bijection between Corresponding Good Covers of C(S1,M)
and LM). Define δ, UC , and UL as in lemma 14.9. Since the indexed good covers
UC , UL are indexed by the same set LM (see definition 10.53), there is a natural
bijection between them. Under this bijection, injective k + 1 tuples of indices
corresponding to nonempty intersections of elements of UC correspond also to
nonempty intersections of elements of UL.
Proof. Use the notations C = C(S1,M), L = LM , and iL = iLM , and facts about
the convexity radius, from the proof of proposition 14.8. Given α ∈ LM , lemma
14.9 defines corresponding elements Bδ(iL(α)) ∈ UC and i−1L (Bδ(iL(α))) ∈ UL.
From properties of the inverse, as a map of sets, of a function,
r⋂
k=1
i−1L (Bδ(iL(αk))) = i
−1
L (
r⋂
k=1
Bδ(iL(αk))).
Thus, given an nonempty intersection of elements of UL,
⋂r
k=1 i
−1
L (Bδ(iL(αk))) 6= ∅,
the corresponding intersection of elements of UC ,
⋂r
k=1 Bδ(iL(αk)) is necessarily
also nonempty, since otherwise its inverse image, the first intersection, couldn’t
be nonempty.
For the other direction, suppose given a nonempty intersection of elements
of UC , ∅ 6=
⋂r
k=1 Bδ(iL(αk)) ⊂ C. As noted in the proof of lemma 14.9, iL(L)
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is dense in C by Hirsch (1994, pages 34–35, 49), so there is some β ∈ L such
that iL(β) ∈
⋂r
k=1 Bδ(iL(αk)). Then β ∈
⋂r
k=1 i
−1
L (Bδ(iL(αk))), the corresponding
intersection of elements of UL.
Lemma 14.11. The transgression τ : H4(S4;Z) ∼→ H3(LS4;Z) is an isomorphism.
Proof. Apply propositions 14.7 and 14.8.
14.3 Quaternionic Line Bundle
This section discusses the tautological quaternionic line bundle EQ. The fol-
lowing definition and note are background for the definition of EQ.
Definition 14.12. (Quaternions). (Lawson, 1985, page 17) The quaternions are
defined as a free real algebra over four elements 1 ∈ R, i, j,k with relations:
H = 1R⊕ iR⊕ jR⊕ kR
= {q = a+ bi + cj + dk | a, b, c, d ∈ R,
i2 = j2 = k2 = −1, ij = −ji, jk = −kj,ki = −ik, ijk = −1}, with involution
q = a+ bi + cj + dk 7→ q = a+ bi + cj + dk = a− bi− cj− dk, and norm
‖q‖ =
√
qq.
H can be identified as a normed division algebra with R4 with standard norm
via a+ bi + cj + dk 7→ (a, b, c, d).
H can be identified also with C2 with standard norm via a + bi + cj + dk 7→
(a + bi, c + di) = (z, w), with induced multiplication (z1, w1)(z2, w2) = (z1z2 −
w1w2, z1w2 + w1z2) and involution (z, w) 7→ (z,−w).
Note 14.13. (The Inclusion of Sp(1) into SO(4)). (Lawson, 1985, page 17) The
group of unit quaternions, S3 or Sp(1), can be considered a subgroup of SO(4) by
identifying H with R4 and letting Sp(1) act by left or right multiplication. The
standard inner product on R4 applied to q1, q2 ∈ H ∼= R4 is equal to <(q1q2).
Note that <(q1q2) is unchanged if both q1 and q2 are multiplied on the left by
u ∈ S(1) ⊂ H such that uu = 1; and q1q2 itself is unchanged if both are multiplied
on the right.
If H is identified with C2, Sp(1) can be identified with SU(2).
The following definition and lemma give the construction of the vector bundle
EQ. The key points are that its
p1
2
is a generator of the fourth cohomology of its
base space, and that it’s a relatively simple bundle, making proofs practical.
Definition 14.14. (The Quaternionic Tautological Line Bundle). (Milnor and
Stasheff, 1974, pages 243–244) (Lawson, 1985, pages 17–18) Define EQ → HP 1 as
the rank 4 smooth real vector bundle underlying the tautological quaternionic line
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bundle, with fiberwise inner product defined by identifying H2 with R8. In more
detail, considering H2 as a right H module, let the total space EQ = {(l, v) | v ∈
l, a 1 − dim subspace ∈ H2}, with projection (l, v) 7→ l. Given (l, v1), (l, v2) ∈
(EQ)l, with vi = (vi1, vi2), define their inner product as ((l, v1), (l, v2)) = (v1, v2) =
<(v11v21 + v12v22).
Lemma 14.15. (Quaternionic Tautological Line Bundle Properties). (Milnor
and Stasheff, 1974, pages 243–244) EQ → HP 1 is indeed a rank 4 smooth real
vector bundle with fiberwise inner product. We will identify HP 1 with S4 via
stereographic projection from S4 ⊂ R5 ∼= H⊕R to H and thence by homogeneous
coordinates to HP 1. We give H the Riemannian metric from this identification,
with the standard Riemannian metric on S4. The Euler class of the underlying
real bundle equals the second Chern class of the underlying complex bundle; call
this u4, a generator of H
4(HP 1;Z). Its total Chern class is 1 + u4 and its total
Pontryagin class is 1− 2u4; p1(EQ) = −2u4. The bundle EQ is orientable.
The symplectic frame bundle of EQ, Sp(EQ), is a principal bundle with group
Sp(1) ⊂ SO(4). We will identify it with S7 → HP 1, formed by taking the unit
sphere sub-bundle of EQ (Lawson, 1985, pages 11,18), dropping the now unneces-
sary lines in the pairs forming the total space, and using as projection the quotient
map for projective space, H2 \ {(0, 0)} piHP1−−−→ HP 1. The smooth manifold S7 has
the standard Riemannian metric from inclusion in R8. The group of unit quater-
nions acts freely and transitively by right multiplication on the fibers of S7 → S4.
This is called a Hopf bundle.
The transition function (see definition 2.5) for EQ, for S
4 = D4+ ∪ D4−, the
union of open neighborhoods of the upper and lower hemispheres, is determined
over D4+∩D4− ∼= S3×(−1, 1) by the map g+− to S3, the unit quaternions, such that
g+−(x, t) = x, acting by left multiplication on H ∼= R4 (Lawson, 1985, page 18).
The Riemannian metric onHP 1 is used to define the Fre´chet manifold structure
on LHP 1, as in proposition 2.47, for the bundle gerbe construction functor G.
14.4 Generalization from Universal Case
Here we attempt to show that the conjectured transgression result for the
particular vector bundle EQ implies the conjecture for the general bundles E →M
we consider, justifying our calling EQ the universal case. It may not work for the
bundle gerbe construction of the thesis as it stands, but it seems likely it would if
the bundles E had spin structures, and the bundle gerbe were built from looping
Spin(E) rather than SO(E), as discussed in note 14.1.
Classifying spaces are involved in the proof, and because the bundle gerbe
construction functor requires a vector bundle with a compact base space, the
proof uses spaces SGk(Rs) that are classifying for base spaces only up to a certain
CW complex dimension (Husemoller, 1976, pages 50, 96); though this can be
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made arbitrarily large. The 2-torsion related to the cohomology of the special
orthogonal groups may present a problem. It appears that if the vector bundles
E had spin structures, and the work outlined in note 14.1 were carried out as
expected, then the spin groups would be involved instead, and there would be no
torsion that would interfere with the proof.
Note that to avoid stating a false proposition, we state one that is possibly
vacuously true due to its initial cohomological hypothesis being false. The idea of
spin groups enters only in a comment in the proof.
Proposition 14.16. (The EQ Case Implies Generally that the First Pontryagin
Class Transgresses to Plus or Minus Twice the Dixmier-Douady Class). Suppose
that for all sufficiently large even k ∈ N, and given k, all sufficiently large s ≥
k + 6, H3(LSGk(Rs);Z) ∼= Z, where SGk(Rs) ∼= SO(s)/(SO(s − k) × SO(k)).
Then if τ(p1(EQ)) = ±2DD(G(EQ)), then for every vector bundle meeting our
hypotheses, i.e. E → M an oriented smooth vector bundle of even rank with a
fiberwise inner product over a compact connected oriented smooth manifold with
Riemannian metric, τ(p1(E)) = ±2DD(G(E)).
Proof. When E has rank 0 the statement is trivially satisfied, so we may assume
positive even rank.
We will use various facts about vector bundles universal up to a certain dimen-
sion, constructed as the canonical vector bundles over finite-dimensional Grass-
mann manifolds of oriented planes. These are common knowledge to some, but
references are: Husemoller (1976, pages 54, 87–97), Milnor and Stasheff (1974,
pages 61–62, 145), Novikov and Rokhlin (2004, pages 219–221), and Steenrod
(1999, pages 100–105).
(Husemoller, 1976, page 13–14, 25, 30–32, 54, 89–96) connects the “n-universal”
principal bundles he mostly discusses, with vector bundles; for orientable ones,
analogous logic applies. He discusses oriented plane bundles at greater length in
this context than do Milnor and Stasheff (1974, page 145). Since the vector bun-
dles (universal and other) we use are over compact base spaces, they are numerable
(Husemoller, 1976, page 50), satisfying that hypothesis of his. His “n-universal”
means universal for bundles over CW complexes of dimension no greater than
n (this is not our n = rank(E)). Our vector bundles are over compact smooth
manifolds, which by Whitney (1957, page 124) or Qin (2011, pages 1–2) are CW
complexes. Also, the classifying maps in the references are continuous, but by
Bott and Tu (1982, page 213), they are continuously homotopic to smooth maps,
suitable for the bundle gerbe construction functor.
For us, the most salient result is from (Husemoller, 1976, page 96), that for
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vector bundles associated to SO(k), the bundle
Ek,s = Vk(Rs)×SO(k) Rk
∼= (SO(s)/ SO(s− k))×SO(k) Rk
→ SO(s)/(SO(s− k)× SO(k))
∼= SGk(Rs)
is n-universal for s > k + n. This is a smooth vector bundle by Procesi (2007,
pages 84–85). Novikov and Rokhlin (2004, pages 219–221), who call SGk(Rs),
G+(s, k), say it’s simply connected and orientable.
Starting with a vector bundle E of positive even rank n, choose even k ≥ n+4,
sufficiently large that the proposition’s hypothesis concerning LSGk(Rs) is true.
This allows including the rank 4 bundle EQ in the following construction since
k ≥ n+ 4 > 4, and also ensures by Husemoller (1976, page 95) that pii(SO(k)) ∼=
pii(SO) for i ∈ [0, 4] since k ≥ n+ 4 ≥ 6 = 4 + 2 ≥ i+ 2.
We require first that s ≥ k + 6, because using the exact sequence of the
fibration SO(k) → Vk(Rs) → SGk(Rs) (Bredon, 1993, page 453), the +6 ensures
that pii(SGk(Rs)) ∼= pii−1(SO(k)) ∼= pii(SO) ∼= pii(B SO) for i ∈ [0, 4]. Further,
choose s sufficiently large that Ek,s → SGk(Rs) is universal for both E ⊕ Ik−n
and EQ ⊕ Ik−4, where the I are the product bundles with ranks as subscripts,
over the base spaces of the vector bundles to which they’re added. Choose s also
sufficiently large that the proposition’s hypothesis concerning LSGk(Rs) is true.
Then we have smooth orientation-preserving vector bundle morphisms that are
linear isomorphisms on the fibers, from E⊕Ik−n and EQ⊕Ik−4 to Ek,s → SGk(Rs).
Since by corollary 12.5, different fiberwise inner products on E result in stably
isomorphic bundle gerbes, we may induce fiberwise inner products on E ⊕ Ik−n
and EQ ⊕ Ik−4 from that on Ek,s, ensuring that those vector bundle morphisms
are isometric on fibers, as needed to apply the functor G.
Thus we have the following commutative diagram,
E ⊕ Ik−n
M
Ek,s
SGk(Rs)
EQ ⊕ In−4
S4
.......................................
...
.......................................
...
.......................................
...
................................................................................
.
.....................................................................................
.
f
.............................................................................
......................................................................................
g
*
and applying the bundle gerbe construction functor G, obtain also the following
commutative diagram, with horizontal arrows belonging to bundle gerbe mor-
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phisms:
G(E ⊕ Ik−n)
LM
G(Ek,s)
LSGk(Rs)
G(EQ ⊕ Ik−4)
LS4
.......................................
...
.......................................
...
.......................................
...
.........................................................
.
............................................................................
.
Lf
.......................................................
.............................................................................
Lg
**
Recalling proposition 12.9 and note 10.90, DD(G(E ⊕ Ik−n)) ∼= DD(G(E)) and
DD(G(EQ ⊕ Ik−4)) ∼= DD(G(EQ)).
In the following diagram, proposition 14.4 provides the transgression homo-
morphisms, all denoted τ , and the commutativity. Proposition 14.7 says that the
rightmost τ is an isomorphism.
H4(M ;Z)
H3(LM ;Z)
H4(SGk(Rs);Z)
H3(LSGk(Rs);Z)
H4(S4;Z)
H3(LS4;Z)
.......................................
...
τ
.......................................
...
τ
.......................................
...
τ
.........................................................................................................
f ∗
...............................................................................................
(Lf)∗
........................................................................................................
.
g∗
..............................................................................................
.
(Lg)∗
***
First we show that
τ(p1(EQ)) = ±2DD(G(EQ))⇒ ±2DD(G(Ek,s)) = τ(p1(Ek,s)).
By naturality of the Pontryagin class (Milnor and Stasheff, 1974, page 174) and
commutativity of diagram (***),
τ(p1(EQ)) = τ(g
∗p1(Ek,s)) = (Lg)∗τ(p1(Ek,s)).
By commutativity of diagram (**) and naturality of the Dixmier-Douady class
(lemma 10.88),
(Lg)∗2DD(G(Ek,s)) = 2(Lg)∗DD(G(Ek,s)) = 2DD(G(EQ)).
Thus, using our hypothesis,
(Lg)∗τ(p1(Ek,s)) = (Lg)∗(±2DD(G(Ek,s))),
and so ±2DD(G(Ek,s)) = τ(p1(Ek,s)) will be true if (Lg)∗ is injective.
In diagram (***), the cohomology groups in the rightmost column are isomor-
phic to Z and the rightmost τ is an isomorphism, by lemma 14.11. From Novikov
and Rokhlin (2004, page 229) the free part of H4(SGk(Rs);Z) is isomorphic to
Z. Thus, since 0 6= p1(EQ) = g∗p1(Ek,s) ∈ g∗(H4(SGk(Rs);Z)), and maps of
torsion into Z are 0, g∗ is injective on the free part of H4(SGk(Rs);Z), and so is
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τ ◦ g∗ = (Lg)∗ ◦ τ .
If H3(LSGk(Rs);Z) ∼= Z, then (Lg)∗ itself would be injective on the free part
of H3(LSGk(Rs);Z), which would complete the proof that ±2DD(G(Ek,s)) =
τ(p1(Ek,s)).
As a comment, the hypothesis of the proposition states that H3(LSGk(Rs);Z) ∼=
Z, but it seems from brief preliminary investigation that there may be 2-torsion
making the hypothesis false. On the other hand, from an even more cursory look,
it appears that the corresponding statement likely would be true, for the third
cohomology of the loop of a compact space suitably classifying for spin bundles,
which we would be dealing with if the work in note 14.1 were carried out. Steen-
rod (1999, pages 103–104) gives a way to define such a space. In this case, by
McLaughlin (1992, page 148), p1(E) is divisible by 2, and we could reason that
DD(G(EQ)) = τ(
p1
2
(EQ)) implies the same for the general case.
Assuming the hypothesis and its consequence just shown, we then show that
±2DD(G(Ek,s)) = τ(p1(Ek,s))⇒ ±2DD(G(E)) = τ(p1(E)).
By naturality of the Pontryagin class (Milnor and Stasheff, 1974, page 174), com-
mutativity of diagrams (***) and (**), and naturality of the Dixmier-Douady
class (lemma 10.88),
τ(p1(E)) = τ(f
∗p1(Ek,s))
= (Lf)∗τ(p1(Ek,s))
= (Lf)∗(±2DD(G(Ek,s)))
= ±2(Lf)∗DD(G(Ek,s))
= ±2DD(G(E)).
14.5 Dixmier-Douady Class From Quaternionic Line Bundle
This section gives an overview of an approach to proving the conjecture that
τ(p1(EQ)) = ±2DD(G(EQ)). The idea is to compute the two sides of the equation,
reducing the problem to the determination of the first Chern class c1(Q) of a
principal U(1) bundle Q→ S2.
Not detailed in the thesis, this was reduced again to finding the degree of an
explicit map of U(1) torsors, a calculation that became difficult.
Also not detailed in the thesis is an approach that might view Q→ S2, or the
related complex line bundle, as the pullback of the Pfaffian line bundle over the
restricted isotropic Grassmannian as in Spera and Wurzbacher (2007, page 808),
via a map whose image is in the connected component of the identity, at least if a
spin structure is used as in note 14.1. Since the Pfaffian line bundle freely generates
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the group of complex line bundles over the that component of the Grassmannian,
the pullback map would determine c1(Q).
Returning to the start, the following takes care of the left hand side of the
equation, so that what remains is to show that DD(G(EQ)) is a generator.
Lemma 14.17. The transgression τ : H4(HP 1;Z) → H3(LHP 1;Z) is an isomor-
phism. Also, τ(p1(EQ)) is 2 times a generator of H
3(LHP 1).
Proof. For the first statement, τ ′ : H4(S4;Z) ∼→ H3(LS4;Z) is an isomorphism by
lemma 14.11. Lemma 14.33 gives the diffeomorphism θ : S4 → HP 1; Lθ is also a
diffeomorphism by lemma 2.55. By naturality of the transgression in proposition
14.4, τ : H4(HP 1;Z) → H3(LHP 1;Z) equals ((Lθ)∗)−1 ◦ τ ′ ◦ θ∗; hence τ is an
isomorphism.
For the second statement, from lemma 14.15 we know that p1
2
(EQ) is a gener-
ator of H4(HP 1;Z) ∼= Z. Thus τ(p12 (EQ)) is a generator of H3(LHP 1).
Corollary 14.18. DD(G(EQ)) is a generator ⇒ τ(p1(EQ)) = ±2DD(G(EQ)).
Then, to simplify the calculation of DD(G(EQ)), the bundle gerbe over the
Fre´chet manifold LHP 1 ∼= LS4 is pulled back to S3. To further simplify, lemma
14.36 uses proposition 14.25 to construct from the pullback of the bundle gerbe
to S3, the principal U(1) bundle Q → S2, giving the suspension isomorphism of
corollary 14.24 relating the Dixmier-Douady class of the pullback bundle gerbe,
in H3(S3;Z) ∼= Hˇ2(S3; U(1)), to the first Chern class of the principal U(1) bundle,
c1(Q) ∈ H2(S2;Z) ∼= Hˇ1(S2; U(1)).
The first Chern class c1(Q) corresponds to the degree of the transition function
of Q, a continuous map of U(1) torsors. In work not shown here, a fairly explicit
form was found for this map. It started with finite but unwieldy Fourier series,
after which quadratic exponentials (see proposition 6.14) would yield intertwiners
of Fock representations. After a while, this approach was discontinued.
The approach using the Pfaffian line bundle to see that c1(Q) is a genera-
tor was not pursued but might go like this. Something reminiscent of that line
bundle, in principal U(1) bundle form, could be obtained by taking our T bun-
dle over Lagrres×Lagrres, choosing a fixed standard Lagrangian subspace L, and
constructing the sub-bundle of T over {L} × Lagrres. Also, the maps in following
sections constructed to pull back the bundle gerbe and get sections of the pull-
back’s Y space, could perhaps be used to give an isomorphism between Q, and
the pullback via
S2 → LS3 → L Sp(1)→ L SO(4)→ Ores → Lagrres → {L} × Lagrres
of the sub-bundle of T . This might require a spin structure on EQ as in note 14.1.
There are many items to be filled in, yet this approach could be workable.
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However, proved by whatever means, if c1(Q) is a generator, the following
proposition shows that the conjecture for EQ is true.
Proposition 14.19. If the first Chern class c1(Q) of the principal U(1) bundle
Q→ S2 constructed by lemma 14.36 from the bundle gerbe G(EQ) is a generator,
then the transgression of p1(EQ) is ±2DD(G(EQ)).
Proof. By corollary 14.18, the statement about the trangression, which is equiva-
lent to commutativity up to sign of square 1© in the following diagram, is implied
by DD(G(EQ)) being a generator of H
3(LHP 1;Z) ∼= Z. If we can show commuta-
tivity of squares 2© and 3©, and that the map i∗ in cohomology is an isomorphism,
DD(G(EQ)) being a generator of H
3(LHP 1;Z) ∼= Z is a consequence of c1(Q) be-
ing a generator of H2(S2).
Q i∗G(EQ) G(EQ) EQ
H2(S2)
3©
H3(S3)
2©
H3(LHP 1)
1©
H4(HP 1)
......................................................................................................................
de-clutch
...........................................................................
i∗
............................................................................................
G
..............................................................................................................
.∼=Σ
....................................................................
i∗
.............................................................. τ
.......................................
...
−c1
.......................................
...
DD
.......................................
...
DD
.......................................
...
p1
2
In this diagram some of the arrows are maps of cohomology groups; others, labelled
G, c1, DD, and
p1
2
, are applications of functors; and de-clutch is part of the
construction that proves commutativity of its square. “c1” means first Chern
class, “DD” Dixmier-Douady class, “p1” first Pontryagin class, “∼=Σ” (unreduced)
suspension isomorphism, “bg” bundle gerbe, and “/” over.
Square 2© commutes because the pullback of the Dixmier-Douady class of a
bundle gerbe is naturally isomorphic to the Dixmier-Douady class of the pullback
of the bundle gerbe, by lemma 10.88. The pullback is via the map here temporarily
denoted i = Lθ ◦ LRS4 ◦ i3 : S3 → LHP 1, which by lemma 14.30 and the facts
that RS4 (lemma 14.35) and θ (lemma 14.33) are diffeomorphisms, is continuous
and induces an isomorphism in H3.
The (unreduced) suspension isomorphism of 3© is given by corollary 14.24, and
commutativity of that square is shown in proposition 14.25.
The following section 14.6 gives the lemma and proposition for square 3©, then
sections 14.7 and 14.8 give the lemmas for square 2©.
14.6 Dixmier-Douady Class of Bundle Gerbe over Suspension
In the following definitions, lemma, and corollary, used in the subsequent
proposition 14.25, we develop from scratch an exact sequence, the connecting
homomorphism of the long exact sequence of which is an isomorphism, following
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to an extent the Mayer-Vietoris sequence (26) and (unreduced) suspension iso-
morphism example in Bredon (1997, pages 94–95), quoting results from section
10.6 to relate the cohomology groups of good covers to the Cˇech cohomology of
the spaces. First some definitions to avoid a long lemma statement.
Definition 14.20. (The Cover for the Suspension Isomorphism). Suppose X is
a topological space with a good cover U indexed by a set I disjoint from {±1}.
Define the closed cones and (unreduced) suspension of X:
CX−1 = (X × [−1, 0])/(X × {−1})
CX1 = (X × [0, 1])/(X × {1})
X = X × {0} = CX−1 ∩ CX1
ΣX = (X × [−1, 1])/(X × {−1} ∪X × {1}) = CX−1 ∪ CX1.
Use the following notation for the inclusion maps:
X
sk−→ CXk rk−→ ΣX, k ∈ {±1}.
Define a good cover UΣ of the suspension by extruding the good cover of U halfway
to either end, and adding a cap to each end, overlapping with the extruded cover.
This cover is indexed by the set J = {±1} ∪ I:
UΣ−1 = (X × [−1,−
1
4
))/(X × {−1})
UΣ1 = (X × (
1
4
, 1])/(X × {1})
UΣj = Uj × (−
1
2
,
1
2
), j ∈ I
Pull back UΣ by the inclusion maps to get indexed good covers of the cones,
r∗kU
Σ, k ∈ {±1}
the cover for each cone including one empty set from the end cap for the other
cone with index +1 or −1, and then pull back again to get an indexed good cover
of X, which we will denote differently since we won’t mention chain maps induced
by rk ◦ sk (equal for either k).
UΣ ∩X = (rk ◦ sk)∗UΣ,
equal to U plus two empty sets from the end caps with indices ±1. The pullbacks
of the covers are given by intersection of the elements of the covers with the sets
the covers are being pulled back to.
207
Definition 14.21. (Chain Complexes for the Suspension Isomorphism). Contin-
uing within the context of definition 14.20, as a shorthand, define the following
chain complexes of abelian groups as the alternating Cˇech cochain complexes of
definition 10.56:
C∗(UΣ) = Cˇ∗(UΣ,U(1))
C∗(r∗kU
Σ) = Cˇ∗(r∗kU
Σ,U(1)) for k ∈ {±1}
C∗(UΣ ∩X) = Cˇ∗(UΣ ∩X,U(1)).
Elements of Cp(UΣ) are alternating p-cochains c defined on ordered (p + 1)-
tuples σ : [0, p]→ J given by σ = (i0, . . . , ip), with value c(σ) a continuous U(1)-
valued function on
UΣσ = U
Σ
i0,...,ip
=
⋂
k∈[0,p]
UΣσ(k) = U
Σ
i0
∩ · · · ∩ UΣip .
Similarly for the other cochain complexes; their good covers share the same index
set J used for UΣ.
Lemma 14.22. (The Exact Sequence for the Suspension Isomorphism). Suppose
X is a topological space with a good cover U indexed by a set I disjoint from
{±1}. Using the good cover UΣ and inclusion maps rk, sk of 14.20, and the
cochain complexes of definition 14.21, the following sequence of chain complexes,
similar to what is used for a Mayer-Vietoris sequence, is exact.
0→ C∗(UΣ) (r
]
−1,r
]
1)−−−−→ C∗(r∗−1UΣ)⊕ C∗(r∗1UΣ)
s]−1−s]1−−−−→ C∗(UΣ ∩X)→ 0.
Proof. Referring to definition 10.56, for each degree p, the abelian groups in the
cochain complexes are products, and the chain maps induced by the inclusions are
the products of the maps induced by the inclusions, for the component abelian
groups. These products are over the same set of p + 1-tuples of elements of the
same index set J for each complex. Thus, exactness of the short exact sequence
of cochain complexes is equivalent to exactness for each degree p ≥ 0, for each
component of the product abelian groups; that is, for each fixed ordered index
p+ 1-tuple σ = (i0 . . . ip).
Thus for the proof of exactness, fix p and σ, and denote the intersection of
elements of UΣ corresponding to σ by W = (
⋂p
j=0 U
Σ
j ). The cover pullback map
r∗k maps W to W ∩ CXk, k ∈ {±1}, and s∗k maps W ∩ CXk to W ∩X. We will
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show exactness of
0→ U(1)
UΣ
(W )
(r]−1,r
]
1)−−−−→ U(1)
r∗−1UΣ
(W ∩ CX−1)⊕ U(1)
r∗1UΣ
(W ∩ CX1)
s]−1−s]1−−−−→ U(1)
UΣ∩X(W ∩X)→ 0, or in other words,
0→ C(W,U(1)) (r
]
−1,r
]
1)−−−−→ C(W ∩ CX−1,U(1))⊕ C(W ∩ CX1,U(1))
s]−1−s]1−−−−→ C(W ∩X,U(1))→ 0,
where for this purpose C(Y,U(1)) denotes the abelian group of continuous func-
tions Y → U(1).
To see surjectivity of s]−1 − s]1, consider z ∈ C(W ∩ X,U(1)). If z = 0 there
is no problem. Otherwise, z 6= 0 ⇒ {±1} ∩ im(σ) = ∅, where σ is thought
of as a function {0 . . . p} → J . Thus we can set w−1 : W ∩ CX−1 → U(1),
w−1([x, t]) = z([x, 0]) = z(x) according to our identification of X × {0} with X,
x ∈ W ∩X, t ∈ (−1
2
, 0], and w1 = 0, resulting in s
]
−1(w−1) = z and s
]
1(w1) = 0.
To see that (r]−1, r
]
1) is injective, recall that ΣX = CX
−1 ∪ CX1. Suppose
y ∈ C(W,U(1)). That r]−1(y) = 0 means that y = 0 on W ∩ CX−1 or W ∩ CX−1
is empty, and r]1(y) = 0 means similarly that y(σ) = 0 or W ∩ CX1 is empty.
Thus y = 0 on all of W .
To see exactness in the middle, suppose that (w−1, w1) ∈ C(W∩CX−1,U(1))⊕
C(W ∩ CX1,U(1)) and s]−1(w−1)− s]1(w1) = 0; i.e. w−1 = w1 on W ∩X. Define
y ∈ C(W,U(1)) by setting y(σ) equal to w−1 on W ∩ CX−1, and y(σ) = w1
on W ∩ CX1; a continuous function because the intersection of those domains is
W ∩X, the two functions agree there, and the union of the domains is W .
Note 14.23. (Notes for the Use of the Exact Sequence for the Suspension Isomor-
phism). For convenience when using the lemma, we record the following. The
connecting map ∂ : Hˇ
p
(UΣ ∩ X) → Hˇp+1(UΣ) of the corresponding long exact
sequence in cohomology is as follows, following the standard diagram chase but
being specific about choices. Differently from in the proof of the lemma, the
symbols z, w−1, w1, y here will indicate cochains rather than their components on
particular σ.
Given a nonzero cocycle z ∈ Cp(UΣ ∩X), since s]−1 − s]1 is surjective, there is
a cochain (w−1, w1) ∈ Cp(r∗−1UΣ)⊕Cp(r∗1UΣ) that z comes from; i.e. s]−1(w−1)−
s]1(w1) = z. The choice of (w−1, w1) in the proof was made by letting w−1 be an
extension of z, and w1 = 0. In using this lemma, any convenient means may be
used to obtain (w−1, w1) such that (s
]
−1, s
]
1)(w−1, w1) = z. We have that z is a
cocycle and the square below is commutative, so (s]−1 − s]1)(δ(w−1), δ(w1)) = 0,
whence (δ(w−1), δ(w1)) = (r
]
−1(y), r
]
1(y)) for what, given choices of w−1 and w1, is
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a unique y ∈ Cp+1(UΣ), which as in the standard argument, is a cocycle.
Cp(UΣ ∩X)Cp(r∗−1UΣ)⊕ Cp(r∗1UΣ)
Cp+1(UΣ ∩X)Cp+1(r∗−1UΣ)⊕ Cp+1(r∗1UΣ)Cp+1(UΣ)
......................................................................................................
.
s]−1 − s]1
..................................................................................
.
s]−1 − s]1
.......................................
...
δ
.......................................
...
δ
.................................................................................................
.
(r]−1, r
]
1)
Corollary 14.24. (The Unreduced Suspension Isomorphism). Suppose X is a
locally connected metric space with a good cover U . Given the short exact se-
quence of cochain complexes of lemma 14.22, the connecting homomorphism in
cohomology of the covers induces the following homomorphism of cohomology of
the spaces:
Hˇ
p
(X; U(1))
∂−→ Hˇp+1(ΣX; U(1)),
an isomorphism for p > 0, called the (unreduced) suspension isomorphism.
Proof. Exactness of the short exact sequence of cochain complexes of abelian
groups of lemma 14.22 gives the long exact sequence (Rotman, 2009, page 333)
of cohomology of the covers, preserving the direct sum of the middle term of the
short exact sequence (Rotman, 2009, page 339). Then, exactness of direct limits
(Rotman, 2009, page 247) and the fact that they preserve direct sums, give the long
exact sequence of cohomology groups of the spaces, using definition 10.57. Using
the universal property of direct limits, the direct limit insertion homomorphisms
form a morphism of sequences between the long exact sequence of cohomology of
the covers and the long exact sequence of cohomology of the spaces.
Since X is locally connected, so are ΣX, CX−1, and CX1. That X is a metric
space ensures that it, the suspension, and the cones are hereditarily paracompact
(Stone, 1948, page 979). By lemma 10.67, the direct limit insertion homomor-
phisms are isomorphisms.
The contractible spaces CX−1, CX1 have zero singular cohomology for p > 0,
and so by corollary 10.66 have zero Cˇech cohomology as well. Thus the connecting
homomorphisms for cohomology of the spaces and for the cohomology of the covers
are isomorphisms for p > 0.
Proposition 14.25. (The Dixmier-Douady Class of a Bundle Gerbe Over an
Unreduced Suspension is Isomorphic to the First Chern Class of a Constructed
Principal Bundle). A continuous bundle gerbe (P, Y,ΣX) over the unreduced
suspension of a locally connected metric space X gives, by choice of sections
of a naturally constructed two set open cover of ΣX, a principal U(1) bundle
Q → X. The inverse of the suspension isomorphism of corollary 14.24 takes the
Dixmier-Douady class of the bundle gerbe, DD(P, Y,ΣX) ∈ Hˇ2(ΣX; U(1)), to
minus (or the inverse of, if U(1) is written multiplicatively) the first Chern class
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of Q, −c1(Q) or (c1(Q))−1 ∈ Hˇ1(X; U(1)).
Proof. We use two related covers of ΣX, one used to obtain a cocycle for the
first Chern class of Q, and one used to obtain a cocycle for the Dixmier-Douady
class of the bundle gerbe. These are defined so that as much as possible of the
Dixmier-Douady cocycle definition is trivial. The first cover is one of two open
sets, used to define Q
V−1 = (X × [−1, 1
2
))/(X × {−1})
V1 = (X × (−1
2
, 1])/(X × {1}), with intersection
V−1 ∩ V1 = X × (−1
2
.
1
2
),
The second cover is made by first choosing a good cover U of X, which is possible
because the definition of a continuous bundle gerbe requires that each open cover
of X has a refinement that is a good cover. Then the good cover UΣ of ΣX, used
for the Dixmier-Douady class, is constructed as in definition 14.20. We will use
the symbols a for indices ±1, and i, j, k for indices 6= ±1.
The Va are contractible sets over which, because ΣX is hereditarily paracom-
pact (see Spanier (1966, pages 66, 90, 96) and use a homotopy between the identity
and the map of a contractible space to one of its points), we can choose sections
ta : Va → Y , a = ±1. Let Q = ((t−1, t1)∗P )|X , a principal U(1) bundle over X.
Now we will construct a Cˇech 1-cocycle representing the first Chern class of
Q. Since the UΣi are contractible, we can choose sections τi : V−1 ∩ V1 ∩ UΣi =
UΣi → (t−1, t1)∗P . These give local trivializations of (t−1, t1)∗P defined using
the continuous translation function of lemma 2.21, with transition functions (see
lemma 2.18) given by τj = hjiτi on U
Σ
i ∩UΣj . The hij satisfy hjkh−1ik hij = 1 because
they are defined as transition functions of local trivializations of a principal U(1)
bundle. The bundle Q has the same transition functions hji but restricted to X,
and these define a Cˇech 1-cocycle h since the UΣ∩Xi = Ui cover X. Theorem 2.1.3
of Brylinkski (1993, pages 62–68), adapted to argue for principal U(1) bundles
instead of complex line bundles, implies that h−1 is a representative of the Chern
class c1(Q). For the following, denote by τa : Va → (ta, ta)∗P , a ∈ {±1}, the
canonical identity sections of lemma 10.29.
Since UΣ is a good cover of ΣX, its cohomology is isomorphic to that of ΣX,
and by note 10.81, the Dixmier-Douady class of the bundle gerbe is given directly
by the class of the cocycle constructed from the good cover. To use Dixmier-
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Douady class definition 10.80, using lemma 10.29 define:
sa = ta|UΣa : U
Σ
a → Y
si = t1|UΣi : U
Σ
i → Y
σ−1i = τi|UΣ−1 : U
Σ
−1 ∩ UΣi → (s−1, si)∗P
σi−1 = σ−1−1i (two subscripts, not subtraction)
σ1i = τ1|UΣ1 ∩UΣi : U
Σ
1 ∩ UΣi → (s1, si)∗P
σi1 = (σ1i)
−1 = σ1i
σij = τ1|UΣi ∩UΣj : U
Σ
i ∩ UΣj → (si, sj)∗P.
The σ after the first two are identity sections as in lemma 10.29.
With our notation, the possible injective (no repetition) 3-tuples of indices for
the Dixmier-Douady cocycle are (−1, i, j), (1, i, j), and (i, j, k), plus permutations
that can be calculated using the fact that the cocycle is an alternating function
of its 3-tuple of indices. By definition 10.56, the cocycle can be nonzero only for
injective tuples. (We use 0 and 1 somewhat interchangeably in this context, the
former referring to a general abelian group written additively, and the latter to
one incarnation of U(1).) The cocycle is zero for the last two tuples, because all
the σ’s involved are identity sections; e.g., m(σij ⊗ σjk) = σik suitably restricted.
Thus, the essence of the Dixmier-Douady class now lies in g−1ij, defined by
σ−1i = m(σ−1i ⊗ σij) = g−1ijσ−1j on UΣ−1 ∩ UΣi ∩ UΣj , hence
g−1ij = hij, on that set.
Now we relate the Dixmier-Douady class of the bundle gerbe over ΣX and
the first Chern class of the principal bundle over X by following backward at
the co-chain level the isomorphism ∂ of corollary 14.24 (refer to note 14.23):
Hˇ
2
(ΣX; U(1)) ∼= Hˇ2(UΣ; U(1)) ∂−1−−→ Hˇ1(UΣ ∩X; U(1)) ∼= Hˇ1(X; U(1)).
Starting with the cocycle g, its image via r]1 is zero, since the only intersections
for which g is nonzero are intersected with the set UΣ−1, and the intersection of that
with CX1, for r]1, is empty. On the other hand the domain of g−1ij is unaltered
by intersection with CX−1, for r]−1.
To find w−1 ∈ C1(r∗−1UΣ) such that δ(w−1) = r]−1(g), use bundle gerbe multi-
plication to define gτ similarly to the way g−1ij is defined:
τij = τ1|UΣi ∩UΣj
τi = m(τi ⊗ τij) = gτijτj on UΣi ∩ UΣj , hence
gτij = hij,
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defining gτ as zero on all other 2-tuples not permutations of (i, j), and noting that
its definition makes it an alternating function of 2-tuples (i, j), so that it is a 1
co-chain. Let w−1 = r
]
−1(g
τ ); i.e. restrict gτ to CX−1 for the present purpose. To
evaluate δ(w−1) ∈ C2(r∗−1UΣ), note that since it’s an alternating function of its
3-tuple, δ(w−1) will be zero for all 3-tuples up to permutation except (−1, i, j),
(1, i, j), and (i, j, k). We have that δ(w−1) is zero on (1, i, j) because it’s a cochain
in C2(r∗−1U
Σ) and UΣ1 ∩ UΣi ∩ r∗−1UΣj = ∅. For the remaining two 3-tuples,
(δ(w−1))ijk = (w−1)jk(w−1)−1ik (w−1)ij
= hjkh
−1
ik hij = 1 on U
Σ
i ∩ UΣj ∩ r∗−1UΣk
and
(δ(w−1))−1jk = (w−1)jk(w−1)−1−1k(w−1)−1j
= hjk = g−1jk on UΣ−1 ∩ UΣj ∩ r∗−1UΣk ,
because (w−1)−1j = 1 = (w−1)−1k by definition of w−1. Thus δ(w−1) = r
]
−1(g).
s]−1(w−1) = g
τ
|X = h. The steps can be reversed to see that ∂([h]) = [g].
14.7 Map S3 to LS4; Stereoscopic Projection; Homogeneous Coordinates
Now come a sequence of definitions and lemmas preparatory to pulling back
the bundle gerbe over LHP 1 to S3. This is done using the adjoint to the diffeo-
morphism from the reduced suspension SS3 → S4, the stereoscopic projection for
S4, the homogeneous coordinates for HP 1, and by constructing a diffeomorphism
S4 → HP 1. These lemmas include 14.30 and 14.33, which were referenced in the
proof of proposition 14.19.
The following definition concerning unreduced suspensions is intended as mo-
tivation for definition 14.28 concerning reduced suspensions, which also directly
refers to the map αx in its own motivation.
Definition 14.26. (A Homeomorphism ΣSn → Sn+1; Loops in Sn+1). Define the
map φΣ from the unreduced suspension of S
n to Sn+1 as follows.
We define Sn as the unit sphere in Rn+1, with basepoint 1 = (1, 0, . . . , 0). We
will sometimes use the same notation x for a point in Sn ⊂ Rn+1 and what more
properly might be called (x, 0) ∈ Sn+1 ⊂ Rn+2.
Define the unreduced suspension as (Sn × [−1, 1])/(Sn × {−1})/(Sn × {1}),
denoting the points of the suspension by [x, t], x ∈ Sn, t ∈ [−1, 1], with basepoint
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1 = [1, 0]. Then define
φΣ : ΣS
n → Sn+1
[x, t] 7→ ((
√
1− t2)x, t), t ∈ [−1, 1]
[x, cos(s)] 7→ (sin(s)x, cos(s)), s ∈ [0, pi].
Use φΣ to define the smooth structure on ΣS
n making the map a diffeomorphism.
Define the paths
αx,cyl : [0, pi]→ Sn × [−1, 1], x ∈ Sn,
s 7→ (x, cos(s))
αx,Σ : [0, pi]→ ΣSn, x ∈ Sn,
s 7→ [x, cos(s)]
αx = φΣ ◦ αx : [0, pi]→ Sn+1, x ∈ Sn,
s 7→ (sin(s)x, cos(s)).
Note 14.27. (Properties of φΣ). The map φΣ is basepoint preserving; it is a
homeomorphism as follows. For t ∈ (−1, 1), φ−1Σ (x, t) = [x/
√
1− t2, t], and for
t ∈ {−1, 1}, φ−1Σ (0, t) = [1, t]. By looking at inverse images of open balls around
points, φΣ is continuous, and since ΣS
n is compact and Sn+1 Hausdorff, is a
homeomorphism. The paths are smooth.
Definition 14.28. (A Homeomorphism SSn → Sn+1; Loops in Sn+1). Define the
reduced suspension SSn as (Sn × [−1, 1])/((Sn × {−1, 1}) ∪ ({1} × [−1, 1])) ∼=
ΣSn/({1} × [−1, 1]), denoting the points of the reduced suspension by [x, t], x ∈
Sn, t ∈ [−1, 1], with basepoint 1 = [1, 0].
Note that except for the two poles N = (0, . . . , 0, 1), S = (0, . . . , 0,−1), Sn+1
as a set is the disjoint union of the images of the paths αx, x ∈ Sn; the two
poles are in the image of every path (see definition 14.26). Imagine a continuous
collapsing map Sn+1 → Sn+1 corresponding via φΣ and the as yet undefined φS
to the quotient map ΣSn → SSn. The paths collapse to loops. We define φS
so that αx(s) 7→ βx(2s) gives a bijection of paths αx to loops βx, the union of
whose images is Sn+1, disjoint except at 1. These images are the circles defined
by intersecting Sn+1 with the two-dimensional plane defined by the line through
1 = (1, 0, . . . , 0) and (1, 0, . . . , 1), and the line through 1 and x interpreted as a
214
point in Sn+1. The point 1 is in every such circle. Thus define
βx : [0, 2pi]→ Sn+1, x ∈ Sn,
s 7→ 1 + x
2
+ cos(s)
1− x
2
+ sin(s)‖1− x
2
‖N
φS : SS
n → Sn+1
[x, cos(s)] 7→ 1 + x
2
+ cos(2s)
1− x
2
+ sin(2s)‖1− x
2
‖N, s ∈ [0, pi],
[x, t] 7→ 1 + x
2
+ (2t2 − 1)1− x
2
+ 2t
√
1− t2‖1− x
2
‖N, t ∈ [−1, 1].
Use φS to define the smooth structure on SS
n making the map a diffeomorphism.
Note 14.29. (Properties of φS). The map φS is basepoint preserving and a homeo-
morphism. The loops are smooth. The three terms of the sum for φS are mutually
orthogonal. The map x 7→ βx is the adjoint φ̂S of φS (Switzer, 1975, pages 12–
13), except for transforming the loop parameter from [−1, 1] to [0, 2pi]. That is,
φ̂S = (x 7→ βx ◦ (2 arccos)), or βx = φ̂S(x) ◦ cos(12 ·). The reparametrization of
the adjoint loops is useful conceptually, to make them smooth, and to limit their
Fourier series to frequencies 0,±1, which could help in calculations.
Lemma 14.30. (The Inclusion S3
i3−→ LS4 is Continuous, and Induces an Iso-
morphism in H3). The inclusion S3
i3−→ LS4 is defined as the adjoint φ̂S of the
homeomorphism φS of 14.28 for n = 3, with the reparametrization of the loops
such that for x ∈ S3, i3(x) = βx, followed by the inclusion into LS4. The map i3
is continuous and induces an isomorphism in H3 with Z coefficients.
Proof. By lemma 2.41, since φS : SS
3 → S4 is continuous, φ̂S : S3 → C(S1, S4) is
continuous.
φS is basepoint preserving and its image lies in ΩS
4, the continuous loops in
S4 that begin and end at the basepoint 1 of S4. The constant loop at 1 is the
basepoint of ΩS4. By Switzer (1975, page 20), the adjoint correspondence of based
homotopy classes of basepoint preserving maps
pik+1(S
4) = [SSk, S4]∗ → [Sk,ΩS4]∗ = pik(ΩS4)
is an isomorphism of groups for all k >= 0. Thus pik(ΩS
4) = 0 = pik(S
3) for
k ∈ {0, 1, 2}, and pi3(ΩS4) = Z = pi3(S3).
φS induces the map φ
]
S : C(S
4, S4)→ C(SS3, S4), a homeomorphism by lemma
2.41, in turn inducing a group isomorphism we will denote by φ∗S : pi4(S
4) =
[S4, S4]∗ → [SS3, S4]∗. Since [id] is a generator of pi4(S4) ∼= Z, φ∗S([id]) = [φS]
is a generator of C(SS3, S4). Therefore, using the isomorphism for the adjoint
correspondence, [φ̂S] is a generator of pi3(ΩS
4) ∼= Z.
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φ̂S∗ : pik(S
3)→ pik(ΩS4) is an isomorphism for k ∈ {0, 1, 2} because its domain
and codomain are both zero. For k = 3, since [id] ∈ pi3(S3) ∼= Z is a generator
and φ̂S∗([id]) = [φ̂S ◦ id] = [φ̂S] ∈ pi3(ΩS4) is a generator, φ̂S∗ is once again an
isomorphism.
Thus using the Hurewicz theorem and naturality of the Hurewicz maps (Switzer,
1975, pages 114, 185) φ̂S induces an isomorphism in Hk, k ∈ {0, 1, 2, 3}, and thus
using naturality of the Universal Coefficient Theorem exact sequence (Switzer,
1975, page 241) in Hk also. That is, H3(ΩS4)
φ̂S
∗
−−→ H3(S3) is an isomorphism.
Now we need to connect the result for φ̂S and ΩS
4 with the desired result
for i3 and LS
4. First, note that the reparametrization to get from the loops of
φ̂S to those of i3 is, by note 14.29, composition with cos(
1
2
·) : [0, 2pi] → [−1, 1],
a homeomorphism. By lemma 2.41, the map of C(S1, S4) to itself induced by
reparametrizing loops in this way, is a homeomorphism, which induces a homeo-
morphism of its subspace ΩS4 onto itself, and thus induces isomorphisms in coho-
mology. Thus the map we denote here i˜3 = cos(
1
2
·)](φ̂S) induces an isomorphism
H3(ΩS4)
i˜3
∗
−→ H3(S3). The loops from i˜3 are smooth.
If we compose the inclusion ΩS4
inclΩS4−−−−→ C(S1, S4) with i˜3 to get ˜˜i3 = inclΩS4 ◦i˜3,
we still get an isomorphism in H3, because that inclusion induces an isomorphism
in H3, as follows. From items 4 and 7 of lemma 14.5, pi3(C(S
1, S4)) ∼= Z. As in the
proof of that lemma, ΩS4
inclΩS4−−−−→ C(S1, S4) ev1−−→ S4 (the other lemma’s basepoint
name 0 is this one’s 1) is a fibration and we have its homotopy exact sequence (Bre-
don, 1993, pages 435, 453, 455) including the surjection Z→ Z, hence isomorphism
pi3(ΩS
4)
inclΩS4∗−−−−−→ pi3(C(S1, S4)). Since the lower homotopy groups of both spaces
are zero, we can reason as above to conclude that H3(C(S1, S4))
incl∗
ΩS4−−−−→ H3(ΩS4)
is an isomorphism, and thus so is H3(C(S1, S4))
˜˜
i3
∗
−→ H3(S3).
Continuity of S3
i3−→ LS4 is a special case of Stacey (2005, page 22) theorem
3.28, since the map S1 × S3 → S4, (x, s) 7→ i3(x)(s) is smooth. It follows that
i3 induces a map H
3(LS4)
i∗3−→ H3(S3). Proposition 14.8 gives an isomorphism
H3(C(S1, S4))
i∗
LS4−−→ H3(LS4). Since ˜˜i3 = iLS4 ◦ i3, ˜˜i3∗ = i∗3 ◦ i∗LS4 , and since the
left hand side of the equation and the right factor of the right hand side are
isomorphisms, so is i∗3.
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Lemma 14.31. (Stereographic Projection for S4). Define
N = (0, 1) ∈ H⊕ R ∼= R5
S = (0,−1)
φN : S
4 \ {N} → H
(z, y) 7→ z
1− y
φS : S
4 \ {S} → H
(z, y) 7→ z
1 + y
.
φN , φS are diffeomorphisms, and thought of as smooth manifold charts for S
4,
have transition function
φN ◦ φ−1S : H \ {0} → H \ {0}
w 7→ w−1.
Lemma 14.32. (Homogeneous Coordinates for HP 1). Define
U0 = HP 1 \ {[0, 1]} = {[1, w] | w ∈ H}
U1 = HP 1 \ {[1, 0]} = {[w, 1] | w ∈ H}
ψ0 : U0 → H
[1, w] 7→ w
ψ1 : U1 → H
[w, 1] 7→ w.
ψ0, ψ1 are diffeomorphisms, and thought of as smooth manifold charts for HP 1,
have transition function
ψ0 ◦ ψ−11 : H \ {0} → H \ {0}
w 7→ w−1.
Lemma 14.33. (A Diffeomorphism S4 → HP 1.) Define via lemmas 14.31 and
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14.32
θN = ψ
−1
0 ◦ φN : S4 \ {N} = S4 \ {(0, 1)} → U0 = HP 1 \ {[0, 1]}
(z, y) 7→ [1, z
1− y ] = [1− y, z]
θS = ψ
−1
s ◦ φS : S4 \ {S} = S4 \ {(0,−1)} → U1 = HP 1 \ {[1, 0]}
(z, y) 7→ [ z
1 + y
, 1] = [z, 1 + y]
θN = θS on S
4 \ {N,S}
θ : S4 → HP 1
θ|S4\{N} = θN
θ|S4\{S} = θS.
θN , θS, and θ are diffeomorphisms.
14.8 Construct, Pull Back, Local Sections of the Bundle Gerbe
Having discussed the map that will be used to pull the bundle gerbe back to
S3, and having obtained diffeomorphisms involving S4 and HP 1, we now proceed
to construct the bundle gerbe, pull it back, construct local sections of the pullback,
and use them in proposition 14.25 to get principal U(1) bundle Q→ S2.
In the bundle gerbe construction we use the symplectic frame bundle Sp(EQ)
whose total space we identify with S7, rather than using its orthonormal frame
bundle SO(EQ). This can be called the reduction of the structure group from
SO(4) to Sp(1), but would be more expressively worded as an enlargement of
the structure group in the other direction, since we are naturally given the Sp(1)
group. This change results in an isomorphic bundle gerbe.
Lemma 14.34. (The Construction of the Bundle Gerbe G(EQ) from the Tau-
tological Quaternionic Line Bundle). Using in the bundle gerbe construction the
symplectic frame bundle Sp(EQ), with group Sp(1), rather than the orthonormal
frame bundle SO(EQ), with group SO(4), results in a bundle gerbe isomorphic to
G(EQ).
For the construction of G(EQ) we obtain Y = LS
7×Sp(1) Lagrres (see definition
7.1), will identify Y [2] = LS7×Sp(1) (Lagrres×Lagrres) (see proposition 11.8), and
P = LS7 ×Sp(1) T (see propositions 11.1 and 11.6).
Proof. From proposition 12.2, starting with the tautological quaternionic line bun-
dle EQ of definition 14.14, we obtain the bundle gerbe G(EQ) over LHP 1. The
transition functions of EQ, by lemma 14.15, are determined by maps with val-
ues in S3 ∼= Sp(1), which are the principal bundle transition functions of defi-
nition 2.18 of SO(EQ). Hence (Kobayashi and Nomizu, 1963, page 53) we can
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reduce the structure group of the orthonormal frame bundle SO(EQ) from SO(4)
to Sp(1) and obtain Sp(EQ); there is a Sp(1)-equivariant map f : Sp(EQ) →
SO(EQ) over the identity. Thus there is an principal SO(4) bundle isomorphism
Sp(EQ)×Sp(1) SO(4)→ SO(EQ), given by [q, g] 7→ f(q)g.
In general, let G be a topological group, H a subgroup, Q a principal H bundle,
and F a space on which there is a left G action. Then Q ×H G is a principal G
bundle, and (Q×H G)×G F ∼= Q×H F .
Putting together the principal SO(4) bundle isomorphism and the one just
given for associated products, SO(EQ)×SO(4)F ∼= (Sp(EQ)×Sp(1)SO(4))×SO(4)F ∼=
Sp(EQ)×Sp(1) F . Moreover, these products and isomorphisms can be looped and
are natural with respect to maps F → F ′. Thus we obtain isomorphic bundle
gerbes.
The following lemma was referenced earlier, in the proof of proposition 14.19,
and also is used by lemma 14.36.
Lemma 14.35. (The Construction of Local Sections of the Pullback by S3
i3−→
LHP 1 of L Sp(EQ)). The composition of i3 with the rotation RS4 by pi2 , of S
4 ⊂
R5 ∼= H⊕R, H = 1R⊕iR⊕jR⊕kR, that leaves fixed all elements of summands ofH
except for those of iR, and rotates the iR⊕R plane counterclockwise (viewed with
positive iR to the right and positive R up), moving (i, 0) 7→ (0, 1) 7→ (−i, 0) 7→
(0,−1), produces for each x ∈ S3 \ {−1} a loop in S4 whose image lies in the
domains of both φN and φS of lemma 14.31 except that for x = i, the image lies
wholly only in the domain of φS, and for x = −i, wholly only in the domain of
φN . Defining pi1, pii, pij, pik : H = 1R⊕ iR⊕ jR⊕ kR→ R as projections onto the
respective real-valued coordinates, so that pi11+piii+pijj+pikk = idH, these loops
are given as follows, for x ∈ S3 and s ∈ [0, 2pi]:
RS4 ◦ i3(x)(s) = ( pi1(1 + x
2
+ cos(s)
1− x
2
)1
− sin(s)‖1− x
2
‖i
+ pij(
1 + x
2
+ cos(s)
1− x
2
)j
+ pik(
1 + x
2
+ cos(s)
1− x
2
)k,
pii(
1 + x
2
+ cos(s)
1− x
2
)).
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Define
θ˜N : S
4 \ {N} → S7 ⊂ H2
(z, y) 7→ (1− y, z)√
(1− y)2 + ‖z‖2
θ˜S : S
4 \ {S} → S7 ⊂ H2
(z, y) 7→ (z, 1 + y)√
(1 + y)2 + ‖z‖2
ηi : S
3 \ {i} → LS7 ∼= L Sp(EQ)
x 7→ θ˜N ◦RS4 ◦ i3(x)
η−i : S3 \ {−i} → LS7 ∼= L Sp(EQ)
x 7→ θ˜S ◦RS4 ◦ i3(x)
piHP 1◦θ˜N = θN and piHP 1◦θ˜S = θS, so LpiHP 1◦ηi = LθN ◦LRS4◦i3 and LpiHP 1◦η−i =
LθS ◦LRS4 ◦ i3. Since ηi and η−i are maps over the restrictions to their domains of
Lθ ◦ LRS4 ◦ i3, they yield local sections of (Lθ ◦ LRS4 ◦ i3)∗(L Sp(EQ)→ LHP 1).
These local sections give local trivializations, and the corresponding transition
function r is defined as follows on S3 \ {±i}. For (z, y) ∈ S4 ⊂ H⊕R, (1 + y)(1−
y) = zz. Letting (z, y) ∈ S4 \ {N,S}, we have also (1 + y)z−1 = z
1−y (we refrain
from writing 1+y
z
to avoid slighting questions of commutativity).
θ˜N(z, y) =
(1− y, z)√
(1− y)2 + zz
=
(1− y)z−1√(1 + y)2 + zz√
(1− y)2 + zz
(z, 1 + y)√
(1 + y)2 + zz
=
(1− y)z−1√(1 + y)2 + zz√
(1− y)2 + zz θ˜S(z, y), with
(1− y)z−1√(1 + y)2 + zz√
(1− y)2 + zz =
z
√
(1 + y)2 + zz
(1 + y)
√
(1− y)2 + zz
=
z
√
(1 + y)2 + zz√
(1− y2)2 + zz(1 + y)2
=
z
√
(1 + y)2 + zz√
(zz)2 + zz(1 + y)2
=
z√
zz
.
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So, defining
ρ : H \ {0} → S3
z 7→ z√
zz
,
ηi = (Lρ ◦ LRS4 ◦ i3)(L·)(η−i)
= (r)(L·)(η−i) = rη−i, letting
r = Lρ ◦ LpiH ◦ LRS4 ◦ i3 : S3 \ {±i} → LS3,
where piH : H ⊕ R → H is the projection, L· is the loop of the left quaternionic
multiplication action of S3 on S7, which we also indicate by juxtaposition. The
unit quaternion ρ(z) commutes with θ˜N(z, y) and θ˜S(z, y), so we could reverse the
order of the factors and use right quaternionic multiplication. Note that z ∈ S3 ⇔
y = 0⇔ ρ(z) = z, and that x ∈ S2 = {x ∈ S3|pii(x) = 0} ⇔ LpiH◦LRS4◦i3 ∈ LS3;
in this case r(x) = LpiH ◦ LRS4 ◦ i3(x).
Now we obtain the principal U(1) bundle Q → S2 from the bundle gerbe
for EQ. The local sections used in the step of the construction performed by
proposition 14.25, are given in the proof below.
Lemma 14.36. (The Construction of the Principal U(1) Bundle Q → S2 from
the Bundle Gerbe G(EQ)). First pull back G(EQ) to S
3, obtaining (Lθ ◦ LRS4 ◦
i3)
∗G(EQ) using the maps i3 of lemma 14.30, RS4 of lemma 14.35, and θ of lemma
14.33. Thence by proposition 14.25, using the local sections from lemma 14.35,
construct the principal U(1) bundle Q→ S2.
Proof. Before the pullback, lemma 14.34 constructs of G(EQ) = (P, Y, LHP 1).
Lemma 14.35 details the composition LRS4 ◦ i3.
To construct the local sections of the pullback Y space over the two-set cover
of S3 = ΣS2 used by proposition 14.25 to define the principal U(1) bundle over
S2, note that the elements of this cover are subsets respectively of S3 \ {±i}.
Then use the restrictions of the local sections of the pullback Y space induced by
the local sections of L Sp(EQ) of lemma 14.35. In symbols, the pullback Y space
is (Lθ ◦ LRS4 ◦ i3)∗(L Sp(E) ×LSp(1) Lagrres), which has local sections ti : x 7→
(x, [ηi(x), L]), t−i : x 7→ (x, [η−i(x), L]), over S3 \ {i}, S3 \ {−i}, respectively.
Viewing S3 as the unreduced suspension of the copy of S2 = {x ∈ S3|pii(x) =
0}, so that the suspension dimension is the i dimension, we obtain Q from propo-
sition 14.25.
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Ag, 71, 72
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assumptions
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base manifold, 14
bundle gerbes, 135
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Hermitian inner product, 7
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M , 14
m, 14
manifolds, 7
n, 14
operators bounded, 7
parametrization S1, U(1), 15
restricted group related, 65
singular cohomology, 189
smooth loops, 15
τ , 189
V real Hilbert space, 31
vector bundle, 14
orientation, 14
Baire space, 37
examples, 37
Ores, 66
Banach algebra, 33
bijection
intertwiners and implementers, 50
Bogoliubov automorphism, 35, 37
C∗-algebra, 35, 37
implementation, 50
Bogoliubov map, 35
continuity, 37
Bres,J
Banach algebra, 65
bundle
associated, 4
Fre´chet, 26
Clifford algebra, 4
Clifford module, 5
fiber, 8
associated, 11, 12
construction, 9
Fre´chet, 24
loop, 27
Fock space, 5, 90
standard, 5
morphism, 14
oriented orthonormal frame, 4
orthonormal frame, 4
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polarization class, 5, 84
principal, 11
construction, 12
Fre´chet, 26
homeomorphic, 13
loop, 27
standard
Fock space, 86
intertwiner, 147
standard Fock space, 5
Clifford algebra action, 89
standard intertwiner, 6
vector, 8, 12, 14
complexification, 29
Fre´chet, 24, 25
bundle gerbe
canonical trivial, 134, 136, 142
construction, 155
functor, 156, 157
P , 152
stability, 163
T , 147
continous, 103
continuous, 5
δ, 134
distinguished canonical trivial, 135
Dixmier-Douady Class, 137–139, 145
dual, 137
induced, 136
isomorphism, 135
local trivializations, 141
morphism, 135, 136
multiplication, 104, 108, 135, 138
multiplication related isomorphisms,
106
multiplicative identity, inverse, 107,
108, 110
overS3, 219
over unreduced suspension, 210
pullback, 136
quaternionic line bundle, 218
stable isomorphism, 145, 146
trivial, 136
trivial if Dixmier-Douady class zero,
143
triviality, 111
Clifford module bundle, 178
isomorphism, 136
trivialization, 143
two trivializations, 136
vector bundle
base manifold assumptions note,
161
fiberwise inner product, 160
bundle gerbes, 135
continuous, 93
bundle gerge
tensor product, 137
bundles, 8
C(X, Y ), 18, 19
C∗-algebra, 33
B(H), 33
Clifford, 34
Bogoliubov automorphism, 35, 37
functor, 35
map, 34
norm, 34
representation, 34
simple, 34
universal property, 34
Z2 graded, 35
morphism, 34
continuous, 34
‖a∗‖, 33
Z2 graded, 33
canonical, 7
canonical isomorphisms
principal U(1) bundles, 102
U(1) torsors, 96
canonical trivial
bundle gerbe, 134, 136, 142
category
abelian, 116
228
additive, 115
Cˇech cochain, 120
Cˇech cohomology, 121
induced map, 129
morphism over
induced map, 125
notes, 122
of a cover, 133
presheaf, 122
sheaf, 122
singular cohomology, 131
Cg, 71, 72
Chern class, 210
Cl(LRn), 60
Cl(LE), 62
Cl(LE) module, 90
Cl(LRn), 60, 89
action of L SO(n) on, 62
continuous, 62
Cl(V ), 34, 35, 44
contains H, 39
Cl(V )
complex conjugation, 39
Clifford
map
self-adjoint, 34
Clifford algebra
Bogoliubov automorphism, 35, 37
bundle, 62
construction, 31
functor, 35
involution, 32
module, 34
module bundle, 178
representation, 34
tensor with principal U(1) bundle,
175
tensor with U(1) torsor, 172, 174–
176
union finitely generated algebras, 31
Z2 graded, 32
Clifford algebra bundle, 4
Clifford C∗-algebra
Z2 graded, 35
Clifford module bundle, 5, 178
Cl(LE), 4
cochain
Cˇech, 120
cohomology
C(S1, S4), ΩS4, 190
Cˇech, 121
diagrams U(1) vs Z, 132
induced map, 129
induced map U(1) vs Z, 130
of a cover, 133
presheaf, 122
sheaf, 122
singular, 131, 132
singular
Cˇech, 131
smooth vs. smooth free loop space,
194
cokernel, 115
compact, 14
compact-open topology, 18, 19
complex structure, 40
complexification
vector bundle, 29
connected, 14
continuous bundle gerbes, 93
convexity radius, 21
cover
indexed, 120
refinement, 120
creator, 78
∂-functor, 116
direct limit, 114
direct system, 112
abelian group, 113
morphism, 113
target, 113
directed class, 114
directed set, 112
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distinguished canonical trivial
bundle gerbe, 135
Dixmier-Douady Class, 139, 145
Dixmier-Douady class, 6, 210
transgression
Pontryagin class, 187, 201
zero, 142, 143
dual
principal U(1) bundle, 100–102
U(1) torsor, 94, 95
E, 14
epimorphism, 115
EQ, 199
universal case, 201, 205
equivariant map, 11
equivariant maps, 11
ev, 183
evaluation map, 189
ΩS4 × S1 → S4, 191
exact ∂-functor, 116
exponential construction
vacuum vector, 78
exponential exact sequence, 125
exponential map, 20, 194
local addition, 21
F , 5, 86, 89
F(L), 44
fiber
loop
vector bundle, 28
fiber bundle, 8
construction, 9
Fre´chet, 24
loop, 27
smooth sections
Fre´chet manifold, 18
fiber product, 103
fiberwise inner product
Hermitian extension, 29
loop, 29
vector bundle, 14, 160
Fock representation, 45
equivalence, 46
vacuum vector, 48
Z2 graded
equivalence, 46
Fock space, 5, 44, 161
bundle, 5, 90
standard bundle, 5, 86
choices, 87
Clifford algebra action, 89
local trivializations, 87
vacuum vector, 48
VJ -L translation, 47
Fock space bundle, 90
frame
orthonormal
oriented, 4
Fre´chet
associated bundle, 26
derivatives, 17
fiber bundle, 24
Lie group, 25
Lie group action, 26
Manifold, 18
definitions, 18
manifold tangent bundle, 25
principal bundle, 26
space, 16
LRb, 17
LRn, 19
topology, 15
vector bundle, 24, 25
Fre´chet manifold
fiber bundle
smooth sections, 18
loop of vector space, 24
loop space, 21
Fre´chet space
vector bundle
smooth sections, 18
FY , 5, 90
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G torsor, 10, 11
homeomorphic to group, 11
isomorphism, 11
good cover, 16, 21, 103, 138, 139, 143,
155, 196, 198, 208, 210
Grammian determinant, 45
group
action, 10
separate and joint continuity, 37
Lie
Fre´chet, 25
projective representation, 77
torsor, 10, 11
homeomorphic to group, 11
isomorphism, 11
H, 65
complex conjugation, 39
complexification of V , 39
⊂ Cl(V ), 39
Hermitian inner product, 7
Hilbert space
separable, 31
two inner products, 158
Z2 graded, 32
Hilbert-Schmidt
inner product, 55, 69
norm, 55, 58, 69
operator, 55, 57, 58, 69
HJ,±i, 42
Hom
U(1) torsors, 96
homogeneous coordinates
HP 1, 217
homogeneous space, 67, 68
homogeneous structure, 40
homotopy
C(S1, S4), ΩS4, 190
HP 1
diffeomorphism to S4, 217
homogeneous coordinates, 217
manifold charts, 217
HT,±i, 42
identity
element, 107, 108, 138
section, 107, 108, 138
implementer, 50
bijection with intertwiner, 50
canonical, 51
change of base, 52
continuous choice near chosen L, 79
continuous choice near idOres , 79
existence, 58
homomorphism, 53
set of
U(1) torsor, 53
inclusion
S3 → LS4
continuous, 215
isomorphism H3, 215
index cover refinement, 120
indexed cover, 120
induced map, 146
Cˇech cohomology, 129
morphism over, 125
induced map U(1) vs Z
Cˇech cohomology, 130
inner product
Hermitian extension, 39
intertwiner, 46
bijection with implementer, 50
conjugation with Λ, 51
existence, 58
set of, 46
U(1) torsor, 47
standard bundle, 147
tensor product with identity, 162
vacuum vector, 48
intertwiner bundle
standard, 6
inverse
element, 107, 108, 138
section, 107, 108, 138
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inverse limit, 176, 177
ι, 107, 108, 138
isomorphism
stable, 145, 146
torsor
group, 11
isomorphisms
principal U(1) bundles, 102
U(1) torsors, 96
J , 40
commutes with Σ, 41
extends to H, 41
∈ U(H), 41
kernel, 115
L, 42, 44
VJ translation, 47
L2, 65
Lagr(H,Σ), 42
Lagrangian subspace, 42
action of O(V ) on, 43
orthogonal decomposition of H, 42
set of, 42
map to S(Σ(L)), 73
unitary structure, 43
Lagrres, 5, 65
homogeneous space, 67, 68
Lagrres,J , 57
Λ, 50
homomorphism, 54
continuous, 54
LE, 4
LEγ, 29
Lie group
Fre´chet, 25
limit
direct, 114
inverse, 176, 177
LJ , 43
isomorphic to VJ , 43, 44
projection, 44
local addition
exponential map, 21
loop
fiber bundle, 27
fiberwise inner product, 29
finite-dimensional vector space, 17
Lie group
Fre´chet Lie group, 25
Lie group action
Fre´chet Lie group action, 26
principal bundle, 27
reparametrization, 215
smooth map, 16
SO(E), 29
vector bundle
fiber, 28
loop of smooth map, 25
loop of vector space
Fre´chet manifold, 24
loop space, 15
compact open topology, 20
Fre´chet manifold, 21
charts, 22
inner product, 60
metric topology, 20
tangent bundle, 29
loop spaces, 196, 198
looping
functor, 25
loops
smooth, 15
suspension
reduced, 214
unreduced, 213, 214
LRn, 4, 17, 60
identity map to L2(S1,Rn), 60
L SO(E), 29
action on Cl(LRn), 62
continuous, 62
L SO(E), 4
L SO(n), 4
inclusion in O(L2(S1,Rn)) continu-
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ous, 62
two Fre´chet topologies, 61
L SO(n) ↪→ Ores Continuous, 80
L SO(n) ↪→ Ores topology, 82
M , 14
m, 14
Manifold
Fre´chet, 18
manifold, 14
charts
HP 1, 217
S4, 216
manifolds, 7
mapping space
compact-open topology, 18, 19
metric topology, 20
Mayer-Vietoris, 208, 210
metric
mapping space, 20
metrizable, 21
module
∗-algebra, 33
Clifford algebra, 34
spinor, 36
vs. representation, 33
monomorphism, 115
morphism
direct system, 113
over, 119, 120
Presh, 119
induced map, 125
Presh/X, 117
presheaves, 117
presheaves over a map, 119
morphism over
induced map, 125
multiplication operator, 64
n, 14
natural, 7
nerve, 198
ν, 183
O(n), 14
O(V ), 35, 40, 41
OJ(V ), 58
Ω, 48, 102
ω, 95
operators, 7
Operators on H vs V , 40
ordered tuple, 120
Ores, 5, 65
projective representation, 79
topological group, 65
Ores /U(VJ), 67, 68
Ores,J , 57, 58
orientable, 14, 21
oriented, 14
oriented orthonormal frame, 4
Orthogonal group
restricted, 5
orthogonal group
restricted, 57, 58, 65
orthonormal frame bundle, 4
P , 6, 152
paracompact, 16, 21, 103, 155
hereditarily, 16
parity
Z2 grading
Hilbert space, 32
φO /U(VJ ),U, 40
piO /U(VJ ), 40
polarization, 40
polarization class, 56
standard, 5, 65
polarization class bundle, 5, 84
Pontryagin class, 6
transgression
Dixmier-Douady class, 187, 201
pre-order, 112
presheaf, 117, 119
principal bundle, 11, 98–102
construction, 12
fiber, 14
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loop, 27
pullback G(EQ) to suspension, 221
torsor, 14
translation function, 14
principal U(1) bundle
canonical isomorphisms, 102
dual, 100–102
tensor product, 98, 99
principal U(1) bundles
identifications, 103
projective representation, 77
Ores, 79
quadratic exponential, 78
quadratic exponentials, 71
skew symmetric space, 70
quaternionic line bundle, 199, 200
bundle gerbe, 218
quaternions
C2, 199
R4, 199
unit
S3, 199
Sp(1), 199
SU(2), 199
quotient object, 115
real structure, 39
refinement
indexed cover, 120
representation
∗-algebra, 33
Clifford algebra, 34
projective, 77
Ores, 79
vs. module, 33
restricted group, 65
orthogonal, 57, 58
topology, 65, 66
restricted Orthogonal group, 5
Riemannian metric, 14
S1
parametrization, 15
S3, 199
S4
diffeomorphism to HP 1, 217
manifold charts, 216
stereographic projection, 216
Schur’s Lemma
Fock representations, 48
section
local
L Sp(EQ), 219
sheaf, 118, 119
exponential exact sequence, 125
Σ, 41
singular cohomology
Cˇech cohomology, 131
skew symmetric
operators, 69, 73
graphs, 77
space, 69
Hilbert space, 70
smooth
loop
projection, 26
smooth loops, 15
SO(E), 14
loop, 29
SO(n), 14
Sp(1), 199
space
Fre´chet, 16
spin structure, 187
spinor
module, 36
spinors, 4
S(Σ(L)), 69
Hilbert space, 70
set of Lagrangian subspaces mapped
to, 73
stable isomorphism
bundle gerbe, 145, 146
standard Fock space bundle, 5
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standard intertwiner bundle, 6
standard polarization class, 5
stereographic projection
S4, 216
SU(2), 199
subobject, 115
suspension
isomorphism
notes, 209
reduced
sphere, 214
unreduced
chain complexes, 207
cover, 207
isomorphism, 208, 210
sphere, 213, 214
T , 6, 46, 147
U(1) torsor, 47
target
direct system, 113
τ , 189, 205
tensor product
principal U(1) bundles, 98, 99
transition functions, 100
U(1) torsors, 93, 94
θg, 35, 37
topology
compact-open, 18, 19
Fre´chet, 15
mapping space metric, 20
strong operator, 36
torsor, 14, 93–96
group, 10, 11
homeomorphic, 11
transgression, 189, 205
H4(LHP 1;Z)→ H3(LHP 1;Z), 206
H4(S4;Z)→ H3(C(S1, S4);Z), 193
H4(S4;Z)→ H3(LS4;Z), 199
Hk+1(M ;Z)→ Hk(LM ;Z), 189
isomorphism, 193, 199
naturality, 189
p1
2
(G(EQ)), 205
Pontryagin class
Dixmier-Douady class, 187, 201
transition functions, 9
principal bundle, 12
translation function, 14
trivial
bundle gerbe, 136
trivialization
bundle gerbe, 136
tuple
ordered, 120
U(1) torsor
canonical isomorphisms, 96
dual, 94, 95
Hom, 96
Hom, 96
tensor product, 93, 94
U(1) torsors
category, 98
identifications, 98
U(VJ), 40
canonical implementation, 51
interpretation, 42
U(1)
parametrization, 15
unitary structure, 40
decomposition of an endomorphism,
71, 72
orthogonal decomposition of H, 42
universal case, 201, 205
Ures,J , 57
U(V ), 40
homogeneous space
continuously chosen g, 41
homogeneous structure, 40
Ures, 65
homogeneous space, 67, 68
local sections, 68
V , 65
real Hilbert space, 31
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vacuum vector, 48, 78
equivalent representations, 48
exponential construction, 78
unitary equivalence, 49
vector bundle, 8, 12, 14
complexification, 29
Fre´chet, 24, 25
orientation, 14
smooth sections
Fre´chet space, 18
VJ , 40
isomorphic to LJ , 43, 44
L translation, 47
Ξ, 151
Y , 5, 84
Y [n], 103
Z2 graded
∗-algebra, 32
C∗-algebra, 33
Clifford algebra, 32
Clifford C∗-algebra, 35
Hilbert space, 32
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