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Abstract 
This thesis is concerned with hill climbing systems 
which may be used for parameter optimisation. A simple 
system is described which uses the slope of the cost 
function to approach the zero slope condition correspond- 
ing to a unique optimum of a system characteristic. 
A theoretical analysis using estimation theory methods 
is applied to a range of waveforms to assess their value 
in slope estimation in the presence of disturbances and 
system irregularities. The principal signals discussed 
are two and three level maximal-length sequences and 
square waver . £inc waves are used for comparison 
purposes. More complex optimisers using higher order 
models of the cost function are also considered with 
particular reference to the use of the special properties 
of three level maximal-length sequences. The results of 
the theoretical studies are confirmed by a series of 
experiments using an internal combustion engine test rig 
and a 1escription of the preparation of the test rig is 
given. Hill climbing was carried out on the ignition 
angle to obtain maximum power at full throttle and 
trajectories for the hill climbing signals are shown. 
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CUAPTER 1 
Introduction 
The advent of cheap and reliable digital computers suitable 
for on-line process control has led to a new versatility in the 
application of control theory. In addition to conventional control, 
these computers enable complicated process optimisation schemes to 
be implemented with relative ease. The high working speed charac- 
teristic of computers makes it possible to complete complex modifi- 
cations to the process data as it is received and then apply 
statistical principles to increase the accuracy of itsanalysis. 
Optimisers may be designed to modify process parameters in response 
to changes in operating conditions. In this way, the system para- 
meters will be adapted to compensate for lack of knowledge, changes 
in process behaviour and environmental conditions. Further infor- 
mation about the process and the environment, which may not have been 
available for optimiser design, can be developed on-line by observing 
the process operation and then used to improve the system performance. 
). -02 
1.1 The Principles of Optimising Controllers 
The three major procedures in an optimising controller are 
identification, decision and modification. Firstly, a model of the 
performance curves is developed by observing the process under 
control. The model may be extremely simple and only valid over a 
small range of operating conditions. In some cases it is possible 
to gather sufficient information for the model under normal operating 
conditions, but more generally, known probing signals are introduced 
to perturb the process and the results used in the identification of 
the system. The amplitude of the perturbation must be small to 
minimise any disturbance to the process. 
An evaluation of the performance is then made and the decision 
procedure uses an adaptive algorithm or policy to locate possible 
improvements in performance. Normally, the procedure uses the 
current and possibly previous system models to evaluate a particular 
function of the process variables which in some way represents 
efficiency or cost. The maximum or minimum of this function will 
then represent the optimum performance. Most of the optimisation 
methods used to locate this optimum, such as conjugate gradient3l, 
require the value of the first derivative but this is not always 
essential32. 
Finally the modification procedure makes the necessary changes 
in the process parameters, providing these lie within the operating 
constraints and stability limitations of the process. 
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1.2 The Choice of Perturbations 
Chapter 2 describes a simple optimiser which directly 
identifies the slope of the cost function at the operating point. 
the 
This result is then proportional to/change in operating point taken 
to drive the system towards the maximum. Draper and Lia have 
obtained the estimate of the gain of the system being optimised, 
(which is the same as the first derivative of the cost function), by 
perturbing the input variable using a sinusoidal perturbation and 
phase detecting the response. Douce and King29 introduced square 
waves as perturbations to simplify the detection problem. The 
necessary multiplication and integration is then reduced to a simple 
sign change and integration as the square wave has only two discrete 
levels. Roberts28 showed that the sine wave is a preferable signal 
to square waves and random telegraph codes for a hill climber. In 
all these methods, the output of the phase detector is directly 
integrated and fed back to the input variable to achieve optimisation. 
Douce and Bond30 have shown that the introduction of a sample and 
hold element suspending input variable adjustments eliminates 
parameter excursions and allows higher loop gains. 
Van der Crintenl has proposed an alternative method using 
stochastic signals for the perturbation. Correlation techniques are 
used to give an estimate of the integral of the system impulse 
response which is proportional to the required change in parameter 
setting. lie has also suggested using a binary equivalent of noise 
but major difficulties are encountered due to statistical fluctua- 
tions in the noise and finite experimental time errors. In addition, 
the delayed version of the noise used in the correlation may require 
1-04 
excessive storage. Douce and Ng2 have proposed eliminating these 
errors and restrictions by using pseudo-random binary sequences in 
place of the truely random signals. These sequences are periodic 
but have an auto-correlation function similar to white noise. They 
are easily generated with shift registe_rs4 or the programmed equiv- 
alent so that delayed versions need not necessarily be stored. 
Pseudo-random binary sequences are a sub-set of the class of 
maximal-length sequences. Sequences with a higher number of levels 
but similar auto-correlation functions may be generated using the 
same principles. The impulsive auto-correlation function implies 
that the perturbation of a linear system and correlation of its 
response gives the system impulse response directlyli and that the 
system gain can be derived by integration for use in the hill 
climber. Fig. 1.2.1 shows the auto-correlation obtained with a 
first order system using two, three, five and seven-level sequences. 
For two and three level sequences, the correlation algorithm reduces 
to a simple sequence of additions and subtractions. 
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Fig. 1.2.1 Auto-correlation and results of cross-correlation experi- 
ments for 2,3,5 and 7 level maximal 
length sequences 
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1.3 Sun'm iry of Research 
The research for this thesis was primarily concerned with the 
effect of the choice of perturbation signal on the performance of a 
single parameter optimisation scheme. Chapter 2 surveys and analyzes 
the use of a range of waveforms as perturbations for a simple opti- 
miser with particular reference to implementation using a digital 
computer. The study is concerned with the effect on the system gain 
estimate of non-linearities, the selection of higher frequency 
perturbations and the presence of steady state levels, slow drifts 
and stochastic disturbances at the output of the system. Methods 
for the elimination of errors due to drifts and steady state levels 
are surveyed with particular reference to pseudo-random binary 
sequences. A matrix. notation has been introduced into the analysis 
wherever possible as it provides results in a form directly 
applicable to digital algorithms. 
Chapter 3 considers some of the alternative optimiser decision 
procedures which could be implemented. The effects of linearly 
filtering the estimates of system gain by introducing additional 
dynamic terms into the optimiser computing elements arc investigated. 
Secondly, the two derivative hill climbers introduced by Godfrey and 
Clarke27 are discussed. These utilise the special properties of 
pseudo-random ternary sequences which allow the simultaneous esti- 
mation of the first and second derivatives of a quadratic cost 
function26 on a particular system configuration. A study is made of 
the alternative estimation schemes which could be used in this typed 
hill climber and some of the restrictions noted. The advantages and 
disadvantages of extending these principles to higher order cost 
function models are also discussed. 
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The theoretical recults of these two chapters are then applied 
to a working process. Van der Grinten had carried out practical 
studies on a gas fired boiler33 and Draper and Lia had obtained 
meaningful results using a special internal combustion rig. The 
most suitable process available proved to be an internal combustion 
engine test rig. Several new instruments were developed to achieve 
the full use of the potential speed of a digitally implemented opti- 
miser, and a mathematical model of the test rig was built as an aid 
in designing the on-line controllers and the optimisers. Finally a 
complete suite of programmes was written to allow on-line running, 
control and optimisation of the engine test rig. This work is 
described in Chapter 4 and fig. 1.3.1 shows the fully instrumented 
engine test rig. 
Enquiries within the motor industry showed that the adjustment 
of the ignition angle is currently based on a function of the speed 
and the inlet manifold pressure. The relationship between ignition 
advance and speed is found by running the engine at full throttle 
for a particular loading device setting and manually adjusting the 
-ignition angle to give maximum power. This is then repeated for 
several values of load settings and a mechanical device designed to 
adjust the ignition setting according to the results. 
An automatic experiment was implemented in which the engine 
could be held at constant speed while the throttle was opened and then 
the power maximised by adjusting the ignition setting. The relation- 
ship between the speed and the ignition angle to give maximum power 
was than established by repeating the experiment at a series of 
different speeds. The results of a series of these experiments 
using pseudo-random binary sequences, pseudo-random ternary sequences 
Fig. 1.3.1 The Fully Instrumented Engine Test Rig 
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and square wave perturbations with many different apLimiscr 
parameter settings are reported in Chapter 5. 
The principal contributions of this thesis are the survey, 
unification and amplification of results concerning the 
application of specific waveforms - particularly pseudo-random 
sequences and square waves - in the identification of system 
parameters. This is achieved, where relevant by the application 
of matrix methods and results of estimation theory, the validity 
of these methods has been tested by applying the results to a 
working process. 
I 
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CHAPTER 2 
Basic Optimisers 
Introduction 
In this chapter, a dynamic model of the optimiser is developed 
in the form of a feedback control system and by making assumptions 
of linearity, conventional control theory is applied to derive 
stability criteria, transient performance and the effect of process 
disturbances on the system output. The model assumes that the slope 
of the cost function can be determined exactly in the absence of 
noise, but it is shown that the presence of low frequency drifts, 
non-linearities or the use of an incorrect perturbation frequency may 
introduce errors into this estimate. As these errors and those 
caused by process noise are all a function of the perturbation and 
the estimation method used, a range of specific perturbation signals 
are studied. The matrix methods previously applied by Clarke9 to 
p. r. b. s. are extended to all the perturbations considered and 
provide results directly applicable to optimisers using digital 
computing elements. 
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2.1 Dynamic Performance of the Optimiser 
2.1.1 Model of the Optimiser 
A schematic diagram of .1 simple optimiser operating on a 
system is given in fig. 2.1.1. By introducing a small perturbation 
into the system and noting its effect at the output, an estimate of 
the slope of the cost function may be computed. All past values of 
the estimate of the gain of the system are summed to give the latest 
operating point and on receipt of a new estimate of gain, the 
operating point is incremented. If the estimator is used immediately 
after a change in operating point, the output will contain a trans- 
ient component in addition to the response to the perturbation. A 
true value of the system gain will not be available until the trans- 
ient has died away and the performance of the optimiser will be 
severely dependent on the detailed dynamic characteristics of the 
system. The optimisers discussed therefore conunence esti. ation of 
the system gain when the system has settled after a change in 
operating point has occurred. The time interval between estimates 
is then not less than the sum of the miuimm system settling time 
and the perturbation period. The model can therefore be treated as 
a sampled data system with a sampling time given by the period 
between successive estimates. 
For analysis, the system dynamics, the cost function and the 
estimation procedure are replaced by a device which samples the 
operating point of the system and produces the gain estimate one 
sampling instant later. This device will be a time delay and a 
stationary, non-linear function given by the first derivative of the 
2- 3 
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Fig. 2.1.1 - Schematic diagram of a simple optimiser 
Fig. 2.1.2 - Optimiser as a control system 
Fig. 2.1.3 -Z transform model of the optini. ser 
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cost functioa. The model of the optimiser and the system is shr'-n 
in fig. 2.1.2 and has been drawn as an ordinary closed loop control 
system to enable conventional control analysis to be applied. The 
input to the control system, (the desired slope), will normally be 
zero but may be used to temporarily disturb the system from the 
optimum to observe its transient response performance. 
2.1.2 Dynamic Response 
The analysis may be simplified by assuming a quadratic cost 
function and consequently a linear relationship between the esti- 
mated gain and the operating point. The slope of this transfer 
characteristic will be given by the second derivative of the cost 
function and will therefore be positive when searching for a minimum 
and negative when searching for a maximum. The linear z transform 
model of the optimiser is shown in fig. 2.1.3, where the integrator 
has gain g and the second derivative of the cost function is K, a 
constant. The forward path transfer function is given by 
Kg 
ýz-1) 
and therefore the closed loop transfer function is 
Kg 
z- (1 + Kg) 
which will be stable when the pole at (1 + Kg) lies within the unit 
circle, that is 
-2< Kg < 0. 
The dynamic performance for a range of operating points is shown in 
2- 5 
fig. 2.1.4. When Kg equals -1, only one step is required to reach 
the optimtm from any operating point. 
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2.2 Estimation for a Noise Free §Istýms 
2.2.1 Basic Estimators 
The sampled response <y> of a dynamic system perturbed by a 
sequence <u> is given by the convolution integral, 
00 
y(mA) a1 h(t)u(mX - t)dt, 
0 
where X is the time between samples and h(t) is the system impulse 
response. 
If the generator of <u> holds its value between sampling intervals, 
then 
co 
ym ° jhnum-n, 
n=1 
nA 
where hn J h(t. )dt (n-1) A 
and is termed the weighting sequence. 
An optimiser requires the steady state gain of the system, which is 
given by the final value of the system output in response to a unit 
step. This is equivalent to 
co 
J h(t)dt r hn a a, say. itý1 0 
For most practical systems, the weighting sequence becomes negligible 
after a settling time. If <U> is periodic over the settling time 
2- 8 
and this corresponds to PJ samples then 
N 
ym "I hnunrn 
ni*1 
which maybe written in matrix notation as 
N1 uN 
J2 U1 
yN JL UN-1 
or more compactly, 
y- Uh. 
Solving for it assuming U to be of rank 11, 
h°U- is 
or alternatively prenultiplying both sides by U', 
U Ih aU 
Inu- 
(2.2.1) 
(2.2.2) 
and assuming U'U is of rank 11 gives a matrix form of the Wiener 
Hopf equation 
hI U'Ul ýý U'; ýý 
UN_i . ui 
hl 
uIy . U2 h2 
. 
ui "N hN 
(2.2.3) 
where WE is of the form 
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NI 
1 
ý0 +1 +2 ' ýN-1 
4i 40 
" 
02 " 
" 4o +i 
. 
ý1J-1 414o 
I 
and ým is the autocorrelation function of <u> for a shift of m and 
is given by, 
1N 
Om °NI anum+n "" 
n=1 
From the solution of these equations, the final value of the 
step response, s, is given by 
s=1 'h, 
, where 1 represents a column vector with unit elements. The compu- 
tation of a will be trivial when U'U is a scalar matrix. 
2.2.2 The Effect of Non-Zero Steady State System Output on 
Slope Estimation 
because of the non-linear cost function, variations in the 
parameter settings of the optimiser will alter the system gain and 
also the steady state output level. For an output level of ap over 
the period of perturbation, 
IL + aol, (2.2.4) 
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and from this equations 
hah- ap[U'U)-lU'l, 
where the second term represents an error in the estimated dynamic 
characteristics. 
It has been suggested12 that for p. r. b. s., equation 2.2.4 may 
be made independent of ap by subtracting the mean of the sequence 
<u> before correlation. The matrix U1U will then be of rank N-1 
however, and the solution must be written as 
U 'Uh - WE. 
This will be true for all waveforms with zero mean since U11 is 
then zero. 
As the original equation has only N degrees of freedom and 
there are now 1J +1 parameters, additional information is necessary 
for a complete solution. One assumption which has been made7 is 
that practical systems do not respond instantaneously, implying that 
hl is zero. The system equation may then be written as 
Y- -& 
where 
1 UN -1 urn-2 ... ul 
1 U11 UN- 1... U2 
1 ul UN ... U3 
Ta 
0a 
.1 
uN-2 
ao 
h2 
h3 
and 
IIN 
0 
Ul UN 
. 
(2.2.5) 
This may be solved to give . 
1j, and then D. 
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2.3 Effects of Noise 
2.3.1 Effects of noise on optimiser performances 
The effect of noise in the system being optimised is to 
introduce an uncertainty into the estimated value of the system gain. 
Consider equation 2.2.5, where the true value of y is now given by 
IQa+ E''ý (2.3.1) 
where P. is a vector representing the noise at the output of the 
system, and the estimate of 2 is given by 
. in 'v LT 
-p+ IT ºT]-1T ºe 
The covariance of the parameter will be given by 
E(! ýp- - 21lp - ýI ý) ° (T'T7-1T'E(c')T(T'TI-1 
If the elements of e are serially independent and of zero mean and 
variance a2, 
E(ce') ° a2riu 
and covar (p) A a2 (T'T)"' 1 (2.3.2) 
The uncertainty in p may be incorporated into the optimiser model by 
adding noise to the estimated slope. Without loss of generality, 
this may be represented as a noise input to the system given in 
fig. 2.1.3 and its effect at the output may be determined from the 
relationship between the power spectral density of the noise, ; o(w) 
and tho power spectral density of the system output "to(w), where, 
0 oýWý "C c(w) 
IG(ejWT) I2 
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where G is the z transfer function of the system and 
T is the time between slope estimates. 
For the optimiser, 
G(ejwT) - 
kg 
, e, Jwt- (1+kg) 
and therefore, 
IG12 
k2g2 
(1 + kg) 2+1-2 (1 + kg) coaw-r 
And the sampled error, 
Ee 
will beXzero except for angular frequencies 
in the range -T/T to n/T. Provided the low frequency drifts in the 
system output are negligible or compensated for, the errors in 
successive inputs will be independent and 
Le 
will be constant at 
Tr2/2n, -t/t <w< n/T, where r2 is the variance of the slope estimate. 
Therefore, 
Tr2k2g2/2, r 
it IT 
<w< 
+ kg) 2+1-2 (I +) COCWT 
TT 
O iw) 
09w> n/T 
W<- ir / 
and the total power at the output will be given by 
n/T 
pp (w) dw a2 
'J T/ T (Tr2k2g2/2tr)dw 
-, r/, r 0 
(1 + kg) 2+1- 2(l + kg) coot 
Over the range of loop gains giving stability, 
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r2lkal 
0<I k9 I<2 
2-l k9 I 
and the ratio of the variance of the operating point to the variance 
of the estimated slope for this range of loop gains is plotted in 
fig. 2.3.1. 
2.3.2 Application of Least Squares to Estimation 
In the previous section it was shown that the variance of the 
first derivative directly affects the wander of a hill climbing 
system and if the magnitude of this wander becomes intolerable, it 
will he necessary to reduce this variance. This may be done 
directly by taking several periods of the perturbation and averaging 
the outputs over these periods. The variance will then be reduced 
by 1/m for an experiment of m periods. Alternatively the period of 
the perturbation may be extended over a greater time, either by 
incrementing the sequence after several samples of output or by 
using a longer sequence of the same class. In equation 2.2.1 it was 
assumed that the settling time was equal to the perturbation period 
but if the perturbation is extended, the estimated weighting 
sequence becomes longer and it is possible to assume that the last 
few values of the weighting sequence are zero. The equation set will 
then be overdeterminate and, by using an alternative estimation 
technique, it is possible to use the spare equations to reduce the 
variance of the estimate. 
If it is assumed that the system has settled after k ordinntes 
of the weighting sequence, then 
N 
V 
t 
0 
0 
N 
0 
i 
6 
v 
0 
.i 
Z 
O 
a 
0 c J 
W 
0 
r 
w 
w 
W 
r 
s 4 
0 0 0 O O 
p. 
V p 
> i vi 
d- y 
W 
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0 
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hk+i ° hk+2 - ... « hn m 0, 
and the system response may be written as 
xe +e (2.3.3) 
where 
UN UN_1 .... UN-k+l 
11 hl 
Ul uN .... UN-k+2 
ý1 121 
and 0 
hk 
ul'J-1 UN-k I1 
ao 
0 
If the noise is serially independent, of zero mean andA 
ý 
riance a2, 
the principle of least squares5 may be applied and 
A 
Vy- 
and providing X'X has rank k. 
Ö= aºX)-1Xºy 
and covar(Ä) - 02[XºX]'1. 
The estimate of the step response a is given by 
1J°(1 0) eNI 
and its least squares estimate is therefore 
!? ' [Z 01 
where var(ä) ° a2(1' O1(X'X1-1 
0 
(2.3.4) 
(2.3.5) 
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2.3.3 Structure of the (X'X] matrix 
The structure of the (X'X) matrix is given by 
fX - III 
"4o +i4 ... ßk_1 - 
4i +o 
+2 
.ü1 
... 
" +o +t I 
it! ' I1 
(2.3.6) 
where u is the mean value of sequence <u> given by 
N 
nQ1 
and 4m is the autocorrelation function for a shift of m and 
N 
irr °N unum+n" 
ný1 
2.3.4 Generalised Least Squares 
When it is not possible to assume that the noise is serially 
independent, least squarctbecomes an inefficient estimator. If the 
auto-correlation function of the noise is known, generalised least 
squares may be applied, but as such results are specific to the 
noise present in the experiment, the application has not been 
developed further here. 
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2.3.5 Frequency Approach 
If the effects of bias are excluded, the system response may 
be written as 
11 -+e. 
a 
Applying the discrete Fourier transform operator" W, 
aWUh+We. 
where 
111 
1w w2 
Fl ."" 
1we 1) w2 (1J-1) 
and W- -27j/IV. 
Now 
WUhas, 
1 
w(iV-1) 
p 
w (N-1) (N-1) 
(2.3.7 ) 
where n is the diagonal matrix whose elements are the frequency com- 
ponents of the perturbation and Q is the frequency representation of 
the system. An estimate of the step response ä will be given by 
sa l'h s l'r1. 
Q 9o" 
the zero frequency response of the system. 
When a frequency component does not appear in the perturbation 
2-18 
so that the correponding equation is absent in the system equations 
2.3.7 or if any unknown bias term is prosent, further information 
about the system will be necessary for a complete solution. The 
conditions previously applied to supply further information were: 
hk+l ° hk+2 ° ... u h11 0 
and in the frequency domain this becomes: 
1 wk ... w 
(N-11 k 
1 wk+1 
"" a0 (2.3.8) 
1 wN-1 ... w 
(N-1) (N-1) 
Any information still available after replacing the missing equations 
may be used to improve the variance of the estimates. 
The equation set 2.3.8 may be cut to express a given set of k 
frequency components in terms of the remaining N-k components. 
Let 
Eg, 
ý where g is a vector of length k 
and gis is a vector of length 11-k 
ax* 
I 
where the set is to be expressed in terms of the IL* components 
and let the corresponding re-arrangement of the truncated Fi matrix 
be fT where 
W (! ? ET 1 
and that of n be 
nm [(* fl**] 
2-19 
Then the re-arranged equation 2.3.8 will be 
+0 
and since ET* is square, 
g* ei - 
Equation 2.3.7 may then be written 
f- ýý a'4) _Ifý I-1ý X44 + Wa 
lk 
These equations may be solved using least squares when the error 
terms e, and consequently the transformed error terms, are indepen- 
dent and of zero mean. As the quantities in these equations are 
complex, the application of least squares is not straightforward but 
if frequency components are known to be absent, the equations may be 
used to determine how much additional information will be required 
for a solution of the equation system in the time domain. 
2.3.6 The Identification of Multivariable Systems 
Consider a linear system with two inputs and one outrut where 
each input is stimulated by a different sequence, <u> and <V> 
respectively. The output <y> will be given by the st of the 
separate outputs <yU + yv> and therefore, 
K° : iu + : Lv 
-+ +a01 +Q 
Assuming the settling times of the weighting sequences of the two 
paths h and Q to be ku and kV respectively. The equation. may be written, 
0 
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L- SO+e, 
where 9? m [hih2 ... hku 9192 """ 9kv ao) 
IYT Ij 
'UN UN-1 ... UN-ku+l 
t VN VN-1 . VN-kV+i 
L"ý. 
I1 
U1 .... UN-ku+2 (V... VN-kV+2 
Applying least squares, 
o lSýS1-isýý. 
where 
4U I . 
$uy 
S'S a ±vu I ivv 
1 1N 
andu and jvy are the autocorrelation matrices for <u> and <v>, and 
. 
acv ° vu 
is the cross-correlation matrix between <u> and <v>. 
The problem of inverting the S'S matrb may, be simplified by 
using uncorrelated sequences or using the same perturbation for both 
inputs but phase shifting the second ku +1 times with respect to 
the first. The cross-correlation matrix will be zero for the former 
and the latter, the four matrices in the top L. U. corner of SAS will 
be replaced by the auto-correlation matrix of the sequence used for 
shifts up to ku + kV - 1. 
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2.4 Compensation for low frequency drift 
The presence of low frequency drift of system output can cause 
errors in estimation and the methods applied for its removal in 
p. r. b. s. cross-correlation experiments are reviewed in this section. 
The methods are presented and extended using a matrix notation to 
generalise their solutions. 
2.4.1 Use of Reference Phase 
One of the earliest reports" of errors introduced into 
p. r. b. s. correlation experiments by ramp disturbances at the output 
of the system showed that a peak to peak error of the order of 15% 
occurred when the mean square value of the ramp was equal to the 
mean square value of the system impulse repponse. It was sub- 
sequently found12 that when the bias was removed by using a sequence 
of zero mean, the cross-correlation between the ramp and the sequence 
became zero for one particular shift, termed the reference phase. 
This result was formalised13 for the discrete case and later proved 
for all p. r. b. s. 14 
In matrix form, 
1° Uh + ao2, o + alL'l, 
where pm In 111712'n ... 111 
and ai is the amplitude of the linear drift term. 
If <u> is of zero mean, correlating gives: 
U'y - U'Uh + aIRIpI 
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and U' Uh n U'i -a1 U'p1 
where one element of U'p1 will be zero when <u> is a p. r. b. s. 
It was then shown6 that the linear drift could be eliminated 
completely by using two periods of the p. r. b. s., starting at the 
reference phase, as an input and correlating one period of the 
sequence starting at the reference phase with successive blocks 
of output. The mth set of equations for blocks of N output values 
will be given by 
Umh + (alai +m o) + ao, o, 
where U. is * the rmth to the (m + N) th rows of 
U 
V U 
and the ramp disturbance is represented by (a1 1+ mEo). Correlating 
this equation with <ur>, the sequence commencing at the reference 
phase, the bias and drift terms will be zero and therefore, 
U lym °U ff, IUh 
where U is given by 
ur 1 Ur2 . ur1J 0... 0 
0 ur1 ur(N-1) eil 00 
00 url .. " urN 
and the equation may be written: 
U 
(1 ' IL 'h_ UTh. 
U 
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2.4.2 Weightin Methods 
Several authorsl5' 16 have suggested weighting the correlation 
function and adding the results over several periods and their 
results have been generalised17. 
Consider the system equation for several periods of input, 
Uý t1 ý1 
h 
I rx h+a. 
a 
I- J 
where a is the vector of polynomial coefficients and 
Q Jn 
1 nN -N+1 (nN -N+ 1) 2 (nN -N+ 1) 
a 
1 nN-N+2 " 
1" 
1 nN nN2 I1gro'q 
q being the highest order polynomial drift of interest. Weighting 
these equations, 
I 
V Q1 
Qh 
ay (2.4.1) 
where V is the diagonal matrix whose elements form the weighting 
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coefficients and 
V'V *a 
Vl 0 0 
V2 
0 0 . 
where Vn is an N square diagonal matrix. 
Applying least squares to equation 2.4.1, 
0 
U Q1 
ur uº .... [ul uº '. .. U 
q2 [h 
_vºv; ý a. 
I 
vºv Q1 9J . Q1 92 
(2.4.2) 
and the R. H. S. may be written 
1u'fvl + V2 + ... lU l2äß + gz 2+... 1ý h 
U' (V1Q1 + 1222 + ... 1 , QýV1Q1 + Q'V2Q + ... )a 
If V is chosen such that 
EI LV-1.21 + V292 + ... 1°0, 
then equation 2.4.2 may be cut into two independent sets of equations 
for It and a respectively. The former may be written, 
IU'U' ... IfElL - [U'&V1 + V2 + ... ]UI 
And if V is further constrained to give 
IV1+V2+... 3°ý 
2-25 
then the estimate of h will be given by the usual cross-correlation 
but after the system response has been weighted by V'V. 
Any noise on the system output will be transformed by the 
weighting *coefficients and if the noise has been assumed to be homo- 
scedastic, it will lose this property on transformation and the 
application of least squares may lead to an inefficient estimate of 
the system and drift parameters. 
2.4.3 Ordinary Least Squares 
For general polynomial drift, the system equation 2.3.1. will 
have the additional term Qla and therefore over one period of the 
perturbation, 
Laý 
where a polynomial drift up to the qth order, q^N-k, may be 
eliminated. Applying least squares, 
U'U U'Q1 ýl Uý 
Although this method will require considerable off-line computation, 
only one period of the perturbation is needed and the method applies 
to all waveforms. 
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2.5 Effect of non-linearities on identification 
2.5.1 Analysis for a class of non-linear systems 
The presence of a cost function within a system implies a non- 
linearity and this may introduce errors into the estimates of system 
dynamics and system gain. Consider the simplified system model 
shown in fig. 2.5.1 which assumes that the cost function and the 
dynamics are separable. 
For the simplest system, the cost function will be a quadratic 
ao + alx + a2x2 , 
where x is the instantaneous input to the cost function generator. 
The response of the system y(t) to a sequence <u> with amplitude p 
will be given by: 
00 
2J. (ti) 
0 
{a2Z12(t 
- T) + a1Z1(t - T) + ao)h2(T)dT, 
where 
0* 
Z1(t - T) (a + pu(t -T- z))hl(z)dz 
0 
and a is the operating point. This may be written, 
y(t) 
J00 {a2a2 
+ al« + ao + `,. al + 2a2a)Z2(t - 'r) 
0 
+ a2Z22(t - r)}h2(-r)dT, 
where 
J 
N 
w %. jI 
j 
y 
C ,ý 
7 
I- 
4 
r e 
v 
t 
äý 
ä 
3 
äßi 
P4 
Öä 
I 
I 
I 
w 
a 
r W 
s 
M 
0 
V 
I 
" 
t 
N 
H 
M 
cý 
LJ 
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22(t - T) - J0 
Correlating with the sequence, which has a clock interval of X, and 
normalising with respect to the sequence amplitude p, 
li 
ýuy(m) " 
ta2a2 + lila + aoI - 
p 
00 00 
+ {al + 2a2a} 
f 
h2(T) 
f hl(z)ýuu(MN--r - z)dzdt 
00 
w 00 
+ pat h2(T) 
j 
hl(zl) J hl(z) 
000 
1N 
Nx I u(na -T- )u(na -T- z2)u(nX - nX)dz2d 1dr 
N =l 
(2.5.1) 
The first term is a constant and the impulse response of the system 
may be determined from the second when ýuu is known. The error due 
to the non-linearity, represented by the third term, is proportional 
to the amplitude of the sequence and independent of the operating 
point. As the optimum is approached, the second term tends to zero 
and the final term may become dominant. 
2.5.2 Effects of non-linearitics in the frequency domain 
The perturbation may be considered as the sum of several sine 
waves where the effect of passing through linear dynamics will be to 
alter the phase and amplitude relationship betwaen harmonics. If 
the perturbation is then passed through a non-linearily, these will 
be further attenuated and phase shifted in the latcr dynamics. 
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When the overall response is correlated with the original waveform, 
the linear path will be identified but additional terms will appear 
at particular frequencies due to the intermodulation introduced by 
the non-linearity. If the frequency components of the perturbation 
sequence can be chosen so that these intermodulation frequencies do not 
exist in the original sequence, there will be no correlation between 
these additional terms and the sequence and the error will be 
eliminated. 
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2.6 Effect of hi¬h frequency perturbations 
The estimates of system dynamic response and gain have been 
obtained in previous sections assuming the settling time was known 
and well-defined. However, with an optimising system which contin- 
uously changes its operating point, it is possible that the system 
dynamics will change to give a longer settling time. The assumption 
will not then be valid and errors may be introduced into the estimates. 
Consider a sequence of N samples perturbing a system which 
settles in q intervals but is assumed to settle in k intervals, 
where k is less than q. The true system output vector, in the 
absence of noise, will be given by: 
!/ 32 
UN UN_ 1 ... UN-k+ 1I UN-k ... UN_q+ 1h1 
ul UN ... uN-k+2 I UN k+l lie 
hk 
hk. t 
_UN-1 
uN-k uN-k-1 hq 
Using the notation of section 2.3.2, 
UN-k 
UN-k+i 
XO+ 
1 UV-k- 
UN q+1 
hk+l 
hk+2 
1'Q 
+ ao? 
and using the result 2.3.4, 
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Lt ° !? ' 0) ix'X)-1X'X 0 
UN_k ... uN-q hk+ý 
+ ill 01 ! X'X1-lX' 
UN-k-i hq 
where the first term represents the true system gain and the second 
term is the error. 
If q is an integral number of perturbation periods r, the error 
term may be written as 
E (? ' 2) fX'xi-lX'[L F1 
D 
where 
UN-k .. ul 
2 
UN-k u2 
UN 
U yp 
u 
uN-k-i UN 
and the nth elements of E1 and are given by 
r-1 r-1 
m10 
k+n, J+n and 
mII 
htvV+n, 
respectively. Then, 
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C. 1'ßz + t? ' £1 tXXl~Ixtu Ei 
where the first term is independent of the waveform and X'U may be 
further simplified to 
4k 4k+l 4k+2 ýN-1 
N 
. 
42 " 
4'1 
- 
ý2 
- -- ---- 
4N-k 
----- - - -- 
ü 1' 
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2.7 Application of Particular Waveforms 
Careful design of an optimiser should lead to a system where 
the perturbation is of a sufficiently low frequency to eliminate 
errors caused by too short a perturbation period. If drift or bias 
is known to be present at the system outFA, it may be compensated for, 
thus removing these sources of error. The effects of noise and non- 
linearities cannot generally be eliminated and each class of wave- 
form must be examined to determine the magnitude of the error. 
2.7.1 Application using pseudo-random binary sequences 
11 
For a p. r. b. s. with unit clock rate and unit height, 
ü=N and gym= 1, m=0 
a- n] 0. 
Therefore, substituting in equation 2.3.6, 
(N+ 1)<-< I1 
XIX - ---------F- 
1' 
and using the results of Al. 3, 
(N - k)+ ý -1 
IIT (N + 1)(N - k) ----------1------ 
-1' , N+1-k 
(2.7.1) 
The estimates of the step response from equation 2.3.4 and the 
variance from equation 2.3.5, 
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NNkk 
(N + T) (N - k) n=1 
Yn 
pý1 
un-p -N 
and var(0) 
NkQ2 
(N+1)(N-k) 
The effects of the ratio of settling time to perturbation 
period on the variance of the estimate for a p. r. b. s. as shown in 
figs. 2.7.1 and 2.7.2. 
Clarke9 has shown that the impulse response obtained by this 
least squares estimator is equivalent to correlating the response of 
the system with the perturbation, and estimating the bias on the 
impulse response by averaging over the last N-k ordinates. The 
weighting sequence is assumed to be zero after the system settling 
time of k elements. 
2.7.2 P. r. b. s. in non-linear systems 
When the estimation technique developed in the last section is 
applied to the correlation obtained in equation 2.5.1, the estimate 
of the system gain will also contain an error term due to non-linear 
effects which in general will be non-zero. An optimiser using this 
sequence: will therefore settle off the optimum where the error term 
is equal but of opposite sign to the system gain. If hl is a pure 
time delay, the error term is a constant and may be removed by test- 
ing it like-the bias term. However, the effects of the non-linearity 
may be removed completely by performing several different cxpcriments'A. 
The effect of a quadratic non-linearity of a system composed of two cascad- 
ed first order lags'atdifferent operating points is shown in fig. 2.7.3. 
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Fig. 2.7.1 - Effect of p. r. b. s. length on 
noise sensitivity of gain estimator 
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Fig. 2.7.2 - Effect of settling time on noise sensitivity of 
gain estimator using long p. r. b. s. 
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2.7.3 Impulsive autocorrelation function with added bites 
Consider a sequence <a> formed by adding a constant 0 to a 
sequence <U> with zero mean and impulsive autocorrelation function. 
For unit power, the autocorrelation matrix for <u> will be given by 
(NIN - ZN). (N - Z) 
Now ýCC"ýuu+R2 
and C°ß 
therefore using the result of 2.3.6, 
(N 
1 
1) Nik+ 
! 
i>: 2:: 
1 
N[-- 
BY 1(1 
Inverting using A1.3, 
(N - k)lk +y1- Nß1 
N-1 
lxs 1-1 --------T--..... ---- ------- 
N2(N - k) - Nß1' 
1J IN 
+ ((N - 1)ß2 - 1)kl I (N-1) J 1 
and applying equation 2.3.5, 
var(ä) 
(N - 1)ka2 
N(N - k) 
If <0> is of unit power, this becomes, 
(N - 1)ka2 
var(a) n 
N(N - k) (1 - ß2) (2.7.2) 
Fig. 2.7.4 shows the effect on the variance of L for a range of 
settling times, and sequence lengths. Note that the result 2.7.2 
is applicable to a p. r. b. s. with limits ± 1, for 0° 1/N. 
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2.7.4 Note on Rotation Symmetry 
Rotation symmetry of a waveform occurs when alternate half 
cycles are identical in shape but reversed in sign. Signals 
possessing this property have zero mean and contain only odd harmonics. 
When the test signal has rotation symmetry, the matrix X'X will 
have the slightly simpler form: 
Uff, TUT I0 
X'X d ----l- 
0t (N (2.7.3) 
where UT is the V matrix truncated to the first k columns. The 
inverse of the matrix 2.7.3 may be found by inverting the upper and 
lower square matrices independently and therefore, 
1N a0 /"1 yn, 
a 
and Var(ap) - 
Q2 
N 
for-all sequences possessing rotational symmetry. The matrix YZ'YX 
will be of rank N/2 and therefore the settling time of the system 
must be less than half the perturbation period to obtain a solution. 
Two waveform, will be uncorrelatcd when they have no common 
frequency components, and therefore a sequence with rotation symmetry, 
and consequently no even harmonics, will be uncorrelated with any 
waveform whose fundamental is twice its own. If the second waveform 
also has rotation symmetry, the process may be extended to produce 
More uncorrelated waveforms. This property may be used in the idcn- 
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tification of multivariable systems (2.3.6)l but ench time the fundn- 
mental frequency is doubled, the maximum Prttling tim(. which m. iy be 
identified is halved and experimental times may become exces!: ive, 
if the time constants of the system are of the came order. 1cthods 
for generLiting sequences with rotation symmetry, impulsive auto- 
correlation functions anä doubling of the fundamental frequency have 
been given by Briggs and Codfrey19. 
For the simple non-linear system described in section 2.5.1, 
the error term may be eliminated by using a sequence with rotation 
symmetry, as the odd harmonies will produce sums and differences of 
frequencies at the even harmonic frequencies when passed through an 
even order non-linearity, so that none of the intermo-lulation will 
correlate with the original sequence. 
2.7.5 Three level m-sequences 
A three level m-sequence possesses rotation symmetry and with 
levels ±1 and 0, a power of 2(11 + 1)13.. Therefore 
2(N3+ 1 Ik 
j0 
X'X* 
-- ---Or ---I 
N 
where k <C N/2 for a practical solution. 
3j 2( N+1 ) '. 1k 0 
Of I I NJ 
Using equations 2.3.4 and 2.3.5, 
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3Nk 
a 
mý1 
Jm 
ßp1 
um-rt 2(N + 1) 
and var(a) 
3ka2 
To 
or for a sequence with unit power, 
var(c) - 
k°2 
N 
Squaring a three level m-sequence gives a two level sequence 
of period N/2 and an impulsive autocorrelation function. The 
analysis for this waveform is covered in section 2.3.5 where 
N3= 
when the levels are made ± 1. 
2.7.6 Square Wave Perturbations 
The N-square circulsnt matrix U for 3 square wave perturbation 
with levels ±1 is given by: 
-1 11.... 111 -1 ... -1 -1 
U 
-1 -1 1 ... 1 1 1 1 ... -1 -1 
. . 
-1 -1 -1 ... -1 -1 1 1 ... 1 1 
1 -1 -1 ... -1 -1 -1 1 ... 1 1 
1 1 1 ... 1 -1 -1 -1 ... -1 1 
1 1 1 ... 1 .1 -1 -1 ... -1 -1_ 
and since the square wave possesses rotation symmetry, it may be 
treated as in section 2.7.4. Nov, 
2.41 
N-4 N-8 N""4(k-1) 
N 
N 
N-4 
N-8 
'U 
, 
N-4(k-1) . 
N N-4 
.. 11-4 N 
and using the result of A14 and equations 2.3.4 and 2.3.5 
N 
N2 
81_ (1J - 2k + 2) N 
bn 
h=ZLk n-k 
02 
and var (s) - (N - 2k + 2) 
which is plotted in fig. 2.7.5 for a range of sequence lengths and 
settling times. 
2.7.7 Sine Wave Perturbations 
The N-square circulant matrix U for a sine wave with unit 
amplitude is given by: 
Ro1 
JI 
W -W 
1 
w2-W 
2"""" 
4f'-W 
lý 
0v w 
1J 
w -6-1 w(lý-1)-W-(N-1) 
w2-w 2 wV-w-N W-W.. l 
2nß 
where waeN, and therefore the matrix UTT is given by: 
s 
i 
.r M 
Lº rý 
rEQ to 
,nrp 
0 
4 
(1 
0 
S 
jJ 
8 
Z. n a 
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U 'UT 
.U 
00 +1 02 0" 4'k_1 
+1 40 " 
42 " 
0 
Ok_l 
ýi 
" ýl 00 
where 4m, the autocorreletion function for the sequence <u> for 
shift m, is defined by: 
) N1 {in+n ýw 
nJ (m+n) 
n=1 
J 
(c, + w-m) 
4 
The matrix F LIT is of rank 2 since the sum of the pth and p- + 2th 
row equals (w + cä 1) times the P+ 1th row. Solving for kb 2, 
42 'iw+w 
1) 
lu lE Zr, mNiw-w' ) 
2 _(i j l) 
Using the result of equations 2.3.4 and 2.3.5, 
2N 
n 8= ---- ý sin(2n - 1)S Yn 
N con- n-i 
202 
and var(ä) - tt N cos y 
and for unit power, 
Q2 
var(c) 
N cos2N 
which is plotted in fig. 2.7.6 for a range of perturbation periods. 
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2.8 Conclusions 
The loop gain of the optimising system has a considerable 
effect on the dynamic behaviour and the sensitivity to noise. 
Instability is possible for loop gains less-than -2 and for a rapid 
response the loop gain should be near -1. When noise is present, 
the lower loop gains give smaller w ntdei+ at the output. The loop 
gain is given by the product of optimiser gain and the slope of the 
cost function. In the simple optimiser described, the former is 
fixed and the latter can normally only be given as an approximate 
range of values as it is a non-linear function of operating point 
whose characteristics may change with time. Conservative estimates 
of the optimiser gain should therefore be made to ensure stability 
and insensitivity to noise. 
The analyses have shown the value of using the matrix method 
in the general analysis of errors and details of the perturbation 
waveform, system and noise characteristics allow prediction of 
optimiser performance. 
The choice of perturbation waveform will directly influence 
the system performance of the presence of noise. Fir,. 2.8.1 offers 
a comparison for some particular waveforms although a direct comr 
parison is difficult as different classes of perturbation exist only 
at characteristic lengths, which do not necessarily coincide with 
one another. 
Waveforms without rotation symmetry, p. r. b. s. being a specific 
example, may be used to identify systems with settling times almost 
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the length of the sequence. Sequences with rotation eymmc try, 
however, may only be used to identify system nettling times up to 
half the length of the perturbation period and there time is at a 
premium, this may be a disadvantage. 
0 
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Further Linear and Non-Linear Optimisers 
Introduction 
In the simple system of Chapter 2, one value of the gain of 
the system being optimised, was the only information available, for 
the estimation of the step to be taken towards the optimum. It was 
shown that the selection of the optimiser loop gain had a significant 
effect on the dynamic performance of the system, and that even 
simple systems with a quadratic cost function could become unstable 
using this hill climbing method. In this chapter, linear and non- 
linear methods using more past information about the system are 
presented for comparison with the simple system. The non-linear 
methods introduce different estimation problems and these 
are discussed. 
a 
3- z 
3.1 Higher Order Linear Optimiser* 
3.1.1 Stability Criteria 
Theoretically, the introduction of a zero into the optimiser 
may result in a stable system for all values of loop gain. It can 
be seen from the root locus in fig. 3.1.1 that the zero must lie 
within the unit circle to fulfil this criteria. The transfer 
function of the optimiser would then have the form, 
(z - ß) 
(z - 1) 
(3.1.1) 
but this is physically unrealisable as the numerator is of a higher 
order in z than the denominator. In general, the system will only 
be stable for all values of loop gain when particular values for the 
additional poles and zeros are used and when the number of zeros in 
the optimiser transfer function exceeds the number of poles by one. 
This, however, will always give a physically unrealisable form. 
The introduction of a further pole into the above transfer 
function gives the realisable form, 
z (z - ß) 
CO 
The forward path transfer function for the whole system is then 
(z - ß) kg 
(z-1 ' (z-a) 
and the root locii are shown in fig. 3.1.2, the particular pattern 
depending on the value of a and ß. 
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Fig. 3.1.2 Possible root loci of second order linear system 
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The characteristic equation for the new system is 
w2- (a -1- kg) z+a- k0ß "0 
Application of the transform z4 (1 + w) / (1 - w) and the Routh- 
Kurwitz criteria gives the following conditions for stability 
2(I+a)-kg(1+ß) >0 
1-a+kg ß; 0 
ß<1 
These are illustrated in fig. 3.1.3. 
3.1.2 Effect of Noise for a Simplified Case 
Consider the simplified case when the zero lies at the origin, 
ß-0. The closed loop transfer function then has the form 
kz 
zZ+ (g -a- 1)z+a 
Using the technique of section 2.3.1, the variance of the wander of 
the system due to errors in the gain estimate is 
2 (1 + a) r2 
(1 - a)(2(1 + a) - kg) 
(3.1.2) 
If g is always chosen so that the maximum value of kg gives a stable 
system with a margin factor y, the upper limit of gain for a stable 
system will be kmaxgya If the current value of k is then a fraction 
of the maximum kmx, gkmaX where q11, and conditions for stability 
of this system are 
loop gain < 2(1 + a) and 1>a> -1 
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then 
kmax9Y ° 2(l + oc) 
2 (1 + a) gq 
YX 
and kg - gkma, j 
e2 
1fa) 
Y 
Substituting in equation 3.1.2, the variance of the wander at the 
output of the system is given by 
1 r2 
(1 - a) " (Y - Q) 
which is plotted in fig. 3.1.4. It can be seen that for small 
variance, q should be small and y large, which implies a small value 
of kg and hence g. In addition, o. should be made large and negative 
but stability criteria will only allow a value greater than -1. 
When a is zero, the additional pole cancels with the zero and 
system reduces to the simple system of Chapter 2. 
3.1.3 Dynamic Performance for the Simplified Case 
The analysis to determine the dynamic performance of the system 
has been carried out elsewhere25 and it has been shown that the 
actual response is a complex function of the closed loop pole and 
zero positions. 
An approximate guide to the closed loop dynamic performace can 
however be ascertained by studying the position on the root locus of 
3- 7 
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the dominant closed loop root or roots of the aystem. This is 
directly related to the dominant time constant in the transient 
response. In the z-plane, the lines of constant time constant, To 
are circles of radius eT/T, where T is the time between optimiser 
adjustments. A plot of the radius at which the dominant pole lays 
versus the proportion of maximum stable gain for a range of values 
of a is given in fig. 3.1.5 for the system being studied. It can be 
seen that as a tends to unity, the dominant time constant rapidly 
decreases as the gain increases, although for values of a greater 
than zero, a minimum value for the dominant time constant is reached 
when the system becomes oscillatory. 
This suggests that for a short time constant over a wide range 
of operation, the system should have a value of a between zero and 
unity. The precise value of a should be chosen so that when the 
system becomes oscillatory, the time constant is sufficiently short 
to satisfy the specification of the optimiser. 
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3.2 Non-Linear Optimisers 
3.2.1 Application of Newton-Raphson 
The optimisation of a system implies searching for an extremum 
in a cost function. This may be reformulated as locating zero cost 
function gradient, providing the cost function is continuous. Many 
of the methods available for locating the zeros of a function require 
an analytical form but in Newton-Raphson, only the values of the 
function and its gradient for particular operating points are needed. 
Consider a cost function F(a) given by the Taylor expansion, 
Sý2 + ... F(a) ° F(a1) + (a - al) 
(51-o, 
L)s aural 
+f alp) 
seal 
ßa0+a1(a-al)+a2(a-al)2+... (3.2.1) 
If a quadratic model is assumed, then the optimum is given by 
F' (a) a al + 2a2 (a -a l) "0 
al 
-- and (a - al) 
2a2 
Thus, if it is possible to determine the first and second derivatives 
of the cost function at the current operating point al, then their 
ratio gives an estimate of the change in operating point required to 
reach the optimum. The calculation may then be repeated at the new 
operating point to give a better estimate of the position of the 
optimum. It can be seen that for a noise-free system with a quad- 
ratic cost function, the optimum will always be located in one step. 
3-11 
3 . 2.2 Utilisation of 3-level maximal length sequuencen 
It has been shown26 that it is possible to estimate the first 
and second derivatives of a hill in one experiment by using a 3-level 
maximal length sequence perturbation on a particular system con- 
figuration. Consider the system shown in fig. 3.2.1 with a pertur- 
bation u(t) at an operating point al. From equation 3.2.1, the 
output of the cost function is given by 
ap + alu(t) + a2u2(t) 
The linear and square law terms of the non-linearity may be separated 
to give a system with two parallel paths, so that when the system 
is perturbed by a 3-level sequence, the linear dynamics of the first 
path are perturbed by a proportion of the sequence and the dynamics 
of the second path by a different proportion of the square of the 
sequence. 
Let the weighting sequence for the linear dynamics at the 
operating point including the first derivative scaling factor al be 
h and that of the equivalent second derivative path be Q where 
a2 
--h 
al 
a2 being the magnitude of the second derivative at the operating 
point. The output of the system due to the perturbation is then 
given by 
3-12 
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uN2 ... u12 91 UN ... ul hi 
u12 UN2 U2 2 ul uN u2 
+ 
2. 
uN-1 UN2 8N UN_1 u! 'J ý11J 
(3.2.2) 
It is not possible to estimate I and h from this equation net an 
there are 2N unknowns and only N equations. If, however, it is 
assumed that the system settles in N/2 intervals, then the last N/2 
values of and h will be zero and equation 3.2.2 may be written as 
1 
22 
UN2 UN_1 .. UN/2 us 
U12 UN2 U1 
uj/ 1 14N2 1 UN_1 
IL 
-P say 
h 
This may now be solved to give 
h 
1! 
il 
14N-1 .. UN/2 91 
uN 
ON/2 
h 
. 
. 
. 
UN hN12 
(3.2.3) 
i 
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3.2.3 Introduction of Steady State System Output 
If the operating point and inherent system bias terms are 
included, the estimate of the first derivative path dynamics will be 
unaltered but the second derivative path estimate will be shifted by 
a constant. Then 
g"Q+ constant 
A 
ft +* l1 
and -q+ Y1 , (3.2.4) 
a2 
where y is a constant. Equation 3.2.4 is a straight line with slope 
r given by the ratio of the first derivative to the second. 
A simulation was carried out on an analogue computer for a 
second order system preceded by a quadratic non-linearity. The 
estimates of the first and second derivative path dynamics are shown 
in fig. 3.2.2, the effect of the steady-state level having been 
removed from the second derivative. Fig. 3.2.3 shows these estimates 
plotted against one another with time as a parameter for different 
ratios of the first to the second derivative. 
3.2.4 Effects of System Noise 
If noise is also present at the system output, then the 
estimates of g and h will be contaminated by noise E and ýfJl 
respectively and the estimated weighting sequences will be 
3-15 
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A 
IL °E++ constant (3-2.5) 
-Cg 
ii h+Lh (3.2.0) 
a1 
Using least squares, the estimated value for - is given by 
a2 
r ri'!: I -- 
N JýýIýýCI -N J]A] 
1 
(3.2.? ) 
From equations 3.2.4,3.2.5 and 3.2.6, 
AA 
harg+Y1+ -r, 
and the covariance of g and the errors is given by 
E{[i -- E{1}]' [Ch - rýiI 
"J1 . Eý Leh J 
s-r covar (C) 
This implies that the values of Q are correlated with the errors and 
therefore the application of least squares will lead to a biased 
estimate for the value of r. 
Substituting from equations 3.2.5 and 3.2.6 in equation 3.2.7 
and simply assuming the errors and are independent of each . 29 
other and the true values of Q and lh, 
Li - 1! 0 
E. * &8' ILN3 c8 
For a large sample 
3-17 
plim rr 
a0 
N -ºý 1 +K 
where K 4Lg g, [I - 
ýJýý 
There-fore for large samples, the estimate of r is a function of the 
variance of the values of g and the variance of the noise in a and 
the probability limit will not converge on r. The least squares 
estimate of r is thus inconsistent. 
3.2.5 Special Case of Least Squares 
If the line is constrained to pass through the origin, then 
the least squares estimate of r reduces to 
ra 1ºh[1- 
This estimate will still be biased as 
harn 
Expanding equation 3.2.8 however, 
A 14 1'Lh + 
?' Cra + §. hJ L' [a * k]]-' 
In this case, for a large sample 
plim r 
Ný00 
(3.2.8) 
providing Ej }a Ej }-0. 
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Therefore when the line is constrained to pass through the origin, 
the least squares estimate of r is biased but consistent. 
This method of estimation may be implemented if the system cen 
be assumed to have settled in less than half the perturbation period. 
The later ordinates may then be used to remove the effect of steady 
state bias on the second derivative estimate. A disadvantage of 
this procedure is that the perturbation length must be greater than 
twice the settling time of the system. Godfrey and Clarke have 
utilized this method of estimation in a hill climber27. 
3.2.6 Maximum Likelihood Estimate 
An alternative approach is to use a maximum likelihood method 
which ensures that the estimate is always consistent although it may 
still be biased. Johnstons gives the solution for sample errors 
with variance only, but for a general covariance matrix the likelihood 
function is given by 
La det(a2g)-Nf4 exp -Ic- gl' 
[ 2G, -1 j- g] 
I 
det(a2H)-NI4 exp -IL- a1 - r2] 
1 Cv2N1-1 L- al - rg]JO 
where a2G and a2!! are the covariance matrices for j and h respectively. 
The log likelihood function L* is then given by 
L'ý constant -2 loga2 " 2Q 
1 [j 
- U] [a2] 
1[ 
-2L- al - rý 
'Co211)-1 1h 
- a1 - rr, 
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Taking partial derivativen with respect to n, 17 zand r and equating 
to zero to give the maximum likelihood estimates a, I and P, 
VII'1[-ra-ä1Jn0 
g'1, -1 [h - rp -a°0 (3.2.0) 
G- lja-ý1 +i-lrh -r. -äi3 -0 
Fora 3-level maximal length sequence, P'P in equation 3.2.3 
is given by 
PAP = ------ý-- 
0II 
and G(0 
OIN 
2 
03I- 
ýN- Jý 0 
0 ýI 
Substituting for G'1 and H'i in the equation set 3.2.9 and simplifying. 
(+ 2J] +r2[I- 
]1[. 
r+ 2ýg+jr-ýf: 
[r 2 
! OL __VI_ 
; a, [r 
N 
Y!. 17 
_N 
Combining these two equations gives 
3r2M9h +r (Mgt, - 3Mhh) - Mgh -0 
where Mgh At II -N Jý 
Mug [-NJ 
and 141: h 'E- 
NJ 
(3.2. I0) 
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Equation 3.2.10 may be solved to give the maximum likelihood 
estimate of r. 
By substituting from equation 3.2.3, it is possible to 
determine the quantities Mh MQ9 and Mhh directly from the system 
response without the intermediate computation of and 
3.2.7 Effect of an alternative system configuration 
Consider the configuration shown in fig. 3.2.4 where the cost 
function is assumed to be separable from the dynamics. The response 
to the perturbation due to the square law in the cost function is 
then given by 
ao 00 
fit) a2 h2 (X3) J00 hl (xOU4 - X3 - xl)drl 
1 hl (x2)u(t - X2 - xl)äx2 dxa 
Jo 
Correlating with the square of the perturbation, 
T j 
y(t) u2 (t - T) dt 
0 
(» 00 00 
- a2( 
0 
h2(X3) j0 hl (xl) J0 hi (x2) 1 
T {j 
u2(t - T)x(t - xl)u(t - xz)dt dx2dxldx3 
0 
where T is the perturbation period. 
The fourth order auto-correlation of a three level sequence is 
dependent on the generating polynomial and is a complicated function 
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of the shifts xl and x2 (Appendix A3). It in therefore imprnctical 
to use this expression to compute the magnitude of the second 
derivative of the cost function. 
_Fig. 
3.2.5 shows the effect of the position of the cost function 
for a. system whose dynamic components were two first order lags with 
time constants Ti and T2. 
3.2.8 Difference Methods 
k 
If the gain estimates G1 and G2 at operating points al and a2 
are available, then an estimate of the second derivative is given by 
Gi - G2 
(al - «2) 
and the modified Newton-Raphson gives the estimated change in 
operating point as 
(a2 - al) 
I-G1/G2 
lk 
(3.2.11) 
The estimate of the ratio of G1 to G2, R, may be made independent of 
any bias by plotting the two impulse responses against one another 
and then using a maximum likelihood estimator. Irrespective of the 
perturbation used, this reduces to a comparison of the outputs of 
the system at the two operating points. Then the estimate of R is 
given by the quadratic 
h 
R2Mp1 p2 + 
IAIPJPl 
-A p2 p2 -- Mp1 pZ 0, 
where P, is the output sequence at al, is the output at a2 and 
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týpi p2 
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3.2.9 Higher Order Cost Function Models 
As the Newton-Raphson hill climbing method is based on a 
quadratic model of the cost function, a higher order model should 
give a better performance when the cost function is of a higher order. 
Such a model may be constructed from estimated values of the cost 
function; its first and second derivatives at a range of operating 
points by using difference methods or least squares to fit a higher 
order polynomial. The latter may only be applied when there is an 
excess of information. The optimum may then be found analytically 
or by locating the zeros of the cost function gradient iteratively. 
Since a higher order model implies more extremums, care must be taken 
as noisy sytems may introduce additiontfalse optimums near the 
true optimum. 
In general, a fiigher order model will require more past infor- 
oration, but past values may have to be discarded if the hill shifts 
or the order of the model is insufficient at the new operating point. 
This may be carried out systematically by using weighted least 
squares to give the more recent values greater wcight. The weights 
chosen will be arbitrary, however, unless the movement of the hill 
or the insufficiency of the model are well known. 
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3.3 Conclusions 
Both the linear and non-linear optimisers discussed in this 
chapter introduce additional computation when compared with the basic 
optimiser of Chapter 2. The linear optimisers offer no great 
advantage as the requirements of noise rejection and speed of response 
produce opposing criteria for the optimiser parameters, and the 
simple system lies between these two extremes. The non-linear 
optimisers with a higher order cost function model require consider- 
able extra computation and introduce many practical difficulties. 
The two-derivative hill climber however represents a simple method 
for obtaining a stable system over a wide range of cost functions. 
The estimation problems for three-level maximal-length sequences have 
been solved but their use is severely restricted to particular 
system configurations. 
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CHAPTER 4 
meine Instrumentation, Modelling and Programer, 
Introduction 
Practical tests on a working process were carried out to 
verify the applicability of the theoretical results previously 
obtained. An envine test rig proved to be the most suitable process 
available, and previous studies by Draper and Lia had already shown 
that valuable results could be obtained by studying optimisation 
schemes on an internal combustion engine. 
The engine was a 1725 c. c. petrol engine representative of the 
type currently in use to power iredium sized passenger cars, with a 
maximum power output of 80 b. h. p. occurring at 5000 r. p. m.. It had 
a conventional four cylinder in-line layout with overhead valves 
operated by push rods and an aluminium cylinder head. A shaft and 
two rubber couplings connected the engine to an eddy current dynurnu- 
meter whose casing was free to swing in trunioa bearings and was 
restrained by a spring balance, to give an indication of the trans- 
mitted torque. Because of its mode of operation, the dynamoroter 
was not capable of supplying power to the engine under steady state 
conditions. A cor. &Cant stream of water supplied under prcusure froul 
a pump removed the heat generated in the dynamometer stator when the 
dynsmometer absorbed power. The engine test coil was equipped with 
a high pressure cooling water main connected to heat exchangers to 
remove heat front the dynamoºueter and engine cooling water circuits 
and the lubricating; oil cooler. Safety circuits shut dorm the plant 
1 
and turned off the engine ignition in the event of a dynamometer 
cooling water or lubrication failure, or a mains power failure. 
A small process control computer was available to run the 
experiments. The machine had an 8K core store with a twelve bit 
word length and a cycle time of 1.75ps. Special features included a 
hardware multiplier and divider, a priority interrupt system with 
twelve levels of interrupt, an analogue input converter which could 
be switched to twentyjfour channels through a hundred points per 
second random access multiplexer, twelve relays, six analogue output 
channels and eight single bit digital input channels. As no suitable 
software was available, programmes were Written for the on-line 
real-time operation of the test rig, using a symbolic assembly 
language. 
Because the engine was insufficiently instrumented to carry out 
the experimental work, further instruments were designed and con- 
structed, and the installed instruments modified to comply with the 
requirements of the computer interface. A dynamic model of the rig 
was developed to assist in the design of the controllers 
und optimisers. 
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4.1 Engine instrumentation 
4.1.1 
It was essential to control the throttle and load for engine 
operation, and the ignition angle and fuel-air ratio for the 
optimisation studies. Actuators for the load, ignition angle and 
fuel-air ratio had to be developed but the carburettor was already 
equipped with a feedback angular position controller to operate the 
throttle. A directly connected stepping motor rotated the throttle 
and a potentiometer measured its position; when the error between 
the demanded and measured throttle angle exceeded one step of the 
driving motor, the motor fields commutated in the correct sense; the 
maximum commutation rate corresponding to the speed at which the 
rotor and its load could stop within one step. For small amplitude 
sinusoidal inputs, up to 5% of full scale, the servo had a flat 
response up to 15 Iiz. 
No other variables could be controlled as the computer only 
had six digital to analogue converters and the remaining two were 
required by the X-Y plotter. Because of this restriction, the 
existing oil and water temperature analogue control loops were 
retained and this also permitted the rig to be operated without the 
computer. A heat-exchanger with a by-pass loop replaced the vehicle 
radiator, the engine-driven water pump circulated the cooling water 
and a thermi. stor probe measured the water temperature at the engine 
outlet. A motorised mixing valve controlled the proportion of the 
flow pwscing through the heat-exchanger and a feedback controller 
operating on temperature error adjusted the valve position. 
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The test engine had provision for an oil cooler to be fitted between 
the oil pump and the feed to the rain bearings. A heat exchanger 
was installed and the measurement and control of oil temperature 
carried out in the same way as for the cooling water circuit. 
Measurements of torque and speed were also necessary. The 
torque could be measured from a balance attached to the dynanometer 
casing, but this had a poor dynamic response. An improved torque 
measuring instrumentwas therefore developed and the dynamometer 
casing clamped in subsequent experiments. An a. c. tachometer 
provided a voltage proportional to the speed which had to be 
rectified, smoothed and appropriately scaled, using an operational 
amplifier, to give a signal compatible with the computer interface. 
Additional switching and interlocks were introduced to allow 
the complete remote operation of the engine. 
4.1.2 Dynath meter Field Drive 
The dynanometer which provided a load for the engine was an 
eddy current brake229 23 of the inductor type2``, The axially 
dentated rotor was connected to the engine and a fixed coil, 
concentric with the machine, supplied an axial field. The changes 
in permeance, which occurred between a point on the inside of the 
stator and the rotor when the rotor was in motion, caused an alternat- 
ing flux to be superimposed on the steady state flux at the stator 
surface. Additional current in the concentric field coil resulted in 
a larger ambient flux., which caused an increase in the alternating 
component of the flux on the stator surface and consequently in the 
ýj"' 5 
eddy current losses in the stator. The increase in circulating 
currents created an increased braking torque on the engine. The 
drive amplifier for the highly inductive field coil employed a high 
voltage supply and current feedback to achieve rapid changes in coil 
current. Small signal step changes in the demanded field current 
resulted in actual changes in current having a rise time of 4 ms in 
the completed device. 
4.1.3 Electronic Ignition Timing 
Control of the ignition timing by electro-mechanical or 
pneumatic devices which rotate the contact-breaker pointy was 
considered inadequate due to the gander inherent in inechanicnl 
contact-breaker systems. Replacing the contact breaker by reed 
relays and an electronic ignition circuit gave little improvement 
over the conventional system. Consequently electronic methods of 
control were examined and the problem was resolved into finding a 
method of accurately generating a delay corresponding to a known 
angle of crankshaft rotation. This may be achieved by analogue or 
digital methods, the latter being chosen since it was not subject to 
drift and would operate from cranking speeds up to the maximum 
engine speed. The installed system provided an efficient means of 
ignition timing control over a 640 range in 1o steps, and the mode 
of operation permitted full scale alterations of timing between 
adjacent firings. A more detailed description of this system is 
given in Appendix A2.1. 
<. 
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4.1.4 Ignition Firing Unit 
The ignition unit had to be replaced by one which would accept 
a voltage pulse from the ignition timing device. Conventional 
ignition systems obtain the energy for firing the spark from the 
current flowing in the primary inductor , of the ignition coil. 
The mechanical contact breaker achieves rapid circuit-breaking with 
a very high on-off resistance ratio ensuring that the energy is 
rapidly and almost entirely dissipated in the spark. 
Semi-conductor devices cannot attain the required switching 
performance at the low battery voltage. A capacitor charged to a 
high voltage was used therefore as an energy store, the capacitor 
value and voltage being selected to give the some quantity of energy 
as used in the conventional system. The energy from the capacitor 
was dissipated in a spark using the ignition coil as a transformer 
and a thyristor as a switch. The thyristor was triggered at the 
required instant either by the conventional contact breaker or by a 
pulse provided electronically. A current limit ih the supply 
restricted the firing rate and prevented overspeeding of the engine. 
4.1.5 Fuel Air Ratio 
The main jet was accessible through the base of the carburettor 
and could be raised or lowered by screwing or unscrewing using an 
angular position controller. The jet was driven by a geared down 
d. c. motor and the angular position measured by a ten turn potentio- 
meter. The controller used reed relays to provide a forward., off, 
or reverse signal. to the motor. This servo provided some control of 
the fuel air ratio. 
G- 7 
4.1.6 Torque Transducer 
The existing transducer was a spring balance opposing the rotary 
motion of the dynanometer and a potentiometer connected to the needle 
of the balance dial gave an electrical measurement of torque. The 
dynamic performance of this arrangement was inadequate, attenuating 
frequencies of the order of 0.03 Iiz and above, mainly due to the large 
inertia of the dynanometer stator. A force balance replacing the 
ppring balance was considered inadequate as excessive forcing from 
an actuator would have been necessary to give a satisfactory 
dynamic performance. 
An alternative approach used strain gauges and slip rings 
attached to the shaft coupling the dynanometer to the engine. 
To avoid overstressing by the large transient torques which occurred 
when the engine stopped or started, the strain gauges operated at a 
low-working strain. The strain gauges were connected in a 
Wheatstone Bridge configuration and, initially, the out of balance 
voltage from the bridge was amplified with a d. c. amplifier while 
slip rings transmitted the power supplies and the signal. Slip ring 
noise and large drifts made this configuration unuseable. The drift 
was eliminated by using an a. c. bridge supply and a. c. amplification 
but slip ring noise limited the application of this arrangement. 
The effect of slip ring noise was reduced by using a frequency 
modulated system (A2.2) with its superior noise rejection properties 
and by regulating and smoothing the power supplies on the shaft 
using Zener diodes and capacitors. Very careful design of the 
frequency modulated system was essential to obtain temperature 
stability as the temperature range encountered was 15°C to P50C and 
the operating strain was extremely low. A monostable (A2.3) followed 
G- 8 
by an analogue low pass filter demodulated the transducer output to 
make the device compatible with the computer interface. The final 
transducer had a flat response up to 15 liz, 1% linearity and insig- 
nificant drift. 
4.1.7 Safety and Switching Circuits 
Some controls had to be operated by the computer or manually 
fron the control cell or the engine test cell (fig. 4.1.1). The 
choke was fitted with a solenoid so that it could be operated 
remotely and the engine dynamo had remote switching in the control 
cell. The control of the ignition and starter could be switched 
from the control cell to the computer or the engine test cell. 
Ignition and starter connections were made with relays providing 
protection against mains or power supply failure and the absence of 
cooling water or compressed air and a latching emergency stop 
control which could only be reset by turning off the main 
power supply. 
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4.2 Modelling and Control of the TCst IIi 
4.2.1 
A model of the engine rig was evolved to clarify and suggest 
solutions to the control problems. Initially, a model was developed 
to represent the system under steady state conditions about a chosen 
operating point in the middle of the torque and speed ranges. 
Energy storage elements and time delays were then added to extend 
the model to represent the system under dynamic conditions and the 
magnitudes and interactions of these components were evaluated from 
structural considerations, direct measurement and dynamic teats. 
The model was developed in terms of a lumped electrical analogy, an 
established and convenient form for representing the interconnections 
between the various physical components of a system. Simple controllers 
were then evaluated using a linearised version of the model program- 
med for simulation on an analogue computer. More detailed controllers 
arc now being developed by other workers in this field. 
4.2.2 Definition of the electro-tiechanical "analogy 
The basis of the analogy is the formal similarity of the 
mathematical equations describing the propertios of the two physically 
diverse systems. The analogy is defined in table 4.2.1. The choice 
of current to represent torque and voltage to represent angular 
velocity was arbitrary and could have been reversed, in which cnse 
an inductance represents a moment of inertia und a capacitance 
represents flexibility. 
4-11 
Table 4.2.1 - Definition of the analogy 
Mechanical 
Quantity 
Electrical 
Quantity 
Mechanical 
Units 
Electrical 
Units 
Torque Current Poundal Feet Amps 
Angular Velocity Voltage Radians/Second Volts 
Inertia Capacitance lbm. ft2 Farads 
Viscous Damping Resistance Rads/sec. ft. pol. Ohms 
Compliance Inductance Rads/pdl. ft. Henrys 
4.2.3 Steady-state model of the test rig 
Difficulty in determining experimental points for the static 
characteristics of the rig, in the low speed high torque region, due 
to the unstable operation was alleviated by using proportional speed 
control acting on the dynamometer field current. The engine torque/ 
speed curves obtained for the full range of throttle servo inputs 
are given in fig. 4.2.1 and the dynamometer torque/speed curves for 
a range of excitation current are given in fig. 4.2.4. These show 
that a small signal linear model is applicable over a large range of 
operation providing that the low speed high torque rogion is excluded. 
The engine was represented by a voltage source. VE with 
internal resistance RE shown in fig. 4.2.2a, RE beim given by the 
tangent to the torque speed curve at the chosen operating point and 
VE by the intercept of this tangent with the torque axis. VE was a 
function of throttle opening und the relationship between VV and the 
input voltage to the thrott 1c servo VT is shat, m in fig. 4.2.3. The 
EMa11 signal model for the dynamometer, fig. 4.2.2b, was given by a 
current generator ID in parallel with a resistance RD, the component 
4-12 
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values being obtained in a similar manner to those of the engine. 
The relationship between ID and the dyn unometer field current IF 
is shotm in fig. 4.2.5. In the steady state model, the coupling 
shaft was represented by a short circuit as no velocity difference 
can occur across it when the transients have died away. 
4.2.4 Extension of the model- to include dynamics 
Consideration of the detailed structure of the engine would 
have led to a complex model which included energy dissipation 
elements to represent the service, pumping, thermodynamic and mech- 
anical losses and energy storage elements to represent the mass, 
inertia and compliance of the various reciprocating and rotating 
parts. Instead a simpler model fig. 4.2.7a was developed by obtain- 
ing the most significant dynamics of the engine experimentally. The 
engine flywheel was decoupled from the shaft connecting it to the 
dynamometer and a series of transfer functions between the input 
voltage to the throttle servo and the engine speed obtained over a 
range of mean speeds using a digital transfer function analyser 
(T. F. A. )20. A typical result is shown in fig. 4.2.6. Examination 
of the amplitude plots of the transfer function, suggested a first 
order model and the phase plots corresponded to a first order system 
with a time delay. This time delay was found to be inversely 
proportional to the engine speed and was accounted for by the average 
time taken to inhale and ignite a charge. Finally the capacitor CE 
was introduced into the model to represent the lumped inertia of the 
engine, its value being derived from the engine source resistance R6 
and the time constant of the first order system. 
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The dynamic model of the dynawometer is given in fig. 4.2.7c. 
The dynamometer possessed a large rotor inertia evaluated by a 
simple mechanical test and giving the value of the capacitance CD. 
The resistance RD was introduced to account for the power dissipation 
which was necessarily taking place because a speed difference existed 
between the dynamometer rotor and its casing while torque was trans- 
mitted between them. The outer casing of the dynamometer was connec- 
ted through a lever arm to weighing gear, consisting of a spring and 
dashpot system anchored to the inertial frame of reference. The 
component values associated with the dynamometer outer casing and 
weighing gear, the capacitance CB, the resistance RR and the 
inductance LB, were evaluated from direct measurement of the spring 
and lever arm, and a step response of the balance system. 
Finally, the connecting shaft was represented by an inductor 
in parallel with a resistor, as it behaved as a torsional spring 
with internal damping. The shaft stiffness was measured directly, 
and the internal damping derived by inspecting the transient response 
of the anchored shaft attached to the dynamometer rotor. The model 
of the shaft is shown in fig. 4.2.7b, and table 4.2.2 assigns the 
equivalent electrical values to the complete model. 
Table 4.2.2 - Numerical Values for the electrical analogy 
RE 1.199) 
CE 0.447F 
LS 5.32 x 10411 
RS Q"455t1 
CD 1.38F 
RI) 3.002 
CD 1.57 x 1031' 
RR 0.154 x 10-3i2 
L13 0.112 x 10-411 
1 volt ý- 52.4 rnda/sec 
(10v ^ 500 r. p. m. ) 
1anp=322pdt. ft 
(lov = 100 lbf. ft) 
L 
4-21 
4.2.5 Experimental verification of the model 
The dynamometer casing was originally clamped to the inertial 
frame of reference to reduce the order of the model and simplify the 
problem of comparing the model with the plant. Subsequently, this 
operation also permitted the design of closed loop torque and speed 
control systems with a marginally greater bandwidth than would 
otherwise have been possible. This simplified form of the model is 
shown in fig. 4.2.8. 
The initial verification of the model was carried out using 
sine-wave testing techniques. Subsequently on-line techniques using 
pseudo-random binary sequences (p. r. b. s. ) were employed and finally 
step responses for the plant were compared with those obtained from 
the analogue computer model. 
The measured variables available were the dynamomrtcr speed, 
VD, and the shaft torque, I5, and the input variables were the 
voltage applied to the throttle servo, VT, and the dynamometer field 
current controller, VL. The small signal dynamic performance could 
therefore be defined by four transfer functions. An Algol GO prog- 
rye was written to calculate the theoretical frequency responses 
for the model, and measurements over the range 0.001 to 15 11z taken 
with the T. I. A. on the rig. The experimental and theoretical transfer 
functions between the throttle servo input and dynamometer speed with 
shaft torque (figs. 4.2.11 to 4.2.12) showed satisfactory agreement, 
but the responses of the shaft torque and dynamometer speed to 
dynamometer field control perturbations (figs. 4.2.9 to 4.2.10) were 
in poor agreement. It was suggested that the extra attenuation at 
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high frequencies of the plant was due to the flux build-up associated 
with the dynamometer casing and rotor, and the frequency response 
between the excitation current and flux was therefore examined using 
a search coil. Examination of this response (fig. 4.2.13) suggested 
that the flux build-up contributed two cascaded first order lags and 
the revised model including these lags is shown in fig. 4.2.14. The 
revised frequency responses of the shaft torque and dynamometer speed 
to the input to the dynamometer field current control (figs. 4.2.15 
and 4.2.16) showed considerably better agreement. 
Identification using p. r. b. s. was then examined. To ensure a 
flat power spectrum over the frequency range of interest, the p. r. b. s. 
bit rate should be made twice the highest frequency concerned within 
the identification and the period of the sequence should be defined 
by the slowest time constant. A bit frequency of 25 11z and a period 
of 150 sec. corresponded to the range of engine time constants and 
the nearest available sequence has 4095 bits with a period of 
150 secs. and harmonic spacing every 0,0066 11z. Although this would 
have given excellent frequency resolution, it required excessive 
computer time and storage for the computation of all the shifts 
required to describe the system and, as an alternative, three 
experiments were carried out using a 31 bit sequence with bit rates 
of 10 sec., 1 sec. and 
4. sec. respectively. The different funda- 
mental frequencies imply different harmonic spacings, the fastest 
sequence providing a frequency resolution of "806 ltz, which was 
marginally satisfactory for identifying the system resonance which 
has a bandwidth of the same order. 
s 
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The impulse responses obtained from the p. r. b. s. perturbations 
are shown in figs. 4.2.17 and 4.2.16. The effect of the digital 
filter used to attenuate the high frequencies can be taken into 
account by assuming a modified auto-correlation function of the 
p. r. b. s. (fig. 4.2.19). The throttle servo suffered from velocity 
limiting when following a two-level sequence, with li, e 
amplitudes used, significant attenuation occurred at 8 Hz and above. 
For all other responses the rig heavily attenuated the high frequen- 
sies and the swamping of the resulting signals by noise made identi- 
fication at these frequencies difficult. A more satisfactory 
response for engine perturbation was obtained by perturbing the 
ignition setting in place of the throttle and the result is shown in 
fig. 4.2.20. 
The step responses for the plant and analogue computer model 
are shown in figs. 6.2.21 and 4.2.22. It was difficult to identify 
the high frequency performance of the rig from these response 
because the throttle velocity limit significantly affected the high 
frequency components of a large step input. 
a 
4.2.6 Dynamic equations and analogue computer simulation 
The thric state variables chosen for the electromechanical 
model were the engine speed, VE, the dynamometer speed, VU, and the 
shaft torque, IS. The state space matrix equations for the system, 
assuming linear operation, are: 
4-33 
xxx 
xxxxxXXXxxxxxxxxxxxxxxxxx 
X 
xx 
Load Torque 
A sec. bit rate 
Load Speed 
4 sec. bit rate 
Fig. 4.2.17 -- Estimates of impulse responses using p. r. b. s. 
perturbations on the load 
1I-34 
rorque 
4 sec. bit rate 
Thr-ottl© Speed 
4 sec. bit rate. 
rig. 4.2.18 - Estimate of the impulse responses using p. r. b. s. 
perturbations on the throttle 
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ý--- -- -- Autocorrela. t-Lon Functi Ofl 
MocUfLed F'unct. Lon 
rig. 4.2.19 - Effect of the running average filter on the 
autocorrelation function of a p. r. b. s. 
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d I'p 
dt 
dVD 
dt 
dl. 
dt 
ax I 
CL,; RF CE 
Vp 
12 
0 ------- 
CDRD CD 
711111 
Ls CERER ^ CDRD17s Ls Csrýs CDP$ 
1 
0 VE 
DECE 
1 
+0 ID " CD 
11 
CERERS CD`'? S 
where VE - 4.86VT, 
2 
and 0.0332 
d+0.713 
+ ID d 1.26VL 
VD 
Is l 
The analogue computer diagram for the above equations is given 
in fig. 4.2.23. 
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4.3 Engine Opcrnting Pragramme 
4.3.1 Programme Specification 
This programme has been designed to enable the computer to 
communicate with its external environment through a variety of 
channels. The time scale of operation is critical and may be 
determined by the external environment. Subprogrammes must be 
organised in such a way that the machine can respond within a 
suitable response time to the external or timing demands. This has 
been achieved by working on a priority basis and, where working 
times were known, adjustments made to the programme to alleviate any 
congestion. If a computation requires data from different instants 
for its completiGn, it is preferable to calculate intermediate 
results on receipt of information so as to spread computation 
time demands as evenly as possible. 
The basic structure consists of an overall executive, executive 
directives, engine directives, engine subprogramme, cud test tapes. 
The executive has been written in general terms for use with most 
small processes and the executive directives will be found useful 
for most on-line systems. The engine directives are specialised 
programer for the particular engine rig used, the engine cubpro- 
grammes provide special functions for a particular test, and finally, 
test tapes give the sequence of operations. 
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4.3.2 Executive 
On-line real-time computer operation of external processes 
requires a timing system, data input and output of the process 
variables, data input and access by the operator, servicing and 
direction of the interrupt system and provision for background 
computation. In most systems, it will also be necessary to have 
some forte of limit checking and alarm facilities. 
The computer has an internal clock, operating at 50 itz, which 
generates an interrupt with the second highest priority. For the 
operation of the test rig, other timings must be generated, down to 
the one per minute necessary for noting experiment times. These 
other clocks are used to generate software interrupts after the 
executive demands at a particular instant have been completed. 
Alternative 50 Ilz clock interrupts are used to generate the 25 liz 
software interrupt and the remainder generate five 5 Hz software 
interrupts sequentially, the fifth being further divided to yield 
the lower frequencies. (fig. 4.3.1) 
1 
The executive processes a group of four analogue inputs. 
(fig. 4.3.2) The addresses of the four current input channels are 
obtained from an allocated block of storage. This also contains a 
flag to indicate whether or not an out of limit test is required, 
and in the former case, the upper and lower bounds of the variable 
are given. The latest values of the inputs are stored in four 
specified locations of the scratch pad. The four analogue inputs 
are processed in two pairs, each associated with a 50 liz hardware 
clock interrupt. This corresponds to the maximum operating rate of 
the multiplexer. For each pair of analogue inputs, the conversion 
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counter odd 
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Fig. 4.3.1 - Executive-Timing Section 
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Fig. 4.3.2 - Executive-analogue input interrupt processing 
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of the first input is initiated by a hardware clock interrupt end 
the second is initiated by the completion of the first. When n con- 
version completed interrupt is received, the contents of tue con- 
verter are transferred to the memory location associated with its 
position in the input sequence. When the corresponding flap, is set, 
an alarm software interrupt is generated if the variable lies outside 
the prescribed limits. In all other cases, a software interrupt 
indication the presence of a new input value is given. 
Input by the operator is presented in two forms, directives 
indicating programme action and data to be stored for future use. 
No interlace facility is available on the computer. However, a 
hardware interrupt occurs when the character transfer buffer empties 
on input and when the peripheral has completed its operation on a 
word on output. A subprogramme is included in the executive to 
input and output simple words or strings to and from any typewriter, 
tape reader or punch utilising this interrupt. Another subprogra e 
, uses the above subprogramme to 
input a character string terminated 
by a carriage return, spaces being ignored and an erase causes re- 
entry to the subprogramme to read a corrected string. The first four 
characters are then compared with a directory and programme control 
transferred to the corresponding address when coincidence is found. 
A hardware interrupt is reserved for emergency actions and a 
low priority hardware interrupt is used to allow recovery to the 
executive from background computation. 
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4.3.3 Executive Directives 
These directives are used for operator or tape control of 
timing, input, output and other functions of general application. 
Most directives are followed by parameters specifying further 
information required for their execution. The directives ava1. lable 
are: 
TYPE - select the keyboard as the current input peripheral. 
TAPE - select the tape reader as the current input peripheral. 
READ - read a list into the specified block of store using the 
current input peripheral. 
LIST - output a list from the specified block of store on 
paper tape. 
HOLD - suspend input on the current peripheral. A message Input 
suspended is given on the typewriter. The operator may 
return control to the current input peripheral by manna of 
the background computation recovery interrupt. 
WAIT - suspend input on the current peripheral for the specified 
number of seconds. 
TIME - print time in minutes and seconds since last reset. 
If followed by an asterisk, the counter is reset. 
CHECK - ensure that the process is operating within bounds. A soft- 
ware interrupt is generated if the single bit digital inputs 
do not correspond to the specified word or if selected 
.+ 
analogue inputs lay outside their defined limits. 
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The typewriter is made the current input perip1wra1 if such 
a failure occurz. 
AXES - draw axes on the X-Y plotter using two analog outputs to 
drive the plotter with n relay to raise and lower the pen. 
PLOT - plot the specified graph on the X-Y plotter. Conctant8, 
incremental constants and lists may all be used na variables 
and there are three symbols, of adjustable size, available. 
ALOG - log the specified channels. Up to four channels may be 
logged at similar rates. The last of the four analogue 
input channel address locations and its associated software 
interrupt are used. Control is transferred to the current 
input peripheral on completion. 
4.3.4 Engine Directives 
START - attempt to start engine. Three attempts are lade by the 
computer to start the machine. Oa starting, the operator is 
informed and a software interrupt generated. If the engine 
fails to start, the operator is info nned and control trans- 
ferred to the executive hold directive. The flow diagram 
for this programme is given in fig. 4.3.3. 
STOP - stop the engine. The ignition is turned off and the speed 
limit check halted. The operator is informed. 
IDLE - idle engine. Idling conditions are set up on the engine 
actuators using the analogue outputs. 
l)-w 
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Figure 4.3.3 Plow Diarrnm for Start Engine Directive 
4-49 
4.3.5 Subprogrammen 
The purpose of the subprogra=s is to service the noftwaro 
interrupts generated by the executive and directives. Tito COTO 
directive may be used to enter an initialising routine before the 
iubprogrannae becomes active. 
The optimisation subprogromme is of particular importance. 
When supplied with the appropriate subroutines, this outputs a 
perturbation, correlates the response and uses the correlation 
results for optimising any specified variable. Others include a 
stall checking subprogranc, an engine speed control Subprogramme, 
an elementary interrupt clearing subprogramme and a Subprogramme for 
calculating mean and variance of any logged variable. 
The optimisation programmes use the simple optimi3er 
described in chapter 2, with the least eoquoncee identification 
schemes derived in section 22.7 for square waves, p. r. b. s. and p. r. t. e. 
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CIIAPTER 5 
Experiments und Results 
Introduction 
This chapter describes a series of experiments carried out to 
obtain qualitative confirmation of the previous theoretical analysis. 
The optimisers, implemented on a digital computer, were used to 
maximise the power of the internal combustion engine on the test rig 
by adjusting the ignition angle while the throttle was fully opened. 
The experiment was completely controlled by the computer and using 
this configuration, a plot of the optimum ignition setting versus 
engine speed could be obtained by providing a buitable test tape. 
This would give a result useful to the designers of ignition 
timing devices. 
The optiniber of chapter 2 in usefully appliedýwhilet the two 
derivative hill-climber of chapter 3 is chown to be inapplicable 
in conjunction with the optimisation of ignition gnCle. 
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5.1 General 
5.1.1 Power Characteristic 
Power is given by the product of speed and torque. If the 
ignition setting is perturbed, the computation of power from the 
speed and torque measurements will introduce a non-linearity after 
the dynamics which will cause errors in the identification of the 
system dynamics. However, in the steady state the power P is 
given by r 
P TL for a torque of t and angular velocity w, 
and hence the gain between the power and the ignition setting 0 is 
given by 
aP aT aW 
a ae + tae 
Providing a good speed controller is employed, the variation of 
speed with ignition setting should be negligible in the steady state 
and therefore 
aP DT 
ae a 30 
Then it is only necessary to optimise the torque to achieve t ximuui 
power. 
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5.1.2 Experimental Configuration 
For all the experiments, the engine speed was controlled by 
the dynamometer load with a controller implemented in the digital 
computer. The throttle setting and desired speed could either be 
set manually through the keyboard of the on-line computer or via 
paper tape. The full executive with all directives was available 
allowing automatic start-up and warm-up periods together with the 
continued checking of temperatures, speeds and the dynamometer load- 
ing necessary for the safe operation of the plant. The additional 
programmes available were a general optimiser and correlatars, 
perturbation generators and gain estimators for pseudo-random binary 
sequences, pseudo-random ternary sequences and square waves. The 
experiments were all performed with the same engine speed controller 
set point to allow comparison of the results. 
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5.2 Preliminary Experiments 
5.2.1 Static and Dynamic Characteristics 
Experiments were carried out to determine the system cherac" 
teristics pertinent to the operation of the optimiser. Firstly the 
static characteristics relating the power output to the ignition 
angle for constant speed and throttle settings were obtained for a 
range of engine speeds and throttle settings. Fig. 5.2.1 shows a 
typical result. In general, as the speed is. lowered, the optimum 
ignition setting becomes less advanced and the hill flattens. 
Similarly, the effect of increasing the throttle setting is to 
require less ignition advance for peak power. 
Sine wave testing techniques were used to investigate the 
dynamic characteristics of the rig with the simple computer operated 
speed controller connected. The results are shown in fig. 5.2.2. 
The dominant feature is a resonant peak at 9.5 Hz and it can be seen 
that there is a flat response with this speed controller for 
frequencies lower than 2 Hz. 
5.2.2 Noise Characteristics 
Finally the noise characteristics of the torque measurement 
with the speed controller connected were determined to help evalua- 
tion of the results. The torque measurement was monitored whilst 
the input variables were held constant and 4095 samples of this 
measurement recorded on paper tape. An off-line analysis was then 
ýä 
ýý 
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performed to establish the power spectrum, amplitude probability 
distribution function and the effect of the ignition setting on the 
variance of the noise. 
The power spectrum shown in fig. 5.2.3 is not that of white 
noise. It resembles the dynamic characteristics between ignition 
setting and torque, being reasonably flat below 2 llz but the resonant 
peak is not so sharply defined. Some smoothing would, however, be 
expected as the Fourier transform algorithm used incorporated a 
smoothing window. The result may be interpreted by assuming that 
the engine is a source of white noise due to"the irregularities in 
combustion and this is modified by the dynamics of the engine 
flywheel, shaft and the dynamometer. 
The amplitude probability distribution function is shown in 
fig. 5.2.4. The distribution is skew which may be the true distri- 
bution or caused by noise with a symmetrical distribution plus a low 
frequency drift. The second possibility was eliminated by taking a 
long sequence of data and determining the probability distributions 
for sections of this data. A low frequency drift would have Iroduced 
similar distributions displaced from one another by different mean 
values, whereas the truly skew distribution gave a series of identi- 
cal distributions. 
As the ignition setting is increased, the variance of the noise 
was found to tend towards a minimum and then increase. The minimum 
variance corresponds approximately with the ignition setting that 
produces maximum power. The falling off in power can be partially 
explained by the inefficient combustion conditions which cause 
uneven operation from one combustion to the next. This also 
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Fig. 5.2.4 Amplitude Probability Distribution Function of the 
Torque Signal with Speed Controller connected 
(broken line shows the normal distribution which" 
gives minimum Chi-squared value) 
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introduces an uneveness in the torque supplied and hence increases 
the variance in the torque delivered to the engine. Thin may become 
severe at the bounds of ignition setting where the charge occasionally 
completes ignition'in the exhaust system or at the other limit, 
ignition occurs before the closure of the inlet valve. 
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5.3 Experimental Work 
Pseudo-random binary sequences were used to perturb the 
ignition setting in order to show that the identification of the 
ignition angle/torque path was possible. Fig. 5.3.1 shows the 
correlations obtained with this experiment together with the derived 
step responses. The experiment was then repeated using 3-level 
sequences and a similar result obtained. When the response to a 
3-level perturbation was correlated with the square of the sequence, 
however, noise completely masked any result. Further experiments 
with larger amplitude sequences revealed a constant irregular pattern 
which could only be modified by using a different 3-level sequence. 
This suggests that non-linearities were affecting the results and 
the 2-derivative hill climber previously described could not 
be implemented. 
A series of experiments were carried out using pseudo-random 
binary sequences, pseudo-random ternary sequences and square waves 
in the simple optimiser of Chaptcr 2 and the results of section 2.7. 
Prior to each experiment, the dynamic, and static characteristics 
were checked after the warm-up period and it was found that the 
static characteristic varied with time. Measurements showed some 
correlation between these variations and the ambient temperature and 
pressure. Humidity was not measured but it seems likely that the 
variations were due to the effect of changing atmospheric conditions 
on the combustion and pumping action of the engine. 
Experiments were carried out to determine the effects of 
optimiser gain, perturbation amplitude and averaging the system 
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CIIAPTCIt 6 
Conclusions 
The analysis of the simple optimiser has shown that the value 
of loop gain has a considerable effect on the dynamic performance of 
the optimiser and its sensitivity to noise. Thu maximum value of 
the first derivative of the cost function is therefore needed for 
the design of optimisers of this type. The optimises using higher 
order models give a more consistent performance but the application 
of three-level sequences is too severely restricted to particular 
system configurations to be of great practical use. A study of 
other methods of implementing higher order model optimisers would 
be useful. 
It has been shown that maximal-length sequences and square 
waves are suitable for the estimation of system gain. Square waves 
offer simpler methods of generation and a better performance in the 
presence of noise, whereas the use of pseudo-random binary sequences 
gives a more rapid estimate of system gain when noise is of little 
consequence. The least squares methods used in the analysis were 
useful for minimising the effects of disturbances and only require a 
knowledge of the system settling time to design an experiment based 
on the results obtained. 
The practical results tend to confirm the theoretical studies 
but the occasional changes in the engine characteristics due to 
atmospheric conditions do not allow a direct comparison of the wave- 
forms from the experiments carried out. A more consistent performance 
6-02 
could be obtained by controlling the intake stir conditions and the 
exhaust back pressure. 
The assumptions about the noise made in the theoretical 
analysis were not satisfied by the torque signal from the engine 
test rig. The estimates may be inefficient because the noise is 
non-white, but this is overcome by using slower clock rates and 
averaging over several samples. The bias in the probability distri- 
bution leads to bias in the gain estimate and ultimately introduces 
a small error in detecting the optimum. A solution to these problems 
is to apply maximum likelihood methods, but these require considerable 
computer time and space and would have to adapt themselves to noise 
characteristics which differ over the range of operating conditions. 
The experiments show that the simplifying assumptions about the noise 
required for least squares still allow acceptable hill climbers. 
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Symbolic Notation 
z z-transform operator 
<U> sequence u 
um mth" element of u 
var variance 
covar covariance 
plim probability limit 
E expected value 
a least squares estimate of a 
a maximum likelihood estimate of a 
A matrix 
a column vector 
A' transpose of A 
A-1 inverse of A 
null matrix 
unit matrix 
Zk square matrix with every element unity 
Lk column vector with every element unity 
The dimension suffix k is only used when the dimensions are unclear. 
Q+ p1 modulo 1 addition operator 
Q N modulo N subtraction operator 
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APPENDIX Al - MATRIX INVERSION 
Al. 1- Inversion of aT + bJ matrix 
Let the inverse of the matrix (ajIh + bam) be (eg + tit) 
Then (al< + bam) (c +C JL) 
._ 
lk 
acj + (bc + ad) + b4 _ lk 
Substituting = k1k and solving, ea and da (a +b bk) 
(l1 
Hence al+ baä (a + bk) 
) 
... (Al. 1) 
Al. 2- Inversion by partitioning 
It can be chown21 that the inverse of a square matrix A can be found 
by partitioning. 
-1 All ý A12 
Let A-1 a ý.. ý. ýýý .... ý . 
A21 A22 
B11 I B12 
P21 B22 
where All and 22 are square. 
Then B11 All + 411112ý 
1i21A11 
B12 ffi - A11 12 
1 
1321 Q- 
1421Ai1 
_1 B22 
where 2- 21A"11A 12 
... (Al. 2.2) 
... (Al. 2.2) 
... (Al. 2.3) 
... (Al. 2.4) 
... (Al. 2.5) 
f 
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Al. 3- Inversion of a General Form 
aIk + bit, f c! 
Consider the matrix ------ -ý-- --- 
lc (d 
D11 ( D12 
whose inverse is given by -- -`- - -- - 
D21 1 222 
Substituting in equation (A1.2.5) 
ý =d-cam (aTý+býý-lac 
Using equation (A1.1) 
d_ c2k (a + bk) 
a 
q 
Hence, defining ya bd - e2 and substituting in equations (A1.2.1) 
to (A1.2.4) 
yk) 
Dl 1=äa- (ad 
y ! ýk) 
_C D12 (a +Y ) 
ý1- 212 
a+ bk D22'* (a c) 
... (Al. 3.1) 
... (Al. 3.2) 
... (Al. 3.3) 
... (Al. 3.4) 
A-03 
Al. 
_4 
- Inversion of a Second General Form 
Let the (k + 1) square matrix A be defined by: 
a 
n n- 1 n- 2 n- k 
n- 1n n- I 
n-2 n-1 n 
nn-1 
n-k n--k-1 n-i n 
The inverse of A may be found using the relationship, 
A-1 -B B-1A-1 
(B -1B 
t B(B'A EJ-1B', 
where B is a suitable, non-singular (k + 1) square matrix. 
In this case, 
1 0 0 
0 -1 
B= 0 
. -1 10 
0 0 0 -1 1 
Now, 
1 -1 -1 -1 -1 
1 1 -1 -1 -1 
1 11 -1 -1 -1 
BA 
. 1 -1 . 
1 1 1 -1 
n-k n-2 n-1 n 
A-o4 
and 
BLAB= 
2 0 D -1 
0 2 (. 
2 0! . 
0 0 2` -1 
_Z -"- -"- ý- -"- -"- ý- ý- -- 
-1 
- -n 
0 
Substituting in equations (A1.3.1) to (A1.3.4), with a-2, b-0, 
c- -1 and d=n, gives 
i 
1 -+) 
I 
fr_1 
2n - k) 
1 
1. 
1 
------------ zY2 
Thus, 
BCC 1 
-T -(2n - 
°C Say. 
2n-k+1ý 111 ý2 
-(2n - k) 
T On _Q--Ö-- 
-"- ---0TD 
0ý -(2n - k) (2n - k) 
0 -(2n - k) 
I 
01 
.. (2n-k) 
000 -(2n-k) (2n-k) 
------+----------. ----------+- 
11111 -(2n-k-1) 12 
A-05 
and, hence, 
A"1 BCB' a 
1 
2 (2n-k) 
2n-k+1 -(2n-k) 0 0(1 
----- (2n-k) ----- 2(2n-k) ---- -(2n-k) ------------ 0T --7- 
0 (2n-k) 2 (2n-k) 
0 -(2n-k) 
I 
0 
2(2n-k) -(2n-k) 
0 
ý0 
0 . 0-(2n-k) 2(2n-k) -(2n-k) 
----- (----- ---- ------------+_-__ 1 10 0 00- 2n-k 12n-k+1 
... (Al. 4.1) 
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Appendix 2 Detailed Operation of Instruments 
A2.1 It3gition timing unit 
A photoelectric transducer and an annular plate mounted on the 
flywheel monitored the angular movement of the crankshaft. The outer 
rim of the annulus passed through the transducer and was drilled in 
two pitch circles, the outer having holes spaced at 10 intervals and 
the inner, two holes 1800 apart. The transducer and flywheel plate 
are shown in fig. A2.1.1. The square wave generated by the outer 
transducer had a period corresponding to 10 of crankshaft rotation 
and was passed through an and gate to a six bit counter. Pulses 
from the inner transducer, occurring at 50° before top dead centre, 
set a bistable which opened the and gate to initiate counting. When 
the contents of the counter exceeded the desired value, either in 
analogue or digital form, a monostable generated a pulse to fire the 
ignition and to reset the bistable to prevent further pulses entering 
the counter. A further monostable reset the counter for the next 
cycle of operation. 
'gis' 
I 
Pig. A2.1.1 Photoelectric Transducer and Flywheel Plate 
1% -()f), I 
i 
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A2.2 Torque Transducer 
With reference to fig. A2.2.1., the difference voltrege from the 
bridge was integrated by the differential integrator until the output 
of the integrator caused the comparator to switch. The polarity of 
the supply to the bridge and the comparator level were then reversed. 
The difference voltage from the bridge was then of opposite polarity 
and integration continued in the opposite direction until the com- 
parator level was again reached and the process repeated. Any 
changes in the out of balance of the bridge resulted in a steeper 
ramp at the output of the integrator causing the circuit to operate 
at a higher frequency. 
The resistance of a strain gauge under tension is given by 
(1 + a©) (1 + ße)R , 
where R is the resistance of the gauge at zero temperature and strain, 
a is the temperature coefficient of resistance, 
0 is the temperature, 
0 is the gauge factor 
and e is the strain in the gauge. 
The resistances for the bridge configuration shown in fig. A2.2.2 
are given for the shaft transmitting torque and a voltage V applied 
to the bridge. The integrator has input resistors P, capacitors C 
and output voltage V0. The two arms of the bridge then have the 
equivalent circuits shown in fig. A2.2.1 and the output of the 
differential integrator is therefore given by: 
1 
V0 1 +t3e _ 
(1Vdt. 
C(P + (1 +a a) RJ22 2) 
A-Oß 
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V 
(4 *a6)(4f +[3E)R 
(. +oce)(4 -/3 E) R 
Feig 
. 
A. 2 2 'Z EFFECT C STRAIN ON BRQgE RESISTANCE. 
to+o e)(-, p-')R 
(4-/3E) 
2 
(at1.3 c) 
2V 
Fig. A 2.2.3 EcýwiVAt.., ENT Ct;:; cuiTS OF BRIDGE 4\rws. 
(ý+ýc 6)(ßf -/3ýEý) R 
2 
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For the strain 1evp1s used, e2ß2 was very small and therefore 
ßCVt 
VO °+K, 
C(P + (1 + a0)2) 
where K is the initial output voltage. 
If P is made large compared with R, the output becomes a ramp with 
gradient ßcV/CP. The comparator will trigger at a voltage V. q, 
where q is the ratio of the input to the positive feedback resistance, 
and therefore the time taken between transitions of the comparator 
is 2CPq/ßc and the output frequency is ße/4gCP. It will be noted 
that this is independent both of the voltage applied to the bridge 
and the temperature coefficient of resistance of the strain gauge. 
The circuit will also compensate for offset currents in the integrator. 
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A2.3 Precision Monostable 
The following conditions existed on the monostable (fig. 
A2.3.1). in its quiescent state. The positive input to the amplifier 
was about 0.5V. positive due to the current flowing through the 
reversed Zener diode Z2, the negative input was at earth potential 
and the output was therefore positive. When a positive going edge 
was applied to the input, it was differentiated by the resistor RI, 
capacitor C1 and diode D1 network and the resulting spike caused the 
negative input to exceed the positive input of the anplifier. The 
output voltage then began to decrease, accelerated by the positive 
feedback through the feedback capacitor C2, until the Zener diode Z2 
conducted in the usual way several volts negative. The feedback 
capacitor C2 then charged at a rate dependent on the resistor R3, 
towards the voltage determined by the Zener diode Z1. Since the 
Zener diode Z2 determined the voltage across the capacitor C2 and 
the Zener diode Z1, its charge rate, the timing was made substantially 
independent of temperature by choosing these Zener diodes to have 
the same temperature coefficient. When, as a result of the charging 
of the capacitor C2, the positive input passed through zero volts, 
the amplifier switched back to its original state, again accelerated 
by positive feedback through C2. The Zener diode Z2 then represented 
a very low resistance and the capacitance C2 discharges rapidly, 
restoring the circuit for further triggering. 
It was essential for accurate timing that negligible current 
flowed from the operational amplifier while the feedback capacitor 
C2 was charging and this was achieved by using an N1'N transistor 
balanced pair at the input to the operational amplifier. Negative 
A-12 
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edges at the input to the monastable were heavily attenuatcd by the 
diode Dl and this permitted the operation of the monostable over a 
wide range of mark space ratios. The Zener diodes f: 3 and Z4 were 
used to stabilise the amplitude of the output. 
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A cndix A3 Fourth Order Auto-correlation Function of a Thrrc-'. tvc1 
Maximal-Length Sequence 
The fourth order autocorrelation function of a three-level 
maximal-length sequence, 14, is given by 
I4 =TJ u(t - tl)u(t - t2)u(t - t3)u(t - t4)dt 
.0 
Now u(T1)tu(T2) `2" (u(T1) 0 3u(T2))2 Q3 (u(T1) 0 3u(T2))2 
and since 
u(T1) Q 3u(T2) m 0, u(T1) ° u(T2) 
u(T1) 0 3u(T2) ° 0. u(T1) °- u(T2) 
u(T1)u(T2) ° u2(T1) (2) 3ü (T1), u(T1) °0 
u(T1) - u(T1) 
therefore 
u(T1)u(T2) ° (u(T1) (D3u(T2))2 - (u(T1) (D3u(T2))2 
and the fourth order auto-correlation function becomes 
0 
, t4 "T 
(u(t - tl) 3u (t - 1; 2 ))2 - 
(u(t - t1) 0 3u(t - t2))2} 
0 
(u(t - t3) +®3u(t - ty)) 2- (u(t - t3) V 3u(t - ty))2 dt 
Using the shift and add property of a three-level maximal-length 
sequence, 
u(t - t1) O 3u(t - t2) ° u(t - 11) 
u(t - t3) 
® 
3u(t - t4) ° uit - T2) 
n-15 
u(t - t1) E )324(t - t2) '2 u(t - 13) 
24 (t - t3) 
O 
314 (t 44) ° u(t - T4) 
giving the fourth order auto-correlation function in the form, 
I4 " OU2212(T1 TO - OU2U2(T1 T4) 
ýu2tc2(T3 TO + ý1420(r3 - 't2) 
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Appendix A4 Detailed Results 
A4.1 Pseudo-random binary sequences 
A pseudo-random binary sequence of length thirty-one was used 
throughout these experiments and this was generated by applying 
feedback from the second and fifth stages of a programmed shift 
register. The engine speed was controlled using a set point of 
2500 r. p. m. 
Fig. A4.1.1 Effect of optimiser gain 
This group of experiments shows how the optimiser wander 
increases with loop gain. 
Perturbation clock rate "04 sec. Perturbation amplitude ± 20 
The impulse response was assumed to have settled in 15 clock intervals. 
Fig A4.1.2 Effect of perturbation amplitude 
These three experiments indicate how the variance of the 
estimate of the cost function slope increases with smaller 
perturbation amplitude. 
Perturbation clock rate "04 sec. Gain factor 2 
The impulse response was assumed to have settled in 15 clock intervals. 
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Fig. A4.1.3 Effect of allowing f 2, r lyn ýr L_. cttjjnD 
The effects of steady state level may be removed from the 
impulse response estimates by assuming the system lins settled within 
the perturbation period and the later ordinates are zero. There 
experiments show the effect of assuming longer settling time than 
necessary. The variance of the cost function slope estimates 
increases as fewer impulse response elements are assumed to 
have settled. 
Perturbation clock rate "04 sec. Perturbation amplitude ± 4° 
Gain factor 4 
Fig. A4.1.4 Effect of averaging over several periods 
These experiments show that the variance can be reduced by 
averaging the cost function slope estimates obtained over several 
periods of perturbations. 
Perturbation clock rate "04 sec. Perturbation amplitude ± 20 
Gain factor 4 
The impulse response was assumed to have settled in 15 clock intervals 
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Fig. A4.1.5 Effect of increasing the perturbation 2cr. iod 
An alternative method of reducing the variance is to sample at 
the same rate but increment the perturbation less frequently. The 
increased number of samples gives a reduction in variance. 
Perturbation clock rate "16 sec. Perturbation amplitude ± 20 
System output samples "04 sec. 
The impulse response was assumed to have settled in 5 clock intervals 
Fig. A4.1.6 Effect of increasing the perturbation period 
These experiments are similar to the previous set but use 
longer perturbation sequence'' incre, ý, o$tM inýuvaýs 
Perturbation clock rate "32 sec. Perturbation amplitude ±2 
o 
System output sampled . 04 sec. 
The impulse response was assumed to have settled in 3 clock intervals 
P, ')i 
c 
J 
V 
In 
0 
f 
o 
O 
ý o 
o" 
00 
b 
o 
C ä 
v 
-D o 
J 
C) 
ý. o 
C 
i 
0 
M 
0 N 
Io 
Ci 
I 
`' 
I-- 
m 
Ui 1J v) 
a H 
R 
N 
tcJ 
tom' 
Y 
tý h 
Wg3 
;. 
U 
F+ý 
ýU 
G^ 
vv 
L 
n 
l 
O 
vO 
fx 4Q o0 jö 
cT 
,nO 
 ý1 :D 
IS 
r- 
1ýý 
.n 
v 
y 
v f, o a 
T 
S' 
r. ý 
_:: 
ý_ o 
N 
I 
ýý 
G 
O 
fI 
iý 
s. 
ýn 
ý 
f1 
cý 
a. " 
iýO 
T. '_ I 
&IC 
ý rý 
4 
.,, 
u 
u 
c, 
rý. 
c. n 
ci 
a, 
N 
U 
". r 
A4 
0 
U 
0) 
W 
W 
W 
L 
ý14 
A-7.4 
A 
1 r 
0 
.o 1 0 
O 
4VV 
d 
LT O 
r cr 
0 
0 
U. 
0 
.0 
ýn 
a 
J"ý 
1'0 
r, 
P 
Cy 
jZ 
r' 
N 
d 
p 
O 
p 
!y 
tý 
fy 
0 
.v 
g 
41 
O 
a; 
0 
N 
0 
., 4 u 
to 
.o 
41 
Gl 
C) x 
41 
to a . r., 
N 
C) 
N 
V 
W 
0 
44 
V 
C) 
W 
4d 
W 
A-15 
A4.2 Pseudo-random ternary sequences 
These experiments were carried out using a pseudo-random 
ternary sequence of length twenty-six and the engine speed controller 
set point was maintained at 2500 r. p. m. The system impulse response 
was assumed to have settled in half the pseudo-random ternary 
sequence perturbation period in all cases. 
Fig. A4.2.1 Effect of gain factor 
This shows the increase of wander in the optimiser as the gain 
is increased. 
Perturbation clock rate "04 sec. Perturbation excursion t 30 
Fig. A4.2.2 Effect of perturbation amplitude 
These experiments show that the variance of the estimate of 
the cost function slope may be reduced by increasing the amplitude 
of the perturbation. Note that when the experiment used a pertur- 
bation excursion of ± 10, the noise always drove the optimiser to a 
limit causing the engine to stall. 
The experiment was repeated with a smaller gain factor to reduce 
the effects of noise. 
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Fig. A4.2.3 Effect of averaging over several periods 
By averaging the results over several periods of perturbation, 
the variance is reduced and this allows higher loop gains giving a 
faster performance. 
Perturbation clock rate "04 sec. Perturbation excursion ± 30 
Fig. A4.2.4 Effect of increasing the period length 
These experiments show that-the variance of the estimate can 
be reduced by increasing the number of samples per period. 
Basic perturbation clock rate "04 sec. Perturbation excursion ± 30 
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A4.3 Square wave perturbations 
The engine speed set point was maintained at 2500 r. p. m., the 
system output sampled every "04 sec. and the impulse response assumed 
to have settled in 15 clock intervals through these experiments. 
Fig. A4.3.1 Effect of optimiser gain 
These experiments show that the wander of the optimiser 
increases as the gain factor is increased. 
Perturbation amplitude ± 2° Total period 64 clock intervals 
Fig. A4.3.2 Effect of optimiser gain with increased amplitude 
These experiments are similar to the previous set except that 
the perturbation amplitude was increased to ±30 This reduces the 
variance of the estimate. 
Perturbation amplitude ± 3° Total period 64 clock intervals 
Fig. A4.3.3 Effect of optimiser gain for longer periods of perturbation 
The variance of the estimate may be reduced by assuming the 
same settling time but using a longer perturbation since more data 
is then available for the estimation of the cost function slope. 
Perturbation amplitude ± 30 Total period 128 clock intervals 
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