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ДИНАМИЧЕСКИЙ МЕТОД НЕВЯЗКИ В ЗАДАЧЕ РЕКОНСТРУКЦИИ НЕИЗВЕСТНЫХ
ХАРАКТЕРИСТИК СИСТЕМЫ ВТОРОГО ПОРЯДКА
В статье рассматриваются две задачи динамической реконструкции неизвестных характеристик системы нели-
нейных уравнений, описывающих процесс диффузии инноваций, по неточным измерениям фазовых состоя-
ний системы. Предлагается динамический вариант решения этих задач. Предполагается, что система функци-
онирует на заданном конечном временном интервале. Эволюция фазового состояния системы, то есть решение
уравнения, определяется неизвестным входом. Точное восстановление истинного, действующего на систему,
входа, вообще говоря, невозможно в силу погрешности измерений. Поэтому мы предполагаем построить
некоторую его аппроксимацию. Потребуем, чтобы аппроксимация была сколь угодно близка к истинному
входу при условии достаточной малости измерительных ошибок и расстояния между моментами измерений
фазовых состояний. На основе динамического варианта метода невязки указаны два алгоритма решения задач
реконструкции: первый ориентирован на случай измерения всех координат фазового вектора, второй — на
случай измерения части координат. Предложенные алгоритмы являются устойчивыми по отношению к ин-
формационным помехам и компьютерным ошибкам и представляют собой специальные регуляризирующие
алгоритмы для одного из вариантов обратной задачи динамики.
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Введение
Задачи реконструкции структурных характеристик объектов относятся к обратным задачам, ко-
гда требуется по результатам наблюдения доступного измерению выхода системы восстановить
недоступный измерениям вход. Поскольку обратные задачи являются неустойчивыми относительно
ошибок измерения, то в случае наличия динамики для их решения используется сочетание мето-
дов теории управления с обратной связью и теории некорректных задач. Один из методов решения
обратных задач в ситуациях, когда неизвестное управление требуется восстановить в динамике,
синхронно с функционированием наблюдаемой системы, как принято говорить, в темпе реального
времени, получил название метода динамической регуляризации. В абсолютном большинстве работ
(см., например, [1–6]), развивающих указанный выше метод, решение задач динамической рекон-
струкции основывается на локальной регуляризации экстремального сдвига по методу сглаживаю-
щего функционала. Лишь в отдельных работах используется динамический метод невязки, который
был предложен в статье [7]. В указанной работе (см. также [8–10]) рассматривался случай измере-
ния всех координат. Причем в работах [7, 9] предполагалось наличие мгновенных ограничений на
возмущение в виде выпуклого компакта. Случай отсутствия таких ограничений отражен в [8, 10].
Для систем с распределенными параметрами динамический метод невязки был развит в [3,11–13]. В
данной статье, в отличие от указанных выше работ, для нелинейной управляемой системы на основе
метода экстремального сдвига, локально регуляризованного с помощью метода невязки, решается
задача реконструкции при неполном измерении состояния системы, а именно, при измерении части
координат. В качестве объекта исследования выбрана система, введенная в работе [14], для описания
диффузии инноваций. Задачи реконструкции структурных характеристик с позиций подхода [1–13]
некоторых экономико-экологические моделей были рассмотрены в работах [15–18]. Одним из важ-
ных факторов распространения любой инновации является ее взаимодействие с соответствующим
социально-экономическим окружением. По аналогии с диффузией инноваций [19] был введен тер-
мин диффузии информации. В настоящее время, когда объемы информации в Интернете позволяют
говорить об информационных потоках, актуальным становится изучение их динамики. И это за-
ставляет искать новые, ранее неизвестные в этой области методы. Можно признать перспективным
при анализе этих процессов (диффузии) использование математического аппарата теории управле-
ния [20–22].
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§ 1. Постановка задач
Рассмотрим систему, описываемую уравнениями:
x˙1(t) = k(t)x2(t) + x1(t)(λx2(t)− ν),
x˙2(t) = −k(t)x2(t)− (λx1(t) + µ)x2(t) + γ(t),
(1.1)
t ∈ T = [t0, ϑ], x1(t0) = x10, x2(t0) = x20.
Предполагается, что положительные константы λ, ν, µ, а также функция k(·), принимающая неотри-
цательные значения, известны, а γ(·) (или x2(t)) неопределенны. Мы рассмотрим ситуацию, когда
функция γ(t) (измеримая по Лебегу функция, удовлетворяющая условию γ(t) ∈ P = [−γ, γ], t ∈ T )
действует на систему, 0 < ϑ < +∞. Пусть в дискретные, достаточно частые моменты времени
τi ∈ ∆ = {τi}
m
i=0, τi+1 = τi + δ, τ0 = t0, τm = ϑ,
с некоторой погрешностью измеряется значение z(τi) ∈ R
n (n = 1 или 2). Результаты этих измере-
ний (величины ξhi ∈ R
n) удовлетворяют неравенствам
|z(τi)− ξ
h
i |n 6 h, (1.2)
где h ∈ (0, 1) — уровень информационной помехи, |x|n — модуль числа x (при n = 1), евклидова
норма (при n = 2).
Мы рассмотрим два случая. В первом будем предполагать, что в момент τi измеряется коорди-
ната x1(τi), то есть
z(τi) = x1(τi), ξ
h
i ∈ R,
а во втором — пара координат x1(τi) и x2(τi). И тогда
z(τi) = {x1(τi), x2(τi)}, ξ
h
i = {ξ
h
1i, ξ
h
1i} ∈ R
2. (1.3)
Требуется указать алгоритм, позволяющий восстановить неизвестную координату x2(·) в первом
случае, или вход γ(·) — во втором случае.
Приведем строгую постановку обсуждаемых задач. Зафиксируем семейство разбиений интерва-
ла T :
∆h = {τi,h}
mh
h=0, τi+1,h = τi,h + δ(h), τ0,h = t0, τmh,h = ϑ. (1.4)
З а д а ч а 1.1. Требуется указать правило формирования управлений uhi в моменты τi вида
Uh : {τi, ξ
h
i−1, ξ
h
i } → u
h
i ∈ R
так, чтобы имела место сходимость∫ ϑ
t0
|uh(t)− x2(t)|
2 dt→ 0 при h→ 0.
Здесь uh(t) = uhi при t ∈ δi,h = [τi,h, τi+1,h).
З а д а ч а 1.2. Требуется указать правило формирования управлений vhi в моменты τi вида
V h : {τi, ξ
h
i−1, ξ
h
i } → v
h
i ∈ R
так, чтобы имела место сходимость∫ ϑ
t0
|vh(t)− γ(t)|2 dt→ 0 при h→ 0.
Здесь vh(t) = vhi при t ∈ δi,h.
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§ 2. Алгоритм решения задачи 1.1
В дальнейшем считаем выполненным следующее условие.
Ус л о в и е 2.1. а) неизвестный вход γ = γ(t) порождает решение x(t) = x(t, γ) системы (1.1)
такое, что
inf
t∈T
|k(t) + λx1(t, γ)| > c > 0.
б) функция k(t) дифференцируема, а ее производная является измеримой по Лебегу и ограниченной.
Полагаем также, что нам известны числа d1, d2, k и γ такие, что
|x1(t)| 6 d1, |x2(t)| 6 d2, (2.1)
|k˙(t)| 6 k, |γ(t)| 6 γ при п.в. t ∈ T, (2.2)
В силу (2.1), (2.2) верны неравенства
|k(t)| 6 k1 = |k(t0)|+ k(ϑ − t0), (2.3)
|x˙1(t)| 6 d3 = k1d2 + λd1d2 + νd1. (2.4)
|x˙2(t)| 6 d4 = k1d2 + λd1d2 + µd2 + γ. (2.5)
Кроме того, при t ∈ [τi−1, τi]
|x1(t)− ξ
h
i−1| 6 h+
∫ t
τi−1
|x˙1(τ)| dτ 6 h+ d3δ. (2.6)
Опишем алгоритм решения задачи. Прежде всего зафиксируем величину погрешности измере-
ния фазового состояния системы (1.1), то есть число h ∈ (0, 1), а также разбиение ∆h вида (1.4)
отрезка T на полуинтервалы. Работа алгоритма разбивается на конечное число однотипных шагов.
Очередной i-й шаг выполняется в течение временно´го полуинтервала [τi, τi+1). На основании по-
ступивших на начало этого шага результатов измерения ξhi и ξ
h
i−1 вырабатывается вектор u
h
i по
формуле:
uhi = argmin{|v| : |v| ∈ U˜
h(τi, ξ
h
i−1, ξ
h
i )} при i ∈ [1 : m], (2.7)
где
U˜h(τi, ξ
h
i−1, ξ
h
i ) = {u ∈ R : |u| 6 d2, |(k(τi−1) + λξ
h
i−1)u− νξ
h
i−1 − (ξ
h
i − ξ
h
i−1)δ
−1| 6 σ
(1)
h },
σ
(1)
h = 2hδ
−1 +K1δ +K2h, K1 = νd3 + (k + λd3)d2, K2 = ν + λd2.
Здесь и ниже считаем τi = τi,h, m = mh. Итогом работы алгоритма на промежутке δi,h является
кусочно-постоянное управление вида
uh(t) = uhi при t ∈ δi,h, i ∈ [1 : m]. (2.8)
Работа алгоритма завершается в момент ϑ.
Оказывается, что при подходящем подборе параметров h и δ функция uh(·) будет являться хо-
рошей «аппроксимацией» неизвестной координаты x2(·). Этот факт следует из приведенной ниже
теоремы.
Заметим, что в силу условия 2.1 а), можно указать число E > 0 такое, что
var(T ; (k(t) + λx1(t))
−1x2(t)) 6 E.
Здесь символ var(T∗; v(·)) означает вариацию функции v(·) на отрезке T∗.
Т е о р е м а 2.1. Пусть выполнено условие 2.1 а). Тогда справедлива оценка
|uh(·) − x2(·)|
2
L2(T ;R)
6 (c1h+ c2δ + c3hδ
−1)(d2c
−1 + E).
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Прежде чем перейти к доказательству теоремы, приведем ряд вспомогательных утверждений.
Введем следующие обозначения. Пусть
PT (·) = {u(·) ∈ L2(T ;R) : |u(t)| 6 d2 при п.в. t ∈ T},
U(x1(·)) = {u(·) ∈ PT (·) : x˙1(t) = (k(t) + λx1(t))u(t)− νx1(t) при п.в. t ∈ T}.
Здесь U(x1(·)) означает совокупность всех управлений u(·), порождающих движение x1(·).
Кроме того, введем семейство множеств
Uh(·) = {u(·) ∈ PT (·) : u(t) = ui при п.в. t ∈ [τi−1, τi), ui ∈ U˜
h(τi, ξ
h
i−1, ξ
h
i ), i ∈ [1 : m]},
Л е м м а 2.1. Пусть u(·) ∈ U(x1(·)). Тогда имеют место включения
δ−1
∫ τi
τi−1
u(t) dt ∈ U˜h(τi, ξ
h
i−1, ξ
h
i ), i ∈ [1 : m].
Д о к а з а т е л ь с т в о. Пусть f1(t, x1, x2) = (k(t)+λx1)x2−νx1. Тогда при всех q ∈ R, |q| 6 d2
и всех t ∈ [τi−1, τi] в силу (2.1), (2.2), (2.6), имеем
|f1(t, x1(t), q)− f1(τi−1, ξ
h
i−1, q)| 6 |k(t)− k(τi−1)||q|+
+ λ|x1(t)− ξ
h
i−1||q|+ ν|x1(t)− ξ
h
i−1| 6 kδ|q|+ λ(h+ d3δ)|q| + ν(h+ d3δ) 6
6 ν(h+ d3δ) + {λh+ (k + λd3)δ}d2 = K1δ +K2h.
В таком случае, каково бы ни было u(·) ∈ U(x1(·)), верно неравенство∣∣∣δ−1 ∫ τi
τi−1
f1(t, x1(t), u(t)) dt − δ
−1
∫ τi
τi−1
f1(τi−1, ξ
h
i−1, u(t)) dt
∣∣∣ 6 K1δ +K2h, i ∈ [1 : m]. (2.9)
Кроме того, в силу равенства
δ−1
∫ τi
τi−1
f1(t, x1(t), u(t)) dt = δ
−1(x1(τi)− x1(τi−1)),
имеем ∣∣∣ξhi − ξhi−1
δ
− δ−1
∫ τi
τi−1
f1(t, x1(t), u(t)) dt
∣∣∣ 6 2h
δ
. (2.10)
Из (2.9), (2.10) следует утверждение леммы. Лемма доказана. 
Как видно из леммы 2.1, неизвестная компонента решения x2(·) (которую мы восстанавливаем
в задаче 1.1) обладает свойством
δ−1
∫ τi
τi−1
x2(t) dt ∈ U˜
h(τi, ξ
h
i−1, ξ
h
i ), i ∈ [1 : m].
Таким образом, множество U˜h(τi, ξ
h
i−1, ξ
h
i ) можно назвать множеством устойчивых локальных усред-
нений.
Л е м м а 2.2. Для любых t1 ∈ T и u(·) ∈ U
h(·) справедливо неравенство
∣∣∣ ∫ t1
t0
{k(t) + λx1(t)}(x2(t)− u(t)) dt
∣∣∣ 6 c1h+ c2δ + c3hδ−1,
где
c1 = 2 + (ϑ − t0)(ν + λd2 +K2),
c2 = k1 + d1 + d3 + λ(1 + d1)d2 + (ϑ− t0)(νd3 +K1 + k + λd2d3), c3 = 2(ϑ − t0).
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Д о к а з а т е л ь с т в о. Заметим, что справедливо равенство∫ t1
t0
{k(t) + λx1(t)}x2(t) dt = x1(t1)− x1(t0) + ν
∫ t1
t0
x1(t) dt. (2.11)
Пусть q = max{τi ∈ ∆: τi 6 t1}. Тогда в силу (2.1), (2.4) верны неравенства
|x1(t1)− x1(q)| 6 d3δ, (2.12)∣∣∣ ∫ t1
t0
x1(t) dt−
∫ q
t0
x1(t) dt
∣∣∣ 6 d1δ. (2.13)
В таком случае из (2.11), воспользовавшись (2.12), (2.13), получаем∣∣∣ ∫ t1
t0
{k(t) + λx1(t)}x2(t) dt−
{
x1(q)− x1(t0) + ν
∫ q
t0
x1(t) dt
}∣∣∣ 6 (d1 + d3)δ. (2.14)
Ввиду включения u(·) ∈ Uh(·) имеем
∣∣∣ q∑
i=1
∫ τi
τi−1
(k(τi−1) + λξ
h
i−1)ui dt− ν
q∑
i=1
δξhi−1 − ξ
h
q + ξ
h
0
∣∣∣ 6 δ q∑
i=1
σ
(1)
h 6 (2.15)
6 (ϑ− t0)(2hδ
−1 +K1δ +K2h).
В свою очередь, учитывая (2.6), устанавливаем неравенство
∣∣∣{x1(q)− x1(t0) + ν ∫ q
t0
x1(t) dt
}
−
{
ν
q∑
i=1
δξhi−1 − ξ
h
q + ξ
h
0
}∣∣∣ 6 (2.16)
6 2h+ ν
∣∣∣ q∑
i=1
∫ τi
τi−1
{x1(t)− ξ
h
i−1} dt
∣∣∣ 6 2h+ ν(ϑ− t0)(h+ d3δ).
Объединив (2.14)–(2.16), выводим соотношение
∣∣∣ ∫ t1
t0
(k(t) + λx1(t))x2(t) dt−
q∑
i=1
∫ τi
τi−1
(k(τi−1) + λξ
h
i−1)ui dt
∣∣∣ 6 (2.17)
6 {2 + (ϑ− t0)(K2 + ν)}h+ 2(ϑ − t0)hδ
−1 + {d1 + d3 + (ϑ− t0)(νd3 +K1)}δ.
Далее имеем (см. (2.1), (2.3))∣∣∣ ∫ t1
τq
(k(τq) + λξ
h
q )uq dt
∣∣∣ 6 {k1 + λ(d1 + 1)d2}δ.
В силу (2.2), (2.17), (2.6),
∣∣∣ ∫ t1
t0
(k(t) + λx1(t))u(t) dt −
q∑
i=1
∫ τi
τi−1
(k(τi−1) + λξ
h
i−1)ui dt
∣∣∣ 6 (k1 + λ(d1 + 1))d2δ+ (2.18)
+
∣∣∣ q∑
i=1
∫ τi
τi−1
{k(t) − k(τi−1) + λ(x1(t)− ξ
h
i−1)}ui dt
∣∣∣ 6
6 (k1 + λ(d1 + 1)d2δ + δ
q∑
i=1
{δk + λ(h+ δd3)d2} 6
6 (k1 + λ(d1 + 1)d2δ + (ϑ − t0){(k + λd2d3)δ + λd2h} =
= {k1 + λ(d1 + 1)d2 + (ϑ− t0)(k + λd2d3)}δ + (ϑ − t0)λd2h.
Справедливость леммы следует из (2.17), (2.18). Лемма доказана. 
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Л е м м а 2.3 (см. [3, с. 54]). Пусть T∗ = [a, b], −∞ < a < b < +∞, u(·) ∈ L∞(T∗;R),
v(·) ∈W (T∗;R), ∣∣∣ ∫ t
a
u(τ) dτ
∣∣∣ 6 ε, |v(t)| 6 K ∀ t ∈ T∗.
Тогда при всех t ∈ T∗ верно неравенство∣∣∣ ∫ t
a
u(τ)v(τ) dτ
∣∣∣ 6 ε(K + var(T∗; v(·))).
Здесь символ W (T∗;R) означает множество функций y(·) : T∗ → R с ограниченной вариацией.
Д о к а з а т е л ь с т в о т е о р е м ы 2.1. Учитывая (2.7), заключаем, что при i ∈ [1 : m]
|uhi | 6 δ
−1
∫ τi
τi−1
|x2(t)| dt. (2.19)
Поэтому, в силу (2.8), (2.19) при i ∈ [1 : m] также имеем∫ τi
τi−1
|uh(t)|2 dt 6
∫ τi
τi−1
|xh2(t)|
2 dt.
Значит |uh(·)|2
L2(T ;R)
6 |x2(·)|
2
L2(T ;R)
. Отсюда получаем
|uh(·)−x1(·)|
2
L2(T ;R)
6 2|x2(·)|
2
L2(T ;R)
− 2(uh(·), x2(·))
2
L2(T ;R)
= 2(x2(·)− u
h(·), x2(·))L2(T ;R). (2.20)
Воспользовавшись (2.20), получаем
|uh(·)− x2(·)|
2
L2(T ;R)
6 2
∫ ϑ
0
{(k(t) + λx1(t))(u
h(τ)− x2(τ))}{(k(t) + λx1(t))
−1x2(t)} dτ.
В силу условия 2.1 а) верно неравенство
|(k(t) + λx1(t))
−1x2(t)| 6 d2c
−1.
Утверждение теоремы следует из последних двух неравенств, а также лемм 2.2 и 2.3. Теорема
доказана. 
Таким образом, отображение Uh вида (2.7) решает задачу 1.1.
§ 3. Алгоритм решения задачи 1.2
Перейдем к решению второй задачи. Заметим, что в силу (1.2), (1.3), верны неравенства
|ξh1i − x1(τi)| 6 h, (3.1)
|ξh2i − x2(τi)| 6 h, (3.2)
Введем семейства множеств
V˜ h(τi, ξ
h
i−1, ξ
h
i ) = {v ∈ R : |v| 6 γ, |v − k(τi−1)ξ
h
2i−1 − (λξ
h
1i−1 + µ)ξ
h
2i−1 − (ξ
h
2i − ξ
h
2i−1)δ
−1| 6 σ
(2)
h },
где
σ
(2)
h = K3h+K4δ + 2hδ
−1,
K3 = k1 + µ+ λ(1 + d1 + d2), K4 = kd2 + (k1 + µ)d4 + λ(d2d3 + d4 + d1d4)δ.
Алгоритм решения задачи 1.2 аналогичен описанному выше алгоритму решения задачи 1.1.
Предполагаем, что на основании измерений ξhi и ξ
h
i−1 в момент τi построено замкнутое множе-
ство V˜ h(τi, ξ
h
i−1, ξ
h
i ). Следуя идеологии метода невязки, полагаем, что v
h
i — нормальный элемент
из V˜ h(τi, ξ
h
i−1, ξ
h
i ):
vhi = argmin{|v| : |v| ∈ V˜
h(τi, ξ
h
i−1, ξ
h
i )}, i ∈ [1 : m]. (3.3)
Тогда кусочно-постоянные управления vh(·) на промежутке δi,h находятся по правилу
vh(t) = vhi при t ∈ δi,h, i ∈ [1 : m]. (3.4)
Работа алгоритма заканчивается в момент ϑ.
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Т е о р е м а 3.1. Пусть δ(h) → 0, hδ−1(h) → 0 при h → 0, а управления vh(·) находятся по
правилу (3.4). Тогда
vh(·)→ γ(·) в L2(T ;R) при h→ 0.
Прежде чем перейти к доказательству теоремы, приведем некоторые вспомогательные утвержде-
ния.
Пусть
QT (·) = {v(·) ∈ L2(T ;R) : |v(t)| 6 γ при п.в. t ∈ T},
V (x(·)) = {v(·) ∈ QT (·) : x˙2(t) + k(t)x2(t) + (λx1(t) + µ)x2(t) = v(t) при п.в. t ∈ T}.
V h(·) = {v(·) ∈ QT (·) : v(t) = vi при п.в. t ∈ [τi−1, τi),
vi ∈ V˜
h(τi, ξ
h
i−1, ξ
h
i ), i ∈ [1 : m]}, m = mh, τi = τi,h,
Л е м м а 3.1. Пусть v(·) ∈ V (x(·)). Тогда имеют место включения
δ−1
∫ τi
τi−1
v(t) dt ∈ V˜ h(τi, ξ
h
i−1, ξ
h
i ), i ∈ [1 : m].
Д о к а з а т е л ь с т в о. Пусть f2(t, x1, x2) = −k(t)x2 − (λx1 +µ)x2. Тогда при всех t ∈ [τi−1, τi]
Φi(t) ≡ |f2(t, x1(t), x2(t))− f2(τi−1, ξ
h
1i−1, ξ
h
2i−1)| 6 I
(1)
i−1(t) + I
(2)
i−1(t) + I
(3)
i−1(t),
где
I
(1)
i−1(t) = |k(t)− k(τi−1)||x2(t)|,
I
(2)
i−1(t) = |k(τi−1)||x2(t)− ξ
h
2i−1|+ µ|x2(t)− ξ
h
2i−1|,
I
(3)
i−1(t) = λ|x1(t)x2(t)− ξ
h
1i−1ξ
h
2i−1|.
В силу (2.1), (2.2) верно неравенство
I
(1)
i−1(t) 6 kd2δ. (3.5)
Кроме того, учитывая (3.2), (2.5), имеем при t ∈ [τi−1, τi]
|x2(t))− ξ
h
2i−1)| 6 h+ d4δ. (3.6)
Поэтому из (2.3), (3.6) следует оценка
I
(2)
i−1(t) 6 (k1 + µ)(h+ d4δ). (3.7)
Заметим, что
|ξh1i−1| 6 1 + d2. (3.8)
Далее, воспользовавшись (2.1), (3.1), (3.6), (3.8), получаем
I
(3)
i−1(t) = λ|x1(t)x2(t)− ξ
h
1i−1ξ
h
2i−1| 6 (3.9)
6 λ|(x1(t)− ξ
h
1i−1)x2(t)|+ λ|ξ
h
1i−1(x2(t)− ξ
h
2i−1)| 6 λd2(h+ d3δ) + λ(1 + d1)(h+ d4δ) =
= λ(1 + d1 + d2)h+ λ(d2d3 + d4 + d1d4)δ.
Объединив (3.5), (3.7), (3.9), получаем
Φi(t) 6 K4δ +K3h. (3.10)
Кроме того, в силу равенства
δ−1
∫ τi
τi−1
f2(t, x1(t), x2(t)) dt = δ
−1(x2(τi)− x2(τi−1)), (3.11)
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имеем ∣∣∣δ−1 ∫ τi
τi−1
f2(t, x1(t), x2(t)) dt−
ξh2i − ξ
h
2i−1
δ
∣∣∣ 6 2h
δ
.
В таком случае, из (3.10), (3.11) вытекает, что каково бы ни было v(·) ∈ V (x(·)), верны неравенства∣∣∣δ−1 ∫ τi
τi−1
v(t) dt− [−k(τi−1)ξ
h
2i−1 − (λξ
h
i−1 + µ)ξ
h
2i−1 − (ξ
h
2i − ξ
h
2i−1)δ
−1]
∣∣∣ 6 σ(2)h , i ∈ [1 : m].
Лемма доказана. 
Л е м м а 3.2. Пусть заданы последовательности {hj}
∞
j=1 ⊂ R, {vj(·)}
∞
j=1 ⊂ QT (·) со свойства-
ми:
hjδ
−1(hj)→ 0 при j →∞, (3.12)
vj(·) ∈ V
hj (·), vj(·) → v0(·) слабо в L2(T ;R) при j →∞. (3.13)
Тогда v0(·) ∈ V (x(·)).
Д о к а з а т е л ь с т в о. Предположим противное, то есть v0(·) /∈ V (x(·)). Тогда найдутся
t1, t2 ∈ T , t1 < t2, такие, что∣∣∣ ∫ t2
t1
(k(t) + λx1(t) + µ)x2(t) dt+ x2(t2)− x2(t1)−
∫ t2
t1
v0(t) dt
∣∣∣ = b > 0. (3.14)
Пусть j1 таково, что при всех j > j1 и всех t∗, t
∗ ∈ T таких, что 0 6 t∗ − t∗ 6 δ(hj) верны
неравенства
∣∣∣ ∫ t∗
t∗
(k(t) + λx1(t) + µ)x2(t) dt
∣∣∣ 6 b/8, ∣∣∣x2(t∗)− x2(t∗)− ∫ t∗
t∗
v0(t) dt
∣∣∣ 6 b/8. (3.15)
Обозначим pj = min{t ∈ ∆hj : t 6 t2}, qj = max{t ∈ ∆hj : t 6 t2}. Из (3.14), (3.15) при j > j1
получаем ∣∣∣ ∫ qj
pj
{(k(t) + λx1(t) + µ)x2(t) + x˙2(t)− v0(t)} dt
∣∣∣ > b/2.
В таком случае при j > j1
3∑
q=1
I
(q)
j > b/2, (3.16)
где
I
(1)
j =
∣∣∣ ∫ qj
pj
(vj(t)− v0(t)) dt
∣∣∣,
I
(2)
j =
∣∣∣ ∫ qj
pj
{(k(t) + λx1(t) + µ)x2(t) + x˙2(t)} dt −
−
qj−1∑
i=pj
∫ τi+1
τi
{k(τi−1)ξ
hj
2i−1 + (λξ
hj
1i−1 + µ)ξ
hj
2i−1 + (ξ
hj
2i − ξ
hj
2i−1)δ
−1(hj)} dt
∣∣∣,
I
(3)
j =
∣∣∣ qj−1∑
i=pj
∫ τi+1
τi
{k(τi−1)ξ
hj
2i−1 + (λξ
hj
1i−1 + µ)ξ
hj
2i−1 + (ξ
hj
2i − ξ
hj
2i−1)δ
−1(hj)} dt−
∫ qj
pj
vj(t)} dt
∣∣∣.
В силу (3.13), имеет место сходимость
I
(1)
j → 0 при j →∞. (3.17)
В свою очередь, учитывая (3.10), (2.6), (3.2), (3.12), заключаем, что
I
(2)
j → 0 при j →∞. (3.18)
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Кроме того, ввиду включения vj(·) ∈ V
hj(·) имеем
vj(t) = vij ∈ V˜
hj (τi, ξ
hj
i−1, ξ
hj
i ) при t ∈ [τi, τi+1).
То есть
|vij − {(k(τi−1) + λξ
hj
1i−1 + µ)ξ
hj
2i−1 + (ξ
hj
2i − ξ
hj
2i−1)δ
−1(hj)}| 6 σ
(2)
hj
. (3.19)
В таком случае из (3.19) выводим
∣∣∣ ∫ qj−1
pj
vj(t) dt−
qj−1∑
i=pj
{k(τi−1)ξ
hj
2i−1 + (λξ
hj
1i−1 + µ)ξ
hj
2i−1 + (ξ
hj
2i − ξ
hj
2i−1)δ
−1}
∣∣∣ 6 (ϑ − t0)σ(2)hj . (3.20)
В силу (3.20)
I
(3)
j → 0 при j →∞. (3.21)
Однако соотношения (3.17), (3.18), (3.21) противоречат (3.16). Лемма доказана. 
Д о к а з а т е л ь с т в о т е о р е м ы 3.1. Пусть
v˜h(t) =
{
vh(t+ δ) при t ∈ [0, ϑ − δ),
vhmh при t ∈ [ϑ− δ, ϑ].
Докажем сначала, что v˜h(·) → γ(·) при h → 0 в L2(T ;R). Достаточно показать, что для произволь-
ной последовательности {hj}
∞
j=1, hj > 0, hj → 0 при j →∞, имеет место сходимость
v˜hj (·)→ γ(·) в L2(T ;R) при j →∞.
Предполагая противное, заключаем, что найдется подпоследовательность (обозначим ее симво-
лом {uj(·)}
∞
j=1) последовательности {v˜hj(·)}
∞
j=1 такая, что
uj(·)→ u0(·) 6= γ(·) слабо в L2(T ;R) при j →∞. (3.22)
Пусть δj = δ(hj),
uj(t) ≡ uj,i = δ
−1
j
∫ τi+1,hj
τi,hj
γ(t) dt при t ∈ [τi,hj , τi+1,hj). (3.23)
По лемме 3.1 uj,i ∈ V˜
hj(τi, ξ
hj
i−1, ξ
hj
i ). Значит uj(·) ∈ V
hj (·). В силу правила выбора элементов vhi ,
имеем
|uj(·)|L2(T ;R) 6 |uj(·)|L2(T ;R). (3.24)
Учитывая (3.23), выводим
|uj(·)|
2
L2([τi,τi+1);R)
= δj |uj,i|
2
6 δ−1j
( ∫ τi+1
τi
|γ(t)| dt
)2
6
∫ τi+1
τi
|γ(t)|2 dt = |γ(·)|2L2([τi,τi+1);R).
Поэтому
|uj(·)|L2(T ;R) 6 |γ(·)|L2(T ;R). (3.25)
Объединяя (3.24) и (3.25), заключаем
|uj(·)|L2(T ;R) 6 |γ(·)|L2(T ;R).
Следовательно,
lim sup
j→∞
|uj(·)|L2(T ;R) 6 |γ(·)|L2(T ;R). (3.26)
Кроме того, по свойству слабого предела
lim inf
j→∞
|uj(·)|L2(T ;R) > |u0(·)|L2(T ;R).
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Отсюда и из (3.26) следует
|u0(·)|L2(T ;R) 6 |γ(·)|L2(T ;R).
Далее, в силу леммы 3.2, u0(·) ∈ V (x(·)). Поэтому u0(·) = γ(·), что противоречит (3.22). Таким
образом, v˜h(·)→ γ(·) при h→ 0 в L2(T ;R).
Теперь докажем утверждение теоремы. Имеем∫ ϑ
0
|vh(t)− γ(t)|2 dt 6
∫ δ
0
|γ(t)− vh0 |
2 dt+2
∫ ϑ
δ
|v˜h(t− δ)− γ(t− δ)|
2 dt+2
∫ ϑ
δ
|γ(t− δ)− γ(t)|2 dt.
Поскольку γ(·) ∈ L2(T ;R), |v
h
0 | 6 γ, то первое и третье слагаемые в правой части послед-
него неравенства стремятся к нулю при δ → 0. Второе слагаемое не превосходит величины
2|v˜h(·)− γ(·)|
2
L2(T ;R)
, которая в силу доказанной сходимости бесконечно мала при h → 0. Теоре-
ма доказана. 
Таким образом отображение V h вида (3.3) решает задачу 1.2.
З а м е ч а н и е 1. Необходимо отметить, что доказательства теорем 2.1 и 3.1 принципиально
различаются. При доказательстве теоремы 2.1 используется тот факт, что функция x2(·) является
функцией ограниченной вариации, поэтому применима лемма 2.3. А во втором алгоритме мы не
предполагаем какой-либо гладкости функции γ(·).
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This paper considers two problems of dynamical reconstruction of unknown characteristics of a system of nonlinear
equations describing the process of innovation diffusion through inaccurate measurements of phase states. A
dynamical variant for solving these problems is designed. The system is assumed to operate on a given finite
time interval. The evolution of the system’s phase state, i.e., the solution of the system, is determined by an unknown
input. A precise reconstruction of the real input (acting on the system) is, generally speaking, impossible due to
inaccurate measurements. Therefore, some approximation to this input is constructed which provides an arbitrary
58
smallness to the real input if the measurement errors and the step of incoming information are sufficiently small.
Based on the dynamical version of the discrepancy method, two algorithms for solving the problems in question are
specified. One of them is oriented to the case of measuring all coordinates of the phase vector, and the other, to
the case of incomplete measurements. The algorithms suggested are stable with respect to informational noises and
computational errors. Actually, they are special regularizing algorithms from the theory of dynamic inverse problems.
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