We consider regularly varying random vectors. Our goal is to estimate in a non-parametric way some characteristics related to conditioning on an extreme event, like the tail dependence coefficient. We introduce a quasi-spectral decomposition that allow to improve efficiency of estimators. Asymptotic normality of estimators is based on weak convergence of tail empirical processes. Theoretical results are supported by simulation studies.
Introduction
Assume that (X, Y ) is a regularly varying random vector with index α and F is the marginal distribution of X. When dealing with extreme observations, we are often interested in estimating
where ψ : R 2 → R, C is a suitably chosen subset of R 2 \ {0} and x is large. For example, x can be chosen as x = x p = F ← (1 − p), where p is small (The value x p is called in financial applications the Value-at-Risk ). Special cases include estimation of the conditional tail distribution
estimation of the conditional tail expectation (expected shortfall)
or extremal dependence measure
where · is a vector norm on R 2 . The first problem is linked to estimation of the tail dependence coefficient, the second one to modeling of the expected shortfall ( [4] ), while the last one was introduced and studied in [13] .
In specific cases estimators of (1) can be obtained in a parametric or semiparametric way and rely on a particular model chosen. Alternatively, one can consider nonparametric approaches (see [2, Chapter 9] for related theory and methods, as well as an extensive list of references). Specifically, having an i.i.d. sample (X i , Y i ), i = 1, . . . , n, from (X, Y ), estimation of the conditional tail distribution in (2) can be achieved by 1 k n j=1 ½ {Yi>yX n:n−k ,Xi>X n:n−k } ,
where k is a deterministic sequence such that k → ∞, k/n → 0 and X n:1 ≤ · · · ≤ X n:n are order statistics. However, in order to provide reliable estimates of the conditional tail distribution one needs an appropriate number of pairs of observations such that the both components exceed the level X n:n−k . This usually requires a very large number of observations. In summary, the estimator (3) may not be particularly useful in practice.
We propose an alternative nonparametric approach to estimating the conditional tail distribution and more generally to estimating the expressions like the one in (1) . The idea comes from [1] , who considered regularly varying time series and defined a spectral and a tail spectral process. More specifically, in our context of bivariate vectors, regular variation implies that (X/x, Y /x) conditionally on X > x converges in distribution (when x → ∞) to a random vector (V 1 Θ 1 , V 1 Θ 2 ), where V 1 has a standard Pareto distribution, Θ 1 is concentrated at {−1, 1}, while (Θ 1 , Θ 2 ) is independent of V 1 . Furthermore, Θ 2 is a distributional limit of Y /X given that X > x and x → ∞. The representation of the limiting vector is similar to the standard spectral decomposition (see [2, Section 8.2.3] or [15, Section 6.1.2]), however, in our case the vector (Θ 1 , Θ 2 ) does not lie on a unit circle. Hence, we will call (V 1 , Θ 1 , Θ 2 ) the quasi-spectral decomposition.
As a consequence, if we assume for simplicity that all random variables are nonnegative, then the conditional tail distribution can be expressed in terms of Θ 2 as
Thus, the estimator (3) can be replaced with
We will argue below that the estimator (4) is more efficient than the one in (3) (see also [7] in a different context of time series). Of course, if α is unknown, it needs to be replaced with its estimator, however, we will provide conditions that guarantee that estimation of α does not influence the limiting behaviour of the estimator of the conditional tail distribution. This observation will be also confirmed by simulation studies. Also, we note that the bivariate case can be easily extended to a general multivariate situation, still requiring only one component to be large. Furthermore, the quasi-spectral decomposition can be useful in approximating the expected shortfall. It turns out that
whenever α > 1. Using the above identity we can construct two estimators of the expected shortfall. Asymptotic normality of an estimator that is based on the left-hand side of the above expression requires finiteness of the second moment, while an estimator motivated by the quasi-spectral representation on the right-hand side may have finite variance even when α ∈ (1, 2).
In summary, the proposed estimation procedure based on the quasi-spectral representation may lead to improvement in terms of efficiency or in terms of the conditions required to achieve asymptotic normality, as compared to other nonparametric methods.
In order to support our statement, we proceed as follows. In Section 2 we recall the concept of multivariate regular variation (see [15] ), followed by the quasi-spectral decomposition (Section 2.2). We link it to the conditional tail distribution (Section 2.3) and the conditional tail expectation (Section 2.4). We note that we present that section in a general framework of d-dimensional vectors. In Section 3 we consider weak convergence of tail empirical processes based on deterministic and random levels. The theory is used to construct estimators of (1) . Furthermore, some of the results in [13] and [4] can be concluded from ours. The specific cases of the conditional tail distribution and the conditional tail expectation are discussed in Sections 4 and 5, respectively. In the latter section we link our results to the estimation procedure in [4] . In Section 6 we conduct extensive simulation studies that show usefulness of our approach, while in the following one we apply our procedure to estimation of the tail dependence coefficient for some real data. Some technical details of proofs can be found in Section 8. We finish our paper by addressing several technical issues like different marginals and directions of future research.
Preliminaries
We start with some notation that will be used throughout the paper. Unless otherwise stated, by y we denote a vector (y 1 , . . . , y d ). For a vector y we write
and y > 0 we denote yC = {yx : x ∈ C}. As usual, for a given distribution F , we writeF (x) = 1 − F (x).
Multivariate regular variation
We start with the following definition (see e.g. [15, Theorem 6 .1]). 
The limiting measure is homogeneous with some index −α, that is ν X (yC) = y −α ν X (C) for any y > 0 and a relatively compact set C. We call −α the index of regular variation of X.
In what follows, we will assume that all components X i have the same distribution F (see also Section 8 for extensions) and are nonnegative (the latter assumption is purely technical and can be easily relaxed). Then
Quasi-spectral decomposition
We can link vague convergence to weak convergence of conditional probabilities. In particular, for relatively compact sets A, B in
In this spirit, regular variation implies a quasi-spectral decomposition. In time series context this approach was used in [1] . Proposition 1. Let X be a regularly varying random vector with non-negative regularly varying components with index −α. Then conditionally on
1. V 1 has the Pareto distribution with index −α;
Proof. A proof is given in Section 8.1
Remark 1. Throughout the paper the quasi spectral-decomposition into V 1 and (Θ 2 , . . . , Θ d ) is obtained by conditioning on X 1 . We can condition on X j for any j. Note however that for each different j we get different vectors V (that depend formally on j).
Representation of conditional tail distribution
We use the quasi-spectral representation to express the conditional tail distribution.
Corollary 2. Let X be a regularly varying random vector with non-negative regularly varying components with index −α. Then for j 2 , . . . , j l , j l+1 , . . . , j d ∈ {1, . . . , d} and y j > 0 we have
Proof. Proposition 1 implies that for
Furthermore,
and the result follows.
We note that the numerator and the denumerator in (6) can be expressed as limits. In particular, via Proposition 1, the numerator in (6) equals
with a bounded and continuous function g(u 2 , . . . ,
distribution function F and regularly varying with the same index −α. Assume that we have an i.i.d. sample (X j , Y j ), j = 1, . . . , n, from the distribution of (X, Y ). Let ψ :
In what follows u n denotes a scaling sequence, that is the sequence such that u n → ∞ and nF (u n ) → ∞. For s 0 > 0, define the tail empirical functioñ
and
If ψ is homogeneous with index γ then Lemma 7 implies
whenever ψ satisfies the appropriate integrability condition (see (39) below). Consider the tail empirical process
Also, define G * n (·) to be the process G n (·; ψ, C) for the function ψ ≡ 1 and the
The main result of this section is the following weak convergence for the tail empirical function. A proof is given in Section 8. 
The function ψ is homogenous with order γ ∈ R;
3. For 0 < s 0 ≤ s ≤ t we have tC ⊆ sC;
There exists
δ > 0 such that C ψ 2+δ (v 1 , v 2 )ν (dv 1 , dv 2 ) < ∞; then (G * n (·), G n (·; ψ, C)) ⇒ (G * (·), G(·; ψ, C)) (13) in D([s 0 , ∞)) × D([s 0 , ∞)), where G * (·), G(·; ψ,
C) are Gaussian processes with the covariance functions
cov(G * (s), G * (t)) = (s ∨ t) −α , cov(G(s; ψ, C), G(t; ψ, C)) = (s ∨ t) 2γ−α C ψ 2 (v 1 , v 2 )ν (dv 1 , dv 2 ) .
Tail empirical process with random levels
To apply the weak convergence established in Theorem 4 one needs to choose u n . The sequence depends on the marginal distribution which is unknown. Hence, we consider the tail empirical process with random levels. We refer the reader to [16] and [10] . The second issue is that the centering in the tail empirical process (12) is T n (s; ψ, C) not its limit T (s; ψ, C). This will be handled by an appropriate "no-bias" condition.
To proceed, choose a sequence k = k n such that k → ∞ and k/n → 0 and define u n by k = nF (u n ). Let X n:1 ≤ X n:2 ≤ · · · ≤ X n:n be order statistics from X j , j = 1, . . . , n. First, from Theorem 4 we conclude the following weak convergence. Let T n (s) =F (su n )/F (u n ).
Corollary 5. Assume that the conditions of Theorem 4 are satisfied. Furthermore, assume that the distribution function F is continuous and that
uniformly in a neighborhood of 1. Then
We note that the normal convergence of the order statistics is standard (see e.g. [5, Theorem 2.4.1]), but we need to argue that the convergence holds jointly.
Furthermore, we impose the following no-bias condition:
This leads to the following empirical processeŝ 
and (15) is satisfied, then the centering T n (s; ψ, C) can be replaced with its limit T (s; ψ, C).
Conditional tail distribution
If we choose ψ ≡ 1 and
Hence, T (1) (1; y) = lim n→∞ P(Y > u n y | X > u n ) is the limiting conditional tail distribution and T (1) (1; 1) is the tail dependence coefficient. We note that in terms of the quasi-spectral representation the limiting variance is
If we choose ψ(
n (s; y) .
In particular, using (7),
n (s; y) converges to a Gaussian process G (2) (s; y) with the limiting variance
which is smaller than the one given in (20) whenever y ≥ 1. Hence, both tail empirical functions in (19) and (21) can be used to construct estimators of the limiting conditional tail distribution. Specifically, we can usê
the latter one when α is known. The above discussion indicates that the second estimator can be asymptotically more efficient than the first one.
Unknown α
Letα be an estimator of α. We redefineT (2) n (1; y) from (24) aŝ
We have
We already know (cf. (17)) that
Using the first order Taylor expansion for α → z α , we have
Let k = o(k) andαk be the Hill estimator. We know that k (αk − α) converges to a normal random variable. Hence, in order to show that U 1 is of a smaller order than U 2 (y) it suffices to justify that
is bounded in probability,uniformly in y. Assume that for δ > 0 we have
Then recalling that k = nF (u n ) and
Hence, U 1 is negligible and there is no effect of estimation of α.
Conditional Tail Expectation
If we choose ψ(x 1 , x 2 ) = x 2 and C = {(x 1 , x 2 ) :
We note that the limiting variance can be represented as
In particular, by (9)
We have furthermore
The integral in (31) is finite whenever α > 2. However, the integral in (30) may exists even when α < 2 (take trivially the situation of Y = X or Y = φX + σ|Z|, where φ > 0, X is regularly varying with index −α and support contained in (ǫ, ∞), ǫ > 0, independent of a standard normal random variable Z.)
The limiting variance can be written as
We note that for s = 1 the limiting variance in (32) is smaller than the one in (27). Furthermore, the effect of estimating α is negligible if we use an estimator of α with a faster rate of convergence, as described in Section 4.1.
Modelling Conditional Tail Expectation
Let U (t) = F ← (1 − 1/t) be the upper quantile function. For a small p ∈ (0, 1) we have P(X > U (1/p)) = p. Our goal is to estimate
when p is small. In case of extremal dependence we have (cf. (9)) whenever p → 0,
where
If we model the tail by a generalized extreme value distribution, then U (1/p) can be estimated using the representation (5.9) in [2] , while‫א‬ CTE can be estimated using the tail empirical functions (26) and (28) as follows. We take s −1T (3) n (s) andT (4) n (s) and then replace s with X n:n−k /u n to obtain
Then,‫א‬ CTE can be chosen to be one of the estimators defined in (34)-(35).
Let now X be regularly varying. The function U is regularly varying as p → 0. IfF n,X is the empirical distribution function associated with X 1 , . . . , X n and we setÛ n,X (t) =F n,X (1 − 1/t), thenÛ n (n/k) = X n:n−k . Thus, when n/k ≈ 1/p, we have the following approximation (see [2, p. 119]):
Hence, we can estimateθ
whereα is an estimator of α. Equation (34) leads to the following estimators of θ(p):
We note that (37) is precisely the estimator used in [4] and our Theorem 6 can be used to conclude their Theorem 1 under slightly different conditions. Indeed, using (36) and noting that U (n/k) = u n we have
We can recognize‫א‬
and its convergence can be concluded from (17) , while the bias term in (38) can be handled by imposing a second order condition as in [4] . Now, the case of estimated α inθ (3) (p). Applying the first order Taylor expansion, we havê
If for some δ n → ∞ and a random variable ∆ we have
, then estimation of α yields an additional contribution r∆. This is exactly the situation of Theorem 1 in [4] , however note that they did not require that the vector (X, Y ) is regularly varying. Nevertheless, their Theorem 1 can be recovered from our results.
Implementation. Simulation studies
We perform simulation studies to illustrate our theoretical results. We illustrate estimation of the tail dependence coefficient
We use the estimatorsT
n (1; 1),T (2),α n (1; 1) defined in (23), (24), (25) . At the first step we plot estimates computed for different numbers k of order statistics. Next, we conduct Monte Carlo estimation for particular choices of k (5%, 10%, 20%, 30% and 40% of observations). Number of Monte Carlo iterations is chosen to be 1000.
Our simulations indicate that the quasi-spectral method is less variable more robust (in terms of the choice of k) than the standard empirical method, even if the parameter α has to be estimated.
A toy example: simple linear model
We simulate 1000 observations from the model Y = φX +σ|Z|, where φ ∈ (0, 1), σ > 0, X is standard Pareto with α > 0 and Z is standard normal. In this case the tail dependence coefficient is φ α . Figure 1 shows shows the estimated values using the three estimators, computed for different values of k, where k is the number of order statistics being used. On the x-axes actual values of order statistics X n:1 , . . . , X n:n are plotted in the increasing order. Hence, the estimators computed at the left-end of each picture use a large number of order statistics, while at the right-end use few order statistics. This is different as compared to the Hill plot. The first observation (not surprisingly) is that the empirical estimatorT (1) n (1; 1) is very sensitive with respect to the number of order statistics k, and is completely useless when plotted against large values of order statistics. The estimators motivated by the quasi-spectral representation are more "stable", even if the parameter α has to be estimated. Figures 2 and 3 show Monte Carlo estimates of TDC usingT 
Bivariate t
We simulate 1000 observations from the bivariate t-distribution, that is (X, Y ) = √ W (|Z 1 |, |Z 2 |), where α/W is chi-square with α = 4 degrees of freedom and (Z 1 , Z 2 ) are standard normal with correlation φ = 0.9. In this case the tail dependence coefficient is 0.63, see [14] .
Data Analysis
We analyse absolut log-returns of S&P500 and NASDAQ composite indices from January 2, 2013 until June 24, 2014. The scatter plot indicates strong dependence in the upper tail. This is confirmed by the estimation of the tail dependence coefficient. Again, the quasi-spectral method is less variable than the empirical one and robust with respect to the number k of the order statistics and estimation of α. n (1; 1). Each figure shows the boxplots for estimated values of the conditional probability computed for five different values of k. The first boxplot is computed based on 40% of observations, the second one based on 30% of observations, and the remaining ones based on 20%, 10% and 5%. n (1; 1). Each figure shows the boxplots for estimated values of the conditional probability computed for five different values of k. The first boxplot is computed based on 40% of observations, the second one based on 30% of observations, and the remaining ones based on 20%, 10% and 5%.
Technical Details
We state the following lemma without a proof.
Lemma 7. Let X be a regularly varying random vector such that all components are regularly varying with the same index −α. Let ψ : R d → R + be homogenous with index γ and assume that for some δ > 0,
Then for s > ǫ and a relatively compact set C in R d \ {0} we have
Proof of Proposition 1
Proof. Since X is regularly varying we have for
. If moreover y ≥ 1, the left hand side becomes the conditional probability
In other words, conditionally on X 1 > x, x −1 X converges weakly to a random vector, say V = (V 1 , . . . , V d ). Therefore, for any f : R d → R bounded and continuous we have
On the other hand,
Proof of Theorem 4
The proof is relatively standard, but we provide it for completeness. We start with the central limit theorem. Multivariate convergence follows by the CramerWald device. We prove the result only for G n (·; ψ, C).
Lemma 8. Under the conditions of Theorem 4, for each s
converges in distribution to a centered normal random variable.
Proof. We prove the central limit theorem by checking Lindeberg's conditions. Let
SinceF (u n ) → 0 as n → ∞, Lemma 7 implies that the first term dominates and lim n→∞ var(G n (s; ψ, C)) exists.
Furthermore, noting that for arbitrary δ > 0 and any random variable
Using Lemma 7 and since δ > 0, the expression on the right hand side converges to 0. Proof. In what follow, since the set C is fixed, in our notation we omit a dependence on it, unless it is necessary. For s 0 < s < t, define (s, t]u n C = (su n C) \ (tu n C) and
We note that lim n→∞ g n (s; m) = s mγ−α ψ(C; m) uniformly on [s 0 , ∞). Then
where we write shortly G n (s) for G n (s; ψ, C). We use Theorem 13.5 in [3] . For s 0 < s 1 < t < s 2 we have
By noting that for s 1 < t < s 2 we have U n,j (s 1 , t)U n,j (t, s 2 ) = 0, we evaluate
Next, we deal with the second term in (40). For s < t we have
Hence, the term is bounded by
The tightness follows.
Proof of Corollary 5
The argument is similar to that of [16] .
• By Theorem 4 and the Skorokhod representation theorem, there exists a probability space, a sequence of processes {G
• Assumption (14) implies that T n is continuous and strictly decreasing in a neighborhood of 1. Thus, there exists ǫ > 0 such that
← (s) for s ∈ (1 − ǫ, 1 + ǫ) and
almost surely uniformly with respect to s ∈ (1 − ǫ, 1 + ǫ).
• Since k → ∞ and (T n ) ← (1) = X n:n−k /u n , (42) implies that T n (X n:n−k /u n ) converges almost surely to 1. Since T (1) = 1 and T n converges uniformly to T in a neighborhood of 1, this implies that X n:n−k /u n converges almost surely to 1.
• By Taylor's expansion, there exists ς n such that |ς n − 1| ≤ |(T n ) ← (1) − 1| and
• Thus, (14), (42) and (43) yield that
almost surely.
• Since the convergences G n (·; ψ, C) → G(·; ψ, C) and (44) hold almost surely, they hold jointly. Coming back to the original probability space, we obtain the joint weak convergence.
Proof of Theorem 6
Proof. DenoteT n (s; ψ, C) =T n (sX n:n−k /u n ; ψ, C), whereT n andT n are the tail empirical functions defined in (10) and (16), respectively. Then, by the homogeneity property (11), G n (s; ψ, C) = G n (sX n:n−k /u n ; ψ, C) + s γ−α √ k {T (X n:n−k /u n ; ψ, C) − T (1; ψ, C)} = I 1 (s) + s γ−α I 2 (s) .
By Corollary 5
jointly with G n (·; ψ, C). In particular, X n:n−k /u n converges in probability to 1.
independence, if one wants to estimate quantities like the conditional tail distribution or conditional tail expectation, a different scaling is required. We will address this issue in a following paper, based upon the ideas developed in [9] , [8] , [11, 12] .
4. The quasi-spectral method should be compared with semiparametric or parametric ones. It could be particularly attractive in case of time series where very few parametric models for multivariate extremes are available.
5. We would like to address estimation of conditional tail expectation in a context of multivariate time series, using the tools developed in [6] .
6. It is a common practice in extreme value theory to standardize marginals. Assume that we have a positive bivariate vector (X, Y ) with marginal distribution functions F X and F Y . Define
Then Z = Q 
