T his paper considers time-dependent Ph t /M t /s/c queueing nodes and small tandem networks of such nodes. We examine characteristics of the departure processes from a multiserver queueing node; in particular, we focus on solving for the first two time-dependent moments of the departure-count process. A finite set of partial moment differential equations is developed to numerically solve for the departure-count moments over specified intervals of time t i t i + i . We also present a distribution fitting algorithm to match these key characteristics with a Ph t process serving as the approximate departure process. A distribution fitting algorithm is presented for time-dependent point processes where a two-level balanced mixture of Erlang distribution is used to serve as the approximating process. We then use the Ph t approximating departure process as the approximate composite arrival process to downstream node(s) in a network of tandem queues.
Introduction
We consider tandem queues with time-dependent Markovian (M t ) service distributions, multiple servers, and time-dependent phase-type (Ph t ) arrival distributions. This paper can be divided into two main parts, where the objective of the first part is to present an efficient algorithm to numerically solve for the first two moments of the time-dependent departure-count process over a time interval t t + , where t ≥ 0 and > 0. The objective of the second part is to present an algorithm to fit the departure-count moments of the Ph t /M t /s/c departure process with an approximate time-dependent phase-type process ( Ph t ).
Although the primary motivation of this paper is presenting a fitting algorithm for time-dependent point processes and the analysis of time-dependent queues in tandem, it is also motivated by the larger goal of constructing a queueing network analyzer for time-dependent systems (QNATS). The goal of developing QNATS is to provide accurate and efficient approximations for time-dependent, transient, and stationary systems. A queueing network analyzer (QNA) for stationary systems at steady state is presented in Whitt (1983) , where steady-state congestion measures at each node as well as the entire network are approximated. A computationally attractive property of QNA is that each node can be analyzed independently. The computational efficiency of QNA is achieved by decomposing the network and analyzing each node individually. Network decomposition and analysis is achieved in two main steps: (1) At every node in the network, QNA approximates key characteristics of the departure process. This allows each node in the network to be analyzed separately because the arrival process at downstream nodes is the superposition of departure processes from upstream nodes and outside arrivals; (2) Congestion measures at each node are approximated separately as a function of the mean and coefficient of variation of the approximated arrival processes and the user defined service processes. The main steps in the development of approximation methods for time-dependent queueing systems are similar to the main steps in the development of QNA; i.e., decompose the network by approximating the traffic flow among nodes, then analyze each node independently.
Network decomposition significantly reduces the computational effort required. Consider, for example, a tightly coupled two-node tandem network where the arrival process to the first node (upstream node) is a Ph distribution with n 1 phases and the arrival process to the second node (downstream node) is the departure process from the upstream node. The joint number-in-system Markovian representation of such a system has n 1 c 1 + 1 c 2 + 1 states, where c i is the capacity of node i for i = 1 2. If the arrival process to the downstream node can be approximated with an approximate Ph process with n 2 phases, then each node can now be analyzed separately where the number of states in the Markovian representation is n 1 c 1 + 1 + n 2 c 2 + 1 . If, for example, n 1 = n 2 = 4 and c 1 = c 2 = 100, then the set of joint numberin-system Kolmogorov forward equations (KFEs) is 40 804 whereas the set of number-in-system KFEs for the decomposed system is 808.
Providing approximations for a queueing node's time-dependent departure process is an integral part of analyzing time-dependent queues in tandem and queueing networks. The composite nodal arrival process can rarely be approximated by a specific distribution or family of distributions and approximating a non-Poisson process with a Poisson process can lead to inaccurate results (Gerhardt and Nelson 2009) . In a network with Markovian time-dependent service times, a generalG t /M t /s/c approximate system represents a node in the network without loss of generality, whereG t is the time-dependent general approximate composite nodal arrival process. Johnson and Taaffe (1988 , 1989 , 1990 demonstrate algorithms that arbitrarily closely approximate input processes for general models produced by matching moments of the input processes and distributions to moments of approximating phase-type processes and distributions. We conclude that the G t /M t /s/c system can be represented and closely approximated by a Ph t /M t /s/c system.
Departure Counts vs. Departure Intervals
Consider the departure process from a single Ph t /M t / s/c node. We would like to extract some key characteristics of the departure process from the Ph t /M t /s/c node. We then use those characteristics to construct a point process to serve as an accurate approximation for the time-dependent departure process. Without extracting all characteristics of the true departure process (with the exception of a few special cases) any point process constructed from the partial set of characteristics is necessarily an approximation. Consider two approaches to characterizing the true departure process. The first approach is to identify a set of characteristics for the interdeparture time intervals (or perhaps the intervals of time between time t and the time of the kth departure after time t). The second approach is to identify a set of characteristics for the count of the number of departures within a time interval.
An example of the first approach for approximating the departure process might be to obtain the first two (or more) moments of the time-until-the-kth departure starting from time t, and then fitting those moments to a Ph t process that would then serve as the approximating departure process. If the time-until-the-kth departure distribution were known, then we could compute characteristics of the time between successive departures, such as moments. We do not describe the computational details of the interval-based approach here, but have found that interval-based methods can require significantly more computation for time-dependent processes and have concluded that count-process based methods (described next) are far more efficient.
The second approach considers a time interval t t + for t ≥ 0 and > 0 and obtains the moments of the number of departures over the interval and then constructs an approximating departure process using a Ph distribution. We choose the second approach because it is computationally more friendly and we solve for the first two moments of the number of departures in the interval t t + , t ≥ 0, > 0. Notice that matching the second moment until the kth departure or the second moment of the number of departures within a time interval captures autocorrelation between successive interdepartures; see Gusella (1991) and Whitt (1982) . Let D t ≡ number of departures in the interval t t + , t ≥ 0, > 0. For any time t ≥ 0 and > 0 the first two moments of D t provide partial information about the departure process.
Algorithmic approaches to fit point processes using Markovian distributions have received extensive attention in the literature and a minimal representation of Ph and Markovian arrival processes (MAPs) in Telek and Horvath (2007) allows for more efficient fitting algorithms. The algorithmic approaches to fit stationary systems do not capture time dependency and lead to erroneous results if applied to nonstationary systems. To the best of our knowledge, we could not find efficient algorithmic approaches to fit timedependent systems with time-dependent Markovian processes.
Time-Dependent Queueing Systems
Many real-world queueing models exhibit time dependency in their arrival/service processes or in system capacity or number of servers. In a cellular communication network, a geographic cell representing tower coverage can be modeled by a queueing node where the arrival rate to a cell in the network is a result of mobile users crossing from one cell to a neighboring cell (Montenegro and Sengoku 1992) . The time dependency in the arrival rate to a node is because of the dependency of vehicle traffic as a function of time of day. Queueing models investigating air traffic can be unrealistic if time dependency is ignored (Koopman 1972 ). Aircraft arrival rates as well as airport capacity are dependent on the time of day and other factors such as weather (Peterson et al. 1995 (Avramidis et al. 2004) . Also, situations exist where stochastic equilibrium cannot be assumed within the entire time period being considered. Many systems that do not exhibit time dependency in the arrival and service processes still require transient analysis (Odoni and Roth 1983) .
Time-dependent Markovian queues with exponential interarrival and service distributions have received attention in the literature. Nonstationary Poisson processes provide a realistic fit to many real-world models and ignoring time dependency of the arrival or service process by using an average rate leads to erroneous results (Harrod and Kelton 2006) . Margolius (1999) considers the M t /M t /s/c system and presents formulas to compute the transient distribution of the number-in-system and discusses extending the analysis to Ph t arrival or service distributions. The work presented in Margolius (1999) is motivated by a real-world police dispatching problem where the frequency of calls for police assistance is dependent on the time of day. Knessl (2002) considers the single server time-dependent Markovian M t /M t /1 system where the traffic intensity has a special form. Exact expressions for the time-dependent probability distribution of the number-in-system are derived in Knessl (2002) as an alternative to numerically solving the corresponding differential equations. Bekker and de Bruin (2010) refer to previous work analyzing M/M/s and M/G/s/s systems to model healthcare systems concerned with capacity planning and consider an M t /H /s/s system where the arrival rate is piecewise constant. Bekker and de Bruin (2010) also present a brief literature review on queueing models with timedependent Poisson arrivals, and on the impact of time dependency in the arrival process on system performance. A thorough review is presented in Green et al. (2007) on setting staffing requirements for service systems experiencing time-dependent demand where real-world applications include call centers, police stations, bank tellers, and hospital emergency rooms. In Jennings et al. (1996) , systems such as call centers, where the number of servers can be made time dependent, are considered to account for the time dependency in the arrival process. Kaczynski et al. (2011) analyze the transient behavior of an M/M/s system with k entities initially present. They derive the probability distribution of the sojourn time of the nth customers as well as present algorithms to calculate the covariance between the sojourn time of customers. We also refer to Kaczynski et al. (2011) for a literature review on cases of queueing systems where transient analysis is investigated. Our model considers the Ph t /M t /s/c system as well as the M t /M t /s/c special case. We refer to Gerhardt and Nelson (2010) for a very thorough literature investigation on fitting point processes to Ph distributions.
Although Monte Carlo simulation appears to be a straightforward method for estimating timedependent system performance, constructing and exercising Monte Carlo simulation models can be tedious and computationally prohibitive. To compute system mean performance measures at time t, multiple independent replications of the simulation are required. Further, to estimate system performance at many different values of t, we need to run many independent sets of multiple independent replications to provide independent estimators and their corresponding standard errors. Thus Monte Carlo simulation can be impractical over long time intervals for time-dependent systems. We use Monte Carlo simulation to measure the accuracy of the approximation presented in this paper when solving for estimates on the number-in-system in a two-node tandem network. When testing the quality of our approximations on smaller networks, we solve the joint numberin-system KFEs as an alternative to Monte Carlo simulation. The obvious advantage of this approach is that the numerical integration results are as accurate as we desire (to machine-level accuracy). The drawback can be the computational infeasibility because of the possibly large number of states. The rest of the paper continues as follows. In §2 we present the notation for the Ph t distribution. In §3 we introduce the Markovian representation of the departure-count process and in §4 we derive the partial moment differential equations (PMDEs) to solve for the first two moments of the departure-count process. In §5 we present an algorithm that fits the departure-count moments to an approximate Ph t distribution.
The Ph t Count Process
In this section we present the notation used for the Ph t distribution (for more details on the Ph t distribution representation see Rueda and Taaffe 2004 or Nelson and .
• Let m A represent the number of phases in the arrival process.
• For some value of time t let t be a m A × 1 vector representing the arrival-process initial-state probabilities, where i t is the conditional probability that an entity will start its arrival process in phase i, given that the arrival process starts at time t.
• Let a t be a matrix of dimension m A × m A + 1 describing the time-dependent routing probabilities in the Ph arrival process. For example, a ij t represents the instantaneous time-dependent probability that at time t an entity that is completing its time in phase i will then proceed to phase j. When j = m A + 1, a ij t represents the time-dependent probability that an entity completing its time in phase i will then proceed to the absorbing state; i.e., an entity arrives to the queueing node. Downloaded from informs.org by [128.173.125 .76] on 05 February 2014, at 07:09 . For personal use only, all rights reserved.
• Let t be a m A × 1 vector representing the arrival-phase rates (i.e., the reciprocal of the arrivalphase mean resident times). Thus i t is the departure rate from phase i at time t.
• Let A t t ≥ 0 be the state of the arrival process at time t, where A t = 1 2 m A . Consider the arrival-count process produced by the time-dependent Ph t process over time interval t t + .
• Let C t t ≥ 0 be the number of arrivals in the interval [t t + ), t ≥ 0, > 0. Thus C t is the arrivalcount process over the time interval [t t + ).
The Kolmogorov forward and moment differential equations for the joint arrival-and-count process for the Ph t arrival process over the interval t t + are
where
and
for l = 1 m A and n = 1 2 3 For a time interval t t + , t ≥ 0, and > 0, the entire probability distribution of the count process can be calculated by numerically solving Equation (1). The nth moment can be calculated numerically using Equation (2). Numerically solving for the nth moment also requires solving for the first n − 1 moments as well as the probability that the Ph t arrival process is in phase l at time t, P A t = l , for l = 1 m A and t ≥ 0. The probability that the Ph t process is in phase l for l = 1 m A can be calculated by solving
3. The Departure-Count Process:
The Ph t /M t /s/c Departure Process Kolmogorov Forward Equations
The state of the Ph t /M t /s/c system is represented by the number-in-system at time t and the phase of the arrival process at time t. To directly consider the associated departure-count process we augment the usual state space by defining a random variable that counts the number of entities departing the system in the interval t t + . Next we define the augmented state space for the Ph t /M t /s/c system and list the associated KFEs. For the Ph t /M t /s/c system let the number-in-system be N t t ≥ 0 , where N t = 0 1 2 c; and the state of the arrival process be A t t ≥ 0 , where A t = 1 2 m A ; and let the number of departures in the interval t t + be D t t ≥ 0 > 0 , where D t = 0 1 2 Define the state probabil-
is the probability that the number-insystem at time t + is i, the arrival process is in phase l at time t + , and the number of departures in the interval t t + is d. Figure 1 shows the augmented state space of the special case of the M t /M t /s/c system. In Figure 1 , i j represents a state where the number-in-system at time t + is i and the number of departures in the interval t t + is j.
We abbreviate P i d t l with P i d l , and P i d l is the corresponding derivative with respect to . Let be the service rate. The number-in-system departurecount process KFEs (NSDC-KFEs) within the interval t t + ) are given by Equation (4):
a j l j P j 0 0 for i = 0
l a j l j P i 0 j for 0 < i < c
Notice that, theoretically, the number of states is infinite because within a time interval there is no upper limit on the number of arrivals-and therefore 
The Departure-Count
Partial-Moment Differential Equations (DC-PMDEs)
To compute the first two moments of the number of departures over the interval t t + , we can solve a set of partial-moment differential equations where the number of equations is not a function of d m or . No approximations are required and hence we can obtain numerically exact solutions over the time interval [t, t + ) for the Ph t /M t /s/c. In §4.2 we present a simple algorithm to obtain the first two moments of the departure-count process over any time interval.
The Ph t /M t /s/c DC-PMDEs
We next develop a numerically exact computational approach using 2m A c + 1 DC-PMDEs and m A c + 1 number-in-system KFEs (NS-KFEs). The union of the set of DC-PMDEs with the set of NS-KFEs, (NS-KFE ∪ DC-PMDE), form a closed set of differential equations. This set of (NS-KFE ∪ DC-PMDE) can be numerically integrated (along with an initial condition) to produce numerically exact results. This approach dramatically decreases the number of differential equations, but of course we no longer have the entire time-dependent probability mass function for the state of the systemwe just have moments. We obtain the PMDEs by summing the derivatives of the state probabilities. The partial-moment derivative is with respect to , where l = 1 m A and i = 1 c:
The resulting DC-PMDEs together with the NSKFEs form a finite set of quasi-closed PMDEs, NS-KFE ∪ DC-PMDE, and are the following: a j m A +1 j l P i−1 j for 0 < i < c (7)
The first moment DC-PMDEs for l = 1 m A ,
Notice that the number of NS-KFEs is m A c + 1 , and similarly the number of departure-count first-and second-moment PMDEs is 2m A c + 1 . The total number of (NS-KFE ∪ DC-PMDE)'s, Equations (7)- (9), is 3m A c + 1 . So the number of (NS-KFE ∪ DC-PMDE)'s to be evaluated is not a function of d m , the upper bound on the number of departures within an interval. In Table 1 we recap the KFEs and PMDEs presented so far to derive and calculate the departurecount moments.
The Ph t /M t /s/c Numerically Exact
Departure-Count Moment Algorithm In this section we present an algorithm that makes use of the (NS-KFE ∪ DC-PMDE)'s as well as initial conditions and stopping conditions to produce the numerically exact first two moments of the departure counts within a selected time interval. We call this algorithm the numerically exact departure-count moment algorithm (NEDMA). The NEDMA can be called at any time t to compute the departurecount moments for a time interval of width ; i.e., E D j t j = 1 2. We assume here that information about the probabilities of the number-in-system at time t have been computed via the full set of NS-KFEs.
The Ph t /M t /s/c NEDMA:
Step 0. Choose a start time, t, and an interval width, .
Step 1. Initialize the interval departure-count moments, E D j t 0 = 0 j = 1 2.
Step 2. Numerically solve Equations (7)- (9) for the time interval t t + . Notice that the NEDMA computes the first two moments within an interval, and it can also be used to compute the first two departure-count moments for subintervals of t t + . Executing the NEDMA over the interval t t + returns the first two departurecount moments over the interval t t + , where 0 < < . It also allows the calculation of the first moment departure-count over any time subinterval t 1 t 2 for any t 1 and t 2 , where t 1 t 2 ⊂ t t + and t 1 < t 2 . The first departure-count moment over a subinterval t 1 t 2 is E D t 1 t 2 − t 1 = E D t t 2 − t − E D t t 1 − t .
The Ph t Departure-Count-Process
Moment Intervals Define Ph t as the approximating process for the true departure process, and of course Ph t can also serve as an approximating arrival process at the downstream node. We make use of two types of departure-count random variables. The first is a random variable that counts the number of departures over a relatively large interval, and the second is a departure-count random variable over each of a set of subintervals of the larger interval. We use the larger intervals to approximate departure-count second moments and use the smaller intervals to approximate the departure-count first moments. Using larger time intervals for approximating the second moment of the departure count implicitly takes into account autocorrelation in the departure process; see Gusella (1991) and Whitt (1982) . We refer to the larger intervals as second moment intervals (SMIs) and the smaller subintervals as first moment intervals (FMIs). For a time interval of length T , the SMIs and FMIs are further described next.
4.3.1. Second-Moment Intervals. Define an interval of size to be a second-moment interval, where k = T for some positive integer k. These SMIs are intervals during which a Ph t of a particular structure will serve as our approximating arrival process. Within an SMI the approximating Ph t process can be time dependent, but its structure (number of phases) is not. The second moment of the count process generated by the approximating Ph t process over an SMI matches the second moment of the number of departures occurring within an SMI.
First-Moment Intervals.
Define an interval of size , where n = for some positive integer n, to be a first-moment interval. FMIs are subintervals of the SMIs. Figure 2 shows a choice of and the corresponding 's. These FMIs are intervals where the approximating Ph t process is stationary (neither the structure nor the parameters change). The fitted Ph t process is piecewise constant across the FMIs. The first moment of the count process generated by the 
Calculating the Departure-Count Moments
Over the Intervals In this section we make use of the NEDMA as presented in §4.2 to compute the second moments over k consecutive nonoverlapping intervals of length as well as the first moment over n × k consecutive subintervals of length = /n. Let S i be the second moment departure count for the ith SMI for i = 1 2 k. Let F i j be the first moment departurecount process over the jth FMI within the ith SMI for j = 1 2 n and i = 1 2 k. We refer to the following algorithm by the moments across intervals algorithm (MIA):
Step 0. Set i = 1.
Step 1. Set t i = i − 1 and i = .
Step 2. Execute the NEDMA and set,
Step 3. Stop if i = k, otherwise set i = i + 1 and go to Step 1.
This section presented the MIA to numerically solve for the time-dependent departure-count moments for a Ph t /M t /s/c queueing node across the FMIs and SMIs. In the next section we assume that the set of first two moments for the departure counts across the set of SMI intervals and FMI subintervals is known; i.e., S i and F i j are known for i = 1 k and j = 1 n.
Fitting a Ph t Distribution to the Departure-Count Moments
Given the set of departure-count moments we now describe construction of a point process to approximate the true departure process as a first step in constructing an approximating arrival process for a downstream node in a network. Note that the distribution fitting algorithm presented in this section can be applied to any point process where the count moments can be calculated over specified time intervals. Downloaded from informs.org by [128.173.125 .76] on 05 February 2014, at 07:09 . For personal use only, all rights reserved.
We change the parameter values across FMIs and SMIs so that the Ph t state probabilities are held constant. We accomplish this by specifying the initial condition that all P A t = i ⇐ i , where P A t = i are the Ph t process phase-state probabilities for the ith phase and i are the corresponding steady-state probabilities.
Let D t and C t be the number of departures and the count process from the approximating Ph t process, respectively, over the time interval t t + , t ≥ 0, > 0. We require the following properties when choosing the approximating Ph t process over the time interval of length T . Recall that the interval of length T is divided into k subintervals of length , and are in turn divided into n intervals of length .
1. The phase state probabilities of the approximating process are constant and equal to their steadystate probabilities throughout the interval of length T .
2. The values of the equilibrium phase state probabilities are not a function of the resulting count process.
3. The first moment of the Ph t count process matches the departure-count first moment over the FMIs, E C j−1 = E D j−1 for j = 1 kn. 4. The second moment of the Ph t count process matches the departure-count second moment over the SMIs, E C
k. Properties 1 and 2 simplify the moment-matching algorithm and eliminate the need to consider conditioning on an arrival at the start of the SMI as one would do in considering the associated Palm process. We use the four properties as well as Equations (2) and (3) to present a distribution fitting algorithm in the next section.
Fitting Distribution: Balanced Two-Level
Mixture of Erlangs A desired property of the fitted Ph t distribution is to have the flexibility to match high and low variability processes over any time interval t t + . A departure-count process is defined as having high/low variability over an interval
Let the approximating Ph t be a two-level mixture of Erlangs of common order (2-MECO) as presented in Figure 3 We define the 2-MECO as balanced if
Notice that the balanced-means hyperexponential distribution described in Whitt (1982) is a special case of the 2-MECO when m 1 = m 2 = 1. The balanced 2-MECO and the balanced hyperexponential special case result in 1 − 1 = 2 , or
An important characteristic of the balanced 2-MECO is that as long as Equation (10) is satisfied, the phase probabilities are equal to their steady-state values as expressed in Equation (11):
Let 2 = and 1 = / 1 − . The balanced 2-MECO system is defined by the number of phases for both Erlang processes (m 1 and m 2 ) and the two parameters and . In §5.2, we present an algorithm where and are chosen to fit the departure-count first moments over the FMIs and the departure-count second moments of the SMIs for fixed values of m 1 and m 2 . In §5.6, we choose the best structure of the 2-MECO distribution by selecting m 1 and m 2 .
The 2-MECO Departure-Count Process
Notice that and are held constant over an interval of length . Over an interval of length it is possible to represent Equation (2) for n = 1 2 as a closed homogeneous set of differential equations (HSDE).
. Using Equation (2), the departure-count first moment is (2) and (3), we can express the partial moments, X i s, and the second moment, Y by
The partial probability terms of Equation (3) are always constant for the 2-MECO case if the initial values of Equation (3) are the same as their steady-state probabilities (Equation (11)). Equation (3) is not needed to solve the set of partial differential in (14). A HSDE is achieved with an additional dummy variable v where v = 0 and v 0 = 1. Let be an m 1 + m 2 + 2 × 1 matrix/vector, where for
We can represent the HSDE by
where A is an m 1 + m 2 + 2 × m 1 + m 2 + 2 square matrix. Here we present an algorithm to calculate the second moment departure count over the ith SMI for a fixed whereas is varied within the SMI to match the first moment departure count for every FMI within the SMI. The parameter is constant within an FMI but is allowed to change from one FMI to another. So is piecewise constant within an SMI. Recall that SMI is divided into n FMIs of length = /n, where F i j ≡ first moment departure count over the jth FMI within the ith SMI. We refer to the following algorithm by the 2-MECO partial moment algorithm (PMA):
Step 0. Set * to be the initial value vector of the partial moments:
(the dimensions of are m 1 + m 2 + 2 × 1 and j represents the jth FMI).
Step 1. Set = 2 1 − F i j / (Step 1 follows from Equation (13)).
Step 2. Set A to be a square matrix of zeros with dimension m 1 + m 2 + 2 × m 1 + m 2 + 2 .
Step 3. Enter the first moments coefficients in A as presented in Equation (14):
• Coefficients of X 1 :
• Coefficients of X i for i = m 1 + 1 m 1 + m 2 : A i i−1 = m 2 and A i i = −m 2 .
Step 4. Set the second moments coefficients:
Step 5. Solve the HSDE by solving the matrix exponential equation:
• = e A · *
Step 6. Calculate The first two moments at the end of the current interval:
• First moment departure count =
i .
• Second moment departure count = m 1 +m 2 +1 .
Step 7. Stop if j > n, otherwise set * = , j = j + 1 and go to Step 1. Let = 0 8, and the first moment departure counts over the four FMI intervals are F = 3 8 4 10 . Executing the PMA, we obtain the partial moments over the intervals shown in Table 2 . The second moment of the departure count produced for = 0 8 is 658.02. Now our objective is to determine given the set of departure-count first moments over the four FMIs and the departure-count second moment over the SMI. Figure 5 is a plot of versus the departure-count second moment.
The balanced 2-MECO has the flexibility to match low and high variability. A balanced 2-MECO with 2m phases achieves the lowest variability for = 0 5 and m 1 = m 2 = m and is reduced to an Erlang distribution of order m. The lowest attainable departurecount second moment for Example 5.2 is 637 71. If a lower variability distribution is needed, then this can be achieved by increasing m. As illustrated in Figure 5 , the plot of the second moment departure count versus is symmetric around 0.5 and increases as moves away from 0.5 toward zero or one. If we are looking for an that corresponds to a departurecount second moment, it is sufficient to perform a simple search on the plot shown in Figure 5 over the interval 0 5 1 . For example, the value of that satisfies the departure-count first moments F = 3 8 4 10 over the FMIs and a departure-count second moment of 800 for the SMI is 0 957. If S is the target second moment then the following algorithm searches for the that matches S. We refer to the following algorithm as the fitting algorithm (FA). Let 1 be the desired accuracy:
Step 0. Set = 0 75 and jump = 0 25.
Step 1. Execute PMA and return the second moment departure count m 1 +m 2 +1 .
Step 2. Calculate the resulting error, e = m 1 +m 2 +1 − S / m 1 +m 2 i=1 i .
Step 3. If e < 1 then return and stop, otherwise
• if e > 0 then jump = − jump /2; • if e < 0 then jump = jump /2;
• set = + jump and go to Step 1. Notice that the FA is very efficient because only 10 iterations would result in a fitted that is within 2 −10 of the desired . The FA is executed for every SMI to obtain a fixed within the SMI, and is fixed within every FMI and is calculated in Step 2 of the PMA. In § §5.3 and 5.4 we present results for tightly coupled two-node tandem networks because approximation error is most noticeable for these smaller networks and less noticeable in larger networks. We also consider tandem queues with no outside arrivals to amplify any approximation error resulting from fitting the departure process of the upstream node. The departure process approximation error is not diluted by superposing an external process to the approximate departure process that better demonstrates the quality of our approximations. We also report the execution time of the FA as a measure of the algorithm's efficiency.
Numerical Example 1: Two-Node Tightly
Coupled Queueing Network Node 1 parameters: s 1 = 4 c 1 = 100 1 = 10 1 − 0 2 sin 0 6t . The system is analyzed over 20 time units that are divided into 10 SMIs of length = 2 time units. Each SMI is divided into 100 FMIs of length = 0 02 time units for a total of 10 3 FMIs. The departure-count first two moments over the SMIs and FMIs are calculated using the MIA and are fitted to a piecewise constant balanced 2-MECO distribution with m 1 = 4 and m 2 = 1. The piecewise constant parameters of the fitted 2-MECO are obtained using the FA. The first and second moments of the number-in-system at node 1 are presented in Figure 6 . The approximate first two moments of the number-in-system at node 2 are solved for using the fitted balanced 2-MECO as the input distribution. Solving the joint number-insystem KFEs was not possible because of the large number of states. The two-node system is simulated for 10 000 replications, where for each replication the number-in-system at node 2 for 10 different points in time is reported. The solid plots of Figure 7 show the approximate first two moments of the number-insystem at node 2. Figure 7 also shows the 95% confidence intervals for the first moment at the 10 chosen Node 1: Number-in-system standard deviation Figure 6 Node 1: Number-in-System First Moment and Standard Deviation-Example 1 points in time as calculated by the simulation. The confidence interval bounds for the 10 points in time are denoted by * in the first plot of Figure 7 . The second plot of Figure 7 shows the best estimate of the standard deviation obtained using simulation and is also represented by a * . In Table 3 we take the best estimate for the first moment as obtained from the simulation and compare it with our approximate number-in-system for the 10 selected points in time. The maximum absolute percentage difference as shown in Table 3 is 6 98% at time t = 8 and the average of the 10 selected points is 1 56%. Similarly for the number-in-system standard deviation, the maximum absolute percentage difference as shown in Table 4 is 8 35% at t = 8 and the average over the 10 selected points is 2 18%.
We also report in Table 5 the number of differential equations solved and the time required to obtain the results. Notice that solving the joint number-in-system would require solving 30 603 KFEs, which is computationally infeasible because of the large computer memory requirement.
Numerical Example 2: Two-Node Tightly
Coupled Queueing Network Consider the following smaller two-node example system where we compare our results with the joint number-in-system. Node 1 parameters: s 1 = 2, c 1 = 20, and 1 = 25. Node 2 parameters: s 2 = 2, c 2 = 50, and 2 = 18. The system is analyzed over 40 time units and is divided into four SMIs of length T = 10 time units. Each SMI is divided into 10 FMIs of length = 1 time units for a total of 40 FMIs. Because of the smaller number of states for the joint number-in-system, we compare the performance of the fitted balanced 2-MECO with solving the joint number-in-system. In Figure 9 , the dotted plots represent the approximate first moment and standard deviation of the numberin-system at node 2. The solid plots represent the first moment and standard deviation of the number-insystem at the second node are obtained via solving the joint number-in-system KFEs. Table 6 shows the number of differential equations solved and the time required to obtain the approximations as well as the joint number-in-system KFEs. The number in phases in the balanced 2-MECO is five where m 1 = 1 and m 2 = 4. Table 7 shows the average and maximum absolute error over the time interval 0 40 . The average percentage error as well as the maximum percentage error are also calculated in Table 7 for the time interval 2 40 .
Comments on the Length of the
SMIs and FMIs The system at node 1 of Example 2 ( §5.4) is in steady state during the majority of the time considered as can be seen from the plot of the number-in-system in Figure 8 10 to 40 would result in the same balanced 2-MECO, where = 0 756 and = 18 64. For a system in steady state, a recommended condition on the length of the SMI is that the SMI is large enough to assume independence between consecutive SMIs. The lag-1 correlation between the number of departures over the consecutive SMIs 10 20 , 20 30 , and 30 40 is ≈ 0 and is small enough to assume independence. Clearly, for a time-dependent departure-count process, smaller SMIs can better capture the time dependency in the second moment departure count. In Example 1 ( §5.3), we pair consecutive SMIs and calculate the correlation between departure counts from node 1 over the time intervals, as shown in Table 8 .
The average absolute lag-1 correlation over the 10 consecutive intervals is 0 05. The lag-1 correlation between the departure counts over the SMIs is negligible except between intervals 4 and 5 ( 6 8 and 8 10 ) as well as intervals 9 and 10 ( 16 18 and 18 20 ). A suggested lower limit on the length of the SMI when fitting a time-dependent system is not to allow the average absolute lag-1 correlation to exceed a tolerance level. Here we present the equations for calculating the correlation between consecutive intervals of length . Let D i be the number of departures
The correlation between the departure-count process of two consecutive intervals i − 1 i and i i + 1 : 
Notice that solving the NEDMA allows us to calculate the first or second moment departure count over any specified time interval. Equations (16) and (17) can be solved for using the NEDMA. Choosing a length for an FMI is more straightforward because there is no need to check for correlation. Smaller FMIs better capture the time dependency in the departure rate. The only disadvantage of using small FMIs is that they require more computation when fitting a distribution. In Example 2 of §5.4, larger FMIs can be used without sacrificing accuracy especially over the second, third, and fourth SMIs. In Example 1 of §5.3, smaller FMIs are needed to better capture the change in the departure rate. A suggested measure on whether the length of the FMI is small enough to capture time dependency is Node 2: Number-in-System First Moment and Standard Deviation-Example 2 whereĀ 1 ≡ the average departure-count first moment over the FMIs andĀ 2 ≡ is the average of the absolute change in the departure-count first moment between consecutive FMIs. The parameter 2 represents a tolerance level to approximate the departure rate. A smaller 2 results in a better fit. Equation (18) is always satisfied for a system in steady state becausē A 2 = 0. The ratio of Equation (18) as calculated for Examples 1 and 2 is ≈ 0 for both systems.
Structure of the Fitted Balanced 2-MECO
We have adjusted the parameters and of the balanced 2-MECO to match key characteristics of the departure process from the Ph t /M t /s/c node to obtain an accurate approximation of the time-dependent departure process. As stated previously, with the exception of a few special cases, any point process constructed from the partial set of characteristics is necessarily an approximation. The more characteristics matched, the more accurate the approximate process is. The structural parameters m 1 and m 2 representing the number of phases for the parallel Erlang distributions can offer more flexibility to the fitting process by matching more characteristics. For example, assume that the fitted distribution is Poisson with rate 1. Over a time interval of length 2 time units, the first and second moment departure counts are two and six, respectively. Any choice of structural parameters, m 1 and m 2 , can result in a fit for the first two moments. A balanced 2-MECO with m 1 = 4 and m 2 = 4, results INFORMS Journal on Computing 25(4), pp. 758-773, © 2013 INFORMS in a count process where the first two moments over an interval of length 2 are two and six, respectively, when = 0 3368 and = 0 8316. Obviously the best fit is m 1 = 1, m 2 = 1, = 1, and = 0 5, which results in a Poisson process. An approach to choose the best combination of m 1 and m 2 is to also fit the first two count moments over an interval of different length. The first two count moments of a Poisson process over an interval of length 1 are one and two, respectively. The best combination that would fit the first two count moments over intervals of length 2 and 1 is when m 1 = 1, m 2 = 1, = 1, and = 0 5. Although the balanced 2-MECO with m 1 = m 2 = 4 matched the first two moments over the interval of length 2, the resulting first second moment over the interval of length 1 is 1 82.
Notice that the FA assumes m 1 and m 2 before calculating the parameters and . An approach for selecting the appropriate structure parameters m 1 and m 2 is to choose two random intervals of different length and find the best fit over the first two moments for different combinations of m 1 and m 2 . Notice that the traffic intensity is greater than one for < 2 5. For the case where = 1, the server utilization is ≈ 1 and the probability of an empty queue ≈ 0 (calculated via solving the number-insystem KFEs). In such an overloaded system, the probability of an empty queue is ≈ 0 and the Poisson process provides an accurate approximation for the departure process at steady state. Also for a very large , the departure-count process approaches an Erlang order 4. For different values of traffic intensity , the best combination of m 1 and m 2 are shown in Table 9 .
The time intervals chosen for Table 9 were of length 4 and 2 at steady state. An approach to choosing m 1 and m 2 after executing the MIA is to randomly select an SMI, j − 1 j , and the interval j − 1 j /2 , then choose the combination of m 1 and m 2 that provide the best fit over the two intervals.
Conclusion
An advantage of considering departure-count processes is that computing the count moments of the superposed independent departure-count processes is straightforward; as would be needed in considering larger networks. For example, let D 1 and D 2 be the departure counts of two independent processes over an interval. Let D be the superposition of the two processes D = D 1 + D 2 :
Another advantage of considering departure-count processes is that computing moments of the Markov-routed departure-count processes is relatively straightforward as well (as would be needed in larger, more general networks). Consider a process where the arrivals/departures are routed to node i with probability p. Let A be the number of arrivals over a time interval and let A i be the number of arrivals to nodes i. The algorithms presented in this paper could be applied on several queues in tandem or on a network. If the network has a tree structure then it is possible to solve each node independently, otherwise each node can be analyzed separately across the SMIs. In this work we lay out algorithmic approaches to calculating key characteristics of the departurecount process and fitting a probability distribution. As stated earlier, this work is part of a larger goal of constructing a QNATS. Future work that builds on what is presented in this paper can take on two directions: (1) Enabling network decomposition to become even more efficient by taking advantage of previously developed closure-type approximation algorithms for the Ph t /M t /s/c number-in-system moments (Ong and Taaffe 1987) ; and develop departure-count moment approximations that are similar in structure, accuracy, and efficiency to number-in-system moment closure approximations. (2) Applying the distribution fitting approach (properties and algorithm) of §5 to distributions with even more parameters/flexibility than a 2-MECO (n-MECO or MAP) to capture more key characteristics. Downloaded from informs.org by [128.173.125 .76] on 05 February 2014, at 07:09 . For personal use only, all rights reserved.
