Abstract-This paper details the implementation of a supervisory controller executing within the microcontroller of an embedded system. The plant, a dual-axis solar tracking system, is developed and modelled as a discrete event system. The events generated by the plant are monitored and controlled by the supervisor executing within the system's onboard microcontroller. An optimized, light weight Evaluation Cycle minimizes the plant to supervisor synchronization delay. Several tests show that the implemented supervisor meets the design specifications.
I. INTRODUCTION
The supervisory control theory (SCT) of [9, 10] aims to develop controllers for discrete-event systems (DES). Typical implementations of supervisory control utilize Programmable Logic Controllers (PLCs) as their development platforms (e.g., see [3, 4, 5] ) and are aimed at industrial automation applications such as automated manufacturing. However, for the needs of most small-scale, low-power embedded systems, PLC hardware is large, expensive and over-engineered. In many cases, a microcontroller-based hardware system would be more suitable.
Existing implementations of microcontroller-based SCT have been explored in [2] , where the authors raise the important issue of limited microcontroller memory space. To address this concern, they propose a data structure for storing the supervisor that optimizes memory storage at the cost of execution speed. The application of microcontroller-based supervisors in [2] is limited to two manufacturing system emulators: one consisting of switches and LEDs, and the other a software-based (virtual) plant.
The behaviour of PLC-based implementations of supervisory control differs from the theoretical framework in a number of ways -most notably on the issues of Simultaneous Events, Inexact Synchronization, Choice, and the Avalanche Effect [1] . As noted in [2] , microcontroller systems bypass the avalanche effect phenomenon by moving away from PLC ladder logic. However, issues surrounding multiple back-to-back events between control commands (i.e., the issues of simultaneous events and inexact synchronization) remain and need to be addressed. This paper describes the design and implementation of supervisory control for a dual-axis solar tracking system. The paper outlines a development method that enables the automatic synthesis of a supervisory controller capable of executing on a microcontroller. The supervisor is stored as an array of structures that allows for a low memory footprint and fast execution times to mitigate "inexact synchronization." An ad hoc priority-based approach is proposed to address the issue of "simultaneous events." The issue of "choice" is not encountered in the solar tracker. Several tests show the implemented supervisor meets the design specifications.
Sec. 2 provides a brief overview of supervisory control. Sec. 3 discusses some of the challenges in the implementation of supervisory control. Sec. 4 introduces the hardware platform selected as the test bed, the DES models (automata) for the solar tracker components, the overall plant, and the models for the design specifications. Sec. 5 outlines the manner in which events are generated and triggered. The supervisory controller is generated using DECK [8] , a MATLAB software suite developed for the automatic synthesis of supervisory controllers. Sec. 6 discusses the results and optimizations the proposed architecture provides. The final section outlines the conclusions and potential future work.
II. SUPERVISORY CONTROL THEORY
A complex system can be broken down into subcomponents and modelled at a higher level of abstraction as automata. The resulting model will have a discrete state-space and use eventdriven state transitions to fully define their behaviour. An automaton is mathematically defined as a 5-tuple.
X is the finite set of discrete states the automaton can occupy. ∑ is the finite set of events that the automaton can generate (the alphabet). η is the partial transition function of G (η : X x ∑ → X). x o is the initial state, and X m is the set of marked states.
For large systems with multiple components, separate automata are used to define the behaviour of each system component. When combined by synchronous product [9] , these separate models form a single model known as the "Plant". The plant model fully defines the discrete state space and the event transition combinations the system can execute.
Typically, at least some part of the plant's behaviour is undesirable. Supervisory Control Theory [10] is a general approach that allows the synthesis of a Controller (supervisor) for Discrete Event Systems (DES). Using SCT, designers can automatically synthesize a supervisor capable of keeping the plant within particular specifications. The system's specifications are also modelled as automata, and allow designers to mathematically define the desired behaviour the plant must conform to.
The supervisor exerts control by dynamically disabling undesirable, plant-generated events; that is, by disabling events that lead to states which violate design specifications. The plant must therefore inform the supervisor of events as they occur and the supervisor must dynamically disable plant events that lead to undesirable behaviour (Fig. 1 ).
Figure 1: Plant and Supervisor Interaction
As outlined in [10] , events are either controllable (e.g., the actuation of a piston) or uncontrollable (e.g., sensor value changes). As such, not all events present in the plant's alphabet can be disabled. The supervisor must enable or disable only controllable events, leaving the uncontrollable events untouched (but monitored). In SCT, it is typically stated for convenience that events may be spontaneously generated. In practice, however, commands (such as the actuation of a piston) do not spontaneously occur and must instead be commanded by the supervisor By using various well-established mathematical properties, a maximally-permissive, non-blocking supervisor that enforces the behaviour outlined by the specification automata may automatically be synthesized. Refer to [6] [9] [10] for details.
III. IMPLEMENTATION ISSUES OF SUPERVISORY CONTROL
The supervisor in Fig. 1 performs the following:
1. detects any newly occurred event,
2. calculates the appropriate disablement (or equivalently, enablement) commands, and 3. sends the disablement commands to the plant.
In theory, it is assumed that between the occurrence of any two consecutive events, there is enough time for the execution of the above three steps. In practice, this may not necessarily be the case. Furthermore, plant events are generated sporadically while sensor readings and control calculations are done periodically. In the supervisor designed in this paper, the sensors are polled periodically and the control commands are renewed during the same cycle (more details are provided in Sec. 5). The control code is run periodically at instants t k (k = 0,1,2…). An event "a" occurs at t a . At t k the control code starts, "a" is detected and the corresponding command is applied to the plant at t k '. Two issues may arise:
I. Between t k-1 and t k , in addition to event "a" at t a , other events (including "a") occur. This results in multiple events detected by the control code after step 1.
II. Between t k and t k ', new events occur.
Both issues can essentially be described as multiple events between control commands. It should be noted that [1] refers to Issue (I) as "simultaneous events" and to Issue (II) as "inexact synchronization".
In the supervisor designed for the solar tracker, these issues have been mitigated through two actions. First, the selected polling frequency is sufficiently high to prevent issue I. In cases where Issue (I) arises, an ad hoc priority-based approach is used to guide the control logic. Second, the control code is implemented in a way (Sec. 5) that minimizes the execution time, t k '-t k , thereby mitigating issue II.
IV. HARDWARE IMPLEMENTATION & MODELLING
The application chosen for development is that of a dual-axis solar tracking system. Two position-controlled servo motors position a photovoltaic (PV) cell mounted on a pan-tilt assembly. Power collected by the PV cell is regulated by a maximum power point tracking device and distributed to the system components. Excess power is stored in the system's onboard battery. If insufficient power is generated by the PV cells, the system components are powered by the onboard battery. The system employs a wireless transmit/receive device to allow two-way communication with a Master Controller (MC) (Fig. 3) . The system is designed to accept high level sweep commands sent by the MC. Upon completion of a sweep command, the system broadcasts a response informing the MC of the outcome (either successful or failed). If no sweep commands are received, the system remains idle.
Four sensors are used to monitor the state of the solar tracker components (Fig. 4) Next, a DES model for the solar tracker is constructed by first modelling the individual components, followed by their interactions. The synchronous product operation [9] is then used to combine them.
Component Models:
The system is decomposed into a set of models, where each model represents a component that must either be monitored or controlled in order to meet the system's objectives.
Photovoltaic Cell: The PV cell is decomposed into three distinct brightness levels, and is illustrated in From the above model, it is clear that a finer decomposition is possible. However, in order to satisfy the design requirements set out by the system, no more than three states are required. Designers must remain aware that the growth of a model's state space is exponential, and that adding unnecessary states to a model can ultimately lead to state explosion. The model must therefore be granular enough to adequately define the behaviour of the component, yet sufficiently trim to avoid unnecessary states.
MPPT:
The Maximum Power Point Tracker (MPPT) component is a passive/uncontrollable device and does not need to be modelled.
Onboard Battery: The onboard battery is modelled in an identical fashion to the PV Cell, and is illustrated below. The current implementation limits the move signals to discrete 2.5° increments, and the system does not use a dedicated sensor to track the motor position. Instead, the system uses a software variable to store the current position of the servo motors. When a move command is issued, the system monitors the associated current sensor to determine whether the motor has successfully performed the move. If the measured current falls within the "successful" gap, the move is determined to be successful. After a successful move, the software increments the motor position variable by 2.5 degrees (positive for clockwise, negative for counter clockwise). The elevation motor is considered to have a failure state while the azimuth motor is considered to be fault free. For brevity, only the Elevation motor models are shown below. This implementation considers that a failure may occur when an obstruction prevents the motor from completing a move command. When such an event occurs, the current measured by the associated sensor will increase sharply and the associated failure event will be triggered. The obstruction may be temporary; for this reason, the model includes transition from "Failed" to "Turning". EL_CCW_MOVE and EL_CW_MOVE events are controllable events, while CW_OK, CCW_OK, and EL_FAIL_MOVE are uncontrollable responses to these events. The motor motion component model makes use of a controllable "EL_POLL_RANGE" event. This event will return the current range positon as one of three uncontrollable events. Either the motor is in range, at maximum clockwise, or at maximum counter clockwise. This effectively simulates a software sensor, as the range value is updated in the system software. The Master Controller sends wireless sweep commands to the wireless TX/RX device operating within the solar tracker. The "Full_Sweep" uncontrollable event will trigger the system to begin commanding its motors to sweep in a pattern defined by the movement specification. The "Bright_Detected" event is a controllable event that triggers when a bright area is found while performing a sweep command. Conversely, the "Sweep_Failure" event is a controllable event that triggers when no bright area is detected during the entirety of the sweep operation. Finally, the "EL_MOTOR_FAIL" event is a controllable event that triggers when the elevation motor has encountered an obstacle during its operation.
Component Interactions:
In most systems, the components themselves contain interactions defined by the physics of the system. Component interactions are modelled as automata. For example, the events of the battery state of charge (SOC) are a function of the PV Cell state. If the PV cell is in the Dark state, the battery state of charge can only go down. If it is in the Dim or Bright states, the battery SOC can either go up or down. This is captured in the automaton in Fig. 9 which is formed by adding appropriate selfloops of the battery events to the states of the PV cell. When determining interactions within a plant, it is helpful to ask the question: "is the occurrence of a particular event dependent on the state of another component?" For this implementation, the list of system interactions is as follows.
• The motors are not capable of moving when the battery is in the critical state. When we are in the critical state, it will be impossible to generate AZ and EL, CW and CCW_OK events.
• The motors require a large amount of current to generate move commands, substantially more than the maximum power that can possibly be generated by the solar panel. For this reason, if either motor is in a "Moving" state, the battery state of charge can only decrease.
Next, the design specifications are discussed.
System Specifications:
The design specifications define the behaviour the system must conform to in order to meet the system objectives. In this application, each motor requires two safety specifications. Also, a specification that outlines the ordering of the motor control commands must follow when a "Full_Sweep" command is received. For brevity, the automata outlining these specifications are not provided (but are available in [7] ). Instead, the English language descriptions are provided which were coded into DECK. The following two specifications are applied to each motor.
1. When a motor reaches the maximum range state, prevent further movement commands in that direction.
2. Polling of the motor range may occur only when the motors are Idle. This is required as the range values are updated only after a successful _OK event is detected.
The specification defining motor behaviour upon receiving a "Full_Sweep" command is detailed below.
• Upon receipt of a "Full_Sweep" command, the azimuth and elevation motors shall be repositioned to the fully counter clockwise positions.
• Once reached, the azimuth motor shall sweep until fully clockwise, followed by the Elevation motor. Finally, the azimuth motor shall sweep until it reaches the maximum clockwise direction.
• If the elevation motor encounters an obstruction during its operation, the EL_MOTOR_FAIL event shall be triggered and the system shall no longer attempt movements on this motor. In other words, future sweep commands will use only the azimuth motor.
• When performing the Sweep command, if the system transitions to the "Bright" state, the motors shall stop and the "Bright_Detected" event will trigger.
• If the system does not transition to a Bright state and the full sweep command has completed, the "Sweep_Failed" event is triggered.
• The system ignores additional sweep commands when performing a sweep.
V. SOFTWARE EXECUTION OF THE SUPERVISOR
With the system components, interactions, and specifications modelled, the next step is to generate the supervisor. This is achieved by coding all previously designed models in DECKa MATLAB library suite for supervisory control design [8] .
The plant model is formed from the synchronous product of the component and interactions models, and has 1,728 states and 20,192 transitions. Next, a minimally-restrictive supervisor is designed. The final product from DECK is a Supervisor expressed as a State Transition Table (STT): an N x 3 array where the first element is the "current state", followed by the "event", then by the "destination state". The STT defines the enabled events at each supervisor state. If an event is not present in the list, it is either disabled by the supervisor or not possible at the corresponding plant state. The implementation resulted in a supervisor with 1,620 states and a 7142 by 3 STT. The STT is stored in the microcontroller's FLASH memory and is indexed to allow fast determination of possible events for a given state. The implementation uses an array of structs, where each struct represents the data associated with a unique state. The data structure includes: the total number of enabled events for that state (len), and an N x 2 array of events and their destination states (stt). The data structure is visualized below: struct state_elements{ uint16_t len; const uint16_t (*stt) [2] ;};
The State_Elements are arranged in an array format, where the index of the array is equal to the state value. This creates an array of structures whose length is equal to the total number of states in the STT generated in DECK (1,620 entries for this implementation).
In this implementation, sensors are polled at a 4 Hz frequency, and their results are stored as variables in local memory using direct memory access (DMA). The frequency at which sensors must be measured depends on the application requirements. As this implementation monitors the illumination of a solar panel, a frequency of 4Hz is sufficient. It should be noted that the sensor results stored in the microcontroller's FLASH memory do not represent events. Events are evaluated and triggered during the Evaluation Cycle that continuously executes in the system's main loop. The Evaluation Cycle is divided into three phases (Fig. 10) . For each state, the system must unlock the possible events for that state, monitor whether any of the events have triggered, and transition to the state associated to the triggered event. The value of "6" refers to a 6-volt value generated by the solar panel. If the event is enabled and the system measures 6 volts or greater, the "Dark_to_Dim" event is declared to have triggered and the system will transition to the event listed in the STT. The Event Cycle evaluates all 29 events present in the STT. If any of the events become triggered, the loop will immediately exit and the system transitions to the state associated with the event. If multiple events are eligible to be triggered during a single Event Cycle, only one will be evaluated. The event is chosen based on a pre-determined priority list for the associated events [7] .
The final phase is the State Transition phase, and occurs immediately after an event has been triggered in the Event Cycle. The objective of this phase is to determine and transition to the state associated to the triggered event. The STT is indexed as an array of structs and the N x 2 array of data outlining the possible state transitions of the current state are searched.
V. RESULTS AND FINDINGS.
In this implementation, the Evaluation Cycle takes on average ~880μs (0.88ms) to execute in its entirety. The execution time depends greatly on the speed of the microprocessor (48 MHz in this case) and on the amount of events that must be evaluated. By storing the state transition table in an optimized array of structs, designers can achieve very fast Evaluation Cycles, thereby minimizing the effects of Inexact Synchronization between the plant and the supervisor. The implementation outlined in this paper uses an array of structures to store the supervisor. Each of the variables is stored as a 16-bit integer, allowing for up to 65,535 states and 65,535 events. The amount of memory required to store the supervisor is expressed using the following formula:
Required Memory (Bytes) = (6 x s) + (4 x t) +10
where "s" is the number of system states and "t" is the total number of transitions. A constant value of 10 is added to account for the empty array cell at value 0. The dual-axis solar tracking supervisory controller compiles to 1620 states and 7,142 transitions, yielding a code size of 38,288 bytes.
Given the duration of Evaluation Cycle (avg. t k -t k ' = 0.88 ms) and the period of the execution of control code (t k -t k-1 = 250 ms), we see that "inexact synchronization" is less likely compared to the "simultaneous events" issue. Several tests show that the implemented supervisor meets all of the design specifications [7] .
VI. CONCLUSIONS AND FUTURE WORK
This paper outlines the design and implementation of a supervisory control system for a dual-axis solar tracker. The supervisor is stored as an array of structs that allows for optimization with respect to event triggering delays. The supervisory controller outlined in this paper is expressed as a finite state machine. An FPGA is capable of transferring any finite state machine into dedicated hardware by encoding it in VHDL. In general, hardware implementations operate much faster than software implementations. As such, it is expected that FPGA-based implementations of supervisory control theory will operate at even lower triggering delays.
