Introduction
Our understanding of fracture risk has evolved from examining areal bone mineral density (aBMD) from dual energy Xray absorptiometry (DXA), to other risk factors for fractures in tools like FRAX 1 . It is clear that we need to understand factors beyond aBMD to gauge a clearer picture of an individual's fracture risk 2 . While DXA can provide lean mass, fat mass, and bone mass information, its two-dimensional scans fail to enable separation of cortical from trabecular bone, skeletal muscle from other lean organs, and its measurements and precision are sensitive to body size 3 due to significant soft tissue contribution to the attenuation of X-rays 4 . Peripheral quantitative computed tomography (pQCT), high-resolution (HR)-pQCT, and magnetic resonance imaging (MRI) ( Figure  1 ) have advanced capabilities in quantifying volumetric bone structure, mineral density (vBMD), and mechanical properties, as well as muscle morphometry, adiposity, and density. Each modality's physics have been documented in separate reports, operator manuals, and conference proceedings, but there has been a lack of effort in comparing technical features, advantages, and challenges associated with image acquisition among them. An appreciation of the technology could help understand the origin of artifacts, identify ways to minimize them, and could guide the appropriate modality selection to answer clinical or research questions. The present review aims to compare pQCT, HR-pQCT and MRI's abilities to quantify bone and muscle, taking into account acquisition settings, positioning, image artifacts, calibration, and motion assessment. Some rudimentary medical physics is also discussed to help the reader appreciate the challenges of generating images that display contrast between tissues for each modality. Other modalities such as DXA, bioelectrical impedance, ultrasound, and other X-ray-based modalities such as the EOS system are also important imaging tools for bone and muscle quantification but will not be covered here.
Overview of CT
The International Society for Clinical Densitometry (ISCD) published its first recommendations in 2008 on evidence for the use of QCT and pQCT technologies in managing osteoporosis in adults 5 ; and within the same year, issued recommendations on the need for establishing reference data and for standardizing bone measurements on pQCT for children and adolescents 6 . To better appreciate how QCT collects information on bones and soft tissue properties, a brief discussion of its medical physics will be useful. QCT operates on the physics of photoelectric absorption. The amount of photons passing through a material can be represented by the BeerLambert law (Equation 1), which indicates that the intensity of transmitted (I out ) versus the intensity of incident (I in ) photons is negatively related to the object thickness (d), and the linear attenuation coefficient (µ), which is governed by photon energy, and object density:
I out I in = -e µχd Equation 1. Beer-Lambert Law.
The thicker and denser the object examined, the fewer photons will be captured by detectors. With bone being able to attenuate more photons than muscle, followed by fat, differences in linear attenuation of these tissues allow QCT to separately quantify structural features. pQCT and HR-pQCT can yield vBMD and structural information at the distal radius and tibia. pQCT first led muscle analyses at more proximal scan locations 7 . HR-pQCT only more recently explored soft tissue analysis using distal tibia scans 8 and is now developing the technique at more proximal sites on its second generation machines (Kapadia R., personal communication). Each of these modalities was developed by different manufacturers. The first type of pQCT, the Densiscan-1000 by Scanco Medical AG (Bruettisellen, Switzerland) was distributed in 1988. The pQCT as we know it today was later manufactured in 1992 by Stratec Medizintechnik (Pforzheim, Germany) who has since established the XCT900, XCT960, XCT2000 (collimation enabled), XCT2000L (longer z-axis than XCT2000), and XCT3000 (larger gantry than XCT2000). The HR-pQCT was first distributed in 2004 by Scanco Medical AG (Bruettisellen, Switzerland), branded as the XtremeCT and by mid-2014 began marketing XtremeCT II (larger stack, faster scanning, smaller voxel size, deeper z-axis).
pQCT technology & acquisition settings
pQCT is a sequential QCT designed for compactness and portability while specializing in bone and muscle quantification 9 . The technology uses cadmium telluride (CdTe) detectors that operate over a range of temperatures with little concern over leakage current. Although energy resolution for CdTe is poorer than silicon detectors, smaller pixel sizes are enabled by separating crystals apart by 1 o (Rawer, R., Stratec, personal communication). The 12 detectors integrate image data across 180 projections into tomographic slices by filtered back-projection against a 256 x 256 pixel matrix 9 . Scan speeds range from 10 to 50 mm/s. The smallest voxel size achievable with XCT2000 and beyond is 200 µm (range 200-800 µm in-plane) using a source and detector collimator (4 x 0.8 mm aperture per detector). Scans operate at an X-ray voltage of 58-60 kV, a spot size of 50 µm, and a fan-beam geometry 9 . Because the back of the scanner is open, there is an unlimited gantry depth. However, the maximum object length is 400 mm, based on the maximum travel z-distance. Depending on the scanner generation, maximum object diameter can be 140 mm (XCT2000) or 270 mm (XCT3000), the latter being able to accommodate knees and thighs. Standard slice thickness remains at 2.0±0.5 mm in either case. Ionizing radiation is but a minor concern for pQCT scans with an effective dose of 1 µSv per tomographic slice. As a reference, the Canadian Nuclear Safety Commission established a dose limit of 1000 µSv for the general public per calendar year above background radiation, which has been reported to be 1800 µSv averaged across 16 cities in Canada 10 .
pQCT differences in scan speed and in-plane pixel size pQCT scan protocols have not been standardized. A survey of previous studies using pQCT employed a range of scan speeds (10, 15, 20 ,25 mm/s) and in-plane pixel sizes (0.200,0.300,0.400,0.500 mm) ( Table 1) . Acquisition of scans at a slower speed enables longer integration time, during which more image data could be back-projected to produce images with higher signal-to-noise ratio (SNR) and higher contrast-to-noise ratio (CNR). Together with smaller pixel sizes, finer structures such as trabecular bone could be better resolved and more accurately segmented ( Figure 2 ). Despite this strength, finer streaks of inter-and intra-muscular fat remain of too poor contrast against muscle to be distinguished on pQCT images ( Figure 3 ). Phantom scans were evaluated as part of a proof-ofconcept experiment to justify protocols for examining trabecular bone at smaller pixel sizes and slower scan speeds (primary data were generated here for the purpose of this review). A total of 10 scans were obtained on the third segment of the pQCT daily QA cone phantom at different speeds (10, 15, 20 mm/s) and pixel sizes (0.200, 0.300, 0.400 mm). The SNR (bone signal / standard deviation (SD) of noise (air)) and CNR ((bone-marrow signal)/SD of noise (air)) were computed along with basic pQCT parameters. Within the same pixel size, a slower scan speed provided higher SNR and CNR. Within the same scan speed, a larger pixel size resulted in higher SNR and CNR. The amount of difference in SNR and CNR between different pixel sizes and scan settings was significant, but differences due to changes in pixel sizes (45-70%) were larger than those attributed to changes in scan speed (9-18%) ( Table  2 ). Densities of the cortical region decreased significantly with each increment in pixel size on most part; while densities of the trabecular region exhibited the opposite trend (Table 3 ). These differences were on the scale of 4-18 mg/ cm 3 for cortical bone density but only 1-2 mg/cm 3 for trabecular density. While smaller pixel size and slower speed scans yielded higher trabecular and lower cortical bone density compared to other settings, the size of difference was comparatively small (0.5-2.0 mg/cm 3 ). These results justify using the smaller pixel size (0.200 mm) and slower scan (10 mm/s) to measure apparent bone microstructural outcomes. Although the 2 extra minutes of scanning at 10 mm/s versus 20 mm/s could worsen image quality, this protocol may be less of an issue for distal tibia scans. For scans focused on imaging muscle only, it may be advantageous to use a higher speed and larger pixel size to minimize noise. Otherwise, median filters can also be applied (F03F05F05, a 3x3 median filter with -500 to 500 mg/cm 3 threshold limit, and two 5x5 median filters with -500 to 300 mg/cm 3 threshold limit) to reduce noise and improve segmentations 11 . Based on these results, it is recommended that all studies report pixel size and scan speed. In particular, any attempt to measure bone apparent microstructure should utilize a pixel size of 0.200 mm and scan speed of 10 mm/s.
HR-pQCT technology
HR-pQCT operates using charge coupled device (CCD) metal-oxide silicon two-dimensional array detectors, each containing 3072 x 255 (4608 x 400 for XtremeCT II) elements. The transfer of charge within a CCD is highly efficient and combined with its low capacitance gives rise to higher SNR images Table 3 . Comparison of density and areal measures among different in-plane pixel sizes and scan speeds on pQCT. Scans were performed on the daily QA cone phantom using the varied settings indicated below. * Indicates significantly different from adjacent row speed and # indicates significantly different from adjacent column pixel sizes, both at the 95% confidence level.
Scan Speed
In than pQCT 12 . While the silicon technology generates greater energy resolution, it is sensitive to higher temperatures, causing dark current (thermoelectric effect) 13 . To circumvent this challenge, cooling mechanisms are required, making HRpQCT a larger and less portable modality. Despite this drawback, HR-pQCT can yield a standard isotropic voxel size of 82 µm (minimum 41 µm) or 62 µm (minimum 17 µm) for XtremeCT and XtremeCT II, respectively 14 . The scanner operates at an X-ray voltage of 60 kV (68 kV for XtremeCT II) with a spot size of 60 µm (80 µm for XtremeCT II). Matrix sizes can range from 512 x 512 up to 3072 x 3072 pixels (8192 x 8192 pixels for XtremeCT II). Each scan confers an effective dose of 3 µSv, though the volume of information (110 slices over a 9.02 mm region) is larger than a single pQCT acquisition obtained in a similar amount of time 14 . See Table 4 for comparison of other technical parameters between pQCT and HR-pQCT.
HR-pQCT is equipped with a height-adjustable chair and custom limb fixation casts for both upper and lower extremities. Unlike pQCT, there is a limited scanner depth. The maximum object axial scan length is 150 mm (200 mm on XtremeCT II) with a diameter of 126 mm (140 mm on XtremeCT II). However, the presence of metal in the holder further limits how proximally scans can be prescribed. With the smaller voxel size, HR-pQCT fairs better in quantifying trabecular thickness compared to pQCT, but is still subject to significant partial volume effects 15 . Despite this limitation, cortical porosity can be quantified at the standard voxel size 16 . Due to limitations in how proximal scans can be prescribed, muscle measurements are more challenging for HR-pQCT (XtremeCT I). There has only been one report of muscle being quantified on HR-pQCT distal tibia scans 8 .
pQCT & HR-pQCT differences in region of interest (ROI) selection
Scan protocols for HR-pQCT have been largely standardized 17 . However, in children, there is still debate over the optimal reference landmarks to use in order to avoid irradiating the growth plate 18, 19 . Relative distances like those used in pQCT scans have been recommended. Burrows showed that the 7% site of the radius 20 and 8% site of the tibia 19 avoided the growth plate in 100% of children examined. Adult scan protocols on HR-pQCT use a set distance of 9.5 mm at the distal radius and 22.5 mm at the distal tibia. Depending on limb length, the 4% site prescribed by pQCT could identify a different ROI from HR-pQCT. This difference is critical, as suggested by Sun and colleagues 21 , because even a half mm proximal shift in ROI could lead to significant decreases in trabecular vBMD (-0.97±0.55 mg/cm . From a population-based study of women 60-85 years of age, with 409 tibia and 349 radius scans completed, limb length was measured for pQCT scans 22 . The absolute distance corresponding to the 4% site at the tibia was 14.5±1.0 mm and at the radius was 10.2±0.6 mm. From two-sided Student's t tests, the relative distance for the tibia was significantly smaller than the fixed distance of 22.5 mm (p<0.001) prescribed by HR-pQCT; and for the radius was significantly larger than the fixed distance of 9.5 mm (p<0.001). While the 8.0 mm difference at the tibia translates to a substantial . At the distal radius region however, differences in ROI placement are more likely to impact cortical thickness and area measurements than density or trabecular structure.
The manufacturer of HR-pQCT reasoned that the fixed distance locations rendered analyses most feasible. In an experimental cadaveric study, Mueller et al. 24 further showed that failure load measured using finite element analysis (FEA) at the manufacturer-recommended 9.5 mm distal radius site over a 9.02 mm spanned region correlated best with FEA-derived failure load quantified over a span of 50.0 mm measured proximally from the radial endplate (r 
Overview of MRI
A major advantage of MRI is that, by measuring differences in spin relaxation properties of protons in different chemical environments, MRI can generate images with higher contrast between soft tissues and bone than QCT; though it offers little variability within bone due to its short (250-500 µs) relaxation time 25 . A second major advantage is the fact that MRI confers no ionizing radiation exposure. However, the voxel size achievable from MRI (>150 µm in plane and >300 µm thickness) only enables apparent measurement of bone structure 26 . Bone structure quantification using MRI has been explored by using short echo (TE) and repetition time (TR) gradient or spin echo sequences. Unlike QCT imaging, the greyscale values on MRI do not reflect the density of tissues. Instead, a more complex relationship is represented between the MR signal (S) and each of: longitudinal relaxation (T 1 ) time, amplitude of the gradient echo (A), flip angle (α) and TR, as described by the Common Ernst's equation for nuclear magnetic resonance (Equation 2). According to this equation, signals are stronger when the tissue has a longer longitudinal relaxation time such as for fat or marrow, and weaker when this time is short, for example in bone. While the bone-marrow contrast provided by differences in longitudinal relaxation can allow bone structure to be measured, variations in bone mineralization do not drive significant differences within bone. Consequently, MRI is not suited to directly quantify bone density. Unlike pQCT technologies, MRI has had a long-standing history of quantifying muscle, capitalizing on the high contrast in relaxation properties of protons in muscle versus fat and bone. The first high-field peripheral MRI (pMRI) units were developed by ONI Medical Systems and marketed as the OrthOne 1.0 Telsa(T) and MSK Extreme pMRIs, which have been acquired by GE Healthcare, who extended development to a dedicated 1.5T pMRI magnet called Optima MR430s. Esaote SpA has a similar extremity low-field MRI called O-scan (0.31T) with no requirement for radiofrequency (RF) shielding.
1-e -TR / T1
s = A sin (α) x -TR / T1 1-cos (α)e
pMRI technology
In full body MRI scanners, specialized RF coils can image similar peripheral sites as pQCT and HR-pQCT. Quantification of bone structure at the more clinically-relevant proximal femur and lumbar spine locations remains a challenge because RF pulses need to penetrate deep within thicker layers of soft tissue. In some cases, surface coils have been successful at imaging the femoral trochanter where soft tissue is minimal 28 , however, significant signal inhomogeneity becomes a major challenge for tissue segmentation. pMRI can achieve high SNR and CNR bone and muscle images and occupies only a small footprint compared to full body scanners 29 . Other imaging parameters also contribute to higher SNR: thicker slices, a smaller field of view, larger matrix, higher number of acquisitions, longer TR, lower RF bandwidth, and a higher field strength magnet 29 . However, with a stronger magnet, chemical shift and magnetic susceptibility differences become more apparent.
The GE OrthOne 1.0T pMRI consists of three transit-receive channels, a gantry that enables removable peripheral RF coil fittings of different sizes (80-180 mm diameter), field of view ranging from 40 to 160 mm, matrix size ranging from 64 to 512 for transverse directions and maximum 256 for the z-direction. The manufacturer claims voxel sizes down to 0.050 mm can be achieved with slice thickness as thin as 0.5 mm. Distal radius scans have been performed on this pMRI unit 15, 30 but because of the limited size of the gantry and depth of the bore of the magnet, distal tibia scans cannot be performed without significant foot plantar flexion. It has been noted that cortical bone measured at 0.195 mm voxel size, by virtue of its presence near high-proton-loaded soft tissue, is subject to susceptibility differences that can cause geometric distortion. Consequently, cortical bone measurement may not be reliable, especially in gradient echo sequences 15 .
Imaging trabecular bone
Although MRI is unable to compute BMD, it can yield bone structural measures by virtue of bone's contrast against soft tissue and marrow. So far, bone structure imaging at appendicular sites using MRI has not been standardized using a single protocol. Previous studies imaged trabecular bone using spoiled gradient echo (SGRE), balanced steady state free precession (bSSFP), and fast large-angle spin-echo (FLASE) sequences. Gradient echo type sequences are prone to chemical shift and susceptibility-induced phase dispersion, leading to distorted geometries but decrease with shorter echo time 31 . bSSFP sequences have similar off-resonance effects at the level of trabeculae originating from changes in precession angles, but can be decreased by combining images using different RF pulses 32 . Spin echo sequences better represent partial volumed voxels as intermediate signal intensities rather than complete signal loss as with gradient echo and bSSFP images, which overestimates bone volume fraction (BV/TV) 33 . However, long repetition times are necessary for spin echo sequences. This limitation is addressed by FLASE, which uses sequential pulses to stimulate echoes and minimize saturation, while rephasing and restoring inverted spins 34 . The resultant images from FLASE exhibit higher SNR compared to gradient echo and SSFP imaging. In any of the sequences described above, BV/TV can be computed but bone density cannot be directly estimated. While Tassani et al showed that tissue mineral density is relatively constant for cortical (1.19±0.06 g/cm 3 ) and trabecular bone (1.24±0.16 g/cm 3 ) 35 , computing bone density from BV/TV in MR images by assuming this property remains inaccurate if voxel sizes are large and significant partial volume artifact is present.
Imaging muscle and fat
By virtue of fat's lower resonance frequency, shorter spinlattice and spin-spin relaxation times compared to water, the fat-water chemical shift (3.35 ppm) could generate sufficient contrast to enable muscle-fat segmentation 36 . It is important to first acknowledge the differences among: 1) intermuscular fat (fat between muscle groups), 2) intramuscular fat (fat within muscle groups but still outside muscle cells), 3) extramyocellular lipids (EMCL, outside muscle cells and can include intramuscular fat), and 4) intramyocellular lipids (IMCL, inside muscle cells). Both IMCL and EMCLs can only be measured using oil-red O stained sections from muscle biopsies 37 , or through MR spectroscopy 38 , which will not be covered in this review. Basic T 1 or T 2 -weighted fast spin echo (FSE) sequences can depict fine streaks of inter-and intramuscular fat. Although both methods' images of muscle and fat appear similar, the latter is sensitive to pathologies that increase water in muscle 39 . Spin-echo sequences have been criticized for the lack of water exclusion from fat-containing areas. Two-point Dixon adjusts echo times in FSE sequences to yield in-phase (IP) and out-of-phase (OP) images. The fatonly portion can be calculated as ½[IP-OP] 40 , but is affected by field inhomogeneity which causes artefactual variations in signal intensities across the image. Correction of field inhomogeneity using bias field estimation methods like phased array uniformity enhancement (PURE) has improved the Dixon method's feasibility 41 . Three-point Dixon applies a third waterfat chemical shift phase encoding step that measures local field differences within voxels, and adjusts for inhomogeneity using mathematical equations 42 . More recently, iterative decomposition of water and fat signals with echo asymmetry and least-squares estimation (IDEAL) has been successful in isolating fat by staggering phases of echoes by integer variations of 2π/3 43, 44 . These images are not sensitive to field inhomogeneities and yield high SNR images 45 . However, water-fat phase swapping is occasionally observed (8.1%, N=283) 46 , resulting in replacement with fat where one expects water, and vice versa. For measuring muscle adiposity in the general population, FSE sequences may already be sufficient. Beattie et al showed that inter-muscular (ICC: 0.904) and intra-muscular (ICC: 0.844) volumes from FSE agreed closely to those measured using IDEAL images 47 . However, those with muscular disorders such as dystrophies may benefit from more intricate water-fat separation methods.
Voxel size & slice thickness
At 82 µm voxel size, trabecular geometry can only be approximated at best. For a mean trabecular thickness (Tb.Th) of 205.4±29.9 µm, as determined from iliac crest biopsies 48 , a maximum of two voxels can span across without interruption; an additional two voxels can also span the borders of the trabecular bone. Depending on the anatomy, Tb.Th can range from 50 to 300 µm 49 . For a sufficiently small voxel size to measure structures accurately, a general rule of thumb is accepted to include at least 3 voxels spanning across the object width without crossing the borders. Hence, any trabecular thicknesses less than 246 µm (3 voxels at 82 µm each) may be inaccurately measured using HR-pQCT. This limitation becomes more serious for pMRI (pixel size: 195 µm) and pQCT (pixel size: 200 µm), which could only include one pixel spanning the trabecular bone at best, manifesting in significant partial volume effects. Augat et al demonstrated this problem with the limited accuracy of cortical thickness (Ct. Th) and vBMD measurements on pQCT, with the primary culprit being partial voluming at the end voxels overlapping bone boundaries, especially in bones with thinner cortices 50 . This phenomenon explains the inverse relationship observed between cortical bone and marrow density with increasing pixel sizes shown in Table 3 . Hangartner also illustrated how peak cortical vBMD is reached only when the width of the structure can be represented by more than 6 pixels across 51 . To address this problem, the authors suggested using a segmentation threshold equal to the average between the two tissues to obtain mineral content, and a second but lower threshold to quantify area so as not to overestimate. Compact cortical density varies only to a small degree with exception of patients with osteomalacia. Therefore, it is justifiable to use a fixed threshold to determine cortical density and cortical geometry. Although these two investigations were focused on cortical bone, the same could be extended to trabecular bone. Unlike trabecular bone, the variance in inter-and intramuscular fat thickness is wider within and between individuals. While larger pixel sizes could preclude the ability to identify thinner streaks of fat, there may be less concern associated with achieving sufficient clinical sensitivity across individuals based on measuring larger fat streaks alone. Though, analytical sensitivity could be improved with smaller voxels leading to enhanced ability to measure changes.
Partial volume artifact resulting from larger slice thicknesses of pQCT (2.0 mm) followed by pMRI (>0.3 mm) are major culprits for quantifying trabecular geometry and, to a lesser degree, cortical geometry 15 and muscle adiposity. Partially captured trabecular bone within the slice can appear as lower intensity linear attenuation values on pQCT compared to bone that is completely captured within the full slice thickness. Depending on the threshold selected for bone segmentation on pQCT, partial volumed bone voxels may or may not be considered bone in final analyses. Although larger slice thicknesses on pMRI provide higher SNR, the less precise RF focusing means that finer details of bone and adiposity may not be well represented within the image slice acquired. In addition, decreased image contrast due to inter-slice crosstalk could arise when slices are obtained contiguously. Crosstalk occurs because the slice selection gradient and excitation profiles may not be uniform 52 . Consequently, a single excitation pulse may be applied to adjacent slices at the same location, causing saturation of the signal and yielding little image detail in certain regions within slices 53 ( Figure 4 ).
Beam hardening
Although not always apparent on CT images, beam hardening could contribute towards decreased Ct.Th and streaking artifacts flanking bone -reminiscent of motion. Lower energy photons are attenuated by higher density material in the path of the X-ray beam, generating a higher energy transmitted beam. Tissues that can once attenuate lower energy photons can no longer attenuate this higher energy beam, resulting in a linear attenuation profile that is underestimated in areas with more material 54 . For this reason, cortical attenuation signals are integrated across detectors, resulting in a lower density cortical shell, which also affects a thinner cortex. The high energy beam creates lower intensity streaks that originate from the cortical bone and cut across muscle, thus affecting muscle quantification 54 . Aluminum and copper filters on pQCT and HR-pQCT compensate for some of the beam hardening effects by first attenuating the lower energy photons, preventing scatter, and producing cleaner images. These systems were also pre-calibrated to cortical bone of the radius and tibia while adjusting for potential beam hardening artifacts within a physiological range of bone densities.
Calibration & cross-calibration
HR-pQCT and pQCT scans are not run with synchronous calibration (with phantom present in scan). Instead, linear attenuation values are pre-calibrated by the manufacturer with calibration equations specific to each scanner, assuming this calibration remains stable over time 9 . By default, fat under pQCT has been assigned a density value of 0 mg/cm 3 , water with 60 mg/cm 3 , and the densest compact bone assumed to be 1920 mg/cm 3 (58% collagen matrix with density of water 1.0 g/cm 3 +42% mineral with density of 3.2 g/cm 3 ). All density values computed by pQCT represent measurable apparent or Archimedean bone density 9 .
To circumvent comparability challenges, linear attenuation values (µ) on HR-pQCT are standardized to Hounsfield units ((µ tissue /µ water -1)*1000 HU), which are then converted to hydroxyapatite (HA) equivalent density units (mg HA/ cm 3 ) by phantom calibration 55 . Water on HR-pQCT is assumed to have a value of 0 mg/cm 3 . Therefore, any densitometric comparison between HR-pQCT and pQCT should account for an offset of 60 mg/cm 3 . Since MRI is based on differences in proton relaxation properties, it has no calibration to physical densities. Marrow T 2 relaxation time on MRI has, however, been related to trabecular vBMD measured on QCT 56, 57 . In addition, Ho et al showed a correlation of 0.98 (p<0.01) between T 2 * (transverse relaxation due to neighbouring spins and magnetic field inhomogeneities i.e. from hemoglobin) from IDEAL sequences and hydroxyapatite concentration in water; and a correlation of 0.82 between T 2 * and physical density on QCT. However, this technique was only validated on 5 volunteers 58 . Others reported skeletal muscle mass measurement from MR images by assuming a fixed density of skeletal muscle (1.04 g/cm 3 ) 59 , but readers are cautioned that these values are neither direct nor accurate reflections of physical mass.
While factory pre-calibration provides standardized physical density measurements for pQCT and HR-pQCT images, calibrating the scanners post-delivery, after any perturbation or re-location of the scanner, and crosscalibration of different scanners are necessary to ensure measurements remain comparable. In multi-centre studies, cross-calibration of scanners is critical to account for differences in pre-calibrated settings, for variable drift in detector performance, and for scatter that may be dependent on the environment. Calibration and cross-calibration of the pQCT and HRpQCT scanners have been completed using the European Forearm Phantom (EFP) (QRM, Moehrendorf, Germany) ( Figure 5 ). The phantom consists of four cylindrical sections, each with varying outer shell thickness (mimics cortical bone), and density inserts (mimics trabecular bone). The orientation of the two rods in the phantom simulates the positioning of the radius and ulna. Measurements and analyses are completed only on the side with varying cylindrical geometries. Values obtained from calibration should be compared against the EFP manufacturer's reference values 60 . For relative calibration against other scanners, each of the four EFP sections must be scanned at least three times, and a cross-calibration curve constructed for each measure using the slope-intercept method as recommended by the ISCD 61 .
In the Canadian Multicentre Osteoporosis (CaMos) Bone Quality Study (BQS) 22 , cross-calibration of pQCT (Table 5 ) and HR-pQCT (Table 6 ) scanners revealed slopes mostly near unity but intercepts suggesting the presence of systematic error. Offsets need to be adjusted prior to merging datasets from different scanners. Table 5 . Multi-centre pQCT cross-calibration with EFP. As per ISCD recommendations, linear regression models determined slopes and intercepts related the European Forearm Phantom (EFP) bone mimic variables between the referent Hamilton pQCT scanner (model: XCT2000) and each of the scanners at other sites. 95% confidence intervals (CI) (lower, upper) for slope and intercepts were reported. Calibration data were obtained from the Canadian Multicentre Osteoporosis Bone Quality Study 22 . 
Bone variable

Image motion assessment
HR-pQCT motion assessment
Motion artifact on HR-pQCT scans are qualitatively assessed after reconstruction of images using a scale of 1 to 5, with 1 representing the absence of motion, through criteria that were recommended by the manufacturer 62 . Although a set threshold for requiring repeat scanning is not currently recognized as a standard, it has been common practice to adhere to recommendations by Pauchard and colleagues who rejected images with qualitative motion grades >3 62 . Examples of motion grades 1 through 5 are represented in Figure 6 . In grades 1 to 3, motion streaks are minimal and cortical discontinuities are absent. In grade 4 and 5, cortical discontinuity is apparent and streaks are moderate to severe 63 . pQCT motion assessment pQCT motion assessment has informally been applied by different study groups as a binary grade of pass or fail. Images with discontinuity in the cortical bone are considered to have failed quality checks 64 . This assessment is consistent with failing grades 4 and 5 for HR-pQCT images. However, due to the stringent demands for a superior SNR and CNR for trabecular structure computation, separate rules for image quality have been recommended for pQCT 15 . A semi-quantitative scale of 1 to 3 for motion severity combined with a binary grade for trabecular bone disruption was formulated Quantitative assessment of motion streaks on lower leg pQCT scans using threshold-based algorithm. Raw image (A) showing positive (red) and negative (darker grey) motion streaks was thresholded to yield marrow and negative motion streaks (B), which then subtracted cortical bone and marrow (C), and added back cortical bone alone (E) to give negative motion streaks. Raw image (A) was also thresholded to yield cortical bone and positive motion streaks (D), which then subtracted cortical bone alone (E) to provide positive motion streaks.
( Figure 7 ). Grade 1 images are void of streaking and cortical discontinuities. Grade 2 images display minor streaking or blurring of the cortical shell but without discontinuity in the cortical shell. Grade 3 images include both cortical discontinuity and streaking. While grades 1 and 2 images are all analyzable, grade 3 images are further judged to pass or fail requirements for trabecular analysis based on the degree of disruption of trabecular bone within the endocortical envelope. A failed grade 3 image shows trabecular bone that has been blurred or shifted. This second quality assessment measure enables analysts to reasonably exclude outliers.
Motion streaks originating from cortical bone extend into the muscle regions, potentially affecting muscle measurements on pQCT. A previous study directly quantified motion streak areas overlapping muscle by comparing watershed (Figure 8 ) and threshold-based algorithms (Figure 9 ) 65 . Motion area defined using the threshold-based approach by Chan et al. was an adaptation from Schiferl's method first described by Blew et al in children 64 . The resultant motion streak areas from threshold-based segmentations were similar to those generated by manual watershed-guided contouring for quality grades 3 and below. However, for grade 4 and 5 images, the threshold-based method tended to underestimate the amount of motion compared to the watershed manual segmentation. Chan also demonstrated that removal of regions containing motion yielded significantly lower muscle density values (p<0.01), particularly in those with grades 4 and 5 motion 65 .
pMRI motion assessment
Because of the smaller number of MRI bone structure investigations; there has been a lack of effort to establish a motion assessment scheme specific to bone. One report used the normalized gradient squared (NGS) metric to quantify sharpness of an image 66 . Artificially-induced rotational motion ap- plied to k-space correlated with decreased NGS, indicating poorer image sharpness in MR images of trabecular bone. Progressively increased motion diminished the difference in trabecular outcomes between younger and older adults 66 . In systems like the 1.0T OrthOne pMRI that were not designed to custom process k-space data, NGS cannot be applied. Instead, semi-quantitative scales have been developed ( Figure  10 ). Grade 4 images exhibit ghosting, deformed or blurred cortical bone perimeters concomitant to loss of trabecular details, and consequently fail quality assurance. Grade 3 images show noticeable blurring or ghosting around the cortical bone but those that maintain sufficient textural contrast in the trabeculae remain analyzable. Grade 2 images show intact cortical bone with sufficient trabecular contrast but lack sharpness. Grade 1 images have an intact cortical bone and clear separation between marrow and trabeculae.
Similar to MR bone imaging, motion assessment on MR images of skeletal muscles has only been superficially explored. Only one account of motion quantification was described by Niitsu who tracked muscle motion using spatially tagged bands at centric-ordered phase encoding steps, inserted between image acquisition steps to determine amount of motion 67 . Our group more recently developed a motion grading atlas for T 1 -weighted FSE images of the lower leg ( Figure  11 ) (unpublished work). Grade 1 images showed minor to no discernible motion or sampling artifacts. Grade 2 images ranged from minor to moderate levels of blurring or sampling artifacts but without any ghosting. Grade 3 images show evidence of minor to moderate levels of ghosting with some degree of blurring or sampling artifact. Grade 4 images are not suitable for segmentation and include both severe ghosting artifacts and any degree of blurring or sampling artifacts. However, at this point, there is no evidence to suggest that segmentation of certain grade level images would confer less precision than lower image grades.
Conclusions & future directions
In summary, pQCT benefits from its portability, unlimited gantry depth and therefore ability to scan sites as proximal as the thigh. While HR-pQCT is in the early development stages of making muscle measurement possible, it already excels in quantifying bone architecture by virtue of its ability to image using smaller voxel sizes and a larger image stack compared to pQCT. Despite being weaker in its ability to quantify bone due to partial volume, chemical shift, and cross-talk artifacts, MRI confers no radiation and can generate much higher contrast between muscle and inter-and intramuscular fat than CT modalities. Fat-water separation techniques further render the distinction between fat and muscle possible on MRI, but investigators are warned that field inhomogeneity can influence the ability to segment these tissues with fidelity if the inhomogeneity remains uncorrected.
For bone microarchitecture imaging, HR-pQCT is the recommended modality of choice where costs are not a major concern. At a lower cost, pQCT can be used alternatively for bone apparent structure measurement, especially when more soft tissue information is desired. For more detailed investigations on muscle fat distribution and compartmentalization, MRI fat-water separation or even plain FSE sequences are recommended. However, one should be cautioned as to the accuracy of MRI measures of bone structure, especially when the in-plane pixel size is larger than 0.200 mm.
The success of these imaging techniques is underpinned by the need for proper motion and quality assurance, and particularly for multi-centre studies, cross-calibration efforts. In the case of pQCT, there is motivation to standardize acquisition parameters in order to improve comparability across studies, especially if there is the intent to apply the scans in clinical practice. Similarly, MRI pulse sequences are plural and a consensus on the most parsimonious and most useful sequences for muscle and fat imaging applicable on most magnets (1.0 to 1.5T) need to be decided upon in order to streamline efforts for wider uptake. For any comparative studies, data harmonization must take into account the differences in imaging parameters used, in particular the integration time (scan speed), voxel size, and in the case of MRI, the correction for signal inhomogeneity. Streamlining the set of imaging conditions, positioning, and quality control efforts will pave way for conducting meta-analyses with smaller study heterogeneity.
Using knowledge from this review, investigators are encouraged to weigh the potential trade-offs in SNR and CNR between tissues against the risk of artifacts, including the potential ramification of these challenges on the ability to draw associations with clinical endpoints. For more detailed comparison of the musculoskeletal outcomes derived from each of these modalities, readers are referred to the clinical mixed-methods article of this review series 68 .
