We extend the results in [14] to multi-input systems, and utilize these to obtain necessary and sufficient conditions for the linearization of discrete-time nonlinear systems via restricted dynamic feedback. We observe that for discrete-time nonlinear systems, the bound on the number of delays (or integrators) needed to synthesize the linearizing dynamic feedback differs from the continuous-time analogue.
I. INTRODUCTION
Linearization is a widely used tool for the control of nonlinear systems, because well-developed linear system theory techniques can be applied to the nonlinear plant, once this is linearized. The transformations employed for linearization usually involve a state coordinate change and feedback. Linearization via static feedback has been thoroughly studied and an abundance of results exist in the literature applicable to both continuous-time [6] , [9] , [13] , [22] and discrete-time nonlinear systems [7] , [11] , [14] , [16] . More recently, the use of dynamic feedback has been investigated, in the hope of augmenting the class of linearizable systems. However, despite the significant effort already invested in studying linearization via dynamic state feedback [1] - [5] , [8] , [12] , [15] , [18] - [21] , finding verifiable necessary and sufficient conditions to characterize the class of such linearizable systems is still an open problem. Restricted dynamic feedback refers to a compensator in the feedback loop that consists only of pure integrators. Lee et al. [15] have obtained necessary and sufficient conditions for a continuous-time system to be linearizable via restricted dynamic feedback by establishing a bound on the maximum number of integrators needed for the input channels. In this paper, we extend the study in [15] to discrete-time systems. The method relies on the multi-input version of results in [14] .
Consider a smooth nonlinear discrete-time system
x(t + 1) = f x(t), u(t) ,
f(0, 0) = 0,
with state x ∈ Σ R n and input u ∈ U R m .
Definition 1: System (1) is linearizable by a state coordinate change, if there exists a smooth diffeomorphism T : Σ → Σ which transforms (1) to a reachable linear system, in the variable ζ = T (x):
Definition 2: System (1) is static-feedback linearizable, if there exists a smooth map γ : Σ × U → U such that the resulting closed-loop system
is linearizable by a state coordinate change.
Dynamic state feedback amounts to the use of a controller with dynamics
and a smooth map h : Σ × Σ c × U → U, which when combined with (1) yield the closed-loop system with extended state space Σ × Σ c   x(t + 1) 
and a map h = (h 1 , . . . , h m ), defined by
such that the resulting closed-loop system is static-feedback linearizable.
In this paper, we obtain necessary and sufficient conditions for (1) to be linearizable via restricted dynamic feedback as defined in Definition 4. First, we extend the results in [14] to multi-input systems and then we follow the approach in [15] . The results we obtain are very similar to the continuous-time case. However, the bound obtained on the number of necessary delays is smaller than the corresponding one on the number of integrators.
II. PRELIMINARIES AND DEFINITIONS
In this section, we introduce some basic definitions and then extend the results of [14] to multi-input systems. We refer the reader to [10] , [17] , and other papers in the references for basic results in nonlinear systems and differential geometry used in the paper.
We view B := Σ × U, π : B → Σ as a vector bundle over Σ. With B x U denoting the fibre over
x ∈ Σ, we define, for each non-negative integer k, the kth product bundle B k by
Thus, B k is a smooth vector bundle over Σ, and it may also be viewed as a vector bundle over B k−1 , with
Σ denotes the zero-section Σ × {0}. The response of a discrete-time system to a finite input sequence can be conveniently represented, albeit reversed in time, if one extends the definition of the system map f :
where
. Then, the kth composition f k is well-defined as a map from B k to Σ, and more generally as a map from B to
where (·) + denotes the positive part of (·). In particular, when the domain of f k is selected as B, then
Σ is identified as the k-step impulse response of the system and we denote it asf k . In other words,f
Identifying the fibre of
U, we often use the convenient notation
Definition 5:
For each i ∈ {1, . . . , m}, let κ i be the smallest non-negative integer such that
The Kronecker indices of (1) are defined as the collection {κ i } and are represented by the multi-index
It is well known that if (1) is reachable around the origin. For a non-negative multi-index = ( 1 , . . . , m ) of length m, we set max := max{ 1 , . . . , m } and
and denote by π the projection of
The three theorems and the remark that follow are a straightforward extension of the results in [14] .
Thus, we omit the proofs. Let F denote the map f 
is a well-defined vector field, for each i = 1, . . . , m, and = 1, . . . , κ i + 1.
is a linearizing state coordinate transformation.
Theorem 2: System (1) is static-feedback linearizable if and only if
. . , κ max − 1, are well-defined distributions, where
We also state a useful variant of Theorem 2.
Theorem 3: System (1) is static-feedback linearizable if and only if there exist smooth functions
where |J + | denotes the cardinality of J + .
Remark 1: Hypotheses (ii) of Theorem 1 and Theorem 2 can be replaced by (ii ) and (ii ), respectively [14] , [23] :
III. MAIN RESULTS
In this section, we obtain necessary and sufficient conditions for the discrete-time nonlinear system (1) to be linearizable via restricted dynamic feedback. Even though our approach is analogous to the one taken for the continuous-time case [15] , the proof for the discrete-time case turns out to be somewhat simpler.
The closed-loop system of (1) with the compensator (4) is of the form:   x(t + 1)
Recall the definitions in (5), and observe that ker g
Therefore, we have the decomposition
which is also depicted in the commutative diagram below. (1) are defined as follows: For each i ∈ {1, . . . , m},κ i (d) is the smallest non-negative integer such that ∂fκ
Observe that |κ(d)| = |κ|. From the above discussion, we obtain the following corollary to Theorem 2.
Corollary 1: System (1) is linearizable via restricted dynamic feedback if and only if there exists
+ , such that, with
and ∆ i as defined in (6), 
with ∆ 0 := 0. Then, it is also linearizable via restricted dynamic feedback of index
Proof: Let
We define, for each i = α + 2, . . . ,κ d ,
Assumption (7) of the Lemma implies
We may assume that J c a = ∅, otherwise the conclusion of the Lemma is trivially true. By (9), 
Observe that the maximum in the definition ofκ d is attained on J 
We obtain,F
Combining (10)- (12), we conclude that
and the proof follows from Corollary 1.
Lemma 2:
If (1) 
and at the same time, withū as defined in Theorem 3,
Also, ψ j j ∈ J c α−1 may be selected in such a manner that each dψ j is orthogonal to Fκ
and they satisfy the rank condition analogous to (13) . We use the decompositionū = (ǔ,ǔ c ) wherě
consists of the remaining input coordinates. By construction,
By (13)- (14),
Equation (14) together with property (ii) of Theorem 3 yield
We claim that if we modify the collection ψ j j ∈ J 
property (ii) follows. Also, (17) implies (16) and
Property (iii), follows from (14)- (16).
Consider now the compensator with index d and denote by F and κ be the corresponding system map and Kronecker indices of the closed-loop system, respectively. Since κ i = κ i , for i ∈ J α−1 , and
, property (i) of Theorem 3 holds. Let the collection {ψ i } be as selected above. Note that these are well defined in the new state-space. Property (ii) of Theorem 3 easily follows. Also, (15) , (16) and (18) hold for F and κ , which together imply (iii).
Using Lemma 1, we obtain the following. Proof: By Lemma 1, we may choose the index d so that
IV. EXAMPLES
By the results of the previous section, the validity of the conditions for linearization via restricted dynamic feedback needs to be verified only over a finite set of indices. Therefore, we have obtained a set of decidable necessary and sufficient conditions. The bounds for the compensator index in Theorem 4 are sharp, as can be seen by the following example.
Example 1: Consider the system x 2 (t + 1)
The system in (19) is linearizable via restricted dynamic feedback of index
x 2 (t + 1)
If we define new state variables
and, in turn, (21) can be linearized via the static state feedback
In the following example, we present a system which is not linearizable via restricted dynamic feedback, but is dynamic-feedback linearizable.
Example 3: Consider the system      x 1 (t + 1)
x 2 (t) + x 1 (t) u 1 (t) + u 2 (t)
The application of Theorem 4, shows that (22) is not linearizable via restricted dynamic feedback. However, if we let u 1 =ū 1 and u 2 =ū 2 −ū 1 , then (22) transforms to (19) . Therefore, system (22) is dynamicfeedback linearizable.
V. CONCLUSION
We have formulated the problem of linearization via restricted dynamic feedback for discrete-time nonlinear systems in analogy to the continuous-time version [15] . We have shown that if a discrete-time nonlinear system is linearizable via restricted dynamic feedback, it is also linearizable without using a delay for at least one of the inputs. This means that the class of single-input systems linearizable by dynamic feedback is no larger than the class linearizable by static feedback, a fact which which also holds for continuous-time systems [15] , [20] . We have also obtained sharp upper bounds on the number of delays necessary for the input channels. This bound is n − 1, for each channel, whereas the analogous bound for the number of integrators used in the continuous-time case is 2n − 3 [15] . Our results yield verifiable necessary and sufficient conditions for linearization of discrete-time nonlinear systems via restricted dynamic feedback. However, the problem of linearization via general dynamic feedback is still wide open.
