A linear quantitative structure activity relationship model is obtained using Multiple Linear Regression (MLR) analysis as applied to a series of 49 dipeptidyl aspartyl fluoromethylketone derivatives with inhibitory activity of the caspase enzyme. For the selection of the best descriptors, the elimination selection stepwise regression method is utilized. The accuracy of the proposed MLR model is illustrated using the following evaluation techniques: cross validation, validation through an external test set, and Y-randomization. Furthermore, the domain of applicability which indicates the area of reliable predictions is defined.
Introduction
Novel medicines are typically developed using a trial-anderror approach which is costly and time-consuming. The application of Quantitative -Structure Activity Relationship (QSAR) methodologies to this problem has the potential to greatly decrease the time and effort required to improve current medicines in terms of their efficacy or to discover new ones. QSAR constitutes an attempt to reduce the trial-and-error element in the design of compounds, by establishing mathematical relationships between physical, chemical, biological, or environmental activities of interest and measurable or computable parameters such as topological, physicochemical, stereochemistry, or electronic indices [1 -6] .
Apoptosis is the vital process by which cells undergo "programed cell death" in various biological systems. Diverse groups of molecules are involved in the apoptosis pathway. One set of mediators implicated in apoptosis belongs to the aspartate-specific cysteinyl proteases or caspases [7 -9] . Caspases are a family of proteases that relay a "doomsday" signal in a stepwise manner reminiscent of signaling by kinases. Caspases are present in all cells as latent enzymes. A member of this family, caspase-3 has been identified as being a key mediator of apoptosis of mammalian cells [10] . Excessive apoptosis is responsible, at least in part, for a variety of diseases for example liver disease [11] , brain ischemia [12] , myocardial infraction [13] , Huntingtons disease, and Alzheimers disease [14] .
In the past, two attempts have been made to build QSAR models in the general field of apoptosis. Hansch et al. [15] presented a QSAR study containing a variety of phenolic compounds causing apoptosis and later [16] the same scientific group presented a QSAR of apoptosis induction in various cancer cells.
In this study we utilized 49 dipeptidyl aspartyl fluoromethylketones [17 -19] aiming at the investigation of their role as inhibitors of caspase-3 enzyme and the development of a QSAR model. Sixty-one physicochemical and topological descriptors were considered as input candidates to the model. The descriptors were calculated using Topix (www.lohninger.com/topix.html) and ChemSar which is included in the ChemOffice (CambridgeSoft Corporation) suite of programs. A rigorous variable selection procedure was adopted to define a small set of statistically significant physicochemical and topological descriptors that can determinate and predict the activity of the compounds that consisted our dataset. The QSAR models were obtained by Multiple Linear Regressions (MLRs). The result of this study is the development of a new linear QSAR model containing four variables. In order to validate the proposed methodology, we used two validation strategies: Y-randomization and external validation using division of the entire dataset into training and test sets.
Dataset
In this QSAR study 49 biological data from [17 -19] were used. In order to model and predict the specific activity (inhibition of caspase-3), 61 physicochemical constants, topological, and structural descriptors (Table 1 ) were considered as possible input candidates to the model. All the descriptors were calculated using Topix and ChemSar.
The objective of this work was to determine the best variables which afford the most significant linear QSAR models linking the structure of these compounds with their inhibitory activity.
Stepwise Multiple Regression
As mentioned in Section 1, the Elimination Selection Stepwise Regression (ES-SWR) algorithm [20] was used to select the most appropriate descriptors. ES-SWR is a popular stepwise technique that combines Forward Selection (FS-SWR) and Backward Elimination (BE-SWR). It is basically a forward selection approach, but at each step it considers the possibility of deleting a variable as in the backward elimination approach, provided that the number of model variables is greater than 2. The two basic elements of the ES-SWR method are described next in more detail.
Forward Selection
According to the standard forward selection algorithm, the variable considered for inclusion at any step is the one yielding the largest single degree of freedom F-ratio among the variables that are eligible for inclusion. The variable is included only if the corresponding F-ratio is larger than a fixed value F in . Consequently, at each step, the jth variable is added to a k-size model if
In the above inequality RSS is the Residual Sum of Squares and s is the mean square error. The subscript k þ j refers to quantities computed when the jth variable is added to the k variables that are already included in the model. We have slightly modified the above algorithm in order to ensure that the selected variables are not highly intercorrelated. More specifically, a variable is added to a ksize model if the criterion described by Eq. 1 is satisfied and additionally all the correlation coefficients with the k variables that have already been selected by the algorithm are below a fixed value.
Backward Elimination
The variable considered for elimination at any step is the one yielding the minimum single degree of freedom F-ratio among the variables that are included in the model. The variable is eliminated only if the corresponding F-ratio does not exceed a specified value F out . Consequently, at each step, the jth variable is eliminated from the k-size model if
The subscript k -j refers to quantities computed when the jth variable is eliminated from the k variables that have been included in the model so far.
Y-Randomization Test
This technique ensures the robustness of a QSAR model [21, 22] . The dependent variable vector (biological action) is randomly shuffled and a new QSAR model is developed, including the selection of the best possible variables using the ES-SWR algorithm. The procedure is repeated several times and the new QSAR models are expected to have low R 2 and R 2 CV values. If the opposite happens then an acceptable QSAR model cannot be obtained for the specific modeling method and data.
Estimation of the Predictive Ability of a QSAR Model
According to Tropsha group [22, 25, 26] a QSAR model is considered predictive, if the following conditions are satisfied: 0 , k, and k 0 are based on regression of the observed activities against predicted activities and the opposite (regression of the predicted activities against observed activities). The definitions are presented clearly in [22] and are not repeated here for brevity.
Defining Model Applicability Domain
In order for a QSAR model to be used for screening new compounds, its domain of application [23, 24] must be defined and predictions for only those compounds that fall into this domain may be considered reliable. Extent of extrapolation [22] is one simple approach to define the applicability of the domain. It is based on the calculation of the leverage h i [25] for each chemical, where the QSAR model is used to predict its activity:
In Eq. 6, x i is the descriptor-row vector of the query compound and X is the k Â n matrix containing the k descriptor values for each one of the n training compounds. A leverage value greater than 3k/n is considered large. It means that the predicted response is the result of a substantial extrapolation of the model and may be not reliable.
Results and Discussion
For the selection of the most important descriptors, the aforementioned stepwise multiple regression technique was used. In order to automate the procedure, we have developed in-house software that realizes the modified ES-SWR algorithm. The most significant descriptor according to the ES-SWR algorithm is the lipophilicity (Clog P) followed by Highest-Occupied Molecular Orbital (HOMO) and Lowest-Unoccupied Molecular Orbital (LUMO) energies and mean information index on atomic composition. The four above-mentioned descriptors are not highly correlated ( Table 2 ). All the structures before the calculation of the descriptors were fully optimized using CS mechanics and more specifically MM2 force fields and the Truncated-NewtonRaphson optimizer, which provide a balance between speed and accuracy [20] .
Lipophilicity is known to be important for absorption, permeability, and in vivo distribution of organic compounds [26, 27] and has been used as a physicochemical descriptor in QSARs with great success [28, 29] 
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and LUMO energies are crucial in predicting the reactivity of a species and the stereochemical and regiochemical outcome of a chemical reaction [20] . Before calculating the HOMO and LUMO energies (eV) all the structures were additionally fully optimized using the AM1 basis set. Mean information content on atomic composition I AC [20] is the mean value of the total information content and is calculated as
where A h is the total number of atoms (hydrogen included), A g is the number of equal-type atoms in the gth equivalence class, and p g is the probability of randomly selecting a gth type atom.
In order to investigate the possible existence of outliers, the extent of the extrapolation method was applied to the 49 compounds that constitute the entire dataset (Tables 3 -5). The leverages for all the 49 compounds were computed (Tables 3 -5 ) and one compound (id 36) was found to lie outside the domain of the model (warning leverage limit 0.31). This is justified by noticing that this specific compound (id 36) has a sufficiently more complex substituent in place of the fluoromethylketone. The compound was excluded from the rest of the analysis.
The 
In order to further explore the prediction ability of the selected descriptors, the dataset of 48 dipeptidyl aspartyl fluoromethylketone derivatives was divided into a training set of 31 compounds and a validation set of 17 compounds. The selection of the derivatives in the training set was made according to the Kennard and Stone [30, 31] algorithm. The Kennard and Stone algorithm has gained an increasing popularity for splitting datasets into two subsets. The algorithm starts by finding two samples that are the farthest apart from each other on the basis of the input variables in terms of some metric, e.g., the Euclidean distance. These two samples are removed from the original dataset and put into the calibration dataset. This procedure is repeated until the desired number of samples has been reached in the calibration set. The advantages of this algorithm are that the calibration samples map the measured region of the input variable space completely with respect to the induced metric and that all the test samples fall inside the measured region. According to Golbraikh and Tropsha [23] and Wu et al. [31] , Kennard and Stone algorithm is one of the best ways to build training and test sets.
The compounds that constituted the training and validation sets are presented in Tables 3 -5 . The validation examples are marked with an asterisk. The rest of the study will be concentrated on the model which is constructed from the training set and will examine the predictive ability of the produced model. Using the four above-mentioned descriptors, we developed a new MLR equation based on only the 31 training examples:
Eq. 9 was used to predict the inhibitory activity of the caspase enzyme for the validation examples. The results are presented in Figure 1 and in the last column of Tables 3 -5 , which corresponds to R 2 pred ¼ 0.86. The results illustrated once more that the linear MLR technique combined with a successful variable selection procedure is adequate to generate an efficient QSAR model for predicting the inhibitory activity of different compounds.
The proposed model (Eq. 9) passed all the tests for the predictive ability (Eqs. 3 -5) For a more exhaustive testing of the predictive power of the model, except for the classical LOO cross validation technique, the validation of the model was carried out by a leave five out cross-(L5O) validation procedure. From the training set we randomly selected groups of five compounds. Each group was left out and that group was predicted by the model developed from the remaining observations. This process was carried out 100 times. It is important that the model is quite stable to the inclusion -exclusion of compounds as measured by values of LOO and L5O correlation coefficients. The results of predictions on the LOO (R Table 6 . The low R 2 and R 2 CV values show that the good results in our original model are not due to a chance correlation or structural dependence of the training set.
The extrapolation method was applied to the compounds that constitute the test set. The leverages for all the 17 compounds were computed ( Table 7) . None of the 17 compounds fell outside the domain of the model (warning leverage limit 0.48).
Conclusion
Our results lead to the conclusion that the inhibition of caspase-3 enzymes can be successfully modeled with physicochemical constants and structural descriptors. The validation procedures utilized in this work (separation of the data into two independent sets, Y-randomization) illustrates the accuracy and robustness of the produced models not only by calculating their fitness on sets of training data, but also by testing the predicting abilities of the models. The proposed method, due to the high predictive ability, could be a useful aid to the costly and time-consuming experiments for determining inhibition of caspase-3 [22, 32] . Furthermore, the produced models could be used to screen existing databases or virtual libraries in order to identify novel potent compounds. In this case, the applicability domain will serve as a valuable tool to filter out "dissimilar" compounds. Full Papers
