INTRODUCTION
C onfocal Raman microscopy is an extremely useful technique that permits nondestructive, spatially resolved measurements deep within transparent samples simply by focusing the laser beam at the point of interest. Moving the laser focus allows generation of one-dimensional (1D) depth profiles, and 2D and 3D (volumetric) images. However, in order to correctly interpret the data, it is important to understand exactly where the laser beam is focused and to know the volumetric resolution of the probe beam. These are actually non-trivial questions. The objective of this article is to summarize the critical factors that determine the spatial accuracy, resolution, and sensitivity of confocal Raman microscopy and to highlight the precautions that should be taken to collect high quality, quantitative data. No attempt is made to review the applications of Raman microscopy; these are simply too diverse, spanning topics from art conservation to medical diagnosis. However, the same basic principles must be adhered to, irrespective of the application, if reliable conclusions are to be drawn.
Two main topics are considered. The first is the need for properly corrected objectives for depth profiling beneath the surface of transparent samples. If this is not done, the confocal profile will have an incorrect depth scale, degraded depth resolution, and reduced spectral intensity and signal-to-noise ratio (S/N). Even if modeling is used to account for the aberrations and to compute corrected profiles, degraded depth resolution and S/N still occur, which limits the performance. The second key issue is that even with a corrected objective operating with the best attainable resolution, the axial point spread function, which determines the depth resolution, has quite broad wings, so weak signals can be detected from regions quite distant (tens of micrometers) from the point of tightest focus. With thick transparent samples, the integrated signal from these out-of-focus domains can be significant or even dominant, resulting in unusual and counterintuitive observations. This effect is noticeable both for confocal profiling and for lateral scanning over cross-sections; in short, one cannot simply assume that data is acquired with a volumetric resolution of~1 lm 3 . The effect is especially important when one needs to chemically interpret the spectra rather than just view an image or a profile, since this leads to contamination of spectra with spurious bands.
Finally, it is important to note that while some of the effects discussed here seem strange when they are first encountered, most have been known since the early days of confocal micro-spectroscopy. [1] [2] [3] [4] Consequently, few of the results discussed here would necessarily surprise a skilled microscopist. However, it is clear from the literature over the last decade or so that many Raman microscopists (the author included) are gradually re-learning these lessons and, as a result, significant advances have been made in the acquisition and interpretation of confocal Raman data. It therefore seems appropriate and timely to summarize these learning points in a review article. Figure 1 outlines the basic principles of confocal microscopy. First, a laser beam is focused to a small focal volume by lens with numerical aperture NA = sinh (Fig. 1a ). Various expressions for the size of the focal volume occur in the literature; this is because its dimensions depend on the diameter of the input laser beam relative to the entrance pupil, and the choice of field amplitude which defines the size of the focus. A Gaussian beam that just fills the focusing lens is focused to a minimum diameter d o (corresponding to the 1/e 2 intensity points) given by Eq. 1: 5
PRINCIPLES OF CONFOCAL MICROSCOPY
where h is the ½ angle of the focusing lens. One can move a distance z R (the ''Rayleigh Range'') either side of the beam minimum before the beam diameter exceeds ffiffiffiffiffiffiffi 2d o p , halving the intensity. The depth of focus L is then given by Eq. 2:
For low NA objectives the assumption h NA is often made, but this is not appropriate for the objectives typically used in confocal Raman microscopy. Also, these equations are modified according to assumptions regarding the exact size of the Gaussian beam at the focusing lens; the reader is referred elsewhere for a discussion of these subtleties. 5, 6 With high NA objectives the laser beam can significantly overfill the pupil and is consequently focused to a pseudo-Airy pattern, whereby Eqs. 3 and 4 have been stated to be better approximations for the minimum diameter and depth of focus: 7
For a typical arrangement (NA = 0.9, k = 633 nm), d o and L are~0.9 lm and 3 lm for an overfilled objective. In practice, given the importance of the degree to which the beam fills the objective, it is probably wise to measure the focal parameters of the beam, for example by scanning through interfaces and measuring the Raman response, rather than rely on theoretical values, which depend strongly on the degree to which an objective is filled and assumptions regarding intensity cut-offs. Once a tight laser focus has been generated, it is desirable that only light generated within this focal volume is collected. Figure 1b shows schematically how a confocal aperture restricts the depth of field. Usually the aperture is a physical entity, 8 but spatial filtering can also be achieved on the detector, for example by binning just a few rows on a charge-coupled device (CCD) detector. 9 In the absence of an aperture, photons FIG. 1. Fundamentals of confocal Raman spectroscopy: (a) a laser beam is focused to a tight focal volume and (b) an aperture is placed at a back focal plane of the microscope to reject rays that do not originate close to the point of tightest focus (C). A typical transmission profile for light originating near point C is shown in (c); the profile is often Lorentzian. from the extended range A-B are collected and relayed to the detector, while an aperture placed at a conjugate focal plane passes photons from point C while blocking those from A or B. The result is that the use of a confocal aperture significantly improves the depth resolution of a Raman microscope. 10, 11 Rather than a sharp cut off, the signal gradually falls on either side of point C, at a rate determined by the NA of the objective, its magnification, and the size of the confocal aperture ( Fig. 1c ). This profile, which constitutes the axial point spread function (PSF), determines the depth resolution of the microscope. A rigorous description requires a rather complex mathematical treatment, 12 but the PSF reduces to a simple Lorentzian function under common conditions that are discussed later in this article. In an alternative approach, Tabaksblat et al. 13 outlined a geometrical optics calculation of the PSF as a function of aperture size and verified the predictions by making measurements on multilayer polymer systems. For example, they focused a 1003, 0.9NA objective onto a 2 lm poly(ethylene) (PE) film placed on a thick poly(propylene) (PP) substrate. With a 300 lm confocal pinhole an almost pure PE spectrum was obtained, while without the pinhole the spectrum was dominated by PP ( Fig. 2) .
The working depth resolution is often estimated by measuring the Raman signal as a Si wafer or a thin polymer film is translated through the laser focus. Figure 3 shows the confocal profile measured from a 0.9 lm thick PET (poly(ethyleneterephthalate)) film using a 0.9NA, 1003 metallurgical objective with a 100 lm confocal aperture. The full width at half-maximum (FWHM) was~1.2 lm. Assuming that the observed profile was the convolution of a Lorentzian with a 0.9 lm wide Top Hat function, deconvolution shows that the FWHM of the Lorentzian was~0.8 lm. Increasing the aperture size to 200 lm gave a profile width of~1.6 lm and a PSF width of 1.4 lm, while a 400 lm aperture yielded a profile width of 2.75 lm and a PSF width of 2.6 lm, showing with confocal aperture. Use of the aperture gave good discrimination between PE and PP signals, but without the aperture the PP spectrum dominated throughout. The PP signal dominated the confocal spectrum even when focused above the sample (red arrow); this is due to out-of-focus rays, as discussed later in the text. Reproduced with permission and modified from Fig. 5 of Tabaksblat et al. 13 the importance of the choice of aperture size. On the basis of such data, it has often been stated that confocal Raman depth profiles can have~1 lm depth resolution. Unfortunately this is overoptimistic, for two reasons. First, confocal Raman microscopes are frequently used in a configuration that is fundamentally unsuitable for confocal depth profiling, leading to severe optical aberrations. Second, although some 50% of the total intensity is contained within its FWHM, the Lorentzian PSF has wings that decay relatively slowly, significantly degrading the resolution even for an aberration-free system. The discussion of these two points forms the main body of this article.
MODELING THE CONFOCAL RESPONSE
Spherical Aberration. As mentioned above, it is surprising that for many years the standard configuration for commercial confocal Raman microscopes was not optimized for confocal depth profiling; instead they were usually shipped with metallurgical objectives designed to focus on the surface of opaque samples, rather than inside transparent materials. An experienced microscopist would always choose an appropriate corrected objective for subsurface microscopy, but many spectroscopists did not realize the importance of this choice. Figure 4 illustrates the problem; when using an uncorrected objective to focus light below the surface of a transparent material of refractive index n, the light is refracted and focused at a point z r , where r is the radius of origin on the entrance pupil and r max is the radius of the pupil. D is the point at which the ray would be focused in the absence of refraction; when D = 0, the light is focused on the sample surface, other values of D denote the vertical displacement of the sample stage relative to this point. Assuming geometrical optics, Eq. 5 gives an expression for z r , which shows that paraxial rays (h i~0 ) are focused to the point nD rather than D, while rays with higher angles of incidence are focused deeper.
Defining the fractional radius of origin by m(= r/r max ), Eq. 5 can be recast into a more useful form, dependent only on the refractive index, the numerical aperture, and m: 14
Clearly, rays originating at different radii on the pupil will be focused to different points on the z-axis (spherical aberration), and Eq. 6 allows easy computation of the spread of focal points. The maximum spread, i.e., the depth of field (d.o.f), is given by Eq. 7 (an alternative but equivalent expression expressed in terms of trigonometric functions has been given by Michielsen 15 ).
This predicts that the depth resolution degrades linearly with D, the depth at which we are trying to focus. This is shown schematically in Fig. 5a . Assuming a truncated Gaussian laser intensity distribution on the microscope objective (I(m) = I o exp(-2m 2 // 2 )), and neglecting diffraction, the intensity along the z-axis is given by Eq. 8: 16, 17 IðzÞ=mIðmÞ dm dz
where j = NA 2 (n 2 -1)/(1 -NA 2 ) and / describes the extent of truncation of the Gaussian beam. If / = 1, the beam is clipped at the 1/e 2 intensity points. The intensity distribution for NA = 0.9, / = 1 and D = 100 lm is shown in Fig.  5b ; this confirms that uncorrected objectives are expected to give a grossly broadened illumination along the z-axis, which starts at the point nD rather than D. Therefore, Fig. 1 does not accurately describe the situation within a real sample: refraction at the sample/air interface shifts the focus deeper into the sample, thereby compressing the apparent depth scale, and causes substantial axial blurring due to spherical aberration. 14, 15, [17] [18] [19] One can calculatez, focal point the position of the center of gravity of I(z), using Eq. 9:
The ratioz/D gives an estimate of the depth scale compression and is plotted in Fig. 6 as a function of NA, assuming / = 1 and n = 1.5. It shows that for a typical high NA objective (NA = 0.9), the center of gravity occurs near 2D, giving~23 compression.* This limited analysis only considers the laser illumination, neglects diffraction, and ignores the effect of the confocal aperture on the collection efficiency. It is shown below that under typical conditions the maximum in the Raman response actually occurs approximately midway between 1.5D and 2D. Effect of Confocal Aperture and Diffraction. The discussion above only considers the shifting and blurring of the laser focus, but the confocal aperture will block photons originating from some parts of the illuminated region, improving the resolution. Our initial analyses oversimplified the treatment of the confocal aperture, so the resolution was predicted to be much worse than is the case in practice. 14, 19 Other workers have since extended and improved the model. For example, Baldwin and Batchelder 18 used ray tracing to model the transmission of the aperture as a function of depth, still ignoring diffraction. They showed that the aperture blocks much of the Raman scatter generated along the broadened axial focus, so the Raman signal drops dramatically on focusing deep within the sample (because the length of the illuminated region increases linearly with D). The result is that the aperture recovers some, but not all, of the depth resolution, but at the expense of a significant drop in signal. Unfortunately, as has been pointed out, 16, 21 the Batchelder model greatly overestimates the fall in Raman intensity as a function of depth; consequently it does not accurately predict experimental depth profiles. Several workers have incorpo-rated the effects of diffraction in a semi-empirical manner, 16, 21, 22 but the most rigorous theoretical treatment to date was by Sourisseau et al., who modeled axial and lateral diffraction and refraction as well as the effect of the confocal aperture. 23 They showed that diffraction is very important, introducing complex intensity variations both along and perpendicular to the zaxis ( Fig. 7) .
While Fig. 7 displays the illumination profile, Fig. 8 plots Sourisseau's computed Raman response profiles as a function of D. It shows, for example, that when focusing at a nominal depth of 15 lm, Raman photons originating between~20-30 lm below the surface are detected, with a maximum response at~25 lm. This confirms the significant depth scale compression (~1.73) and implies that a depth resolution of~5 lm (FWHM) is expected for penetrations up to 25 lm. (For comparison, the red curve superimposed on this figure shows the laser intensity distribution computed for D = 15 lm from Eq. 8.) Although not as bad as the simple model implies, 5 lm depth resolution is clearly much worse than the PSF width estimated from scans such as Fig. 3 . The disadvantage of this model is its mathematical complexity and computational expense. A simpler and faster approach is to fit semi-empirical confocal profiles to experimental data to generate predictive equations. This has been shown to be very successful in some circumstances, allowing accurate prediction of intensity-depth profiles for multilayer systems. 16, 21 The overall conclusions that can be drawn from these studies are (a) the depth scale is significantly compressed (with at least two groups agreeing on a factor of~1.7 for NA = 0.9 and n = 1.5 21, 23 ) and (b) the confocal aperture restricts the depth of field so that the resolution is better than predicted in our original treatment. Unfortunately, the resolution is still significantly worse than would be deduced from confocal FIG. 4 . Schematic showing refraction through a planar interface into a sample of refractive index n = n 2 / n 1 . The incident ray originates at radius r within the objective entrance pupil and is focused to a point z r . The fractional radius m is given by r/ r max , where r max is the pupil radius, and D is the point of focus in the absence of refraction. Z r depends on m (spherical aberration).
* In cases where the refractive index of the sample is lower than the surrounding medium, for example an aqueous sample being studied with an oil immersion objective, the depth scale is expanded rather than compressed. 20 profiles of silicon wafers or thin films, and there is ample evidence that the resolution degrades with depth, 21, 24 but there is still not a consensus in the literature as to the severity of these effects; in other words, what penalty is paid in terms of resolution and signal strength for using a metallurgical objective to perform deep confocal scans?
The remainder of this article addresses these points and demonstrates the ben-efits of using a properly corrected objective.
PRACTICAL PERFORMANCE OF METALLURGICAL OBJECTIVES
Accurately characterizing the performance of a confocal Raman microscope is hindered by the lack of easily available, well-defined reference standards. The ideal reference material is a thick, transparent matrix with opaque and transparent objects of controlled size and shape embedded at varying depths. Both the objects and the surrounding matrix should have strong and distinct Raman spectra. Such samples are not currently available (although progress is being made in that direction using microfluidic techniques to produce polymer resolution targets 25 ), so most work to date has been performed with much simpler systems.
The first issue is the depth scale compression; our simple model predicted a~23 compression for NA = 0.9. Figure 9 shows the intensity profile predicted for a confocal scan through a 12 lm PET film, computed using the procedure described elsewhere. 14, 19 The green curve is the profile measured using a 0.9NA metallurgical objective, and the blue curve was measured using a 1.4NA oil immersion objective. The predicted FWHM was~6.3 lm, giving a depth scale compression of~1.93 compared with the true film thickness of 12 lm. The observed FWHM was~6.9 lm, giving a measured compression of 1.73. The metallurgical objective clearly gave a grossly foreshortened depth scale, as predicted by the simple theory.
Many workers have studied the depth scale compression; for example, Tomba et al. 21 23 However, assessing the compression from the FWHM of the PE profile gives a larger value,~1.93 for the 35 and 53 lm films. Clearly, the compression deduced from the FWHM of the response from a single layer is greater than that obtained by measuring the point at which the signal from a distribution for D = 100 lm (NA = 0.9, n = 1.5). Note the illumination starts at nD rather than D and extends well beyond the distance predicted by Eq. 4.
These figures were not quoted by the authors, but were measured from the curves shown in Fig. 4c of Tomba et al. 21 substrate underneath that layer appears. This is not surprising given the slight asymmetry in the Raman response shown in Fig. 8 . Furthermore, after measuring the FWHM response of polypropylene laminates of varying thickness, we concluded that the reduction in the apparent film thickness ranged from~23 for a 23 lm film tõ 1.6 for a 140 lm film. 17 This suggests that it is not advisable to assess the thickness of layers simply by measuring their FWHM and applying a fixed scaling factor; instead, one probably should resort to modeling.
Depth scale compression is not restricted to Raman microscopy. For example, Ling et al. 26 used confocal laser scanning microscopy to measure the thickness of poly(2-vinylpyridine) coatings on steel substrates and concluded from the mass, area, and apparent thickness of the coating that the coating density was about 1.73 higher than that of the pure polymer. This was attributed to cross-linking leading to an anomalously high polymer density, but it could feasibly be due to the 1.73 depth scale foreshortening discussed above, assuming that an uncorrected objective was used for the work.
AVOIDING SPHERICAL ABERRATION AND DEPTH SCALE COMPRESSION
The issue of spherical aberration should not come as a surprise to the Raman microscopist; indeed it was pointed out in one of the classic early works on the technique 3 and has been discussed in detail for confocal microscopy in general. 1, 2, 12 The most obvious way to avoid spherical aberration is to use a corrected objective. 6 The importance of this is well known to confocal microscopists, was suggested by Tabaksblat et al. as being desirable for confocal Raman microscopy, 13 and has been proven to be effective in yielding a more accurate depth scale. 19 The most common choices are oil or water immersion objectives, although dry corrected objectives are also available that can be optimized for varying thicknesses of cover-slip. 27 To demonstrate the benefit of a corrected objective, a profile was obtained from the 12 lm PET film using a 1.4NA oil immersion objective and an n = 1.52 index matching fluid (blue curve, Fig. 9 ). The FWHM was a very good match to the actual film thickness, but the profile was quite asymmetric, with an almost linear fall between 3 lm and 10 lm. Michielsen 15 observed similar behavior and ascribed the effect to the refractive index mismatch between immersion oil (~1.52) and PET (~1.6). Hell et al. 2 have carried out detailed quantitative investigations into the effect of index mismatching and showed that significant distortions and loss of signal occur even for relatively small mismatches (~0.2). Figure 10 shows a practical example in which an immersion objective greatly improved the depth profiling of a multilayer PET/adhesive/PP laminate. 28 According to the foil manufacturer, the layer thicknesses were 12 lm (PET)-2.5lm (glue)-38 lm (PP), and the PP layer contained four sub-layers (6-6-20-6 lm). The metallurgical data indicated an 8.5 lm PET layer, a 28 lm PP layer, and no sign of the glue: completely misleading, as expected. The oil immersion profile showed~10 lm PET, 4 lm glue, and 42 lm PP (assessed from the FWHM), and partially revealed the substructure of the PP layer. This was still not perfect, but it was a great improvement over the dry optic in the accuracy of the depth scale and the depth resolution/layer sensitivity. Numerous workers have confirmed the benefits of using immersion objectives to depth profile complicated materials ranging from polymers and paper products to human skin. [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] As well as reducing the depth-scale compression, the oil has an additional beneficial effect of wetting out particle/air boundaries in porous, highly scattering particulate coatings, improving transparency and permitting confocal profiling of samples that would be opaque to a dry objective. 28 Nonetheless, a significant mismatch between the index of the coupling oil and the sample will result in a slight axial shift and distortion in the shape of individual layers, manifested by an attenuation that increases with depth. 2 Despite the apparent benefits of using an immersion objective, they have not been particularly widely used, for several reasons. First, many spectroscopists Red curve = predicted profile, green curve = 0.9NA metallurgical objective, blue curve = 1.4NA oil immersion objective (with n = 1.52 oil). The immersion data were higher quality than those from our original work, which used an inferior immersion optic with lower NA. 19 were simply unaware of the problems associated with metallurgical objectives. Second, they are less straightforward to use than metallurgical objectives, and the immersion fluid may interact unfavorably with the sample or give significant spectral features when focused near the surface. Third, it has been shown that in some circumstances, simple corrections can be applied to the data to yield correct depth profiles, provided the true sample thickness and refractive index are known, and invariant spectral bands are available for normalization purposes. 41 (Obviously, the more complex models discussed above can also be used to interpret confocal profiles.) Fourth, and perhaps most important, until recently there had not been a detailed study of the resolution and throughput of the two types of objective, so it was unclear how severe a penalty is paid for choosing the wrong objective. In an attempt to rectify the last issue, we carried out a detailed comparison of the performance of two typical metallurgical objectives (1003/ 0.9NA, and 503/0.55NA (long working distance)), an oil immersion objective (1003/1.4NA), and two dry objectives with variable correction collars (603/ 0.9NA and 603/0.7NA). 17 This study considered the signal intensity, the depth scale compression, the depth resolution, and the spectral purity attained for (a) a silicon wafer buried under layers of polymer or glass, (b) polymer laminates buried under glass, and (c) free-standing polymer laminates. Figure 11a shows confocal Raman profiles recorded from a bare silicon wafer (1003 dry objective), and the same wafer buried beneath a~150 lm glass cover slip using each of the objectives listed above. A thin layer of oil was applied to achieve good optical contact between wafer and cover slip. The acquisition conditions were identical for each profile (2 lm step size, 4 s per scan, 200 lm confocal aperture), and all spectra are displayed with the correct relative intensity. For the buried wafer, only the oil immersion objective gave a reasonable estimate of the thickness of the overlayer (~160 lm), whereas all the others had a grossly foreshortened depth profile, as expected. The 1003 dry objective gave a very poor signal from the buried wafer, about 103 weaker than the bare wafer spectrum; clearly the bare wafer profile gave a very unrealistic indication of the performance of the metallurgical objective for deep profiling. The 503 and 603 objectives all gave a similar intensity, and interestingly, both the dry corrected objectives (603) suffered the same depth scale foreshortening as the uncorrected 1003 optic. Note that no attempt was made to Fig. 6 of Vyorykka et al. 28 The immersion objective gave a more accurate depth scale and successfully resolved the glue layer and the PP substructure.
adjust the laser beam diameter so as to fill each objective to the same extent, so the differing pupil sizes may have had an effect on the results. However, this was probably small compared with the influence of spherical aberration, as can be seen from the data for the 1003 dry objective with and without the cover slip.
To investigate the depth resolution in more detail, the profiles in Fig. 11a were re-acquired using 0.5 lm depth increments, and the results are compiled in Table I .
The third column shows the FWHM measured from the raw profiles, which neglects depth scale compression and gives a misleading impression of the resolution. Even so, it indicates threefold worse resolution when the uncorrected 1003 objective was used on the buried wafer rather than the bare silicon. The fourth column shows an approximate correction to the resolution, obtained by multiplying the FWHM by 1.52 (the refractive index of the cover glass). This correction is strictly valid only in the paraxial limit, and a larger correction, of the order of 1.73, is probably appropriate for the 0.9 NA objectives, as discussed above. Nonetheless, it suffices for a basic comparison and shows that the depth resolution of the dry 1003 objective was worsened fivefold when used to profile the buried wafer. Its resolution was~3.6 times worse than the oil immersion objective on the buried sample, and the intensity was~12.5 times lower. The dry 603 corrected objectives had about two times better resolution than the dry 1003, and four to eight times higher signal, so they were a definite improvement over the uncorrected optic for a buried wafer. The uncorrected 503 objective had a slightly worse depth resolution than the 1003 dry optic, but approximately threefold more signal. When considering these data, it must be remembered that significant signals will be detected from regions outside the FWHM, so in practice the working resolution will be somewhat worse than the FWHM. This is discussed in more detail below. The data in Table I were all acquired with a 200 lm confocal aperture, which was not optimized for the lower magnification objectives. It was shown that the resolution of the 503 and 603 objectives was improved by using smaller pinholes (100 and 120 lm, respectively), but the improvement was relatively small, between 14-19%, and at the expense of significant loss of signal (43%-69%). 17 Further insight can be obtained by measuring multilayer structures in which each of the layers has a distinctive spectrum. Figure 11b shows spectra recorded from a PE/PET/PE laminate (nominal thickness~19 lm-100 lm-19 lm) mounted beneath a 150 lm glass cover slip, with the laser focused into the uppermost PE layer so as to maximize the PE/PET signal ratio. 17 The confocal pinhole size was fixed at 200 lm and a single, 64 s scan was recorded for each objective. The correction collars for the 603 objectives were adjusted to produce the best spectral contrast, and each spectrum was normalized to approximately constant height of the carbonyl band near 1730 cm -1 . The PE/PET spectral contrast ratio, which is related to the depth resolution, was measured as the ratio of the baseline corrected band intensities at 1060 cm -1 (PE) and 1730 cm -1 (PET). Table II summarizes the results of this experiment.
For the buried sample, the uncorrected 1003 objective gave the worst contrast ratio while the 1003 oil was, at twenty times better, by far the best performing optic. The corrected dry 603 objectives were intermediate in performance. With the 1003 dry objective focused directly into the PE layer with no cover glass (spectrum not shown in Fig. 11b) , the contrast was about 4.6 times better than with the cover glass in place, which again confirms the serious performance deterioration when focusing deep into a sample with a metallurgical objective. Reducing the pinhole size gave further improvements in contrast ratio, but at the expense of significant (~50%) decrease in signal; these results have been discussed in detail elsewhere. 17 In many cases one would not need to depth profile as deep as 150 lm, so the resolution was also examined for a Si wafer buried beneath~47 lm of PP film. 17 After correction for refraction, it was concluded that the resolution and signal strength with the dry objective were about three times worse when the wafer was beneath the polymer. The resolution and signal strength were worse than the oil immersion objective by factors of about two and five, respectively.
These results demonstrate unambiguously the very significant benefits of using a corrected objective and show that the best performance was obtained using an oil-immersion optic in terms of the depth resolution, signal intensity, and scale compression. (Further improve- ments might be attained by using a beamexpander to optimally fill the pupil of the objective, but this was not investigated as part of this work.) Therefore, even though it may be possible, with modeling, to accurately interpret confocal profiles from uncorrected objectives, there is no question that the quality of the spectral data will be seriously compromised. The biggest drawback is that some samples will react adversely when submerged in the immersion oil, so Tomba and Pastor 37 suggested a simple but effective device to prevent the sample coming into contact with the oil (Fig. 12 ). It uses a vacuum to force intimate contact between the sample and a thin (30 lm) film of low-density PE, which conforms to the sample surface and prevents ingress of oil. The authors reported excellent agreement between a confocal profile recorded from a 44 lm PP film in direct contact with the oil and a profile recorded with the PE film in place. This could be a very useful approach that makes the immersion objective a generally viable approach almost irrespective of sample type. The only penalty is a slight increase in experimental complexity and a reduction in the effective working range of the objective due to the PE film.
OUT-OF-FOCUS CONTRIBUTIONS
If a microscope has been optimized for depth profiling by selecting a suitably corrected objective, we can assume that the depth scale is reasonably accurate, neglecting errors due to small index differences between sample and oil. 2 Even so, we still need to consider the depth resolution; when focusing into a transparent sample with a corrected objective, where do the observed Raman signals originate from? Clearly a significant fraction originates from a tight focus of the order of 1 lm (Fig. 3 ), but for a Lorentzian PSF a significant fraction (~50%) originates outside the FWHM, and this can have confusing and counterintuitive effects. 42 For example, Fig. 13 shows confocal spectra recorded from a PE-coated PET substrate; even when focusing 15 lm above the PET, its signals were comparable in intensity to those from the PE. Even more surprisingly, when focusing 5 lm above the PE, the PET bands were much stronger than the PE, as though the coating had almost disappeared! This effect is reproducible for a variety of systems; we have observed identical effects with other coated substrates, 24, 43 and Macdonald et al. 44 reported the same effect when focusing above a polymer-adhesive coated onto a textile substrate; they found that the substrate contribution increased (relative to the adhesive) when focusing well above the adhesive surface. We incorrectly interpreted this as being solely a consequence of the unfocused paraxial rays, which sample substrate and coating in direct proportion to their relative thickness, 43 but as was pointed out by Macdonald and Vaughan, 45 this is an incomplete explanation. In fact, a small proportion of rays originating throughout the extended illumination volume can be relayed, albeit with limited efficiency, through the confocal aperture. This is shown schematically in Fig.  14, which illustrates the extended illumination zone centered on the point of tightest focus (P) on a sample surface. All spectra normalized to constant intensity of the PET band at 1612 cm -1 . Note the strong contribution from the PET throughout the profile, which increased relative to the PE when focused above the coating. This is because of the summed contribution of the out-of-focus rays originating within the thick PET substrate. Redrawn with permission from Fig. 5 focal point Any rays originating from P and lying within the collection angle of the objective will be collimated and relayed through the confocal aperture, whereas most of the rays originating from distant points such as A, B, and C will not be collimated and so will be blocked by the pinhole. However, any rays that pass though point P will be indistinguishable from those that originate from P, and so they will be detected, leading to an observable but weak signal from the distant points. Thus, the rays AP, BP, and CP will be detected. Therefore, if a transparent substrate fills the extended illumination volume, the integrated contribution from the out-of-focus rays can be significant. This is shown schematically in Fig. 15a ; when focused in the coating, significant signals are obtained from both coating and substrate (see for example the blue spectrum in Fig. 13 ), but on focusing above the coating, the substrate fills the extended volume much more effectively than does the coating, so the substrate/coating signal ratio actually increases with distance above the coating. This is exactly the effect seen in our work on bilayer poly(ethylenenaphthoate)/poly(ethyleneterephthalate) films, 43 and the effect was even visible in Tabaksblat's early data, 13 where the PP substrate bands were dominant when focused above the PE coating, albeit in noisy spectra (Fig. 2) . It is apparent that the depth resolution, when assessed in terms of spectral contrast, will inevitably depend on the thickness and transparency of the layers that make up the sample. Thick transparent substrates will tend to contribute significant spectral features even when they are out of focus. Figure 15b illustrates a simple, general way to measure surface specificity. It compares the decay in signal from an opaque sample (silicon wafer), which acts as a surface scatterer, and a thick, clear polymer (PET), as a function of distance above the surface. The PET signal decayed more slowly because it more effectively filled the extended illumination volume. If the working depth resolution was of the order of 1 lm, the thickness of the sample would be almost irrelevant, and both decays would have roughly the same profile.
The PET/Si ratio therefore yields a useful estimate of the bulk/surface contrast; it was found to increasel inearly with distance above the sample surface. 42 Macdonald and Vaughan developed a numerical model to account for the signal generation throughout an extended illumination volume, based on the contribution from a finite number of annular cells. 45 By fitting their observed profiles, they were able to calculate accurate optical constants for silicon and organic polymers. This work is important because it highlights and gives an intuitive explanation for the pervasive influence of sample regions far from the nominal focus. This has not always been appreciated, or has sometimes been forgotten by Raman microscopists, even though profiles such as those shown in Figs. 3 and 15b clearly indicate that significant signals are inevitable far from the focus. Indeed, Tabaksblat et al. 13 pointed out long ago that~50% of the detected light can originate from sample planes outside the nominal depth of field, and this significantly distorts the spectrum and degrades the working resolution. They specifically made the point that sample thickness and optical absorption have a critical influence on the working spatial resolution, and they also noted that spherical aberration will degrade depth resolution and make it hard to determine the point of focus, and they suggested use of an immersion objective as a corrective measure.
In fact, one does not have to resort to numerical modeling, as the confocal response has an analytical solution. In the case where the image of the confocal aperture in the object plane is wider than the focused laser beam, the solution is a 
Lorentzian: 32
where R(z) is the Raman signal as a function of distance from the focal plane, l = s o cot(a), where s o is the size of the image of the confocal aperture in the object plane, and a is the collection ½ angle. This is the profile expected from an infinitely thin sample, and can be used to compute the response expect-ed from a sample of known size and structure, assuming that the optical properties (absorption and scattering) are known, simply by convolving Eq. 10 with a function describing the material distribution in the sample. For example, it was shown how the PET, silicon and PE band intensities could be modeled as a function of distance above the surface using this approach. 42 The fact that the fundamental response profile is Lorentzian explains why the out-of-focus contributions are so prevalent; the wings of a Lorentzian decay very slowly, such that the central FWHM only accounts for some 53% of the total signal, and tripling this range still only captures~83% of the total signal. So the use of the PSF FWHM to describe depth resolution is misleading if one needs to resolve a pure spectrum from a thin layer that is surrounded by a thick transparent medium. Lateral Scanning. Axial depth profiling is attractive because it is noninvasive, but if one has the option of preparing cross-sections by microtomy or polishing, better spatial resolution can be attained by lateral scanning. Figure  16a compares the apparent breadth of the interface in a PE-coated PET film, observed by either lateral scanning across a microtomed thin cross-section or confocal profiling normal to the film surface. The PE and PET thicknesses were~15 and~100 lm, respectively, and a 0.9NA metallurgical objective was used in each case. The lateral scan (green curve) gave the sharper interface, even without accounting for the depth scale compression, which artificially sharpens the confocal profile (orange curve). This is expected in part from Eqs. 3 and 4, which show that the beam diameter (d o ) is smaller than the length (L), and also because of the out-of-focus contributions discussed above. However, out-of-focus contributions can also influence lateral scan data in unexpected ways. Figure 16b shows this by comparing spectra from various points on the cross-section (the spectra are shown with the correct relative intensities). Strong bands from both PE and PET were observed~2 lm from the PET, while midway in the PE (red spectrum) the PET bands were significantly diminished but were still observed, despite the fact that the PET was 7 lm away. Even when focused just 3 lm inside the PE/air boundary, some 12 lm from the PET, there was still a discernible PET signal, testament to the influence of out-offocus light. However, a surprising result occurred when focused in the air about 1 lm outside the PE; the PE signal decreased, as expected, but the absolute PET intensity increased! Furthermore, a strong PET signal persisted some 7 lm into the air (22 lm from the PET). In other experiments (not shown here) it was found that focusing 22 lm to the side of an uncoated PET cross-section of similar thickness gave a negligible PET signal. This proves that the intermediate coating layer was required to enhance the signal from the substrate. Figure 17 suggests a possible explanation for this result. In scheme (a), focused just inside the PE/air interface, the out-of-focus rays mainly sample PE, with very little penetration into the PET layer, consistent with the green spectrum in Fig. 16b . Focusing just outside the PE layer (scheme (b)) provides a mechanism to couple the marginal rays into the cross-section in a waveguiding configuration, which is not possible in scheme (a). The rays can then traverse a long path length of PET, and Raman scatter can propagate in the reverse direction, explaining why the PET signal suddenly increases in scheme (b). The presence of the PE layer is critical, because without it the rays miss the PET and no waveguiding occurs. The PE signal is presumably lower in scheme (b) than in scheme (a) because the signal from the waveguided marginal rays in the PE is less than that obtained by focusing directly onto the PE.
It may appear that these examples have been artificially constructed to enhance some esoteric artifacts that would not be encountered under normal circumstances, but this is not the case. Figure 18 shows a specific example from research into the UV-cure of an acrylate-coated PET substrate. As part of this work it was necessary to measure accurately the degree of cure of the acrylate very close to the air interface; this is because atmospheric oxygen inhibits cure within a few micrometers of the surface. Confocal depth profiling was difficult because even though the coating was~20 lm thick, the out-offocus contribution from the PET was too intense, so lateral profiling was the preferred option. 42 Focusing as close as possible to the acrylate/air interface (0 lm), the acrylate/acrylic signals at 1450 cm -1 , 1635 cm -1 , and 1725 cm -1 dominated the spectrum, while focusing just 2 lm outside the coating, into the air, gave a virtually pure spectrum of PET, for reasons explained above. The 2 lm spectrum, if observed, would obviously be recognized as an artifact. However, the middle spectrum, measured just 1 lm outside the coating, could easily be misinterpreted as being due to acrylate with an additional unsaturated species at 1615 cm -1 , rather than as a spectrum contaminated by the PET substrate, which is 20 lm distant. This shows the scope for misinterpreting data from cross-sections when focusing near the air interface.
The data in Figs. 16 and 18 were acquired using a metallurgical objective. The use of an oil immersion objective should reduce or eliminate the waveguiding artifacts, but this will depend on the refractive index of the sample. Fig. 16b. (a) When the laser is focused just inside the PE/air interface, the contribution from the PE coating dominates over that from the PET (green spectrum in Fig. 16b ). (b) Focusing just outside the PE means that refraction can couple the marginal rays into the crosssection in a waveguiding configuration, thereby sampling the PET substrate very effectively and increasing the absolute PET signal.
FIG. 18. Spectra extracted from lateral scan over cross-section cut from 20 lm thick UV-cured acrylate coating on PET. Spectra shown were recorded at~0 lm (on the acrylate/air interface), and~1 and 2 lm into the air. The absolute PET signal increased when focusing into the air.
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MINIMIZING OUT-OF-FOCUS SIGNALS
So far this article has illustrated four main points.
(1) Confocal profiling must be carried out with a properly corrected objective in order to avoid spherical aberration, depth scale compression, and poor depth resolution. (2) Suitable samples must be chosen to quantify the depth resolution; thin, free-standing films or bare Si wafers are not good model systems. (3) Even when using a corrected objective, significant out-of-focus contributions can be detected from transparent, thick samples. (4) Particular care must be taken when making near-surface measurements using either confocal or lateral scanning modes. If one accidentally focuses just a small distance into the air above a sample, or to the side of a cross-section, it is easy to attenuate the signals from the near-surface species and to obtain a spectrum that is dominated by the bulk.
Minimizing out-of-focus signals is obviously critical for obtaining the best performance from a Raman microscope, irrespective of whether a metallurgical or an oil immersion objective is used. In a very important paper, Pelletier demonstrated an elegant solution (Mapping Enhanced by Structured Pupils, or MESP) that can dramatically reduce these contributions. 46 It involves filtering the light at pupil planes, or their conjugates, rather than at focal planes. The approach is shown schematically in Fig. 19 . The incident laser beam is partially blocked by aperture 1 such that on moving beyond the focal point C, only region A is illuminated by out-offocus laser light. Furthermore, those Raman rays originating within region A, which pass through C (and which would normally pass through the confocal aperture), are blocked by aperture 2. Thus, the out-of-focus signals are significantly reduced. However, approximately half of the Raman light generated at point C which is collimated by the lens will bypass aperture (2) and be detected. This simple approach therefore improves the practical depth resolution, albeit at the expense of signal intensity. Pelletier has described practical implementations of this scheme, including the use of phase masks that divert the outof-focus light onto a separate area of the CCD rather than blocking it completely, and showed that they were very effective in improving the depth resolution. It will be interesting to see whether variants of this approach are implemented on commercial Raman microscopes in the future.
CONCLUSION
Provided care is taken to minimize spherical aberration by selecting a corrected objective, it is possible to carry out nondestructive Raman depth profiling and subsurface imaging with good spatial resolution and sensitivity. However, if a properly corrected objective is not used, depth profiles will have badly distorted depth scales, the depth resolution is degraded, and the signal intensity falls dramatically with depth. The need to use a corrected objective is well known by microscopists 2,12 but has, in many instances, been neglected by Raman spectroscopists. To quote Delhaye et al., 6 ''Strange as it may seem, many users of Raman microprobes often ignore the very restrictive specifications imposed by the objective design''. This neglect can have severe consequences, as discussed above.
Assuming a corrected objective is used, the working spatial resolution is affected by the transparency and thickness of a sample, because the axial point spread function has extended wings and 50% of the total response lies outside the FWHM. This means that weak spectral contributions are detected from out-of-focus points, and for a thick sample the sum of these contributions can be quite significant. This not only degrades the effective depth resolution, it can introduce some very confusing artifacts when focusing near interfaces.
Fortunately, recent work using pupil plane filtering 46 suggests that it is possible to significantly reduce the outof-focus contributions using simple instrumental modifications. This appears to be another case where Raman microscopists are catching up with a technology that was already established in other branches of microscopy; it will be interesting to see whether this becomes common practice.
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