In this paper, an attempt is made to estimate the location and period of the limit cycles of Gause-type predator-prey systems in the case when there is a unique unstable positive equilibrium. An annular region which contains all the limit cycles is determined, and an upper bound for the period of the limit cycles is given. Both the annular region and the upper bound of the period are explicitly computable.
INTRODUCTION
The Gause-type predator-prey systems have been extensively studied in the literature of mathematical ecology [l, 3,4,6-g 15, 18, 191 . However, there has been almost no work done related to the structure or properties of the limit cycles arising when there is a unique unstable equilibrium for general Gause-type predator-prey systems.
From the time of the papers of May [17] and Albrecht, Gatzke, and Wax [2 3 , an outstanding problem in mathematical modeling of ecological systems has been the problem of determining conditions which guarantee uniqueness of limit cycles in predator-prey models. In 1981, Cheng [I 33 obtained a result for the uniqueness of limit cycles of a specific predatorprey system. Recently, Kuang and Freedman Cl43 found a series of uniqueness criteria for the limit cycles of the general Gause-type predatorprey system by transforming the system to the well discussed generalized Lienard system [S, 20,211 . For a specific class of the Gause-type predatorprey system (but more general than the one discussed in [3] ), Liou and Cheng [15] have a slightly better criterion than the one in [ 143. In [13] , the author discussed the nonuniqueness of the limit cycle of the system, where a nonuniqueness theorem is obtained and an example is constructed with a strictly concave down prey isocline and with at least three limit cycles.
We assume throughout this paper that there is only one positive equilibrium for the Gause-type predator-prey system. In case the equilibrium is asymptotically stable, the most interesting results involve criteria for the global asymptotic stability of the equilibrium. This has been accomplished by Cheng, Hsu, and Lin [4, 11] and other authors. When the equilibrium is unstable, we know there is at least one limit cycle. Some of the important questions about the limit cycle involve its location and period.
The question of determining the location and period of the limit cycles also arises in some papers dealing with the variational models of the Gause-type predator-prey systems. For examples, in both of [6, S] the papers conclude without any discussion of the location or period of the determined limit cycles.
In this paper, an attempt is made to estimate the location and period of the limit cycles of Gause-type predator-prey systems when the positive equilibrium is unstable. We begin by describing the model in detail in the following section. This is followed by a section devoted to the discussion of the location, where an annular region which contains all the limit cycles is obtained. In Section 4, we present an upper bound for the period of the limit cycles. We finish the paper by a discussion.
THE MODEL
We consider a class of Gause-type predator-prey models of the form
where ' = d/d& and where t, q, p, q are sufficiently smooth so that solutions to initial value problems exist, are unique, and are continuable for all positive t. We think of x(t) and y(t) as representing the prey and predator populations, respectively, at given time t 2 0.
The following assumptions are consistent with models of predator-prey systems for x, y 2 0. Note that in the special case that <(y)==v(y) =y, q(x)= cp(x), this is precisely the intermediate class of predator-prey models discussed in [7, Chap. 41 .
We remark that a new feature of such predator-prey models is incorporated into the case when g'(0) > 0. This represents a prey population which can exhibit an accelerated population specific growth rate for intermediate values of population as a strategy to avoid extinction.
Clearly system (2.1) has equilibria at E,(O, 0) and E,(K, 0). In order for there to exist a positive equilibrium of the form E*(x*, y*), the equation q(x) =y must have a positive solution (which by (H5) will be unique). Further, this value x* must be smaller than K for otherwise y* is not defined. Hence we assume (H6) There exists 0 < x* 4 K such that q(x*) = y.
In order that y* be defined we further assume (H7) lim, _ m t(y) > x*g(x*)/p(x*). Then y* = <-'(x*g(x*)/p(x*)). Hence, E* is a unique positive equilibrium.
Clearly E, is a saddle point, stable in the y-direction and unstable in the x-direction. Assuming (H6), E, is also a saddle point, stable along the x-axis.
In order to discuss the stability of E*, we compute the variational matrix about E*, denoted by J*, and get
where
Similarly to [7, Chap. 43 , the eigenvalues of J* have real positive (negative) parts if H(x*) is positive (negative), implying the instability (asymptotic stability) of E*. We assume (Hl) to (H7) to hold throughout the remainder of this paper. Furthermore, we assume that E' exists and is unstable (so that there is at least one positive limit cycle surrounding E*). By the criterion of Rosenzweig and MacArthur [7, Chap. 41 , this is equivalent to assuming W) Wx (xdx)/Ax)) Ix= v-> 0.
LOCATION OF LIMIT CYCLES
In this section, we find a positive invariant set of (2.1) and then employ a comparison method to locate an annular region which contains all the limit cycles of system (2.1). Before stating and proving our theorem, we require some lemmas [lo, p. 262-J. LEMMA 3.1. Assume (H2) and (H7) hold for the system
where p > 0 is a constant; then every trajectory of (3.1) is a closed orbit (except the equilibrium ,5*(x*, y*)).
Proof. We note that
Consider the trajectory (x(t), y(t)), with x(0)=x,, y(O)= y,, and (x0, yo) # (x*, y*). Then there is a sequence t, < t, < . . . < tzn-1 < t,, . . . . such that x(2,)=x*, 0~ y(t2n_I)< y*, y(tzn)> y*. If (x(t), y(t)) is not a closed orbit, then y(t3) # y(ti). Assume y(t3) > y(tl); then a contradiction. The case that y(f3) < y(ti ) can be analyzed in the same manner. This completes the proof.
LEMMA 3.2. Let k>O be a constant such that when x>x*,
Then the set I is positively invariant for system (2.1), where I= I, v Iz and where
Proof We first imbed the x-y plane in R3 space, denoting u = (x,$,0) and v = (-1, s, 0) as the tangent vector (in R3) of the positive boundary (interior to the positive cone of the x-y plane of 1). Then v x u = (0,O -(j + sx)). Hence proving the lemma is equivalent to proving that $+s.t-,<O when 06x,<K. (i) When O<x<x*: s=O, (3.3) is equivalent to j GO, i.e., q( y)( -y + q(x)) < 0, which is obvious.
(ii) When x* <x,< K: on the boundary y = k(K-x), which in this case means s = k. Hence j + sx < 0 is equivalent to
which is the same as (3.2). This completes the proof of our lemma.
In particular, when q(y) = t(y) = y, (3.2) is equivalent to
(H9) xg(x)/p(x) < x*g(x*)/p(x*) when 0 < x <x*.
Then all the limit cycles of (2.1) surrounding E* must envelop the region D.
Proof. Let L be any limit cycle of (2.1) surrounding E*. It is easy to note that L intersects the curve (the prey isocline) t(y) =xg(x)/p(x), 0 < x < K, exactly at two points, one in the region 0 <x < x*, the other in the region x* <x<K.
Furthermore, it is easy to observe the following by Lemma 3.1. Let A,, = (x*, y,), and Jo= (x*, jj(y,)), such that both A,, and A", lie on the same periodic curve of the system
Then it is easy to see that dy"(yo)/dyo < 0, or more precisely, the bigger the y,, the smaller the j(yo) where y, # y*, and jj(jQo)) = y,. Suppose the lemma is not true. Then (2, y*) is outside the region bounded by L. Let A,= (x*, y,) be a point of L such that yo< y*, and A', is defined as above. Further, let A, = (x*, y,) be the other point of L such that y, > y*. Then we claim that y1 > F(yo).
Let
where vI x v2 is the vector cross product. When x* d x d I, we have
Equality in (3.5) holds if and only if x=x* or x = K. Geometrically, (3.5) implies that the flow of (2.1) is always directed outwards with respect to the flow of (3.4). Hence y, 7j(yo). Replace y. by y, . We denote A 1o= (x*, y,)=A, and Ilo= (x*, B(vl)), A2 = (x*, y2) = A0 = (x*, yO). Since (3.5) is also true when 0 <x <x*, by a similar argument to the above we conclude that y, < J(yr ). However, .?(yl)<yo since y17J(yo).
Hence y2<J(y,)<yo. But y,=y,, a contradiction proving the lemma.
In the remainder of this section, we define h(x) = xg(xYL4x) and assume (2.1) satisfies (Hl) to (H9).
We define
and define Li((xo, y,,)), i= 1,2, 3, as the orbit of the system
~=P(x)(t(ai)-t(Y))
.
starting at the point (x,, y,). Proof: We note that 32 0, when x* <XQ K; by Lemma 3.3., we see that S, is contained in every limit cycle of (2.1). Since (x*, a,) is the endpoint of the line segment described by S,, by the same technique as utilized in the proof of Lemmas 3.2 and 3.3, we know the flow of (2.1) is always directed outwards with respect to the flow of (3.6,) in the region 0 <x6x*.
This completes the proof. LEMMA 3.5. All limit cycles of (2.1) are contained in the region 1, which is bounded by the following four curves.. Combining Lemmas 3.2 to 3.5, we have the following: THEOREM 3.6. Let (Hl) to (H9) holdfor system (2.1), and k>O be a constant such that when x2x* ww-xl) P(X) 2 kxg(x) + ?(k(K-x))( -Y + ax)).
Let I, 1, D, S,, S2 be defined as in previous lemma. Then the limit cycles of (2.1) will be contained in In 1 and will envelop D, S, , and S2.
Remark 3.7. Lemma 3.3 is more general than a similar result stated in [ 151, where p(x) = x, and g(x) is required to be strictly concave down. Then all the limit cycles of (2.1) (if any) surrounding E* must envelop the region 8. If i does not exist, i.e., xg(x)/p(x) >x*g(x*)/p(x*) for all O<x<x*, then by Theorem 1 in [4] we know (x*, y*) is globally stable in the positive cone, which implies that no limit cycle is possible. From the proof of Lemma 3.1, we note that the solutions of in AcR2+= {(x,y)(x>O, y>O}, then AcA, where A denotes the region attracted by E*(x*, y*) in (3.7). If A = R2+, then E*(x*, y*) is globally stable.
(ii) If j-(x, y) g(x, y*) -f(x*, y) g(x, y) 2 0 in A, d t R2+, then A is contained in the region repelled by ,5*(x*, y*). In this case, the flow of (3.7) is always directed outward with respect to the flow of (3.8).
It is easy to see that if the functions f(x*, v) and g(x, v*) are replaced by continuous functions a(v) and p(x), the conclusions similar to (i) and (ii) are still true.
PERIODS OF LIMIT CYCLES
In this section, we assume that (2.1) satisfies (Hl) to (H9) and adopt those notations that appeared in previous sections.
We are now in a position to consider the periods of the limit cycles of system (2.1). We denote (X, j) = S, n {(x, y) 1 t(y) = h(x)}, where S, is defined as in Lemma 3.4. Further, we assume (HlO) h'(x)>O, when XGxdx,.
Let xi E (x*, x,). Then when x2x,, We can refine the result (4.9) by splitting the integral (4.7) into two parts: where (x, y3Ax)) E Mb*, aI I), and y3Ax) < Y*, Y < y3Ax) when x2<x<x*.
Similarly to Lemma 3.4, we know that L,((5?-, y*)) is contained in all the limit cycles of (2.1). We denote (x, G,(x)) as the points of L3((Z, y*)), when 0 <x < 2, and j,(x) d y*. and E = min(E(x,, x2) 1 x* < x1 < x,, 2 < x2 < x*}, and replace S2 by the corresponding left half part of L3 ((x,, a,) ), then Lemma 3.4 is still valid. In fact, this result is better than Lemma 3.4. This will also allow us to give a better estimate of the period of the limit cycles.
DISCUSSION
The results in Section 3 can be utilized to improve the main theorems stated in [14] . The improvements can be made in various ways.
As far as the period of the limit cycle is concerned, a positive lower bound can be derived via a method similar to the one utilized to derive the upper bound.
For the Lotka-Volterra predator-prey system Hsu [12] has obtained the following qualitative result concerning the period of the orbit of (5.1). In the Gause-type predator-prey system (2.1), we consider the Poincare map (assuming (x*, y*) is unstable) P: (x*9 Y(O)) + (x*3 Y(T(Y(O)))), where 0 <y(O) < y*, 0 < y(T(y(0))) < y*, (x*, y(T(y(0)))) is the first returning point of the orbit of (2.1) starting at (x*, y(O)), and T(y(0)) is the time spent. It will be very interesting if one can prove the following conjecture:
CONJECTURE. T(y(0)) is a strictly decreasing function on (0, y*) when the unique positive equilibrium (x*, y*) is unstable.
