Abstract. This paper investigates the transient growth of aerosol particles in a humid environment. It seeks to explore the dependence of the fraction of droplet-forming particles on statistical properties of the distribution of dry particle diameters, as well as on the rate of temperature decay associated with vertical motion through the atmosphere. Low-dimensional, autonomous models are investigated using basic tools of dynamical systems analysis that establish the parameter-dependent existence and stability of families of equilibrium distributions of wet particle diameters. In the fully nonautonomous case, an original heuristic parameterization of the fraction of droplet-forming particles is derived in terms of a scalar, nonlinear boundary-value problem. To address the failure of the heuristic parameterization to account for the potential of a dynamic reversal of growth following an initial increase in particle diameter, a finely resolved, high-dimensional boundary-value formulation for the aerosol dynamics is investigated using methods of numerical continuation. In order to reduce the computational complexity of the numerical scheme, an adaptive asynchronous discretization algorithm is developed in which the state variables are partitioned across distinct temporal meshes.
Introduction.
The presence of clouds in the atmosphere may drastically influence the albedo of the earth to solar radiation by degrading the normal radiative heat exchange between the earth and the atmosphere. For this reason, the study of the formation of clouds is of great importance in the study of long-term climate change. Aerosol particles, originating from a variety of natural and anthropogenic sources [18] including sea salt and sulfur emissions, are known sinks for significant condensation of atmospheric water vapor. The role of aerosol particles as cloud condensation nuclei has, therefore, been the subject of extensive study [3, 4, 13, 33, 38] . Indeed, the influence of anthropogenic aerosol particles on the optical properties of clouds remains a major source of uncertainty in climate simulations. Collectively, all mechanisms through which climate is affected by the influence of aerosols on the number concentration of droplets are referred to as the aerosol indirect effect on climate [26, 27, 28, 36] .
For an adiabatic control volume, the supply of water vapor is limited, and aerosol particles compete for its absorption. For each particle, growth is maintained as long as the ambient relative humidity exceeds a particle-size-dependent lower bound. Particles that absorb sufficient amounts of atmospheric water vapor to form cloud droplets are said to be activated. Those that never grow appreciably, or experience initial rapid growth followed by a reversal back to a nearly dry state, are said to be nonactivated. For the purposes of climate simulations, the fraction of activated particles is of great practical importance, and techniques that yield accurate estimates of this fraction at low cost are highly desirable.
A brute-force method for predicting the fraction of activated particles is based on forward numerical simulation of the (integro-)differential equations governing the ambient relative humidity and the wet diameters for a population of particles of some known distribution of dry diameters. It is straightforward, but costly, to systematically explore the sensitivity of the estimated fraction of activated particles to the physical properties of the particles, the statistical distribution of dry diameters, and the ambient environment.
An alternative, heuristic approach to estimating the fraction of activated particles is based on simple algebraic threshold criteria applied to the distribution of dry aerosol diameters. Such criteria are commonly expressed in terms of the predicted maximal value of the relative humidity, for given initial conditions, and each particle's critical saturation ratio, evaluated for the ambient temperature obtained at the moment that the maximum in the relative humidity is reached [1, 2, 17, 23, 32] (for a review see [16] ). In a typical approach, quasi-static approximations are used to parameterize the time-dependence of the relative humidity on key model parameters in order to arrive at algebraic relationships between physical parameters and the unknown fraction of activated particles.
The simplifying assumptions employed in the heuristic analysis fail to account for dynamic effects associated with the relative rates of growth of the particle diameters and the ambient relative humidity. In particular, they do not recognize circumstances in which a reversal in the growth of individual particle diameters follows an initial phase of rapid growth. Particles that experience such reversal are said to be kinetically limited [12, 31] . Failure to account for the effects of kinetic limitation therefore leads to an overestimation of the fraction of activated particles, with an error potentially of the same order of magnitude as the predicted fraction.
The objective of this paper is to further explore the growth dynamics of a population of aerosol particles in an adiabatic control volume with a given supply of water vapor in order to associate the fraction of activated and kinetically limited particles with statistical properties of the distribution of dry particle diameters. The analysis is framed in the context of cloud formation when the control volume experiences a linear drop in temperature (and an expansion in volume under conditions of constant pressure) associated with a vertical motion through the atmosphere (cf. [11] and [29] , but see also [41, section 17.3.2] ). The paper applies tools of basic bifurcation analysis to low-dimensional approximations of the coupled system dynamics in the case of constant-temperature operating conditions (for which the models are autonomous) to build basic intuition into the key features governing activation and kinetic limitation. For the case of nonautonomous operating conditions associated with known temperature variations, it proceeds to explore an original derivation of an implicit, physical parameterization of the fraction of activated particles (ignoring the effects of kinetic limitation) in terms of a nonlinear, scalar boundary-value problem. Finally, the effects of kinetic limitation are investigated numerically for fixed fractions of activated particles using methods of numerical continuation applied to a high-dimensional nonlinear boundary-value problem.
The analysis in this paper makes original contributions to the understanding of both the autonomous and nonautonomous dynamics, with particular emphasis on a critical evaluation of the errors incurred in a heuristic parameterization of the fraction of activated particles. The derivation of the scalar-valued boundary-value formulation proceeds in analogy with work by Pinsky et al. [34, 35] , albeit applied to a different system of governing equations, with greater attention paid to the nonuniqueness of solutions in a neighborhood of a manifold along which a key vector field is nondifferentiable. The numerical analysis of the high-dimensional boundaryvalue problem uncovers a linear relationship between the arithmetic expectation and variance of a log-normal size density function for fixed fractions of activated particles. It predicts relative errors due to overestimation, as would have been arrived at through the application of simple activation threshold criteria, as large as 20%.
A key computational advance is the development of asynchronous discretization schemes in order to enable efficient numerical study of the high-dimensional boundary-value problem within available resources. Here, the simultaneous analysis of the transient dynamics of thousands of states, whose time-dependence exhibits dramatically different characteristic time scales over different phases of evolution, calls for mesh discretization schemes that are adapted to the solution properties and possibly distinct across groups of state variables. Such asynchronous discretization schemes have been used in finite-element problems (where they are called subcycling), in which different time steps are used for different spatial domains to overcome the efficiency issue in large-scale problems with stiff elements [8, 9, 10, 20] . Similar ideas of partitioning to ensure an efficient and stable solution strategy in forward simulation of systems of ordinary differential equations are discussed in [15, 19, 40] (see [14, 24, 25] for recent work) and more generally in [5] .
The remainder of this paper is organized as follows. In section 2, we describe the coupled (integro-)differential equations that govern the growth dynamics of a population of initially dry aerosol particles of some given size density under assumptions of adiabatic evolution of a given control volume and a spatially homogenized particle concentration. We explore the basic bifurcation characteristics of low-dimensional, autonomous models of the growth dynamics and develop a heuristic parameterization of the fraction of activated particles for a given temperature profile using a scalar, nonlinear, nonautonomous boundary-value problem. The effects of kinetic limitation and the need for a finely resolved, high-dimensional boundaryvalue formulation are investigated in section 3. This includes a discussion of the computational scheme employed in determining a relationship between the statistical properties of the particle size distribution for fixed fractions of activated particles. The section further reports on numerical predictions of the fraction of kinetically limited particles under variations in selected model parameters.
The technical details involved in the development of an adaptive, asynchronous collocation scheme for a nonlinear boundary-value problem are described in depth in an appendix to the main text. This includes a heuristic algorithm for determining optimal partitions among the state variables over distinct segments of the transient dynamics, as well as a preliminary numerical analysis of rates of convergence in the context of a typical slow-fast system. A second appendix includes a brief derivation of the properties of nontrivial solutions based at points of nondifferentiability of a scalar vector field, previously found using numerical simulations by Pinsky et al. [34, 35] .
Model description.
The equations governing time-dependent variations in the size of cloud-condensation nuclei may be derived by considering a control volume containing a given concentration of aerosol particles [41, Chapter 17] . Such a model assumes that the effects of emissions, dilution, and coagulation between particles are negligible and that the condensation/evaporation of water onto/from individual particles is coupled to the availability of water vapor represented by the relative humidity. In particular, it assumes adiabatic evolution of the control volume with a fixed total water content. In addition, each particle is assumed to be composed of "dry" material and water, where the composition of the dry material is identical for all particles. Each particle has an individual fixed amount of dry material, specified by the diameter D dry of the sphere containing just the particle's dry material, and a time-varying individual amount of water, which leads to the wet or total diameter D of the sphere containing all material (dry and water) in the particle.
2.1.
A finite-dimensional discretization. Consider a continuum limit, in which the population of aerosol particles within the adiabtic control volume may be described in terms of a spatially homogenized number concentration per unit volume c and a density function f : R + → [0, 1], such that the number concentration per unit volume of particles of dry diameter in the interval [D dry , D dry + dD dry ], at any location within the control volume, equals cf (D dry ) dD dry . As a special case of significance in the analysis below, suppose, for example, that the size distribution is given by the log-normal density
and the corresponding cumulative distribution
with (arithmetic) expected value E l.n. = e μ+σ 2 /2 and variance V l.n. = E 2 l.n. (e σ 2 − 1). It follows that the fraction of particles of dry diameter greater than some critical value D * dry is given by
Let D(D dry , t) denote the wet diameter at time t of an aerosol particle with dry diameter D dry . Denote the dimensionless environmental saturation ratio (i.e., the relative humidity), the ambient temperature (in units of K), and the saturation vapor pressure (in units of Pa) by S, T , and P , respectively, such that S = S dry , T = T dry , and P = P dry when the dry aerosol particles are deposited in the control volume. The dependence of the relative humidity on variations in the wet diameters of the aerosol particles within the control volume, under conditions of constant pressure, is then governed by the parameter
where c dry is the value of c at the moment the dry aerosol particles are deposited in the control volume, ρ w is the water density, M w is the molecular weight of water, and R is the universal gas constant. Throughout this paper these quantities have the numerical values shown in Table 1 . These parameters describe an initial aerosol number concentration and temperature that are representative of warm-cloud-formation atmospheric conditions [41] , and we choose a moderate particle hygroscopicity of κ = 0.5, corresponding to mixed salt/organic particles in the middle of the typical atmospheric range of 0.1 < κ < 0.9 [33] . Specifically, from a mass balance relation [41, section 10.2] , it follows that
We arrive at a finite-dimensional model by substituting an equally weighted, discrete approximant for the density function in terms of a sample of N p particles, and replacing (2.5) by the corresponding Riemann sum to yield
Here, D i denotes the wet diameter of an equivalent aerosol particle whose dry diameter D i,dry is defined implicitly in terms of the corresponding cumulative distribution by
for some ξ > 0.
Autonomous dynamics.
In the autonomous case, the ambient temperature and saturation vapor pressure are both constant. For an alternative proof of this result, we refer the reader to the discussion following equation (8) in [37] . The proof above is a precursor for the results below. Proof. 
It follows that
(2.16) r (D 1 ) ∂ D q (D 1 ; D 1,dry ) > −r (D 2 ) ∂ D q (D 2 ; D 2,dry ) .
Equilibria and bifurcations.
Our interest lies ultimately in parameterizations of the fraction of droplet-forming particles, given physical processes of condensation and absorption, starting with the deposition of dry aerosol particles within the adiabatic control volume. It follows from (2.8) and (2.13) that, all other things being equal,Ḋ increases with dry diameter. Particles must thus remain ordered in size for all time according to their initial dry diameters. We refer to the set of points compatible with the initial dry diameters as the subset of state space where the ordering of the wet diameters agrees with the ordering of the dry diameters. In this section, however, we consider more broadly the dynamics of growth based at initial conditions compatible with the conservation of available humidity, but not necessarily with Figure 2 . In particular, we see unbounded growth in D for D greater than the unstable equilibrium diameter when 1 < S ≤ q (D crit ; D dry ) and for all D when S > q (D crit ; D dry ). In contrast, for 0 < S ≤ 1, the unique equilibrium diameter is globally attracting.
In the general autonomous case under consideration, however, S is not constant, but varies according to the differential equation
for some positive constantγ (scaled relative to γ in (2.4) by P dry ), modeling the condensation and evaporation of water vapor onto/from individual aerosol particles. The negative feedback on the rate of change of S associated with growth of the wet diameter of any of the aerosol particles makes unbounded growth impossible and thus sets the stage for a possible cessation or reversal of growth.
From (2.18), we obtain the conservation law
where S dry again denotes the relative humidity when the dry aerosol particles are deposited in the control volume. It follows that the variations in wet diameter for N p cloud-condensation nuclei are governed by the closed system of differential equations
Consider, at first, the case of N p = 1 and the single differential equation
where we have omitted the trivial subscript. Equilibrium is obtained for D = D eq , provided that Proof. An equilibrium D = D eq of the dynamical system in (2.21) is asymptotically stable when
and unstable when the opposite inequality holds. The expression on the right-hand side is negative for D eq < D crit , is positive for D eq > D crit , and converges to 0 as D eq → ∞. It follows that it must attain a local maximum for some D eq > D dry . As in the proof to Lemma 2.1, by Descartes's rule, the total number of local extrema for D eq > D dry is bounded from above by the number of sign changes in the sequence
forβ > 0. For κ < 1.4, this number equals 1, and the claim follows.
The critical values S * dry and S * * dry correspond to saddle-node bifurcations, where the branch of unstable equilibria meets each of the branches of stable equilibria. In particular, S * dry → 1 and S * * dry → q (D crit ; D dry ) asγ → 0. Corollary 2.10. The valueγ =γ * corresponds to a cusp bifurcation, at which the two saddlenode bifurcations merge.
In the one-particle case, the unbounded growth, obtained for sufficiently large values of S dry whenγ = 0, is halted whenγ > 0 by the finiteness of the supply of water vapor. In the case of the initial condition D(0) = D dry , we find transient behavior to an equilibrium diameter corresponding to the leftmost point of intersection between the graph of q(D, D dry ) and the graph of S dry −γ(D 3 − D 3 dry ). As seen in the left panel of Figure 3 , forγ <γ * , the transient dynamics converge to an equilibrium diameter below D crit when 0 < S < S * * dry and to an equilibrium diameter above some lower bound greater than D crit when S > S * * dry . We consider next the case of N p = 2 and the two coupled differential equationṡ
and assume without loss of generality that
, in which case the corresponding value of S dry may be obtained, for example, from
From (2.13) it follows that there exist two disjoint families of equilibria with D 1,eq < D 1,crit and D 1,eq > D 1,crit , respectively, as shown in the two panels in Figure 4 . From the earlier discussion about the ordering of particle sizes, we conclude that only the former of these two families is compatible with the initial dry diameters, independently of the value of S dry . While the discussion prior to (2.25) establishes necessary conditions for the existence of equilibria, sufficient conditions are given in the following lemma. is positive, while the equilibrium is unstable when this quantity is negative. Equivalently, local asymptotic stability follows when
, which is always satisfied when (i) D 2,eq < D 2,crit , (ii) for sufficiently largeγ, independently of D 2,eq , and (iii) for sufficiently large D 2,dry > D 2,crit for fixedγ. For a given D 2,eq > D 2,crit , it is possible to selectγ, such that equality holds in (2.27), corresponding to a saddle-node bifurcation. For the same value ofγ, the inequality is satisfied in both of the limits D 2,eq → D 2,crit and D 2,eq → ∞. It follows that a second saddle-node bifurcation must exist along the branch of equilibria for D 2,eq > D 2,crit .
By the conservation law in (2.19), it follows that the state-space dynamics may be viewed along an invariant two-dimensional manifold in the (D 1 , D 2 , S) space (cf. nullsurfaces (blue and red) are shown together with the invariant manifold (orange). Equilibria are found at the intersections between all three surfaces. In this case, the set of points compatible with the initial dry diameters corresponds to the subset D 1 < D 2 . Transient dynamics based at the initial dry diameters converge to unique equilibria in this subset located at the "leftmost" intersection (in the value of D 2 ) of the invariant manifold with the two nullsurfaces.
In the general case of N p particles, it is again true that q (D i,eq ; D i,dry ) must be identical for all i = 1, . . . , N p and that the corresponding value of S dry may be obtained immediately after selection ofγ. Although there exist 2 Np−1 families of equilibria, the only branch that is compatible with the initial dry diameters again corresponds to D i,eq < D i,crit for i = 1, . . . , N p − 1, as illustrated in Figure 7 for the case with N p = 3. The corresponding determinant of the Jacobian of the vector field is found to equal
An analysis similar to that in the proof of Lemma 2.11 may be used to establish the existence of two saddle-node bifurcations along the equilibrium branch for sufficiently small values ofγ. The preceding analysis shows that regardless of the number of particles, a certain arrangement of particle sizes occurs in an equilibrium state that is a limit point of a trajectory based at the initial dry diameters. In particular, the largest particle, corresponding to the largest dry diameter, is the only one that may take a relativity large equilibrium diameter, while all other particles reach equilibrium at small diameters close to their corresponding dry diameters.
Nonautonomous dynamics.
For the general study of the formation of droplets from cloud-condensation nuclei, it is necessary to account for temporal variations in temperaturefor example, associated with vertical motion in the atmosphere [11] . In this case, the timedependence S(t) of the relative humidity is related to the distribution of wet diameters through the equation
where the saturation vapor pressure P (T ) is a known, monotonically increasing function of temperature, and S dry and P dry again denote the relative humidity and saturation vapor pressure associated with the original emission of dry aerosol particles. For a given temperature variation, we obtain a closed system of N p differential equations for the variations in the aerosol wet diameters by solving (2.30) for S and substituting into (2.8), where now α 0 , α 1 , and β are known functions of temperature. As in the case of the autonomous dynamics, unbounded particle growth is impossible, since the magnitude of the right-hand side of (2.30) cannot exceed P dry S dry . Prior to this, S must fall below 1, ensuring reversal of growth for sufficiently large particle diameters.
Activated particles.
As observed previously, particles must remain ordered in size for all time according to their initial dry diameters, independently of the time-dependence of the relative humidity S or the ambient temperature T . Any characterization of the particle population in terms of bounds on the wet diameters at a certain time, or on the nature of their time histories, is therefore equivalent to an ordered partition of the initial size distribution. As an example, we may loosely speak of a cloud-condensation nucleus as activated if it exhibits run-away growth toward the formation of a cloud droplet. It follows that, at any moment in time, all the particles smaller than a nonactivated particle are nonactivated, and all the particles larger than an activated particle are also activated.
The transient growth of the aerosol particles may now be obtained by explicit substitution of a time profile for the temperature. While for slow enough variations in T , one expects the dynamics to be guided by those found for the system described by (2.20) , this is no longer true in the event of a rapidly rising aerosol layer. As an example, a steady updraft motion of the aerosol layer corresponds, to first approximation, to a linear decrease of the temperature in time. This results in a decreasing saturation vapor pressure and, all other factors being equal, an increase in the relative humidity. For as long as the relative humidity exceeds the value of q (D, T ; D dry ) of a particle of a given dry diameter D dry , the corresponding aerosol diameter D grows at a nonzero rate until such a time that competition for the available water vapor results in a decrease of the relative humidity below the corresponding (time-dependent) Köhler curve.
A heuristic parameterization.
We consider again an aerosol size distribution given by a density function f and the corresponding cumulative distribution F . We seek to arrive at a relationship between the fraction of activated particles p := 1 − F (D * dry ), expressed in terms of some critical dry diameter D * dry , and statistical properties of f . Inspired by Pinsky et al. [34, 35] , suppose that the distribution of wet particle diameters relaxes rapidly (independently of f and without concomitant changes to the relative humidity, such that S(0) S dry = 1) to one consisting of (i) a monodisperse aerosol size distribution with pN p activated particles of identical size D significantly larger than the corresponding dry diameters, and (ii) a distribution of (1 − p)N p particles whose diameters have equilibrated at values approximately equal to the corresponding dry diameters. In this case, we may expand (2.29) to obtain
where we also neglect the correction associated with α 1 . Furthermore, (2.30) yields
Substitution into (2.31) then results in the scalar, nonautonomous differential equation
where χ := 1 − S,
and T = T dry − ζt for constant ζ. In the limit that S(0) ↑ 1, it follows thatṠ(0) > 0. In this case, we defineŜ as the value of S at the first moment thatṠ =χ = 0, and we letT denote the temperature when this condition is reached. We make plausible the existence of such a maximum in the limit as S(0) ↑ 1 (and, consequently, as H(0) ↓ 0) by replacing α 0 (T ) with a positive constant α 0 (see also Appendix B for a related discussion of the analysis in Pinsky et al. [34, 35] ). In this case, suppose thatχ is negative and bounded away from 0 for all time, such that −χ(t) > kt for some k > 0. Then, since
it follows that (2.37)
By the assumptions on χ, the right-hand side is bounded from below by √ kt. It follows that the first term in (2.34) must eventually exceed, in magnitude, the value of the second term in this equation, in contradiction with the assumptions on χ, and the claim follows.
We finally arrive at a closed, nonlinear boundary-value problem for the time history S(t) and the unknown fraction p of activated particles by imposing a condition on D * dry that captures the nature of the initial inflationary relaxation phase. Activation of an aerosol particle of a given dry diameter, as defined by an apparent inflationary phase of growth of the wet aerosol diameter, requires that the relative humidity exceed the critical saturation ratio at the instant that the wet diameter coincides with the corresponding supersaturation point. If we approximate q(D, T ; D dry ) by its restriction to T =T , then a necessary, but not sufficient, condition for this to hold is that the maximum relative humidityŜ exceed the critical saturation ratio q(D crit ,T ; D dry ). We rely on this condition in a first approximation of the fraction of activated particles for given values of γ and the rate of decrease of the ambient temperature. Specifically, we assume that D * dry is implicitly defined by the pair of scalar equations 
where σ w is the water surface tension and is the diffusivity coefficient (in units of m 2 /s). For this parameterization, the rate of change of q(D, T ; D dry ) with respect to T is everywhere negative. It follows that variations in T parameterize a foliation of Köhler curves. In particular, the critical supersaturation ratio is a decreasing function of temperature. It follows from (2.34) that
. We observe that the dynamics ofχ are parameterized by the ratio p 2/3 /ζ governing the balance between depletion of the ambient humidity due to the growth of aerosol particles and the increase in the humidity due to a decreasing saturation vapor pressure, but not by either p or ζ separately. Each value of this ratio thus corresponds to a unique pair of values ofŜ andT , as illustrated in Figure 8 . The two curves included in this figure correspond to projections of the one-dimensional solution manifold to the discretized boundary-value problem given by a collocation approximation of (2.45) withχ(T dry ) =χ (T ) = 0 in terms of an unknown piecewise-polynomial approximant ofχ on a fixed mesh with 15 equal-sized intervals and polynomial degree 5, and for unknownT . The results show dramatic variations in the values ofŜ andT for very small values of the ratio p 2/3 /ζ, corresponding to the soughtafter maximum of S being reached only after a significant change in temperature. In the extreme case, for whichŜ and/orT lie outside of physically meaningful ranges, the validity of the model formulation is naturally put in question. Consequently, with Figure 8 in mind, we restrict our attention below to values of the ratio p 2/3 /ζ > 1. With f = f l.n. , E l.n. = 7 × 10 −8 , and V l.n. = 1 × 10 −14 , there exists a locally unique value of p that satisfies the nonlinear boundary-value problem defined above near the initial solution guess represented by the open circles in Figure 8 . We obtain a one-parameter family of solutions for fixed fractions p by allowing simultaneous variations in E l.n. and V l.n. , as illustrated by the result of numerical continuation in Figure 9 .
A computational framework.
The simplifying assumptions made in the heuristic derivation above tend to overestimate the number of activated particles, as they fail to account for the possibility that a particle, whose critical supersaturation ratio is less than the maximum relative humidity, nevertheless reaches a maximum diameter without undergoing an inflationary growth. This phenomenon is termed kinetic limitation [31] , and particles affected by this phenomenon are said to be kinetically limited. As the error associated with this effect may be significant, it is important to evaluate its influence on predictions of the fraction of activated particles.
There are at least two relevant mechanisms that fall under the umbrella of kinetic limitation, for which we use the terminology in [31] . In the evaporation mechanism, the relative humidity drops below the critical saturation ratio of a given particle before the critical diameter D crit is reached (see the left panel of Figure 10 ), resulting in the immediate deactivation of the particle. In the deactivation mechanism, shown in the right panel of Figure 10 , the relative humidity exceeds the critical saturation ratio when the particle diameter reaches its critical value but falls below the corresponding Köhler curve shortly thereafter, after which evaporation again results in a shrinking diameter. A third mechanism [31] , referred to as the inertial mechanism, describes particles of very large dry diameter and correspondingly very low critical supersaturation and large critical diameter. In this case, even though the critical diameter may not be reached, growth may continue for such a long time that, for practical purposes, the particles may be considered activated. The latter mechanism is outside the scope of our study and will not be considered here (but see [6, 22, 30] for work seeking to account for this effect).
Figure 10. Particles that experience a reversal of growth, even in the case that the maximum relative humidity along the projected trajectory (green) exceeds the critical saturation ratio along the corresponding Dnullcline (blue), are said to be kinetically limited. Here, reversal may occur before (left) or after (right) the corresponding supersaturation point.
In lieu of the heuristic analysis in the previous section, we seek a systematic computational framework for the study of the dependence of the fraction of particles affected by kinetic limitation on the statistical properties of the initial distribution of dry diameters.
Forward simulation.
As an example, we numerically analyze the dynamics of a collection of N p particles with dry diameters defined by (2.7) for the case of the log-normal cumulative distribution in (2.2). In the numerical results reported throughout the remainder of the paper, S dry = 0.98, T dry = 290 K, and ξ = 1/3000.
Consider, specifically, a transient numerical simulation with E l.n. = 7 × 10 −8 , V l.n. = 1 × 10 −14 , ζ = 0.01, and N p = 500 integrated over 100 units of time. Let the initial conditions S(0) and D i (0) be given by the relative humidity S eq and distribution of diameters D i,eq corresponding to the asymptotically stable equilibrium below the critical supersaturation point obtained for constant temperature T = T dry , the given distribution of dry diameters, and the corresponding relative humidity S dry . It follows that (3.1)
As seen from the resultant time histories in Figure 11 , a subset of the particles, namely, those of sufficiently large dry diameter, exhibits an inflationary growth phase (around t = 37), after which the corresponding diameters continue to grow throughout the extent of the simulation. Particles with intermediate-size dry diameters are kinetically limited and fail to become activated, in spite of a brief inflationary phase. Finally, particles of sufficiently small dry diameters fail to enter an inflationary growth as the relative humidity never exceeds the corresponding critical saturation ratio. In the simulation, the 419th particle is the particle of largest dry diameter, for which the relative humidity does not exceed the corresponding critical saturation ratio. Similarly, the 430th particle is the particle of smallest dry diameter whose corresponding wet diameter continues to grow throughout the simulation. By the dynamically consistent ordering of diameters, it follows that particles 420 through 429 are all kinetically limited.
The time history S(t) for the relative humidity shown in Figure 11 captures the collective influence on the availability of water vapor from the variations in the distribution of wet diameters approximated by the discretized particle model. We can use S(t) (and the associated variations in temperature T ) as an exogenous signal to drive the time history D 0 (t) of a test particle with dry diameter D 0,dry according to (2.8) . Note that D 0,dry can take any value and is not ordered with respect to the values D i,dry . A result of such an analysis is shown in Figure 12(upper panel) . Here, the vertical axes represent the wet diameter D 0,max and the elapsed time t 0,max at an instant of vanishing right-hand side in (2.8), corresponding to a turning point in the growth of the corresponding wet diameter. These values coincide with the corresponding critical values D i,max and elapsed times t i,max in the discretized particle model, provided that D 0,dry = D i,dry . As is evident in the figure, D 0,max and t 0,max depend sensitively on changes to the dry diameter D 0,dry close to the transition to particles with inflationary growth (which fail to reach such an instant during the 100 units of integration time).
An alternative representation of the data in Figure 12 (upper panel) is given in Figure 12(lower panel) , where we observe a similar sensitivity in graphing the ratio t 0,max /t 429,max versus the ratioD 0 /D 429 of wet diameters at the instant thatṠ = 0. We generalize this observation to an arbitrary discretization of the initial distribution of dry diameters (and the corresponding time histories) by letting λ denote the slope at (1, 1) of the graph of t 0,max /t last,max
Figure 11. Time histories for the wet diameters of 500 aerosol particles along with the corresponding relative humidity (dashed curve). Here, the vertical dotted line indicates the instant at which the relative humidity reaches its maximum value. Particles may be distinguished by their growth pattern; activated particles undergo a sudden increase in their wet diameters around the time of the peak in relative humidity and continue persistent growth past this time. Colored curves indicate kinetically limited particles that also experience initial rapid growth but reach a maximum diameter and then revert back close to their initial dry diameter. The thick black curve represents the particle with the largest dry diameter that is neither kinetically limited nor activated.
versusD 0 /D last . Here, the subscript last represents the index of the largest particle to reach a maximum during the simulation. In particular, we argue that the discretized model resolves the transition between kinetically limited particles and fully activated particles with satisfactory detail provided that λ 1. Notably, in the case of the data in Figure 12 (lower panel), λ ≈ 15. As a comparison, a similar analysis with N p = 3000 (with the 429th particle replaced by the 2559 particle) results in λ ≈ 55.
We finally comment on the convergence of the predicted fraction of activated particles associated with a refined discretization of the aerosol size distribution function. Based on the numerical data in Figure 13 , we performed a least-squares fit of the model ε p := p − p * = CN r p , which resulted in model parameter values of C = −3.759, r = −1.045, and the limit p * = 0.1477. This limiting value of p * corresponds to the fraction that would be predicted by analysis of the integro-differential equation in (2.5), and the first-order convergence rate (r ≈ 1) is consistent with the cumulatively uniform particle distribution produced by (2.7).
A boundary-value problem.
Inspired by the time histories found using direct numerical simulation, we seek a boundary-value formulation such that every point on the corresponding solution manifold corresponds to the time histories of particles with the same fraction of activated, but not kinetically limited, particles. We consider two alternative heuristic criteria that each characterize an activated particle and explore the predicted fraction of kinetically limited particles under variations in the statistical moments of the initial distribution of dry aerosol diameters. In particular, given the discretization of the initial distribution of dry diameters in (2.7), let p denote the fraction of activated particles exhibiting run-away growth Figure 11 .
Figure 12. (Upper) Variations in the maximum wet diameter (blue) and the corresponding time (green) parameterized by the corresponding dry diameter for a test particle whose dynamics is governed by the time history of the relative humidity in

(Lower) The ratio of the elapsed time, at which the test particle reaches its maximum diameter, and the corresponding time for the largest kinetically limited particle versus the ratio of the corresponding wet diameters at the moment that the relative humidity reaches its maximum value. Note that the wet diameter of particles at their turning points undergoes a very steep change in a narrow region corresponding to dry diameters of particles that separate activated particles from others.
throughout the duration of the relevant time histories. For an a priori value of p, it follows that the last subscript represents a known particle index. Now consider a three-stage segmentation of the continuous time histories of the relative humidity S, the wet aerosol diameters D i , and the wet diameter D 0 of a test particle with D 0,dry = D last,dry − δ for some δ > 0. The first segment is characterized by initial conditions for S and D i , for i = 0, . . . , N p coincident with the equilibrium values S eq and D i,eq (below the critical saturation point) obtained from (3.1) and (3.2) , where the latter equation applies also to i = 0. The first segment ends after an elapsed timet at a local maximum of S(t). Similarly, the second and third segments are assumed to terminate after total elapsed times t 0,max and t last,max , at points where S equals q (D 0 , T ; D 0,dry ) and q (D last , T ; D last,dry ), respectively. LetŜ,T , andD i for i = 0, . . . , N p denote the relative humidity, ambient temperature, and particle diameters at t =t. Then, a particle of dry radius D i,dry is said to be activated according to the first criterion ifŜ exceeds the critical saturation ratio q(D crit ,T ; D i,dry ). Alternatively (cf. [16] ), a particle is said to be activated according to the second criterion if its diameterD i exceeds the critical supersaturation point D crit associated with the corresponding dry diameter D i,dry and T =T .
Finally, in order to ensure that the discretization resolves the transition between kinetically limited particles and fully activated particles with satisfactory detail, we impose the additional condition that the slope λ defined in the previous section, obtained here from a finite-difference approximation, equal some given large positive number λ * . Collectively, the corresponding boundary conditions constitute algebraic constraints on the unknown time histories of the form
Discretization.
In order that we obtain a one-parameter family of solutions to the boundary-value formulation in the previous section, we apply path-following techniques to a suitable discretization of the system of ordinary differential equations, using the MATLABbased computational continuation core coco. Specifically, we approximate each of the unknown time histories in terms of continuous, piecewise-polynomial functions, and we require that these satisfy the boundary conditions, as well as the governing differential equations at a collection of discrete collocation nodes (the so-called collocation conditions). Finally, we ensure that the number of unknown continuation variables exceeds the number of corresponding algebraic equations by one.
Given the natural segmentation of the boundary-value problem, we treat each of the segments separately and regain the original transient time histories by imposing continuity across the segment boundaries. On each segment, we shift and scale the time variable in order to obtain a system of differential equations on the interval [0, 1], parameterized by the interval duration, per the following relationship:
On each segment, each scalar-valued, piecewise-polynomial approximant is naturally associated with a partition of the time domain in terms of a collection of mesh nodes and mesh intervals. We typically parameterize the approximant on each such interval in terms of a Lagrange interpolant through unknown values on a set of base points. The number of base points exceeds the polynomial degree by one. An asynchronous mesh is characterized by more than one collection of mesh nodes across the set of approximants. When the union of all mesh nodes across the different approximants equals the mesh nodes for each of the approximants, we speak of a synchronous mesh. A synchronous mesh is said to be uniform if the mesh intervals are all equal in length and nonuniform otherwise. A mesh is adaptive if it is updated during continuation to ensure that an estimate of the discretization errors remains bounded below a critical threshold. Such updates may include changes to the location of individual nodes (r-type), as well as the number of mesh nodes or the size of the intervals (p-type and h-type, respectively).
The imposition of collocation conditions on the polynomial approximants requires the use of Lagrange interpolation in order to obtain algebraic conditions on the unknown base point values. In the case of a synchronous mesh, there exists a linear and variable-independent relationship between the values of the polynomial functions and their derivatives at the collocation nodes and base points, respectively. Mesh updates may be reduced to discrete changes to scaling constants in the collocation conditions, without any change to this linear relationship. In contrast, in an asynchronous mesh, each scalar-valued approximant is associated with a distinct such linear relationship. In this case, any updates to the individual meshes require recomputing the coefficients of the corresponding linear maps.
It is clear that the choice of mesh affects both the accuracy of the discretization as well as the computational cost associated with applying linear and nonlinear solvers to the discretized boundary-value problem. In the case of a sufficiently high-dimensional dynamical system, it is quite conceivable that the choice may affect the feasibility of the analysis, as the required intermediate storage exceeds available machine memory. Ultimately, the choice of mesh must be guided by the observed nature of the relevant time histories. Large differences between the characteristic time scales for individual state variables at the same instant, between the characteristic time scales for a single state variable at different instants, or between the characteristic time scales for a single variable at the same instant but for different points on the solution manifold of the boundary-value problem suggest the use of asynchronous, nonuniform, and adaptive meshes, respectively.
For the analysis reported below of the aerosol boundary-value problem, we use an asynchronous, nonuniform, adaptive mesh in order to account for dissimilar growth rates and significant sensitivity in the behavior of kinetically limited particles to changes in the system parameters. The detailed implementation of the mesh selection and adaptation algorithm is discussed in Appendix A. Here, the state variables associated with the discretized distribution of particle diameters are further discretized in time according to three distinct meshes. For example, we could partition the variables such that the first of these describes particles whose diameters remain close to their initial diameters and exhibit relatively slow dynamics. Similarly, the second mesh could be designed to describe particles whose diameters exhibit more rapid variability, e.g., a sudden reduction in size following the termination of initial growth. The third mesh would then describe particles with relatively large dry diameters, which exhibit intermediate (and persistent) growth rates.
The algorithm introduced in Appendix A provides for an optimal partition of variables between the three meshes, provided that two variables with similar values in the accumulated estimated error have similar distributions of error along the relevant time histories. This condition is satisfied for all variables along the first segment, and for the activated and nonactivated particles along all segments. Along the second and third segments, however, we find that the kinetically limited particles violate this condition, as the corresponding phases of rapid variability occur with significant time separation for different particles. As these phases also translate significantly along the second and third segments during continuation, we choose to allocate all the kinetically limited particles to a single uniform mesh. The interval size is here chosen as the minimum interval size computed from the error equidistribution algorithm in Appendix A. For each adaptation step, the first kinetically limited particle is identified from the maximal value of the relative humidity and the corresponding critical saturation ratio. In all cases, we use a separate mesh for the piecewise-polynomial approximant of the relative humidity (noting that this is affected by all the different time scales present in the dynamics of the particle diameters).
Numerical results.
We proceed to implement the asynchronous collocation scheme described in Appendix A with m = 4 and T OL = 10 −10 . For each of the three cases reported below, an initial solution guess is obtained using forward simulation with MATLAB for N p = 3000, V l.n. = 1 × 10 −14 , and E l.n. = 7 × 10 −8 , 8 × 10 −8 , 9 × 10 −8 . The assignment of individual particle time histories to one of the three meshes and the number and location of the corresponding mesh nodes are updated adaptively every five continuation steps. In each case, a one-parameter family of solutions to the discretized boundary-value problem results by allowing two of the remaining model parameters to vary.
As an example, the left panel in Figure 14 shows the projection of the solution manifolds onto the (E l.n. , V l.n. ) plane in the case that ζ = 0.01 and for p equal to 0.147, 0.162, and 0.176, respectively. Unexpectedly, these curves are straight lines going through the origin with slopes equal to 4.87 × 10 −7 , 3.76 × 10 −7 , and 3.14 × 10 −7 , respectively. This suggests that if there exists a monotonically decreasing function that relates the fraction p of activated particles to the corresponding slope, then the value of p may be predicted directly from the expectation and variance of the original log-normal distribution. The right panel of Figure 14 shows the relative difference, ε k , between the predicted fraction of activated particles using each of the heuristic criteria and p = 0.147 under variation in the expectation. As expected, in this case as well as the other two cases, both heuristic criteria overestimate the number of activated particles, with a larger fraction of particles activated according to the first criterion than those activated according to the second criterion. In the parameter ranges shown in Figure 14 , the predicted values using the second criterion achieve a local maximum, while the prediction according to the first criterion increases monotonically with E l.n. . For p = 0.147, the panels in Figure 15 show the relationships between the rate of temperature decay ζ and E l.n. or V l.n. , respectively, along the corresponding solution manifold. As seen in panel (a), for fixed V l.n. , ζ increases with E l.n. in order to maintain a fixed fraction of activated particles. In contrast, as seen in panel (b), for fixed E l.n. , ζ decreases with increasing values of V l.n. . The difference between the corresponding predictions of the fraction of activated particles according to each of the two heuristic criteria and the actual fraction are shown in panels (c) and (d). We note significant differences, associated with kinetically limited particles, between these predictions and the actual value of p. Indeed, the prediction error incurred by the first heuristic criterion grows with E l.n. (and the associated reduction in the rate of temperature decay), whereas that incurred by the second heuristic criterion improves after an initial brief increase.
Concluding remarks.
As argued in previous sections, the failure to account for the phenomenon of kinetic limitation may lead to overestimation of the fraction of activated particles when using heuristic parameterization techniques. While the effect is broadly recognized, it is commonly neglected [16] . Forward simulation techniques avoid simplifying assumptions regarding the system dynamics or the application of heuristic threshold criteria but come at significant cost and provide no guidance for a systematic exploration of parameter dependence.
In contrast, the boundary-value formulation proposed in this work targets an inverse formalism in which a given fraction of activated particles is imposed upon the outcome of a transient time history. Root-finding techniques are then used to compute corresponding families of input parameters, e.g., pairs of expectations and variances for the initial distribution of dry diameters. This inverse framework affords a systematic study of combinations of model parameters that yield a predefined outcome. As seen in the previous section, the methodology yields insights regarding such combinations (notably the linear relationship between E l.n. and V l.n. for fixed values of p) that would not be readily available from a collection of forward simulations.
Several remarks are in order regarding the choice of discretization of the boundary-value problem and the associated implementation of a nonlinear root-finding algorithm. First, we have chosen to rely on a Newton technique applied simultaneously to the entire vector of unknown base point values in the collocation paradigm, rather than a sequential, forwardshooting formalism, known for its sensitivity to local instability. As a consequence, the computational analysis is accompanied by significant memory demands and the possibility of exhausting available resources in the case of a high-dimensional system with a finely resolved temporal mesh.
Second, to accommodate constraints on computational resources, we have associated a separate temporal discretization to each group of state variables with characteristically similar time histories. Such an asynchronous discretization algorithm may lead to dramatic reductions in problem size, especially for slow-fast, large-scale dynamical systems. In the case at hand, it resulted in an order-of-magnitude reduction in the number of unknowns (∼ 10 5 compared to the synchronous mesh with ∼ 10 6 unknowns and the case of a uniform, synchronous mesh with ∼ 10 7 unknowns), allowing extensive numerical exploration and a finely resolved discretization of the distribution of dry particle diameters.
Finally, we have relied on an adaptive discretization scheme that accommodates changes in the properties of individual time histories during parameter continuation. In the absence of a rigorous error analysis, we used a mesh selection strategy that treats each mesh separately, without accounting for the influence of interpolation errors between meshes. A more sophisticated approach that would lend further credence to the numerical predictions should be based on theoretical estimates of error growth rates and the effect of coupling between meshes. Each α ∈ A corresponds to a partition 
If we associate j = 1 and σ = −1 with t = 0, then the corresponding map
is a bijection with inverse given by
The discretization of the system of differential equations is now complete with the imposition of collocation conditions on the ith equation in terms of a distribution of collocation nodes on the partition π α . In particular, we choose here to introduce nodes for the jth mesh interval, 
collect the base point values for all of the polynomial approximants of y i , and define the column matrix (A.11)
Continuity across each of the mesh nodes may then be expressed in terms of the linear condition Q · y bp = 0 for some (very sparse) matrix Q whose nonzero entries equal 1 or −1. A.2. Adaptivity. In an adapted mesh, the mesh π α associated with a group of components of y is chosen to equidistribute an estimated total interpolation error across the corresponding mesh intervals. Specifically, for each i, such that y i is associated with the mesh π α , consider the piecewise linear function φ i , with φ i (0) = 0, that interpolates the mth derivative of the piecewise-polynomial approximant of y i at the midpoint of each mesh interval. The error distribution function θ α associated with π α is then defined by (A.14)
and the number of mesh intervals is given by
for some known constantĈ and desired tolerance TOL [7] . Let θ α,j := θ α (t α,j ) for j = 1, . . . , N α denote the values of the error distribution function on the corresponding mesh nodes. The values of κ α,j for j = 1, . . . , N α are then chosen to ensure that
Adaptivity during continuation results in changes to the discretization parameters N α and κ α,j along the collection of computed solutions to the collocation problem. Such changes may result in changes to the embedding dimension of the continuation problem, as well as to the interpretation of individual unknowns. Continuation beyond each such adaptive change is accomplished by sampling a previously obtained piecewise-polynomial solution in order to compute an initial solution guess for the new collection of unknown base point values. Similar interpolation may also be applied to each tangent vector along the original solution manifold in order to estimate the tangent space to the new solution manifold.
The decision to partition the components of y according to a discrete set of meshes may be rationalized in terms of a constrained minimization problem. To this end, suppose that A = {1, . . . , Q} for some integer Q ≤ n and that, without loss of generality, the sequence
is increasing. Let z q denote the number of components of y associated with the mesh π q such that
The total number of mesh intervals is then given by
Let Θ be a smooth, increasing function such that Θ(0) = 0 and
It follows that
For an optimal partition, we now require that the sequence {z q } We may judge the closeness of this partition to an optimal choice by the deviation of the corresponding sequence of accumulated errors from the ideal case given in (A.24). In particular, we expect a near-optimal construction when components of y that end up in the same partition exhibit a similar distribution of values of φ on [0, T ].
A.3. Performance. We investigate the application of an adaptive asynchronous collocation scheme to the FitzHugh-Nagumo model [21] Figure 16 (computed using a uniform, synchronous mesh with N = 10 6 ). Here, we examine three different cases, viz., (i) a uniform synchronous mesh, (ii) an adapted synchronous mesh, and (iii) an adapted asynchronous mesh. For each numerical experiment, we report on discretization errors in terms of the supremum norm ε u := sup t |v(t) − v per (t)| (in the upper-left and lower-left panels of Figures 17 and 18) , and on the maximum norms ε s := max i |v (t v,i ) − v per (t v,i )| (in the upper-right and lower-right panels of Figures 17 and 18 ). Although not reported in this paper, similar results were obtained for error convergence corresponding to variable w. For each mesh, we let h = T max i κ i and estimate the convergence rate r associated with the asymptotic behavior O(h r ) of each of the discretization errors. In each case, the appropriate mesh selection algorithm is used to generate an initial mesh with N = 10 corresponding to the h 0 /h = 1 rows in each of the tables. Further rows are generated by halving each of the mesh intervals (without any further adaptation).
As a reference, we recall from [39] the theoretical values of r = m + 1 and r = 2m for the corresponding convergence rates in case (i). The data in Figure 17 confirms this theoretical prediction, shows the same rates of convergence in case (ii), and shows a lower rate of convergence in case (iii), especially for the maximal discretization error across the variablespecific mesh nodes. The latter is caused by the interpolation errors within a mesh interval of one variable propagating to the mesh-point errors of the other variable. This coupling of errors is further explored by the data in Figure 18 . Here, a fine uniform mesh is used for w in order to ensure that the corresponding interpolation error is of the same order as the mesh-point discretization error associated with the adaptive asynchronous mesh for v. The resulting convergence rates again agree with the theoretical predictions for the synchronous case.
Appendix B. Proof. We comment briefly on the analysis in Pinsky et al. [35] of the differential equation
where h is a monotonically increasing function of time. Here, S again denotes the relative humidity, and h represents the height of the parcel of air in the atmosphere relative to a reference level. This equation bears some resemblance to (2.36), specifically in the presence of a 1/3 power on the right-hand side. While (2.36) admits the trivial solution H ≡ 0, the solution is not unique in forward time. Similarly, it is clear that S ≡ h is a solution to (B.1) with a monotonically increasing variation of S with respect to h. The nondifferentiability of the vector field along this solution, however, implies the possibility of nonuniqueness of solutions and variations in S that achieve a local maximum with respect to h, as found numerically in [35] . Specifically, suppose that at h = h * we have S = h * − , where 0 < 1. We may rearrange (B.1) to obtain
Since h * − S (h * ) = and S > 0, we conclude from (B.1) that S is initially increasing with h. Moreover,
= h * and, hence, a maximum is achieved for S. As shown by this derivation, arbitrarily small values of result in a time trajectory that differs qualitatively from the trivial solution obtained for = 0. We surmise that numerical round-off error (but not truncation error) introduced in the simulations reported in [35] is the reason for finding the nontrivial trajectory, even as the initial conditions correspond to the case that = 0.
