A large number of real world applications, like user support systems, can still not be performed easily by conventional algorithms in comparison with the human brain. Recently, such intelligence has often been reached by using probability based systems. This paper presents results on the implementation of one such user support system, namely an intention estimation information appliance system, on a Bayesian Network as well as Hierarchical Temporal Memory. The latter is a new and quite promising soft computing platform modelling the human brain, though currently only available as a software model. A second part of the paper therefore focuses on a possible VLSI architecture for Hierarchical Temporal Memory. Since it models the human brain, communication as well as memory are of high importance for this VLSI architecture.
Introduction
The searching for better algorithms, has continuously been driven by application requirements. Whereas some applications can be easily implemented on current platforms, some cannot be implemented as easily as the way the human brain performs them. Although there have been numerous attempts in modelling the human brain, none of them have reached the results that were hoped for.
The brain is considered to be a probability based system, this type of system has recently known an increase in interest. One additional advantage of probability systems is that they are more general than deterministic systems, and can therefore be applied to more applications. One type of applications to which they have shown to be particularly useful are user support systems (e.g. [2] ), of which a general diagram is shown in Figure 1 . This paper will describe one example application of a user support system and its implementation on two differ- ent type of probability based systems, namely Bayesian Network (BN) [1, 5] and Hierarchical Temporal Memory (HTM) [3, 4] . A VLSI architecture for Hierarchical Temporal Memory will then be discussed in more detail. This discussion will focus particularly on the flexibility required when mapping an HTM network to hardware, besides focusing on the network and memory requirements for the architecture. The probability calculations within each node are also touched upon. This paper starts with describing HTM, which achieves intelligence by being trained with the data it should remember, similar to BN. During inference it then performs probabilistic calculations on finding the closest match between the stored data and the newly incoming data. Next is the description of the intention estimation information appliance system, which is followed by the discussion of the VLSI architecture for HTM. The paper concludes in the conclusion section, which also mentions future work.
Hierarchical Temporal Memory
The purpose of Hierarchical Temporal Memory is to model the human brain in the way it functions. Its name actually refers to the main features of its design, namely: the large amount of memory it consists of, the importance of time and the fact that it has a hierarchical structure. This hierarchical structure can be seen for example in Figure 3 b ) & c). An HTM network will have its data fed in at the bottom of the hierarchy, and category data is output at the top node. This category data provides information on the classification performed by HTM. For example, when an HTM network has been trained with images of animals and their respective category information, then for each input provided, the system would output the category/animal which it considers to correspond with this input.
Each HTM node within the hierarchy performs the same algorithm, but on different data. The node algorithm consists of two separate parts (see Figure 5 c), which correspond with the two main functionalities of the human brain. Firstly, there is what is called a spatial pooler, which is responsible for storing common input patterns in space. For example, in an image application, the lower level nodes would remember adjacent pixels with a certain colour. Due to its hierarchical structure, the higher levels in the hierarchy also work on a higher level of abstraction. Therefore, these higher levels are capable of recognising higher level objects. Patterns commonly provided to the spatial pooler are stored in the spatial pooler memory during learning mode. During normal operation the spatial pooler will determine how closely the provided input matches with the stored patterns. The output of this spatial pooler forms input to the second part of the node, which is a temporal pooler. This temporal pooler groups sequentially frequently occurring patterns. In the image application example, this part of the node would store whether a particular line moves from left to right or from bottom to top. During normal operation, the spatial pooler will determine which group the coincidence, found as matching by the spatial pooler, belongs too.
Although the standard structure for HTM is a regular hierarchy, this regular structure might not be the most optimal solution for each application. Namely, adapting this hierarchy could result in more optimal results.
User Support Application
The user support application, implemented as an example application on BN and HTM, predicts user intention during cellphone usage. Although this application is designed for a particular phone and it's menu structure, the principle can be applied to any type of phone and menu structure. Since probability systems are taught, if a different phone is targeted, it would be sufficient to modify the training data accordingly.
The goal for this user intention estimation application is to predict on whether the user initiates a call or mail action. The initiating of a particular action depends on the sequence of operations performed by the user. Therefore, it is expected that the temporal pooler of HTM will play an important role.
Implementation
In probability systems, the outcome is largely depending on the learning data, and therefore also the quality of this data. Consequently, this data needs to be created carefully. Although the intention estimation only knows 2 outcomes, there are numerous ways of reaching these outcomes. In order for the probability system to be balanced, the learning data is required to balance the numerous ways of reaching these outcomes.
Bayesian Network
Bayesian Networks only perform the "User intention estimation" part of a user support system. In order to implement a BN, a causal relationship network is initially constructed and implemented on the Bayonet software platform [6] that uses the K2 learning algorithm. The network for this application is shown in Figure 2 . The fact that BN only implements "User intention estimation" requires for other hardware to take care of the "Feature extraction" and "Support Planning" part. This limitation of BN is also one of the main differences with HTM, since HTM manages the complete "Computer World" part of the support system.
HTM
In contrast to BN, the input to HTM comes directly from the real world. For this application these are the key press actions, where each key has been assigned a number as shown in Figure 3 a) .
As mentioned earlier, HTM can make use of a regular hierarchy, or of some other irregular hierarchical structure. To investigate the importance of the architecture on the actual behaviour of HTM, two different architectures are studied.
* (11) 7 (7) 4 (4) 1 (1) 0 (10) 8 (8) 5 (5) 2 (2) # (12) 9 (9) 6 (6) 3 (3) A/a (13) The first one, called standard, shown in Figure 3 b), uses a normal, balanced binary tree. In this case the inputs from the keyboard are simply split among the two nodes at the lowest level. As a node only sees its own input data, it is only capable of storing patterns that are provided to its own input. So if a pattern crosses the boundary of the inputs to a node, then it is expected to be covered by a node on a higher level within the hierarchy.
A second architecture, is called function and shown in Figure 3 c). In this case, the function of the phone's key's are exploited in deciding the architecture for HTM. Namely, keys (1)-(10) relate to number or letter input, whereas key ranges (11)-(15) and (16)-(24) both have functional purpose. Keys with a similar functionality are expected to have related spatial/temporal correlation, which would then be stored within the node to which they form input. Keys (16)-(24) are directly linked with the selection of a particular function and therefore of high importance to the intention estimation. Although keys (11)-(15) also have functional purpose, they are not directly of significance to the intention estimation. Though, since they have functional purpose they are combined with the other node with functional input keys. This branch is then combined with the number-key inputs at the top level node.
HTM does not only offer flexibility for its network architecture, but also offers different algorithms for the temporal pooler. To test the influence of these algorithms, both architectures were implemented using both algorithms on the Nupic platform [7] . The algorithms differ in the fact that during inference mode the standard one only looks at the current input data (i.e. Nupic MaxProp), whereas the sequential algorithm (i.e. Nupic TBI) also takes past information into account. Since, this application is mainly based on key access sequences it is expected that the sequential algorithm will perform better.
Evaluation
As mentioned before, BN as well as HTM require training. In order to make a fair comparison between both systems, they were both trained using the same training data. This training data, which consists of key input sequences, was designed to balance in using the different paths to reach either mail or call intention. For this specific application, three different paths are possible, where two of them purely focus on reaching mail or call directly. The third path, however, shares a common start, but the actual goal is only selected during the last few key press actions.
In the discussion of the implementation, probability numbers are used for BN as well as HTM. For BN these are the probability values obtained when one particular input on the causal relation network is set high, e.g. "Correct Key input subsequence unique to mail". The then obtained value allows for conclusions on the probability value in case of this respective event. Similar is repeated for the other events. HTM does not directly provide a similar type value, but generally provides accuracy values. These values represent the accuracy of the correct classifications performed by the network based on the provided input data and expected output data. However, if the input data is the same as the training data, then the measured accuracy value actually represents the probability value for that particular case.
The ideal probability values for the intention estimation would clearly be 100%, when the path to the goal is specific only to mail or call. For the case where the initial sequence is similar to call and mail, an optimal value of 50% could be expected. Since all of these three different sequences will be fed in a random fashion to the system, and each of them is expected to occur with an equal weight, the theoretical optimal for random input would be 83%.
Bayesian Network
As can be seen from Table 1 , the results for the BN implementation are close to the theoretically expected optimal values. For the case where only the final key presses determine a selection between mail or call, two values are provided, one value indicates the probability for selecting Mail (M), the other applies to Call (C). The main reason for the fact that the BN results are very close to the theoretically expected values is because the BN implementation does not perform the key extraction part. The key extraction is the most difficult part of this application. It is the part dealing with all ambiguity on which key sequence leads to which cause, and consequently also intention estimation.
HTM
When the HTM architecture is implemented using the standard temporal pooler algorithm, then little difference can be noticed between the two different architectures. This is because using this algorithm sequence information is not taken into account. Therefore, the principle of combining nodes to exploit their relation in sequential information has no influence on the overall performance. When implementing HTM using the algorithm that takes sequential information into account, then a significant difference can be noticed among the different architectures, and also with the results obtained using the first algorithm. For the standard architecture, the results obtained with the sequential algorithm are worse than for the standard temporal pooler algorithm. This can only be explained by the architecture and algorithm not working in one another's favour. The sequential algorithm has a large set of parameters, and although this parameter space was exploited, no optimal combination could be determined for this architecture. When considering the function architecture, then the sequential algorithm seems to perform a much better task than the standard algorithm. Hence, when the HTM network is matching the features of the application, then HTM provides the best results.
HTM VLSI Architecture
Currently HTM only exists as a software model, though the algorithm includes a large amount of parallelism and would benefit from a hardware implementation. This parallelism consists between the nodes as well as within the nodes themselves. One of the main requirements for this hardware implementation is that HTM networks, although always hierarchical, remain flexible. Although the standard hierarchical binary tree will always work, the above discussed application clearly indicated that better performance is possible if the HTM network is adapted to the structure of the application.
Since the HTM architecture is fixed at design time, the network structure for the VLSI architecture can be fixed when configuring the HTM network, but the VLSI device would clearly need this flexibility. Since HTM nodes can compute their results in parallel, each node will finish at approximately the same point in time. Consequently, communication between the nodes will be required at approximately the same point in time. Therefore, when one common resource is used like in a bus or network interconnection scheme, the network will become a bottleneck. It is easily imaginable that when each node requires that same resource at the same point in time, it will lead to problems, whereas when the nodes are computing, this resource would be idle. However, one of the HTM characteristics is its hierarchical structure, meaning that a node at one level only communicates with the nodes at the levels above and below. Consequently, this feature can be exploited when mapping the HTM network onto the VLSI architecture using only local communication. When using such a local neighbour interconnect, then the number of neighbours that can be connected to, determines which type of HTM architecture can be mapped onto this communication architecture. For example, in case of a binary tree, a six level network can easily be mapped onto a VLSI with only nearest neighbour connect. Though, when the network contains more levels or becomes a multi-dimensional tree, meaning there are for example 4 child nodes per parent node, then the length for the local interconnect will have to spread further than its closest neighbourhood nodes in order to allow implementation of that HTM network on the VLSI architecture.
Since the number of values in the output vector of a node depends on the number of groups created by the temporal pooler, the amount of data that needs to be communicated between the different nodes is only fixed at the learning stage. Therefore, if the communication network would be expected to deal with the full data bandwidth, then it would need to be designed to deal with the maximum number of groups that can be stored in the temporal pooler. However, in most cases this maximum number of groups would not be used, which would make a large amount of this communication hardware useless. It is however more likely that each value of the nodes output vector is calculated separately, hence, the communication channel width can be reduced to the width of one value and then buffered into a vector at the receiving side. As when the values would be buffered on the side of the calculating node, then when the computation of all values within the vector has finished, a large bandwidth would be required to move the data quickly to the destination node.
Each HTM node requires a large number of computation, since similarity between input and stored patterns needs to be determined in spatial as well as temporal pooler. This similarity is determined by probability calculations, which consists of floating point multiplications and additions as shown in the data flowgraphs of Figure 4 . Figure 4 a) shows the case of probability calculation for each of the coincidence patterns stored in the spatial pooler with the newly incoming data. HTM currently provides several algorithms to perform this calculation, among them are the Hamming and Euclidean distance algorithms. The results of this calculation provide an indication of how close a particular coincidence matches the current input. These values are consequently fed into the temporal pooler, shown in Figure 4 b) . The temporal pooler algorithm shown in this DFG is the standard algorithm, which only considers current input values. In this case the probability of one coincidence being part of one group is multiplied by the values from the spatial pooler. The final value for a particular group is either the maximum (Nupic i.e. MaxProp) or sum (Nupic i.e. SumProp) of the multiplications performed for each of the coincidence values.
In addition to the hardware required for these probability value calculations, each node also requires some hardware specific to the learning stage. Since this hardware is only useful during the learning phase, sharing it among nodes would be most efficient. Hence, it would be interesting if nodes can share this learning hardware as well as hardware for the floating point calculations. Consequently, grouping nodes into cells could be beneficial from the point of sharing hardware as well as from the requirements for the overall communication network.
In creating these cells, one of the questions is on how many nodes should be combined into one cell. The answer to this question actually relates to the HTM architecture, but in overall it can be summarized that a small sub-tree forms the most optimal grouping. The problem is however that the size of this sub-tree depends on the HTM network architecture. For example, in case of a binary tree, then a sub-tree could consist of 3 or 7 nodes. The hardware implementation for a six level binary regular HTM architecture with 3 nodes combined into a cell is shown in Figure 5 a) & b) . However, in image processing applications, it is normal to exploit the 2D features of the image which means that a parent node would for example have 4 or 8 child nodes instead of 2 for the binary tree. In this case a sub-tree would contain 5 or 9 nodes. So, when this 2D HTM network is mapped onto a VLSI architecture with local interconnect, then the number of closest neighbours in the network should be higher to cover for this larger number of children per parent node.
Another important requirement in creating a VLSI architecture for HTM, is the design of its memory architecture. This is because each node needs to store all learned data, and since all this data is required during computation it will be most beneficial if all this information is stored as close as possible to the node's computation. Though, similar to the communication requirements, designing the architecture for the maximum memory requirements might not be most efficient. Similar to the required communication width, also the memory requirements are only finally determined during the learning phase. As can be seen from Figure 6 a) the memory requirements for the spatial pooler depend on the width of the input to the node, as well as the number of coincidence patterns stored. For the temporal pooler the memory requirements then depend on the number of coincidences stored by the spatial pooler and the number of groups created, as shown in Figure 6 b). Since these maximum memory requirements might be large, it might be better to provide a combination of local storage per node and storage shared among several nodes. In this case the shared storage would serve as an overflow and exchange data with the local memory.
Conclusions
This paper gives a description of HTM, which is an algorithm offering the same functionality as the human brain. In order to test this platform, a user support system was implemented. This information appliance system was implemented using HTM as well as BN. The BN implementation had very good performance, though this is mainly due to BN not implementing the most difficult part of this application, namely the extraction of key sequences. In comparison, HTM provides a more complete solution, and when the HTM architecture closely matches the application, then the performance of HTM comes close to the theoretically expected values.
This information appliance system is only a very small application, and therefore future work will focus on extending this application to for example cover text input prediction, but also larger and more challenging applications are currently under consideration.
Most of the current probabilistic systems are software implementations. However these systems are quite computationally demanding, since on one hand they require high precision floating point multiplications and additions, besides having very high dataflow demands. The latter is due to the fact that for each provided input sequence, they need to calculate the matching probability with all stored patterns. Therefore, hardware implementations of these algorithms would significantly improve overall performance. A VLSI architecture for HTM has been discussed, where particular focus was put onto the communication network and memory requirements for this VLSI architecture.
