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The purpose of this article is to demonstrate that every second-order 
Hill’s equation 
y”+ [A-q(x)]y=O, (1) 
where q(x + rr) = q(x) and q is integrable, can be factored into two indepen- 
dent first-order differential difference equations. By elimination, it then 
follows in principle that the differential equation (1) reduces to a first-order 
differential equation which can be solved by quadratures. Hochstadt and 
Goldberg [2] arrived at the same conclusion assuming that a finite num- 
ber of instability intervals of (1) fail to vanish. There the coefficients of the 
differential difference equations and the resulting first-order differential 
equation were constructed explicitly. Here, where no special conditions are 
imposed on the spectrum of (1 ), we only have existence results. 
The potential function q(x) can be separated into even and odd har- 
monic parts by 
4(x) = q,(x) + W)> 
where q,(x + 742) = q=(x) and Z(x + 742) = -Z(x). 
In [2] it was shown that if y(x) satisfies (1) so does 
b4x) =f(x) Y(X + 70) + g(x) Y’(X + 7-Q) (2) 
provided 
f N - 2z’f- 2Ag’ + 2q,g’ - 21’g’ + q: g - I”g = 0 (3) 
411 
0022-247X/85 $3.00 
Copyright 0 1985 by Academic Press, Inc. 
All rights of reproductmn in any form reserved. 
412 GOLDBERG AND HOCHSTADT 
and 
f= -+g’+{gZ’dx+C, (4) 
where C is a constant of integration. Eliminating fin (3) in (4) we see that 
g must satisfy 
-1 “I+2g’q,+gq;-26g’-2I’[gI+2CI’=O. 2g (5) 
A multiplication of (5) by g followed by an integration yields 
-fgg’r+)(gf)2+y2qe-Ag2-(/gI’dx+C)2= -F(l), (6) 
where F(i) is independent of x. 
We now consider the related equation 
u” + [I. - q(x + z)] z4 = 0 
whose solutions ur(x, r) and u,(x, r) satisfy 
u,(O, 7) = zqo, 7) = 1, ui(O, 7) = u,(O, 7) = 0. 
The following 
were proved in [2] and [ 11, respectively. (Here, the symbol j denotes term 
by term integration of a Fourier series.) 
We express the above functions in the forms 
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and 
=j’(L)sin,/%r/Z+k’(i,)cos&c/2, (10) 
where j*(A) and k’(A) are independent of t. It can be shown readily that 
R, R*, T, T* are entire functions of 1, of order t. 
From (9) and (7) it is clear that R(z) z R(z, 1) and T(7) E T(z, 2) satisfy 
R(z + x/2) = R(z) and T(z + n/2) = -T(z). 
Using (9 - ) and (10) in the difference of (8 + ) and (8 - ) we get 
R”‘=ZqbR+4q,R’-4iR’-41’JI’Rdr+(j’-j-)I’. 
All terms in the above equation, except for the last, are even harmonic. 
Therefore j’(1) -j-(L) must vanish and 
R”’ = 2q; R $4q, R’ - 4AR’ - 41’ 1 I’Rdz. (11) 
A substitution of (9 + ) and (10) into the sum of (8 + ) and (8 - ) yields 
(12) 
where -4k= k+(l)+ k-(A), and k is an entire function of 2 of order +. 
From (11) and (12) it is now evident that R(z) and T(z) satisfy (5) when 
C= 0 and C= k, respectively. We, therefore, have produced two more 
solutions of (1) which with the aid of (2) and (4) are given by 
L, y(x) = f RI’dx - f R’(x) 
I 
y(x + 7c/2) + R(x) y’(x + n/2) (13) 
JTI’dx-fT’(x)+k y(x+n/2)+T(x)y’(x+n/2). (14) 
I 
From (6) we conclude that 
2 
1 RR” - +(R’)‘- R2q, + AR2 + = Fl(A) (15) 
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and 
tTJ..-)(r)2-~2~,+l~2+(j YY’dx+k)2=F,(i). (16) 
Again it follows that F, and F2 are entire functions of i, of order $. 
Now if y is a solution of (1) which satisfies ~(x + rc) = py(x) then so does 
Ly(x + n) = @y(x). If Ip 1 # 1 (or if 1 is a simple eigenvalue of ( 1) and 
IpI = 1) all such solutions must be linearly dependent so that 
Li Y(X) = mi Y(X), i= 1, 2. (17) 
Using the notation of [2] we evaluate (17) at x =0 and x= 7r/2 and get 
w(O) =f(O) Y(G) + g(O) Y’(71Ph (18) 
47d2) =f(7G) An) + g(d2) Y’(X), (19) 
w’(742) = Lf’(7Q) - g(O)(q,(O) + I’(O) - A)1 Y(X) 
+[If(742) + s’(G)1 Y’(X). (20) 
Equations (19) and (20) are substituted back into (18) to obtain 
When i= 1 we observe, with the aid of (15), that (21) reduces to 
m: ~(0) = -FICA) V(X) = -PF,(A) Y(O). (22) 
Similarly when i = 2, (16) implies that 
mi ~(0) = FAi) Y(X) = N,(A) Y(O). (23) 
Therefore, 
m,=&PZh (24) 
m2=JZ%i. (25) 
Substituting (13) and (24) into (17) we obtain the following differential dif- 
ference equation 
RZ’dx-&R’(x) y(x+n/2)+R(x)yf(x+n/2)=~~y(x). (26) 1 
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When (14) and (25) are used in (17) we get 
Tl’dx-+T’(x)+k ~(x+(rr/2)+T(x)y’(x+a/2)=~~y(x). 1 
(27) 
If F, and R both vanish for some choice of A, (26) is meaningless. To 
show that a non-trivial form of this equation exists for every choice of 1 we 
note that p satisfies p* - d(;l) p + 1 = 0, where A()*) is the well-known dis- 
criminant of (1). By a standard calculation, it is easy to show that 
so that (26) becomes 
RZ’dx-;R’(x) y(x+71/2)+R(x)y’(x+71/2) 1 
= ,/F,(4/(2 - d@)) (P - 1) Y(X). (28) 
The radical on the right side of (28) must be an entire function. Its zeros 
therefore can only occur if F,(l) has a zero of even multiplicity at points 
where either 2 -d(l) # 0, or 2 -d(A) = 0 and d’(1) = 0, or when F(l) has 
a zero of odd multiplicity if 2 -d(i) = 0 and d’(i) # 0. The radical in (28) 
will not vanish at a zero of F,(A) only if that zero is a simple zero of 
2 --d(1) as well. At all other zeros of F,(A), R(x) will also have to vanish. 
In such a case we denote the zero of R by 1 and let 
R(x) = (A - ;5)n i?(x, A), (29) 
where i?(x, 1) #O. Upon substituting (29) into the linear homogeneous 
equation (5) with C= 0, we note that the factor (A - 1)” cancels so that R 
provides a nontrivial solution of this equation when 1= 1. ii can be used in 
(26) in place of R. 
Similarly, (27) can be put into the form 
TI’dx-; T’(x)+k y(x+n/2)+ T(x)y’(x+n/2) 1 
= &bW + ~A))(P + 1) Y(X). (30) 
By a similar analysis as above we see that T(x) will vanish at nonsimple 
zeros of F2(1). Let A* denote such a zero of T(x). Then a factor of (,J - i*)’ 
will cancel in (5) with C = k yielding a F(x, 1) which doesn’t vanish at 
2=il*. 
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By eliminating y(x) in the right-hand sides of (26) and (27) and trans- 
lating x by x-+x - 7c/2 we obtain the following first-order differential 
equation. 
[mq ) ( RI’dx+fR’(x) +Ja 1 TI’dx+f T’(x)+k 
= [R(x) Jim + T(X) JTal Y’(X)> (31) 
which can be solved by quadratures. 
If q(x + n/2) = q(x), I= 0, and all odd instability intervals vanish. This 
can always be achieved by studying (1) on the interval (0,2n). In that case 
it is easy to see that T(x) = 0 and F,(I) = 1 so that (31) reduces to 
r$ R’(x)+ J-W) kl Y(X) = R(x) Y’(X). (32) 
From (30) it is also easy to see that k2 = 1 so that the solution of (32) 
becomes 
For the special case where q(x) = 0 which only happens if all finite 
instability intervals vanish we see that R(x) = 1 and Fi(A) = A so that (33) 
becomes 
y(x) = ,+i&r. (34) 
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