In this article we present an interesting result on consolidating several one-warehouse multiretailer systems with deterministic customer demands. We examine the inventory cost impact of decreasing the number of warehouses used (by possibly re-assigning retailers to other warehouses). We prove that (i) using only two properly selected warehouses, we can ensure that the system-wide inventory cost is at most 2% more than the original inventory cost in the worst case, and (ii) using one properly selected warehouse alone, we can ensure that the inventory cost is at most 14.75% more than the original inventory cost in the worst case. These results partially explained why warehouses consolidation is popular in the industry these days.
Introduction
One-warehouse multi-retailer systems with deterministic customer demands have been studied extensively since the breakthrough work of Roundy (1985) (see the review paper of Muckstadt and Roundy 1991). As described by Roundy, in this type of one-warehouse multi-retailer system, "the warehouse is the sole supplier of N retailers. Customer demand occurs at each retailer at a constant rate. This demand must be met as it occurs over an infinite horizon without shortages or backlogging. Orders placed by retailers generate demands at the warehouse. There is a holding cost rate per unit stored per unit time and a fixed charge for each order placed at the warehouse and at each retailer. The demand rates, holding cost rates, and setup costs are stationary and facility dependent. Delivery of orders is assumed to be instantaneous."
In this paper we consider the situation that a company's distribution network consists of many such one-warehouse multi-retailer inventory systems. Then, we raise the question: Is it possible to consolidate the many separate systems to reduce the inventory costs? The answer to the question is of significant managerial interest in cases when the inventory costs are the main concern while transportation costs are of secondary concern or are not affected much by distances. For example, many distributors of high value goods use air freight to ship customer orders, the inventory costs are the most critical factor and the transportation costs are not very sensitive to the actual transportation distances. Inventory cost concern is one of the often cited reasons for DC consolidation due to risk pooling. There are also cases in which the separate systems are all located in the same physical location. The separate systems are created to cater to different groups of customers who have different demand patterns and inventory cost structures. Such systems are studied in Eisentein and Iyer (1996), Fuller, O'Conner and Rawlinson (1993) , Byrnes and Shapiro (1991) and others. These studies indicate that separating distribution flows can be beneficial in improving the overall performance of the distribution network. In particular, Byrnes and Shapiro (1991) discuss an industrial products manufacturer who dramatically decreased logistics costs by using two separate systems to serve different types of customers. Our model also applies to the problem of vendor/supplier selection, where a firm's acquisition and inventory policies depend strongly on the vendors selected (as holding and ordering cost structure of the warehouse depends on the technology and service provided by the vendors). Rosenblatt et al. (1998) studied the single item vendor selection problem for a single stage inventory system. They imposed capacity constraint on the amount each vendor is able to supply to the system and propose a near optimal cyclic acquisition policy for the problem.
In the rest of the paper, we restrict our discussion on the impact on inventory cost of DC consolidation. The readers should be reminded that the results derived for this problem can be similarly translated to the problems on separating material flows and vendor selection. Under the assumption of deterministic customer demands, our answer to the question is that, in the worst case, it is always within 2% of the original cost with only two separate systems serving the retailers. Furthermore, it is always within 14.75% of the original cost if we use only a single system to serve all the retailers. In a related work, Teo, Ou and Goh (2001) find that if the demand processes are random, in particular, following Poisson distributions, then it would be always optimal to consolidate the demand from all the customers and serve with a single system. Teo and Shu (2001) have also recently improved upon the results in this paper by devising a column generation algorithm to solve the general distribution network design problem with both inventory and transportation cost incorporated.
Before we present the main results, let's restate Roundy's results.
In a one-warehouse multi-retailer system, let the holding cost rate and the fixed charge at the warehouse be 2h 0 and K 0 , and at retailer i, i = 1, . . . , N, be 2h i and K i , and the demand rate at retailer i be λ i . Take the standard assumption that h i > h 0 for every i = 1, . . . , N . An inventory control policy for the system can be characterized by an N +1-tuple,
where T 0 is the reorder interval at the warehouse and T i is that at retailer i, i = 1, . . . , N . The main results of Roundy (1985) are summarized in the following proposition.
Proposition (i)
The solution to the following convex optimization problem
is a lower bound on the average cost of any feasible control policy and the solution can be rounded-off to obtain a feasible integer-ratio policy with a cost within 2% of the minimum of (1);
(ii) In the solution to (1), the retailers can be divided into three groups: G, L, and E. For the retailers in G, their reorder interval T i is given by:
for the retailers in L, their reorder interval is given by:
and for the retailers in E, their reorder interval is the same as that at the warehouse and given by:
Furthermore,
Based on the solution structure as stated in the Proposition, we can show that if
is the optimal solution to (1), then
which will be used later.
The Main Result
Now suppose there are M ≥ 2 such one-warehouse multi-retailer systems indexed by j = 1, . . . , M . In system j, there are N j retailers (grouped in set I j ), whose demand rates, holding cost rates and fixed charge are λ j,i , 2h j,i and K j,i , for i = 1, . . . , N j , respectively; and at the warehouse in system j, the holding cost rate and the fixed charge are 2h j,0 and K j,0 . Denote the minimal inventory cost for system j by C * j , j = 1, ..., M , then the optimum systemwide inventory cost under the separate systems is C * = M j=1 C * j .
We first prove our main result for the case of M = 2. Given a set of retailers R, define
and C 2 (R) = min
Then by the Proposition, C 1 (I 1 ) is a lower bound to C * 1 , C 2 (I 2 ) is a lower bound to C * 2 , C 1 (I 1 ∪I 2 ) is a lower bound to the consolidated system with warehouse 1 serving all the retailers, and C 2 (I 1 ∪ I 2 ) is a lower bound to the consolidated system with warehouse 2 serving all the retailers. If the integer ratio policy derived from the solution to C j (I 1 ∪I 2 ) is used to control the consolidated system at warehouse j, j = 1, 2, the following theorem leads to the conclusion that one of the two consolidated systems will achieve a cost within (1.02 × 9 8 − 1) × 100% = 14.75% of C 1 (I 1 ) + C 2 (I 2 ), which is a lower bound to C * 1 + C * 2 = C * .
Proof: We just need to prove the first inequality, and for that, assume (R 1 , R 2 = I 1 ∪I 2 −R 1 ) minimizes C 1 (R) + C 2 (I 1 ∪ I 2 − R). To simplify the notations, we denote the optimal solution
By the Proposition, in the solution R j splits into three groups: G j , L j , and E j , j = 1, 2. Suppose T 1,0 ≤ T 2,0 , then if also h 1,0 ≤ h 2,0 , we can just reassign all the retailers in R 2 to warehouse 1 and their costs would be lower than when served by warehouse 2, thus, we have
theorem is proved. So we consider the nontrivial case in which
We claim also that we can assume WLOG
In particular, we have G 2 = ∅ and E 2 = ∅. Otherwise, if there is a retailer i ∈ R 2 such that T 2,i ≥ T 1,0 , we reassign it to warehouse 1 and take its order interval still as T 2,i . The cost associated with this retailer in the new assignment is
, which is no larger than that in the orginal
Since the costs associated with all other retailors are unchanged, the new assignment gives another solution that is at least as good as (R 1 , R 2 ) in minimizing C 1 (R) + C 2 (I 1 ∪ I 2 − R) and it does have property (5).
Now to prove the first inequality in the theorem, we take a feasible solution for C 1 (I 1 ∪ I 2 )
as {T 1,0 , T 1,i : i ∈ R 1 , T 2,i : i ∈ R 2 }. Its cost is
The last inequality is due to h 1,0 > h 2,0 . Note that since
. We obtain
Next take a feasible solution for
property (2) satisfied by the retailers in group E 1 , we have
Then by the similar reasoning as used in deriving (6), we can obtain
Combining (6) and (7) and choosing two positive numbers α and β, we have
, and let α+β = 1 with α satisfying 1−α x = (2+x)α, i.e., α = 1/(x+1) 2 . Then, we simplify (8) into
Since α = 1/(x + 1) 2 , we can show that 1 + 1 2 αx ≤ 1 + 9/8, which proves the Theorem.
Remark If in the above proof, both G 1 ∪ E 1 and G 2 ∪ E 2 happen to be empty, the arguments can be tightened to obtain the following stronger result:
. (9) Now we can extend the theorem to the case of M > 2. Suppose for the separate systems, warehouse 1 has the shortest ordering cycle, i.e., T 1,0 ≤ T j,0 for all j > 1. Then using the same arguments as in the proof of the theorem, we can again claim that
In particular, we have G j ∪ E j = ∅ for j > 1. Thus, by (9), all the systems other than system 1 can be consolidated to a single one-warehouse system. Let's say, they are all consolidated to warehouse 2, then we have
which implies the following:
Corrollary 1 Two separate systems with system 1 serving customers in I 1 and system 2 serving all the other customers gives rise to a lower cost than the separate M systems.
Corrollary 2 If consolidating further to a single system, the total inventory cost is within 14.5% of of C * . Specifically, we have
We have performed an extensive numerical study to evaluate empirically the effect of consolidation. For over 10,000 separate systems, consolidation into a single warehouse system was always found to be optimal. We next resort to nonlinear optimization technique in the hope of finding an example where consolidation can be poor. With considerable effort and luck, we managed to find an example with two separate inventory systems for which consolidating into a single system leads to higher cost.
Non-Optimality Example
Let K 1.0388 × (C 1 (I 1 ) + C 2 (I 2 )) = min(C 1 (I 1 ∪ I 2 ), C 2 (I 1 ∪ I 2 )).
Since we know that the convex realxation is a valid lower bound and within 2% of the optimal inventory costs, we obtain an example for which consolidation to a single system is worse off than the separate systems.
