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Abstract
The two-scale homogenization theory, commonly known as the FE2 method, is a
well-established technique used to model structures made of heterogeneous materials. Capable
of capturing the microscopic effects at the macro level, the FE2 method assigns a
representative volume element (RVE) of the materials microstructure at points across the
macroscopic sample. This process results in the realization of a fully nested boundary value
problem, where macroscopic quantities, required to model the structure, are obtained by
homogenizing the RVEs response to macroscopic deformations. A limitation of the FE2
method though is the high computational costs, whereby its reduction has been a topic of much
research in recent years.
In this research, a two-scale database (TSD) model is presented to address this limitation.
Instead of homogenizing the RVEs response to macroscopic deformations, the macroscopic
quantities are now approximated using a database of precomputed RVEs. The homogenized
results of an RVE are stored in a macroscopic right Cauchy-Green strain space. Discretizing
this strain space into a finite set of right Cauchy-Green deformation tensors yields a material
database, where the components of each tensor represent the boundary conditions prescribed
to the RVE. A continuous approximation of the macroscopic quantities is attained using the
Moving Least Squares (MLS) approximation method.
Subsequent attention is paid to the implementation of the FE2 method and TSD model, for
solving structures made of hyperelastic heterogeneous materials. Both approaches are
developed in the in-house simulation software SESKA. A qualitative comparison of results
from the FE2 method to those previously published, for a laminated composite beam
undergoing material degradation, is presented to verify its implementation. To assess the TSD
models performance, an evaluation into the numerical accuracy and computational
performance, against the conventional FE2 method, is undertaken. While a significant
improvement on computational times was shown, the accuracies in the TSD model were still
left to be desired. Various remedies to improve the accuracy of the TSD model are proposed.
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A composite material is generally taken to be a material consisting of two or more constituents
or phases [96]. These heterogeneities can include voids, fibers and stiff or soft inclusions and
can vary in size. Any material, human-made or natural, can thus be considered heterogeneous
at a particular scale. The ongoing improvement of technology over the past century has led to
the rapid development of heterogeneous materials, and the need to understand the interactions
between these heterogeneities. In the past, experimental test methods would be conducted on
a series of material samples to determine its "effective properties" [41]. This approach has
become less appealing in recent times though due to the number of resources required, such as
time and money.
Conversely, to accurately model the microstructure at the macroscopic level, each constituent
in the heterogeneous structure would need to be modeled explicitly. While a hypothesis on the
microstructural behavior at the macro scale is not required in this case, the method is often
impractical due to the enormous difference in length scales between the heterogeneities and
the macroscopic sample. Moulinec and Suquet [69] used Fast Fourier Transforms, with images
of the microstructure, to reduce the size of the meshing, but still required computers with high
memory capabilities. The application of micro modeling is thus limited to localized
phenomena cases, where analysis of the microstructure is required. These include contact
problems [27, 112], microstructural damage [73] and micro-cracking [40]. A parameter fitting
technique was implemented by Geers [20] and Meuwissen [62] to obtain the effective property
of a material’s microstructure. By fitting material parameters to experimental data, one can
obtain the macroscopic strain-energy function of the material. Though successful, this
approach is tedious and, despite being optimized by Gendy and Saleeb [22] and Ogden et al.
[72], requires large volumes of experimental data.
An alternative method to obtain the effective properties is homogenization. This technique
replaces the complex microstructure with one that is statistically homogeneous at the
macroscopic level. The replacement of the complex microstructure with one that is
homogeneous overcomes the need for complex meshing. Also, depending on the chosen
homogenization theory, the mechanical response can be investigated with no prior knowledge
of the material, giving a first approximation on the stress distribution at the micro level. These
characteristics surpass the limitations posed by the other methods, making it the preferred
choice when modeling composites. There are several different homogenization approaches, of
which the most common are briefly discussed below. For a more comprehensive review, we
refer the reader to Nemat-Nasser and Hori [71].
1
The most straightforward homogenization approach is the rule of mixtures. This approach
computes the effective property by averaging the property of each constituent, which is
weighted by its volume fraction, across the macroscopic sample [29]. Only one
microstructural characteristic is captured though, the volume fractions. Another drawback is
the constituent properties being limited to linear material properties, such as the elastic
modulus and Poisson’s ratio.
A more sophisticated approach is the self-consistent estimates, which includes several
variations for computing the overall properties of heterogeneous materials. Estimates of the
relevant properties, which fall within a particular set of bounds, are computed from solutions
to a boundary value problem with a spherical or ellipsoidal particle in a matrix material. The
method is based on the works of Hill [35], Budianski [6], Kröner [50] and Hashin and
Shtrikman [31] and makes use of the theory first established by Eshelby [16]. This approach
was further developed by Willis [114] and Hashin [30] and more recently by Berryman [4].
Apart from being limited to cases involving linear elastic responses, the approach fails to
describe the behavior of clustered and complex microstructures [47]. Additionally, issues in
accuracy and computational costs were also reported for linear viscoelastic problems in Tran
et al. [109].
Asymptotic homogenization is a more rigorous mathematical approach based on perturbation
theory. Proposed and developed by Bensoussan et al. [3] and Sanchez-Palencia [87], the
method is formulated in terms of asymptotic expansion theory and makes use of the separation
of scales principle. The effective properties are calculated by solving partial differential
equations defined on a unit cell. This unit cell is a characteristic volume, isolated from the
macrostructure and repeated throughout the bulk of the material. Schematically represented in
Figure 1.1, the assumption that the macroscopic sample consists of spatially repeated unit cells
is referred to as global periodicity [46]. For a more comprehensive review of the various
asymptotic homogenization procedures, we refer to Kalamkarov et al. [43].
Figure 1.1: Representation of a macroscopic sample with a globally periodic microstructure:
the unit cell, shown on the right, is the characteristic volume containing enough information to
determine the effective properties at the macro scale [46].
One advantage of asymptotic homogenization is that it allows the local stress and strain
distributions to be determined with high accuracy. Cai et al. [7] recently showed the approach
to be useful in solving plate and shell structures. Lee and Yu [55], on the other hand, reported
this application to be difficult to implement numerically. Assumptions, having to be made on
the properties of the composite as a whole, means that the approach is limited to very simple
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micro geometries and simple material models at small strains [47]. Furthermore, these
assumptions can cause difficulty when modeling damage and cracking [43]. In cases where the
actual periodicity of the microstructure is lost, a strong accuracy reduction could also be
expected. This can be addressed through statistical asymptotic homogenization methods,
proposed by Zhao et al. [119], which assigns randomness to the spatial distribution of particles
in unit cells, but is still limited to acquiring effective elastic properties at the macro scale.
Finally, this method is also shown to have difficulties when dealing with boundary regions,
which then requires special attention [43].
Another homogenization approach is one that devises constitutive equations for models at the
macro level. Similar to asymptotic homogenization, these unit cell methods exploit the
periodicity concept, where a characteristic volume can be isolated from the composite material
and repeated across the macrostructure. This characteristic volume is referred to as a
Representative Volume Element (RVE) and can statistically represent any point in the
composite. Originally introduced by Hill [34], the RVE is different to a unit cell in that it is not
limited to simple micro geometries or material models. The ability to account for complex
microstructural morphologies allows for the analysis of different geometrical features at the
micro level and their effects at the macro level. The assumption that the RVE can represent any
macroscopic point, which Hashin [30] refers to as statistical homogeneity, allows a closed
form macroscopic phenomenological equation to be developed through either analytical or
numerical means.
We refer to the works of Castañeda [8], Gǎrǎjeu [19] and Nemat-Nasser and Hori [71] in the
case of deriving constitutive equations from analytical means. For numerical means, which
follows the work of Vosbeek [113], we refer to Van der Sluis et al. [93], Smit et al. [94], and
Van der Sluis et al. [111]. De Botten et al. [13] more recently used this approach to compute
the strain-energy density function for a transversely isotropic neo-Hookean composite. Unit
cell methods are only successful for small deformations though, as large deformations tend to
lead to inadequate results [47]. Another drawback is one similar to asymptotic
homogenization, in that the assignment of one RVE to every macroscopic point restricts this
approach to materials having a periodic microstructure. This inherently limits the scope of the
model as certain assumptions, simplifying the behavior of the microstructure, have to be made
to derive expressions for the overall behavior. Van der Sluis et al. [110] made improvements in
this respect, but still left accuracies from the model to be desired.
An alternative method is one that makes use of the RVE, but instead of producing a constitutive
relation, describing the bulk of the material, an estimate for the stress-strain relationship is
computed for each macroscopic point. This stress-strain relationship is estimated by analyzing
the solution of a boundary value problem at the micro scale, using finite element methods. The
method is referred to as multi scale homogenization, or the FE2 method, and is a fully nested
scheme that solves two boundary value problems at different scales.
1.2 Multi scale homogenization
The fully nested framework incorporates two boundary value problems, one at the micro scale
and the other at the macro scale. The foundation for the approach was introduced by Suquet
[98] and presented by Guedes and Kikuchi [28], Terada and Kikuchi [105] and Gosh et al.
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[23, 24]. The approach was then further developed, into what is referred to as multi scale
homogenization or the FE2 method, by Smit et al. [95], Michel et al. [63], Miehe et al.
[67, 66], Feyel and Chaboche [17], Terada and Kikuchi [106]; Ghosh et al. [25]; Kouznetsova
et al. [47]; Miehe and Koch [65]. A volume element, representing the microstructure of the
heterogeneous material, is attached to points across the macroscopic sample. This RVE is used
to create a boundary value problem at the micro scale, which is solved using finite element
methods. Once solved the results are analyzed, and an estimate for the stress-strain
relationship at the macroscopic point generated. This procedure is then repeated for all points
across the macrostructure. These estimates, associated with their respective macroscopic
points, creates the boundary value problem at the macro scale, which is also solved using finite
element methods. To bridge the gap between the micro and macro scales, these multi scale
methods utilize the ideas of asymptotic homogenization theory, in which we refer to Terada
and Kikuchi [105] and Gosh [23], or volume averaging [36, 97].
The volume averaging approach, which conceptually follows the work of Hill [36] and is
elaborated in Smit et al. [95], is considered more straightforward, but still accounts for the
geometric non-linearities at the macro scale and the material non-linearities at the micro scale.
Each integration point in the macroscopic mesh is assigned an RVE. The deformation tensor,
associated with the macroscopic integration point, is then used to define suitable boundary
conditions to be imposed on the RVE. Following the solution to the micro boundary value
problem, the stress field is averaged across the volume of the RVE to give an approximation
for the stress tensor at the macro scale. Furthermore, the macroscopic tangent operator can be
realized by averaging the microstructural response of the RVE to the imposed macroscopic
deformation.
The solving of boundary value problems at two different scales has numerous benefits:
1. large deformations and rotations can be accounted for at both scales;
2. the discretization type (finite elements and meshless, for example) for each scale can
differ;
3. physical non-linearities and time-dependent effects can be used in microscopic
simulations; while
4. changes to the microstructure can be analyzed at the macro level.
For the type of material behaviors analyzed, we refer to Miehe et al. [67], who determines the
overall moduli of polycrystalline materials for non-linear elasto-plastic behavior at large
strains, and Féyel and Chaboche [17], who describes the elasto-viscoplasticity of
fiber-reinforced composites. An analysis of different RVE configurations for porous materials
was conducted by Kouznetsova et al. [47] and illustrates its influence at the macro scale. The
FE2 method has also proven to be valuable in modeling biomaterials, with Breuls et al. [5]
predicting local cell deformations in engineered tissue constructs. In more recent works,
Okada et al. [74] performed a large-scale human heart simulation, with the cardiomyocytes
and heart being the microstructure and macrostructure respectively.
The assumptions and principles associated with the FE2 method have also allowed for its
extension to problems beyond pure mechanical loading. Özdemir et al. [78] extended the multi
scale framework to heat conduction problems. This was later coupled with mechanical
loading, allowing for the analysis of thermal-mechanical problems [77]. Schröder [89]
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similarly derived an approach for electro-mechanically coupled problems, which was later
implemented by Schröder and Keip [91]. Other cases where the method has been extended is
in the analysis of damage, cracking and debonding at the micro level, see Geers et al. [21].
Extensions in this field by Sanchez et al. [86] has led to the development of a Failure-Oriented
Multiscale Formulation (FOMF) model, which has been further developed by Toro et al. [108]
into a more generalized approach.
Despite its popularity, the approach has a high computational demand, as reported by
Miranda Guedes [68], Terada and Kikuchi [105] and Lee and Ghosh [56]. This inherently
comes as a result of solving boundary value problems at different scales. Furthermore, the
computation of a macroscopic tangent operator, which is consistent with the evolution of the
stress at a macroscopic point, requires large amounts of memory allocation [102]. These
shortcomings can be further amplified when one considers the size and complexity of the RVE
as well as the number of discretizations required at both scales to yield an accurate solution.
Improvements in computational power over the past two decades has made the approach more
accessible; however, the computational cost regarding time still represents a major challenge
[76].
1.3 Model reduction techniques associated with multi scale
homogenization
A vast number of approaches have been undertaken to reduce the computational demand in
multi scale homogenization, ranging from reduced order methods and machine learning to
response surface models and data-mining. In some cases, these methods have been used on
supercomputers, with parallel computing abilities, to improve the computational performance
further. A comprehensive list of these methods is reviewed in Matouš et al. [61], with some of
these approaches discussed below.
The use of parallel computing for multi scale homogenization problems was first introduced by
Feyel and Chaboche [17]. This approach was further used by Okada et al. [74], who used block
LU factorization to approximate the Schur-Complement of the microscopic stiffness matrix
and improve the computational efficiency for large scale problems. To reduce the number of
simulations at the micro scale, Rohan [82] conducted a sensitivity analysis of the coefficients
of the homogenized moduli for microscopic displacements and pressures. Other approaches
aimed to reduce the computational time at the micro level.
Guedes and Kikuchi [28] introduced an adaptive finite element method to optimize the mesh
size on the microdomain and improve the approximation of the homogenized quantities with
minimal effort. In cases where the complexities of the RVE are high, the use of statistically
similar representative volume elements (SSRVEs) can be adopted to solve these complex micro
boundary value problems faster [1]. Reis and Andrade Pires [80] modified and extended the
use of the Line Search method and Arc-Length procedure to improve the solving of non-linear
problems at the micro scale. This adaptive sub-incremental strategy was shown to not only
improve the stability of non-linear problems at the micro scale but also reduced the overall
computational time. A popular technique for solving problems at the micro level is reduced
order models (ROM), which both reduce computing time and memory allocation. Among these
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are Proper Generalised Decomposition (PGD) [15], Proper Orthogonal Decomposition (POD)
[116, 33] and Transformation Field Analysis (TFA), which follows the works of Dvorak [14]
and have become popular in recent years [59, 10]. These ROMs, however, are only applicable
to specific non-linear applications and have the potential to drift from the correct homogenized
result, as is the case for POD and TFA models, respectively [61].
An alternative to reducing the computational time at the micro scale is to decouple the
microscopic boundary value problem from the macroscopic one, in an offline step. Referred to
by Matouš et al. [61] as Response Surface Models, these models look to substitute the solution
to the microscopic boundary value problem with an analytical function at the macro scale.
Approximations to the macroscopic quantities are then constructed using digital databases, or
discrete material maps, and interpolation techniques.
Takano et al. [99] characterized a database with non-linear material properties, computed for
a series of material strength tests. This approach was later used for knitted fabric composites,
where the bi-axial loading increments were taken to be the parameters of the database [100].
Terada and Kikuchi [105] stored the homogenized stress and tangent operator of microstructures
exhibiting macroscopic isotropy in a principle strain domain. Similarly, Temizer and Zohdi
[104] computed and stored functions of the invariant set of macroscopic strains for a range of tri-
axial stretches. These invariant sets were then used with macroscopic strain energy functions for
isotropic homogeneous materials and were later extended by Temizer and Wriggers [101, 103]
to materials having macroscopic orthotropy. These approaches, however, restrict the analysis to
a specific class of materials.
To overcome this restriction, Yvonnet et al. [117] used the components of the right
Cauchy-Green strain as the database parameters, in a method referred to as numerically
explicit potentials. This technique, which stores the effective strain energy response of the
RVE, has since been extended to visco-elastic materials [109] as well as non-linear stochastic
homogenization [9]. Yvonnet et al. [118] recently used the method to approximate the
effective strain energy for macroscopic strains falling outside of the bounds of the database
domain.
More recently Klusemann and Ortiz [45] developed a phase-space simplicial interpolation
method to interpolate variables stored in a highly dimensional phase space efficiently.
1.4 Thesis motivation, aims and objectives
Various homogenization methods have been proposed over the years to tackle the need for
accurately capturing the microstructural effects of composite materials at the macro scale. The
FE2 method has shown to be a popular method and has allowed highly complex materials to be
analyzed. Despite its effectiveness, the method has a high computational demand and is
considered one of its main drawbacks. Much focus has been placed on reducing the
computational demand associated with the method. Model reduction techniques, such as
reduced order models, have proven to reduce the computational demand at the micro scale, but
still entails the solution of a microscopic boundary value problem. The use of databases to
approximate the macroscopic quantities and circumvent simulations at the micro scale have
shown to be more promising in this regard.
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The aim of this research is the implementation and assessment of a database driven multi scale
model in a three-dimensional setting. A database comprised of homogenized stress and
tangent operator values are stored in a macroscopic right Cauchy-Green strain space. These
values are generated in an off-line step by running conventional FEM simulations on a stand
alone RVE. Macroscopic right Cauchy-Green deformation tensors are used to prescribe the
boundary conditions and are obtained via discretization of the macroscopic strain space. Once
the RVE solution is obtained, the results are homogenized and the macroscopic stress and
tangent operator values stored. A continuous approximation of these stored values is then
attained using suitable interpolation techniques. We shall refer to this approach as the
two-scale Database (TSD) model and investigate its efficiency by comparing results, from the
TSD model, to those from the conventional FE2 method. The FE2 method discussed in this
research follows the workings of Miehe et al. [66] and Kouznetsova et al. [47]. We implement
both, the TSD and FE2 model, in the in-house simulation software SESKA, a C++ code
supporting FEM. To ensure the correct implementation of the FE2 method, a three-dimensional
problem given by Otero et al. [76] is solved. Our objectives in this research are thus as follows:
1. Implementation of the FE2 framework in SESKA and benchmarking it against an existing
example;
2. Implementation of the two-scale Database model in SESKA; and
3. Application of the TSD model via a numerical example and evaluating it against the FE2
method.
To approximate the stored variables, we use the well-established interpolation technique known
as the Moving Least Squares method (MLS), which has been implemented in the in-house
software Orion (see Rama et al. [79]). This technique was chosen due to its effectiveness in
interpolating quantities in a multi-dimensional setting [52].
1.5 Scope and limitations
The scope of this research is the development of the FE2 framework and TSD model, which
are to serve as foundations for future work. Its applications are thus limited to non-linear
elasticity and quasi-static problems. The classical finite element (FE) discretisation is chosen
for both scales, as Liu and Reina [57] recently proved the averaging relations, as well as the
macro-homogeneity condition, to be exact under this discretisation. The purpose of this
research is to analyse the efficiency between the proposed database model and the FE2 method.
Thus the chosen RVE in this research is assumed to satisfy the requirements about its correct
identification and should not be critically analyzed. The importance of correctly identifying a
suitable RVE is discussed though. For the sake of simplicity, bifurcations/instabilities at both




The thesis is split into seven chapters.
Chapter 1 gives an overview of multi scale homogenization and the efforts made to reduce its
computational demand. Based on the literature presented, a hypothesis is formulated, where the
aims and objectives are drawn and the scope and limitations defined.
Chapter 2 delves into the continuum mechanics governing the FE2 method. Both the macro and
micro scales are considered, as well as the coupling of quantities between the two scales. In this
coupling, the Hill-Mandel Principle of Macro-Homogeneity and the theory of averages are used
and are discussed. The chapter is then concluded with a review of the RVE and its existence.
Chapter 3 describes the implementation and algorithmic treatment of the FE2 method, as well
as the computation of the algorithmically consistent tangent operator, which is introduced in
Chapter 2. A benchmark problem, involving material degradation at the micro level, is
presented to verify its implementation and highlight the computational demands associated
with the method.
Chapter 4 introduces the TSD model and expands on its computational details and material
database characterization. This is followed by a description of the Moving Least Squares
approximation method, which is used to compute the macroscopic quantities for a given
macroscopic strain. The implementation of the TSD model, detailing its material database
construction and interpolation procedure, is then presented, along with its algorithm.
Chapter 5 evaluates the TSD models efficiency by investigating its numerical accuracy and
computational performance, for a series of macroscopic strains prescribed to a hyperelastic
laminated RVE. To investigate the numerical accuracy, the results from the implemented FE2
method are treated as the reference solution. Computational times of both techniques are
compared to evaluate the TSD models computational performance.
Chapter 6 continues this evaluation through the analysis of a macroscopic cantilever beam,
subjected to different loading types. The RVE considered here is the same as that described in
Chapter 5. A comparison of the FE2 method and TSD models rate of convergence, for each
load type, is also undertaken.
Chapter 7 summarizes the results and findings, from both the FE2 method and TSD model, in
which conclusions are then drawn. Improvements to the TSD model are proposed and future




We define two different scales in the analysis of microheterogeneous materials, the macro and
micro. The macro scale is the characteristic length L of the material sample. The micro scale,
which has a characteristic length l, is much larger than the heterogeneities of the material, but
much smaller than the macroscopic characteristic length. In this case, the microscopic length
scale being much larger than the molecular dimensions justifies a continuum approach for each
constituent. The differences between the scales are illustrated in Figure 2.1 and can be expressed
by
l << L. (2.1)
This separation of scales allows one to attach a microstructure to point on the macro scale, the
repetition of which generates a material that can be assumed to be macroscopically
homogeneous. Deciding on the correct length scale for the microstructure is a difficult task. It
needs to be large enough to capture the effects of the various constituents contained in the
microstructure, but also small enough to enable the macroscopic quantities at a point to be
associated with the microstructure. For examples of how the length scales can vary, we refer to
Nemat-Nasser and Hori [71]. In cases where the size of the constituents are of the same order
as the macroscopic length, meaning that the scale separation theory is no longer valid, a
multigrid solution procedure can be adopted [64].
The association of a microstructure to a macroscopic point assumes that the macroscopic
quantities are constant across the microstructure [54]. This assumption is essential as it permits
the transition of variables between the two scales. Based on finite element discretizations at
both scales, we compute a macroscopic boundary value problem by considering a boundary
value problem on the microstructure, at integration points across the macrostructure.
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Figure 2.1: Schematic representation of the two-scale homogenization scheme, taken from
Schröder [90]: the heterogeneous material is idealized as a homogeneous material at the macro
scale (left), with the heterogeneities of the material fully captured in the microstructure (right).
We denote here the macroscopic first Piola-Kirchhoff stress tensor P and deformation gradient
F at the macroscopic point and their microscopic counterparts P and F , which vary across the
microstructure.
In the case of mechanical problems, the two-scale homogenization procedure requires the
following:
• Identification of an RVE, which represents the microstructure and contains enough
information to characterize a modulus that is independent of surface tractions and
displacements and statistically represents the material, homogeneously, at the macro
level.
• Assignment of suitable boundary conditions to the RVE, which sets up the boundary
value problem at the micro scale. These boundary conditions satisfy the
macro-homogeneity condition, otherwise known as the Hill or Hill-Mandel condition,
which equates the virtual power between the two scales and is the fundamental
assumption for the micro-macro transition of quantities.
• Discretization of the macro and microscopic boundary value problem.
In this work, we describe the FE2 method in a deformation driven approach. In other words,
the macroscopic problem is formulated as: given a macroscopic deformation, determine the
macroscopic stress and tangent operator, based on the response of the microstructure.
The behaviour at the macro and micro scales are described using continuum mechanics.
Continuum mechanics is a method used to describe physical phenomena by studying the
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kinematics and stress in a continuum using balance principles that are governed by the
fundamental laws of physics. An underlying assumption here is the treatment of the material
as a continuous medium, whose molecular structure is generalised by the overlying material
properties. A stress and strain relation can thus characterize each point in the body. The
macroscopic stress-strain relationship is determined via suitable averaging methods over the
RVE, while constitutive models are set up for the stress-strain relationship at the micro scale.
The next three sections discuss the basic principles of continuum mechanics at each scale,
respectively, and the coupling of quantities between them. For further detailed descriptions and
derivations, the reader may refer to Holzapfel [38], Mase et al. [60], Lai et al. [51] and
Schröder [90]. In describing the continuum mechanics at the micro level, we define the
microscopic body as a Representative Volume Element (RVE). Details into its definition and
identification are discussed in Section 2.4. For ease of reference, we shall denote quantities at
the macro scale using the notation (•).
2.1 Macro continuum
2.1.1 Kinematics
Consider a macroscopic body B in a three-dimensional Euclidean space, having a macroscopic
particle P ∈ B, at a given instance of time t. At the initial time state t = 0, we introduce
the reference, material or undeformed configuration and parametrise the macroscopic particle
P ∈ B0 with Cartesian coordinates X1, X2 and X3, where the associated basis vectors are
denoted by e1, e2 and e3. After the body is subjected to boundary conditions for a time t > 0,
the body is now taken to be in a deformed state Bt. We refer to this as the current, spatial or
deformed configuration and now parametrise the macroscopic particle P ∈ Bt with x1, x2 and
x3. The motion of the body B can be represented by a non-linear macroscopic deformation
mapping γ : B0 → Bt. This enables us to define the relation of the macroscopic particle
between the reference configurationX ∈ B0 and the current configuration x ∈ Bt:
x = γ(X, t). (2.2)
The following macroscopic operators considered here are defined in Table 2.1 for the reference
and current configuration, respectively.














Taking the gradient of the deformation map in Equation (2.2), with respect to the reference
configuration, we obtain the invertible linear deformation map termed the macroscopic
deformation gradient:







This deformation gradient can be rewritten using the relation for the macroscopic displacement
field, u(X, t) = x(X, t)−X , as
F = I +∇Xu. (2.4)
To perform the change in volume from B0 to Bt, we compute the Jacobian at the macro scale
J = detF > 0. (2.5)
In cases where no deformation takes place, the volume remains unchanged, i.e. B0 = Bt, and
thus F = I and J = 1. In cases where the macroscopic volume does change, a relation between
the volume in the reference configuration dV and its counterpart in the current configuration dv
can be defined
dv = det(F )dV = JdV . (2.6)
Similarly, a surface element in the current configuration da can be expressed in terms of the
reference configuration dA:
νda = det(F )F
−T
ndA, (2.7)
where ν and n are the unit normal vectors on the surface elements, in the current and reference
configuration, respectively. For quantities that can vary with time, we compute the material
time derivative D(•)
Dt
. The Jacobian, which is the volume ratio between the configurations, is one
such quantity that can vary with time:
DJ
Dt
= J̇ = Jdivxẋ. (2.8)
A suitable deformation measure in this work is the macroscopic right Cauchy-Green





A further strain measure, referred to as the Green Lagrange strain tensor and is symmetric in
















The macroscopic deformation gradient can be decomposed into an orthogonal rotation tensor
R and a symmetric positive-definite stretch tensor U using polar decomposition,
F = RU . (2.11)





Having the same eigenvectors, we express the stretch tensor in terms of the right Cauchy-Green







i ⊗ n̂Ci , (2.13)
where λCi and n̂
C
i are the eigenvalues and eigenvectors of the macroscopic right Cauchy-Green
deformation tensor C.
2.1.2 Stress
In continuum mechanics, the distribution of internal forces on a deformed macroscopic body
Bt is expressed using stress measures. These stress measures are internal reactions to externally
applied forces, which can be either macroscopic body forces b, surface tractions t(ν) or both.
Surface tractions t(ν) are referred to as traction vectors, which act on the body’s surface with a
unit normal vector ν.
Using the Cauchy stress principle, the infinitesimal resultant force df acting on an infinitesimal










(x, t) = σT (x, t)ν(x, t), (2.15)
where σ denotes the symmetric Cauchy stress tensor, in the current configuration, at the current
macroscopic point x. To represent the stress in the current configuration, which acts on the




(X, t) = P (X, t)n(X, t), (2.16)
with P representing the stress in the current configuration, at the macroscopic reference point
X . The macroscopic stress P is known as the first Piola-Kirchhoff stress tensor and can also
be computed using the macroscopic deformation gradient and the second Piola-Kirchhoff stress
tensor, S:
P = FS (2.17)
We note here that, similar to F , the first Piola-Kirchhoff stress tensor P is not symmetric,
unlike the Cauchy stress tensor σ and second Piola-Kirchhoff stress tensor S.
2.1.3 Balance of linear momentum
We consider the macroscopic body B that is subjected to a body force b and a surface traction
t
(ν), which is applied to a surface boundary ∂B. In this context, we define the law of linear
momentum conservation at the macro scale to be the rate of change of linear momentum that is














where ρ(x, t) is the current density of the macroscopic body at time t. The global equation of
motion in its spatial form can be obtained from this balance equation using the Cauchy stress




ρ(x, t)ẍ− divxσT − b(x, t)
}
dv = 0, (2.19)
which can be reduced to its local form, as the integral over the macroscopic body Bt is arbitrary,
ρ(x, t)ẍ− divxσT − b(x, t) = 0. (2.20)
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If we neglect the acceleration field ẍ, this equation of motion can be further reduced to the
following equilibrium equation:
divxσT + b(x, t) = 0. (2.21)
The equilibrium equation above can be expressed in its material form when converting the
quantities in Equation (2.18) from the current to the reference configuration. In this case, we













b(X, t)dV . (2.22)
Using the Cauchy stress lemma, which is expressed in the mixed configuration in




ρ(X, t)ẍ− DivXP − b(X, t)
}
dV = 0. (2.23)
We again take the integral over the macroscopic body B to be arbitrary, giving the local form
ρ(x, t)ẍ− DivXP − b(X, t) = 0, (2.24)
which is referred to as the Lagrangian equation of motion. If the acceleration field ẍ is zero,
then the equilibrium equation can be expressed, in its material form, as
DivXP + b(X, t) = 0 (2.25)
and is termed the Lagrangian equilibrium equation.
2.1.4 Variational formulation
The Lagrangian equilibrium equation, which has been defined using the law of conservation
of linear momentum, is now used to construct the macroscopic boundary value problem. This
differential equation, in which the macroscopic displacement field u is the unknown, is solved
using the standard Finite Element Method (FEM). To cater for the external forces, two types of
boundary conditions are specified on the surface region of the macroscopic body B. The first
type is Dirichlet boundary conditions, applied on ∂BD, which are prescribed displacements and
resemble the support reactions, for example. The second condition is von Neumann boundary
conditions, applied on ∂BN , and are typically considered to be imposed traction forces. These
boundary conditions are prescribed such that ∂BD ⊂ ∂B and ∂BN ⊂ ∂B and that:
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∂BD ∪ ∂BN = ∂B0 and ∂BD ∩ ∂BN = 0. (2.26)
Using the boundary conditions, the strong form of the macroscopic boundary value problem is
given:
DivXFS − bB = 0 in B (2.27)




where ŭ and t̆ are the prescribed displacements and tractions on the surface boundaries,
respectively. A weak form of the above can be obtained when multiplying Equation (2.27) by
an arbitrary function δu, integrating over the macroscopic body B and applying the Gauss
divergence theorem (all of which we collectively refer to as the weighted residual method),
∫
B0
S : δE dV =
∫
B0





· δu dA. (2.30)
In continuum mechanics, the variational formulation is primarily associated to the principle
of virtual work. This principle distinguishes between the virtual external work Wext and the
associated virtual internal potential Wint. The virtual external work is that done by the body









· δu dA, (2.31)




S : δE dV . (2.32)
The virtual Green strain tensor δE above can be further expanded, in index notation, using




δ(F riF rj) =
1
2
(δur,iF rj + F riδur,j). (2.33)
For index notation, we denote the gradient operator in the reference configuration, in Table 2.1,
as ∂(•)
∂xi
= (•),i. The principle of virtual work requires the virtual internal potential to be equal
to the virtual external work,
W int =Wext. (2.34)
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Equilibrium is thus attained when the following relation is satisfied:
F =W int −Wext = 0. (2.35)
To obtain this equilibrium, and the unknown displacement field, a Newton-Raphson iteration
scheme is employed. This solving scheme requires the linearization of Equation (2.35), using
a first-order Taylor expansion near the known displacement field, ui−1. The general linearized
expression, for the current iteration step, i, of the incremental loading step, n, can be expressed
as





∆u ≈ 0, (2.36)
with ∆u being the incremental displacement field. By solving the incremental displacement
field, the unknown displacement field in the current iteration step can be computed
uni = u
n
i−1 + ∆u. (2.37)
The linearization of Equation (2.35) requires the right Green Lagrange strain tensor, its virtual
counterpart and the Second Piola-Kirchhoff stress tensor to be linearized. For the sake of








∆(F riF rj) =
1
2








∆Ekl = Hijkl(F rk∆ur,l). (2.41)









We now derive the linearized form of the principle of virtual work by expanding on
Equation (2.36), with Equation (2.30), using the chain rule and the linearized quantities above,
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Equations (2.39) to (2.41). By exploiting the symmetries of both, S and E, the derivation is
































HijklF rk∆ur,lF siδus,j + Sij∆ur,iδur,j dV = 0. (2.43)
Traditionally, the macroscopic stress S and tangent operator H values are obtained via stored
strain energy functions, describing the material in question. In this case, however, these
macroscopic quantities are obtained by homogenizing the results of the RVE, at the micro
scale.
2.2 Micro continuum
In describing the continuum at the micro scale, we consider the microscopic body B to be a
Representative Volume Element, RVE. As previously mentioned, the RVE is a characteristic
volume containing sufficient information to characterize the composite at the macro scale. The
RVE is thus a heterogeneous material, with each constituent having its phenomenological
description. Further details into the identification of the RVE are discussed in Section 2.4. The
derivation of the variational formulation at the micro scale makes two key assumptions:
1. the effects of inertia are ignored; and
2. no external forces exist at the micro-level.
These assumptions are based on the macro-homogeneity condition and the kinematic
constraint placed on the RVE. The principles governing the micro continuum are similar to the
macro continuum. We thus refer to the kinematic and stress measures, defined in
Sections 2.1.1 and 2.1.2, and summarize the necessary quantities below.
2.2.1 Kinematics, stress and balance equations
Similar to the macro scale, we parametrize the microscopic particle P ∈ B0 in the reference
configuration with Cartesian coordinates X at t = 0. The transformation of the point X to the
current configuration, for the deformed microscopic body Bt, is achieved using the non-linear
microscopic deformation map γ(X, t),
x = γ(X, t). (2.44)
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Definitions for the operators at the micro scale are provided in Table 2.2, for both the reference
and current configurations.





Gradient GradX(•) = ∇X(•) = ∂∂X (•) gradx(•) = ∇x(•) = ∂∂x(•)




We express the microscopic deformation gradient as,
F = I +∇Xu, (2.45)
with the microscopic displacement field, u(X, t) = x(X, t) − X . The microscopic right
Cauchy-Green deformation tensor is thus defined,
C = F TF , (2.46)




(C − I) = 1
2
(
F TF − I
)
. (2.47)
For stress measures we use the Cauchy stress principle and Cauchy stress lemma to express the
microscopic first Piola-Kirchhoff stress tensor, acting at a point X ∈ B on the microscopic
surface dA, with a unit normal vector n,
t(n)(X, t) = P (X, t)n(X, t). (2.48)
The balance of linear momentum is derived at the micro scale using the same principles as that
discussed in Section 2.1.3. However, in this case body forces are neglected. Following the same
procedure at the macro scale then, we express the Lagrangian equilibrium equation at the micro
scale as:
DivXP = 0. (2.49)
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2.2.2 Variational formulation
As mentioned before, the principle of virtual work on the RVE assumes the external tractions
and body forces to be zero. This exclusion comes as a result of the macro-homogeneity
condition, which only holds if the RVE is kinematically constrained, forcing the virtual work
of these microscopic forces to vanish, see de Souza Neto and Feijóo [11]. Without a
kinematical constraint then, the microscopic boundary value problem is ill-posed. Various
models, which kinematically constrain the RVE, are discussed in Section 2.3.3. In this work,
we use the periodic boundary displacement model, which stems from the periodicity
assumption and employs periodic boundary conditions on the RVE (see Kouznetsova et al.
[48]). This condition does not constrain nor free the boundaries of the RVE, but instead
geometrically enforces them. Boundaries of the RVE are split into two parts, ∂B+0 and ∂B−0 ,
such that:
∂B+0 ∪ ∂B−0 = ∂B0. and ∂B+0 ∩ ∂B−0 = 0. (2.50)
The two parts are defined such that,
n− = −n+ ∀X− ∈ ∂B−0 and ∀X+ ∈ ∂B+0 , (2.51)
as illustrated in Figure 2.2. The periodic boundary condition can then be represented, in its
general form, as:










where Equations (2.52) and (2.53) are the periodic deformations and anti-periodic tractions, on
the associated boundaries, respectively.
Figure 2.2: Splitting arrangement of the RVE prior to solving the periodic boundary
displacement model (left) and the deformed result after (right).
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As per the macro scale, the standard FE framework is used to solve the microscopic
displacement field u. Using the Lagrangian equilibrium equation (2.49), in the absence of





P : δF dV = 0. (2.54)
As per the macro scale, a Newton-Raphson iteration scheme is used to attain equilibrium. The
microstructural characteristics of each constituent, contained in the heterogeneous RVE, are
described by their respective constitutive laws.
2.3 Coupling the macro and micro continuum
The coupling of quantities between the two scales follows the Hill-Mandel Principle of
Macro-Homogeneity, introduced by Hill [34, 36] and Mandel [58]. More commonly known as
the macro-homogeneity condition, the condition follows from the separation of scales theory
and preserves the energy between the scales. This preservation allows the macro-to-micro
transition, which provides the kinematic constraint and sets up the boundary value problem on
the RVE. The micro-to-macro transition utilizes the averaging theorems, developed by Hill
[36, 37] and Nemat-Nasser [70], and expresses the macroscopic quantities as volume averages
of their microscopic counterparts.
We first introduce the micro-to-macro transition of the kinematic and stress measures,
respectively. In this context, we assume the RVE to have no holes or voids; however, these
techniques can easily be extended to accommodate this, in which we refer to Schröder [90].
The macro-homogeneity condition is then elaborated on and the various micro models, which
kinematically constrain the RVE, highlighted. Finally, we discuss the computation of the
macroscopic tangent operator. In defining these coupled relations, we follow the workings of
Schröder [90] and Kouznetsova et al. [48]. The averaging relations and macro-homogeneity
condition, discussed in this work, have recently been proven by Liu and Reina [57] to be exact
for finite element discretizations.
2.3.1 Kinematics
One of the main assumptions in this coupling approach is that made on the macroscopic
deformation gradient, which inherently places a kinematic constraint on the RVE. The
macroscopic deformation gradient, F , at a point x on the macro continuum is assumed to be







F (x, t) dV, (2.55)
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where V is the reference volume of the RVE. This definition can also be expressed as a surface










x(t)⊗ n dA, (2.56)
with the outward normal, n, acting on the surface of the RVE, in the reference configuration.











ẋ⊗ n dA, (2.57)
The macroscopic Jacobian, J , can be related to its microscopic counterpart by the volume















where v is the current RVE volume. We now split the microscopic deformation gradient into
two parts, a constant and a fluctuation part,
F = F + F̃ . (2.59)
The constant part is taken to be the macroscopic deformation gradient, F , which is valid due to
the assumption that the macroscopic quantities are constant across the RVE [54]. The
fluctuation part, F̃ , is inhomogeneous and computed at the micro-level,
F̃ = GradXw̃, (2.60)
where w̃ represents the fluctuations at the micro scale. These fluctuations are the
inhomogeneous component of the deformed position vector, x, which implies the
decomposition:
x = x+ w̃ = FX + w̃, (2.61)
where x = FX is the homogeneous position vector, linearly mapped by the macroscopic
deformation gradient. Substituting the additive decomposition of the microscopic deformation


















F̃ dV = 0. (2.63)





w̃ ⊗ n dA = 0. (2.64)
It is important to note here that, in the case of large strains and rotations, not all macroscopic
quantities can be obtained by volume averaging their microscopic counterparts. To illustrate
this we reference Schröder [90] and consider the macroscopic right Cauchy-Green deformation




















































F̃ T F̃ dV, (2.67)
which differs to that shown in Equation (2.65). Another microscopic quantity in this case is the
Green Lagrange strain tensor, in Equation (2.46), which is shown to be a function of the right
Cauchy-Green tensor and was also highlighted by Temizer and Zohdi [104].
2.3.2 Stress
Analogous to the macroscopic deformation gradient, we establish the macroscopic first Piola-



















t(n) ⊗X dA. (2.69)
Like the microscopic deformation gradient, the microscopic first Piola-Kirchhoff stress tensor
can be split into a constant and fluctuation part,
P = P + P̃ . (2.70)





















P̃ dV = 0. (2.72)
Using the Cauchy stress principle, Equation (2.48), we can also use this additive split for the
traction vector,
t(n) = (P + P̃ )n = Pn+ P̃n, (2.73)




The macroscopic first Piola-Kirchhoff stress tensor has previously been shown to also be a
surface integral at the micro-level. By inserting the traction decomposition into Equation (2.69),







(n) ⊗X dA, (2.75)





t̃(n) ⊗X dA = 0 (2.76)
As per the kinematic measures, the equivalence between a stress measure and its volume average
counterpart at the micro scale is generally not valid for all stress measures. In cases where these
24
equivalences have been valid, the measures were only shown to hold for specific boundary
conditions [12]. The measures here are thus expressed using standard continuum mechanics
and the macroscopic deformation and stress tensors above. We thus define the second Piola-

















The macro-homogeneity condition requires the macroscopic stress power at a point to be equal
to the volume average of the stress power at the micro level. For any kinematically admissable







This equality ensures the conservation of energy, enabling the scale transition of quantities, and
defines the kinematic constraints at the micro-level. One of the simplest kinematic constraints
is the Voigt or Taylor model, which assigns a uniform strain across the RVE,
x = FX ∀X ∈ B0. (2.79)
The model does not require any solving as the constituents are all assumed to undergo the same
deformation. Thus, the macroscopic quantities are computed directly. The Reuss or Sachs
model adopts a similar approach, but instead assigns a constant stress across the RVE,
P = P ∀X ∈ B0. (2.80)
Additional, simplistic, procedures are required here but again does not require any detailed
modeling of the microstructure. The lack of micro-structural modeling results in crude estimates
of the materials overall stiffness. These approximations are overestimated for the Voigt model
and underestimated for the Reuss model [41]. Although hardly suitable for modeling non-linear
problems, the models are useful in quickly obtaining first estimates of the composites overall
stiffness.
Other model types employ boundary conditions on the surfaces of the RVE. The most common
are the linear boundary displacement (LBD), uniform boundary traction (UBT) and periodic
boundary displacement (PBD) models. Derived from the macro-homogeneity condition, see
Schröder [90], these models kinematically constrain the RVE and allow for detailed modeling
of the microstructure. As a result, better estimates of the overall stiffness are attained. The linear
boundary displacement model linearly maps the boundaries of the RVE using the macroscopic
deformation gradient F ,
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x = FX ∀X ∈ ∂B0. (2.81)
By assuming the fluctuations to vanish on these surface boundaries, the boundary displacements
remain homogeneous throughout the microscopic boundary value problem. In the case of the
uniform boundary traction model, the macroscopic first Piola-Kirchhoff stress tensor is used to
prescribe a uniform traction vector on the boundaries of the RVE,
t
(n)
0 = Pn ∀X ∈ ∂B0. (2.82)
The model is derived such that the kinematic constraint placed on the RVE is minimal. It
should be noted here that the tractions in Equation (2.82) do not complete the microscopic
boundary value problem and still requires additional procedures. Like the Voigt and Reuss
models, the linear boundary displacement and uniform boundary traction models yield an
upper and lower bound estimate. The bounds themselves fall within the Voigt and Reuss
envelope, which effectively is the upper and lower bound limits, see Kanit et al. [44].
Disparities between these limits are insignificant when considering linear elasticity, but
become more apparent for problems such as plasticity [97]. The periodic boundary
displacement model, introduced in Section 2.2.2, falls within the bounds of the linear
boundary displacement and uniform boundary traction models and is the most popular.
Well suited for periodic and non-periodic microstructures [21], the periodic boundary
displacement model provides the best estimate on the effective stiffness [107], which has
shown to be exact for unit cells in periodic media [64]. It is, however, limiting when it comes
to experimental tests, and that the linear boundary displacement model is more suited to the
task [75]. Summarising the estimates of the overall stiffness, for the various constraints
discussed, it follows that
AReuss < AUBT < APBD < ALBD < AVoigt.
An alternative model to those listed above is the mixed boundary model, introduced by
Hazanov and Huet [32]. Although not as effective in periodic microstructures, this model
yields numerically similar estimates to the periodic boundary displacement model [111].
2.3.4 Tangent operator
As discussed at the end of Section 2.1.4, the solution to the variational formulation at the macro
scale necessitates the need for a macroscopic tangent operator. This cannot be solely computed
using the volume averaging methods above though, unlike the macroscopic stress tensor P ,
and must be calculated from the RVEs response. An expression for the tangent operator has
been derived using various methods [102, 47, 17, 101, 66, 74]. In this work, we express the
macroscopic tangent operator, which is derived in Schröder [90], as an additive composition of













The first term in Equation (2.83) is a Voigt-type upper bound term, which is a direct volume
average of the tangent operator at the micro scale. The second term is constituted as a
softening part and is a consequence of the microstructural response to the prescribed
macroscopic deformation. Derived from the stiffness matrix at the micro scale, the softening
part is determined by condensing out the deformations associated with the discretized
fluctuations. As a result, its accuracy is highly dependent on the discretization and modeling of
the RVE [66] [97]. A relation between the tangent operator in the mixed, A, and reference
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where F and S are computed using Equations (2.55) and (2.77). The correct computation of
macroscopic tangent is a crucial step in the efficiency of the FE2 method. It is important then to
note the following:
• The tangent must be algorithmically consistent with the evolution of the macroscopic
stress at the point on the macrostructure;
• The boundary conditions employed in computing the tangent must match those used in
the computation of the stress [102];
• The tangent strongly depends on the type of boundary conditions employed [32];
• Regardless of the geometries of the microscopic boundary, the tangent must fall between
the upper Voigt and the lower Reuss limits [34]; and
• Its accuracy is reliant on the mesh size, as well as the uniformity, at the micro-level
[28, 104].
Details into its implementation, with respect to the chosen boundary condition, are discussed in
Chapter 3.
2.4 Representative Volume Element
In the context of multi scale homogenization methods, an RVE is a volume element whose
microstructure contains enough information to characterize the material behavior, which is
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independent of surface tractions and displacements, and statistically represents the material
homogeneously, at the macro level. Its proper identification is a crucial part of the
homogenization process [44].
As discussed earlier, the homogenization theory makes use of the periodicity assumption. The
repetition of a unit cell on a microscopic level allows one to identify an RVE that is periodic
for this region. Thus the RVE can be identified as a unit cell or a group of unit cells, whose
arrangement is periodic. The grouping of unit cells has been shown to be a useful approach
in addressing geometric instabilities on the micro level, see Saiki et al. [85]. To satisfy the
periodicity requirements when identifying an RVE, any inclusion that penetrates the boundary
of the RVE must reappear on its opposite side, as shown in Figure 2.3. Gitman et al. [26] refers
to this as no wall-effects as the RVE is thought to belong to a larger sample, which does not
exist on the edge of the material. In cases where the material consists of voids, while it is
possible to achieve, it is generally preferred that no voids intersect the boundaries as this makes
the application of boundary conditions easier [28].
Figure 2.3: Proper identification of an RVE, in a periodic material, taken from Gitman et al.
[26]: which shows any inclusion, penetrating the RVE surface, reappearing on its opposite side.
An alternative to the above is to identify the RVE as a volume element containing a sufficiently
large amount of inclusions, yielding ergodic properties [75]. This approach is typically
adopted when the microstructure is random, and no structural periodicity exists. Selecting a
suitable scale for the RVE is a delicate task, as the scale must be sufficiently large in respect to
the inclusions considered to ensure ergodicity. Conversely, the scale must be sufficiently
smaller than the macrostructure to satisfy the separation of scales and justify a continuum
approach on the RVE at the macro scale, discussed above. A scale dependency also exists for
the RVE, as illustrated in Figure 2.4, whereby the smaller the RVE, the more dependent the
overall properties are on the specified boundary conditions [42]. While the increase in RVE
size leads to a convergence in the effective properties, for the respective boundary conditions,
the computational resources required increases [44].
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Figure 2.4: Dependency of the apparent properties of an RVE, with respect to both size and
chosen boundary condition (taken from Kouznetsova et al. [48]).
The RVE size is thus dependent on the material considered and the size of its constituents,
see Gitman et al. [26] for examples of different RVE sizes. Determining an appropriate scale
can be done using experimental or analytical methods. In the experimental case, Romero and
Masad [83] determined the scale for asphalt concrete, using image analysis, and verified the
result via mechanical testing. For analytical methods, we refer to Gitman et al. [26], who
developed a procedure based on the Chi-square criterion, Temizer and Zohdi [104], who used
an "ensemble averaging" method, and Kanit et al. [44]. The general approach of these methods
entails creating different realizations of the RVE at a fixed scale, which respectively increases
until the apparent properties of the RVE remain unchanged. Although appealing, this can lead to
high computational costs when dealing with complex RVEs, as a "large" scale would lead to the
RVE having a high number of discretizations. In such cases, statistically similar RVEs (SSRVE)
can be employed to simplify the RVEs complexity and reduce the number of discretizations. For
further readings into SSRVEs, we refer to Schröder et al. [92], Balzani et al. [1], Scheunemann
et al. [88]. For a more recent in-depth review in the generation of RVEs, we refer to Bargmann
et al. [2].
Another requirement when identifying the RVE is that its response must be independent of the
boundary condition type [84]. The scale of the RVE plays a fundamental role in this regard,
as illustrated in Figure 2.4, but so does the degree of heterogeneity, such as the phase contrast
or volume fraction, which can influence the magnitude in error in the macroscopic result [18].
In such cases, the size of the RVE must then be increased [75]. A practical example of this is
the testing of concrete cubes for concrete structures, where the cube could be considered the
RVE (with the stone, sand and cement being the inclusions) and the concrete structure being the
macroscopic sample.
The result of boundary conditions, as well as the modelling of constituents, can lead to the
RVE undergoing hardening or softening. These regimes of material behavior can impact the
determination of an RVE. Gitman et al. [26] noted that an RVE can still be determined in
the hardening regime, but its size would be significantly larger than that for linear-elasticity.
Furthermore, when considering the softening regime, the localized behavior at the micro-level
causes the material to lose its "representative" properties, meaning that an RVE does not exist.
In cases where the sample does not qualify as an RVE, the homogenized stress does not equate
to its macroscopic counterpart [101].
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In this chapter, the FE2 homogenization theory and the continuum mechanics, for both the
macro and micro scales, has been presented. The conservation of energy between the scales,
allowed for by the macro-homogeneity condition, enables the transition of quantities between
the micro and macro-scales. In the case of strain measures, the transition from the macro to the
micro level is achieved using boundary conditions. These boundary conditions place the
required kinematic constraint on the microscopic body, yielding a deformation driven
boundary value problem. Following equilibrium at the micro scale, the microscopic quantities
are then averaged across the microscopic body and transitioned to the macro scale. This
volume averaging technique is done in the mixed configuration to ensure the conservation of
energy between the scales. The microscopic body here is taken to be a representative volume
element (RVE), and its proper identification is a crucial part of the homogenization theory. Its
identification can be realised in several ways, but it must statistically represent the material





In the previous chapter the micro-macro continuum mechanics, which forms the basis of the
FE2 method, was presented. We now discuss its implementation and algorithmic treatment.
The theory is implemented in the in-house C++ code SESKA, which supports finite element
approximations and utilizes external libraries such as BLAS, LAPACK, ParMETIS and
PETSc. A finite element framework is used to solve the boundary value problem at both
scales. As previously discussed, the boundary value problem at the macro-scale is solved using
a Newton-Raphson iteration scheme, which requires a macroscopic stress and tangent operator.
The implementation of this, in a finite element framework, is straightforward and is thus not
discussed. Instead, we will focus on the boundary value problem at the micro-scale and the
computation of the algorithmically consistent tangent operator.
The chapter is laid out as follows. The first section discusses the boundary value problem at
the micro-scale. This section is then followed by the computation of the macroscopic tangent
operator. Section 3.3 describes the algorithmic treatment of the implemented FE2 model, which
is then evaluated in Section 3.4.
3.1 Microscopic boundary value problem
We consider the variational formulation in Equation (2.54), and the additive decomposition of
the microscopic deformation gradient in Equation (2.59), which contains a constant and a
fluctuation part. Noting this characteristic, and the relation of the fluctuation part in




Pij dV = δw̃i,j
∫
B0
Pij dV = 0, (3.1)
with δF̃ij = δw̃i,j being the virtual counterpart to the fluctuation part F̃ij . A linearized form
of the above can be attained with the general linearized expression in Equation (2.36). Once
again, we decomposeF into its respective parts and note the macroscopic partF to be given and























∆w̃k,l dV = 0. (3.2)
As mentioned before, the microscopic boundary value problem is solved using standard finite
element methods. We thus discretize the fluctuation field, w̃, and its gradient,∇Xw̃, on a local
element domain Be ∈ B of the microstructure using the following ansatz,
w̃h(x) = N (x)d̃e → ∇Xw̃h(x) = B(x)d̃e. (3.3)
The superscript h, in the above ansatz, are approximations of the fluctuation field at the discrete
nodes. The matrixN is denoted as the shape functions of the nodal fluctuations, d̃e, of the finite
element, while B is denoted as the gradient of these shape functions. Inserting Equation (3.3)
into Equation (3.2), yields the following linear equation system,
K∆d̃ = −r, (3.4)





















denotes the standard finite element assembling operator of the microstructure,
discretized by n finite elements. Solving Equation (3.4), we obtain an incremental update on
the fluctuation field:
d̃i = d̃i−1 + ∆d̃ = d̃i −K−1r, (3.6)
where i is the current iteration number in the Newton-Raphson scheme. These iteration steps
continue until the residual vector falls below the given tolerance, i.e. |r| < tol, representing
equilibrium at the micro level.
To implement the boundary conditions for a deformation driven boundary value problem, we
recall the Voigt, linear boundary displacement and periodic boundary displacement models
discussed in Section 2.3.3. The discrete fluctuations are prescribed using the respective
boundary condition and the decomposition of the microscopic displacement vector, in
Equation (2.61),
(i) Voigt: d̃ = 0 in Bh
(ii) LBD: d̃ = 0 on ∂Bh; (3.7)
(iii) PBD: d̃+ = d̃− on ∂Bh.
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The implementation of the Voigt and Dirichlet conditions, Equation (3.7)1 and Equation (3.7)2,
are trivial. In this work, the periodicity constraint in Equation (3.7)3 is implemented using a
strong coupled approach. This approach couples the discrete nodes, which are directly opposite
each other, enabling a dependency of one nodes fluctuation to the other. The result is a new
reduced form of Equation (3.4), which is transformed using a dependency matrix. Details into
its implementation, which follows that given in Kouznetsova et al. [48], have been included in
Appendix A.
The approach is straightforward, but is limiting as the surfaces of the RVE must be discretized
in a way that the discrete nodes are directly opposite. This provision inherently requires the
number of discretizations on opposite surfaces to be exact. In cases where non-conforming
meshes exist at the micro-level, the periodicity constraint can still be applied using weakly
coupled methods. For details into these type of methods, we refer to Larsson et al. [53] and
Reis and Andrade Pires [81]. For cases where enforcement of the boundary conditions are via
the penalty approach, we refer to Temizer and Wriggers [102] and Gitman et al. [26].
It is important to note here that we are only solving for the fluctuation field, as, when
considering Equation (2.61), the homogeneous position vector x remains unchanged
throughout the boundary value problem.
3.2 Computation of macroscopic tangent operator
To compute the tangent operator at the macro scale, we first expand on its expression using the



















Continuing with index notation, an expression of the derivative of the volume averaged stress



















The introduction of the microscopic deformation gradient, F , allows for the exploitation of its


























Aijkl is the tangent operator at the micro level, which is volume averaged in the first part of
Equation (3.10) to form the so-called Voigt-type upper bound term. The second term is the
crucial part and computed using the linear increment of the linearized microscopic boundary







∆Fkl dV = 0. (3.11)













∆F̃kl dV = 0. (3.12)
Discretizing the microstructure, using the same ansatz as Equation (3.3), while noting ∆F to
be given and constant at the micro level, yields
L∆F
h
+K∆d̃ = 0. (3.13)
Converse to the microscopic linear equation system, in Equation (3.4), the linear algebraic
























. Solving for the discrete
incremental fluctuation, as per the methods in Section 3.1, yields
∆d̃ = −K−1L∆F h. (3.15)
Referring back to the expression of the macroscopic tangent operator, in Equation (3.10), we























The first part of the equation, the Voigt upper bound term, is denoted AVoigt. If the microscopic
tangent operator displays major symmetries, i.e. Aijkl = Aklij , the stiffness matrix portion in the
second part of the equation can be expressed in terms of the stiffness matrix, in Equation (3.14)1,
as LT . The discrete fluctuations are now replaced with those solved in Equation (3.15),























giving the closed form expression of the macroscopic tangent operator:
A = AVoigt − 1
V
LTK−1L. (3.19)
The inversion of the microscopic stiffness matrix, in the second part, can entail substantial
computational costs. This effort can be avoided, however, by identifying
LTK−1L = LTX, where X = K−1L. (3.20)
The variable, X, is a system of equations, which can be attained using LU factorization of the
linear equation system,
KX = L. (3.21)
3.3 Algorithmic treatment
The algorithm of the FE2 method, which has been implemented in this work, is now presented.
Figure 3.1 gives a visual summary of this incrementally-iterative scheme. The algorithm runs
as follows: First, the macroscopic boundary value problem is set up, with the selected
macroscopic sample being prescribed appropriate boundary conditions and discretized
accordingly. The macroscopic loads in this algorithm are applied incrementally. Each
integration point in the macroscopic sample is assigned a discretized RVE, whose structure
mimics that of the material at the micro level.
The local macroscopic deformation gradient, F , is computed for each integration point via the
macroscopic nodal displacements. This macroscopic deformation gradient is used to prescribe
the boundary conditions on the corresponding RVE. In this work, we use the periodic
boundary conditions. At the initialization step, prior to the macroscopic loading, the
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macroscopic deformation is zero, i.e. F = I . A zero deformation thus occurs across the RVE,
meaning that only the computation of the macroscopic tangent operator is required.
Following the assignment of boundary conditions, the RVE boundary value problem is solved
in a finite element framework, yielding a stress and strain distribution across the
microstructural sample. The first Piola-Kirchhoff stress tensor P is then averaged across the
RVE and transitioned to the macro scale as a local macroscopic stress P , using
Equation (2.68). From the global stiffness of the RVE, the local macroscopic tangent operator,
A, is computed using Equation (3.19). The macroscopic variational formulation in this work
requires the stress and tangent operator in its material form. These locally computed quantities
are thus transformed using Equations (2.77) and (2.84), respectively.
This process is continued for all the macroscopic integration points, allowing for the
computation of the macroscopic internal forces and stiffness matrix. Following the solution to
the macroscopic equation system, incremental updates of the macroscopic nodal displacements
occur, and the system checked for convergence. Should a non-converged solution be obtained,
we repeat the procedure for the newly updated macroscopic nodal displacements. If the
solution has reached a converged state, the next loading step is applied and the process
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Figure 3.1: Incrementally-iterative solution scheme for the FE2 method.
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3.4 Computational Example
In order to evaluate the presented two-scale homogenization approach, a qualitative analysis of
a three-dimensional problem, presented by Otero et al. [76], is conducted and compared. The
macroscopic problem entails a fixed beam with a vertically displaced loading prescribed at the
mid-span. Figure 3.2 shows the geometry of the beam, with the supports and loading. Due
to the beams symmetry at the mid-span, in the y − z plane, we consider only one side of the
beam in our analysis and prescribe a zero displacement, in the x direction, across the entire
cross-sectional face of the beam, at this point. The loading is prescribed as a line load, with
a fixed displacement of -0.1mm in the z direction, along the top cross-sectional surface of the
beam. The fixed support of the beam, located at the other end, is represented by prescribing a
















Figure 3.2: Geometry of the beam considered and its microstructure.
The beam is made of a laminated composite and consists of several layers of two materials,
lamina 1 and lamina 2, which are isotropic linear elastic. The paper investigates the
macroscopic effects of material degradation at the micro scale. This form of damage is
analyzed by introducing a third material, lamina 3, which is a degradated form of lamina 2.
Table 3.1 shows the mechanical properties of these isotropic linear elastic materials. In this
table, E and G are the elastic and shear moduli, respectively, while ν is the Poissons Ratio.
The damaged material, lamina 3, shows only a reduction in the shear modulus, when compared
to lamina 2, by a factor of 10.
Table 3.1: Mechanical properties of the three materials
Material Colour E (GPa) G (GPa) ν
Lamina 1 Black 210 80.76 0.3
Lamina 2 Grey 3.5 1.46 0.2
Lamina 3 Red 3.5 0.146 0.2
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The problem is solved at both scales using finite element methods, with the finite element
being a first order hexahedra element. We split the problem into three parts. As previously
discussed, the number of RVEs assigned at the macro scale is dependent on the number of
macroscopic integration points. We thus first conduct a convergence analysis at the macro
scale and the number of RVEs assigned, which for now contain material layers that are
undamaged. Following this convergence analysis, we then present two cases from the paper,
where the material layers are damaged. We assign periodic boundary conditions to the
boundaries of the RVE, and discuss its structure in each case below. Analysis of the beams
macroscopic response is carried out by computing the reaction force at the fixed support, in the









F S NdΓ, (3.22)
where ΓR is the surface boundary at the fixed support. The results to the two cases involving
damage are qualitatively compared to those presented in the cited paper.
3.4.1 Convergence analysis of undamaged case
The RVE used in this example includes the materials lamina 1 and lamina 2, which are
undamaged and have a 50% volume fraction respectively. We refer to the mechanical
properties in Table 3.1 and present the RVE in Figure 3.3b. Due to the simplicity of the chosen
material law, we discretize the RVE into eight elements.
(a) 4 element beam (b) 8 element RVE
Figure 3.3: Discretized beam and RVE analyzed for the undamaged case: with the right facing
cross-section of the beam assigned the displacement loading.
The convergence analysis starts with the beam discretized into four macroscopic elements,
shown in Figure 3.3a. With the elements being first order, we choose second-order Gaussian
quadrature to solve the macroscopic problem. This choice yields eight Gauss points per
element, thus assigning 32 RVEs to the four element beam. Table 3.2 gives a breakdown of the
number of discretizations considered and the number of RVEs assigned. The steep increase in
RVEs with the refinement of the macroscopic mesh already indicates the high computational
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demand associated with the method. As a result, we limit the number of macroscopic elements
to 2048 due to computational time constraints.
Table 3.2: Discretization refinements considered at the macro scale.







Figure 3.4 shows the number of RVEs assigned and the beams reaction force in the z direction,
t
R
z in Equation (3.22), for the different mesh configurations. The results suggest that the reaction
force converges to a value of approximately 800N, with a 3.5% difference between 1024 and
2048 macroscopic elements.








































Figure 3.4: Convergence of the beams reaction force with discretizations at the macro scale:
showing that while accuracy of the reaction force is increased, the number of RVEs increases,
thus increasing the computational demand.
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3.4.2 Global damaged case
To compare the results from the FE2 method to those given in the cited paper, we now consider
material degradation at the micro scale. This degradation is simulated by incrementally reducing
the shear modulus in the lamina 2 layers to the same value as lamina 3, over five different
simulations. The shear modulus, in each simulation, is set as a percentage of the total reduction
of the shear modulus between lamina 2 and lamina 3. Table 3.3 presents these values, with 0%
being the undamaged case and 100% being the fully damaged case. As before, an eight element
RVE is used for each simulation, with the lamina 2 material now being the degraded material.
A macroscopic mesh size of 512 elements was considered due to time restraints.
Table 3.3: Shear modulus for the stages of material degradation
Property 0% 12.5% 25% 50% 100%
G (GPa) 1.46 1.295 1.131 8.03 0.146
The results in Figure 3.5a show the reaction force at the supports of the beam decreasing non-
linearly as the degradation increases. These results appear to be in good agreement with those
from Otero et al. [76], Figure 3.5b, who refers to this phenomena as delamination failure, in
which the reduction in the shear stiffness of one material reduces the global stiffness of the
structure.
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(a) Implemented FE2 method (b) Otero et al. [76]
Figure 3.5: Beams reaction force for the global damage case, showing the results to be in good
agreement.
3.4.3 Local damaged case
The next case introduces degradation in only some of the lamina 2 layers. Similar to the
previous case, the mechanical properties of these fully damaged layers match those of the
lamina 3 material; however, in this case, only full material degradation is considered. Five
different RVEs are used, each having a percentage of its lamina 2 layer damaged. Figure 3.6
shows four of these RVEs, with their respective percentages shown. The fifth RVE is the
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undamaged case. In this example, we reduce the macroscopic mesh size to four elements. This
size was chosen due to the RVE with 12% damage having 4096 microelements, which not only
increases the computational time significantly but also the memory required. Considering a
macroscopic mesh size higher than that specified then would lead to the computational times
far exceeding that allowed.
(a) 12.5% (b) 25% (c) 50% (d) 100%
Figure 3.6: RVEs for the local damage case: where the percentage represents the portion of
lamina 2 layers damaged and the number of microscopic elements being 4096, 512, 64 and 8,
from left to right.
The results in Figure 3.7 indicate the stiffness of the beam to decrease more rapidly when full
damage occurs in some lamina 2 layers, as opposed to the damage occurring gradually in all
lamina 2 layers. Despite the size of the macroscopic mesh, which results in the higher reaction
values, the implement FE2 method captures the same behavior obtained by Otero et al. [76].
The paper attributes this behavior to dislocations occurring at the micro level, which is reflected
when considering the responses of the different RVEs, for the same strain state, in Figure 3.8.
As shown for each RVE, the highest degrees of deformation occurs in the damaged lamina layer.
This localized deformation inherently reduces the stiffness at the macro scale, resulting in the
rapid decline in the reaction force observed.
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(a) Implemented FE2 method (b) Otero et al. [76]
Figure 3.7: Beams reaction force to the percentage of lamina 2 layers damaged: which shows
to be in good agreement to that given by Otero et al. [76]
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Figure 3.8: The response from the different RVEs (12.5%, 25%, 50% damage, from left to
right) to the same strain showing the highest deformations occurring in the damaged layer.
A more detailed investigation into the effects of degradation, occurring locally at the macro
scale, could be undertaken by assigning damaged RVEs to specified integration points. This
type of analysis falls outside of the scope of this research though but could be a topic for further
investigation.
In this chapter, the implementation of the FE2 method and its algorithmic treatment was
discussed. It was highlighted here that only the fluctuation field is solved for at the micro scale,
and that the homogeneous position vector, x in Equation (2.61), remains unchanged. The
prescription of periodic boundary conditions to the microscopic body is employed here
utilizing strongly coupled means. In computing the macroscopic tangent operator, we reduce
the computational effort associated with the inversion of the microscopic stiffness matrix by
introducing a new variable, using LU factorization. A computational example was then
presented to evaluate the FE2 model. Comparing the results to those presented in Otero et al.
[76], the model was able to qualitatively replicate the effects of material degradation at the




The computational example in the previous chapter demonstrated the FE2 methods ability to
capture microscopic effects at the macro scale. While the characteristics of material
degradation were captured, a denser macroscopic mesh was required for a more accurate
solution. This need, however, would increase the number of RVEs, and profoundly impact the
computational demand, if a densely meshed RVE is considered. A two-scale database (TSD)
model is now presented to reduce this computational demand. Instead of obtaining the
macroscopic quantities, S and H, by homogenizing the results of a microscopic boundary
value problem, the quantities are now approximated using a set of precomputed RVEs. These
RVEs are solved and homogenized, for a series of macroscopic strain states, in an off-line step
and stored in a discretized macroscopic strain space, referred to as the material database. The
approximations are made using the Moving Least Squares (MLS) approximation method.
The chapter can be broken up as follows: First, the TSD model is introduced, with its main steps
highlighted. Following this introduction, the computational details of the theory are discussed.
We then elaborate on the macroscopic strain space, for which the precomputed RVE results are
stored. In this regard, the limits of the macroscopic strain domain and its discretization, from
which the material database is conceived, are considered. The approximation of the stored
macroscopic quantities, S and H, are then expanded on and the MLS approximation method
reviewed. Finally, the chapter is concluded with the implementation of the TSD model, and its
algorithmic treatment, described.
4.1 Introduction
As previously discussed in Section 2.1.4, the variational formulation at the macro scale
requires both the macroscopic stress S and tangent operator H. The TSD model aims to
compute both these macroscopic quantities by interpolating the results of an RVE in a
macroscopic strain space. This space is defined by the components of the macroscopic right
Cauchy-Green deformation tensor C, and represent the boundary conditions for the RVE.
Finite element computations are conducted on the RVE, for points belonging to this space.
Once the RVE has been evaluated for a point, S and H are computed and stored using
Equations (2.68) and (2.77) and Equations (2.83) and (2.84), respectively. An illustration of
the macroscopic strain space, in a two-dimensional setting, with the associated RVE solutions,
is provided in Figure 4.1.
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(b) S11 values, stored across the discretized strain space.
Figure 4.1: Illustrations of the two-dimensional strain space, made up of components Cij for a
two-dimensional problem.
Once the RVE has been computed for a sufficient number of points, and the results
homogenized and stored in the macroscopic strain space, S and H can be interpolated using
suitable approximation techniques. The main steps of the approach are summarised up as
follows:
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1. Identification of an RVE representing the microstructure of the heterogeneous material to
be modeled;
2. Definition of a strain domain, ∆, describing the space of macroscopic right Cauchy-Green
deformation tensors C. This is defined in a three-dimensional setting as ∆ ⊂ R6, and
∆ ⊂ R3 for the two-dimensional setting.
3. Discretization of the strain domain into a finite number of particles, producing a material
database, where each particle corresponds to a unique C. This strain measure is used to
prescribe boundary conditions on the RVE. Following the solution of the RVE problem,
S and H are computed and stored. This process is repeated for all particles across the
discretized domain, as shown in Figure 4.1b. We shall express quantities in this database
as (•)I
4. Given the material database, a continuous approximation of S(C) and H(C) is realized
using a suitable interpolation scheme. Figure 4.2 gives an illustration of this process. In
this work, the Moving Least Square approximation method (MLS) is used and discussed
in Section 4.4.1.




















Figure 4.2: Approximation of S11(C) from the stored values S
I
11(C) in the C11 − C22 plane.
4.2 Computational details
The FE2 method, described in Chapters 2 and 3, computes the macroscopic stress P and
tangent operator A by homogenizing the structural response of an RVE, using Equations (2.68)
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and (2.83). To invoke this response, the macroscopic deformation gradient F is transitioned to
the micro scale via the macro-homogeneity condition, discussed in Section 2.3.3. Considering
that the same RVE is assigned to each macroscopic integration point, P could then be said to
be a function defined over the space of macroscopic deformations F . In other words, the
evaluated P is said to be a discrete representation of the function P (F ) at a point in the






When solving for the boundary value problem at the micro level, we assume F to be constant
across the RVE. The macroscopic rotation partR, see Equation (2.11), is thus said to be a rigid
body rotation of the RVE. In view that bothP and A are a result of the structural response within
the RVE, and considering the definition in Equation (2.12), it can also be said that their discrete
representations are also functions of the macroscopic right Cauchy-Green deformation tensor
C. In the case of the periodic boundary displacement model, we thus rewrite the boundary
condition in Equation (2.52) as:







Transforming P and A, with Equations (2.77) and (2.84) respectively, we can obtain a discrete
representation of the macroscopic stress S(C) and tangent operator H(C) at a point in the
macroscopic strain space of C tensors. Provided that these discrete representations have been
computed for a sufficient number of points, one could then expect a good approximation for the
functions S(C) and H(C) in that space.
4.3 Macroscopic strain domain and its discretization
The components of C define the macroscopic strain space. To reduce the dimensions of this
space, we utilize the symmetry property associated with the strain tensor and express C as a
vector,
C1 = C11, C2 = C22, C3 = C33, C4 = C12, C5 = C23, C6 = C13. (4.3)
The strain domain ∆, for the case of three-dimensional problems, is thus defined as:
∆ ⊂ R6 = ∆1 ×∆2 ×∆3 ×∆4 ×∆5 ×∆6 (4.4)
where ∆i are the one-dimensional subdomains of ∆ ⊂ R6 and correspond to Ci, in
Equation (4.3). In establishing the limits of each subdomain, for a chosen RVE, various
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aspects need to be considered. Firstly, the limits need to encompass all the macroscopic strains
expected for a given macroscopic problem. Secondly, the limits for each subdomain must be
chosen in such that it is compatible with the limits of the other subdomains. This compatibility
check ensures that the generated material database is error-free when discretizing the strain
domain.
Yvonnet et al. [118] suggested a practical approach in this regard. By carrying out macroscopic
simulations for a series of homogeneous materials, which are the respective constituents of the
microstructure, one can determine a posteriori the range of strain values in the structure. As
pointed out though, this approach cannot guarantee that no strain point exceeds the limits of the
strain domain during a simulation.
In cases where a macroscopic strain falls outside of the domain limits, Yvonnet et al. [118]
proposed a technique to extrapolate the stored data out of the strain domain. This technique,
however, is only applicable to cases where the stored data is one dimensional. An alternative
method to handle this issue is the adaptive homogenization strategy, proposed by Temizer and
Wriggers [101, 103]. When a macroscopic strain falls outside of the domain, the RVE problem
is activated and the required quantities computed. No strategy is proposed in the present work;
however, the adoption of the adaptive homogenization strategy above is possible and could be
a topic for further investigation.
The discretization of the strain domain, into a finite number of particles, generates the material
database. For the sake of simplicity, we choose the number of discretizations, p, in each
subdomain ∆i to be the same, and their spacings between equidistant. It should be noted here
that the discretizations must incorporate the prescribed lower and upper limits of each
subdomain. Thus the minimum number of discretizations for each subdomain is two. We shall
denote these upper and lower limits as ∆mini and ∆
max
i , respectively. With this in hand, the
discretized set of particles in each subdomain, ∆ei , can be expressed as:
∆ei = {∆mini ,∆2i ,∆3i ,∆4i , ...,∆p−1i ,∆maxi }, (4.5)
with each discrete particle ∆Ii ∈ ∆ei corresponding to a value Ci in the macroscopic strain space
of C tensors. Using Equation (4.3), the discretized domain ∆e can then be said to be a set of
macroscopic right Cauchy-Green deformation tensors C.
The material database is now generated, using this set of tensors, by storing the homogenized
structural response of the chosen RVE associated with a C. This process, of computing S and
H, is similar to that of a typical RVE boundary value problem described in Section 3.3 but
prescribes the boundary condition using Equation (4.2).
An expression for the number of simulations required to generate the material database, for
three-dimensional problems, is given by:
number of simulations = p6, (4.6)
where p is the number of discretizations in each subdomain. This exponential relationship
shows that one must be mindful when considering the number of discretizations. Although the
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computational cost associated in generating the database may be high, this once-off process is
justified by its applicability to multiple problems, which was also pointed out by Temizer and
Wriggers [101].
To reduce the storage space required by the database, we exploit the symmetry property and
express these stored quantities, S and H, as a vector and second-order tensor, respectively. In
the case of S, we follow the same expression as that given for C,
S1 = S11, S2 = S22, S3 = S33, S4 = S12, S5 = S23, S6 = S13. (4.7)





with α and β representing the vector indices of C and S, respectively.
4.4 Approximation of macroscopic variables
With the generation of the material database, a continuous approximation of S(C) and H(C)
can be attained using suitable interpolation schemes. The interpolation of tensors is typically
done on the tensor components, allowing for the use of common scalar interpolation methods
[49]. In cases where the shape and direction information of a tensor are of importance, such an
approach can introduce errors. This problem is prevalent when tracing fibres in diffusion MRI
data. Under these circumstances, invariant-based tensor interpolation methods have shown to
be more suitable as the interpolations are shape-preserving [39]. The stress tensor S considered
here has no physical interpretation in terms of the surface tractions, meaning that interpolation
of its components is permissible [38].
Similarly, difficulties in interpolating fourth-order tensors have only been realized for diffusion
tensors, where again the shape and direction information are of critical importance [115]. It
is thus assumed that the interpolation of tensor components for the tangent operator H is also
permissible. The approximation of both stress and tangent operator values, stored in a principle
strain space, has been done in previous works, see Terada and Kikuchi [105]; however, concerns
arising from these quantities were never discussed.
The interpolation of variables in a precomputed database using piecewise continuous
interpolation has been one such technique used to compute the approximated values
[104, 101]. Yvonnet et al. [117] more recently used a multi-dimensional spline and separated
variables technique to approximate variables stored in a multi-dimensional strain domain. In
this research, the approximations are obtained using the Moving Least Square approximation
method (MLS). This method has been used in previous database approximations and has
shown to be useful in multi-dimensional problems, see Rama et al. [79].
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4.4.1 Moving Least Squares Approximation
The Moving Least Square approximation method (MLS) is an interpolation scheme used for
multi-dimensional problems. Described by Lancaster and Salkauskas [52], the method uses a
data fitting algorithm to construct an approximation function for a given a set of data points,
over the prescribed domain. These data points can vary in size, making it well suited to this
case. The approximation function is constructed from three components:
1. a basis function, P (θ), consisting of a polynomial of chosen order;
2. a set of non-constant coefficients, a(θ); and
3. a weight function of compact support, Φ, which is affiliated to each point.
The data points are not associated with spatial coordinates but with a set of parameters θ that
describes the problem’s solution, such as stress or stiffness. This association means that the
domain is not geometrical and can have multiple dimensions. Consider the function f(θ)
defined over a domain Ω that is associated with a parameter set θ. An approximation function
fh(θ) for the above can be given by a polynomial, of order m, and a set of non-constant
coefficients
fh(θ) = P (θ) · a(θ) , with P (θ) = [1, θ, θ2, ..., θm]. (4.9)
The domain Ω is now discretized by a finite set of parameters Θ = {θ1, ...,θp}. Each parameter,
the so-called particle, within the domain Ω is assigned a weight function Φ of compact support.
The support size of each particle θI ∈ Θ is determined by its so-called influence radius % and
defines the subset of particles
∧ ⊂ Θ supporting a point θ. We shall refer to this subset of
particles, supporting θ, as the points supporting particles. A weighted difference between the















The limited support of the weight function, which can be achieved by limiting the influence
radius % in Equation (4.10), ensures that the local behavior of the approximating function
fh(θ) is captured. Minimizing this weighted least square fit, J(a(θ)), with respect to a(θ)
enables the determination of the unknown coefficients a(θ). Substituting these coefficients
into Equation (4.9), the approximating function f(θ) takes the form
























and f I the particle parameters.
The capturing of the localized behavior in Equation (4.10) means that, with discretization
refinements, the approximation fh(θ) converges to the exact function f(θ) as % → 0. The
prerequisite number of supporting particles, for the point θ, is dependent on the chosen
polynomial basis due to the inversion of the moment matrix M(θ). The smoothness of the
MLS approximation in Equation (4.11) is also dependent on the continuity of both the basis
polynomial P ∈ Cm(Ω) and the weight function Φ ∈ Cn(Ω) [52]. The following holds as a
result:
f(θ) ∈ Ck, (4.13)














≤ |r| ≤ 1
0 for r ≤ 1
, (4.14)
where r is the normalized radius of the particle. Constructing the weight function Φ for a






















We now evaluate the effectiveness of the MLS method by approximating a function in the
1D and 2D domain, respectively. For the MLS approximation, we choose a basis polynomial
of second-order, for both domains, and evaluate the approximated solution using the L2-norm
error. In the case of the 1D domain, we consider the 3rd order polynomial
f(x) = 103 − 200x+ 15x3. (4.16)
The chosen domain ranges from -5m to 5m and is discretized into particles, evenly spaced at
1m intervals. Figure 4.3 shows the exact solution and the approximated function, which appears
to be in good agreement. While the cumulative L2-norm error across the domain was computed
to be 7.56894 × 10-06, its distribution, shown in Figure 4.3b, was uneven. These variations in
error across the domain are due to both the number of supporting particles and their positions,
with respect to the approximated point. As the approximation nears the bounds of the domain,
the number of supporting particles available decreases, thus increasing the errors shown. In
cases where the approximation nears a supporting particle, falling inside the domain, the MLS








































Figure 4.3: Evaluation of the approximated 1D polynomial function using the MLS method:
showing the approximation function to be in good agreement with the exact solution (left) and
the error distribution to be highest near the bounds of the domain (right).
The second case looks to extend the 1D example above to the 2D domain, with the function
f(x, y) = 105 − 200x− 200y + 15x3 + 15y3. (4.17)
This 3rd order polynomial function is defined in a square domain ranging from -5m to 5m in
both the x and y directions. Particles, discretising the domain, were evenly spaced at 1m in both
directions. The cumulative L2-norm error in this case was computed to be 1.05549 × 10-05,
with the error distribution illustrated in Figure 4.4. Once again the error distribution is shown
to vary across the domain. Similar to the 1D case, these errors were shown to be minimal for


























































































Figure 4.4: Evaluation of the approximated 2D polynomial function using the MLS method:
showing the error distribution to be highest near the bounds of the domain.
The extension of the 1D function to the 2D domain shows the ability of the MLS method to
be extended to multiple domains. These approximations are shown to be more accurate in the
middle of the domain than the bounds.
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4.5 Implementation and algorithmic treatment
In this section, the implementation and algorithm of the TSD model is outlined. We discuss its
implementation in two parts:
1. material database construction, as discussed in Section 4.3; and
2. query procedure and interpolation, which elaborates on the approximation itself.
A workflow chart, showing the process of the method for a typical boundary value problem, is
provided in Figure 4.6. The MLS approximations are carried out using the C++ code Orion,
described by Rama et al. [79]. As per the FE2 method, the balance equation is solved using the
Newton-Raphson iterative solving scheme.
Material database construction
The database is constructed using the in-house simulation software SESKA. Conventional
FEM simulations of the RVE were run by prescribing the various C tensors of the discrete
strain domain, using Equation (4.2). Once solved, the RVE results were homogenized and the
macroscopic quantities, S and H, stored. This process was done on high-performance
computers, allowing simulations to be performed in parallel.
Once all the results were obtained, the database was relocated and locally stored on a hard-drive.
A basic database management system, involving a registry and a result file, was used to handle
the data. The registry contains information on the database. This information includes the file
location for each discrete particle ∆I , as well as its component values. Uploaded to Orion at
the start of a problem, the registry is used in determining the subset of particles belonging to
a supporting zone. The result file is a binary file and utilized to extract the stored quantities
belonging to the supporting particles efficiently.
Query procedure and interpolation
Before running the TSD model, the influence radii values %i of each subdomain ∆i are
established. These influence radii values are used to determine the subset of particles
belonging to the zone supporting C, which are used in the MLS approximation. We shall refer
to this zone as the zone of influence and schematically represent this in Figure 4.5. The
influence radii values are established by assessing the values characterizing the particles of
each subdomain, see Equation (4.5).
For everyC to be approximated, a preliminary assessment of the number of supporting particles
is done. This ensures that the moment matrix, Equation (4.12), is invertible. In cases where
the assessment returns an insufficient number of particles, the influence radius needs to be
increased and the simulation restarted. Once the set of supporting particles is sufficient, the
stored macroscopic quantities, S
I
and HI , associated with their supporting particle ∆I , are




Figure 4.5: Zone of influence in the subdomain ∆i, for the macroscopic strain component Ci,
showing the set of supporting particles.
The algorithm can be summarised as follows, with the assumption that a database has already
been created:
First, the macroscopic boundary value problem is set up in SESKA, with boundary conditions
prescribed and the macroscopic structure discretized. The macroscopic loads in this algorithm
are applied incrementally. During this preprocessing stage, Orion reads in the database and
parameter values.
The local macroscopic right Cauchy-Green deformation tensor is then computed in SESKA,
via the macroscopic deformation gradient, at a macroscopic integration point. This strain is
then transferred to Orion. Once received, the set of particles supporting C are determined and
queried. If the set of supporting particles is sufficient, the stored macroscopic quantities, S
I
and
HI , in each supporting particle are extracted. Using the MLS approximation method, described
in Section 4.4.1, the macroscopic stress S and tangent operator H is then computed for C and
handed back to SESKA. This process is repeated for all the macroscopic integration points,
allowing for the computation of the macroscopic internal forces and stiffness matrix.
Like the FE2 method, prior to the macroscopic loading, a zero deformation exists, i.e. C = I .
While the macroscopic stress S is known to be zero at this stage, the necessity for the tangent
operator H would still require an approximation. If a precomputed H, forC = I , can be stored
in the database, we can circumvent the need of approximating this value by directly extracting
this stored quantity. This not only reduces the computational time taken to compute H, but
yields a value that is exact to one that would be obtained from the FE2 method.
Following the solution to the macroscopic equation system, incremental updates of the
macroscopic nodal displacements occur, and the system checked for convergence. Should a
non-converged solution be obtained, we repeat the procedure for the newly updated
macroscopic nodal displacements. If the solution has reached a converged state, the next
loading step is applied and the process repeated. The solution scheme is complete once all the
loading steps are applied.
The TSD model offers a computationally cheaper alternative to the FE2 method by
approximating the homogenized response from a set of precomputed RVEs. This alternative
would enable designers to analyze the geometries and loadings on macroscopic structures,
made of complex composites, with little computational effort. In the next two chapters, we













































The performance of the TSD model is now evaluated against the FE2 method. In this chapter,
we analyze the TSD models accuracy and computational performance for a series of different
macroscopic right Cauchy-Green strain states. Solutions to these macroscopic strain states are
presented, as well as the errors of the TSD model. An RVE comprised of four layers of two
different materials is considered in this analysis. To evaluate the computational performance
of the TSD model, the computational time, to obtain S and H, is compared against the FE2
method.
In the sections to follow, the RVE is described, which is then analyzed, for a series of different
macroscopic strain states. Following this microstructural analysis, the TSD model is then
evaluated for a series of C states.
5.1 Micro model description
The microstructure considered is an extension of that previously discussed in Section 3.4,
being a laminated composite consisting of several layers of two materials. We do not consider
degradation of the material layers in this case, but instead describe the isotropic materials with





λlnJ2 − µlnJ + 1
2
µ[trC− 3], (5.1)
with the Second Piola-Kirchhoff stress given as
S = λlnJC−T − µ(I− C−T ). (5.2)
λ and µ are denoted as the Lamé parameters. The chosen values for these parameters are
presented in Figure 5.1, along with the chosen RVE configuration. The RVE chosen is a cube,
with unit length sides, comprised of four layers. First order hexahedra elements are used to
discretize the RVE into an 8x8x8 element mesh, making up a total of 512 elements. We note
here that the chosen RVE is presented to illustrate the method and should thus not be critically
analyzed.
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Material Colour λ (GPa) µ (GPa)
Lamina 1 Grey 0.97 1.46
Lamina 2 Black 121.15 80.77
Figure 5.1: Chosen RVE and its material parameters: consisting of 4 layers of 2 non-linear
isotropic materials, each described by Neo-Hookean model.
The RVE problem is solved using the periodic boundary displacement model, described in
Section 3.1. Since the analysis is conducted for a series of different macroscopic right Cauchy-
Green deformation states, the boundary conditions in Equation (4.2) are prescribed. In the
next section, the microstructural mechanics of the RVE are investigated to gain insight into the
laminated composite effects at the macro level.
5.2 Microstructural analysis
The RVEs response is analyzed for cases where only one component of C varies. Due to the
axis of material symmetry, only two normal and shear components of C are considered. These
components are C11, C22, C12 and C13.
In our first analysis, we consider the macroscopic tensile strains C11 = 1.2 and C22 = 1.2,
respectively. Figure 5.2 shows the contour plots of the microscopic Green strain values, E11
and E22, for these applied macroscopic strains. We compute the Green strain values using
Equation (2.47).
The variations seen in E22 between the material layers, as well as the uniformities in E11, for
both C11 and C22, indicates the RVEs response to be transversely isotropic. This effect, where
the stiffness is higher in the material layer direction (e1 and e3) than its transverse direction
(e2), is a well-known characteristic of laminated composites. Gürdal et al. [29] explains this by
analogously comparing the material configuration to two spring systems and their equivalences
in apparent stiffness. The material layer direction would be equivalent to two springs connected
in parallel, while the direction transverse to these layers would be two springs connected in
series. We illustrate this comparison to the chosen RVE in Figure 5.3, with the compliant
grey (Lamina 1) and stiff black (Lamina 2) material layers equivalent to springs k1 and k2,
respectively.
In the case of E22, for C11, this inhomogeneous distribution is also a result of C being
prescribed across the entire surface of the RVE. Due to a zero deformation being prescribed in
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(a) E11 (left) and E22 (right) for C11 = 1.2
(b) E11 (left) and E22 (right) for C22 = 1.2
Figure 5.2: Microscopic Green strain contour plots for the macroscopic normal strains, C11 and







Figure 5.3: Simple analogy of the directional stiffness given by the laminated composite.
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the e2 direction, the Lamina 1 layers stretch transversely in response to the Lamina 2 layers
lateral contraction.
We now analyze the RVEs response to macroscopic shear strains, with C12 = 0.1 and C31 =
0.1, respectively. The contour plots of the microscopic Green strain values, E12 and E31, are
individually shown in Figure 5.4. These microscopic strains are again a result of the RVEs
configuration, with C31, which acts parallel to the material layers, yielding homogeneous E31
values. Due to the nature of the periodic boundary displacement model, C31 constrains the
boundaries of the RVE, thus yielding the linear deformations observed. For C12, the regions
with lower E12 values correspond to the Lamina 2 layers, whose greater stiffness than Lamina
1 explains the higher E12 values.
(a) C12 = 0.1 (b) C31 = 0.1
Figure 5.4: Contour plots of shear Green strain values, E12 (left) and E31 (right), for the
macroscopic normal strains, C12 and C31, respectively.
The microscopic second Piola-Kirchhoff stresses in the RVE, for the macroscopic strains above,
are individually given in Figure 5.5. As is expected, the stresses in the RVE are higher for C11
and C31. This higher stress state is owed to the strain components evoking a more significant
response in the Lamina 2 layers than C22 and C12, inducing the high stress concentrations
shown. The homogeneous S22 values, in Figure 5.5b, come as a result of the apparent stiffness
given by the RVE, in the transverse direction. Analogously explained using Figure 5.3 again,
the arrangement in the material layers enables the stress S22 to be uniformly distributed across
the RVE.
The results above revealed the RVEs response to be transversely isotropic. This response was
owed mainly to the material arrangement, with components of C coinciding with the layers
yielding a stiffer response than those transverse to the layers. Furthermore, the deformations in
the grey compliant material (Lamina 1) were shown to be dependent on the stiff black materials
response (Lamina 2) and the periodic boundary conditions prescribed. In the section to follow,
the microscopic quantities, S and H, are homogenized to evaluate the TSD model, for a given
C.
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(a) S11 for C11 = 1.2 (b) S22 for C22 = 1.2
(c) S12 for C12 = 0.1 (d) S31 for C31 = 0.1
Figure 5.5: Microscopic second Piola-Kirchhoff stress contour plots for the various C strains.
5.3 Evaluation of the TSD model
The performance of the TSD model is now evaluated against the FE2 method, for a series of
macroscopic right Cauchy-Green strain states. Solutions to these strain states are presented, as
well as the errors of the TSD model. To evaluate the numerical accuracy of the TSD model, we
compute the absolute and L2-norm relative errors of each component. These error
measurements are respectively computed as
Relative Errori =















where (•̂) and (•) denotes the component of the approximated and reference solutions,
respectively, while the subscript i reflects the current macroscopic right Cauchy-Green strain
state. We compute the approximated solutions from the TSD model using a material database,
as outlined in Section 4.5. The FE2 solutions, which are treated as the reference solutions here,
are computed using the homogenization method described in Section 2.3. An evaluation of the
TSD models computational performance is then undertaken by comparing its computational
time, to obtain S and H, against the FE2 method.
5.3.1 Material database description and MLS approximation details
To construct the database, the RVE described in Section 5.1 is used. As previously discussed,
the database is characterized by the components of C. Recalling the expression in
Equation (4.3), we specify the limits of each subdomain ∆i, of the macroscopic strain space
∆, as
∆ = {∆1} × {∆2} × {∆3} × {∆4} × {∆5} × {∆6}
= {0.7; 2} × {0.7; 2} × {0.7; 2} × {−0.3; 0.3} × {−0.3; 0.3} × {−0.3; 0.3}. (5.5)
These large stain values were chosen based on those similar to Yvonnet et al. [118]. Each
subdomain is discretized into ten equidistant particles, resulting in one million macroscopic
right Cauchy-Green deformations, C
I
. We present the particle values, for each discretized
subdomain, in Table 5.1.
Table 5.1: Particles of the discretized macroscopic strain space.
Subdomain Particles in the strain domain
∆1 0.7 0.844 0.988 1.133 1.278 1.422 1.567 1.712 1.856 2.0
∆2 0.7 0.844 0.988 1.133 1.278 1.422 1.567 1.712 1.856 2.0
∆3 0.7 0.844 0.988 1.133 1.278 1.422 1.567 1.712 1.856 2.0
∆4 -0.3 -0.234 -0.167 -0.1 -0.033 0.033 0.1 0.167 0.234 0.3
∆5 -0.3 -0.234 -0.167 -0.1 -0.033 0.033 0.1 0.167 0.234 0.3
∆6 -0.3 -0.234 -0.167 -0.1 -0.033 0.033 0.1 0.167 0.234 0.3
Solving and homogenizing the RVE, for each deformation tensor, in an off-line step, the
macroscopic stress and tangent operator values are stored, thus creating the material database.
We denote these stored quantities as S
I
and HI , respectively.
For the MLS approximation, a polynomial basis of two is chosen, with the influence radii values,
%i, taken to include four particles per a subdomain. An average set of 4096 C
I
tensors is thus
selected when approximating for a macroscopic strain. This set size can vary though, based on
the locality of the approximation in the macroscopic strain space.
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5.3.2 Macroscopic stress
We first consider a series of macroscopic strain states, whose individual components increase
linearly from a lower to an upper limit. The strain components considered, as well as their
limits, are
• Normal strain components C11 and C22: {0.7; 2}
• Sheer strain components C12 and C31: {0; 0.3}
The TSD and FE2 solutions, for these considered strain states, are provided in Figure 5.6.
Components, whose values were considered negligible, were ignored in this case. As
expected, the trends showed here follow those described in Section 5.2, with C11 and C12
exhibiting a higher response in the stress values. Comparing the TSD and FE2 solutions, it can
be seen that, for C11 and C12, the approximations are in good agreement. This is not the case
for C22 and C31 though, as slight discrepancies are observed.
(a) 0.7 < C11 < 2 (b) 0.7 < C22 < 2
(c) 0 < C31 < 0.3 (d) 0 < C12 < 0.3
Figure 5.6: Comparison of the TSD and FE2 solutions, for variations in Cij .
As shown, each strain state considered has a zero response in the stress at some point. It is
thus impractical to assess the numerical accuracy using Equations (5.3) and (5.4), as the error
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values would not reflect the discrepancies seen. We thus assess the accuracy by computing the
absolute difference between the two solutions and present the results, with the FE2 solutions,
in Figure 5.7. The absolute difference in the stresses is shown to fluctuate across the various
strain states. While a common characteristic of the MLS scheme, the fluctuations here become
greater as the non-linearity, exhibited in the stress plots, increases. This behavior indicates the
chosen polynomial basis, for the MLS approximation, to be too low, and would need to increase
should a better approximation be attained. The larger values for |Ŝ11 − S11| and |Ŝ33 − S33|,
in Figures 5.7c and 5.7d, is attributed to the locality of the approximations in the database, and
the larger spacings between the particles in the subdomains ∆1 and ∆3. Reducing the particle
spacings in these subdomains would thus improve the approximation of S11 and S33, which
have shown to be more responsive to the macroscopic strain states than S22.
(a) 0.7 < C11 < 2
































(b) 0.7 < C22 < 2
(c) 0 < C31 < 0.3 (d) 0 < C12 < 0.3
Figure 5.7: Absolute difference between the TSD and FE2 solutions, which are denoted as Ŝij
and Sij , respectively, along with the FE2 solutions shown for variations in Cij .
To adequately analyze the TSD models accuracy, and evaluate its potential impact for
macroscopic problems, a separate set of two hundred macroscopic strain states is considered.
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The values of the first and last strain states are
C(1) =





 2 0.3 0.30.3 2 0.3
0.3 −0.3 2
 , (5.7)
respectively, with the components of the remaining strains linearly incremented between both
states of strain. Although large, the limits of this strain set were chosen to get a full evaluation
of the constructed database. Only two normal and shear stress components are considered here
due to the RVEs axis of material symmetry. We compute the relative error of the TSD solutions
using Equation (5.3) and plot these normal and shear stress errors against the FE2 solutions in
Figures 5.8 and 5.9, respectively. The L2-norm relative error for each of these approximated S
values, which are computed using Equation (5.4), are provided in Table 5.2.
Table 5.2: L2-norm relative error values of the approximated S components.
Component S11 S22 S12 S31
L2-norm 0.0677 0.1459 0.164 0.0985
The error distributions in both the normal and shear stresses are shown to be highest in the first
40 strain states. While this is not reflected in Figure 5.8a, we note the peak, in the vicinity of
C(50), to be a result of the stress values passing through zero, and thus regard this error region
negligible. This peak also exists in Figure 5.9a, near C(100), but has a lower magnitude due
to the shear stress plots here being flatter. A close correlation is once again seen between the
errors and the non-linearity, exhibited by the stress plots of this region. These non-linearities
are greatest in S22 and S12, and explains the cumulative L2-norm errors in Table 5.2 being the
highest.
While the relative errors seen in the first 40 strain states is a result of the non-linearity, shown in
the stress plots, another contributor to this error is the number of supporting particles available
for these approximations. As discussed in Section 4.4.1, the MLS scheme utilizes a influence
radius to obtain the subset of particles supporting the approximation. Due to the locality of
these approximations, in the macroscopic strain domain, the size of this subset is reduced, thus
reducing the accuracy of the approximation.
Investigating the set of strain states, between C(120) and C(200), in Figures 5.8b and 5.9b,
reveals a fluctuation in the error distributions. These trends are similar to that shown for the
MLS examples, in Section 4.4.1, and are owed to both the spacings between the supporting
particles and their positions to the approximated strain state. Although the amplitudes in
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(a) Results for the entire strain set C(0) and C(200)
(b) Results for strain set C(120) and C(200)
Figure 5.8: Relative error distribution of the macroscopic stress components S11 and S22 of the
TSD model, plotted against the solutions of the FE2 method, for the set of macroscopic strain
states, as indicated.
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relative errors are significantly higher, this trend is also shown in the initial strain states, C(1)
to C(40). These higher amplitudes come as a result of the particles supporting this region, and
the differences between their stored quantities.
5.3.3 Macroscopic tangent operator
We continue with the set of macroscopic strain states, discussed above, and evaluate the
accuracy of the TSD models macroscopic tangent operator. The relative error distributions of
H1111 and H2222 are presented in Figure 5.10, along with H1212 and H3131 in Figure 5.11. As
per the stress analysis, a plot of the corresponding macroscopic tangent operator components
of the FE2 solution is also included. Table 5.3 summarizes the L2-norm relative error values of
these components.
Table 5.3: L2-norm relative error values of the approximated H components.
Component H1111 H2222 H1212 H3131
L2-norm 0.1368 0.1467 0.1881 0.1737
Confirming the observations made in Section 5.2, a higher apparent stiffness is seen in the
components, whose directions are parallel to the RVE material layers (e1 and e2). This is not
exhibited in the first few macroscopic strain sets though, with H2222 being more non-linear than
H1111.
The results also display the same characteristics, observed in the macroscopic stresses, with
H2222 and H1212 having larger errors than H1111 and H3131, and these errors being highest in
regions where the plots of the tangent operator are non-linear. However, the magnitude of the
relative errors here are higher. While this could be linked to the values in the tangent operator
being larger than the stress, for the initial set of strain states,C(1) toC(40), this is not the case,
with Figures 5.10b and 5.11b showing the converse.
A consistent fluctuation, in each of the error distributions, is shown in Figures 5.10b and 5.11b.
Unlike the stress analysis, no minor relative error peak is observed, due to the components of the
tangent operator remaining above the zero value. An interesting observation here is the relative
errors being larger for H2222 than H1111, despite its values and non-linearity, shown over this
region, being less.
Analyzing the accuracy of the TSD model, for both the macroscopic stress and tangent operator,
it can be deduced that in regions where the stress and tangent operator values are more non-
linear, higher inaccuracies in the approximations can be anticipated. This issue has been noted
to be a common problem for these model types [118], as the models fail to capture the highly
non-linear geometries accurately.
Considering that the MLS scheme only uses a basis polynomial of two, it can be seen that this
order would need to be increased. This option would need to be further investigated though,
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(a) Results for the entire strain set C(0) and C(200)
(b) Results for strain set C(120) and C(200)
Figure 5.9: Relative error distribution of the macroscopic stress components S12 and S31 of the
TSD model, plotted against the solutions of the FE2 method, for the set of macroscopic strain
states, as indicated.
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(a) Results for the entire strain set C(0) and C(200)
(b) Results for strain set C(100) and C(200)
Figure 5.10: Relative error distribution of the macroscopic tangent operator components H1212
and H3131 of the TSD model, plotted against the solutions of the FE2 method, for the set of
macroscopic strain states, as indicated.
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(a) Results for the entire strain set C(0) and C(200)
(b) Results for the strain set C(100) and C(200)
Figure 5.11: Relative error distribution of the macroscopic tangent operator components H1212
and H3131 of the TSD model, plotted against the solutions of the FE2 method, for the set of
macroscopic strain states, as indicated.
69
as the increase in the polynomial basis could require a larger set of supporting particles to
approximate the strain, thus increasing the computational effort. Furthermore, its effect on
approximating strain states near the limits of the macroscopic strain domain would also need to
be considered, as the number of supporting particles available here is reduced.
An additional remedy is increasing the number of discretizations, in regions where S and H are
non-linear. While this would improve on the accuracy of the approximations, the computational
effort required to generate the database would increase. A more feasible option here would be
to strategically discretize the macroscopic strain domain, with the number of discretizations
increasing in regions exhibiting high non-linearity.
5.3.4 Computational time
In our final assessment, we analyze the computational performance of the TSD model. This
analysis is conducted using the same set of macroscopic strain states, as per the previous
analysis, and comparing the computational times of the TSD model and conventional FE2
method. The computational times taken, to obtain S and H, for each strain state, are plotted in
Figure 5.12. As shown, the TSD model is significantly faster than the FE2 method, averaging
0.91 and 21.03 seconds, respectively.
For the initial strain states, an increase in the computational time of the FE2 method was
observed. This increase could be associated to the RVE nearing incompressibility. The TSD
model here however, shows a decline in computational time. This decline is owed to the
locality of the approximations in the macroscopic strain domain, and the number of supporting
particles available, which is evident when considering the computational times decrease at
both ends of the strain set.
The results in the TSD model are seen to be significantly advantageous, as the computational
time in computing S and H is only limited by the number of supporting particles in the MLS
approximation. Furthermore, in the case of the conventional FE2 method, the computational
times of the method can only increase with the complexities of the RVE. This limitation is only
applicable to the TSD model when constructing the database.
A severe drawback of the TSD model, however, is the accuracy. Owed to both the locality of the
approximations (in the macroscopic strain domain) and the regions of non-linearty (exhibited
by both S and H) improvements to the TSD model could be obtained by increasing the basis
polynomial of MLS scheme and strategically discretizing the macroscopic strain space. An
error sensitivity analysis would need to be undertaken in this regard though, and could be a
topic for future research. In the next chapter, we continue with this analysis via a macroscopic
boundary value problem.
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This chapter looks to evaluate the accuracy of the TSD model further and assess its ability in
solving problems at the macro scale via a computational example. In this regard, a cantilever
beam is analyzed for three different macroscopic loading types: tension, compression, and
bending. To continue with the analysis from the previous chapter, the same database and MLS
parameters discussed in Section 5.3.1 are used. Once again, we utilize the FE2 method to
obtain a reference solution and evaluate the TSD model. The same RVE, as described in
Section 5.1, is thus employed at the micro scale, with periodic boundary conditions prescribed.
High-performance computers were utilized to reduce the computational effort of the FE2
method, enabling RVE simulations to be performed in parallel. In the case of the TSD model,
only one processor was used.
In our previous analysis, the chosen RVE exhibited different responses to macroscopic strain
states. This response, which reflected on both scales, was owed mainly to the material
arrangement at the micro scale. To further extend our investigation into these effects, we
consider the same macroscopic problem but reorientate the vector basis such that the material
layers are no longer horizontal, but vertical.
The chapter is broken up into four parts. The first part describes the macroscopic geometry and
introduces each of the loading cases. Results to each loading case, from both the TSD and FE2
model, are then discussed in their respective sections.
It should be noted here that the difference between the number of processes used for the FE2
and TSD models mean that an equivalent comparison in computational times is not possible.
Thus, since the computational times in obtaining the macroscopic quantities required to solve
the macroscopic problem was analysed in Section 5.3.4, no analysis in the computational time
is discussed.
6.1 Macroscopic problem description
We describe the macroscopic problem as a cantilever beam with an incrementally applied
deflection prescribed on the cross-sectional face, located at the end of the beam. Figure 6.1a
shows the geometry of the beam, with the support and loading prescribed. We represent the
fixed supports by prescribing a zero displacement, in all three directions, on the cross-sectional
end of the beam. The beam is discretized into 40 macroscopic elements and is illustrated in
Figure 6.1. As per the computational example in Section 3.4, first order hexahedra elements
are used to discretize the macroscopic sample.
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As mentioned, the RVEs response is direction dependent. To analyse the effects of the RVE at
the macro scale, we change the orientation of the macroscopic problem, with the y axis now
being the parallel to the longitudinal length of the beam. This vector base transformation
effectively describes a "new" RVE at the micro level, where the material layers are now
vertically aligned. We use this material layer alignment to distinguish between the two
macroscopic problems, denoting them H-RVE and V-RVE. Figure 6.1 gives a visualisation of












(a) Geometry of the cantilever beam, with the red lines indicating the location of the
prescribed loading.
(b) H-RVE (c) V-RVE
Figure 6.1: Macroscopic boundary value problem example: showing the beams geometry (a)
and its discretized form and orientations at both scales, which are denoted according to the
material layers orientation, (b) and (c).
The loading, which is prescribed on the right side, on the cross-sectional end as shown in
Figure 6.1a, is prescribed as a fixed displacement. Table 6.1 presents the three loading cases
to be analysed. The last two columns in this table are the directions of the fixed displacement,
which correlate to the axes in Figure 6.1.
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Table 6.1: Beam loading cases
Loading case Displacement (mm) Direction (H-RVE) Direction (V-RVE)
Tension 150 x y
Compression -40 x y
Bending -80 y z








F S NdΓ, (6.1)
where Γt is the surface boundary of the prescribed displacement load. In the load cases to
follow, we present these traction forces as a magnitude and the displacements as an absolute
value. To assess the TSD models accuracy, the L2-norm relative error measure in
Equation (5.4) is used, with (•̂) and (•) being the discrete displacements of the TSD and FE2
model, respectively.
6.2 Load Case 1: Tension
The first loading case deals with tension, which is prescribed as a loading displacement of
150mm. Figure 6.2 shows the results for both beams, solved using both models. We see here
that the beams response is highly dependent on the orientation of the material layers, with beam
H-RVE yielding a much stiffer response. This result was expected though, as the results from
the previous chapter indicated the macroscopic response to be stiffer for strains acting parallel
to the material layers. Another observation is the non-linear relationship between the reaction
force and displacement, which is shown to be greater in beam V-RVE. This non-linearity is
captured by the TSD model, for both beams, whose results appear to be in good agreement with
the FE2 method.
The L2-norm relative error of the displacements in both beams is provided in Table 6.2, and
shows a better approximation for beam V-RVE.
Table 6.2: L2-norm relative error for the tensile loading case
Beam H-RVE V-RVE
L2-norm error 2.95× 10−04 6.03× 10−05
In Figure 6.3, the rate of convergence of the TSD and the FE2 model, for a typical Newton
iteration, is compared for both beams. Despite the results being in good agreement, the TSD
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Figure 6.2: Response to tension



















































Figure 6.3: Convergence results of a typical Newton iteration, for the tensile loading case, with
log10 scaling and a cut-off convergence norm of 1×10−8.
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model only exhibits first-order convergence, while the FE2 model shows second-order
convergence.
6.3 Load Case 2: Compression
A 40mm longitudinal displacement is prescribed for the compressive load case. We present
the results in Figure 6.4, with the response again being stiffer for beam H-RVE. Despite the
non-linear relationship in the plots being less than the tensile loading case, a slight deviation









































Figure 6.4: Response to compression
The L2-norm relative error of the displacements for each beam is provided in Table 6.3. As per
the tensile loading case, a better approximation is achieved for V-RVE.
Table 6.3: L2-norm relative error for the compressive loading case
Beam H-RVE V-RVE
L2-norm error 1.42× 10−03 3.78× 10−04
The deviations exhibited in the results above are owed to the compressive strains, and their
affiliation to the high non-linearities, exhibited by both S and H, in these regions. Due to the
errors of the approximations, in these regions, which were shown to be higher for compressive
than tensile strains, the TSD solutions are less accurate.
In the case of the two beams, and their L2-norm error, a better approximation for beam V-RVE
is attained due to the errors for S11 being higher than S22, for the initial states of compressive
strain. This is exemplified when comparing the magnitudes of the axial stresses, in Figure 6.5,
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and their absolute differences, between the TSD and FE2 models, for the corresponding strains
C11 and C22 in Figure 5.7.
Comparing the TSD and FE2 convergence rates, for both beams, in Figure 6.6, it can be seen
that the TSD and FE2 model achieves first and second order convergence, respectively. While
the rate of convergence is the same for the FE2 method, the convergence rate in the TSD model
appears to stagnate, for beam V-RVE.
(a) H-RVE
(b) V-RVE
Figure 6.5: Contour plot of the normal macroscopic stresses S11 and S22, for the compressive
loading case, respectively.

















































Figure 6.6: Convergence results of a typical Newton iteration, for the compressive loading case,
with log10 scaling and a cut-off convergence norm of 1×10−8.
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6.4 Load Case 3: Bending
In the final loading case, we investigate the beams response to bending. Results for the
prescribed vertical displacement are provided in Figure 6.7. While the previous loading cases
showed stark differences in the reaction force, between the two beams, a similar magnitude is
shown.


















Figure 6.7: Response to bending
This phenomenon is explained when considering the changes in stress S, on the traction
boundary Γt, in Equation (6.1), for the loading increments. Figure 6.8 shows this progression,
as well as the strain E, at two points, whose locations are respectively given for each beam.
Based on the directions of the surface normals in each beam, only the respective longitudinal
components, S11 and S22, and shear components, S31 and S23, need be considered. We ignore
S12, in both beams, since the values were shown to be insignificant in comparison.
In Figure 6.8c, the normal stress values in beam H-RVE (S11) increase but stagnate as the
loading increases. Conversely, beam V-RVE shows the normal stress values (S22) to rise
exponentially. A similar observation is made for the shear stresses, except here, the stresses in
H-RVE (S31) remain equivalent to zero. Again, a dependency is seen between the stresses and
their respective strains, with V-RVE exhibiting larger increments in strain. The lower strains in
H-RVE stem from the microstructural orientation and its stiffer response to these strain
measures, E11 and E31. Conversely, for beam V-RVE, the larger increase in E11 and E23, with
loading, is a consequence of the microstructures compliancy to these strains.
As per the compressive loading case, we see an overestimation of the TSD model solutions for
beam H-RVE, while the solutions for beam V-RVE appear to be in good agreement. However,
the L2-norm relative error of the beams displacements, provided in Table 6.4, shows both beams
to have similar results.
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Table 6.4: L2-norm relative error for the tensile loading case
Beam H-RVE V-RVE
L2-norm error 2.673× 10−03 5.56× 10−03
(a) Points 9 (top) and 3 (bottom) H-RVE (b) Points 2 (top) and 8 (bottom) V-RVE








































































Figure 6.8: Evolution of the stress and strain at beam points for the bending loading case, with
the values monitored at two points of each beam as shown, respectively.
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Figure 6.9: Convergence results of a typical Newton iteration, for the bending loading case,
with log10 scaling and a cut-off convergence norm of 1×10−8.
A comparison between the convergence of the TSD and the FE2 model, for a typical Newton
iteration, for both beams, is given in Figure 6.9. Once again, while the FE2 method exhibits
second-order convergence, the TSD model shows only first-order convergence.
In this chapter, a macroscopic cantilever beam was analyzed, for different load cases, to assess
the TSD models accuracy and its capability in solving macroscopic boundary value problems.
It has been shown, for tension and compression, that when the material layers of the
microstructure are parallel to the macroscopic longitudinal length, a stiffer response can be
expected, than if the material layers are perpendicular. While this was also shown to be the
case for bending, the response for the vertically aligned layers increased non-linearly.
With the exception to the bending case, the solutions of the TSD model were shown to yield
better approximations for beam V-RVE than H-RVE. This came as a result of the axial strains
and the accuracy of their approximations, with the strains acting parallel to the material layers
yielding less accurate results, for their initial strain states.
In comparing the rate of convergence for the different load cases, in both beams, it was shown
that the TSD model could only achieve first-order convergence. In the case of the FE2 method,
second-order convergence was shown for both beams, for all load cases. Similar to the
discussion in the previous chapter, this is owed to the database density, resulting from the high
limits of the chosen macroscopic strain domain, and the chosen polynomial basis of the MLS
scheme. Should the range between the limits of the strain domain be reduced, the basis
polynomial increased, or both, the rate of convergence would improve; however, further
investigation into these effects would need to be undertaken.
80
Chapter 7
Summary, concluding remarks and future
work
The primary objective of this research was to implement the conventional FE2 method, develop
a two-scale database (TSD) model, and evaluate the TSD model against the FE2 method, in a
3-dimensional setting. In this chapter, we summarize the findings and present future works
7.1 The FE2 method
The two-scale homogenization technique commonly known as the FE2 method has been
implemented using the deformation driven approach, described by Schröder [89]. In defining
this deformation driven two-scale model, periodic boundary conditions were prescribed on a
RVE using a strongly coupled approach. Volumetric homogenization methods were adopted to
determine the macroscopic variables, with the tangent operator computed as an additive
decomposition of a Voigt-type bound term and a softening term. Both linear and non-linear
isotropic elastic constitutive laws were developed at the micro scale.
Capable of capturing the microscopic effects at the macro scale, the developed model was able
to successfully replicate qualitative results of a laminated composite beam with material
degradation at the micro scale [76], see Section 3.4. Consisting of several layers of two
materials, each constituent was characterised by an isotropic linear elastic micro constitutive
law. The effects of material degradation were simulated by reducing the shear modulus in one
of the materials. Issues relating to the computational demand of the FE2 method were also
illustrated here, with the costs being highly dependent on the mesh size at both scales.
A numerical analysis was then conducted on a second RVE. The RVE was taken to be similar
to the above, but instead of investigating material degradation, the materials were characterized
by an isotropic non-linear Neo-Hookean micro constitutive law. Mechanical aspects of the
RVE were investigated, for a set of prescribed macroscopic strain states, and revealed the RVEs
response to be direction dependant. This response, which was also reflected in the homogenized
macroscopic quantities, was owed to the RVEs material configuration, and its compliancy to
strains acting in directions transverse to its material layers.
The effects of the analyzed RVE were then further examined via a macroscopic boundary
value problem. In this regard, two cantilever beams, having the same geometry and RVE, were
considered, with only their orientations to the macroscopic vector basis differing. This
difference in vector basis effectively generated two beams of different microstructures, whose
material layers at the micro scale were respectively positioned parallel (beam H-RVE) and
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perpendicular (beam V-RVE) to the beams longitudinal axis. The beams response was
analysed for a series of displacement loads.
Computing the magnitude of the traction force, at the free cross-sectional end of the beam,
reaffirmed the observations made in the RVEs analysis, with beam H-RVE having a stiffer
response. Interestingly, beam V-RVEs response to bending revealed the traction force to
increase exponential with the displacement loading. This non-linear relationship, exhibited
only in beam V-RVE, was attributed to the exponential increase in stresses, resulting from the
higher strain rates on the RVE. For all the load cases considered, a convergence rate of
second-order was attained.
Based on the results seen from the FE2 method, it can be concluded that the multi-scale
homogenization technique was successfully implemented. Furthermore, while the method has
shown to be a useful tool in modelling microstructural effects at the macro scale, it is hindered
by its computational demand.
7.2 The two-scale database model
A two-scale database model was developed to reduce the computational effort, associated with
the FE2 method, while still maintaining a acceptable degree of accuracy. Utilising the Moving
Least Squares method, macroscopic quantities were approximated from a set of precomputed
RVEs. These RVEs are solved and homogenized, for a series of macroscopic strain states, in
an off-line step and stored in a discretized macroscopic right Cauchy-Green strain space, or
material database. The approach circumvents both the microscopic boundary value problem
and homogenization process, thus reducing the computational costs.
Due to the RVE being assigned to each macroscopic integration point, and the macroscopic
stress and tangent operator resulting from a macroscopic deformation, prescribed to the
boundaries of the RVE, the macroscopic stress and tangent operator are said to be a function
over the space of macroscopic deformations. Considering the macroscopic stress and tangent
operator to be a discrete representation of the macroscopic deformation, one could obtain a
good approximation for these macroscopic quantities, provided that these discrete
representations have been computed for a sufficient number of points.
To generate the material database, each component of the defined macroscopic right
Cauchy-Green strain domain was discretized into a finite number of particles. These discrete
right Cauchy-Green strain deformations represent the boundary conditions at the micro level
and characterize the material database. Attaching an RVE to each discrete strain state, the
macroscopic stress and tangent operator is realized via solving and homogenizing a
microscopic boundary value problem. Carrying this process out, for all the discrete strain
states, a material database is realized.
The approximation of the stresses and tangent operator is done on the components of the
tensors. This is a common practice with tensor interpolation [49], with problems only being
prevalent when its shape and directional information are of importance [39, 115]. The direct
interpolation of the stress and tangent operator values has been in done in previous works
Terada and Kikuchi [105], and was thus considered permissible, in this instance, as the stress
tensor has no physical interpretation [38]. The Moving Least Squares approximation method,
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described in Section 4.4.1, was used to approximate the macroscopic quantities and was
chosen due to its usefulness in approximating highly dimensional problems [79].
The performance of the TSD model was assessed by approximating the macroscopic stress and
tangent operator variables, for a series of macroscopic right Cauchy-Green strain states. In
constructing the material database, the same RVE analyzed with the FE2 method, was
considered. Following the assignment of the strain domain limits, the macroscopic strain space
was discretized into one million right Cauchy-Green strain states. For the MLS approximation,
a polynomial order of two was used. Solutions to the series of macroscopic right
Cauchy-Green strain states were evaluated by computing its relative error, with those obtained
using the FE2 method treated as the reference solution. Computational times were also
compared to evaluate the TSD models computational performance.
Based on the results of the analysis, it was deduced that, in regions where the stress and
tangent operator values are more non-linear, higher inaccuracies in the approximations can be
anticipated. This issue was noted to be a common problem, for these model types, as the
models fail to capture the highly non-linear geometries accurately [118]. Improvements to the
TSD model could be attained by increasing the basis polynomial, in the MLS scheme, and
strategically discretising the macroscopic strain space. An error sensitivity analysis would
need to be undertaken in this regard though, as increasing the basis polynomial could increase
the computational effort in the MLS approximation. Significant improvements in
computational times were achieved, however, with the TSD model being 29 times faster than
the FE2 method.
Two cantilever beams were then solved using the TSD model to assess its capability in solving
macroscopic boundary value problems. In this instance, the same database, as that used in
the previous evaluation, was considered. Once again, to assess its accuracy, solutions from
the FE2 method were used. The results, for the tensile and compressive load cases, showed
better approximations for beam V-RVE than H-RVE. This came as a result of the axial strains
and the accuracy of their approximations, with the strains acting parallel to the material layers
yielding less accurate results, for their initial strain states. While second-order convergence was
shown for the FE2 method, the TSD model only exhibited first-order convergence. Similar to
the previous analysis, the errors and first order convergence rate of the TSD model were owed
to the database density, resulting from the high limits of the chosen macroscopic strain domain,
and the chosen polynomial basis of the MLS scheme. Possible remedies to these issues is the
reduction in the limits of the macroscopic strain domain and increasing the basis polynomial
order of the MLS scheme.
In conclusion, the results showed that while the TSD model is computationally faster than the
FE2 method, and capable of solving three-dimensional problems, the accuracies of the model
are still left to be desired. Thus, a more detailed investigation into factors influencing its
performance needs to be undertaken. Such factors include increasing the polynomial order in
the MLS scheme and densification of the macroscopic strain space.
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7.3 Future work
7.3.1 The FE2 method
In this research, the FE2 method was implemented with the purpose of forming a foundation
for further developments. As a result, its extensions into a multiple range of applications is
possible. One such topic is the effects of localised material degradation, at the macro level. In
Section 3.4, the effects of material degradation were investigated to validate the FE2 methods
implementation.
In this qualitative analysis, the localised effects of a damaged material layer, in the RVE, was
investigated. A benefit of the method is its ability to attach multiple RVEs at different integration
points across the macroscopic sample, which has been used in the case of gap graded materials
[46]. As a result, a more detailed investigation into the effects of degradation, occurring locally
at the macro scale, could be undertaken, by assigning damaged RVEs to specified integration
points.
7.3.2 The two-scale database model
As per the FE2 method, the TSD model was developed, with the purpose of forming a
foundation for further developments. While the TSD model was shown to be computationally
faster than the FE2 method, the accuracies of the model were still left to be desired. This came
as a result of the highly non-linear relationships between the macroscopic quantities, the stress
and tangent operator in this case, and the macroscopic right Cauchy-Green strains, and the
inability to accurately approximate these macroscopic strains.
Various remedies to these issues have been discussed. This includes increasing the polynomial
order of the MLS scheme and strategically discretizing the macroscopic strain space. A
sensitivity analysis could be undertaken in this regard, where these remedies are separately
investigated, to ascertain the models behaviour and optimize its performance.
Significant improvements to the method could be made if the database parameters are reduced.
This would not only reduce the size of the database, and the number of simulations required,
but also reduce the effort in reading the stored variables of the supporting particles in the MLS
approximation. However, the difficulty in achieving this is establishing a relationship between
the macroscopic deformation gradient, which drives the microscopic boundary value problem,
and the parameters characterizing the database. A promising approach could be the use of
eigenvalues to characterize the database. Such an approach has been adopted by Temizer and
Zohdi [104], Guedes and Kikuchi [28] but is only applicable to isotropic materials. Despite
this, the approach would still be worth investigating.
Finally, the possibility of reducing the number of stored variables could be achieved by adopting
the numerically explicit potentials, introduced by Yvonnet and He [116] and developed further
in Yvonnet et al. [117, 118]. The inclusion of this method would yield savings in both harddrive
space, which is sometimes overlooked, and computational times, in reading the stored values.
84
Appendix A
Prescribing periodic boundary conditions
on the microscopic boundary value
problem
We first, recall the periodic boundary condition, given in Equation (3.7)3,
d̃+ = d̃−,
where we shall refer to d̃+ and d̃− as the fluctuating displacements of the dependent and
independent node, respectively. As previously discussed, the strong coupling approach used in
this work links the dependent node on the one side of the RVE to its corresponding
independent node, on the opposite side. To kinematically constrain the RVE at the micro-level,


































Figure A.1: 3-D schematic representation of the periodic boundary condition
The geometric constraint, required by the boundary condition, is maintained by these corner
nodes. We treat node 1, with the reference coordinate vector X1, as the "master" reference
node. We now select nodes 2, 3 and 5, such that these nodes, combined with node 1, form
a set of line vectors that are mutually orthogonal. A general expression for the fluctuating
displacements, for any set of boundary nodes, is now given as:
d̃+ − d̃− − d̃n + d̃1 = 0, (A.1)
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where n = 2, 3, 5 is the corner node acting as a reference to the dependent node. Representing
this in matrix form yields,
[







 = 0. (A.2)
As shown in Figure A.1, the nodes located on the vertices (9,10,11,12) of the RVE fall onto
two surfaces, respectively. In such cases, we take the node that falls on the two surfaces having
independent nodes (i.e., node 9) to be independent and the other nodes to be dependent (i.e.,
nodes 10,11,12). Applying this condition across all boundary nodes yields a system of
constraint equations,
Cabd̃b = 0, (A.3)
where Cab is a tensor of coefficients, consisting of 0, 1 and -1. An expression for the dependent







Cadd̃d + Caid̃i = 0
d̃d = −C−1ad Caid̃i
d̃d = Cdid̃i, where Cdi = −C−1ad Cai. (A.4)
The tensor Cad is a square singular matrix, due to the number of dependent degrees of freedom
being equivalent to the number of constraint equations. Using this expression, we redefine the














The tensor T here is denoted as the transformation tensor. This tensor allows the microscopic
linear equation system, Equation (3.4), to be transformed into a new linear system, containing






































The transformed equation system still contains the prescribed displacements on the corners
of the RVE, as these are essentially independent. Solving for the incremental independent
fluctuations, as before, we set the incremental fluctuation field using Equation (A.5), and update
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