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The`ore`me de Paley-Wiener pour les fonctions de
Whittaker sur un groupe re´ductif p-adique
Patrick Delorme
1 Introduction
Soit F un corps local non archime´dien et soit G le groupe des points sur F d’un groupe
re´ductif connexe de´fini sur F . Soit (P0, P
−
0 ) un couple de sous-groupes paraboliques
minimaux oppose´s de G. On note M0 leur sous-groupe de Le´vi commun. Soit U0 le
radical unipotent de P0 et A0 le plus grand tore de´ploye´ de M0. Soit K un bon sous-
groupe compact maximal de G relativement a` A0. Soit ψ un caracte`re unitaire lisse de
U0 non de´ge´ne´re´, i.e. tel que pour toute racine P0-simple de A0, α, sa restriction au
sous-groupe radiciel (U0)α soit non triviale.
On note C∞(U0\G,ψ) l’espace des fonctions de Whittaker lisses surG, i.e. des fonctions,
f , sur G, invariantes a` droite par un sous-groupe compact ouvert de G et telles que:
f(u0g) = ψ(u0)f(g), g ∈ G, u0 ∈ U0.
On note C∞c (U0\G,ψ) l’espace des e´le´ments de C
∞(U0\G,ψ) qui sont a` support compact
modulo U0.
Le but de cet article est de de´finir une transforme´e de Fourier pour cet espace et d’en
caracte´riser l’image. Ce The´ore`me est l’analogue pour les fonctions de Whittaker du
The´ore`me de Paley-Wiener pour les fonctions sur le groupe, du a` Joseph Bernstein [B2]
et dont Heiermann [H] a fourni une autre preuve. Ici, c’est le travail d’Heiermann qui
sert de fil conducteur a` notre preuve.
Noter que pour les fonctions de Whittaker sur un groupe re´ductif re´el, la formule de
Plancherel a e´te´ e´tablie (Harish-Chandra, non publie´, Wallach [Wall], Chapitre 15). La
formule de Plancherel dans le cas p-adique a e´glement e´te´ e´table par Haris-Chandra
(non publie´), comme nous l’a indique´ Laurent Clozel.
Si (pi, V ) est une repre´sentation lisse de G, on note Wh(pi, U0) ou Wh(pi) l’espace des
formes line´aires, ξ, sur V telles que:
〈ξ, pi(u0)v〉 = ψ(u0)〈ξ, v〉, v ∈ V, u0 ∈ U0.
Si pi est de longueur finie, Wh(pi) est de dimension finie (cf.[BuHen], The´ore`me 4.2)
et [D3] pour une autre de´monstration). Notez que si le groupe n’est pas quasi-
de´ploye´, cette dimension n’est pas toujours infe´rieure ou e´gale a` 1, comme explique´
dans l’introduction de [BuHen] (voir aussi le The´ore`me 1, applique´ a` un sous-groupe
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parabolique minimal de G).
Si v ∈ V , on note cξ,v le coefficient ge´ne´ralise´ de´fini par:
cξ,v(g) := 〈ξ, pi(g)v〉, g ∈ G.
C’est un e´le´ment de C∞(U0\G,ψ).
Dans la suite la phrase “Soit P = MU un sous-groupe parabolique semi-standard de
G” voudra dire que P contient M0, que M est son sous-groupe de Le´vi contenant
M0 et que U est son radical unipotent. On note X(M) le groupe des caracte`res non
ramifie´s de M . C’est un tore complexe. On note δP la fonction module de P . Soit
(σ, E) une repre´sentation lisse de M . On note (iGPσ, i
G
PE) l’induite parabolique de
(σ, E). On suppose σ irre´ductible et on note O l’ensemble des classes d’e´quivalences
des repre´sentations σχ := σ ⊗ χ, χ ∈ X(M), qui est un tore complexe. On utilise dans
la suite la notion de fonction sur O, qui de´pendent des objets concrets σχ, avec des
re`gles de transformations pour tenir compte des e´quivalences de repre´sentations. On
note que Wh(σχ) := Wh(σχ, U0 ∩M) est inde´pendant de χ ∈ X(M), car χ est trivial
sur U0 ∩M . Par restriction des fonctions a` K, les repre´sentations i
G
Pσχ admettent une
re´alisation dans un espace inde´pendant de χ, la re´alisation compacte.
The´ore`me: Fonctionnelles de Jacquet pour les sous-groupes paraboliques
anti-standard. Soit P = MU un sous-groupe parabolique anti-standard de G, i.e.
contenant P−0 , P
− = MU− le sous-groupe parabolique oppose´ relativement a` M . On
note (σ, E) une repre´sentation lisse de longueur finie de M .
Il y a un isomorphisme naturel Wh(σ) → Wh(iGPσ) note´ η 7→ ξ(P, σ, η) (Rodier [R],
Casselman-Shalika [CS], Shahidi [Sh], Proposition 3.1)tel que:
(i) Pour tout v dans l’espace de la re´alisation compacte et η ∈ Wh(σ), 〈ξ(P, σχ, η), v〉
est polynomiale en χ ∈ X(M).
(ii) De plus, si χ ∈ X(M) est suffisamment P -dominant, le vecteur distribution
ξ(P, σ, η) est donne´ par la fonction sur G a` valeurs dans E∗, ξ˜(P, σ, η), de´finie par:
〈ξ˜(P, σ, η)(umu−), e〉 = ψ(u−)−1〈η, σ(m−1)δ
1/2
P (m)e〉, e ∈ E,
ξ˜(P, σ, η)(g) = 0 isi g /∈ UMU− = PU0.
On de´finit les fonctionnelles de Jacquet pour un sous-groupe parabolique semi-standard
de G, P =MU , par transport de structure.
Plus pre´cise´ment, soit K un bon sous-groupe compact maximal de G relativement a` A0.
On note W
G
(resp. W
M
) le groupe de Weyl de G (resp. M) relativement a` M0. On
fixe un ensemble WG de repre´sentants dans K de W
G
. Pour un bon choix de w ∈ WG
tel que Q := wPw−1 est anti-standard, on de´finit
ξ(P, σ, η) := ξ(Q,wσ, η) ◦ λ(w), η ∈ Wh(P, σ) := Wh(wσ),
ou` λ(w) est la translation a` gauche par w, qui entrelace iGPσ et i
G
Qwσ. Ce choix de w
conduit malheureusement a` quelques complications et a` quelques calculs pe´nibles, mais
que nous n’avons pas su e´viter.
Soit P , Q des sous-groupes paraboliques semi-standard de G, posse´dant le meˆme sous-
groupe de Le´vi, M , contenant M0.
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On suppose σ de longueur finie. On introduit les inte´grales d’entrelacement, A(Q,P, σ),
qui, lorsqu’elles sont de´finies, entrelacent iGPσ et i
G
Qσ.
Les inte´grales d’entrelacement transforment les fonctionnelles de Jacquet en des fonc-
tionnelles de Jacquet, ce qui permet d’introduire les matrices B:
Il existe une unique fonction rationnelle sur X(M) a` valeurs dans End(Wh(Q, σ),Wh(P, σ)),
χ 7→ B(P,Q, σχ), telle que:
ξ(Q, σχ, η) ◦ A(Q,P, σχ) = ξ(P, σχ, B(P,Q, σχ)η).
On de´finit les inte´grales de Jacquet par:
EGP (σ, η, v) = cξ,v ∈ C
∞(U0\G,ψ),
ou` ξ = ξ(P, σ, η), v ∈ iGPσ.
Soit (pi, V ) une repre´sentation lisse unitaire irre´ductible et cuspidale de G. On note AG
le plus grand tore de´ploye´ du centre de G. Graˆce au Lemme de Schur, on voit qu’il
existe un unique produit scalaire sur Wh(pi) tel que:
∫
AGU0\G
cξ,v(g)cξ′,v′(g)dg = (ξ, ξ
′)(v, v′), ξ, ξ′ ∈ Wh(pi), v, v′ ∈ V.
On notera que pi cuspidale implique que cξ,v est a` support compact modulo AGU0 donc
l’inte´grale est bien de´finie.
On de´finit maintenant la transforme´e de Fourier-Whittaker de f ∈ C∞c (U0\G,ψ), fˆ ,
comme suit. Pour tout sous-groupe parabolique semi-standard de G, P = MU , et
toute repre´sentation lisse unitaire irre´ductible cuspidale de M , (σ, E), le The´ore`me de
repre´sentation de Riesz montre qu’il existe un unique e´le´ment deWh(σ)⊗iGPE, fˆ(P, σ),
tel que:
(fˆ(P, σ), η ⊗ v) =
∫
U0\G
f(g)EGP (σ, η, v)(g)dg, η ∈ Wh(P, σ), v ∈ i
G
PE.
Notons F au lieu de fˆ . Alors F ve´rifie les proprie´te´s suivantes:
1) a) L ’application χ 7→ F (P, σχ), de´finie pour χ e´le´ment du groupe des caracte`res non
ramifie´s unitaires de M , X(M)u, s’e´tend en une fonction polynomiale sur X(M). En
particulier, dans la re´alisation compacte, cette application est a` valeurs dans un espace
vectoriel de dimension finie.
b) Si (σ, E) et (σ1, E1) sont unitairement e´quivalentes, F (P, σ) et F (P, σ1) ve´rifient une
relation de transport de structure.
c) On peut de´finir pour g ∈ G, ρ•(g)F (P, σ), en posant (ρ•(g)F )(P, σ) = (Id ⊗
iGPσ(g))F (P, σ). Alors il existe un sous-groupe compact ouvert de G, H , tel ρ•(h)F = F
pour tout h ∈ H .
On appelle orbite inertielle unitaire, Ou, d’une repre´sentation lisse unitaire irre´ductible
et cuspidale, (σ, E), l’ensemble des classes d’e´quivalence unitaire des repre´sentations
σ ⊗ χ, χ ∈ X(M)u, qui est muni d’une mesure non nulle et X(M)u-invariante, conven-
ablement normalise´e.
On re´sume les proprie´te´s a), b), c) en disant que pour toute orbite inertielle unitaire,
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Ou, d’une repre´sentation lisse unitaire irre´ductible cuspidale deM , (σ, E), F (P, ) de´finit
un e´le´ment de Pol(Ou,Wh(P, )⊗ i
G
P ). Alors ρ• de´finit une repre´sentation lisse de G sur
cet espace.
2) Il existe de plus un sous-groupe compact ouvert, H , de G fixant les diverses appli-
cations F (P, .), quand P et O varient.
3) Si P est semi-standard et w est choisi comme plus haut, on note w.P := wPw−1 et
l’on a:
F (w.P, wσ) = (Id⊗ λ(w))F (P, σ).
4) Si P est un sous-groupe parabolique anti-standard et Q est un sous-groupe
parabolique semi-standard de G admettant M pour sous-groupe de Le´vi:
(B(Q,P, σ)⊗ Id)F (P, σ) = (Id⊗ A(Q,P, σ))F (Q, σ).
Cette relation est loin d’eˆtre triviale car elle utilise l’e´galite´, pour σ repre´sentation lisse
unitaire irre´ductible et cuspidale:
B(Q,P, σ)∗ = B(P,Q, σ), (1.1)
que l’on e´tablit beaucoup plus loin.
The´ore`me principal
Si F satisfait ces proprie´te´s, elle est de la forme fˆ pour un unique f ∈ C∞c (U0\G,ψ).
Donnons une ide´e de notre preuve.
L’unicite´ re´sulte de l’adaptation (cf. 11) d’un re´sultat de Joseph Bernstein (cf. [B1]).
Pour l’existence, on commence par introduire les paquets d’ondes. Avec les notations
ci-dessus et en supposant P anti-standard, soit φ ∈ Pol(Ou,Wh(P, )⊗ i
G
P ). On de´finit
le paquet d’ondes fφ par:
fφ(g) :=
∫
Ou
E(P, σ, φ(σ))(g)dσ, g ∈ G,
qui est un e´le´ment de C∞(U0\G,ψ). On de´finit ensuite la notion de φ re´gulie`re (resp.
tre`s re´gulie`re), que nous ne de´taillerons pas dans cette introduction. Elle fait intervenir
les inte´grales d’entrelacement et les matrices B. Il y a beaucoup de φ tre`s re´gulie`res.
En effet, si φ est non nulle, il existe un e´le´ment, z, du centre de Bernstein, ZB(G), tel
que ρ•(z)φ soit tre`s re´gulie`re et non nulle.
On montre alors:
Proposition: Si φ est re´gulie`re, alors fφ est un e´le´ment de C
∞
c (U0\G,ψ).
La preuve passe par le terme constant des e´le´ments de C∞(U0\G,ψ) le long d’un sous-
groupe parabolique standard de G, P , qui donne lieu a` une application(cf. [D3]):
C∞(U0\G,ψ)→ C
∞(U0 ∩M\M,ψ), f 7→ fP .
Sa de´finition utilise le The´ore`me de deuxie`me adjonction de J. Bernstein (cf. [B2], [B3],
[Bu]). Le terme constant des inte´grales de Jacquet se calcule (cf. The´ore`me 3), comme
le terme constant faible des coefficients ordinaires (cf [W], section V), avec quelques
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variantes ne´ammoins. Plus pre´cise´ment, soit P = MU (resp. P ′ = M ′U ′) un sous-
groupe parabolique anti-standard (resp. standard) de G. Soit (σ, E) une repre´sentation
lisse cuspidale irre´ductible de M et φ ∈ Wh(P, σ)⊗ iGPσ.
Soit :
W (M ′|G|M) = W
M ′
\{s ∈ W
G
, sMs−1 ⊂M ′}.
On re´alise les repre´sentations iGPσχ dans un espace inde´pendant de χ ∈ X(M). Alors,
pour φ dans cet espace, on a une identite´ de fractions rationnelles sur X(M):
E(P, σχ, φ)P ′ =
∑
s∈W (M ′|G|M)
Es(σχ, φ),
ou` Es(σχ, φ) fait intervenir les inte´grales d’entrelacements et les matrices B. La
de´finition de φ ∈ Pol(Ou,Wh(P, ) ⊗ i
G
P ) tre`s re´gulie`re comporte notamment le fait
que Es(σχ, φ(σχ))(g) est polynomiale en χ ∈ X(M), pour tout g ∈ G.
Par des arguments de translation a` droite par des e´le´ments de A0, la preuve de la
Proposition se rame`ne a` montrer que pour tout φ re´gulie`re, la restriction a` la chambre
de Weyl ne´gative, A−0 , de A0 relativement a` P0, est a` support compact.
On proce`de ensuite par re´currence sur la dimension de G. On utilise ensuite une par-
tition de A−0 , (XP ′) indexe´e par les sous-groupes paraboliques standard, P
′, de G telle
que sur XP ′, E(P, σχ, φ(σχ)) est e´gale a` E(P, σχ, φ(σχ))P ′, pour tout χ ∈ X(M). Puis
on utilise la formule pour le terme constant des inte´grales de Jacquet. L’hypothe`se que
φ est re´gulie`re permet d’utiliser l’hypothe`se de re´currence pour finir la preuve de la
Proposition.
Ensuite on calcule (cf. The´ore`me 5) fˆφ pour φ tre`s re´gulie`re en utilisant la formule du
terme constant des inte´grales de Jacquet. On proce`de comme dans [W], section VI,
en introduisant la transforme´e unipotente de f ∈ C∞c (U0\G,ψ) relative a` P = MU ,
sous-groupe parabolique anti-standard de G, fP de´finie par
fP (m) := δ
1/2
P (m)
∫
U
f(mu)du,m ∈M.
On en de´duit une formule pour le produit scalaire L2 de deux paquets d’ondes fφ et fφ′
(cf. Proposition 9):
(fφ, fφ′) :=
∫
U0\G
fφ(g)fφ′(g)dg.
En e´changeant le roˆle de φ et φ′, on obtient une autre expression de ce produit scalaire.
En faisant varier φ et φ′ dans l’e´galite´ de ces 2 expressions de (fφ, fφ′), on en de´duit la
formule d’adjonction(1.1) (cf. The´ore`me 6).
Pour poursuivre, on utilise le re´sultat suivant d’Heiermann (cf. [H], Proposition 0.2).
Soit eH la mesure de Haar normalise´e d’un sous-groupe compact ouvert H contenu
dans K. Soit P = MU un sous-groupe parabolique anti-standard de G et Ou l’orbite
inertielle unitaire d’une repre´sentation lisse unitaire irre´ductible cuspidale deM . Alors,
il existe ζ(P, .) ∈ Pol(Ou, Hom(i
G
P , i
G
P−)) tel que, pour σ ∈ O:
(iGPσ)(eH) =
∑
w∈WG,wO=O
A(P,w−1P−w, σ)λ(w−1)ζ(P,wσ)λ(w)A(w−1Pw, P, σ).
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Pour finir la preuve du The´ore`me principal, soit F satisfaisant les conditions de celui-ci
et H-invariant. On de´finit:
ΦO(σ) := (Id⊗ A(P
−, P, σ)−1)ζ(P, σ)F (P, σ), σ) ∈ Ou
et on introduit le paquet d’onde de´cale´ f shΦO de´fini comme le paquet d’ondes ordinaire
mais en inte´grant sur OuΛ, ou` Λ ∈ X(M) est suffisamment P -antidominant . On
montre de manie`re analogue a` [H], Proposition 2.1:
Proposition Pour P anti-standard, le paquet d’ondes de´cale´ fO := f
sh
ΦO
est e´le´ment de
C∞c (U0\G,ψ).
Maintenant on de´finit f comme e´tant la somme finie sur les classes de conjugaison de
couples (M,O) des fO non nulles. Alors le The´ore`me re´sulte du fait que la transforme´e
de Fourier-Whittaker de f est e´gale a` F . Pour montrer cela, on se re´duit au cas ou`
ΦO est tre`s re´gulie`re, auquel cas les paquets d’ondes de´cale´s sont e´gaux aux paquets
d’ondes ordinaires, par holomorphie. Pour effectuer cette re´duction on remarque que, si
z est un e´le´ment du centre de Bernstein de G et ρ est la repre´sentation re´gulie`re droite
de G sur C∞c (U0\G,ψ), on a:
(ρ(z)f )ˆ = ρ•(z)fˆ , ρ(z)f
sh
Φ = f
sh
ρ•(z)Φ.
On conclut graˆce au calcul de la transformation de Fourier des paquets d’ondes men-
tionne´ plus haut.
L’unicite´ re´sulte de l’injectivite´ de la transformation de Fourier-Whittaker. Celle-ci est
une conse´quence de l’adaption a` notre contexte de re´sultats de Bernstein sur les espaces
homoge`nes [B1], que nous donnons en appendice.
Comme sugge´re´ par le referee, donnons quelques pre´cisions supple´mentaires dans le cas
de G = SL(2, F ), A0 e´tant le tore diagonal.
On s’inte´resse aux transforme´es de Fourier-Whittaker de l’espace C∞c (U0\G,ψ)
K des
fonctions K-invariantes a` droite de C∞c (U0\G,ψ).
On note P le sous-groupe parabolique de G oppose´ au sous-groupe parabolique standard
P0. On notera aussi P
− au lieu de P0. Pour χ e´le´ment du groupe des caracte`res non ram-
ifie´s de A0, X(A0), on note Vχ l’espace de la repre´sentation piχ := i
G
Pχ et V l’espace de sa
re´alisation compacte. On note v le vecteur K-invariant de V dont la valeur en l’e´le´ment
neutre de G est e´gale a` 1 et vχ l’e´le´ment correspondant de Vχ. L’espace Wh(χ) est e´gal
a` C. Avec les notations du de´but de l’introduction soit ξχ := ξ(P, χ, 1) ∈ Wh(piχ) ou`
1 ∈ C = Wh(χ) et soit Eχ le coefficient ge´ne´ralise´ cξχ,vχ . La transforme´e de Fourier
Whittaker de f ∈ C∞c (U0\G,ψ)
K est entie`rement de´termine´e par la fonction polynomi-
ale sur X(A0), F , de´finie par:
F (χ) :=
∫
U0\G
f(g)Eχ(g)dg.
On notera parfois fˆ au lieu de F .
Soit w un repre´sentant dans K de l’e´le´ment non trivial du groupe de Weyl de A0. On
a wχ = χ−1. Par transport de structure, les inte´grales d’entrelacement de´terminent un
ope´rateur d’entrelacement A(w, χ) entre piχ et piχ−1 .
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On de´finit une fonction rationnelle sur X(A0), a (resp. b), a` valeurs complexes, par les
e´galite´s:
A(w, χ)vχ = a(χ)vwχ, ξχ−1 ◦ A(w, χ) = b(χ)ξχ.
On en de´duit l’e´galite´ de fonctions rationnelles sur X(A0), dite e´quation fonctionnelle
pour Eχ:
a(χ)Eχ−1(g) = b(χ)Eχ(g), g ∈ G.
Utilisant l’entrelacement donne´ a` l’aide de w entre iGPχ et i
G
P−χ
−1, on a les e´galite´s:
B(P, P−, χ) = b(χ), B(P−, P, χ) = b(χ−1)
A(P−, P, χ)v0 = a(χ)v, A(P, P
−, χ)v = a(χ−1)v,
(1.2)
les dernie`res e´tant e´crites dans la re´alisation compacte.
Par ailleurs, les fonctions a et b satisfont les relations, pour χ unitaire:
a(χ) = a(χ−1)∗, b(χ) = b(χ−1)∗,
la deuxie`me e´tant corollaire de notre e´tude du produit scalaire de paquets d’ondes (cf.
The´ore`me 5). Graˆce a` ses relations et a` l’e´quation fonctionnelle pour Eχ, on montre
aise´ment l’identite´ de fonctions rationnelles sur X(A0):
a(χ)F (χ) = b(χ)F (χ−1). (1.3)
On va voir que si F est une fonction polynomiale sur X(A0) qui ve´rifie cette relation,
elle provient de la transforme´e de Fourier-Whittaker d’un e´le´ment f de C∞c (U0\G,ψ)
K.
Le re´sultat d’Heiermann mentionne´ plus haut signifie ici qu’il existe une fonction, ζ ,
polynomiale sur X(A0) telle que l’on ait l’identite´:
a(χ−1)ζ(χ) + a(χ)ζ(χ−1) = 1. (1.4)
On note dχ la mesure invariante de masse totale 1 sur le groupe X(A0)u des caracte`res
unitaires non ramifie´s de A0. Si Λ ∈ X(A0), on en de´duit une mesure sur X(A0)uΛ.
On fixe un tel Λ suffisamment P -antidominant. On de´finit
Φ(χ) := a(χ)−1ζ(χ)F (χ), fΦ(g) :=
∫
X(A0)uΛ
Φ(χ)Eχ(g)dχ, g ∈ G.
Indiquons sommairement pourquoi fΦ ∈ C
∞
c (U0\G,ψ) et que F provient de fΦ. Comme
fΦ est K-invariante et que G = U0A0K, il suffit, pour montrer qu’elle est a` support
compact modulo U0, de voir que sa restriction a` A0 est a` support compact. D’apre`s des
proprie´te´s ge´ne´rales des fonctions de Whittaker, fΦ(a0) = 0 pour a0 ∈ A0 suffisament
P0-dominant. Il reste a` voir que pour a0 suffisamment P0-antidominant fΦ(a0) = 0).
Pour un tel a0, Eχ(a0) est e´gal a` son terme constant. Le calcul de celui-ci (cf.Proposition
6) et les relations conduit a` l’e´galite´:
Eχ(a0) = b(χ)χ(a0) + a(χ)(χ
−1)(a0).
7
de sorte que, tenant compte de la de´finition de Φ, on a
fΦ(a0) =
∫
ΛX(A0)u
b(χ)a(χ)−1ζ(χ)F (χ)χ(a0)dχ+
∫
ΛX(A0)u
ζ(χ)F (χ)χ−1(a0)dχ.
Comme Λ a e´te´ suppose´ suffisamment P -antidominant, un de´placement de contour est
possible sans rencontrer de poˆles pour le premier terme du membre de gauche. Alors
pour a0 suffisamment P0-antidominant, on en de´duit, par un passage a` la limite, que ce
premier terme est nul. Pour le deuxie`me, on inte`gre une fonction polynomiale, de sorte
qu’on peut de´placer le contour et se ramener a` inte´grer sur X(A0)u. En utilisant le
fait que la transforme´e de Fourier d’une fonction polynomiale sur X(A0) est a` support
compact, on voit encore que pour a0 suffisamment P0-antidominant, ce deuxie`me terme
est nul. Ainsi fΦ est bien a` support compact.
Etudions la transforme´e de Fourier-Whittaker de fΦ et notons F
′ la fonction poly-
nomiale sur X(A0) associe´e a` celle-ci comme ci-dessus. D’abord tenant compte du
fait que fΦ est a` support compact modulo U0, le calcul se rame`ne, par l’utilisation
du centre de Bernstein au cas ou` Φ est polynomiale. Alors on peut se ramener a`
une inte´grale sur X(A0)u dans la de´finition de fΦ. Le calcul de la transforme´e de
Fourier-Whittaker est alors tre`s semblable a` un calcul de Waldspurger dans sa preuve
de la formule de Plancherel pour les groupes [W], graˆce a` notre introduction des sous-
groupes paraboliques semi-standard. Tenant compte des relations (1.2), on trouve (cf.
The´ore`me 5):
F ′(χ) = a(χ)a(χ−1)Φ(χ) + a(χ−1)b(χ)Φ(χ−1).
Soit encore, en tenant compte de la de´finition de Φ:
fˆΦ = a(χ
−1)ζ(χ)F (χ) + b(χ)ζ(χ−1)F (χ−1).
Tenant compte de (1.3), puis de la relation (1.4), on trouve finalement F = F ′.
Ce traitement de ce cas particulier nous a conduit a` une reformulation du The´ore`me
principal ne faisant intervenir que les sous-groupes paraboliques anti-standard (cf.
Corollaire du The´ore`me 2).
Les sous-groupes paraboliques semi-standard sont utilise´s dans les de´monstrations qui
sont de ce fait proches des preuves de Waldspurger pour la formule de Plancherel
d’Harish-Chandra pour les groupes (cf. [W]).
Outre le re´sultat principal, l’un des inte´reˆts de ce travail est l’adaptation des techniques
de [W] aux fonctions de Whittaker. Au dela`, il offre un cadre pour l’e´tude de l’analyse
harmonique sur des espaces homoge`nes comme les espaces syme´triques (cf. par exemple
[D2] pour le cas re´el). Concernant ceux-ci, le calcul du terme constant des inte´grales
d’Eisenstein semble eˆtre l’un des obstacles majeurs a` surmonter.
Nous avons e´galement inclus (cf. The´ore`me 8) une re´ponse positive a` une conjecture de
Lapid et Mao(cf. [LM], conjecture 3.5) sur le spectre discret des fonctions de Whittaker.
Nadir Matringe (cf. [Ma], Corollaire 3.1), a obtenu inde´pendamment une re´ponse pos-
itive a` cette conjecture pour certains groupes.
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2 Notations, de´finitions
2.1
Voici un syste´me de notations emprunte´ a [W] et [A]. Soit F un corps local non
archime´dien. On conside`re divers groupes alge´briques de´finis sur F et on utilisera
des abus de terminologie du type suivant: “soit A un tore de´ploye´” signifiera “soit A
le groupe des points sur F d’un tore de´fini et de´ploye´ sur F”. Avec ces conventions,
soit G un groupe alge´brique line´aire re´ductif et connexe. On fixe un tore de´ploye´ max-
imal, A0, de G et on note M0 son centralisateur dans G. On fixe P0 un sous-groupe
parabolique minimal de G qui admet M0 comme sous-groupe de Le´vi. On notera U0 le
radical unipotent de P0.
Si P est un sous-groupe parabolique de G, on dit que P est semi-standard (resp. stan-
dard) si M0 ⊂ P (resp. P0 ⊂ P ). Si P est semi-standard, il posse`de un unique
sous-groupe de Le´vi, M , contenant M0. On dit que M est un sous-groupe de Le´vi
semi-standard.
L’expression “P =MU est sous-groupe parabolique semi-standard de G” signifiera que
P est un tel sous-groupe, que M est son sous-groupe de Le´vi semi-standard et que U
est son radical unipotent. On notera P− =MU− le sous-groupe parabolique oppose´ a`
P de sous-groupe de Le´vi M . Un sous-groupe parabolique semi-standard de G, P , sera
dit anti-standard si P− est standard.
Si H est un groupe alge´brique, on note Rat(H) le groupe des caracte`res alge´briques de
H de´finis sur F .
Si V est un espace vectoriel, on note V ′ son dual et, s’il est re´el, on note VC son com-
plexifie´.
On note AG le plus grand tore de´ploye´ dans le centre de G. On note aG =
HomZ(Rat(G),R). La restriction des caracte`res alge´briques de G a` AG induit un iso-
morphisme:
Rat(G)⊗Z C ≃ Rat(AG)⊗Z C. (2.1)
On dispose de l’application canonique:
HG : G→ aG, (2.2)
de´finie par:
e〈HG(x),χ〉 = |χ(x)|F , x ∈ G, χ ∈ Rat(G). (2.3)
ou` |.|F est la valuation normalise´e de F . Le noyau de HG, qui est note´ G
1, est
l’intersection des noyaux des caracte`res de G de la forme |χ|F , χ ∈ Rat(G). On notera
X(G) = Hom(G/G1,C∗). C’est le groupe des caracte`res non ramifie´s de G.
On a des notations similaires pour des sous-groupes de Le´vi semi-standard. Si P est
un sous-groupe parabolique semi-standard de G, on notera aP = aMP , HP = HMP .
On note a0 = aM0, H0 = HM0. On note aG,F , resp. a˜G,F , l’image de G, resp. AG,
par HG. Alors G/G
1 est un re´seau isomorphe a` aG,F . Soit M un sous-groupe de Le´vi
semi-standard. Alors les inclusions AG ⊂ AM ⊂ M ⊂ G de´terminent un morphisme
surjectif aM,F → aG,F , resp. un morphisme injectif a˜G,F → a˜M,F , qui se prolonge de
manie`re unique en une application line´aire surjective entre aM et aG, resp. injective
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entre aG et aM . La deuxie`me application permet d’identifier aG a` un sous-espace de aM
et le noyau de la premie`re, aGM , ve´rifie:
aM = a
G
M ⊕ aG. (2.4)
Soit P =MU un sous-groupe parabolique semi-standard. On note Σ(AM ) (resp. Σ(P ))
l’ensemble des racines de AM dans l’alge`bre de Lie de G (resp. P ) qui s’identifie a`
un sous-ensemble de a′M . On note ∆(P ) l’ensemble des racines simples de Σ(P ). Si
α ∈ Σ(AM ), on note Uα le sous-groupe radiciel de U correspondant a` α. On peut
associer a` tout α ∈ Σ(AM) une coracine αˇ ∈ aM (cf. [A], section 3).
Soit λ 7→ χλ l’application (a
′
G)C → X(G)→ 1 qui, en utilisant la de´finition
(1.1) de aG avec Rat(G), associe, a` χ⊗ s, le caracte`re g 7→ |χ(g)|
s.
(2.5)
Le noyau est un re´seau et cela de´finit sur X(G) une structure de varie´te´ alge´brique
complexe pour laquelle X(G) ≃ C∗d, ou` d = dimRaG. Pour χ ∈ X(G), soit λ ∈ a
∗
G,C
un e´le´ment se projetant sur χ par l’application (2.5). La partie re´elle Re λ ∈ a∗G est
inde´pendante du choix de λ. Nous la noterons Re χ. Si χ ∈ Hom(G,C∗), le caracte`re
|χ| appartient a` X(G). On pose Re χ = Re |χ|. De meˆme, si χ ∈ Hom(AG,C
∗), le
caracte`re |χ| se prolonge de fac¸on unique en un e´le´ment de X(G) a` valeurs dans R∗+,
que l’on note encore |χ| et on pose Re χ = Re |χ|.
Soit X(G)u := {χ ∈ X(G)|Re χ = 0} l’ensemble des e´le´ments unitaires de X(G).
Les notations ainsi de´finies s’appliquent a` tous les sous-groupes de Le´vi semi-standard
de G.
On choisit K un sous-groupe compact maximal de G, dont on suppose qu’il est le
fixateur d’un point spe´cial de l’appartement associe´ a` A0 dans l’immeuble de G. Pour
le re´sultat suivant, cf. [C], Prop. 1.4.4:
Il existe une suite de´croissante de sous-groupes compacts ouverts de G,
Kn, n ∈ N, telle que pour tout n ∈ N
∗, H = Hn est normal dans K = H0
et pour tout sous-groupe parabolique standard de G, P , on a:
1) H = HU−HMHU ou` HU− = H ∩ U
−, HM = H ∩M , HU = H ∩ U.
2) Pour tout a ∈ A−M := {a ∈ AM ||α(a)|F ≤ 1, α ∈ Σ(P )}, aHUa
−1 ⊂ HU ,
a−1HU−a ⊂ KU−.
3) Le groupe HM ve´rifie 1) et 2) relativement aux sous-groupes
paraboliques de M contenant P0 ∩M .
4) La suite Hn forme une base de voisinages de l’identite´ de l’e´le´ment
neutre de G.
(2.6)
On dit que H posse`de une factorisation d’ Iwahori par rapport a` (P, P−) si 1) et 2)
sont satisfaits.
2.2 Choix de mesures
On munit G (resp. K) d’une mesure de Haar, dg, (resp. de la mesure de Haar de masse
totale 1, dk). Pour tout sous-groupe ferme´, H , de G, on note dh une mesure de Haar
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a` gauche sur H , dont le choix sera e´ventuellement spe´cifie´ et on note δH la fonction
module de H .
Pour tout espace totalement discontinu Z, on note C∞c (Z) (resp. C(Z), resp. Cc(Z))
l’espace des fonctions localement constantes, a` support compact (resp. continues, resp.
continues a` support compact) sur Z a` valeurs dans C.
Soit P = MU un sous-groupe parabolique semi-standard de G. Alors G = PK et
le groupe M ∩ K ve´rifie relativement a` M les meˆmes proprie´te´s que K relativement
a` G. Pour g ∈ G, on choisit uP (g) ∈ U , mP (g) ∈ M , kP (g) ∈ K, de sorte que
g = uP (g)mP (g)kP (g). On note du
− la mesure de Haar sur U− telle que:
∫
U−
δP (mP (u
−))du− = 1 (2.7)
et de meˆme pour U . On note dk la mesure de Haar sur K de masse totale 1. Il existe
une unique mesure de Haar sur M , dm, telle que pour tout f ∈ Cc(G) on a (cf. [W], I
(1.2)):
∫
G
f(g)dg =
∫
U×M×K
f(umk)δP (m)
−1dkdmdu.
∫
G
f(g)dg =
∫
U×M×U−
f(umu−)δP (m)
−1dudmdu−
(2.8)
Soit f une fonction continue sur K et invariante a` gauche par K ∩ P . Alors (cf. par
exemple [K], ch. V, section 6, conse´quence 7, pour la version re´elle):
∫
K
f(k)dk =
∫
U−
f(kP (u
−))δP (mP (u
−))du−. (2.9)
ou` l’inte´grale du membre de droite est absolument convergente. En particulier si f est
une fonction continue sur G telle que f(umg) = δP (m)f(g), u ∈ U,m ∈M, g ∈ G
∫
K
f(k)dk =
∫
U−
f(u−)du−. (2.10)
ou` l’inte´grale du membre de droite est absolument convergente.
On fixe la mesure de Har de mase totale 1 sur AG ∩ K et sur X(AG)u, qui s’identifie
au dual unitaire de AG/AG ∩ K. On fixe sur AG/AG ∩ K la mesure de Haar duale
de celle sur X(AG)u. Des mesures ainsi choisies, on de´duit une mesure sur AG, note´e
daG. L’homomorphisme de restriction de´termine un morphisme surjectif de X(G)u sur
X(AG)u. On fixe sur X(G)u une mesure de Haar telle que ce morphisme pre´serve
localement les mesures de Haar choisies.
On choisit un ensemble de repre´sentants dans K, WG, du quotient du normalisateur
de M0 dans G par son centralisateur, W
G
, qui existe parce que K est le fixateur d’un
point spe´cial de l’appartement associe´ a` A0. On le choisit de telle sorte qu’il contienne
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l’e´le´ment neutre de G, qu’on notera 1G ou seulement 1 s’il n’y a pas de confusion.
Si x ∈ G et Y est une partie de G, on notera x.Y := {xyx−1|y ∈ Y }.
De meˆme si H est un sous-groupe de G, et (σ, E) est une repre´sentation
de H , on notera xσ la repre´sentation de x.H dans xE := E de´finie par
xσ(xhx−1) = σ(h), h ∈ H .
On rappelle que le dual d’un espace vectoriel V est note´ V ′. Si T est
une application line´aire entre deux espaces vectoriels complexes, on note
T t sa transpose´e. Si (σ, E) est une repre´sentation de H , on note σ′ la
repre´sentation de H dans E ′ de´finie par σ′(h) = σ(h−1)t, h ∈ H .
Pour toute application de´finie sur H , f , on note:
(λ(h)f)(h′) = f(h−1h′), (ρ(h)f)(h′) = f(h′h), h, h′ ∈ H.
(2.11)
2.3 Repre´sentations induites
Les repre´sentations lisses de G et de ses sous-groupes ferme´s seront toujours a` coeffi-
cients complexes.
Soit P = MU un sous-groupe parabolique semi-standard de G. Si (σ, E) est une
repre´sentation lisse de M , on l’e´tend en une repre´sentation de P triviale sur U . Soit
χ ∈ X(M). On note Eχ l’espace de la repre´sentation σ ⊗ χ, qu’on notera σχ, et on
note iGPEχ l’espace des fonctions v de G dans E, invariantes a` droite par un sous-groupe
compact ouvert de G et telles que v(mug) = δP (m)
1/2σχ(m)f(g) pour tout m ∈ M ,
u ∈ U , g ∈ G. On note iGP (σχ) la repre´sentation de G dand i
G
PEχ par translations a`
droite. On note iKP∩KE l’espace des fonctions v de K dans E, invariantes a` droite par
un sous-groupe compact ouvert de K et telles que f(pk) = σ(p)f(k) pour tout k ∈ K
et p ∈ P ∩ K. La restriction des fonctions a` K de´termine un isomorphisme de iGPEχ
sur iKP∩KE. On notera i
G
P (σχ) la repre´sentation de G dans i
K
P∩KE de´duite de i
G
P (σχ) par
transport de structure. Cette repre´sentation sera appele´e la re´alisation compacte de
iGP (σχ) dans cet espace inde´pendant de χ. Si v ∈ i
K
P∩KE, on note vχ l’e´le´ment de i
G
PEχ
dont la restriction a` K est e´gale a` v.
Si σ est unitaire, on munit iKP∩KE du produit scalaire de´fini par:
(v, v′) =
∫
K
(v(k), v′(k))dk, v, v′ ∈ iKP∩KE. (2.12)
Alors, muni de ce produit scalaire, la repre´sentation i
G
P (σχ) est unitaire pour χ unitaire
et par conse´quent, par transport de structure, iGP (σχ) e´galement. On a alors, graˆce a`
(2.10):
(vχ, v
′
χ) =
∫
U−
(vχ(u
−), v′χ(u
−))du−. (2.13)
Soit H ⊂ H ′ deux sous-groupe ferme´s de G. Soit (θ, V ) une repre´sentation de H . On
note indH
′
H θ la repre´sentation de H
′ par repre´sentation re´gulie`re droite dans l’espace
indH
′
H V des fonctions v de H
′ dans V , invariantes a` droite par un sous-groupe compact
ouvert de H ′, a` support compact modulo H , et telles que v(hh′) = θ(h)v(h′) pour tout
h ∈ H et h′ ∈ H ′.
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On remarque que:
Si (χ,Cχ) est une repre´sentation lisse de dimension 1 de H
′, (indH
′
H θ)⊗ χ
est naturellement isomorphe a` indH
′
H (θ⊗χ|H), l’entrelacement e´tant donne´
par v 7→ χv, v ∈ indH
′
H V .
(2.14)
On note H0(H, V ) le quotient de V par le sous-espace engendre´ par l’ensemble des
ρ(h)v − v, h ∈ H, v ∈ V .
Si H est union de sous-groupes compacts, le foncteur qui a` V associe
H0(H, V ) est exact.
(2.15)
On note CδH′δ−1H
le H-module de dimension 1 donne´ par δH′δ
−1
H . Alors, (cf.[ BD], Lemme
1.14 et Proposition 1.15, ou`, dans la preuve et les e´nonce´s, les fonctions modules se sont
e´gare´es):
H0(H
′, indH
′
H V ) est naturellement isomorphe a` H0(H, V ⊗ CδH′δ−1H
) . (2.16)
Explicitons l’isomorphisme, en supposant en outre H et H ′ unimodulaires. Si v ∈ V on
note p(v) son image dans H0(H, V ). Si v ∈ ind
H′
H V , l’application de H
′ dans H0(H, V ),
h′ 7→ p(v(h′)) passe au quotient en une application localement constante a` support
compact sur H\H ′ et l’on a:
L’application v 7→
∫
H\H′
p(v(h′))dh′ de indH
′
H V dans H0(H, V ) passe au
quotient en un isomorphisme de H0(H
′, indH
′
H V ) avec H0(H, V ).
(2.17)
On remarque que, avec les notations pre´ce´dentes:
iGPσ = ind
G
P (σ ⊗ δ
1/2
P ). (2.18)
2.4 Fonctions de´pendant de repre´sentations
Soit (pi, V ) une repre´sentation lisse irre´ductible de G (resp. lisse unitaire irre´ductible).
On rappelle que si χ ∈ X(G), piχ de´signe la repre´sentation pi ⊗ χ. On notera [(pi, V )],
ou simplement [pi], la classe d’e´quivalence de pi. Soit O = {[piχ]|χ ∈ X(G)} (resp.
Ou = {[piχ]|χ ∈ X(G)u}. Les orbites inertielles (resp. orbites inertielles unitaires) de
repre´sentations lisses irre´ductibles (resp. unitaires irre´ductibles) sont par de´finition les
ensembles du type O (resp. Ou).
On note C (resp. Cu) la cate´gorie dont les objets sont les repre´sentations lisses
(resp. repre´sentations lisses unitaires) de G e´quivalentes a` l’une des repre´sentations
piχ, χ ∈ X(G) (resp. X(G)u) et dont les fle`ches sont les entrelacements bijectifs (resp.
entrelacements unitaires). On appellera, par abus de langage, objet de O (resp. Ou)
les objets de C (resp. Cu).
On veut de´finir les “fonctions sur O (resp. Ou)”, relativement a` un foncteur Ψ entre C
(resp. Cu) et la cate´gorie des espaces vectoriels. Commencons par donner une de´finition
formelle, avant de lui donner un sens plus concret.
On note E la cate´gorie dont les objets sont les couples (E, e) ou` E est un espace vectoriel
et e est un e´le´ment de E, avec les morphismes induits par les morphismes d’espaces
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vectoriels. Une “fonction sur O (resp. Ou)”, ou “fonction sur O (resp. Ou) a` valeurs
dans Ψ” est la donne´e d’un foncteur Φ de C (resp. Cu) dans E tel que, pour tout objet pi1
de O (resp. Ou), Φ(pi1) est de la forme (Ψ(pi1), φ(pi1)) et tel que, pour tout T morphisme
de C (resp. Cu), le morphisme Φ(T ) soit induits par Ψ(T ). Dans toutes nos applications
le foncteur Ψ sera tel que, si T et T ′ sont des isomorphismes entre deux objets de C
(resp. Cu), Ψ(T ) = Ψ(T
′). Par exemple, cette proprie´te´ est ve´rifie´e pour le foncteur
qui a` (pi1, V1) associe HomC(V1, V1). On suppose cette proprie´te´ ve´rifie´e par Ψ dans la
suite. Alors si T est un isomorphisme (resp. entrelacement unitaire) entre pi1 et pi2, on
a la relation:
φ(pi2) = Ψ(T )φ(pi1). (2.19)
On ve´rifie aise´ment que la donne´e de Φ e´quivaut a` la donne´e d’une fonction qui a` tout
χ ∈ X(G) (resp. X(G)u) associe f(pi⊗χ) ∈ Ψ(pi⊗χ) telle que si T est un isomorphisme
(resp. entrelacement unitaire) entre pi ⊗ χ et pi ⊗ χ1:
f(χ1) = Ψ(T )f(χ). (2.20)
Malgre´ son cote´ tre`s formel, l’inte´reˆt de notre de´finition est de montrer que Φ(pi1) et
φ(pi1) sont de´finis pour toute repre´sentation pi1 e´quivalente a` l’une des repre´sentations
piχ, χ ∈ X(G) (resp. χ ∈ X(G)u).
En pratique on ne de´finit pas le foncteur Ψ, qui est implicite, mais on de´finit φ ou f et
on ve´rifie la relation (2.19) (resp. (2.20)). On e´crira alors que cette relation de´finit φ
comme fonction sur O, ou, si l’on pre´cise Ψ, comme fonction sur O a` valeurs dans Ψ.
Si pour tout pi objet de O (resp Ou), l’espace Ψ(piχ) s’identifie canoniquement a` un
espace Epi, inde´pendant de χ, on dira que:
La fonction sur O (resp. Ou) a` valeurs dans Ψ, φ, est polynomiale si pour
tout σ objet de O (resp. Ou), l’application χ 7→ φ(piχ), χ ∈ X(G) (resp.
X(G)u), est a` valeurs dans un sous-espace de dimension finie de Epi et
polynomiale (resp. se prolonge en une application polynomiale sur X(G)).
On notera Pol(O,Ψ) (resp. Pol(Ou,Ψ)) l’espace vectoriel des fonctions
polynomiales sur O (resp. Ou) a` valeurs dans Ψ.
On de´finit de meˆme les applications rationnelles.
(2.21)
3 Terme constant de fonctions de Whittaker
Un homomorphisme, ψ, de U0 dans C
∗ est un caracte`re lisse non de´ge´ne´re´, si et seule-
ment si son noyau est ouvert et pour tout α e´le´ment de l’ensemble des racines simples
de A0 dans P0, ∆(P0), la restriction de ψ au sous-groupe radiciel (U0)α est non triviale.
On fixe un tel caracte`re ψ dans la suite.
Si (pi, E) est un module lisse pour U0, on notera (piψ−1 , Eψ−1) la repre´sentation pi⊗ψ
−1
de U0 dans E.
On note C∞(U0\G,ψ) l’espace des fonctions f sur G, invariantes a` droite par un sous-
groupe compact ouvert et telles que f(ug) = ψ(u)f(g) pour g ∈ G, u ∈ U0. On note
C∞c (U0\G,ψ) le sous-espace de C
∞(U0\G,ψ) forme´ des e´le´ments de C
∞(U0\G,ψ) a`
support compact modulo U0.
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Soit (pi, V ) une repre´sentation lisse de G. On note (pˇi, Vˇ ) la repre´sentation de G dans
le dual lisse Vˇ de V . On note (pi′, V ′) la repre´sentation contragre´diente de (pi, V ). On
note Wh(pi) l’espace des formes line´aires ξ sur V telles que pi′(u0)ξ = ψ
−1(u0)ξ pour
tout u0 ∈ U0. En d’autres termes:
Wh(pi) = (Vψ−1)
′U0 ou encore Wh(pi) = (H0(U0, V ⊗ Cψ−1))
′ (3.1)
ou` H0 de´signe l’homologie et Cψ−1 de´signe l’espace de la repre´sentation de dimension 1
de U0 donne´e par ψ
−1. On appelle les e´le´ments deWh(pi) les fonctionnelles de Whittaker
de pi.
Si ξ ∈ Wh(pi) et v ∈ V , on note cξ,v le coefficient ge´ne´ralise´ de´fini par:
cξ,v(g) = 〈ξ, pi(g)v〉, g ∈ G. (3.2)
Alors cξ,v est un e´le´ment de C
∞(U0\G,ψ).
On a le re´sultat suivant du a` Bushnell et Henniart [BuHen], The´ore`me 4.2 (cf. [D3],
The´ore`me 5.7 pour une autre preuve):
Si (pi, V ) est de longueur finie, Wh(pi) est de dimension finie. (3.3)
Soit H un sous-groupe compact ouvert de G. On note eH la mesure de Haar normalise´e
de H , qu’on regarde comme un e´le´ment de l’alge`bre de Hecke de G. On fera dans
cette partie re´fe´rence a` [D3]. Il faut toutefois tenir compte, a` chaque fois, de notre
changement de point de vue: relations de covariance a` gauche et action a` droite dans
l’induction. On note, pour ε > 0,
A−0 (ε) := {a ∈ A0||α(a)|F ≤ ε, α ∈ ∆(P0)} et A
−
0 = A
−
0 (1).
Comme dans [D3], Lemme 3.1, on voit
Pour tout sous-groupe compact ouvert H de G, il existe un sous-groupe
compact ouvert H ′ tel que pour toute repre´sentation lisse de G, (pi, V ),
tout ξ ∈ Wh(pi) et tout v ∈ V H on ait:
〈ξ, pi(a)v〉 = 〈eH′ξ, pi(a)v〉, a ∈ A
−
0
ou` eH′ξ est l’e´le´ment de Vˇ de´finit par 〈eH′ξ, v〉 := 〈ξ, pi(eH′)v〉, v ∈ V .
(3.4)
En effet prenons H ′ comme dans (2.6), contenu dans H avec H ′U0 ⊂ Kerψ. Soit h
′ ∈ H ′.
On e´crit h′ = umu− avec u ∈ H ′U0, u
− ∈ H ′
U−
0
, m ∈ H ′M0. Alors
〈ξ, pi(h′a)v〉 = 〈ξ, pi(ama−1u−a)v〉
Mais a−1 ∈ A+0 normalise H
′
U−
0
et H ′ fixe v. Donc
〈ξ, pi(h′a)v〉 = 〈ξ, pi(a)v〉, h′ ∈ H ′, a ∈ A−0 .
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Ce qui prouve (3.4).
On rappelle (cf. [D3], Lemme 5.4):
Soit H un sous-groupe compact ouvert de G. Il existe C > 0 tel que,
pour tout f ∈ C∞(U0\G,ψ), invariante a` droite par H , f(a) = 0 si
|aα|F > C pour au moins un e´le´ment α de ∆(P0), i.e. pour a e´le´ment
du comple´mentaire de A−0 (C).
(3.5)
Rappelons la caracte´risation du terme constant des e´le´ments de C∞(U0\G,ψ) et des
fonctionnelles de Whittaker. Soit P = MU un sous-groupe parabolique standard de
G. Avec les notations ci-dessus, on note (piP , VP ) le produit tensoriel entre, d’une part
la repre´sentation de M dans le quotient de V par le M-sous-module engendre´ par les
pi(u)v − v, u ∈ U, v ∈ V , et d’autre part la repre´sentation de M sur C donne´e par
δ
−1/2
P . On appelle (piP , VP ) module de Jacquet normalise´ de V relatif a` P . On note,
pour v ∈ V , jP (v) ou vP sa projection naturelle dans VP .
Soit ΘP l’ensemble des e´le´ments de ∆(P0) qui sont racines de A0 dans l’alge`bre de Lie
de M . On note, pour ε > 0:
A−0 (P,< ε) := {a ∈ A
−
0 ||α(a)|F < ε, α ∈ ∆(P0) \ΘP}.
D’apre`s [De] The´ore`me 3.4, Remarque 3.5 et Proposition 3.6, on dispose d’une unique
application line´aire Wh(pi) 7→ Wh(piP ), ξ → jP−(ξ), note´e aussi ξ 7→ ξP pour plus de
commodite´, qui ve´rifie:
Pour tout sous-groupe compact ouvert H de G, il existe εH > 0,
inde´pendant de P , avec les proprie´te´s suivantes:
Pour toute repre´sentation lisse (pi, V ) et ξ ∈ Wh(pi), on a:
δ
1/2
P (a)〈ξP , piP (a)vP 〉P = 〈ξ, pi(a)v〉, a ∈ A
−
0 (P,< εH), v ∈ V
H .
(3.6)
Le terme constant le long de P d’un e´le´ment f de C∞(U0\G,ψ) a e´te´ de´fini dans [D]
De´finition 3. C’est un e´le´ment fP de C
∞(U0∩M\M,ψ). Il ve´rifie, pour tout f invariant
a` droite par un sous-groupe compact ouvert H de G:
δ
1/2
P (a)fP (a) = f(a), a ∈ A
−
0 (P,< εH). (3.7)
L’application f 7→ fP est un morphisme de P -modules entre C
∞(U0\G,ψ)
et C∞(U0 ∩M\M,ψ), ou` P agit par repre´sentation re´gulie`re droite sur
le premier espace et M (resp. U) agit par repre´sentation re´gulie`re droite
tensorise´e par δ
1/2
P (resp. trivialement) sur le second.
(3.8)
Soit (pi, V ) une repre´sentation lisse de G et ξ ∈ Wh(pi). Avec les notations de (3.2),
on a:
(cξ,v)P = cξP ,vP , v ∈ V. (3.9)
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Lemme 1 (i) Si (pi, V ) est une repre´sentation lisse cuspidale de G, pour tout v ∈ V ,
le coefficient ge´ne´ralise´ cξ,v est a` support compact modulo l’action a` gauche de U0AG
sur G.
(ii) On suppose ici ψ unitaire. Si (pi, V ) est une repre´sentation lisse et unitaire de G
et ξ ∈ Wh(pi), pour tout v ∈ V , le coefficient ge´ne´ralise´ cξ,v est borne´ en module sur G.
De´monstration:
(i) est donne´ par [D3], The´ore`me 4.4 (ii).
(ii) L’e´galite´ G = P0K montre qu’il existe un ensemble fini, I, d’e´le´ments de G tel que
G = U0A0IK. Pour de´montrer (i), il suffit donc de montrer que pour tout v ∈ V , cξ,v
est borne´ sur A0. Mais si a0 ∈ A0,
cξ,v(a0a) = cξ,pi(a0)v(a), a ∈ A0.
Tenant compte de (3.5), on voit que pour a0 bien choisi, cξ,pi(a0)v est nul sur A0 \ A
−
0 .
Ainsi, on est re´duit a` prouver que pour tout v ∈ V , cξ,v est borne´ sur A
−
0 . Mais cela
re´sulte de (3.4) et du fait que tout coefficient d’une repre´sentation unitaire est borne´.
4 Fonctionnelles et inte´grales de Jacquet
4.1 Sous-groupes paraboliques anti-standard
Soit P = MU un sous-groupe parabolique anti-standard de G. Soit (σ, E) une
repre´sentation lisse de M . On rappelle que pour χ ∈ X(M), la repre´sentation (σχ, Eχ)
de´signe la repre´sentation (σ⊗χ,E) de M . On note B(M) ou B, l’alge`bre des fonctions
re´gulie`res sur X(M): c’est l’alge`bre de fonctions sur X(M) engendre´e par les applica-
tions bm, m ∈ M , de´finies par bm(χ) := χ(m), χ ∈ X(M). On de´finit e´galement une
structure de (M,B)-module sur EB = E ⊗ B en faisant agir B par multiplication sur
le deuxie`me facteur et m ∈ M par le produit tensoriel de σ(m) avec la multiplication
par l’e´le´ment bm de B.
Soit encore:
σB(m)(e⊗ b) = (σ(m)e)⊗ bmb, e ∈ E, b ∈ B.
On e´tend l’action de M a` P en la prenant triviale sur U .
On notera • a` la place de χ ou B. On conside`re (iGPσ•, i
G
PE•) On notera aussi I• au lieu
de iGPE• qui est un (G,B)-module.
Les points (i) a` (iv) du The`ore`me suivant sont dus a` Rodier [R] et Casselman-Shalika
[CS] (voir aussi [Sh], Proposition 3.1). Nous en donnons une preuve qui permet de
montrer la polynomialite´ du point (v).
The´ore`me 1 (i) On note J• = {v ∈ I•| v est a` support contenu dans PU0} qui est
un sous-U0-module lisse de I•. Alors H0(U0, J• ⊗ Cψ−1) est naturellement isomorphe
a` H0(M ∩ U0, E ⊗ Cψ−1) si • est e´gal a` χ, et a` H0(M ∩ U0, E ⊗ Cψ−1) ⊗ B comme
B-module si • est e´gal a` B.
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(ii) Passant au dual, cela de´termine un isomorphisme entre Wh(σ) et Wh(Jχ), η 7→
ξ0(P, σχ, η).
La restriction des e´le´ments de Jχ a` U0 sont a` support compact modulo U0 ∩M . Alors
on a:
〈ξ0(P, σχ, η), v〉 =
∫
U−
〈η, v(u−)〉ψ(u−)−1du−, v ∈ Jχ.
(iii) L’injection naturelle de J• dans I• de´termine un isomorphisme:
H0(U0, J• ⊗ Cψ−1) ≃ H0(U0, I• ⊗ Cψ−1).
(iv) Passant aux duaux dans (iii) et tenant compte de (ii), on dispose d’un isomor-
phisme:
Wh(σ)→ Wh(iGPσχ)
qu’on note:
η 7→ ξ(P, σχ, η).
La restriction de ξ(P, σχ, η) a` Jχ est e´gale a` ξ
0(P, σχ, η) et elle de´termine entie`rement
ξ(P, σχ, η).
(v) On dispose de la re´alisation compacte de iGPσχ dans un espace inde´pendant de χ, I.
On note ξ(P, σχ, η) la forme line´aire obtenue sur I de´duite de ξ(P, σχ, η) par transport
de structure. Alors pour tout v ∈ I, l’application χ 7→ 〈ξ(P, σχ, η), v〉 est une fonction
polynomiale sur X(M), i.e. un e´le´ment de B. En d’autres termes, pour tout v ∈ I
, notant pour χ ∈ X(M), vχ l’e´le´ment de Iχ dont la restriction a` K est e´gale a` v,
l’application χ 7→ 〈ξ(P, σχ, η), vχ〉 de´finit un e´le´ment de B.
De´monstration:
On commence par e´tudier I• comme U0-module. D’apre`s la de´composition de Bruhat, il
n’y a qu’un un nombre fini de (P, U0)-doubles classes et on peut choisir un ensemble de
repre´sentants de celles-ci dansWG, Ω = {x0, x1, . . . , xn} , contenant 1. On introduit les
ensembles O0 = PU0 ⊂ O1 ⊂ ... ⊂ On = G tels que Oi+1\Oi = Pxi+1U0. Un bon choix
de l’ordre des xi permet de supposer les Oi ouverts. On note Ii = {v ∈ I•|suppv ⊂ Oi}
de sorte que I0 = J• et {0} ⊂ I0 ⊂ I1... ⊂ In = I•. On montre (cf. par exemple [BlD],
Proposition 1.17, voir aussi [BZ], The´ore`me 5.2) que:
Ii/Ii−1 ≃ ind
U0
U0∩xi.P
xiσ•|U0∩xi.P
ou`, pour i = 0, ..., n, xiσ• est la repre´sentation de xi.P dans E• de´finie par:
xiσ•(xipx
−1
i ) = σ•(p), p ∈ P.
(4.1)
Remarquons que notre de´finition des induites paraboliques diffe´re de celle de [BlD] (cf.
(2.18)). Cela implique qu’il devrait plutot apparaitre σ˜ = σ ⊗ δ
1/2
P au lieu de σ dans
le second membre de la dernie`re e´quation. Mais δ
1/2
P e´tant triviale sur les sous-groupes
compacts et U0 ∩ xi.P e´tant re´union de tels sous-groupes, on peut ignorer ce facteur.
Ce qui pre´ce`de montre en particulier:
La restriction des fonctions a` U0 de´termine un isomorphisme de U0-modules
entre J• et ind
U0
U0∩P
(E•).
(4.2)
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Comme U0 et ses sous-groupes ferme´s sont re´union de sous-groupes compacts, ils sont
unimodulaires. Le lemme de Shapiro (cf. (2.17)) et (2.14) impliquent donc:
Il existe un isomorphisme canonique T entre H0(U0, J•⊗Cψ−1) et H0(U0∩
P,E• ⊗ Cψ−1).
(4.3)
Mais U0∩P = U0∩M car P est anti-standard. D’autre part si χ ∈ X(M) et u0 ∈ U0∩M ,
χ(u0) = 1 et bu0 = 1. On en de´duit (i) imme´diatement.
Pour (ii), l’assertion sur le support des restrictions des e´le´ments de J a` U0 re´sulte de
l’explicitation de (4.2). Il en re´sulte que l’inte´grale de (ii) est bien de´finie, et qu’elle
de´finit un e´le´ment deWh(Jχ). On remarque que (U0∩M)\U0 s’identifie canoniquement
a` U−. L’explicitation de l’isomorphisme de (i), graˆce a` (2.14), (2.17), (4.2), conduit a`
(ii).
Maintenant on choisit x = xi avec i > 0. On pose P1 = x.P , M1 = x.M , χ1 = xχ
etc.... On note (E1)• l’espace de (σ1)• := xσ•. On veut calculer H0(U0, Ii/Ii−1⊗Cψ−1).
D’apre`s (2.17) et (4.1), cet espace est isomorphe a` H0(U0 ∩ P1, (E1)• ⊗ Cψ−1). Comme
xi normalise M0, P1 est un sous-groupe parabolique semi-standard et U0∩P1 est e´gal a`
(U0 ∩M1)(U0 ∩ U1). Alors, d’apre`s [BlD], Proposition 1.12, H0(U0 ∩ P1, (E1)• ⊗ Cψ−1)
est isomorphe a` H0(U0 ∩M1, H0(U0 ∩ U1, (E1)• ⊗ Cψ−1)).
Montrons que H0(U0 ∩ U1, (E1)• ⊗ Cψ−1) est re´duit a` ze´ro. L’action de U1 e´tant triviale
sur (E1)•, on est re´duit a` prouver que
H0(U0 ∩ U1,Cψ−1) = {0}. (4.4)
Comme x = xi avec i > 0, U0P1 n’est pas ouvert et en particulier P1 n’est pas anti-
standard. Montrons qu’il existe α ∈ ∆(P0) telle que (U0)α soit contenu dans U1.
Si c’e´tait faux, tous les (U0)α serait contenu dans P1
−, donc P1
− contiendrait U0, ce
qui voudrait dire que P1
− est standard, donc que P1 est anti-standard. On a donc
prouve´ notre affirmation. Ceci prouve que la restriction de ψ a` U0∩U1 est non triviale.
L’assertion (4.4) en re´sulte imme´diatement en utilisant la de´finition. On a donc montre´
que pour tout i > 0, H0(U0, Ii/Ii−1 ⊗ Cψ−1) est nul.
Par ailleurs, U0 e´tant re´union de sous-groupes compacts ouverts, le foncteur qui, a` tout
U0-module lisse V , associe H0(U0, V ⊗Cψ−1) est exact (cf. (2.15)). Alors, un argument
de suite exacte montre (iii).
(iv) est obtenu par passage au dual dans (iii).
On va prouver (v) essentiellement comme dans [BlD], The´ore`me 2.8 (iv). A l’aide (i) et
(iii), on voit que HomB(H0(U0, IB), B) est canoniquement isomorphe a` HomB(H0(U0∩
M,E⊗Cψ−1)⊗B,B). A η ∈ Wh(σ), il correspond un unique e´le´ment de cet espace qui
a` e ⊗ b ∈ H0(U0 ∩M,E ⊗ Cψ−1)⊗ B associe η(e)b ∈ B. On note ξ(P, σB, η) l’e´le´ment
correspondant de HomB(H0(U0, IB), B) dans l’isomorphime ci-dessus.
Pour tout B-module, ou morphisme de B-module, on dispose de la spe´cialisation en
tout e´le´ment χ de X(M), qu’on note avec χ en un indice infe´rieur. Le spe´cialise´ de
IB est Iχ, notamment. Montrons que le spe´cialise´ en χ de ξ(P, σB, η) est ξ(P, σχ, η).
D’apre`s le point (iii), il suffit pour prouver cette e´galite´, d’e´tudier la restriction de ces
formes line´aires a` Jχ. On conclut en explicitant les isomorphismes graˆce a` (i) et (ii).
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La re´alisation compacte de IB se fait dans l’espace I ⊗ B. Si v ∈ I, ξ(P, σB, η)(v ⊗ 1)
est un e´le´ment de B dont la valeur en χ est e´gale a` ξ(P, σχ, η)(v), d’apre`s ce que l’on
vient de voir. Cela prouve (v).
Proposition 1 On suppose σ unitaire. Soit η ∈ Wh(σ).
(i) Si χ ∈ X(M) est tel que Re(χδ
−1/2
P ) soit strictement P -dominant, la fonction sur
G a` valeurs dans E ′, χ 7→ ξ˜(P, σχ, η), de´finie par:
〈ξ˜(P, σχ, η)(umu
−), e〉 = ψ(u−)−1〈η, (χ−1δ
1/2
P )(m)σ(m
−1)e〉, e ∈ E, u ∈ U,m ∈M,u− ∈ U−
et
ξ˜(P, σχ, η)(g) = 0, g /∈ UMU
−,
est faiblement continue, i.e. pour tout e ∈ E, l’application g 7→ 〈ξ˜(P, σχ, η)(g), e〉 est
continue sur G.
(ii) Pour tout v ∈ Iχ et χ comme en (i), on a:
ξ(P, σχ, η)(v) =
∫
K
〈ξ˜(P, σχ, η), v(k)〉dk
ainsi que:
ξ(P, σχ, η)(v) =
∫
U−
〈η, v(u−)〉ψ(u−)−1du−,
l’inte´grale e´tant absolument convergente
De´monstration:
Nous aurons besoin du Lemme suivant pour prouver (i).
Lemme 2 Si umu− ∈ UMU− tend vers un e´le´ment du comple´mentaire de UMU−
dans G, alors pour tout e´le´ment ν de a∗M strictement P
−-dominant, eν(HM (m)) tend vers
ze´ro.
De´monstration:
Nous allons utiliser des repre´sentations rationnelles de G. Fixons quelques notations
supple´mentaires.
On note G le groupe alge´brique dont G est le groupe des points sur F . On utilisera
des notations similaires pour les sous-groupes de G. Soit T un F -tore maximal de G
contenant A0, B un sous-groupe de Borel de G, contenant T et contenu dans P
−
0 . On
note Σ(T ) l’ensemble des racines de T dans G. On note Λ(T ) (resp. Λ(T )rac) le re´seau
des poids (resp. le re´seau des racines) de T relatif a` G. On note Γ le groupe de Galois
de F qui agit sur ces re´seaux. On note Λ+ l’ensemble des poids dominants relatifs a` B.
On note Λ+M l’ensemble des e´le´ments λ de Λ
+ tels que G admette une repre´sentation
rationnelle irre´ductible, de dimension finie, de plus haut poids λ, (piλ, Vλ), telle que ,
notant vλ un vecteur non nul de poids λ on ait:
Le vecteur vλ se transforme sous un caracte`re rationnel de M note´ λ˜. De
plus, il existe v′λ ∈ V
′
λ invariant par U et tel que le coefficient cλ(g) =
|〈piλ(g)vλ, v
′
λ〉|F soit nul sur le comple´mentaire dans G de UMU
−. On
note l l’e´lement de a∗M tel que pour tout m ∈M , |λ˜(m)|F = e
l(HM (m)).
(4.5)
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On remarque que:
Λ+M est stable par multiplication par la restriction a` T des caracte`res ra-
tionnels de G.
(4.6)
Soit β un e´le´ment de l’ensemble des racines de A0 dans G, Σ(A0). On note
β˜ :=
∑
α∈Σ(T ),α|A0=β
α.
On voit facilement qu’il existe n ∈ N∗ tel que, pour tout β ∈ Σ(A0), il existe nβ ∈ N
∗
tel que nββ˜|A0 = nβ. Notons n.Λrac(A0) le re´seau engendre´ par les nβ β˜, β ∈ Σ(A0). Par
construction, les e´le´ments de n.Λrac(A0) sont invariants sous Γ et e´le´ments de Λrac(T ).
On note que tout e´le´ment de n.Λrac(A0) est invariant par le groupe de Weyl de M 0
relatif a` T , W (M0, T ). Notons Λ(A0) le re´seau des poids de A0. Comme l’ensemble des
restrictions a` A0 des e´le´ments de n.Λrac(A0) contient nΛrac(A0), ou` Λrac(A0) de´signe le
re´seau des racines de A0 dans G, il existe n
′ ∈ N∗ tel que l’ensemble des restrictions a`
A0 de n.Λrac(A0) contienne n
′Λ(A0).
Par ailleurs un e´le´ment de n.Λrac(A0) est dans Λ
+ si et seulement si sa restriction a` A0
est un e´le´ment de l’ensemble, Λ+(A0), des poids U
−
0 -dominants de A0. Donc :
L’ensemble des restrictions a` A0 des e´le´ments de n.Λrac(A0))
+ :=
n.Λrac(A0) ∩ Λ
+ contient n′Λ+(A0)
(4.7)
Soit λ ∈ (n.Λrac(A0))
+ ⊂ Λ(T )rac ∩ Λ
+. On de´duit de [T], The´ore`me 3.3 et Lemme
3.2, l’existence d’une repre´sentation rationnelle de G , irre´ductible de plus haut poids
λ, (piλ, Vλ). Soit vλ ∈ Vλ un vecteur non nul de poids de poids λ. Montrons qu’il se
transforme sous un caracte`re rationnel de M0. On peut pour cela passer a` la cloˆture
alge´brique. L’invariance de λ par W (M 0, T ), le fait que l’espace de poids λ soit de
dimension 1 (cf. [Hu], Proposition 31.2) et la de´composition de Bruhat de M 0 permet
de conclure.
On note Λ++M l’ensemble des e´le´ments de (n.Λrac(A0))
+ dont la restriction
a` A0 est orthogonale aux racines de simples, pour U
−
0 , de A0 dans M , ce
qui est automatique, et non orthogonale aux autres racines simples de A0
dans U−0 .
(4.8)
On va montrer:
Λ++M ⊂ Λ
+
M . (4.9)
Soit λ ∈ Λ++M . Il faut d’abord montrer que vλ se transforme sous un caracte`re rationnel
de M , qu’on notera λ˜. On note λ0 la restriction de λ a` A0. On prouve de manie`re
analogue a` la Proposition 31.2 de [Hu], en utilisant ici la densite´ de U−0 M0U0 dans G,
que le sous-espace de poids λ0 sous A0 dans V est de dimension 1. On voit de meˆme que
les poids de A0 dans Vλ sont de la forme µ = λ0+
∑
β∈∆(P0)
cββ, ou` les cβ sont e´le´ments
de N (on rappelle que B est contenu dans P−0 ). Par ailleurs le goupe de Weyl, W
M
,
de M relatif a` A0 fixe λ0 car λ ∈ Λ
+
M . On ache`ve de prouve notre assertion sur vλ en
utilisant la de´composition de Bruhat de M relative a` P−0 ∩M .
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On conside´re maintenant l’hyperplan de Vλ engendre´ par les sous-espaces de poids sous
A0 pour des poids distincts de λ0. Graˆce a` l’information obtenue ci-dessus sur les poids
de A0 dans Vλ et a` la Proposition 27.2 de [Hu], on voit que cet hyperplan est stable
par U . En conse´quence la forme line´aire sur Vλ, v
′
λ, nulle sur cet hyperplan et valant 1
sur vλ se transforme sous un caracte`re rationnel du groupe unipotent U . Elle est donc
invariante par U .
Conside´rons la fonction cλ sur G, a` valeurs re´elles, de´finie par:
cλ(g) = |〈piλ(g)vλ, v
′
λ〉|F , g ∈ G.
Montrons que l’hypothe`se sur λ implique que cλ est nulle en dehors de UMU
−. En
effet, d’apre`s la de´composition de Bruhat, un e´le´ment de ce comple´mentaire s’e´crit
g = uwmu−, ou` w ∈ WG repre´sente un e´le´ment du groupe de WeylW
G
qui n’appartient
pas au groupe de Weyl W
M
. Alors cλ(g) est un multiple de |〈piλ(w)vλ, v
′
λ〉|F . Mais
piλ(w)vλ est de poids wλ0 sous A0. Ce poids est distinct de λ0 car λ ∈ Λ
++
M . On en
de´duit que |〈piλ(w)vλ, v
′
λ〉|F est nul. Donc cλ(g) est nul, comme de´sire´. Ceci ache`ve de
prouver (4.9).
Soit λ ∈ Λ+M . La fonction cλ est continue sur G. On en de´duit que, si umu
− tend vers
un un e´le´ment du comple´mentaire de UMU− dans G, |λ˜(m)|F = e
l(HM (m) tend vers
ze´ro. Soit ν comme dans l’e´nonce´. Notons, pour β racine simple de A0 dans l’alge`bre
de Lie de P−0 , δβ le poids fondamental de A0 relatif a` U
−
0 correspondant. D’ape`s (4.9) et
(4.7), on voit que toute combinaison line´aire a` coefficients dans N∗ des n′δβ, ou` β n’est
pas une racine de A0 dans M , est e´gale a` un l comme ci-dessus. En prenant tous les
coefficient e´gaux a` un sauf celui correspondant a` un β, que l’on prend tre`s grand, et en
faisant varier β puis en tenant compte de (4.6), on voit que ν s’e´crit comme combinaison
line´aire a` coefficients positifs d’e´le´me´nts l pour λ ∈ Λ+M . Le Lemme en re´sulte.
Alors le point (i) de la Proposition re´sulte imme´diatement du Lemme pre´ce´dent et du
fait que pour tout e ∈ E, la fonction sur M , m 7→ 〈σ′(m)η, e〉 est borne´e car σ est
unitaire(cf. Lemme 1 (ii)).
Prouvons (ii). D’abord l’e´galite´:
∫
K
〈ξ˜(P, σχ, η), v(k)dk =
∫
U−
〈η, v(u−)〉ψ(u−)−1du−
re´sulte de la formule inte´grale (2.10) et de la la continuite´ montre´e en (i), les inte´grales
e´tant de plus absolument convergentes. Le deuxie`me membre de cette e´galite´, lorsque
v varie, de´finit une fonctionnelle de Whittaker sur Iχ, comme le montre de simples
changement de variables, en e´tudiant se´pare´ment la transformation selon U0∩M et U
−
de cette forme line´aire. Celle-ci posse`de les proprie´te´s caracte´ristiques de ξ(P, σχ, η) (cf.
The´ore`me 1 (i) et (ii)). (ii) en re´sulte.
Proposition 2 Soit P un sous-groupe parabolique anti-standard de G.
(i) Soit O l’orbite inertielle d’une repre´sentation lisse irre´ductible deM . Si (σ, E) est un
objet de O et η ∈ Wh(σ), on de´finit ξ(P, σ, η) en idenfiant σ a` σ⊗1. La correspondance
η 7→ ξ(P, σ, η) est une application line´aire bijective entre Wh(σ) et Wh(iGPσ), que l’on
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note φ(σ).
Soit (σ, E) et (σ1, E1) deux objets de O e´quivalents. Soit T : E 7→ E1 un ope´rateur
d’entrelacement bijectif entre σ et σ1. La transpose´e de T , T
t, de´termine une bijection
note´e encore T t, de Wh(σ1) sur Wh(σ). On note indT , l’ope´rateur d’entrelacement
induit par T entre iGPσ et i
G
Pσ1, qui est simplement la composition des applications de
G dans E avec T . Alors on a:
ξ(P, σ1, η1) = ξ(P, σ, T
tη1) ◦ (indT )
−1, η1 ∈ Wh(σ1). (4.10)
Cela de´finit φ comme fonction sur O a` valeurs dans Hom(Wh(.),Wh(iGP )(.)), note´
aussi Hom(Wh,Wh(iGP )) (cf. (2.19)).
(ii) En particulier, on a:
Si σ1 = mσ avec m ∈ M ∩ K, l’application T = σ(m
−1) entrelace σ et
σ1, T
t = σ′(m) est une bijection de Wh(σ1) sur Wh(σ). De plus indT
est la multiplication par σ(m−1), donc est e´gal a` λ(m) (cf. (2.11) pour les
notations), car δ
1/2
P est e´gale a` 1 sur les e´le´ments de M ∩K. La formule
ci-dessus se lit donc dans ce cas:
ξ(P,mσ, η1) = ξ(P, σ, σ
′(m)η1) ◦ λ(m
−1), η1 ∈ Wh(σ1)
ou bien
ξ(P,mσ, σ′(m−1)η) = ξ(P, σ, η) ◦ λ(m−1), η ∈ Wh(σ).
(4.11)
De´monstration:
Cela re´sulte de la caracte´risation de ξ(P, σ, η) donne´e par le The´ore`me 1 (iv).
Soit (σ, E) un objet de O et e ∈ E. Soit H un sous-groupe compact ouvert de G
contenu dans K posse´dant une factorisation d’Iwahori par rapport a` (P, P−) (cf. (2.6))
et tel que e soit invariant par HM . On suppose en outre que H est assez petit, de sorte
que HU− soit contenu dans Kerψ. On de´finit une application de G dans E, v
P,H
e,σ , par:
vP,He,σ (umhU−) = δ
1/2
P (m)σ(m)e si hU− ∈ HU− et m ∈M,u ∈ U .
vP,He,σ (g) = 0 si g /∈ PH = PHU−.
(4.12)
Comme e est HM -invariant, v
P,H
e,σ est invariante a` droite par H . C’est un e´le´ment de
iGPE et meˆme de J1, avec les notations du The´ore`me 1. On remarque que:
Pour χ ∈ X(M), la restriction de vP,He,σχ a` K ne de´pend pas de χ. (4.13)
Notons
vol(HU−) =
∫
HU−
du−
ou` du− est la mesure de Haar sur U− choisie en (2.7). En utilisant le The´ore`me 1 (ii)
et (iv), on voit que:
〈ξ(P, σ, η), vP,He,σ 〉 = vol(HU−)〈η, e〉, (4.14)
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Lemme 3 Induction par e´tage pour les fonctionnelles de Jacquet
Soit P1 =M1U1 sous-groupe parabolique de G contenant le sous-groupe parabolique anti-
standard P . On note (σ1, E1) = (i
M1
P∩M1
σ, iM1P∩M1E). On identifie i
G
Pσ a` i
G
P1
σ1. Alors si
η ∈ Wh(σ), η1 := ξ(P ∩M1, σ, η) est un e´le´ment de Wh(σ1) et on a:
ξ(P, σ, η) = ξ(P1, σ1, η1).
De´monstration:
D’apre`s le The´ore`me 1 (iv) et (ii), il suffit de voir que pour tout v ∈ iGPE a` support
dans PU− on a:
〈ξ(P, σ, η), v〉 = 〈ξ(P1, σ1, η1), v1〉, (4.15)
ou` v1 est l’e´le´ment de i
G
PE1 correspondant a` v dans l’identification de i
G
PE a` i
G
P1
E1. Le
premier membre de l’e´galite´ a` de´montrer est donne´ par le The´ore`me 1 (ii) et (iv):
〈ξ(P, σ, η), v〉 =
∫
U−
〈η, v(u−)〉ψ−1(u−)−1du−.
De meˆme v1 est a` support dans P1U
−
1 = P1U0. Cela permet de calculer le deuxie`me
membre:
〈ξ(P1, σ1, η1), v1〉 =
∫
U−
1
〈η1, v1(u
−
1 )〉ψ
−1(u−1 )
−1du−1 .
Mais v1(u
−
1 ), comme e´le´ment de E1 = i
M1
P∩M1
E est a` support dans (P ∩M1)(U
− ∩M1).
En utilisant a` nouveau le The´ore`me 1 (ii) et (iv), on exprime 〈η1, v1(u
−
1 )〉. Le The´ore`me
de Fubini permet de conclure a` l’e´galite´ (4.15).
4.2 Sous-groupes paraboliques semi-standard
On rappelle que WG de´signe un ensemble de repre´sentants dans K du groupe de Weyl,
W
G
, de G par rapport a` M0. Si M est un sous-groupe de Le´vi d’un sous-groupe
parabolique semi-standard de G, P , on note WM = WG ∩M qui est un ensemble de
repre´sentants dans M de W
M
. La longueur des e´le´ments de W
G
est de´termine´e par le
choix de P0.
On suppose en outre ici P anti-standard. Il existe un ensemble de repre´sentants de
W
G
/W
M
, WM , dans W
G
tel que (cf. [War], Proposition 1.1.2.13):
Tout e´le´ment w de W
G
s’e´crive sous la forme wMw
M , avec wM ∈ WM ,
wM ∈ W
M
, et tel que la longueur de w soit e´gale a` la somme des longueurs
de wM et w
M .
(4.16)
Soit P = MU un sous-groupe parabolique semi-standard de G. On
notera wP ou parfois seulement w, s’il n’y a pas d’ambiguite´, l’e´le´ment
wP de G tel que w
−1
P ∈ W
G, P ′ = wP .P soit anti-standard et tel que
w−1P repre´sente l’e´le´ment du groupe de Weyl de longueur minimum dans
w−1P W
M ′
=W
M
w−1P . L’unicite´ de wP re´sulte du fait que deux sous-groupes
paraboliques anti-standard de G conjugue´s sont e´gaux.
(4.17)
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Alors, avec les notations de (2.11), wP .M est le sous-groupe de Le´vi de wP .P .
Soit (σ, E) une repre´sentation lisse de M et w ∈ WG. On dispose de l’isomorphisme
λ(w) : iGPE 7→ i
G
w.PwE entre les repre´sentations i
G
Pσ et i
G
w.Pwσ qui a` v associe vw, ou`
vw(g) = v(w
−1g) pour g ∈ G. Notons, que comme w ∈ K, pour v ∈ iKP∩KE et tout
χ ∈ X(M), la restriction de λ(w)vχ a` K est e´gale a` λ(w)v. On voit aussi que si σ est
unitaire, λ(w) est unitaire.
De´finition 1 On de´finit:
Wh(P, σ) := Wh(wPσ)
ξ(P, σ, η) := ξ(wP .P, wPσ, η) ◦ λ(wP ), η ∈ Wh(P, σ).
Alors:
L’application η 7→ ξ(P, σ, η) est une bijection entre Wh(P, σ) et
Wh(iGPσ)(⊂ (i
G
PE)
′) .
(4.18)
On a:
Pour tout v ∈ iKP∩KE, l’application χ 7→ 〈ξ(P, σχ, η), vχ〉 est polynomiale
en χ ∈ X(M), ou` vχ est l’e´le´ment de l’espace de i
G
Pσχ dont la restriction a`
K est e´gale a` v.
(4.19)
En effet cela re´sulte de la De´finition 1 et du The´ore`me 1 (iv).
Soit (σ, E) et (σ1, E1) des repre´sentations lisses e´quivalentes de M . Soit T : E → E1
un ope´rateur d’entrelacement bijectif entre σ et σ1. Comme T entrelace aussi wPσ et
wPσ1, la transpose´e de T , T
t de´termine une bijection, note´e encore T t, de Wh(P, σ1)
sur Wh(P, σ). Alors, on de´duit de la De´finition 1 et de la Proposition 2 que:
ξ(P, σ1, η1) = ξ(P, σ, T
tη1) ◦ (indT )
−1, η1 ∈ Wh(P, σ1). (4.20)
Reformulons la De´finition 1 en posant s = w−1P , Q = wP .P , de sorte que Q est anti-
standard et P = s.Q, et en changeant σ en sσ:
Si Q est un sous-groupe parabolique anti-standard de G, de sous-groupe
de Le´vi MQ, et si s ∈ W
G est de longueur minimum dans sWMQ, on a:
Wh(s.Q, sσ) = Wh(Q, σ)
ξ(s.Q, sσ, η) = ξ(Q, σ, η) ◦ λ(s−1).
(4.21)
4.3 Inte´grales de Jacquet
De´finition 2 Soit P = MU un sous-groupe parabolique semi-standard de G et (σ, E)
une repre´sentation lisse de M . Avec les notations pre´ce´dentes, on de´finit des e´le´ments
EGP (σ, v, η) de C
∞(U0\G,ψ), appele´es inte´grales de Jacquet, par:
EGP (σ, η, v)(g) = 〈ξ(P, σ, η), i
G
Pσ(g)v〉, v ∈ i
G
PE, η ∈ Wh(P, σ).
On de´duit de (4.19) que:
Si χ ∈ X(M), v ∈ iKK∩Pσ, on rappelle que vχ est l’e´le´ment de i
G
Pσχ dont la
restriction a` K est v.
Alors, pour tout g ∈ G, l’application χ 7→ EGP (σχ, η, vχ)(g) est polynomiale
en χ ∈ X(M).
(4.22)
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5 Fonctionnelles de Jacquet et inte´grales d’entrelacement
5.1 Inte´grales d’entrelacement
Soit P =MU , P ′ =MU ′ deux sous-groupes paraboliques semi-standard de G de sous-
groupe de Le´vi M . Soit O l’orbite inertielle d’une repre´sentation lisse irre´ductible de
M .
Il existe une fonction rationnelle de´finie sur O, A(P ′, P, .) a` valeurs dans
HomG(i
G
P ., i
G
P ′.) avec les proprie´te´s suivantes:
Pour tout (σ, E) objet de O, il existe R ∈ R tel que pour tout χ ∈ X(M)
ve´rifiant 〈Reχ, α〉 > R pour tout α ∈ Σ(P ) ∩ Σ(P ′−) on ait:
〈(A(P ′, P, σχ)v)(g), eˇ〉 =
∫
U∩U ′\U ′
〈v(u′g), eˇ〉du′, v ∈ iGPVχ, eˇ ∈ Eˇ,
l’inte´grale e´tant absolument convergente.
(5.1)
La rationalite´ s’entend dans le sens suivant:
Il existe une fonction polynoˆme sur X(M) non nulle, b, telle que pour
tout v ∈ iKK∩PV , l’application qui a` χ ∈ X(M) satisfaisant la condition
ci-dessus associe la restriction a` K de b(χ)A(P ′, P, σχ)(vχ) est a` valeurs
dans un espace vectoriel de dimension finie de iKP∩KE et se prolonge de
fac¸on polynomiale en χ ∈ X(M) (cf. [W], The´ore`me IV.1.1).
Si σ est tempe´re´e, on peut prendre R = 0 (cf. [W], Proposition IV. 2.1) .
(5.2)
Il existe une application rationnelle sur O a` valeurs dans C, j, telle que pour tout
sous-groupe parabolique semi-standard de G, P , de sous-groupe de Le´vi M , on ait (cf.
[W], IV.3 (1)):
Pour σ objet de O tel que A(P, P−, σ)A(P−, P, σ) soit de´fini, cet ope´rateur
est l’homothe´tie de rapport j(σ).
(5.3)
On a (cf. [W] IV.3 (3)):
Si w ∈ WG, j(wσ) = j(σ). (5.4)
D’autre part, on obtient facilement un analogue de [W] IV.1 (11) pour les adjoints
des inte´grales d’entrelacement. Cela conduit a` un analogue de l.c. IV. 3 (2) que l’on
exprime sous la forme suivante:
Le nombre j(σ) est re´el si σ est unitaire. (5.5)
Si α est un e´le´ment de l’ensemble Σred(P ) des racines re´duites de Σ(P ), on note Aα la
composante neutre du noyau de α dans AM et Mα le centralisateur de Aα. On note
jα(σ) le terme analogue a` j(σ) obtenu en remplac¸ant G par Mα.
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D’apre`s [W] IV.3 (4), si P, P ′, P ′′ sont des sous-groupes paraboliques semi-standard de
G de sous-groupe de Le´vi M , on l’e´galite´ de fonctions rationnelles sur O:
A(P ′′, P ′, σ)A(P ′, P, σ) = j(P ′′, P ′, P, σ)A(P ′′, P, σ),
ou` j(P ′′, P ′, P, σ) est le produit des jα(σ) pour α ∈ Σred(P ) ∩ Σred(P
′′) ∩
Σred(P
′−).
(5.6)
On a aussi:
Pour α ∈ Σred(P ), les points ou` l’application rationnelle sur X(M), χ 7→
jα(σχ), a un poˆle ou un ze´ro sont de la forme χ = χλ avec λ e´le´ment d’un
nombre fini d’hyperplans de (a′M)C de la forme 〈λ, αˇ〉 = c.
Les points ou` l’application rationnelle sur X(M), χ 7→ A(P ′, P, σχ) a un
poˆle ou bien ou` A(P ′, P, σχ) n’est pas inversible sont de la forme χ =
χλ avec λ e´le´ment d’un nombre fini d’hyperplans de (a
′
M)C de la forme
〈λ, αˇ〉 = c, avec α ∈ Σ(P ′) ∩ Σ(P−)(cf. [H], p. 393).
(5.7)
Par transport de structure, on a, pour x ∈ G, normalisant M0:
λ(x)A(P ′, P, σ) = A(x.P ′, x.P, xσ)λ(x) (5.8)
et
Si α est une racine re´duite de Σ(P ), w ∈ WG, alors:
jα(σ) = jwα(wσ).
(5.9)
5.2 Matrices B
Proposition 3 (i) Soit O l’orbite inertielle d’une repre´sentation lisse irre´ductible de
M . Il existe une unique application rationnelle de´finie sur O, B(P, P ′, .) a` valeurs dans
HomC(Wh(P
′, .),Wh(P, .)) telle que l’on ait l’e´galite´ de fonctions rationnelles sur O:
ξ(P ′, σ, η) ◦ A(P ′, P, σ) = ξ(P, σ, B(P, P ′, σ)η), η ∈ Wh(P ′, σ).
(ii) La rationalite´ a ici le sens suivant:
Soit σ un objet de O. Pour tout χ ∈ X(M), Wh(P, σχ) = Wh(P, σ), et, avec les
notations de (5.1), pour tout η ∈ Wh(P ′, σ), la fonction χ 7→ b(χ)B(P, P ′, σχ)η est une
fonction polynomiale sur X(M) a` valeurs dans Wh(P, σ).
La relation qui de´finit B(P ′, P, σ) comme fonction sur O est la suivante:
Soit (σ, E), (σ1, E1) deux objets de O e´quivalents et T un entrelacement bijectif entre
σ et σ1. La transpose´e de T , T
t, de´termine une bijection entre Wh(P, σ1) et Wh(P, σ)
d’une part, Wh(P ′, σ1) et Wh(P
′, σ) d’autre part et l’on a:
B(P, P ′, σ1) = (T
t)−1B(P, P ′, σ)T t.
(iii) La fonction rationnelle sur X(M), χ 7→ B(P, P ′, σχ) n’a de poˆles qu’en des points
ou l’application χ 7→ A(P ′, P, σχ) a un poˆle.
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De´monstration:
Soit (σ, E) un objet de O. Soit b comme dans (5.2). D’apre`s le The´ore`me 1 (iv), on a:
Pour tout η ∈ Wh(P ′, σ), il existe un unique η(χ) ∈ Wh(P, σ) tel que:
ξ(P ′, σχ, η) ◦ (b(χ)A(P
′, P, σχ)) = ξ(P, σχ, η(χ)).
(5.10)
Montrons que l’application χ→ η(χ) est polynomiale en χ ∈ X(M). Soit w comme en
(4.17), de sorte que w.P est anti-standard et Wh(P, σ) est e´gal a` Wh(wσ). Il s’agit de
montrer que:
Pour tout e ∈ w.E = E, 〈η(χ), e〉 de´pend polynomialement de χ ∈ X(M) (5.11)
Avec les notations de (4.12) et (4.14), ou` on change σ en wσ, on a:
〈η(χ), e〉 = vol(Hw.U−)
−1〈ξ(w.P, wσχ, η(χ)), v
w.P,H
wσχ,e 〉.
Mais la De´finition 1 montre que:
ξ(P, σχ, η(χ)) = ξ(w.P, wσχ, η(χ)) ◦ λ(w).
Donc
〈η(χ), e〉 = vol(Hw.U−)
−1〈ξ(P, σχ, η(χ)), λ(w
−1)vw.P,Hwσχ,e 〉.
Comme w ∈ K, on de´duit de (4.13) que la restriction a` K de λ(w−1)vw.P,Hwσχ,e est
inde´pendante de χ ∈ X(M). Alors (5.10) permet d’exprimer 〈η(χ), e〉 a` l’aide de
ξ(P ′, σχ, η). L’assertion (5.11 ) re´sulte de (5.2) et des proprie´te´s des fonctionnelles de
Jacquet (cf. The´ore`me 1 (v)).
On ve´rifie, graˆce a` la de´finition de Wh(P, σ1) et Wh(P, σ), que T
t de´termine bien un
isomorphisme entre ces deux espaces et de meˆme pour P ′.
On pose B(P ′, P, σχ)η := b(χ)
−1η(χ). On voit graˆce a` l’unicite´ dans (5.10) et a` (5.11)
que cela de´finit bien une fonction rationnelle sur O, en utilisant par exemple (2.20), et
qui a toutes les proprie´te´s voulues. Ceci prouve (ii).
Prouvons (iii). Si A(P ′, P, σχ) n’a pas de poˆle en χ0, pour tout v ∈ i
K
K∩P , l’application
〈ξ(P, σχ, B(P, P
′, σχ)η, vχ〉 est e´galement sans pole en χ0. Mais il re´sulte de la De´finition
1 et (4.14), que ceci suffit a` assurer que B(P, P ′, σχ)η n’a pas de poˆle en χ0.
5.3 Induction par e´tage pour les matrices B
Proposition 4 Soit P = MU , P ′ = MU ′ deux sous-groupes paraboliques semi-
standard de G de meˆme sous-groupe de Le´vi, contenus dans un meˆme sous-groupe
parabolique anti-standard de G, P1 = M1U1. Soit O l’orbite inertielle d’une
repre´sentation lisse irre´ductible de M et (σ, E) un objet de O. Alors:
(i) Wh(M1 ∩ P, σ) = Wh(P, σ), Wh(M1 ∩ P
′, σ) =Wh(P ′, σ).
(ii) On a l’e´galite´ de fonctions rationnelles sur O:
B(P, P ′, σ) = B(P ∩M1, P
′ ∩M1, σ).
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De´monstration:
(i) On utilise les notations de (4.17), qu’on utilise aussi pour M1. Comme W
M1 est
contenu dans WG et que P1 est anti-standard, il re´sulte des de´finitions que:
wP = wP∩M1, wP ′ = wP ′∩M1
Joint a` (4.17), ceci prouve la premie`re e´galite´ de (i). On prouve la deuxie`me e´galite´ de
manie`re identique. Ceci prouve (i).
Prouvons (ii). Par rationalite´, il suffit de prouver l’e´galite´ lorsque T = A(P ′ ∩M1, P ∩
M1, σ) est bijectif. Soit η
′ ∈ Wh(P ′, σ) et calculons ξ = ξ(P, σ, B(P, P ′, σ)η′). On a,
par de´finition des matrices B:
ξ = ξ(P ′, σ, η′) ◦ A(P ′, P, σ).
On identifie, graˆce a` l’induction par e´tages, iGPσ avec i
G
P1
σ− et iGP ′σ avec i
G
P1
σ−1 , ou`
σ− = iM1P∩M1σ et σ
−
1 = i
M1
P ′∩M1
σ. Alors, d’apre`s [W] IV. 1 (14):
A(P ′, P, σ) = indT.
On utilise la De´finition 1, puis on applique le Lemme 3 a` wP ′.P et wP ′σ, et a` nouveau
la De´finition 1 pour M1 et le fait que wP ′ ∈ M1 pour voir que:
ξ(P ′, σ, η′) = ξ(P1, σ
−
1 , ξ(P
′ ∩M1, σ, η)). (5.12)
Joint a` ce qui pre´ce`de et a` (4.10), on en de´duit:
ξ = ξ(P1, σ
−, T tξ(P ′ ∩M1, σ, η
′)).
Mais par de´finition de T et des matrices B, on a:
T tξ(P ′ ∩M1, σ, η
′) = ξ(P ∩M1, B(P ∩M1, P
′ ∩M1, σ)η
′).
Finalement on a prouve´:
ξ(P, σ, B(P, P ′, σ)η′) = ξ(P, σ, B(P ∩M,P
′ ∩M1, σ)η
′).
D’ou` l’on de´duit (ii).
5.4 Equation fonctionnelle des inte´grales de Jacquet
Lemme 4 (i) Avec les notations de la De´finition 2, soit (σ, E) un objet de O. Soit
P =MU , P ′ =MU ′ deux sous-groupes paraboliques semi-standard de G de sous-groupe
de Le´vi M . On a l’e´galite´ de fonctions rationnelles sur X(M):
EGP (σ,B(P, P
′, σχ)η, vχ)(g) = E
G
P ′(σ, η, A(P
′, P, σχ)vχ)(g), v ∈ i
K
P∩KE, η ∈ Wh(P
′, σ).
(ii) Avec les notations de (4.17), on a l’e´galite´:
EGP (σ, η, v) = E
G
wP .P
(wPσ, η, λ(wP )v), v ∈ i
G
PE, η ∈ Wh(P, σ).
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(iii) On suppose que P est anti-standard. Si (σ1, E1) est une repre´sentation de M
e´quivalente a` (σ, E) et, si T est un ope´rateur d’entrelacement bijectif entre σ et σ1, on
a, avec les notations de la Proposition 2:
EGP (σ, T
tη1, v) = E
G
P (σ1, η1, (indT )v), v ∈ i
K
P∩KE, η ∈ Wh(σ1).
De´monstration:
(i) est une conse´quence imme´diate de la de´finition des inte´grales de Jacquet (De´finition
2) et de celle des matrices B (Proposition 3).
(ii) re´sulte de (4.17) et de la de´finition des inte´grales de Jacquet.
(iii) re´sulte de la Proposition 2.
6 Enonce´ du The´ore`me principal
6.1 Formes sesquiline´aires
Hypothe`se supple´mentaire On suppose de´sormais que ψ est en outre unitaire.
Si E est un espace vectoriel complexe, on note E l’espace vectoriel conjugue´: c’est le
meˆme groupe additif, mais la multiplication par les scalaires est conjugue´e. Soit (pi, V )
une repre´sentation lisse de G. On rappelle qu’on note (pˇi, Vˇ ) sa contragre´diente lisse.
On note (pi, V ) la repre´sentation conjugue´e et (pi∗, V ∗) la repre´sentation (pˇi, Vˇ ). Notez
que Vˇ s’identifie naturellement a` l’espace des formes antiline´aires sur V fixe´es par un
sous-groupe compact ouvert de G.
Dans la suite produit scalaire voudra dire produit scalaire line´aire dans la premie`re
variable et antiline´aire dans la seconde. Si pi est unitaire, i.e. muni d’un produit
scalaire invariant, V ∗ s’identifie naturellement a` V , par l’application v 7→ (v, .) et pi∗ a`
pi. Si χ est un e´le´ment de X(G) on note χ−1 son inverse et χ son complexe conjugue´.
Alors (pi ⊗ χ)∗ est naturellement isomorphe a` pi∗ ⊗ χ−1. Soit O l’orbite inertielle d’une
repre´sentation unitaire irre´ductible lisse de G. Si (pi, V ) est un objet de O, on de´duit
de ce qui pre´ce`de que (pi∗, V ∗) est aussi un objet de O. Montrons que:
Dans l’orbite inertielle O d’une repre´sentation cuspidale lisse irre´ductible,
il existe une repre´sentation unitaire.
(6.1)
En tensorisant par un caracte`re non ramifie´ de G, on trouve, dans l’orbite inertielle, une
repre´sentation, (pi, V ), telle que la restriction a` AG de pi soit donne´e par un caracte`re
unitaire. On fixe vˇ0 ∈ Vˇ non nul et on de´finit:
(v, v′) =
∫
AG\G
cvˇ0,v(g)cvˇ0,v′(g)dg, v, v
′ ∈ V.
On voit facilement que c’est un produit scalaire G-invariant, donc que σ est unitaire.
30
Lemme 5 On suppose que (pi, V ) est une repre´sentation lisse, cuspidale, unitaire et
irre´ductible de G. Alors:
(i) Il existe un unique produit scalaire hermitien sur Wh(pi) tel que:∫
AGU0\G
cξ,v(g)cξ′,v′(g)dg = (ξ, ξ
′)(v, v′), ξ, ξ′ ∈ Wh(pi), v, v′ ∈ V.
ou` la fonction sous le signe inte´grale est a` support compact d’apre`s le Lemme 1 (i).
(ii) Si χ est un caracte`re unitaire non ramifie´ de G, le produit scalaire sur Wh(piχ) =
Wh(pi), ne de´pend pas de χ.
(iii) Si T est un ope´rateur d’entrelacement unitaire avec une autre repre´sentation cus-
pidale de G, (pi1, V1), l’ope´rateur T
t de´termine un ope´rateur unitaire entre Wh(pi) et
Wh(pi1).
De´monstration:
(i) Il s’agit d’une simple application du Lemme de Schur.
(ii) re´sulte imme´diatement de la caracte´risation du produit scalaire.
(iii) est imme´diat.
On appliquera ces notations aux sous-groupes de Le´vi de G.
6.2 Transforme´e de Fourier-Whittaker
Proposition 5 (i) Soit P =MU un sous-groupe parabolique semi-standard de G et O
l’orbite inertielle d’une repre´sentation lisse unitaire irre´ductible et cuspidale deM . Soit
(σ, E) un objet de Ou. On munit Wh(P, σ) du produit scalaire de´fini graˆce au Lemme
5 et a` la de´finition de Wh(P, σ). Par tensorisation avec le produit scalaire d’induite
unitaire de iGP (σ), on en de´duit un produit scalaire sur Wh(P, σ)⊗ i
G
PE.
Soit f ∈ C∞c (U0\G,ψ). Il existe un unique e´le´ment de Wh(P, σ) ⊗ i
G
PE, F (P, σ), tel
que:
(F (P, σ), η ⊗ v) =
∫
U0\G
f(g)EGP (σ, η, v)(g)dg, v ∈ i
G
PE, η ∈ Wh(P, σ). (6.2)
(ii) Utilisant l’e´galite´ Wh(P, σχ) = Wh(P, σ) pour tout χ ∈ X(M) et la re´alisation
compacte, on voit que χ 7→ F (P, σχ) s’e´tend de X(M)u a` X(M) en une fonction poly-
nomiale note´e de meˆme.
(iii) Si σ1 est une repre´sentation unitaire e´quivalente a` σ de M et T un ope´rateur
d’entrelacement unitaire entre σ et σ1. On utilise les notations de la Proposition 3 (ii)
et l’unitarite´ de l’ope´rateur indT . Alors on a:
F (P, σ1) = ((T
t)−1 ⊗ indT )F (P, σ). (6.3)
Utilisant, les notations de (2.21), pour toute orbite inertielle d’une repre´sentation
lisse unitaire irre´ductible et cuspidale de M , O, σ 7→ F (P, σ) est un e´le´ment de
Pol(Ou,Wh(P, .) ⊗ i
G
P ). On fait agir G sur ce dernier espace par une repre´sentation
note´e ρ• de´finie par:
(ρ•(g)F )(P, σ) = (Id⊗ i
G
Pσ(g))F (P, σ).
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De´monstration:
Notons φ(v) le second membre de (6.2). Alors φ est une forme antiline´aire sur iGPE. Il
est clair que si f est invariante a` droite par un sous-groupe ouvert compact H de G, φ
est invariante par H . Par le the´ore`me de repre´sentation de Riesz, en dimension finie,
on en de´duit (i).
Prouvons (ii). Il suffit de voir que pour tout v ∈ iKP∩KE, η ∈ Wh(P, σ), l’application
χ 7→ (F (P, σχ), η ⊗ vχ) s’e´tend de fac¸on polynomiale de X(M)u a` X(M). Pour cela il
suffit de montrer que l’application qui a` χ ∈ X(M) associe:
φχ(v) :=
∫
U0\G
f(g)EGP ((σχ)
∗, η, vχ)(g)dg,
est polynomiale. Choisissons un sous-groupe compact ouvert, H , de G comme ci-dessus
et fixons v. En utilisant le fait que f est a` support compact, on voit qu’il existe des
constantes c1, . . . , cn ∈ C et g1, . . . , gn ∈ G telles que:
φχ(v) =
∑
i=1,...,n
cif(gi)E
G
P ((σχ)
∗, η, vχ)(gi), χ ∈ X(M).
Notre assertion re´sulte alors de (4.22). Cela prouve (ii). La relation (6.3) re´sulte de la
de´finition de F en (i), de la de´finition des inte´grales de Jacquet (De´finition 2), et de
(4.20). Le reste de (iii) re´sulte alors de (ii).
On retient les notations du Lemme 4 (ii). L’unitarite´ de λ(wP ) montre que la de´finition
de F implique que, pour σ comme dans (i):
F (P, σ) = (Id⊗ λ(wP )
−1)F (wP .P, wPσ). (6.4)
De meˆme, d’apre`s le Lemme 4 (i), on l’e´galite´ de fonctions rationnelles sur X(M)u:
(B(P, P ′, σχ)
∗ ⊗ Id)F (P, σχ) = (Id⊗ A(P
′, P, σχ)
∗)F (P ′, σχ). (6.5)
On sait [W], preuve du Lemme V.2.2, que l’on a la formule d’adjonction, pour σ unitaire:
A(P ′, P, σ)∗ = A(P, P ′, σ). (6.6)
On admet provisoirement la relation suivante pour P anti-standard et σ
unitaire
B(P, P ′, σ)∗ = B(P ′, P, σ). (6.7)
Nous montrerons cette relation au prix d’un travail non ne´gligeable, comme conse´quence
de l’e´tude des produits scalaires de paquets d’ondes. On de´duit alors de la relation(6.5)
que:
Si P =MU est anti-standard, on a l’identite´ de fonctions rationnelles sur
Ou:
(B(P ′, P, σ)⊗ Id)F (P, σ) = (Id⊗A(P, P ′, σ))F (P ′, σ).
(6.8)
Notation On notera fˆ(P, σ) au lieu de F (P, σ) et on appellera fˆ la transforme´e de
Fourier-Whittaker de f , ou plus simplement sa transforme´e de Fourier.
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6.3 Enonce´ du the´ore`me principal
The´ore`me 2 On suppose donne´ pour tout sous-groupe parabolique semi-standard de
G, P =MU , et pour toute repre´sentation lisse unitaire, irre´ductible et cuspidale de M ,
(σ, E), un e´le´ment F (P, σ) de Wh(P, σ) ⊗ iGPE. Alors il existe f ∈ C
∞
c (U0\G,ψ) tel
que fˆ = F si et seulement si:
(i) Pour toute orbite inertielle de repre´sentation lisse unitaire irre´ductible et cuspidale
de M , O, F ∈ Pol(Ou,Wh(P, .)⊗ i
G
P ). Notamment F ve´rifie (6.3).
(ii) Faisant agir G sur Wh(P, σ)⊗ iGPσ trivialement sur le premier facteur et naturelle-
ment sur le deuxie`me, il existe un sous-groupe compact ouvert fixant F (P, σ) pour tout
(P, σ) comme ci-dessus.
(iii) Pour tout sous-groupe parabolique semi-standard P de G, on a, avec les notations
de (4.17):
F (P, σ) = (Id⊗ λ(wP )
−1)F (wP .P, wPσ).
(iv) Si P = MU,P ′ = MU ′ sont deux sous-groupes paraboliques anti-standard de G
de meˆme sous-groupe de Le´vi et si P est anti-standard, on a l’identite´ de fonctions
rationnelles sur Ou:
(B(P ′, P, σ)⊗ Id)F (P, σ) = (Id⊗ A(P, P ′, σ))F (P ′, σ).
De plus f est unique.
En d’autres termes la transformation de Fourier-Whittaker de´termine un isomorphisme
entre C∞c (U0\G,ψ) et l’espace des fonctions F satisfaisant les conditions (i) a` (iii) ci-
dessus.
Remarquons que modulo la formule d’adjonction (6.7), on a montre´ la partie seulement
si du The´ore`me.
6.4 Reformulation du The´ore`me principal
Soit P =MU , Q = LV deux sous-groupes paraboliques standard et soit s ∈ WG tel que
s.M ′ = M et tel que s soit de longueur minimum dans sW
L
= W
M
s. Soit w = s−1.
Alors P ′ := w−1.Q est un sous-groupe parabolique semi-standard de sous-groupe de
Levi M . Notons, pour σ objet d’une orbite inertielle, O, de repre´sentation irre´ductible
lisse cuspidale de M , A(w, P, σ) := λ(w) ◦A(P ′, P, σ), qui entrelace, lorsqu’il est de´fini,
iGPσ et i
G
Qwσ. Comme dans la Proposition 3, on voit qu’il existe une unique fonction
rationnelle sur O a` valeurs dans End(Wh(wσ),Wh(σ)), B(w−1, Q, σ), telle que l’on ait
l’identite´ de fonctions rationnelles sur O:
ξ(Q,wσ, η) ◦ A(w, P, σ) = ξ(P, σ, B(w−1, Q, wσ)η), η ∈ Wh(σ) (6.9)
On remarque qu’avec nos de´finitions, w = wP ′. En utilisant (6.9), la De´finition 1 et la
Proposition 3, on voit que
B(w−1, Q, wσ) = B(P, P ′, σ) (6.10)
Si f ∈ C∞c (U0\G,ψ) on note fˆanti la restriction de fˆ aux sous-groupes paraboliques
anti-standard.
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Corollaire du The´ore`me 2
On suppose donne´ pour tout sous-groupe parabolique anti-standard de G, P = MU ,
et pour toute repre´sentation lisse unitaire, irre´ductible et cuspidale de M , (σ, E), un
e´le´ment F (P, σ) de Wh(P, σ)⊗ iGPE. Alors il existe f ∈ C
∞
c (U0\G,ψ) tel que fˆanti = F
si et seulement si F ve´rifie (i) et (ii) du The´ore`me 2 et si F ve´rifie la condition suivante:
Pour tout P = MU , Q = LV sous-groupes paraboliques anti-standard de G, pour tout
s ∈ WG tel que s.M ′ = M et tel que s soit de longueur minimum dans sW
L
= W
M
s,
et pour toute orbite inertielle de repre´sentation irre´ductible lisse cuspidale de M , on a
l’identite´ de fonctions rationnelles sur O:
(B(w−1, Q, wσ)⊗ Id)F (Q,wσ) = (Id⊗ A(w, P, σ))F (σ), avec w = s−1 (6.11)
De plus f est alors unique.
De´monstration:
On e´tend F aux sous-groupes paraboliques anti-standard en utilisant la relation (ii) du
The´ore`me 2 comme de´finition. La fonction F˜ ainsi obtenue ve´rifie toutes les conditions
du The´ore`me 2: la condition (iv) re´sulte imme´diatement de la relation ci-dessus satis-
faite par F , de (6.10) et (6.11) et de la de´finition de F˜ . On en de´duit l’existence de
f . Par ailleurs si f ′ ∈ C∞c (U0\G,ψ) et si fˆ
′
anti est nulle, fˆ
′ est nulle. Donc, d’apre`s le
The´ore`me 2, f ′ est nulle. On en de´duit que f est unique.
7 Terme constant des inte´grales de Jacquet
7.1 Fonctionnelles de Jacquet et modules de Jacquet
Soit P = MU et P ′ = M ′U ′ deux sous-groupes paraboliques semi-standard de G. On
note
W(M ′|G|M) = {s ∈ WG|s.M ⊂M ′}.
On surligne pour indiquer l’image dans le groupe de Weyl. Soit
W (M ′|G|M) = W
M ′
\W(M ′|G|M).
On remarque que
W (M ′|G|M) :=W
M ′
\W(M ′|G|M)/W
M
.
Ceci permet de choisir un ensemble de repre´sentants W (M ′|G|M) deW (M ′|G|M) dans
WG tel que:
Pour s ∈ W (M ′|G|M), s est de longueur minimum dans W
M ′
s = sW
M
. (7.1)
De plus, en utilisant un sous-groupe parabolique standard conjugue´ a` P , x.P , on voit
graˆce a` [War], Proposition 1.2.1.10, que
W (M ′|G|M) est un ensemble de repre´sentants de P ′\G/P (7.2)
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De´finition 3 Soit M le sous-groupe de Le´vi d’un sous-groupe parabolique semi-
standard de G et (σ, E) une repre´sentation lisse, irre´ductible et cuspidale de M . On
dit que σ est G-re´gulie`re si:
1) Pour tout s ∈ W (M |G|M) avec s 6= 1, les repre´sentations sσ et σ sont non
e´quivalentes.
2) Si P, P ′ sont des sous-groupes paraboliques de G ayant M pour sous groupe de Le´vi,
les applications rationnelles sur X(M), χ 7→ A(P, P ′, σχ), χ 7→ B(P, P
′, σχ) n’ont pas
pas de poles en χ = 1 et leurs valeurs en 1 sont des ope´rateurs inversibles. De plus iGPσ
est irre´ductible.
On remarque que si σ est comme ci-dessus, l’ensemble des χ ∈ X(M) tel que σχ soit
G-re´gulie`re est un ouvert de Zariski non vide de X(M) et si σ est unitaire, l’ensemble
des χ ∈ X(M)u tels que σχ soit G-re´gulie`re est Zariski-dense dans X(M).
On introduit, pour s ∈ W (M ′|G|M), les sous-groupes paraboliques de G:
Ps = (M
′ ∩ s.P )U ′, P˜s = (M
′ ∩ s.P )U ′−. (7.3)
Soit σ une repre´sentation cuspidale G-re´gulie`re de M . Posons (pi, V ) = (iGPσ, i
G
PE). On
de´finit une application α:
α : V → ⊕s∈W (M ′|G|M)i
M ′
M ′∩s.PsE, v 7→ (vs)s∈W (M ′|G|M).
par
vs(m
′) = δ
−1/2
P ′ (m
′)(A(Ps, s.P, sσ)λ(s)v)(m
′), m′ ∈M ′.
D’apre`s [W], de´but de la preuve de la Proposition V.1.1, on a:
L’application α se factorise en un isomorphisme de M ′-modules entre le
module de acquet normalise´ de V relatif a` P ′, VP ′, et l’espace d’arrive´e,
qui est une somme de M ′-modules irre´ductibles non e´quivalents, re´duite a`
ze´ro si W (M ′|G|M) est vide. On identifie dans la suite VP ′ a` l’aide de α
avec l’image cet isomorphisme.
(7.4)
Si η ∈ Wh(P, σ), comme λ(s) entrelace iGPσ et i
G
s.Psσ, d’apre`s (4.18), il
existe un unique sη ∈ Wh(s.P, sσ) tel que:
ξ(s.P, sσ, sη) = ξ(P, σ, η) ◦ λ(s−1).
(7.5)
The´ore`me 3 Soit P (resp. P ′) un sous-groupe parabolique semi-standard (resp. stan-
dard) de G. Soit σ comme ci-dessus.
(i) Pour s ∈ W (M ′|G|M), on a Wh(P˜s, sσ) = Wh(M
′ ∩ s.P, sσ).
(ii)Soit η ∈ Wh(P, σ). On note ξ = ξ(P, σ, η). Alors, dans l’isomorphisme ci-dessus,
ξP ′ qui est un e´le´ment du dual de VP ′ (cf. (3.6)), est nul si W (M
′|G|M) est vide et
sinon e´gal a` (ξs)s∈W (M ′|G|M), avec:
ξs = ξ(M
′ ∩ s.P, sσ, B(P˜s, s.P, sσ)sη),
l’expression e´tant bien de´finie graˆce a` (i).
(iii) Si P est anti-standard, sη = η.
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De´monstration:
(i) On rappelle que, par de´finition de WM
′
, WM
′
= WG ∩ M ′. Si w−1 ∈ WM
′
et
w.(M ′ ∩ s.P ) est anti-standard dans M ′, w.P˜s est anti-standard dans G. Si w
−1 est de
longueur minimum dans W s.Mw−1, on a w = wM ′∩s.P = wP˜s. (i) en re´sulte d’apre`s la
De´finition 1.
(ii) Si W (M ′|G|M) est vide, VP ′ est re´duit a` ze´ro, donc ξP ′ est nul. Ceci prouve la
premie`re assertion de (ii).
On suppose maintenant que W (M ′|G|M) est non vide. On e´crit:
ξP ′ = (ξs)s∈W (M ′|G|M),
ou` ξs est de la forme:
ξs = ξ(M
′ ∩ s.P, sσ, ηs), pour un e´le´ment ηs de Wh(M
′ ∩ s.P, sσ). (7.6)
ll s’agit donc de montrer:
ηs = B(P˜s, s.P, sσ)sη. (7.7)
a) Montrons d’abord:
Supposons P semi-standard et P− ⊂ P ′. Alors η1G = η. (7.8)
Soit (σ−, E−) = (iM
′
P∩M ′σ, i
M ′
P∩M ′E) de sorte que pi = i
G
Pσ s’identifie a` i
G
P ′−σ
−. On note
η− = ξ(P ∩ M ′, σ, η). Comme dans la preuve de (5.12), on voit que ξ est e´gal a`
ξ(P ′−, σ−, η−). Soit v ∈ V identifie´ iP ′−GE
−, a` support dans P ′−U ′. Soit a ∈ AM ′ . On
calcule 〈ξ, pi(a)v〉 en utilisant le The´ore`me 1 (ii) pour P ′. On a:
〈ξ, pi(a)v〉 =
∫
U ′
〈η−, v(u′a)〉ψ(u′)−1du′.
En utilisant les relations de covariance satisfaites par v, on voit que la fonction a` inte´grer
est non nulle pour a−1u′a ∈ Supp v, i.e. u′ ∈ a(Suppv)a−1. Pour ε > 0 assez petit et
a ∈ AM ′ ∩ A
−
0 (P
′, < ε), u′ est tel que ψ(u′) = 1 et l’on trouve:
〈ξ, pi(a)v〉 = 〈η−, (A(P ′, P ′−, σ−)v)(a)〉. (7.9)
Ici on a P˜1G = P . Mais avec les identications de l’induction par e´tages et la de´finition
de P1G , on a (cf.[W], IV.1(14)):
A(P ′, P ′−, σ−)v = A(P1G , P, σ)v. (7.10)
Alors, tenant compte de la de´finition de v1G , (7.9) se re´e´crit:
〈ξ, pi(a)v〉 = δ
1/2
P ′ (a)〈ξ(P ∩M
′, σ, η), σ−(a)v1G〉. (7.11)
Montrons:
vs = 0 si s 6= 1G. (7.12)
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En effet, lorsque les inte´grales d’entrelacements sont de´finies par des inte´grales con-
vergentes, vs(m
′) est un multiple de l’inte´grale sur U ′ ∩ s.P− de v(s−1u′m′). Mais si
u′ ∈ U ′ est tel que v(s−1u′m′) est non nul, on doit avoir s−1u′m′ ∈ PU− ⊂ PP ′. Comme
s−1u′m′ appartient a` Ps−1P ′ et que, d’apre`s (7.2), P ′sP ∩P ′P est vide, on conclut que
(7.12) est vrai dans ce cas. On conclut par prolongement rationnel.
De (7.12), on de´duit que l’image de v dans VP ′ est e´gale a` v1G . Alors, tenant compte
de (7.4), (7.11) se re´e´crit, pour a comme ci-dessus, i.e. a ∈ AM ′ ∩ A
−
0 (P
′, < ε):
〈ξ, pi(a)v〉 = δ
1/2
P ′ (a)〈ξ(P ∩M
′, σ, η), piP ′(a)jP ′(v)〉.
Mais (cf. (3.6)), on a, pour un ε′ > 0, l’e´galite´:
〈ξ, pi(a)v〉 = δ
1/2
P ′ (a)〈ξP ′, piP ′(a)jP ′(v)〉, a ∈ AM ′ ∩A
−
0 (P
′, < ε′).
Alors les deux membres de droite des e´galite´s pre´ce´dentes sont des fonctions AM ′-finies
sur AM ′, d’apre`s les proprie´te´s du module de Jacquet, et e´gales sur AM ′ ∩ A0(P,<
inf(ε, ε′)), donc e´gales partout. L’e´galite´ en 1G, pour tout v comme ci dessus, conduit
a` (7.8) en tenant compte de l’assertion suivante, que nous allons de´montrer.
L’ensemble {v1G |v ∈ V, Supp v ⊂ P
′−U ′} est e´gal a` iM
′
M ′∩PE. (7.13)
En effet, pourH comme dans (4.12) et e ∈ E−, v = vP
′−,H
σ−,e est a` support dans P
′−U ′. La
de´finition des inte´grales d’entrelacement et (7.10) montrent que v1G est non nul en 1G.
L’ensemble conside´re´ est clairement un sous-M ′-module de iM
′
M ′∩PE, qui est irre´ductible
d’apre`s l’hypothe`se de re´gularite´ de σ (cf. De´finition 3) et qui n’est pas re´duit a` ze´ro.
On en de´duit l’assertion pre´ce´dente, ce qui ache`ve de prouver (7.8).
b) Revenons a` la de´monstration de (7.7). On fixe s ∈ W (M ′|G|M). Soit t ∈ WG
un repre´sentant de l’image de s−1 dans W
G
. On note P1 le sous-groupe parabolique
semi-standard de G, P˜s, de sous-groupe de Le´vi M1 = t
−1.M et contenu dans P ′−. Soit
(pi1, V1) = (i
G
P1
t−1σ, iGP1t
−1E). On affecte d’un indice 1 tous les objets relatifs a` cette
repre´sentation. Soit v1 ∈ V1 et η ∈ Wh(σ). Posons:
v = A(P, t.P1, σ)λ(t)v1, ξ1 = ξ(t.P1, σ, B(t.P1, P, σ)η) ◦ λ(t).
Soit tB(t.P1, P, σ)η l’e´le´ment de Wh(P1, t
−1σ) tel que ((cf. (4.18)):
ξ(t.P1, σ, B(t.P1, P, σ)η) ◦ λ(t) = ξ(P1, t
−1σ, tB(t.P1, P, σ)η). (7.14)
On a donc:
ξ1 = ξ(P1, t
−1σ, tB(t.P1, P, σ)η), (7.15)
ou` t envoie Wh(tP1, σ) surWh(P1, t
−1σ). On voit queW (M ′|G|t−1.M) contient 1G, car
s ∈ W (M ′|G|M). On suppose en outre que v1,u est nul pour tout u ∈ W (M
′|G|t−1.M)
distinct de 1G. Alors (cf. [W], p. 291), d’apre`s les proprie´te´s des inte´grales
d’entrelacement, pour tout u′ ∈ W (M ′|G|M), vu′ de´pend line´airement de v1,su′. Donc
vu′ = 0 pour tout u
′ ∈ W (M ′|G|M) distinct de s. On a, graˆce a la de´finition des
matrices B:
〈ξ, pi(g)v〉 = 〈ξ1, pi1(g)v1〉, g ∈ G.
37
D’apre`s la de´finition du terme constant et (3.9), on en de´duit:
〈ξP ′, vP ′〉 = 〈ξ1,P ′, v1,P ′〉.
En tenant compte de la de´finition de ξs et ξ1,1G, on de´duit de ce qui pre´ce`de:
〈ξs, vs〉 = 〈ξ1,1G , v1,1G〉. (7.16)
On pose:
m = st ∈M0 ∩K.
Montrons que:
vs = λ(m)v1,1G . (7.17)
D’abord, on de´duit de (5.6):
A(Ps, s.P, sσ)A(s.P, P1, sσ) = A(Ps, P1, sσ).
Tenant compte de cette e´galite´, et utilisant (5.8) avec x = s−1, puis x = m, on de´duit
de la de´finition de v et de celle de vs:
vs(m
′) = δ
1/2
P ′ (m
′)(A(Ps, P1, sσ)λ(m)v1)(m
′), m′ ∈M ′.
Remarquant que P1,1G = Ps, la de´finition de v1,1G montre que:
v1,1G(m
′) = δ
1/2
P ′ (m
′)(A(Ps, P1, t
−1σ)v1)(m
′), m′ ∈M ′.
Comme m ∈M0 ∩K, ce qui pre´ce`de joint a` (5.8) conduit a` (7.17).
Etudions maintenant 〈ξs, vs〉. L’inversibilite´ de B(P˜s, s.P, sσ) (cf. De´finition 3) montre
que, avec les notations de (7.5), il existe un unique η′ ∈ Wh(P, σ) tel que:
ηs = B(P˜s, s.P, sσ, )sη
′.
De (7.17), de la de´finition de ηs (cf. (7.6)) et de l’e´galite´ P˜s = P1, on de´duit:
〈ξs, vs〉 = 〈ξ(M
′ ∩ P1, sσ, B(P1, s.P, sσ)sη
′), λ(m)v1,1〉. (7.18)
Par ailleurs, d’apre`s (7.8) applique´ a` ξ1 et P1, en tenant compte de (7.15), on voit que:
〈ξ1,1G, v1,1G〉 = 〈ξ(M
′ ∩ P1, t
−1σ, tB(t.P1, P, σ)η, v1,1G〉. (7.19)
Admettons provisoirement l’e´galite´ suivante:
B(P1, s.P, sσ)sη = (sσ
′)(m−1)tB(t.P1, P, σ)η. (7.20)
Alors ceci joint a` (7.19), montre que:
〈ξ1,1G , v1,1G〉 = 〈ξ(M
′ ∩ P1, t
−1σ, (sσ′)(m)B(P1, s.P, σ)sη, v1,1G〉.
On utilise la deuxie`me relation de (4.11) en changeant m en m−1, σ en sσ et en remar-
quant que t−1 = m−1s pour trouver:
〈ξ1,1G, v1,1G〉 = 〈ξ(M
′ ∩ P1, sσ, B(P1, s.P, σ)sη), λ(m)v1,1G〉.
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En tenant compte de (7.16), de (7.18) et de l’inversibilite´ des matrices B (cf. De´finition
3), on conclut que:
η = η′,
ce qui e´quivaut a` (7.7).
Il ne reste plus qu’a` montrer (7.20) pour achever de prouver (ii). Il s’agit simplement
de transport de structure. D’abord, pour η ∈ Wh(P, σ), on a:
ξ(P1, sσ, B(P1, s.P, sσ)sη) = ξ(s.P, sσ, sη) ◦ A(s.P, P1, sσ).
En utilisant successivement la de´finition de sη (cf. (7.5)), (5.8), puis la de´finition des
matrices B, on obtient:
ξ(P1, sσ, B(P1, s.P, sσ)sη) = ξ(P, σ, η)λ(s
−1) ◦ A(s.P, P1, sσ).
ξ(P1, sσ, B(P1, s.P, sσ)sη) = ξ(P, σ, η) ◦ A(P, t.P1, σ)λ(s
−1).
ξ(P1, sσ, B(P1, s.P, sσ)sη) = ξ(t.P1, σ, B(t.P1, P, σ)η)λ(s
−1).
Utilisant (7.14) et tenant compte de la relation st = m, on en de´duit:
ξ(P1, sσ, B(P1, s.P, sσ)sη) = ξ(P1, t
−1σ, tB(t.P1, P, σ)η)λ(m
−1).
On applique alors (4.11) pour en de´duire:
ξ(P1, sσ, B(P1, s.P, sσ)sη) = ξ(P1, mt
−1σ, t−1σ′(m−1)tB(t.P1, P, σ)η).
Mais m = st et t−1σ(m−1) = sσ(m−1). Finalement:
ξ(P1, sσ, B(P1, s.P, sσ)η) = ξ(P1, sσ, sσ
′(m−1)tB(t.P1, P, σ)η).
Ceci prouve (7.20) et ache`ve de prouver (ii).
(iii) re´sulte imme´diatement de (4.21) et (7.1).
Soit P = MU un sous-groupe parabolique semi-standard de G, (σ, E) une
repre´sentation lisse de G. On de´finit, a` l’aide de la De´finition 2 et par bilinire´arite´,
une application line´aire de Wh(P, σ) ⊗ iGPE dans C
∞(U0\G,ψ), note´e encore E
G
P en
posant:
EGP (η ⊗ v) := E
G
P (σ, η, v), v ∈ i
G
PE, η ∈ Wh(P, σ).
On remarquera que σ a e´te´ omis dans la notation.
C’est un entrelacement entre, d’une part, le produit tensoriel de la repre´sentation triviale
de G sur Wh(P, σ) avec iGPσ et, d’autre part, la repre´sentation re´gulie`re droite, ρ, de G
sur C∞(U0\G,ψ).
Soit P ′ = M ′U ′ un sous-groupe parabolique semi-standard de G, P = MU ⊂ M ′
un sous-groupe parabolique semi-standard de M ′ et soit Q = PU ′. Soit (σ, E) une
repre´sentation lisse irre´ductible de M . De l’application:
EM
′
P : Wh(P, σ)⊗ i
M ′
P E → C
∞(U0 ∩M
′\M ′, ψ),
se de´duit, par fonctorialite´ de l’induction et l’identification de iGP ′(i
M ′
P E) avec i
G
QE, une
application:
EP
′
P :Wh(P, σ)⊗ i
G
QE → i
G
P ′C
∞(U0 ∩M
′\M ′, ψ).
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Si φ est un e´le´ment de Wh(P, σ)⊗ iGQE, on le regarde comme fonction sur G a` valeurs
dans Wh(P, σ) ⊗ E. On a un isomorphisme de G-modules entre iGQE et i
G
P ′(i
M ′
P σ).
Tenant compte de l’identite´:
(δQ)|M = (δP )|M(δP ′)|M ,
on voit facilement que cet isomorphisme, v 7→ v˜, v ∈ iGQE, est donne´ par:
v˜(g)(m′) = δ
−1/2
P ′ (m
′)v(m′g).
L’e´valuation en l’e´le´ment neutre dans la deuxie`me re´alisation de iGQE, donne lieu a` une
application, note´e rM ′, de i
G
QE dans i
M ′
P E. Soit v ∈ i
G
QE. On a:
(rM ′(v))(m
′) = δ
−1/2
P ′ (m
′)v(m′), m′ ∈M ′
de sorte que:
ρ(m′)rM ′(v) = δ
−1/2
P ′ (m
′)rM ′(ρ(m
′)v). (7.21)
On note encore rM ′ l’application de Wh(P, σ)⊗ i
G
Q) dans Wh(P, σ)⊗ i
M ′
M ′∩PE obtenue
par tensorisation de l’identite´ de Wh(P, σ) avec rM ′ . On a:
[EP
′
P (φ)(1)](m
′) = [EM
′
P (rM ′φ)](m
′), m′ ∈M ′ (7.22)
De plus, si P =M ′, iM
′
M ′E s’identifie naturellement a` E. Avec cette identification on a:
(EP
′
M ′φ)(g) = E
M ′
M ′ (φ(g)) (7.23)
On de´finit, pour f ∈ C∞(U0\G,ψ) et pour P =MU sous-groupe parabolique standard
de G:
(f indP (g))(m) = (ρ(g)f)P (m), m ∈M (7.24)
On ve´rifie aise´ment graˆce (3.8) que f indP ∈ i
G
PC
∞(U0 ∩ M\M,ψ) et que l’application
f 7→ f indP entrelace les repre´sentations re´gulie`res droites, ρ, de G sur C
∞(U0\G,ψ) et
iGPC
∞(U0 ∩M\M,ψ).
Proposition 6 Soit P = MU(resp. P ′ = M ′U ′) un sous-groupe parabolique anti-
standard (resp. standard) de G, σ une repre´sentation lisse irre´ductible cuspidale G-
re´gulie`re de M .
Si s ∈ W (M ′|G|M), on note C(s, P ′, P, σ) l’application line´aire de Wh(P, σ) ⊗ iGPE
dans Wh(P˜s, sσ)⊗ i
G
PssE de´finie par:
C(s, P ′, P, σ) = B(P˜s, s.P, sσ)⊗ (A(Ps, s.P, sσ)λ(s))
avec l’identification de iGPssE avec i
G
P ′(i
M ′
M ′∩s.PsE) et celle de Wh(P˜s, sσ) avec Wh(M
′∩
s.P, sσ) (cf. The´ore`me 3, (i)).
Alors, pour φ ∈ Wh(P, σ)⊗ iGPE, E
G
P (φ)
ind
P ′ = 0 si W (M
′|G|M) est vide et sinon:
EGP (φ)
ind
P ′ =
∑
s∈W (M ′|G|M)
EP
′
M ′∩s.P (C(s, P
′, P, σ)φ),
EGP (φ)P ′ =
∑
s∈W (M ′|G|M)
EM
′
M ′∩s.P (rM ′(C(s, P
′, P, σ)φ)), φ ∈ Wh(P, σ)⊗ iGPE.
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De´monstration:
Les deux membres de la premie`re e´galite´ sont des fonctions surG×M ′. Par e´quivariance,
on se re´duit a` de´montrer l’e´galite´ en (1, m′) pour tout φ et tout m′ ∈M ′. Cette e´galite´
se re´duit, graˆce a` (7.22), a` la seconde. Graˆce a` (3.8 ) et (7.21), on se re´duit a` prouver
la seconde e´galite´ e´value´e en 1. Mais avec les notations du The´ore`me pre´ce´dent:
EGP (φ)P (1) =
∑
s∈W (M ′|G|M)
〈ξs, vs〉.
En utilisant la de´finition de ξs et vs, ce The´ore`me montre la deuxie`me e´galite´ e´value´e
en 1.
8 Transforme´e de Fourier-Whittaker et produit
scalaire de paquets d’ondes
8.1 Transforme´e unipotente de paquets d’ondes
De´finition 4 Soit P un sous-groupe parabolique anti-standard de G et O l’orbite in-
ertielle d’une repre´sentation lisse cuspidale irre´ductible de M . On utilise les notations
de la Proposition 6.2 (iii).
On dit que φ ∈ Pol(Ou,Wh ⊗ i
G
P ) est re´gulie`re si pour tout sous-groupe parabolique
standard P ′ =M ′U ′ de G et s ∈ W (M ′|G|M), l’application σ 7→ C(s, P ′, P, σ)φ(σ) est
polynomiale sur Ou. On dit que φ est tre`s re´gulie`re si de plus lorsqueM
′ etM sont con-
jugue´s, pour tout g ∈ G, l’application σ 7→ [(C˜(P ′, P, s, sσ)φ)(sσ)](g) est polynomiale
sur Ou, ou`
[C˜(s, P ′, P, s, sσ)φ](sσ) := j(P ′, P ′−, s.P, sσ)[B(P ′, s.P, sσ)⊗ (A(P ′, s.P, sσ)λ(s)]φ(σ).
(8.1)
Si φ est re´gulie`re (resp. tre`s re´gulie`re) et g ∈ G, ρ•(g)φ est re´gulie`re (resp.
tre`s re´gulie`re).
(8.2)
D’apre`s les proprie´te´s de rationalite´ des inte´grales d’entrelacement (cf. (5.2)) et des
matrices B (cf. Proposition 3), on voit que:
Il existe une fonction polynomiale sur O non identiquement nulle, pO, telle
que, pour tout φ ∈ Pol(O,Wh⊗ iGP ), pOφ soit tre`s re´gulie`re.
(8.3)
Par ailleurs:
Si φ est re´gulie`re (resp. tre`s re´gulie`re) et p ∈ Pol(O), pφ est re´gulie`re
(resp. tre`s re´gulie`re).
(8.4)
On note N(D,O) l’ensemble des g ∈ G qui normalisent M et pre´servent O. On note
W (G,O) le quotient de N(D,O) par M qui est fini. Si p ∈ Pol(O), w ∈ N(D,O) et
(σ, E) est un objet de O, p(w−1σ) ne de´pend que de la classe de w dans W (G,O). Ceci
41
permet de faire agir W (G,O) sur Pol(O) en posant pw(σ) = p(w−1σ). On remarque
que si p ∈ Pol(O), on a: ∏
w∈W (G,O)
pw ∈ Pol(O)W (G,O) (8.5)
On de´duit alors de (8.4) et (8.5) que:
On peut choisir et on choisira pO invariante par W (G,O) dans (8.3). (8.6)
Montrons:
Soit (σ0, E0) objet de Ou et φ0 ∈ Wh(σ) ⊗ i
G
PE0 tel que pO(σ0) soit non
nul. Il existe φ ∈ Pol(Ou,Wh⊗ i
G
P ) tre`s re´gulie`re telle que φ(σ0) = φ0 et
φ(wσ0) = 0 pour w ∈ W (G,O) tel que wσ0 n’est pas e´quivalente a` σ.
(8.7)
En effet, il existe φ1 ∈ Pol(O,Wh⊗i
G
P ) tel que φ1(σ0) = pO(σ0)
−1φ0(σ0). En multipliant
φ1 par un e´le´ment de Pol(O) valant 1 en σ0 et 0 en wσ0 pour w ∈ W (G,O) tel que
wσ0 n’est pas e´quivalente a` σ0, on peut supposer en outre que φ1(wσ0) = 0 pour
w ∈ W (G,O) tel que wσ0 n’est pas e´quivalente a` σ0. En utilisant (8.3) et (8.6), on
conclut que φ = pOφ1 a les proprie´te´s voulues.
D’autre part on sait (cf [DeliB]):
Si p ∈ Pol(O)W (G,O), il existe z e´le´ment du centre de Bernstein de G,
ZB(G), tel que pour tout (σ, E) objet de O, iGPσ(z) est la multiplication
par le scalaire p(σ).
(8.8)
De (8.3), (8.5) et (8.8), on de´duit:
Lemme 6 Si φ ∈ Pol(Ou,Wh ⊗ i
G
P ), il existe z ∈ ZB(G) tel que ρ•(z)φ soit tre`s
re´gulie`re et non nulle si φ est non nulle.
Lemme 7 Soit O l’orbite inertielle d’une repre´sentation lisse, cuspidale et irre´ductible
de M . On rappelle qu’on a choisi une mesure de Haar sur X(M)u (cf. section 1.2). On
munit Ou d’une mesure X(M)u-invariante et telle que pour tout objet de Ou, (σ, E),
l’application de X(M)u dans Ou, qui a` χ associe [σχ], pre´serve localement les mesures.
Si φ ∈ Pol(O,Wh⊗ iGP ), on de´finit fφ ∈ C
∞(U0\G,ψ) par:
fφ(g) :=
∫
Ou
EGP (φ(σ))(g)dσ, g ∈ G
qu’on appellera paquet d’ondes de φ.
(i) On a, pour g ∈ G, ρ(g)fφ = fρ•(g)φ.
(ii) Si φ est re´gulie`re, fφ est e´le´ment de C
∞
c (U0\G,ψ).
De´monstration:
(i) re´sulte imme´diatement des de´finitions.
Prouvons (ii). Il existe une partie compacte de G, Ω, telle que G = U0A0Ω, car M0
est compact modulo A0 et G = P0K. Par ailleurs φ est invariante par un sous-groupe
42
compact ouvert H . Alors Ω est contenu dans un nombre fini de classes a` droite modulo
H , giH . Utilisant (i) pour les gi, pour de´montrer ce que l’on veut il suffit donc de
montrer que:
Pour tout φ re´gulie`re, la restriction de fφ a` A0 est a` support compact. (8.9)
Mais cela e´quivaut a` montrer que pour un a0 ∈ A0, ρa0fφ qui est e´gal a` fρ•(a0)φ d’apre`s
(i), est a` support compact. D’apre`s (3.5), pour a0 ∈ A0 bien choisi, ρa0fφ est a` support
dans A−0 . On est donc ramene´ a` prouver:
Pour tout φ re´gulie`re, la restriction de fφ a` A
−
0 est a` support compact. (8.10)
Montrons d’abord:
Si ΩG est un sous-ensemble compact de G et φ ∈ Pol(Ou,Wh ⊗ i
G
P ), fφ
restreinte a` ΩGAG est a` support compact.
(8.11)
En utilisant l’invariance de φ sous un sous-groupe compact ouvert de G et en proce´dant
comme ci-dessus, on se rame`ne a` prouver l’assertion pour ΩG re´duit a` {1}. Dans ce
cas, il suffit de prouver que, si p est une fonction polynomiale sur O, l’application de
AG dans C, a 7→
∫
Ou
p(σ)σ(a)dσ est a` support compact. Mais cela re´sulte du fait que
la transforme´e de Fourier d’une fonction polynoˆme sur un tore est a` support compact.
Ceci prouve (8.11).
On suppose a` nouveau φ re´gulie`re. Soit ε > 0 et Q = LV un sous-groupe parabolique
standard de G. On note ΘQ l’ensemble des α ∈ ∆(P0) qui sont des racines de A0 dans
l’alge`bre de Lie de L. Soit XQ = {a ∈ A
−
0 ||α(a)|F < ε, α ∈ ∆(P0) \ ΘQ et |α(a)|F ≥
ε, α ∈ ΘQ}. Alors, les XQ forment une partition de A
−
0 . De plus chaque XQ est
contenu dans un ensemble de la forme ALΩQ, ou` ΩQ est un sous ensemble compact de
A0. Maintenant, d’apre`s (3.7), on peut choisir ε > 0 tel que pour tout sous-groupe
parabolique standard de G, Q:
fφ(a) = δ
1/2
Q (a)(fφ)Q(a), a ∈ XQ.
On note que, d’apre`s la formule du terme constant des paquets d’ondes (cf. [D3],
Proposition 3.17) et, graˆce au fait que φ est re´gulie`re et au The´ore`me 3, (fφ)Q est une
somme de paquet d’ondes pour L. Par une application de (8.11) a` chacun des termes
de cette somme, et ceci pour tout Q on voit que (8.9) est vrai. Le lemme en re´sulte.
De´finition 5 Si f ∈ C∞c (U0\G,ψ) et P = MU est un sous-groupe parabolique anti-
standard de G, on de´finit:
fP (m) = δ
1/2
P (m)
∫
U
f(mu)du, m ∈M.
On l’appelle la transforme´e unipotente de f relativement a` P .
Le lemme suivant re´sulte des de´finitions.
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Lemme 8 Avec les notations ci-dessus, on a, pour f ∈ C∞c (U0\G,ψ), f
P ∈ C∞(U0 ∩
M\M,ψ).
On de´finit alors fP,ind par:
fP,ind(g,m) = (ρ(g)f)P (m), g ∈ G,m ∈M. (8.12)
Alors fP,ind ∈ iGPC
∞(U0 ∩M\M,ψ).
The´ore`me 4 Soit P = MU , P ′ =M ′U ′ deux sous-groupes paraboliques anti-standard
de G, soit O l’ orbite inertielle d’une repre´sentation, lisse, cuspidale irre´ductible de M ,
et φ ∈ Pol(Ou,Wh⊗ i
G
P ). Pour φ tre`s re´gulie`re on a:
(i) Si le rang semi-simple de M ′ est infe´rieur ou e´gal a` celui de M et si M ′ n’est pas
conjugue´ a` M , fP
′,ind
φ est nul.
(ii) Supposons M et M ′ conjugue´s. Pour tout m′ ∈M ′ et g ∈ G, on a:
(fP
′,ind
φ (g))(m
′) =
∑
s∈W (M ′|G|M)
∫
Ou
EM
′
M ′ [(C˜(s, P
′, P, sσ)φ)(sσ)(g)](m′)dσ.
De´monstration:
Il suffit de prouver la formule pour g = 1 et m′ = 1 et pour tout φ, car:
ρ(g)fφ = fρ•(g)φ,
fP
′
φ (m
′) = (ρ(m′)fP
′
φ )(1) = δ
−1/2
P ′ (m
′)(ρ(m′)fφ)
P ′(1)
et pour v′ e´le´ment de l’espace de iGP ′sσ:
((iGP ′sσ)(m
′))v′)(1) = δ
1/2
P ′ (m
′)(sσ(m′))(v′(1)).
On suppose maintenant m′ = g = 1. Il s’agit donc de calculer fP
′
φ (1). On fixe un
sous-groupe compact ouvert H comme dans (2.6) tel que φ est invariante par ρ•(H).
Il existe une constante CH > 0 telle que pour tout ϕ ∈ C
∞(H):
∫
H
ϕ(H)dh = cH
∫
H∩U ′−×H∩M ′×H∩U ′
ϕ(u′−m′1u
′)du′−dm′du′.
(8.13)
On fixe a ∈ AM ′ tel que |α(a)|F < 1 pour tout α ∈ Σ(P
′). Pour n ∈ N, posons
U ′n = a
−n(H ∩ U ′)an. Comme fφ est a` support compact modulo U0 (cf. Lemme 7), il
existe N ∈ N, tel que pour tout n ≥ N :
fP
′
φ (1) =
∫
U ′n
fφ(u
′)du′ = δP ′(a)
−n
∫
H∩U ′
fφ(a
−nu′an)du′.
On a, pour tout n ∈ N:
∫
H∩U ′
fφ(a
−nu′an)du′ =
∫
H∩U ′
∫
Ou
EGP (φ(σ))(a
−nu′an)dσdu′.
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On remarque que:
EGP (φ(σ))(a
−nu′an) = EGP ((ρ•(u
′an)φ)(σ))(a−n).
On pose alors:
φn =
∫
H∩U ′
ρ•(u
′an)φdu′ ∈ Pol(Ou,Wh⊗ i
G
P ),
l’inte´grale se re´duisant a` une somme finie, puisque φ est H-invariante et donc ρ•(a
n)φ
est invariante par anHa−n. Alors:
δP ′(a
n)fP
′
φ (1) =
∫
H∩U ′
fφ(a
−nu′an)du′ =
∫
Ou
EGP (φn(σ))(a
−n)dσ. (8.14)
Comme a−n(H ∩M ′)(H ∩ U ′−)an ⊂ H , on a l’e´galite´:
φn = c
∫
H∩U ′×H∩M ′×H∩U ′−
ρ•(u
′m′u′−an)φdu′−dm′du′ (8.15)
= cc−1H
∫
H
ρ•(ha
n)φdh.
ou` c = vol(H ∩M ′)−1vol(H ∩ U ′−)−1. Donc φn ∈ Pol(Ou,Wh⊗ i
G
P )
H .
D’apre`s les proprie´te´s du terme constant (cf. (3.7)), on peut choisir N assez grand pour
que, pour tout n ≥ N , on ait:
EGP (φn(σ))(a
−n) = δP ′−(a)
−n/2EGP (φn(σ))P ′−(a
−n). (8.16)
Si M ′ et M sont comme dans (i), W (M ′|G|M) est vide et EGP (φn(σ))P ′− est nul (cf.
Proposition 6 (i)). Cela montre (i).
On suppose maintenantM ′ etM conjugue´s. Pour tout n ∈ N, la de´finition de φn montre
que φn est une combinaison line´aire finie de fonctions du type ρ•(g)φ. On de´duit de la
de´finition de f indP ′− et de φn que:
EGP (φn(σ))P ′−(a
−n) =
∫
H∩U ′
[EGP (φ(σ))
ind
P ′−(u
′an)](a−n)du′.
En utilisant successivement (3.8), l’e´galite´ δP ′− = δ
−1
P ′ et la de´finition de U
′
n pour ef-
fectuer un changement de variable, on en de´duit:
EGP (φn(σ))P ′−(a
−n) = δ
1/2
P ′ (a
−n)
∫
H∩U ′
[EGP (φ(σ))
ind
P ′−(a
−nu′an)](1)du′
= δ
1/2
P ′ (a
n)
∫
U ′n
[EGP (φ(σ))
ind
P ′−(u
′)](1)du′.
En tenant compte de (8.14) et (8.16), on en de´duit:
fPφ (1) =
∫
Ou
∫
U ′n
EGP (φ(σ))
ind
P ′−(u
′)](1)du′dσ.
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On va utiliser la Proposition 6 pour donner une expression de EGP (φ(σ))
ind
P ′−. Comme
M et M ′ sont conjugue´s, pour tout s ∈ W (M ′|G|M), M ′ ∩ s.P = M ′. Dans notre
utilisation du The´ore`me 3, P ′ est ici remplace´ par P ′− et Ps est ici e´gal a` P
′−, P˜s est
ici e´gal a` P ′. On a alors, graˆce a` la Proposition 6:
fPφ (1) =
∑
s∈W (M ′|G|M)
∫
Ou
∫
U ′n
[EP
′
M ′(C(s, P
′−, P, σ)φ(σ))(u′)](1)dσdu′
et on veut passer a` la limite sur n. Mais un de´placement de contour d’inte´gration est
ne´cessaire. Si χ est un caracte`re non ramifie´ de M , on note Ouχ l’ensemble des classes
d’e´quivalence des repre´sentations σχ lorsque σ de´crit les objets de Ou. On munit Ouχ
de la mesure obtenue par transport de structure de la mesure sur Ou. Posons:
φs(σ) := C(s, P
′−, P, σ)φ(σ) ∈ Wh(P ′, sσ)⊗ iGP ′−(sE). (8.17)
Comme φ est tre`s re´gulie`re, φs est polynomiale en σ. Pour tout choix Λs, s ∈
W (M ′|G|M), de caracte`res non ramifie´s de M , on a, pour des raisons d’holomorphie,
en tenant compte de (7.23):
fPφ (1) =
∑
s∈W (M ′|G|M)
∫
OuΛs
∫
U ′n
[EM
′
M ′ (φs(σ)(u
′))](1)dσdu′. (8.18)
On veut passer a` la limite sur n dans cette expression pour un bon choix des Λs. Il faut
majorer [EM
′
M ′ (φs(σ))(u
′)](1).
Soit (σ, E) un objet de Ou. Soit vs ∈ i
G
P ′−(sE)sΛs, ηs ∈ Wh(P
′, sσ). On remarque que
Wh(P ′, sσ) est e´gal a` Wh(sσ), puisque P ′ est anti-standard. Alors, il re´sulte de la
de´finition que:
[EM
′
M ′ (vs ⊗ ηs)(g)](1) = 〈ηs, vs(g)〉.
On e´crit:
u′ = u
′−(u)m′(u′)k(u′), u′−(u′) ∈ U ′−, m′(u′) ∈M ′, k(u′) ∈ K.
Tenant compte des proprie´te´s de covariance de vs, on voit que:
〈ηs, vs(u
′)〉 = (sΛs)(m
′(u′))δ
−1/2
P ′ (m
′(u′))〈ηs, sσ(m
′(u′))vs(k(u
′))〉.
On choisit Λs = s
−1δ
−1/2
P ′ . Alors on a:
〈ηs, vs(u)〉 = δ
−1
P ′ (m
′(u′))〈ηs, sσ(m
′(u′))vs(k(u
′))〉,
Tenant compte du fait que la restriction de vs a` K ne prend qu’un nombre fini de
valeurs, on de´duit du Lemme 1 (ii):
|〈ηs, vs(u)〉| ≤ Cδ
−1
P ′ (m
′(u))
ou C est une constante qui ne de´pend que de la restriction de vs a` K et de ηs mais pas
de σ ∈ Ou.
On en de´duit qu’il existe C ′ > 0 tel que pour tout s ∈ W (M ′|G|M) et σ ∈ OuΛs:
|EM
′
M ′ (φs(σ))(u
′)](1)| ≤ Cδ−1P ′ (m
′(u′)), u′ ∈ U ′
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Comme le second membre de cette ine´galite´ est une fonction inte´grable sur OuΛs×U
′,
on peut appliquer le The´ore`me de convergence domine´e et de´duire de (8.18):
fPφ (1) =
∑
s∈W (M ′|G|M)
∫
OuΛs
∫
U ′
[EM
′
M ′ (φs(σ)(u
′))](1)dσdu′,
la fonction sous le signe inte´grale e´tant inte´grable pour la mesure produit. On peut
appliquer le the´ore`me de Fubini et commencer par calculer l’inte´grale sur U ′. Elle fait
apparaitre l’ope´rateur A(P ′, P ′−, sσ). On trouve, pour σ ∈ OuΛs, en tenant compte
de (8.17) et de la de´fininition des fonctions C (cf. Proposition 6) et graˆce a` (7.22) et
(7.23):∫
U ′
[EM
′
M ′ (φs(σ))(u
′)](1)du′ = EM
′
M ′ [((IdWh(P ′,sσ)⊗A(P
′, P ′−, sσ))C(s, P ′−, P, σ)φ(σ))(1)](1)
Tenant compte de la de´finition des fonctions C et de (5.6), on voit que fPφ (1) est e´gal
a` la somme sur s ∈ W (M ′|G|M) de:∫
OuΛs
j(P ′, P ′−, s.P, sσ)EM
′
M ′ [((B(P
′, s.P, sσ, sχ)⊗ (A(P ′, s.P, sσ)λ(s))φ(σ))(1)](1)dσ
En utilisant la de´finition des fonction C˜ et le fait que φ est tre`s re´gulie`re, on peut
remplacer l’inte´grale sur OuΛs par l’inte´grale sur Ou, pour des raisons d’holomorphie.
Le The´ore`me en re´sulte.
8.2 Transforme´e de Fourier-Whittaker et transforme´e unipo-
tente
Soit P = MU un sous groupe parabolique anti-standard de G et O l’orbite inertielle
d’une repre´sentation lisse, unitaire, irre´ductible et cuspidale de M .
Proposition 7 Soit (σ, E) objet de Ou. Soit f ∈ C
∞
c (U0\G,ψ), g ∈ G.
(i) On a: (ρ•(g)fˆ)(P, σ) = (ρ(g)f )ˆ(P, σ).
(ii) On rappelle que Wh(σ) ⊗ iGPσ est muni du produit scalaire obtenu par produit
tensoriel du produit scalaire sur Wh(σ) et sur iGPσ. Pour f ∈ C
∞
c (U0\G,ψ) et
f ′ ∈ C∞(U0\G,ψ), on note (f, f
′)G =
∫
U0\G
f(g)f ′(g)dg. Alors:
(f, EGP (φ))G = (fˆ(P, σ), φ), φ ∈ Wh(σ)⊗ i
G
PE.
De´monstration:
Les deux affirmations re´sultent imme´diatement de la de´finition de fˆ .
Proposition 8 Soit f ∈ C∞c (U0\G,ψ). On suppose en outre que pour tout g ∈ G,
fP,ind(g) est e´le´ment de C∞c (U0 ∩M\M,ψ). Alors:
fˆ(P, σ)(g) = (fP,ind(g))ˆ(M,σ), g ∈ G,
e´galite´ qu’on re´e´crit:
fˆ(P, σ) = (fP,ind)ˆ(M,σ).
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De´monstration:
De´finissons: Soit v ∈ iGPE.
I := (fˆ(P, σ), η ⊗ v).
Utilisant la de´finition de la transforme´e de Fourier puis celle des inte´grales de Jacquet,
on voit que:
I = (f, EGP (η ⊗ v))G,
c’est a` dire:
I =
∫
U0\G
f(g)〈ξ(P, σ, η), iGPσ(g)v〉dg.
Avant de poursuivre la preuve de la Proposition, montrons:
Soit Ω un sous-ensemble compact modulo l’action a` gauche de U0. Il existe
une fonction continue a` support compact sur G telle pour tout g ∈ Ω,∫
U0
τ(ug)dg = 1.
(8.19)
Soit s une section continue de la projection, p, de G sur U0\G (cf. e.g. [M]). On
conside´re une fonction τ1 continue a support compact sur U0\G et e´gale a` 1 sur un
voisinage de Ω, regarde´ ici comme un sous-ensemble de U0\G. On note τ0 une fonction
continue sur U0, a` support compact et d’inte´grale 1. On pose
τ(g) = τ0(u(g))τ1(p(g)), avec u(g) = g(s(p(g)))
−1
On ve´rifie qu’elle satisfait toutes les proprie´te´s voulues. Ceci prouve (8.19).
Appliquant ceci au support de f et reprenant le calcul de I, on trouve:
I =
∫
G
f(g)τ(g)〈ξ(P, σ, η), iGPσ(g)v〉dg.
On choisit maintenant un objet de O, (σ, E), tel que ξ(P, σ, η) soit repre´sente´ par une
fonction continue (cf. Proposition 1 (ii)). On en de´duit:
< ξ(P, σ, η), iGPσ(g)v >=
∫
U−
ψ(u−)−1 < η, v(u−g) > du−, (8.20)
ou` l’inte´grale est absolument convergente. Donc:
I =
∫
G
τ(g)f(g)
∫
U−
ψ(u−)−1 < η, v(u−g) >du−dg.
L’application τf est une application continue sur G, a` support compact. Ce support
est donc contenu dans un nombre fini de H-classes a droite, ou` H est un sous-groupe
compact ouvert de G fixant v. Comme pour tout g ∈ G, l’inte´grale du membre de droite
de (8.20) est absolument convergente, le The´ore`me de Fubini s’applique. En utilisant
l’e´galite´ f(u−g) = ψ(u−)f(g) et le fait que ψ est unitaire, on a:
I =
∫
U−
∫
G
τ(g)f(u−g)< η, v(u−g) >dgdu−.
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On change g en u−g dans l’inte´grale inte´rieure:
I =
∫
U−
∫
G
τ((u−)−1g)f(g)< η, v(g) >dgdu−.
Tenant compte de l’invariance a` droite par U0 ∩M de f(g)< η, v(g) >, on obtient:
I =
∫
U−
∫
U0∩M
∫
U0∩M\G
τ((u−)−1u0g)f(g)< η, v(g) >dgdu0dh.
Transformant la succession des inte´grales sur U− et U0 ∩M en une inte´grale sur U0 et
en utilisant les proprie´te´s de τ (cf. (8.19)), on en de´duit:
I =
∫
U0∩M\G
f(g)< η, v(g) >dg
Utilisant la formule inte´grale (2.8) et tenant compte du fait que v est invariante a` gauche
par U , il s’ensuit:
I =
∫
U×(U0∩M\M)×U−
f(umu−)< η, v(mu−) >δ−1P (m)dudmdu
−.
Mais on a:
< η, v(mu−) >= δ
1/2
P (m)E
M
M (η ⊗ v(u
−))(m)
et ∫
U
f(umu−)du = δ
1/2
P (m)[f
P,ind(u−)](m).
Donc les fonctions modules disparaissent et l’on a:
I =
∫
(U0∩M\M)[×U−
fP,ind(u−)](m)EMM (v(u
−)⊗ η)(m)dmdu−
Mais (fP,ind)ˆ(M,σ) est un e´le´ment de Wh(P, σ)⊗ iGPE et
I = ((fP,ind)ˆ(M,σ), η ⊗ v).
Comme cela est vrai pour tout v ∈ iGPE, η ∈ Wh(P, σ), cela prouve l’e´galite´ voulue, pour
σ comme-ci dessus. Cette e´galite´ s’e´tend a` tout (σ, E) objet de O par polynomialite´
des deux membres.
8.3 Transforme´e de Fourier-Whittaker de paquets d’ondes
The´ore`me 5 Soient P =MU,P ′ =M ′U ′ des sous-groupes paraboliques anti-standard
de G tels que M et M ′ soient conjugue´s, O l’orbite inertielle d’une repre´sentation lisse
cuspidale irre´ductible de M . Soit φ ∈ Pol(Ou,Wh ⊗ i
G
P ) tre`s re´gulie`re. Soit (σ1, E1)
une repre´sentation lisse, cuspidale, unitaire et irre´ductible de M ′. Alors
fˆφ(g)(P
′, σ1) =
∑
s∈W (M ′|G|M),s−1σ1∈Ou
[C˜(P ′, P, s, σ1)φ](σ1).
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De´monstration:
Traitons d’abord le casM = G. Soit (σ1, E1) une repre´sentation lisse, cuspidale, unitaire
et irre´ductible de G, φ1 ∈ Wh(σ1)⊗E1.
Pour toute repre´sentation pi de G admettant un caracte`re central, notons χpi sa restric-
tion a` AG. On a:
(fφ, E
G
G(φ1))G =
∫
U0\G
fφ(g)E
G
G(φ1)(g)dg =
∫
AGU0\G
ϕ(g)(EGG(φ1))(g)dg
ou`
ϕ(g) =
∫
AG
fφ(ag)χσ1(a
−1)da.
Comme pour (σ, E) objet de O, EGG(φ(σ))(ag) = χσ(a)E
G
G(φ(σ))(g), on a l’e´galite´:
ϕ(g) =
∫
AG
χσ1(a
−1)
∫
Ou
χσ(a)(E
G
G(φ(σ))(g)dσda.
La restriction de χσ a` AG∩K ne de´pend pas de (σ, E) objet de O. Si les restrictions de
χσ et χσ1 a` AG ∩K sont distinctes, alors ϕ(g) = 0. Supposons ces restrictions e´gales.
On peut appliquer la formule d’inversion de Fourier sur AG/AG ∩K. La de´finition de
l’inte´grale sur Ou et la normalisation des mesures sur AG/AG ∩K, X(G)u (cf. section
2.2) et Ou (cf. Lemme 7) conduit a` l’e´galite´:
ϕ =
∑
σ∈Ou,χσ|AM=χσ1 |AM
EGG(φ(σ))
D’ou` l’on de´duit:
(fφ, E
G
G(φ1))G =
∑
σ∈Ou,χσ|AM=χσ1 |AM
∫
AGU0\G
(EGG(φ(σ))(g)(E
G
G(φ1))(g)dg
Le Lemme de Schur montre que le terme correspondant a` σ dans cette dernie`re expres-
sion est nul si σ n’est pas e´quivalente a` σ1. De plus si σ = σ1, d’apre`s le Lemme 5, ce
terme est e´gal a` (φ(σ1), φ1)G. On obtient finalement:
(fφ, E
G
G(φ1)) = 0 si (σ1, E1) n’est pas objet de O.
(fφ, E
G
G(φ1)) = (φ(σ1), φ1) si (σ1, E1) est un objet de O.
(8.21)
En utilisant le Lemme 7, on en de´duit le The´ore`me dans le cas M = G.
Retournons au cas ge´ne´ral. On a, d’apre`s le The´ore`me 4:
fP
′,ind
φ (g) =
∑
s∈W (M ′|G|M)
fM
′
φs
ou` φs est la fonction sur sOu a` valeurs dans Wh ⊗ i
M ′
M ′ de´finie par: φs(σ1) =
[C˜(s, P ′, P, σ1)φ(g)](σ1). C’est un e´le´ment de Pol(sOu,Wh⊗ i
M ′
M ′), d’apre`s le fait que φ
est tre`s re´gulie`re. On utilise le Lemme 7 pour M ′ au lieu de G et P , pour voir que l’on
peut appliquer la Proposition 8 a` fφ pour exprimer fˆφ(P
′, σ1) a` l’aide de f
P ′,ind. Joint
a` ce que q’on vient de de´montrer pour le groupe M ′, cela implique le The´ore`me.
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8.4 Produit scalaire de paquets d’ondes
Proposition 9 Soit P =MU,P ′ =MU ′ deux sous-groupes paraboliques anti-standard
de G. Soit O (resp. O1) l’orbite inertielle d’une repre´sentation lisse, irre´ductible et
cuspidale de M (resp. M ′), φ ∈ Pol(Ou,Wh(P, σ) ⊗ i
G
PE), φ1 ∈ Pol(O1u,Wh ⊗ i
G
P )
tre`s re´gulie`res.
(i) Si M et M ′ ne sont pas conjugue´s dans G, (fφ, fφ1)G est nul.
(ii) Si M et M ′ sont conjugue´s dans G, (fφ, fφ1)G est e´gal a`:∫
O1u
∑
s∈W (M ′|G|M),sO=O1
([C˜(s, P ′, P, σ1)φ](σ1), φ1(σ1))dσ1.
De´monstration:
La de´monstration est semblable a` celle de [W], Proposition VI.2.2. Nous la donnons
pour la commodite´ du lecteur.
On a l’e´galite´
(fφ, fφ1)G =
∫
U0\G
fφ(g)
∫
O1u
(EGP ′(φ1(σ1))(g)dσ1dg.
Comme O1u est compact et comme fφ est a` support compact d’apre`s le Lemme 7,
l’inte´grale double est absolument convergente et l’on obtient:
(fφ, fφ1)G =
∫
O1u
(fφ, E
G
P ′(φ1(σ1)))Gdσ1
et d’apre`s la de´finition de fˆ :
(fφ, fφ1)G =
∫
O1u
(fˆφ(P
′, σ1), φ1(σ1))dσ1.
Supposons le rang semi-simple de M ′ infe´rieur ou e´gal a` celui de M . En utilisant la
Proposition 8 et le The´ore`me 4 (i), on voit que (fφ, fφ1)G = 0 si M n’est pas conjugue´
a` M ′. Si le rang semi-simple de M ′ est strictement plus grand que celui de M , il suffit
d’appliquer la relation (fφ, fφ1)G = (fφ1 , fφ)G, pour achever la preuve de (i).
Supposons maintenant M et M ′ conjugue´s dans G. Le The´ore`me 5 calcule fˆφ(P
′, σ1),
ce qui conduit a` (ii).
8.5 Adjoint de la matrice B
The´ore`me 6 Soit P , Q des sous-groupes paraboliques semi-standard de G posse´dant
le meˆme sous-groupe de Le´vi semi-standard, M . On suppose P anti-standard. Soit
O l’orbite inertielle d’une repre´sentation lisse, irre´ductible et cuspidale de M . On a
l’e´galite´ de fonctions rationnelles sur Ou:
B(P,Q, σ)∗ = B(Q,P, σ)
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De´monstration:
Soit P ′ le sous-groupe parabolique anti-standard de G auquel Q est conjugue´ et O1
une orbite inertielle de M ′ conjugue´e de O par un e´le´ment de W (M ′|G|M). Soit
φ ∈ Pol(Ou, i
G
P ⊗ Wh), φ1 ∈ Pol(O1u, i
G
P ′ ⊗ Wh) tre`s re´gulie`res. Alors, d’apre`s la
Proposition pre´ce´dente:
(fφ, fφ′)G =
∫
O1u
∑
s∈W (M ′|G|M),sO=O1
([C˜(s, P ′, P, σ1)φ](σ1), φ1(σ1))dσ1. (8.22)
Puis en utilisant (fφ, fφ′)G = (f ′φ, fφ)G, on a:
(fφ, fφ′)G =
∫
Ou
∑
t∈W (M |G|M ′),t−1O=O1
(φ(σ), [C˜(t, P, P ′, σ)φ1](σ))dσ;
On pose σ1 = t
−1σ. D’ou`:
(fφ, fφ′)G =
∫
O1u
∑
t∈W (M |G|M ′),t−1O=O1
(φ(tσ1), [C˜(t, P, P
′, tσ1)φ1](tσ1))dσ1 (8.23)
A s ∈ W (M ′|G|M) correspond un unique e´le´ment t de W (M |G|M ′) tel que st = m′ ∈
M0 ∩K.
Montrons l’e´galite´ de fonctions rationnelles sur O1u:
j(P ′, P ′−, s.P, σ1) = j(P, P−, t.P ′, sσ1)
D’abord, d’apre`s (5.5) et (5.6) les deux membres de l’e´galite´ a` prouver sont re´els, donc
on peut ignorer la conjugaison complexe. Alors l’e´galite´ re´sulte imme´diatement de (5.6)
et (5.9).
Si φ1 est tre`s re´gulie`re, il en va de meˆme de p1φ1 pour tout p1 ∈ Pol(O1). Par ailleurs
si F ∈ Pol(O1u) est tel que:∫
O1u
p1(σ1)F (σ1)dσ1 = 0, p1 ∈ Pol(O1),
on en de´duit que F = 0.
Donc, pour tout σ1 objet de O1u, les expressions sous le signe inte´grale dans les membres
de droite des e´galite´s (8.22) et (8.23) sont e´gales.
Soit O′1u l’ensemble des σ1 ∈ O1 tel que, avec les notations de (8.3), (8.6), pO1(σ1) soit
non nul et tels que si w ∈ W (M ′,O1), wσ1 ne soit e´quivalente a` σ1 que si w = 1. On
remarque que O′1u est dense dans O1u.
Soit σ1 ∈ O
′
1u, s ∈ W (M
′|G|M) et t comme ci-dessus. D’apre`s (8.7) on peut choisir
φ tel que φ(tσ1) soit non nul et arbitraire dans i
G
P (tE1) et tel que φ(t
′σ1) = 0 si t
′ ∈
W (M |G|M ′) est distinct de t. De meˆme φ1(σ1) peut eˆtre choisi arbitrairement. Alors,
tous les termes sous le signe inte´gral de (8.22) (resp.(8.23)) sont nuls excepte´ celui
correpondant a` s (resp. t), d’apre`s la de´finition des fonctions C˜ (cf. De´finition 4). On
en de´duit:
([C˜(s, P ′, P, σ1)φ](σ1), φ1(σ1)) = (φ(tσ1), [C˜(t, P, P
′, tσ1)φ1](tσ1))
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Puis, utilisant la de´finition des fonctions C˜ (cf. (8.1)), on voit que:
(B(P ′, s.P, σ1)⊗ A(P, s.P, σ1)λ(s))φ(s
−1σ1), φ1(σ1))
est e´gal a`
(φ(tσ1), (B(P, t.P
′, tσ1)⊗ A(P, t.P
′, tσ1)λ(t))φ1(σ1))
Comme φ1(σ1) est arbitraire, on obtient par adjonction:
(B(P ′, s.P, σ1)⊗A(P
′, s.P, σ1)λ(s))φ(s
−1σ1) = [B(P, t.P
′, tσ1)⊗(A(P, t.P
′, tσ1)λ(t)]
∗φ(tσ1)
(8.24)
Maintenant, des e´galite´s provenant du transport de structure et la formule d’adjonction
pour les inte´grales d’entrelacement vont permettre d’achever la preuve du The´ore`me.
Soit m = ts ∈ M0 ∩K, de sorte que t = ms
−1. On a, d’apre`s la Proposition 3 (ii), en
prenant σ e´gal a` s−1σ1:
B(t.P ′, P, tσ1) = (s
−1σ1)
′(m−1)B(t.P ′, P, s−1σ1)(s
−1σ′1)(m)
Comme (s−1σ1)(m) = σ1(m
′), ou` m′ = st, on a:
B(t.P ′, P, tσ1) = σ
′
1(m
′−1)B(t.P ′, P, s−1σ1)σ
′
1(m
′). (8.25)
Par ailleurs, d’apre`s (7.20), dans lequel on remplace m par m′, P1 par P
′, sσ par σ1 et
ou` s et t sont triviaux car P et P ′ sont anti-standard, on a:
B(P ′, s.P, σ1) = σ
′
1(m
′−1)B(t.P ′, P, s−1σ1). (8.26)
Comme φ ∈ Pol(O,Wh⊗ iGP ), s
−1 = m−1t et tσ1 = ms
−1σ1, on a, d’apre`s la de´finition
de Pol(Ou,Wh⊗ i
G
P ) (cf. section 1.4):
φ(s−1σ1) = (tσ
′
1(m)⊗ λ(m
−1))φ(tσ1).
Donc le membre de gauche, I, de (8.24) est e´gal a`:
[σ1(m
′−1)B(t.P ′, P, s−1σ1)⊗A(P
′, s.P, σ1)λ(s)][(tσ
′
1(m)⊗ λ(m
−1))φ(tσ1)].
Mais:
λ(s)λ(m−1) = λ(t−1), tσ1(m) = σ1(m
′).
Donc
I = [σ′1(m
′−1)B(t.P ′, P, s−1σ′)σ′1(m
′)⊗ A(P ′, s.P, σ1)λ(t
−1)]φ(tσ1).
Donc, d’ apre`s (8.25):
I = [B(t.P ′, P, tσ1)⊗ A(P
′, s.P, σ1)λ(t
−1)]φ(tσ1).
Etudions maintenant le membre de droite, II, de (8.24). L’adjoint de A(P, t.P ′, tσ1) est
e´gal a` A(t.P ′, P, tσ1), celui de λ(t) est e´gal a` λ(t
−1). Enfin (cf.(5.8)) λ(t−1)A(t.P ′, P, tσ1)
est e´gal a` A(P ′, s.P, σ1)λ(t
−1). Donc on a:
II = (B(P, t.P ′, tσ1)
∗ ⊗A(P ′, s.P, σ1)λ(t
−1))φ(tσ1).
Comme φ(tσ1) peut eˆtre choisi arbitrairement, l’e´galite´ de I et II conduit a`:
B(t.P ′, P, tσ1) = (B(P, t.P
′, tσ1))
∗,
pour notre choix de σ1. Par densite´, cette e´galite´ est vraie pour σ1 ∈ O1u. Soit
s ∈ W (M ′|G|M) tel que P ′ = s.Q, qui existe d’apre`s notre choix de P ′. Alors t.P ′ = Q.
En posant σ1 = t
−1σ, on obtient l’e´galite´ voulue.
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9 Preuve du The´ore`me de Paley-Wiener
9.1 Paquets d’ondes de´cale´s
Proposition 10 Soit P = MU un sous-groupe parabolique anti-standard de G et soit
O l’orbite inertielle d’une repre´sentation lisse, irre´ductible et cuspidale de G. Si φ ∈
Pol(O,Wh⊗ iGP ), on note:
Φ(σ) := (Id⊗A(P−, P, σ)−1)φ(σ)
et
f shΦ :=
∫
Ouχµ,Reµ<<P 0
EGP (Φ(σ))dσ.
ou` Reµ <<P 0 veut dire que −〈Reµ, αˇ〉 est suffisament grand, pour tout α ∈ Σ(P ).
Alors f shΦ ne de´pend pas de µ et est a` support compact modulo U0.
On se re´duit, comme dans la preuve du Lemme 7, a` de´montrer que pour tout φ, la re-
striction de f shΦ a` A
−
0 est a` support compact. Puis on proce`de comme dans [H], l’analyse
des poˆles des fonctions rencontre´es e´tant de´taille´e ci-dessous. Les poˆles potentiels ici
et dans [H] ve´rifient des conditions similaires, ce qui autorise les meˆmes de´placements
de contour d’inte´gration. On note que l’on travaille ici sur A−0 et que les sous-groupes
paraboliques utilise´s pour le terme constant sont ici standard tandis que P est anti-
standard. Modulo l’e´tude des poˆles ci-dessous, la preuve vaut mutatis mutandi, en
tenant compte de notre de´finition diffe´rente de HG (cf. (2.3)).
Etudions les poˆles de de C(s, P ′, P, σ)(Id⊗ A(P, P−, σ)−1) qui est e´gal a`
(B(P˜s, s.P, sσ)⊗ (A(Ps, s.P, sσ)λ(s))(Id⊗ A(P, P
−, σ)−1).
On a:
A(Ps, s.P, sσ)λ(s)A(P
−, Pσ)−1 = λ(s)A(s−1.Ps, P, σ)A(P, P
−, σ)−1
A(s−1.Ps, P
−, σ)A(P−, P, σ) = (
∏
α∈Σred(P )∩Σred(s−1.Ps)
jα(σ))A(s
−1.Ps, P, σ).
Donc
A(Ps, s.P, sσ)A(P
−, P, σ)−1 = (
∏
α∈Σred(P )∩Σred(s−1.Ps)
j−1α (σ))λ(s)A(s
−1.Ps, P
−, σ).
Remplac¸ant σ par σχ, la fonction de χ ∈ X(M) ainsi obtenue a des poˆles pour χ = χλ,
avec λ e´le´ment d’un nombre fini d’hyperplans de (aM)
′
C
de la forme 〈λ, αˇ〉 = c, α ∈
Σ1 := Σred(P ) ∩ Σred(s
−1.Ps) (cf. (5.7)).
La fonction sur X(M), χ 7→ B(P˜s, s.P, sσχ) posse`de des poˆles pour χ = χλ, avec λ
e´le´ment d’un nombre fini d’hyperplans de la forme 〈λ, αˇ〉 = c, α ∈ Σ2 := Σred(s
−1P˜s) ∩
Σred(P
−) ⊂ −Σ1 ((cf. Proposition 3 et (5.7)). Avec les notations de Heiermann [H],
qui de´finit P ′s := s
−1Ps, on a Σ1 = Σred(P ) ∩ Σred(P
′
s).
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9.2 Un re´sultat d’Heiermann
Soit H un sous-groupe compact ouvert contenu dans K. On note eH l’e´le´ment de
l’alge`bre de Hecke de G de´termine´ par la mesure de Haar normalise´e de H . On applique
la Proposition 0.2 de [H] a` la famille de fonctions ϕP,O, ou` P =MU est un sous-groupe
parabolique semi-standard de G, donne´e par ϕ(σ, E) = iGPσ(eH). Si (pi, E) est une
repre´sentation lisse de G, on note (pˇi, Vˇ ) sa contragre´diente lisse et on identifie V ⊗ Vˇ
a` un sous-espace de EndV .
Soit P = MU un sous-groupe parabolique anti-standard de G, O l’orbite inertielle
d’une repre´sentation lisse, cuspidale et irre´ductible deM . En transformant la somme de
Heiermann [H] Proposition (0.2) qui porte sur l’ensemble des w ∈ WG tels que wO = O
en une somme sur w tel que w−1 ∈ W (M |G|M) et wO = O, par regroupement des
termes, et en posant t = w−1, on en de´duit qu’il existe une fonction polynomiale sur O,
ζ(P, .) a` valeurs dans Hom(iGP , i
G
P−) telle que:
(iGPσ)(eH) =
∑
t∈W (M |G|M),tO=O
A(P, t−1.P−, σ)λ(t−1)ζ(P, tσ)λ(t)A(t−1.P, P, σ).
Mais, par transport de structure (cf. (5.8)):
λ(t)A(t−1.P, P, σ) = A(P, t.P, tσ)λ(t).
Donc, on a:
(iGPσ)(eH) =
∑
t∈W (M |G|M),tO=O
A(P, t−1.P−, σ)λ(t−1)ζ(P, tσ)A(P, t.P, tσ)λ(t). (9.1)
9.3 Fin de la preuve du The`ore`me 2
On part maintenant de F qui satisfait les conditions (i) a` (iii) du The´ore`me 2. Soit H
un sous-groupe compact ouvert de G tel que F soit H-invariante. Soit P = MU un
sous-groupe parabolique anti-standard de G et O l’orbite inertielle d’une repre´sentation
lisse, cuspidale et irre´ductible de M . Donc
F (P, σ) = [Id⊗ (iGPσ)(eH)]F (P, σ)
On applique (9.1) et on trouve que F (P, σ) est e´gal a`:
∑
t∈W (M |G|M),tO=O
([Id⊗ A(P, t−1.P−, σ)λ(t−1)ζ(P, tσ)][Id⊗ A(P, t.P, tσ)λ(t)]F (P, σ)
Mais t ∈ W (M |G|M) implique que wt.P = t
−1. Alors, d’apre`s (6.4), on a:
(Id⊗ λ(t))F (P, σ) = F (t.P, tσ)
et d’apre`s (6.8), on voit que:
(Id⊗ A(P, t.P, tσ))F (t.P, tσ) = (B(t.P, P, tσ)⊗ Id)F (P, tσ).
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Donc:
F (P, σ) =
∑
t∈W (M |G|M),tO=O
[Bt.P, P, tσ)⊗A(P, t−1.P−, σ)λ(t−1)]ζ(P, tσ)F (P, tσ). (9.2)
Soit s l’unique e´le´ment de WG tel m := st ∈ M0 ∩K. On utilise (7.20), avec P1 = P
et σ remplace´ par s−1σ. Comme P est anti-standard, s et t se re´duisent a` l’identite´ et
l’on a:
B(P, s.P, σ) = σ′(m−1)B(t.P, P, s−1σ). (9.3)
On pose ts = m′ ∈M0 ∩K. Donc s
−1 = m′−1t. D’apre`s la Proposition 3 (ii), on a:
B(t.P, P, s−1σ) = (tσ′)(m′)B(t.P, P, tσ)(tσ′)(m′−1).
Comme(tσ)(m′) = σ(m), on en de´duit:
B(t.P, P, s−1σ) = σ′(m)B(t.P, P, tσ)σ′(m−1). (9.4)
Graˆce a` (9.3) et (9.4), on de´duit de (9.2):
F (P, σ) est e´gal a`:
∑
t∈W (M |G|M),tO=O
[(B(P, s.P, σ)σ′(m))⊗(A(P, s.P−, σ)λ(t−1))]ζ(P, tσ)F (P, tσ).
(9.5)
Lemme 9 Pour (σ, E) objet de O, on note:
ΦO(σ) = (Id⊗ A(P
−, P, σ)−1)ζ(P, σ)F (P, σ). (9.6)
(i) Pour (σ, E) objet de O, on a:
ˆf shΦO(P, σ) = F (P, σ). (9.7)
(ii) Si (σ1, E1) est une repre´sentation lisse, cuspidale et irre´ductible du sous-groupe
de Le´vi, M ′, d’un sous-groupe parabolique standard de G, P ′ = M ′U ′, dont l’orbite
inertielle, O′, est telle que (M,O) n’est pas conjugue´e a` (M ′,O′), on a:
ˆf shΦO(P
′, σ1) = 0.
(iii) Si au contraire (M ′,O′) est conjugue´e a` (M,O) on a, pour (σ1, E1) objet de O
′.
ˆf shΦO(P
′, σ1) = F (P
′, σ1).
De´monstration:
Pour z ∈ ZB(G), on note Fi′ = ρ•(z)F , et Φ
′
O la fonction rationnelle de´duite de F
′,
comme ΦO l’est de F . Alors Φ
′
O = ρ•(z)ΦO et:
ˆf shΦ′O
(P1, σ1) = (i
G
P ′σ1)(z)
ˆf shΦ′O
(P1, σ1).
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De (8.8) Lemme 6 et de ce qui pre´ce`de, on de´duit qu’il suffit de prouver le Lemme
lorsque Φ est polynomiale et tre`s re´gulie`re, ce que l’on suppose de´sormais. Alors, on
peut de´placer le contour d’inte´gration dans la de´finition du paquet d’ondes de´cale´ et
l’on a fˆ shΦ = fφ. On applique le The´ore`me 5. On en de´duit (ii). Montrons (i). Soit σ
est un objet de O. Toujours d’apre`s le The´ore`me 5, on a:
fˆ shΦ (P, σ) =
∑
s∈W (M |G|M),s−1σ∈O
Is (9.8)
ou`
Is est e´gal au produit de j(P, P
−, s.P, σ) par:
[B(P, s.P, σ)⊗A(P, s.P, σ)λ(s)](A(P−, P, s−1σ)−1⊗Id)ζ(s−1σ)F (P, s−1σ).
(9.9)
Soit t ∈ WG tel que ts = m′ et st = m soient e´le´ments de M0 ∩K. Donc s
−1 = m′−1t
et tσ(m′) = σ(m). On de´duit du Lemme 5, avec m change´ en m′−1 et σ en tσ , que:
F (P, s−1σ) = (λ(m′−1)⊗ σ′(m))F (P, tσ). (9.10)
Les relations de type (2.19) pour les inte´grales d’entrelacement et la fonction ζ montrent
que:
A(P−, P, s−1σ) = λ(m′)−1A(P−, P, tσ)λ(m′). (9.11)
ζ(s−1σ) = λ(m′−1)ζ(tσ)λ(m′). (9.12)
Tenant compte de (9.10), (9.11), (9.12), on de´duit de la formule (9.9) pour Is, apre`s
des simplifications e´videntes que:
Is est e´gal au produit de j(P, P
−, s.P, σ) par:
[B(P, s.P, σ)σ′(m)⊗(A(P, s.P, σ)λ(s)λ(m′−1)A(P−, P, tσ)−1]ζ(P, tσ)F (P, tσ).
(9.13)
En tenant compte de (9.5), (9.8) et de la relation pre´ce´dente, il suffit, pour prouver
(9.7), de ve´rifier:
j(P, P−, s.P, σ)A(P, s.P, σ)λ(s)λ(m′−1)A(P−, P, tσ)−1 = A(P, s.P−, σ)λ(t−1). (9.14)
On a sm′−1 = t−1, t−1.P = s.P, t−1.P− = s.P−. Graˆce a` (5.8) on a:
λ(t−1)A(P−, P, tσ)λ(t) = A(sP−, s.P, σ).
Donc notant A le premier membre de (9.14), on a:
A = j(P, P−, s.P, σ)A(P, s.P, σ)A(s.P−, s.P, σ)−1λ(t−1).
D’apre`s (5.6) on a:
A(s.P−, s.P, σ)A(s.P, s.P−, σ) = j(s.P−, s.P, s.P−, σ)Id.
Donc:
A = j(P, P−, s.P, σ)j(s.P−, s.P, s.P−, σ)−1A(P, s.P, σ)A(s.P, s.P−, σ)λ(t−1).
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Utilisant encore la de´finition des fonctions j (cf. (5.6)), on trouve:
A = j(P, P−, s.P, σ)j(P, s.P, s.P−)j(s.P−, s.P, s.P−)−1A(P, s.P−, σ)λ(t−1)
et on voit que:
j(P, P−, s.P, σ)j(P, s.P, s.P−, σ)j(s.P−, s.P, s.P−, σ)−1 = 1
donc A = A(P, s.P−, σ)λ(t−1) comme de´sire´, ce qui ache`ve de prouver (9.14). Ceci
ache`ve de prouver (i). (iii) re´sulte des relations (6.4) et (6.8) satisfaites par F et les
transforme´es de Fourier.
Fin de la preuve du The´ore`me 2
Soit E un ensemble de repre´sentants des classes de conjugaisons de couples (M,O), ou`
P =MU est un sous-groupe parabolique anti-standard de G, et O est l’orbite inertielle
d’une repre´sentation, lisse, irre´ductible et cuspidale de M . Soit
f =
∑
(M,O)∈E
f shΦO ,
la somme ne comportant qu’un nombre fini de termes non nuls car il n’y a qu’un nombre
fini de (M,O) tel que ΦO soit non nulle, d’apre`s la condition (ii) du The´ore`me 2. Alors,
d’apre`s la Propostion 10 , f ∈ C∞c (U0\G,ψ) et d’apre`s le Lemme pre´ce´dent f admet
F comme transforme´e de Fourier-Whittaker. Pour achever la preuve du The´ore`me 2, il
ne reste plus qu’a` prouver la Proposition suivante.
Proposition 11 La transforme´e de Fourier-Whittaker, de´finie sur C∞c (U0\G,ψ), est
injective.
De´monstration:
Rappelons le contenu du Corollaire 1 de la Proposition 15 de la section 11 , dont on
retient les notations notamment la de´finition (11.19):
Soit f ∈ C∞c (U0\G,ψ). Si pour toute repre´sentation lisse unitaire irre´ductible, pi, et
tout ξ ∈ Wh(pi), pi′(f ∗) est nulle, alors f est nulle.
Soit P = MU un sous-groupe parabolique anti-standard de G et (σ, E) une
repre´sentation lisse, unitaire, cuspidale et irre´ductible deM . On remarque que, d’apre`s
la de´finition de la transforme´e de Fourier–Whittaker:
(fˆ(P, σ), η ⊗ v) = 〈pi′(f ∗)ξ(P, σ, η), v〉, η ∈ Wh(σ), v ∈ iGPE
Si la transforme´e de Fourier-Whittaker de f ∈ C∞c (U0\G,ψ) est nulle, on en de´duit que
iGPσ(f
∗)ξ = 0 pour tout e´le´ment de Wh(iGPσ). Par polynomialite´, cette identite´ s’e´tend
a` σ repre´sentation lisse cuspidale et irre´ductible.
Mais toute repre´sentation lisse irre´ductible de G, (pi, V ), apparait comme une sous-
repre´sentation d’une repre´sentation iGPσ avec σ lisse, cuspidale irre´ductible. Par ailleurs,
l’exactitude du foncteur qui a` pi associe Wh(pi) montre que tout e´le´ment de Wh(pi) est
la restriction a` V d’un e´le´ment de Wh(iGPσ). On de´duit de ce qui pre´ce`de que f est
nulle, comme de´sire´. Ceci ache`ve la preuve de la Proposition et e´galement du The´ore`me
2.
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Proposition 12 Soit E un ensemble de repre´sentants des classes de conjugaisons de
couples (M,O), ou` P = MU est un sous-groupe parabolique anti-standard de G, et O
est l’orbite inertielle d’une repre´sentation, lisse, irre´ductible et cuspidale de M . Alors
pour f ∈ C∞c (U0\G,ψ), notant F sa transforme´e de Fourier-Whittaker et adoptant les
notations du Lemme 9, on a:
f =
∑
(M,O)∈E
f shΦO ,
la somme ne comportant qu’un nombre fini de termes non nuls.
De´monstration:
D’apre`s la fin de la preuve du The´ore`me 2, les deux membres sont des e´le´ments de
C∞c (U0\G,ψ) qui ont la meˆme transforme´e de Fourier-Whittaker. Donc ils sont e´gaux
d’apre`s la Proposition pre´ce´dente.
10 Sur une conjecture de Lapid et Mao
10.1 Fonctionnelles de Whittaker de carre´ inte´grable et crite`re
de Casselman
Une fonctions mesurable, f , sur G telles que f(ug) = χ(u)f(g) pour u ∈ U0 and g ∈ G,
et telle que :
‖f‖L2(U0\G,ψ) := (
∫
U0\G
|f(g)|2dg)1/2.
sera dite fonction de Whittaker de carre´ inte´grable. L’espace des classes modulo
l’e´quivalence presque partout de fonctions de Whittaker de carre´ inte´grable de´finit
un espace de Hilbert, L2(U0\G,ψ), sur lequel G agit continument et unitairement par
repre´sentation re´gulie`re droite ρ. On introduit de meˆme (ρ, L2(AGU0\G,ψ). Soit (pi, V )
une repre´sentation lisse irre´ductible de G admettant un caracte`re central unitaire. On
dit que pi est de carre´ inte´grable (resp. est une se´rie discre`te) si ses coefficients lisses
sont de carre´ inte´grable sur AG\G (resp. sur G). On dit que ξ ∈ Wh(pi) est de carre´
inte´grable (resp. discre`te) si pour tout v ∈ V , cξ,v est e´le´ment de L
2(AGU0\G,ψ) (resp.
L2(U0\G,ψ)). Montrons
Une repre´sentation lisse irre´ductible (pi, V ) de G posse´de une forme
line´aire non nulle ξ ∈ Wh(pi) discre`te (resp. de carre´ inte´grable) si
et seulement (pi, V ) apparait comme sous-repre´sentation irre´ductible de
(ρ, L2(U0\G,ψ)) (resp.(ρ, L
2(AGU0\G,ψ))
(10.15)
Traitons le cas des formes discre`tes, celui des formes de carre´ inte´grable e´tant semblable.
Si ξ est discre`te et non nulle, on de´finit un produit scalaire invariant sur V par:
(v, v′) :=
∫
U0\G
cξ,v(g)cξ,v′(g)dg, v, v
′ ∈ V. (10.16)
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Donc la repre´sentation est unitaire et l’application v 7→ cξ,v est un entrelace-
ment isome´trique de V dans L2(U0\G,ψ). Re´ciproquement, si (pi, V ) est une sous-
repre´sentation de (ρ, L2(U0\G,ψ)), la mesure de Dirac en 1G est un e´le´ment non nul de
Wh(pi).
Soit (pi, V ) une repre´sentation admissible de G. Pour χ ∈ Hom(AG,C
∗) on pose
Vχ = {v ∈ V |Il existe d ∈ N tel que (pi(a)− χ(a))
dv = 0, a ∈ AG}.
Si ξ ∈ Wh(pi), on note ξχ la restriction de ξ a` Vχ. On appelle exposant de pi (resp.
ξ) un caracte`re χ tel que Vχ (resp. ξχ) soit non nul. On note Exp(pi) (resp. Exp(ξ))
l’ensemble des exposants de pi (resp. ξ). On a Exp(ξ) ⊂ Exp(pi).
Proposition 13 Soit (pi, V ) une repre´sentation admissible de G et ξ ∈ Wh(pi). Les
conditions suivantes sont e´quivalentes:
(i) ξ est de carre´ inte´grable.
(ii) pour tout sous-groupe parabolique standard P =MU de G et tout χ ∈ Exp(ξP ), on
a Reχ ∈−aG∗P , ou`
−
a
G∗
P est l’ensemble des χ ∈ a
G∗
P qui sont combinaisons line´aires a`
coefficients strictement ne´gatifs des racines simples de A0 dans P .
(iii) pour tout sous-groupe parabolique standard maximal P = MU de G et tout χ ∈
Exp(piP ), on a χ ∈
−
a
G∗
P .
De´monstration:
Soit Λ un re´seau contenu dans A0 et tel que A0 = (A0∩K)Λ. Le noyau de l’application
HM0 (cf. (2.3)) est e´gal a` M0∩K et l’image de Λ par HM0 est d’indice fini dans l’image
de HM0. Soit I un ensemble d’ante´ce´dents dans M0 de repre´sentants du quotient de
l’image de HM0 par l’image de Λ. De l’e´galite´ G = U0M0K on de´duit :
G = U0ΛIK. (10.17)
Soit H un sous-groupe compact ouvert distingue´ de K. On voit facilement, en utilisant
(2.8), qu’il existe des constantes C ′, C ′′ > 0 telles que:
C ′δP0(λ
−1) ≤ vol(U0\U0λixH) ≤ C
′′δP0(λ
−1), λ ∈ Λ, i ∈ I, x ∈ K.
On en de´duit que ξ est de carre´ inte´grale si seulement si, pour tout v ∈ V , la restriction
cv de cξ,v a` Λ est de carre´ inte´grable modulo Λ∩AG, pour la mesure qui charge chaque
point λ ∈ Λ ∩ AG de la masse δP0(λ)
−1. Par translation, cv posse`de cette proprie´te´
si et seulement si c’est vrai pour cpi(a)v pour un e´le´ment a de Λ. D’apre`s (3.5) , on
peut donc se limiter aux cv qui sont a` support dans A
−
0 ∩ Λ. Alors on proce`de comme
dans la preuve du crite`re analogue pour les groupes [C], The´ore`me 4.4.6 en utilisant les
proprie´te´s du terme constant (cf. section 3).
Proposition 14 Soit (pi, V ) une repre´sentation admissible de carre´ inte´grable de G et
ξ ∈ Wh(pi), alors ξ est de carre´ inte´grable.
De´monstration:
En effet pour tout sous-groupe parabolique standard P , les exposants de ξP sont des
exposants de piP (voir ci-dessus). Alors le corollaire re´sulte de la Proposition pre´ce´dente
jointe au The´ore`me 4.4.6 de [C] (resp. a` la Proposition III.3.2 de [W]).
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10.2 L’analogue p-adique d’un re´sultat de Wallach
La preuve du The´ore`me suivant est analogue a` celle de son analogue re´el donne´e par
Wallach (cf. [Wal], The´ore`me 14.12.1).
The´ore`me 7 Soit (pi,H) une repre´sentation unitaire irre´ductible de G appartenant au
support de la de´composition en repre´sentations irre´ductibles de G dans L2(U0\G,ψ).
Alors la repre´sentation lisse de G dans l’espace V des vecteurs de H fixe´s par un sous-
groupe compact ouvert est tempe´re´e.
Raisonnant comme dans le de´but de la preuve de [Wall], The´ore`me 14.11. 4, on voit
qu’il suffit de prouver le Lemme suivant.
Lemme 10 Soit f ∈ L2(U0\G,ψ)invariante a` droite par un sous-groupe compact ou-
vert H de K. On note vol(H) la mesure de H pour la mesure de Haar sur K de masse
totale 1. Alors on a:
|(ρ(g)f, f)| ≤ vol(H)−1‖f‖2L2(U0\G,ψ)Ξ(g), g ∈ G.
De´monstration:
On voit facilement, graˆce a` l’invariance de f sous H que:
|f(g)|2 ≤ vol(H)−1
∫
K
|f(gk)|2dk.
On pose f1(g) = supk∈K|f(gk)|. On a donc:
|f1(g)|
2 ≤ vol(H)−1
∫
K
|f(gk)|2dk.
Par inte´gration sur U0\G, on en de´duit:
‖f1‖
2
L2(U0\G,ψ)
≤ vol(H)−1‖f‖2L2(U0\G,ψ).
On voit aussi facilement que:
|(ρ(g)f, f)| ≤ |(ρ(g)f1, f1)|.
On peut donc se re´duire a` prouver l’ine´galite´ du Lemme en supposant H = K. Dans
ce cas on proce`de comme dans la fin de la preuve du Lemme 15.1.1 de [Wall]. On doit
cependant changer les inte´grales sur A en des inte´grales sur M0, changer a en m ∈ M0
et a−ρ en δ
−1/2
P (m).
10.3 Fonctionnelle de Whittaker de carre´ inte´grable sur une
repre´sentation irre´ductible
Au vu de (10.15), le The´ore`me suivant re´sout positivement une conjecture de Lapid et
Mao (cf. [LM], conjecture 3.5). Nadir Matringe (cf. [Ma], Corollaire 3.1), a obtenu
inde´pendamment ce re´sultat pour certains groupes.
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The´ore`me 8 Soit (pi, V ) une repre´sentation lisse irre´ductible de G S’il existe ξ ∈
Wh(pi) de carre´ inte´grable (resp. discre`te) non nulle, alors pi est de carre´ inte´grable
(resp. une se´rie discre`te) de G.
De´monstration:
Supposons ξ de carre´ inte´grable et non nulle. Alors (pi, V ) est unitaire d’apre`s (10.15).
On note (pi,H) la repre´sentation de G obtenue par comple´tion de V . Montrons qu’elle
est contenue dans le support de (ρ, L2(U0\G,ψ)) (c’est trivial si ξ est discre`te).
Notons G1 le noyau de HG. le groupe G
1AG est d’indice fini dans G. Alors pour
tout v ∈ V , cξ,v ∈ L
2(U0\G
1). Donc le support de (pi1, H) contient un e´le´ment du
support de L2(U0\G
1). Par induction, le support l’induite de (pi1, H) de G
1 a` G contient
un e´le´ment du support de (ρ, L2(U0\G,ψ)). Mais cette induite se de´compose en une
inte´grale hilbertienne des repre´sentations (pi ⊗ χ,H), ou` χ de´crit l’ensemble, X(G)u,
des caracte`res non ramifie´s unitaires de G. Donc il existe χ ∈ X(G)u tel que (pi⊗χ,H)
soit e´le´ment support de (ρ, L2(U0\G,ψ)). Mais (ρ ⊗ χ
−1, L2(U0\G,ψ)) est e´quivalente
(ρ, L2(U0\G,ψ)), l’ope´rateur de multiplication par χ e´tant un entrelacement unitaire.
Donc (pi, V ) est e´le´ment du support de (ρ, L2(U0\G,ψ)).
D’apre`s le The´ore`me 7, (pi, V ) est tempe´re´e. C’est donc un facteur direct d’une induite a`
partir d’un sous-groupe parabolique anti-standard P =MU de G d’une repre´sentation
de carre´ inte´grable, (σ, E), de M . Comme V est un facteur direct, il suffit montrer que
Wh(iGPσ) n’a pas d’e´le´ment non nul de carre´ inte´grable sauf si P = G. Supposons qu’il
en existe un et notons le encore ξ. On note encore pi la repre´sentation iGPσ et V son
espace. On suppose que P est diffe´rent de G.
D’abord, d’apre`s le The´ore`me 1, ξ est e´gal a` ξ(P, σ, η) pour un e´le´ment non nul, η, de
Wh(σ). Soit e ∈ E et soit H un sous-groupe compact ouvert de G contenu dans K
posse´dant une factorisation d’Iwahori par rapport a` (P, P−) (cf. (2.6)) et tel que e soit
invariant par HM . On suppose en outre que H est assez petit, de sorte que HU− soit
contenu dans Kerψ. On conside`re application de G dans E, vP,He,σ de´finie par (4.12).
Comme e est HM -invariant, v
P,H
e,σ est invariante a` droite par H . C’est un e´le´ment de
iGPE a` support dans U
−P . Notons vol(HU−) =
∫
HU−
du−, ou` du− est la mesure de Haar
sur U− choisie en (2.7). Alors (cf 4.14)), on voit que:
〈ξ, vP,He,σ 〉 = vol(HU−)〈η, e〉. (10.18)
On note χ le caracte`re central de σ, qui est unitaire puisque σ est de carre´ inte´grable.
on voit facilement que pour a ∈ AM , pi(a)v
P,H
e,σ = δ
1/2
P χ(a)v
P,aHa−1
e,σ . Pour a ∈ A
−
0 ,
aHU−a
−1 est contenu dans HU− puisque P est anti-standard. Par application de la
formule pre´ce´dente et en tenant compte de l’e´galite´ vol(aU−a1) = δ−1P (a)vol(U
−), on
trouve:
〈ξ, pi(a)vP,He,σ 〉 = χ(a)δ
1/2
P (a)vol(HU−)〈η, e〉, a ∈ A
−
0 ∩AM .
Notons v = vP,He,σ . Utilisant les de´finitions on voit d’apre`s (3.7) et (3.9), que, pour ε > 0
assez petit:
cξP ,vP (a) = χ(a)vol(HU−)〈η, e〉, a ∈ A
−
0 (P,< ε) ∩AM .
Comme cξP ,vP est une fonction AM -finie sur M , on de´duit de l’e´galite´ pre´ce´dente:
cξP ,vP (a) = χ(a)vol(HU−)〈η, e〉, a ∈ AM .
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Choisissant e tel que 〈η, e〉 soit bon nul, on voit que la restriction de ξP a` VP,χ est non
nulle. Donc χ ∈ Exp(ξP ). De plus, χ e´tant unitaire, Reχ est nul. Joint a` la Proposition
13, cela contredit le fait ξ est de carre´ inte´grable. Cette contradiction ache`ve de prouver
que P = G et que pi est de carre´ inte´grable.
Si ξ est discre`te, AG est trivial. Donc (pi, V ) est une se´rie discre`te de G.
11 Appendice: Adaptation d’un re´sultat de Joseph
Bernstein a` notre contexte
Soit (pi, V ) une repre´sentation lisse de G, ξ ∈ Wh(pi) et f ∈ C∞c (U0\G,ψ). On note f
∗
la fonction sur G de´finie par f ∗(g) = f(g−1) pour g ∈ G. On de´finit pi′(f ∗)ξ ∈ Vˇ , par:
〈pi′(f ∗)ξ, v〉 =
∫
G/U0
f ∗(g)〈pi′(g)ξ, v〉dg. (11.19)
La repre´sentation re´gulie`re droite de G dans L2(U0\G,ψ) se de´compose en une inte´grale
hilbertienne de repre´sentations unitaires irre´ductibles de G, (
∫ ⊕
Z
pizdµ(z),
∫ ⊕
Z
Hzdµ(z)).
On note, pour z ∈ Z,(pi∞z , H
∞
z ) la repre´sentation lisse de G, pi
∞
z , dans l’espace H
∞
z , des
vecteurs lisses de Hz, i.e. fixe´s par un sous-groupe compact ouvert de G.
Proposition 15 Pour µ-presque tout z ∈ Z, il existe un morphisme de G-modules, βz,
entre C∞c (U0\G,ψ) et H
∞
z et il existe ξz ∈ Wh(pi
∞
z ) tels que:
(i) Pour tout f ∈ C∞c (U0\G,ψ), f =
∫ ⊕
Z
βz(f)dµ(z).
(ii) Pour µ-presque tout z ∈ Z, on a
(βz(f), v) = 〈pi′z(f
∗)ξz, v〉, f ∈ C
∞
c (U0\G,ψ), v ∈ H
∞
z .
De´monstration:
Pour tout sous-groupe compact ouvert H de G et tout sous-ensemble de G, Ω, com-
pact modulo l’action a` gauche de U0, on note C
∞
c (U0\G,ψ)
H
Ω l’espace des e´le´ments de
C∞c (U0\G,ψ) invariants a` droite parH et a` support dans Ω, que l’on munit de la topolo-
gie de la convergence uniforme. On note L2(U0\G,ψ)
H
Ω l’adhe´rence dans L
2(U0\G,ψ)
de C∞c (U0\G,ψ)
H
Ω . Comme H est ouvert, Ω est contenu dans la re´union d’un nombre
fini d’orbites de H dans U0\G. Donc cet espace est de dimension finie. On munit
C∞c (U0\G,ψ) de la topologie limite inductive des C
∞
c (U0\G,ψ)
H
Ω . Montrons que:
L’injection de C∞c (U0\G,ψ) dans L
2(U0\G,ψ) est ”fine” dans le sens de
[B1] section 1.4.
(11.20)
Pour cela, d’apre`s [B1], section 1.6, Lemme 2 et The´ore`me 1.5, il suffit de prouver que
pour tout H et Ω comme ci-dessus l’injection, i, de L2(U0\G,ψ)
H
Ω dans L
2(U0\G,ψ)
est de Hilbert-Schmidt, ce qui est clair puisque cet espace est de dimension finie. Ceci
ache`ve de prouver de prouver (11.20).
Alors (i) re´sulte des proprie´te´s des applications ”fines” (cf. [B1], section 1.4).
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On note αz la restriction a` H
∞
z de l’adjoint de βz , lorsque βz est de´fini. Son image
est contenue dans l’espace des vecteurs lisses du dual hermitien de C∞c (U0\G,ψ). Cet
espace s’identifie a` C∞(U0\G,ψ) par l’application qui a` φ ∈ C
∞(U0\G,ψ) associe la
forme antiline´aire sur C∞c (U0\G,ψ) de´finie par f 7→
∫
U0\G
φ(g)f(g)dg. On de´finit alors
ξz(v) := (αz(v))(1G). On a ξz ∈ Wh(pi
∞
z ) . De la de´finition de αz et ξz, on de´duit que:
(βz(f), v) = (f, αz(v)) =
∫
U0\G
f(g)ξz(piz(g)v)dg.
Alors (ii) re´sulte de la de´finition (11.19).
Corollaire 1 Soit f ∈ C∞c (U0\G,ψ), si pour toute repre´sentation unitaire irre´ductiblle
lisse de G et ξ ∈ Wh(pi), pi(f ∗)ξ = 0, alors f est nulle.
Remarque 1 Les seules choses utilise´es ici sont que G est un groupe localement com-
pact totalement discontinu, que U0 est un sous-groupe ferme´ de G tel que U0\G admette
une mesure invariante et que ψ est un caracte`re lisse de U0.
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