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RESUMEN. La forma anab'tica exacta de la función de autocorrelación simple (fas) 
de un proceso estocástico estacionario que obedece mi modelo ARMA estacional, es 
comphcada de obtener en muclios casos. En la mayoría de textos clásicos sobre análisis 
de series temporales, solamente se consideran modelos estacionales particiüares y para 
algunos de ellos su iunción de autocorrelación se calcula solo numéricamente. En este 
trabajo se obtiene la expresión exacta de los primeros 12 valores de la fas del proceso 
estsuiional ARMA{1,0) X ( l ,0 ) i2 , considerada por Peña( 1987) en forma numérica. 
PALABRAS CLAVES Modelo ARMA estacional, función de autocorrelación simple. 
A B S T R A C T . The exact analytical expression of the simple autocorrelation function (saf) 
of a stationary stocheistic process which foUows a seasonal ARMA model, is very difficult 
to obtain in many cases. In most classical text-books about time series analysis, par-
ticular seasonal models are only considered and in some of them, their saf is computed 
oidy in a numerical way. 
In this paper, the exact expression for the first 12 values of the saf of the seeisonal 
ARMA{'1,0) X ( l ,0) i2 model, wliidí is considered by Peña (1987) in a numerical aj>-
proacli, is obtfúned. 
K E Y WORDS Seasonsil ARMA model, autocorrelation function. 
1. In t roducción. 
Un modelo multiphcativo estacional ARMA{p,q) x {p,q), para un proceso es-
tocástico estacionario de media cero {M^i}, es un modelo matemático dado por la 
expresión 
<í>p{B)MB')m = 9,{B)eQ{B')at (1.1) 
Typeset by A^x/fS-T)^ 
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donde 
M5) = l -^ iS <l>pB^, 
% { B ' ) = 1 - * i B ' í p B " ' , 
9,{B) = l - 9 i B ' Í,B«, 
O Q Í B ' ) = 1 - Q i B ' S Q B ' ^ , 
s es la longitud de la estación, ^ i , . . . , 4 )p ,^ i , . . . ,<ip,9i, . . . ,9q ,Qi , . . . , Q Q son pa-
rámetros y {at} denota un proceso ruido blanco. 
Por la complejidad de la forma analítica exacia, de la función de autocorrelación 
simple (fas) del modelo multiphcativo estacional (1.1), la mayoría de autores (si no 
todos) de textos sobre Análisis de Series TemporzJes, solo consideran en sus traba-
jos modelos particulares. Y mas aún, la deducción de las pernitentes funciones de 
autocerrelación no es presentada o solo se dan ejemplos numéricos. Desde un punto 
de vista didáctico, la deducción de estas funciones puede ser un ejercicio de salón de 
clase para los estudicintes de un curso regular de series cronológicas. 
Uno de los modelos particulares que presenta Peña (1987) es el A R M A { 1 , 0 ) X 
(l,0)i2. La fas es calculada suponiendo que el valor de los parámetros del modelo 
está dado por (̂ j = «̂  = 0.5 y $ i = $ = 0.6, pero su forma andítica no es presentada. 
Revisando la literatura se encuentra que, entre los autores mas sobresalientes. Box y 
Jenkins (1976), Abraham y Ledolter (1983), Guerrero (1991) y Brocwkwel y Davis 
(1991) no consideran este proceso dentro de su banco particular de modelos esta-
cionales. Granger y Newbold (1986) lo consideran como un caso particular del mod-
elo ARMA{1,1) X (1, l)i2 y su fas es caracterizada (pero no calculada analíticamente) 
utilizando dos enfoques. En uno, se propone utilizeir la función generadora de auto-
covarianzas dada por 
ytz) = Ú 
^^ ' (1 - 4>Z){1 - 02l2)(l _ <^^-l)(l - ^2-12) • 
donde ÍT^ es la vsirianza del proceso de ruido blanco. Para conocer las autocovarianzas, 
7(2) debe escribirse como una combinzición lineal de fracciones parciales, pero solo al 
factor 1 — QZ^^ le corresponden 12 fracciones con denominador lineed. En el otro, 
se utiliza una caracterización aproximada del comportamiento de las sucesiones de 
razones 
í PT-t-i-t-K ) í pt - <t>Pt-s 1 
l ^T-m-K- í J \ p t - \ - <t>Pt-3-\} 
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donde T es cierto retardo, < > T y X es "moderadamente" grande. Wei (1990) 
propone obtener la fas para el modelo ARMA{1,1) x (1, l)i2 como un ejercicio para el 
estudiante, pero no incluye la respuesta. Makridakis (1983) cita como ejemplo teórico 
de modelos estacionales solo al modelo ARMA{1,1) x (1,1)4, sin hacer referencia a 
su fas. 
El propósito del presente trabajo es la obtención de la expresión anab'tica exacta 
de la fas del modelo estacional ARMA{1,0) x (l,0)i2 = (-^^(1) x ^^(1)12), con el fin 
de complementar, en un sentido didáctico, los textois usuales sobre Series Temporales 
que se emplean en cursos regulares sobre la materia. 
El artículo se org2iniza de la siguiente manera. En la sección 2 se presenta la de-
ducción matemática de la fas del modelo, en la sección 3 se incluyen algunos ejemplos 
numéricos y en la 4 se dan algunas conclusiones. 
2. Forma analí t ica de la fas del modelo. 
El modelo puede ser reescrito de la siguiente manera 
{l-<l>B-<i>B^^-\-<í)^B^^)Wt = at, (2.1) 
el cual puede considerarse como un proceso AR(I3) con parámetros 4>2= - • - = 4>\\ = 
O y <̂ 13 = - ^ * -
La fas del proceso esta dada por 
Pk = <l>Pk-l+^Pk-\2-^^Pk-\3, (2.2) 
y las ecuaciones de Yule-Waiker por: 
Pl = (̂  -f $ p n - <t> p̂i2 
P2 = <I>P\ + ^ p \ Q - <t>^pn 
P3 = <Í>P2 + ^ P Q - <t>^P\o 
P12 = <^pn + ' ^ - < P ^ P i -
Considerando a ^ y 0 conocidos y la fas {pk} desconocida, el anterior es un sis-
tema lineal de ecuaciones de tamaño 12 x 12, en las incógnitas p i , . . . ,pi2 Se puede 
observar por ejemplo que pi depende directamente de pu y P12 y a su vez pi2 de pi 
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y p u . En consecuencia es importante conocer la forma anab'tica de las 12 primeras 
autocorrelaciones del proceso, con el fin de conocer toda la función {pt). 
Para cumplir con el anterior objetivo, se utilizará el método de eliminación Gaus-
siana. Es conveniente indicar que paquetes de computador tales como Mathematica o 
Maple, podrían reaüzar esta misma tarea. La matriz ampliada del sistema y la matriz 
que resulta después del primer paso de la eliminación, son las siguientes: 
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Con un poco de paciencia, suficiente papel y álgebra cuidadosa se obtiene en el 
último paso de la eliminación a la matriz 
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l O ü O O O O O O O O *^<^+*^'°) 
ai 
0 1 0 0 0 0 0 0 0 0 0 *'>'''(.\+*'t>') 
0 0 1 0 0 0 0 0 0 0 0 *i''{^+*i>') 
0 0 0 10 0 0 0 0 0 0 *^V+**') 
«1 
0 0 0 0 1 0 0 0 0 0 0 i í ü ^ t * ^ 
di 
0 0 0 0 0 0 0 1 0 0 0 '̂ O'̂ if+'t'*) 
0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 0 0 

























<;! . i2-*($-^, / ,2*- i2) 
Á: = 7 , ,12, 
donde d = 1 -I- ^<p^ .̂ Se debe observar que para todo (f) y ^ (|i^| < 1,\^\ < 1) se 
cumple que d > 0. 
Utilizando la ecuación en diferencias (2.2), se pueden obtener en forma analítica 
los coeficientes de autocorrelación pk para k = 13,14, . . . . Por ejemplo para k = 
1 3 , . . . ,24 se tiene que 
^t(l_<I.2) + <j2^24-J:^$^t-12 
Pk = ^ . 
Con base en estos resultados analíticos se pueden encontrar diferentes formEis 
geométriceis paura la fcis. Ellais están determinadas por el stgno y la ubicación, en 
el intervalo (-1,1), de los parámetros </> y $ . Por ejemplo: 
(a) (^> 0 , ^ > O y - ^ > <j>. 
En este caso pk > Q para todo Ar = 1,2,... puesto que el numerador en cada 
coeficiente de autocorrelación es positivo. Además {pk} decrece si A: = 7 , . . . , 12 y 
este comportamiento se repite en cada estación. La figura 3.1, en la siguiente sección, 
muestra este comportamiento utilizando el ejemplo de Peña (1987). 
(b) í> > 0 , $ < Oy - $ > (̂ . 
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Aquí Pt > O si fc = l,...,6,pfc < Osi ifc = 7 18,pt > O si ib = 19,.- . ,30 y así 
sucesivamente. Además, {pt} decrece desde ifc = 1 hasta k = 12, crece desde ib = 13 
hasta fc = 24 y asi periódicamente. La figura 3.2 describe estecomportamiento. 
Ejemplos numéricos de las dos formas anteriores y de otras 2 posibilidades se dan 
en la sección 3. 
3. Ejemplos numéricos. 
(a) Figm-a 3.1. Fas para <f> = 0.5, (̂  = 0.6 
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(c) Figura 3.3. Fas cuando ^ = -0 .5 , ̂  = 0.6 -
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(d) Figura 3.4. Fas si <̂  = -0 .5 , <̂  = -0.6 
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4. Conclusiones. 
La forma analítica exacta de los 12 primeros valores de la función de autocorrelación 
simple del proceso estacional ARMA{1,0) x (l,0)i2 ha sido obtenida y a partir de ella 
se han explorado algunas formas geométricas particulares entre las que se encuentra la 
presentada por Peña (1987). Otras formas particulares pueden ser obtenidas haciendo 
consideraciones especiales sobre los signos y la ubicación en el intervalo (-1,1) de los 
parámetros del modelo. 
El presente trabajo es un complemento didáctico a los textos sobre análisis de series 
temporales, que usualmente se siguen en los cursos regulares sobre la materia. 
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