The study of the underlying physics of soft flowing materials depends heavily on numerical simulations, due to the complex structure of the governing equations reflecting the competition of concurrent mechanisms acting at widely disparate scales in space and time. A full-scale computational modelling remains a formidable challenge since it amounts to simultaneously handle six or more spatial decades in space and twice as many in time. Coarse-grained methods often provide a viable strategy to significantly mitigate this issue, through the implementation of mesoscale supramolecular forces designed to capture the essential physics at a fraction of the computational cost of a full-detail description.
Introduction
In the last few decades, the condensed matter has moved great lengths in the direction of soft matter, namely the study of complex states of matter at the interface between the three basic ones: gas, liquid and solid [1, 2, 3] . Besides their practical relevance for a host of applications in chemistry, material science and biology, soft materials also raise a fundamental challenge to non-equilibrium thermodynamics, since they display properties which cannot be traced back to any of the three fundamental states they derive from [4, 5] . For instance, foams, binary mixtures of gas and liquid, each featuring linear Newtonian rheology, exhibit highly non-Newtonian mechanical and rheological properties.
This has stimulated an outburst of experimental and theoretical activity alike, including computational methods, aiming at shedding light into the underlying mechanisms controlling the behaviour of soft matter systems [6, 7, 8] .
Computational methods can often illuminate regions of parameter space not accessible to experiments and explore non-perturbative regimes totally beyond the reach of analytical methods [9, 10, 11] . Yet, they face with a formidable multiscale challenge, since many soft matter systems host concurrent interactions encompassing six or more decades in space (from tens of nm to cm) and easily twice as many in time (from ps to s) [6] .
Under such state of affairs, two major avenues open up: the first consists in developing highly sophisticated multiscale methods capable of covering five-six spatial decades through a clever combination of advanced computational techniques, such as local grid-refinement, adaptive grids, or grid-particle combinations [12, 13, 14, 15, 16] . Such methods are potentially compelling but extremely demanding, both in terms of programming and day-by-day operational complexity.
The second avenue consists in developing suitable coarse-grained models, operating at the mesoscale, say microns, through the incorporation of effective forces and potentials designed in such a way as to retain the essential effects of the fine-grain scales on the coarse-grained ones [17, 18] . While inherently approximate in nature, and strongly dependent on the degree of universality offered by the specific problems at hand, the latter alternative is very appealing because, when it works, it comes with game-changing computational savings.
In this article, we shall present a series of results within the framework of the latter strategy. In particular, we shall discuss the application of a new class of mesoscale lattice Boltzmann models for multi-component fluids, accounting for near-contact interactions, occurring at the molecular scale around tens of nanometers [19, 20] .
The effectiveness of this approach will be showcased for a number of problems pertaining to soft flowing crystals, namely ordered collections of flowing droplets, generated by microfluidic devices. In each and every case discussed in this paper, we highlight the specific contribution of the simulations to a better understanding of the basic phenomenon in point, both in terms of interpreting existing data and also in terms of proposing new experiments and devices.
The organization of this article is as follows. Section 2 provides an overview of recent experimental results of soft flowing crystals. In Section 3.1, we illustrate the process of droplet generation while in Sections 3.2 and 3.3 we elucidate the role of the velocity field in shaping up different soft crystal configurations. The details of the simulation approach are reported in Materials and Methods.
Microfluidic soft flowing crystals
Microfluidic crystals consist of a highly ordered and uniform mesoscale porous matrix, made by a dispersion of a dense emulsion of droplets (air bubbles or fluid droplets, such as water) stabilized by a surfactant, embedded in a continuous phase, such as oil [21, 22, 23, 24] . This soft material is usually produced within microchannels, structures a few dozens micrometres in width and manufactured by soft-lithography techniques [25] . A famous example in point is offered by the flow focusers [26, 27, 28] (see Fig. 1 ), microdevices currently primarily employed for the production of mono-dispersed microemulsions, due to the capability of handling very tiny amounts of fluids (of the order of the picolitre [29] ) and to the accurate control over monodispersity and droplet size [22, 30] .
Such devices are made of three channels supplying the dispersed phase (from the horizontal branch) and the continuous phase (from the two vertical branches) through a tiny orifice, located downstream of the three coaxial inlet flows (see Fig.1 ). The three inlet channels (the two vertical ones and the horizontal one) have a width of H 200µm, the striction is approximately h 100µm, and the outlet channel width is H c 100µm. The height of the device is W 100µm. Since in these systems capillary forces dominate over viscous ones, the capillary number is usually rather small. By assuming a dynamic viscosity of the dispersed phase (water) µ 10 −3 P a · s, its inlet velocity u d ∼ 0.1m/s and an interface tension of the oil-water mixture approximately 50mN/m, one gets Ca ∼ 10 −3 , a value in very good match with those characterizing flow focuser devices [22] .
The mechanism of droplet formation relies on the periodic pinch-off of the dispersed jet by the continuous stream occurring in the orifice [31, 22, 32] . In particular, the droplet size is controlled by the pressure of the dispersed phase and by the flow rate of the continuous phase. The high degree of reproducibility is guaranteed by the absence of hydrodynamic instabilities since these devices operate in a regime where viscous forces largely dominate over inertia (i.e. the Reynolds number of the flow is much smaller than 1) [22, 33] . This stabilizes the pinch-off process and produces highly precise droplet sizes. When the density of the droplets in the outlet channel is sufficiently high, a flowing crystal can be produced, typically formed by an ordered array of selfassembled bubbles/droplets exhibiting a hexagonal crystal-like pattern (see Fig.2 ) [22, 21] .
Besides being of interest per se as an intriguing example of complex state of flowing matter, soft flowing crystals may find good use in a wide class of advanced technological applications. Typical examples are catalyst support in porous materials, electrochemical sensing, and template for tissue engineering, where the trabecular morphology is fundamental for its correct functioning [34, 35, 36] .
A pre-patterned design of a soft flowing crystal crucially relies on a careful control over multiple parameters, such as surface tension and viscosity of the mixture, inlet pressure of the dispersed phase and flow rate of the continuous one, dimensions of orifice and channels and, ultimately, near-contact forces (such as nanoscopic van der Waals and disjoining pressure, to name but a few) occurring in the thin film of fluid separating droplet interfaces. Despite their short-range nature, the effect of such forces may encompass several lengthscales, from the nanometer up to the sub-millimetre size, leading to long-range rearrangements of the emulsion structure in the outlet channel. In the worst scenario, such rearrangements could disrupt the soft crystal, thus compromising the final material design.
In the following, we show that many morphological structures, as well as dynamic features of the soft flowing crystals observed at the sub-micrometre scale, can be remarkably well captured using an innovative lattice Boltzmann approach which relies exclusively on a mesoscale description of the underlying physics [19] . In particular, the model (i) correctly reproduces the process of droplet generation within the microfluidic device, (ii) fully describes the complex non-equilibrium transition regimes between different flowing crystal configurations and (iii) recovers the dynamics of near-contact deformable interfaces. Here we illustrate the points (i) and (ii), while we remind to Ref. [37] for an extensive discussion of the interface fluctuations in thin films of fluid. Figure 1 : Left: Microfluidic flow focuser used for the production of air bubbles in Ref. [21] . A gas, injected with pressure P g from the horizontal branch, and water, ingjected with flow rate Q l /2 from the vertical branches, are focussed into the orifice of width=100µm. Air bubbles are then collected in an outlet chamber located downstream. Right: Simulation of production of a microfluidic crystal made of fluid droplets (red) dispersed in an immiscible secondary fluid (black).
These results support the view that, at least for this system, the present lattice Boltzmann method offers a unique numerical platform providing a realistic description of the physics across almost five lengthscales, through a minimal set of control parameters directly accessible to experiments.
Results

Droplet generation in microfluidic devices
Marmottant et al. [21, 22] have shown that a soft flowing microfluidic crystal can be designed by dispersing air bubbles in fluid phase within a flow focuser. The primary mechanism causing droplet formation relies on a combined effect of the pressure drop, due to sudden channel expansion, and of the shear stress exerted by the continuous phase inside the nozzle, which squeezes the dispersed phase inwards and causes its rupture [32, 21, 22] . When this occurs, the generated droplet is pushed forward by a novel droplet produced at the rear, in a recurrent process in which the resulting emulsion moves almost unidirectionally in the outlet channel. Importantly, droplet formation is controlled by the pressure of the gas set at the inlet channel.
In our numerical experiment, we consider a soft flowing crystal made of two immiscible fluids, such as water drops (the dispersed phase) embedded in oil (the continuous phase). Despite the different nature of the dispersed phase, an almost identical mechanism for the production of microfluidic crystals is found to hold.
Here, droplet formation and structure of the resulting emulsion can be controlled by tuning the dispersedto-continuous flow rate ratio, defined as φ = u d /2u c (where u d and u c are the speeds of the dispersed and continuous phases, respectively, at the inlet channel). Further, but no less remarkable, the droplet formation is also driven by the strength of the near-contact forces F rep , a mesoscopic force field modelling the repulsive effect of a surfactant confined at the fluid interface and preventing droplet coalescence (see Materials and Methods for the details of its numerical implementation).
However, at the interface lengthscale, capillary effects, controlled by the surface tension, can favour droplet merging.
A suitable dimensionless number accounting for the competition between surface tension σ and near-contact forces F rep can be defined as N c = A∆x/σ, where A sets the magnitude of the repulsive force and ∆x is the minimum distance of interaction between two interfaces in close contact, usually ranging from 10 to 100 nm [38] (see Fig. 5 in Materials and Methods). Typically, if N c 1, capillary effects dominate and droplets coalesce, whereas at N c ∼ 1 near-contact interactions prevail and droplet merging is inhibited.
A typical arrangement is sketched in Fig.1 (right) obtained for φ = 1 and N c = 0.1. The dispersed phase (in red in Fig.1 ) is produced at a predefined speed u d in the horizontal branch of the inlet channel, while the continuous phase (in black) comes from the two vertical branches at speed u c . They are both driven to the striction where the break-up process occurs [32] , and, finally, a droplet emerges in the outlet channel.
Even though the configurations shown in Fig.1 are still far from a flowing microfluidic crystal, it is remarkable that, by solely controlling the two independent parameters φ and N c , droplet generation can be simulated to a high degree of accuracy by our lattice Boltzmann approach.
Such results invite the following questions: Can this model capture more complex flowing crystal patterns and particularly the non-equilibrium structural transitions, such as those reported in recent works by Marmottant [21, 22] ? Also, to which extent does this minimal mesoscale description provide results readily comparable with experiments?
In the next section, we focus precisely on these two aspects.
Non-equilibrium transition between different flowing crystal patterns
In Ref. [22] , Marmottant et al. show that, by merely turning up the pressure of the dispersed phase, a variety of ordered hexagonal emulsion patterns can be obtained and assembled in the outlet channel. The typical structures are shown in Fig.2 (experiments on the right panel), and are named according to the number of droplet rows in the channel: going from the top to the bottom we have hex-three, hex-two and hex-one (also called "bamboo").
In the left panel of Fig.2 , we report the different flowing crystalline-like structures observed in our simulations upon varying φ and keeping N c = 0.5. While, for φ = 1 (Fig.2a ), a regular array of mono-disperse droplets arranged in a three-row structure (Hex-three phase) is produced, increasing φ significantly affects this picture. When φ = 1.5 (Fig.2b) , the resulting emulsion phase consists, once more, of monodisperse droplets, but now uniformly accommodated along two parallel rows (Wet Hex-Two phase), and an analogous arrangement is observed when φ = 2 (Fig.2c ), although here larger droplets exhibit a wider interface deformation. Finally, when φ = 3.6 ( Fig.2d) , the system displays a single-row structure, in which highly packed brick-like shaped droplets arrange in a single-file pattern (Hex-One phase).
The visual match between simulations and experiments is clearly impressive. The formation and the arrangement of these regular patterns are decisively affected by the flow rate. Indeed, it has been shown that, for a gas-liquid foam, the flow rate is a power-law function of the applied pressure of the gas set at the inlet channel, i.e. Q f ∝ P 1/α g where α 2/3 [39, 22] , as long as P g is sufficiently small (see Fig. 3 , left). In particular, increasing P g , one moves from an hex-two phase, made of two rows of rather spherical droplets, to a closer packed state in which larger bubbles occupy the whole microchannel. Afterwards, a sharp decrease of Q g , due to the augmented friction of droplet interfaces with the solid walls, indicates a non-equilibrium order-order transition towards the hex-one phase.
Remarkably, such dynamic behaviour is fully captured by our simulations. In Fig. 3 (right) , we show a phase diagram of Q d = νV d as a function of φ, where ν is the frequency of droplet generation and V d is the volume of the generated droplet. Here the flow ratio φ plays the same role of the gas pressure P g and is fixed at the inlet channel. In excellent agreement with the flow curve shown in Ref. [22] , the flow rate Q d scales as a power law of φ 1/β , where β is approximately 2/3. Now, by increasing φ one switches from the hex-three phase to the hex-two phase, the last stable as long as φ 3.5. Like the previous case, further augmenting φ produces a dramatic reduction of Q d , which signs that transition to the hex-one phase. Such transition is triggered by a topological rearrangement, known as T1 event [40, 21] (see the white dotted line in Fig.3, left) , which corresponds to an exchange in neighbouring droplets to diminish the energy of the fluid interface. When this event occurs, two different phases, hex-two and hex-one, simultaneously coexist, separated by a transition front that breaks the homogeneity of the pattern.
Clearly, the flow field plays a fundamental role in a soft flowing crystal. It is therefore of particular relevance to investigate more carefully its structure in order to assess how it affects shape and stability of the flowing crystal and, potentially, its final design.
In the following section, we discuss the flow structure characterising different flowing crystals in detail.
Fluid-structure interaction and stability of the crystal pattern
In all cases described so far, the velocity field looks rather uniform upstream, in the inlet channels, while it is significantly affected by the droplet arrangement downstream, within the outlet channel (see Fig. 2 ). Indeed, the chaotic-like pattern observed at φ = 1, progressively turns into a more uniform and almost unidirectional one as φ augments, due to the increasing droplet size and the concurrent loss of interfacial area. In particular, at high values of φ, the non-uniform velocity field remains mainly confined nearby the droplet interfaces, whereas, within each droplet, it points rightwards almost everywhere. At a closer inspection, however, the coupling between hydrodynamics and interface dynamics reveals a number of highly non-trivial aspects.
In Fig. 4 we show a zoom of the velocity field (top) and of the vorticity ω (bottom) when φ = 1.5. Interestingly, at the entrance of the nozzle and within the inlet jet, two strong counter-rotating vortices appear. Together with the fluid flow of the continuous phase, they promote the squeezing of the interface and its further elongation within the orifice, before the droplet break-up. Afterwards, the flow exhibits an apparently chaotic pattern near and within the fluid interfaces, whereas it exhibits a more regular and approximately uniform pattern in the bulk of the droplets and outside, far from the interfaces. Intense fluid recirculations, rotating either clockwise or anticlockwise, still occur within the generated droplets near the nozzle (where the fluid flow magnitude is larger than the rest of the system), and progressively disappear when the droplets move forward within the outlet channel.
The above pictures prompts a number of questions, such as, how robust is this scenario? Is the feasibility of the material guaranteed by solely monitoring the physics at the device scale or may effects occurring at the interface level potentially destabilize the material? In Ref. [37] we have described how near-contact forces, typically showcasing in a film of fluid formed by the interfaces, could affect the mechanical properties of the SFC. Their effect is modelled via a mesoscopic repulsive force F rep , which competes with surface tension (capillary forces) to inhibit droplet coalescence and coarsening of the material. We have shown that, if the near-contact forces are comparable or exceed the effects of surface tension (i.e. when N c ∼ 1, or larger), counter-rotating micro-vorticity patterns emerge within the film of fluid. These promote the formation of ripples propagating along with the interface that may eventually destabilize the film and potentially lead to the rupture of the material.
Why it works? Extended Universality
At the end of this work, a question stands tall: how could the mesoscale approach used throughout this paper possibly work and in a close-to-quantitative form, in the face of very substantial coarse-graining, basically two orders of magnitude in space?
We maintain that the answer traces to a sort of "Extended Universality" (EU) of the underlying physics in point, a sine-qua non for the mesoscale approach to be effective at all. If universality would hold, a continuum approach would do, if it were lost altogether, molecular dynamics would be the only option.
Universality means dependence on dimensionless groups rather than the specific values of the competing forces and interactions. For the case of near contact interactions, besides the capillary number, such group can be identified with the ratio of near-contact versus capillarity forces. We have not found any existing name for such number and we refrain from introducing a new one ourselves, so we simply call it the "near-contact-number" N c .
Another relevant dimensionless group is the Cahn number, defined as the ratio of the film thickness to the droplet diameter, Cn = h/D.
As long as the simulation can feature the same N c and Cn as the physical problem, success can be expected in predicting the main features of the phenomenon. This is standard universality.
In our simulations N c ∼ 0.1 which is indeed comparable with the physical value [41, 42] . However, the simulated Cahn number is Cn ∼ 0.1, three orders of magnitude above the physical value.
How come it still works? At this point, it is important to realise that the mesoscale approach can also work under less restrictive conditions, namely that the simulated value of a dimensional number be different from the physical one, in our case:
Cn sim = Cn phys
Provided the error due to such mismatch remains negligible as compared to the physical value of the observable under inspection, the basic physics remains unscathed. This is what we mean by "Extended Universality" (EU).
On general grounds, EU applies whenever i) the physical value of the dimensionless group is well below 1, and ii) the mismatch error exhibits a smooth dependence on the number in point, say λ, in equations
where δO is the mismatch error on the physical observable O and c 1 and c 2 are O(1) numerical constants. A typical example is the Mach number in LB simulations of slow flows, say porous media. The physical Mach number is of the order of M ∼ 10 −4 or less, which would be totally unpractical in LB simulations, due to unmanageably small time steps. A standard trick is to raise the Mach number artificially, say M ∼ 0.1, gaining three orders of magnitude in the process. This comes at the cost of a compressibility error, but since compressibility effects scale like the Mach number squared, the simulated fluid carries density fluctuations of the order of 10 −2 , instead of 10 −8 in the physical flow. This is a huge relative error, but still tolerable as an absolute one: for many problems 1 per cent error does not obscure the basic physics, hence it can be tolerated without major disruptions, providing dramatic computational savings in the process.
We may call expression (1) a soft-constraint, namely one which tolerates significant and sometimes even dramatic departures from strict universality, Cn sim = Cn phys , without causing appreciable blurring of the physical picture. Or, differently restated, the physics is largely insensitive to the Cahn number; for droplets 100 microns in size, it makes little difference whether their interstitial film is 1 micron instead of 10 nanometers thick. Once the ratio h/D is well below 1, it does not matter much whether it is just well below one or many orders of magnitude bellow. We maintain that, just like the Mach number in porous media, the Cahn number falls precisely in the forgiving class of Extended Universality.
Extended Universality is a precious gift which permits to save orders of magnitude in computational demand. A gift that can never be given for granted a priori, but rather needs to be checked case-by-case. Incidentally, it bears a definite relation to the notion of "sloppiness", namely the property of many physical and especially biological systems, to maintain their behaviour largely unaffected even under major changes of the so-called "sloppy" parameters [43] , i.e. parameters which are largely unconstrained towards experimental ones. The crucial difference, though, is that sloppy parameters are usually many and exposed to subjective modelling choices, whereas Extended Universality refers to a few dimensionless numbers strictly dictated by the competing physical mechanism under inspection.
Perhaps, the most far-reaching merit of the mesoscopic LB approach discussed in this paper is precisely to provide an efficient "tool of discovery", for spotting Extended Universality wherever it happens to hold.
Conclusions and outlook
The mesoscale method discussed in this paper delivers several non-trivial insights into the physics of near-contact interfaces of direct relevance to the rheology of soft crystals.
First, it shows that, although overly complex and non-linear, such rheology is amenable to substantial coarsegraining, basically two orders of magnitude, from 10 nm to 1 micron, thanks to the insensitivity to the Cahn number, a property we have dubbed Extended Universality. This allows a dramatic savings of computational resources.
Second, it highlights a remarkable degree of extended universality in the physics of near-contact interfaces: once a mechanism for preventing coalescence is appropriately secured, and its strength properly calibrated, nanoscale details do not appear to be essential. Yet, not any mesoscopic treatment would do: for instance, lattice potentials such as those currently in use in the LB literature [44, 45, 46] , are too short-ranged to capture the complex physics discussed in this paper.
Third, the simulations highlight a very fascinating interplay between micro-hydrodynamic recirculation patterns and the interface dynamics. Near-contact interactions affect the interface fluid, and, once sufficiently intense, they trigger micro-vorticity patterns, which in turn affect the NCIs through the shape changes of the interface. This non-linear and self-consistent fluid-structure coupling remains to be explored in-depth, but many interesting questions for future research can be safely be anticipated.
Among others: How fast can the soft crystal flow before it melts or ruptures? Does the self-consistent coupling between hydrodynamic vorticity and interface dynamics permit to fine-tune the design of new porous mesoscale materials with wiggly interfaces? Under what parameter regimes, if any, do soft-flowing crystals connect to Time Crystals, i.e. namely coherent patterns supporting periodicity in both space and time [47, 48] ?
We hope and expect that the mesoscale LB method presented in this work may help gaining new and fresh insights into the fascinating questions above.
Materials and Methods
In this section we shortly summarize the numerical model employed in our simulations. It is a variant of the Lattice Boltzmann (LB) method for multiphase flows (for a comprehensive review on LB see [17, 49, 50, 51] ), based on the color-gradient model of Leclaire et al. [52, 53] , and augmented with a repulsive forcing term accounting for the effects of near-contact interactions occurring at the fluid interface level [19] . Such method has been successfully adopted to simulate, for instance, the physics of dense fluid emulsions in microchannels [20, 19] .
In this model the two components of the binary fluid are described by two distinct sets of distribution functions f k i (k = 1, 2), whose evolution is governed by a discrete Boltzmann equation of the form
f k i represents the probability of finding a particle of the kth component at position x and time t with discrete velocity c i , and i is an index running over the lattice discrete directions i = 0, ..., b, where b = 26 for the three dimensional 27 speed lattice vectors (D3Q27) [17] . The time step ∆t is kept fixed to 1, as common in LB simulations [17] .
The local density ρ k ( x, t) of the kth component and the total momentum of the mixture ρ u = k ρ k u k are given by the zeroth and the first order moment of the distribution functions, i.e. ρ k ( x, t) = i f k i ( x, t) and ρ u = i k f k i ( x, t) c i . The last term of Eq.(3) is the collision operator, which consists of three terms [54, 52, 53 ]
In the above, Ω k i (1) represents the standard relaxation contribution [17] , which sets the kinematic viscosity ν of the mixture. The second term Ω k i (2) is the perturbation step [54] , accounting for the interfacial tension.
is the recoloring step [54, 55] , which favours the segregation between the two species so as to minimise their mutual diffusion. By performing a Chapman-Enskog expansion of the distribution functions [51, 56, 57] , it can be shown that the hydrodynamic limit of Eq.(3) converges to the continuity and the Navier-Stokes equations ∂ρ ∂t + ∇ · ρ u = 0 (5)
where p is the ideal gas pressure and Σ is the capillary stress tensor, given by
(|∇ρ| 2 I − ∇ρ × ∇ρ).
Here σ is the surface tension [17, 49] . The stress jump across a fluid interface is related to σ by the following expression
where T k = −p k I + ρ k ν(∇ u + ∇ u T ) is the stress tensor of the kth component, n = −∇ψ/|∇ψ| (with ψ = (ρ 1 − ρ 2 )/(ρ 1 + ρ 2 ) scalar order parameter ranging between −1 and 1) is a unit vector normal to the interface, and π[h( x)] represents the repulsion between neighboring fluid interfaces, aimed at providing a mesoscale representation of all the repulsive near-contact forces (i.e., Van der Waals, electrostatic, steric and hydration repulsion) acting on much smaller scales (∼ O(1 nm)) than those resolved on the lattice (typically well above hundreds of nanometers). The term h( x) sets the distance between sites x and y = x + h( x) n along the normal n at the two interfaces (see Fig. 5 ). By neglecting variations of the surface tension along the interface, one can approximate T −pI ( [58] ) and, by further projecting Eq.(8) along the normal to the interface, the augmented Young-Laplace equation is obtained ( [59, 60] )
The additional term π can be included within the LB framework by adding a forcing term acting only at the fluid interfaces in near contact. This is given by
x n y=x+h n F rep Figure 5 : Mesoscale representation of near contact forces between two immiscible fluid droplets. F rep is the repulsive force and n is the unit vector perpendicular to the fluid interface. x and y indicate the positions, placed a distance h, located within the fluid interface.
where δ I = 1 2 |∇ψ| is a function (computed by using a second order discretization of the gradint operator [61] ) confining the near-contact effects at the fluid interface, and A h [h( x)] controls the strength (force per unit volume) of the near-contact interactions. It is set equal to a constant A if h ≤ h min , it decays as h −3 if h min < h ≤ h max and it is equal to zero if h > h max . In our simulations h min = 2 and h max = 4 lattice spacings. Although other functional forms are plausible, this one is overall sufficient to avoid droplet coalescence and, more importantly, to correctly describe the physics at different lengthscales. From a computational standpoint, the (weak) non-local nature of the forcing term may affect the parallel efficiency of the method when implemented on distributed memory systems. Such issue, absent in a distributed memory architecture (used in this simulations), could be partially circumvented by a domain decomposition with an appropriate number of halo nodes.
The repulsive force is finally added in Eq.3 (by using the exact difference method [62] ) and is applied only to the dispersed phase. This modifies the stress tensor of the Navier-Stokes equation which can be recovered through the substitution ∇ · Σ → ∇ · (Σ + πI).
