A general rearrangement inequality for multiple integrals  by Brascamp, H.J et al.
JOURNAL OF FUNCTIONAL ANALYSIS 17, 227-237 (1974) 
A General Rearrangement Inequality for Multiple Integrals 
H. J. BRASCAMP*~ 
The Institute for Adwanced Study, Princeton, New Jersey 08540 
ELLIOTT H. LIEB# 
Departments of Mathematics and Physics, 
Massachusetts Institute of Technology, Cambridge, Massachusetts 02139 
AND 
J. M. LUTTINGER+ 
Department of Physics, Columbia University, New York, New York 10027 
Communicated by Irving Segal 
Received March 21, 1974 
In this paper we prove a rearrangement inequality that generalizes in- 
equalities given in the book by Hardy, Littlewood and Polyai and by Luttinger 
and Friedberg.* The inequality for an integral of a product of functions of one 
variable is further extended to the case of functions of several variables. 
I. INTRODUCTION 
Rearrangement inequalities were studied by Hardy, Littlewood and 
Polya in the last chapter of their book “Inequalities.” Let us start by 
recapitulating the definition of the symmetric decreasing rearrange- 
ment of a function, and the integral inequalities following from that 
definition. Our new results are contained in Theorems 1.2 and 3.4. 
In the following, measure always means Lebesgue measure and is 
denoted by p. 
DEFINITION I. 1. Letf be a nonnegative measurable function on R, 
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let K,f = {x If(x) > y} and let iMY’ = p(K,f). Assume that it42 < co 
for some a < CO. If f * is another function on R with the same 
properties as f and, additionally, 
(4 f*(x) = f*(-4, vx, 
(b) 0 -=c xl -=c x2 * f*@2) < f *(xl), 
(c) il!iy = q/f, vy > 0, 
thenf * is called a symmetric decreasing rearrangement off. 
Remarks. (1) If g and h are two symmetric decreasing re,,range- 
ments off, then 
g(x) = h(x) a.e. 
(2) If x is the characteristic function of a measurable set, we can 
define x*(x) = 1 if 2 1 x / < Jx and x*(x) = 0, otherwise. For a 
general function f, define x,(x) = 1 if f(x) > y and x,(x) = 0, 
otherwise. Then 
and 
is a symmetric decreasing rearrangement off. The fact that Mar < co 
implies that f*(x) < co, Vx # 0. 
(3) In the following theorems we shall always be dealing with 
integrals. Consequently, by remark (l), f * is unique for our purposes. 
Trivially, f E Ll(R) iff f * EP(R) and Jf = Jf *. 
The inequalities to be found in [l] are 
the latter being due to Riesz [3]. 
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A generalization due to Luttinger and Friedberg [2] reads 
where x,+i 3 xi . This formula was derived for the purpose of 
physical applications (inequalities for Green’s functions, Luttinger [4]). 
In the present paper we give a further generalization, one which 
was already conjectured in [2]. 
THEOREM 1.2. Let fi , 1 < j < k, be nonnegative measurable 
functions on R, and let aim , 1 <j<k, 1 <m<n, berealnumbers. 
Then 
Remark. Theorem 1.2 is nontrivial only for k > n. If k < n, both 
integrals diverge. If k = n and det 1 aim 1 = 0, both integrals diverge. 
If k = n and det / aim 1 # 0, equality holds (change variables to 
yj = Cz=, ajnax, and then use the fact that Jfj = Sfi*). 
A proof of Theorem 1.2 is given in Section 2. An important tool is 
Brunn’s part of the Brunn-Minkowski theorem, which we recall here 
(see e.g., [5] Section 11.48). Note that every convex set in R” is 
measurable. 
LEMMA 1.3. Let C be a convex set in Rn+l, let q E Rn+l, and let 
V(t) be the famiZy of planes (y, x) = t, - CO < t < co. Let S(t) be 
the n-dimensional volume of the convex set V(t) n C. Then S(t)lln is a 
concave function of t in the interval where S(t) > 0. 
COROLLARY 1.4. Let C, q~ and S(t) be as in Lemma 1.3 and, in 
addition, let C be balanced (i.e., x E C 5 -x E C). Then S(t) = S( - t) 
and S(t,) < S(t,) for t, 3 t, 2 0. 
In Section 3 we generalize Theorem 1.2 to the Schwarz sym- 
metrization (Definition 3.3) of functions of several variables. An 
auxiliary lemma that we need for this purpose is given in the 
Appendix. 
II. PROOF OF THEOREM 1.2 
Although in general f -+f * is not linear, by Remark (2) following 
Definition 1.1 it is sufficient to assume that each fj is the characteristic 
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function of some measurable set. By standard approximation argu- 
ments we may assume this set to be a finite union of disjoint compact 
intervals (cf. [l], Section 10.14). 
We start by assuming that eachfj is the characteristic function of 
one interval. 




bj - CI < X < bi + Cj 9 
fj(x I t) = fj(x + bjt). 
is a non&creasing function of t E [0, 11. 
Remark. Note, that fi(z IO) = fj(~) and fi(x j 1) = fi*(x), so 
Lemma 2.1 includes a special case of Theorem 1.2. 
Proof of Lemma 2.1. I(t) is the volume of the intersection of the 
k strips 
In R”+l , consider the set 
C= n IxER”+~I--~,< i ajmxm--b~xm+l$cjl. 
l&k Vkl 
I(t) is the volume of the intersection of C with the plane x%+r = 1 - t. 
Since C is convex and balanced, I(t) is nondecreasing for t E [0, l] 
by Corollary 1.4. Q.E.D. 
We now conclude the proof of Theorem 1.2 with the following 
lemma. 
LEMMA 2.2. Theorem 1.2 holds under the restriction, that each fj is 
the characteristic function of a jinite union of disjoint compact intervals. 
Procf. Let fj be the characteristic function of nj intervals. We 
prove the lemma by induction on N = {nr , na ,..., nk), with fixed k. 
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WesaythatM<Nifmj<nj, 1 <j<k,andmi<n,forsomei. 
Lemma 2.2 is true for N = (1, I,..., l} by Lemma 2.1. Now 
assume that Lemma 2.2 is true for all M < N. 
Let&(x) be the characteristic function of 
with 
b + ce < ha+1 - cj.p+l 9 l<p<nj-l,l<j<k 
Further definefj(x ( t) to be the characteristic function of 
U lx E R I bjs(l - t> - cjp d * < Ml - t) + 4 
l<P@j 
for 0 < t < -r, where 
7 = y$$l - (bj,,+l - b,,>-’ (cj.s+l + cj,>l > 0. 
For 0 ,< t < T, the intervals belonging to each function fj remain 
disjoint; at t = T at least two intervals coalesce for some j. 
Since each fj is a positive sum of characteristic functions of single 
intervals of the type stated in the hypothesis of Lemma 2.1, we can 
apply that lemma interval by interval and find 
At t = 7, the family of functions {fj(X 1 T} satisfies the hypothesis of 
Lemma 2.2, except that N has been reduced to some M < N. There- 
fore, by assumption 
because fi( * 1 T) and fj(*) h ave the same symmetric decreasing rear- 
rangement. This proves Lemma 2.2 and at the same time Theorem 1.2 
III. GENERALIZATION TO FUNCTIONS OF SEWRAL VARIABLES 
In this section we indicate how to generalize Theorem 1.2 to 
functions of several variables (Lemma 3.2 and Theorem 3.4). The 
intuitive idea was given in [4], p. 1450. 
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Let f be a nonnegative, measurable function on RP, and let V be 
a p -- 1 dimensional plane through the origin of RP. Choose an 
orthogonal coordinate system in Rr’ such that the xl-axis is per- 
pendicular to V. 
DEFINITION 3.1. A nonnegative, measurable function f *(x 1 5’) 
on Rp is called a Steiner-symmetrization with respect to V of the 
functionf(x), iff *(x1, x2 ,..., xv) is a symmetric decreasing rearrange- 
ment with respect to x1 of f(xl, x2 ,..., x”) for each fixed x2 ,..., xp. 
Remark. The notion of Steiner symmetrization is usually reserved 
for sets; for any y > 0, the set {x E Rp /f *(x / V) > r} is a Steiner 
symmetrization with respect to V of the set {x E Rp if(x) > r} (see 
e.g., P6lya and Szegi5 [6], Note A). 
LEMMA 3.2. Let fi(x), 1 <j < k, be nonnegative measurable 
functions on R*, let aim , 1 < j < k, 1 < m < n, be real numbers, and 
let V be any plane through the origin of RP. Then 
where RILP 3 x = (x1 ,..., x,), x, E R*. 
Proof. Choose appropriate orthogonal coordinates in Rp 3 x == 
(xl,..., x*) as above, so that the xl-axis is orthogonal to V. Then, by 
Theorem 2.1, the inequality already holds for the integration over 
ql, x2 
1 
,***, x, l for any fixed x,Q, 1 < m < n, 2 < q < p. Q.E.D. 
DEFINITION 3.3. Let f be a nonnegative measurable function on 
R*, let KJ = {x If(x) > y} and let M,f = p(K,f). Assume that 
M,f < co for some a < ~0. If f ** is another function on R* with 
the same properties as f and, additionally, 
(a) f**(d =f**(x2) when I x1 I = I x2 I, 
(b) 0 -=c I xl I < I x2 I *f**W Gf**W 
(c) M;* = Myf, Vy > 0, 
then f ** is called a Schwarz symmetrization off. 
Remarks. (1) The remarks after Definition 1.1 apply, mutatis 
mutandis, to Schwarz symmetrization. 
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(2) The notion of Schwarz symmetrization is usually reserved for 
sets; the set in Rp+l under the graph of y = f **(x) is the Schwarz 
symmetrization with respect to the y-axis of the set under the graph 
of y =f(~) (see [5], Note A). 
It is intuitively clear, that the Schwarz symmetrization can be 
obtained as the Ll(Rp) 1 imit of a sequence of Steiner symmetrizations 
with respect to different planes. That fact will be proved in the 
Appendix for the characteristic function of a bounded measurable set 
(Lemma Al). For the moment we use it, together with Lemma 3.2 
and the remarks at the beginning of Section 2, to conclude our main 
theorem, which is the following. 
THEOREM 3.4. Under the assumptions of Lemma 3.2, 
APPENDIX 
We give the lemma that suffices to establish Theorem 3.4. For two 
sets A and B, AdB = (A u B)\(A A B). pP denotes Lebesgue 
measure in Rp. 
LEMMA A.I. Let K be a bounded measurable set in R*, and let S 
be the ball centered at the origin with In, = p*(K). Then there exists 
a sequence of sets K, , where Ku = K and where K,,+l is obtained from 
K, by Steiner symmetrization with respect o some (p - I)-dimensional 
subspace of R*, such that 
lim j+(K, fl S) = 0. n-tm 
Remark. There exist various theorems stating the convergence of 
K, to S in the Hausdorff metric ([7], Section 21 for compact convex 
sets; [8], Section 4.5.3 and [9], Section 2.10.31 for general compact 
sets). 
Let us first give a precise definition of the Steiner symmetrization 
for arbitrary measurable sets (cf. the Remark following Definition 3.1). 
DEFINITION A.2. Let K be a bounded measurable set in RP, and 
let V be a (p - I)-dimensional subspace of R*. Then the set K,* 
is called a Steiner symmetrization of K with respect to V, if, for every 
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straight line L perpendicular to V with K n L measurable in R, 
K,* n L is a segment (open or closed) with center in V and 
AK,* f-l L) = PlW n L). 
Remark (1) Let K be open (resp. closed) and take for K,* n L 
in Definition A2 the open (resp. closed) segments. Then K,* is open 
resp. closed). 
To prove this, choose coordinates x = (xl,..., x”) E Rp with x1 
in the direction orthogonal to V. Let xK be the characteristic function 
of K. Then the statement is true if the function Rp-l 3 y 4 
J dxlxK(xl, y) is lower (resp. upper) semicontinuous. But this follows 
from the fact that xK(xl, JJ) is lower (resp. upper) semicontinuous 
in Rr’. 
(2) For arbitrary measurable K, all Steiner symmetrizations are 
measurable and satisfy (Fubini’s theorem) 
Two Steiner symmetrizations can only differ by a set of measure zero. 
All this is readily seen by sandwiching K between closed sets from 
within and open sets from without. 
(3) If K and M are measurable sets, Lemma 3.2 gives that 
dG* n MY*) 3 pp(K n W, 
and therefore 
In particular, if K and M differ only by a set of measure zero, so do 
Kv* and My*. 
(4) In view of Remarks 2 and 3, we shall further speak of the 
Steiner symmetrization of a measurable set, which in fact associates 
with each equivalence class of measurable sets a unique equivalence 
class of measurable sets. 
PROPOSITION A.3. Let K and S be as in Lemma A.l. Then 
pp(Kv* A S) < rGA S> 
and the equality holds for all subspaces V $f K = S. 
Proof. The < inequality holds by Remark 3 above, since S,* = S. 
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Denote by L(o) the straight line perpendicular to V through o E V. 
Let K(o) = K n L(o), and let 7ry(K) be the projection of K on I’, 
Now let K # S so that &K\S) = P~(S\K) > 0. It can be shown 
by a tedious but trivial argument that there exists a subspace I’ such 
that P = P”(K\S) n n,(S\K) has positive ~~-r measure. If a E P, 
neither K(v) C S(o) nor S(w) C K(o); therefore 
Pnv*b4 A S(4) = I P1vw) - PlW))l < PM@ A W)~ 
for all w E P. Because, generally, for all w E V 
we have for the particular subspace V under consideration 
PPWY* A 8 -=c /-GA 9 
This proves Proposition A.3. 
Let us now specify the sequence of sets in Lemma A. 1. Given K, , 
choose a subspace Vi , such that 
pp(Kfv, A S) < i;f pp(K$ A S) + n-l 
Then construct K,,, from K, by p consecutive Steiner sym- 
metrizations with respect to a set of p - 1 dimensional subspaces 
Vl , v2 ,*--, V, (beginning with V, specified above) whose orthogonal 
complements are pairwise orthogonal. In that way, 
dK,+, A S> -=I P,VGV A S) + n-l 
for all n and for all subspaces IV. 
PROPOSITION A.4 
set M such that 
There exist a subsequence Kn, and a measurable 
lim p,(Knj A M) = 0 
j+mz 
Proof. Express a point x E Rp in coordinates (9, x2,..., xP) 
corresponding to the planes used to construct K, . Then, it is not 
difficult to show that for n > 0 (i.e., after the first set of p orthogonal 
symmetrizations), x E K, implies y E K, if 1 JJ” 1 < ) xrn I, m = I,..., p. 
Therefore, if xn is the characteristic function of K, 
I dx” 1 x,,(x’ ,..., x”’ + ym ,..., x”) - x,(x1 ,..., xm ,..., x”)l < 2 1 y” (. 
R 
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Note that by assumption K is contained in some ball B of radius R 
centered at the origin; then also K, C B. This implies that 
J R’ 
d”x I xn(x + y) - xn(x)I d WV1 i 1 yrn 1. 
TJ?%=l 
In other words 
lim yio j--P dPx I xn(x + Y) - xnWI = 0 
uniformly in n. Hence the family of functions (xn} is conditionally 
compact in L’(R*) (D un or and Schwartz [lo], Theorem IV, 8.21). f d 
Q.E.D. 
Propositions A.3. and A.4. immediately give the following. 
COROLLARY A.5. pp(Kn A S) decreases monotonously to pp(M A 5’). 
Let us now conclude the proof of Lemma A. 1. Assume that M # S; 
we shall show that this leads to a contradiction. 
Let pp(M A S) = 6 > 0. Then there exist a p - 1 dimensional 
subspace W and an E > 0 such that 
pp(MW* A S) = 6 - F. 
by Proposition A.3. Also 
so 
);ir /.QC& A S) = 6 - E. 
Then there exists an nk such that nk > 26-i and 
But by the construction of the sequence K, , 
which contradicts Corollary A.5. 
Thus we find that M = S; then by Corollary A.5., pp(Kn A S) 
decreases monotonously to zero. This proves Lemma A.1. 
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