Abstract. We discuss a practical algorithm to compute parabolic KazhdanLusztig polynomials. As an application we compute Kazhdan-Lusztig polynomials which are needed to evaluate a character formula for reductive groups due to Lusztig.
Introduction
Let G be a connected reductive algebraic group over a field k of finite characteristic p. A famous formula conjectured by Lusztig [25] (see Theorem 3.1) expresses the characters and dimensions of some simple kG-modules as linear combinations of characters and dimensions of certain well known modules. The coefficients in these linear combinations involve Kazhdan-Lusztig polynomials parameterized by pairs of elements of the affine Weyl group of G.
However, these polynomials are not easy to compute, even for groups of small rank. The by far most efficient (and technically and mathematically sophisticated) implementation of an algorithm to compute ordinary Kazhdan-Lusztig polynomials is the program Coxeter 3 [11] by Fokko du Cloux. The original statement of Lusztig's character formula uses ordinary Kazhdan-Lusztig polynomials. We tried to use Coxeter 3 to compute the (finite number of) these polynomials needed for the case G = SL 6 (k) (computing in the affine Weyl group of type A 5 ), but this was not successful because the program needed too much memory, even on a modern computer. The problem is that the parameterizing elements of the needed polynomials have a big Coxeter length (they involve the longest element of the Weyl group of G).
The first step to handle this and larger cases is to use the fact that the needed polynomials can also be described as parabolic Kazhdan-Lusztig polynomials so that the parameterizing elements of the needed polynomials are much shorter (see the discussion in [22, 8.22 and C.2] ). But the computation of these polynomials remains challenging.
In this article we use an elegant description of (parabolic) Kazhdan-Lusztig polynomials which is due to Soergel [30] (these are closely related to the polynomials originally defined by Kazhdan and Lusztig [23] and Deodhar [9] , see the comment after Definition 2.3).
Our algorithm to compute these polynomials works for any Coxeter group and parabolic subgroup. We mention two of its features: While most implementations (and the usual existence proof) of Kazhdan-Lusztig polynomials assume inductively that the polynomials for "smaller" parameters are already known, we do not do so. This allows for a trade-off between memory usage and computing time, see 2.5(a). (A variant of this strategy was also used by Scott and Sprowl in [29] .) For the case that it is known that the polynomials to compute have non-negative coefficients, we give an upper bound for all coefficients which allows for modular computations, see 2.8.
The algorithm is described in Section 2. The general strategy is given in Algorithm 2.4. The crucial ingredient of an efficient implementation is a data structure that encodes the Bruhat ordering on relevant elements. This is detailed in Algorithm 2.7 and may be of interest for other applications. In Section 3 we give more details on the application of our algorithm to Lusztig's character formula. We have computed the relevant polynomials for all simple G up to rank 6 and also for types A 7 and A 8 .
In Section 4 we show in some detail how some coefficients of the polynomials computed in Section 3 lead to examples of finite groups which have a simple finite dimensional module with large dimensional first cohomology group. (A similar argument was already sketched by L. L. Scott in [28] .) This has consequences for a conjecture of R. M. Guralnick, which with our examples in mind seems unlikely to hold (although it is not disproved).
In the last Section 5 we construct from an example in Section 4 an infinite series of finite groups which have more maximal subgroups than predicted by an old conjecture of G. E. Wall. Acknowledgements. I learned about the interesting consequences of the computations mentioned in Section 3 which are described in Sections 4, 5 during a workshop on Cohomology bounds and growth rates at the American Institute of Mathematics (AIM) in Palo Alto. During that workshop Len Scott made me aware of the relevance of some of the data I had computed and his work [28] . Furthermore, he provided me with some non-trivial Kazhdan-Lusztig polynomials in types A 6 , A 7 computed by him and Sprowl, so that I could check if they coincide with polynomials computed by my own programs (they did).
When Bob Guralnick saw the example in type F 4 in Theorem 4.7 (which was computed during a presentation at the workshop) he immediately noticed that this leads to counterexamples to Wall's conjecture, and he gave me a sketch of the proof of Theorem 5.4.
I thank both of them for allowing me to use their hints in the later sections of this paper. I also wish to thank the AIM and the organizers of the workshop for inviting me to participate in this inspiring event.
2. Computing parabolic Kazhdan-Lusztig polynomials 2.1. Notation and basic facts. Let (W, S) be a Coxeter system with a finite generating set S and J ⊆ S. We write W J = J for the parabolic subgroup of W generated by J, and we write W J for the set of reduced right coset representatives of W J \ W . For x ∈ W we write l(x) for the length of x, that is the smallest number n such that x = s 1 s 2 · · · s n with s i ∈ S for 1 ≤ i ≤ n. Then the sequence (s 1 , s 2 , . . . , s n ) is called a reduced word for x.
We write ≤ for the Bruhat ordering of W . We will use the following recursive definition of this partial ordering: 1 ∈ W is smaller than every other element in W , and for x ∈ W , s ∈ S with x = x s and l(x ) < l(x) we define {y ∈ W | y ≤ x} := {y ∈ W | y ≤ x } ∪ {ys ∈ W | y ≤ x }. See [20, 5.9] for other characterizations of the Bruhat order and a proof that the ordering is well defined by our definition.
Observe that for any x ∈ W the set {y ∈ W | y ≤ x} is finite. An element x ∈ W is in W J if and only if l(sx) > l(x) for all s ∈ J.
2.2. Parabolic Kazhdan-Lusztig polynomials. Deodhar introduced in [9] the notion of parabolic Kazhdan-Lusztig polynomials of W with respect to W J . We recall a slightly modified setup introduced by Soergel in [30] . Let H be the Hecke algebra of W over the ring A = Z[v, 1/v] of Laurent polynomials in an indeterminate v over the integers. As A-algebra H is generated by elements C s , s ∈ S. There is an involution¯: H → H which is a ring homomorphism with v → 1/v andC s = C s .
There is an H-module M (induced from a linear module of the Hecke algebra of the parabolic subgroup W J , for J = ∅ this is the regular module of H) which can be described as follows.
M is a free A-module with an A-basis
Proof. Part (a) is an immediate consequence of the formula (1). Part (b) follows by induction on the length of x. If x = 1 we take B x = M 1 which is¯-invariant. Otherwise let x = x s ∈ W J with x ∈ W J , s ∈ S, and l(x ) < l(x). By induction there exists an element B x ∈ M of the desired form. Now part (a) shows two possibilities to find a B x as desired.
2 It is possible to find elements B x as in the lemma with more restrictive conditions on the coefficients f y . This is detailed in the following theorem.
Theorem 2.2.
(a) For any x ∈ W J there exists a unique¯-invariant element
Proof. This is [30, We can write any Laurent polynomial
. With this notation we can describe a computation of the M x in Theorem 2.2. Proof. It is clear that in step (4) the new M x is again¯-invariant and that the new coefficient of M y is in vZ [v] .
Furthermore, in step (4) only the coefficient of M y and coefficients of M z where l(z) < l(y) are changed (and the coefficients of M z with z = y and l(z) ≥ l(y) are not changed).
This shows that the algorithm will terminate after at most |{y ∈ W J | y < x}| loops.
2
shows that in this case all f y are polynomials, so the f sym y (v) = f y (0) are constant polynomials. If furthermore we choose in step (4) always B y = M y , then the substitutions of M x in that step will never change the absolute term of any f y . Therefore, we have the formula
This yields the existence proof of Kazhdan-Lusztig polynomials which is usually found in the literature.
In the other extreme, we could start with B 1 = M 1 and use throughout the Algorithm 2.4 elements B x as constructed recursively in Lemma 2.1(a). In that case we would end up with M x without any need of Kazhdan-Lusztig polynomials m y,z for z = x. (This strategy was used in [29] to compute an interesting Kazhdan-Lusztig polynomial in type A 8 , see remark before Theorem 4.7.)
Alternatively, we can use the B x instead of the B x from Lemma 2.1(a). This leads to much sparser elements and saves memory during the computation.
We can also store some already computed B x or M x and reuse them during the computation of some M x with x < x. This shows that our Algorithm 2.4 is quite flexible, it allows to trade memory or disk space against computing time. (b) In step (2) of Algorithm 2.4 we can also search all such y of the same maximal length together and then compute in step (4) all of the f sym y B y for these y in parallel (on a multiprocessor machine, or on several machines). (c) It is easy to see that in all B x = M x + W J y<x f y M y constructed in Lemma 2.1 the Laurent polynomials f y and so also the m y,x have the form v a times a Laurent polynomial in v 2 , where a ≡ l(x) − l(y) (mod 2) (that is, every second coefficient is zero). This can be used in implementations to save memory for the polynomials.
For an implementation of Algorithm 2.4 and the recursion formulae in 2.1 it is crucial to find a way to efficiently encode elements B x and to efficiently evaluate the recursion in 2.1(a). For this we now define an appropriate data structure. Definition 2.6. We fix an ordering of S = {s 1 , . . . , s r }. Let x ∈ W J and I x = {y ∈ W J | y ≤ x} the Bruhat interval of elements in W J between 1 and x. A Bruhat map of I x is a list map whose entries are in bijection with I x , the entries are lists of r integers, such that we have:
(A) If y, y ∈ I x and y < y then y corresponds to an earlier position in map (that is, map encodes an ordering of I x which refines the Bruhat order). (B) If y corresponds to the i-th entry map[i] and 1 ≤ j ≤ r, then the j-th entry of map[i] is either the position in map corresponding to the element ys j if ys j ∈ I x or an integer ≤ 0 otherwise.
If in such a Bruhat map of I x the element y ∈ W J corresponds to the i-th entry, then we can easily read off from this i-th entry for which s ∈ S the element ys is in I x and in that case if ys is shorter or longer than y. In particular, by a simple recursion, we can find a reduced word for y and the length of y.
With respect to this Bruhat map, it is easy to encode an element B y as in 2.1 as a list of pairs, where a summand f z M z is specified by a pair consisting of the index of map corresponding to z and the Laurent polynomial f z ∈ A. It is obvious how to add two such expressions and it is easy to compute a product B y C s using the formulae in 2.1(a).
In the next algorithm we describe how to compute a Bruhat map for a given element x ∈ W J . (A similar, but more sophisticated, algorithm for the special case J = ∅ was described by du Cloux in [10] . ) We assume that we can invert and multiply elements of the Coxeter group W and that for w ∈ W we can determine its left descent set {s ∈ S | l(sw) < l(w)}. If s is in the left descent set of w, we can write w = s(sw) and then l(sw) < l(w); this way we find recursively a reduced word for any w ∈ W and the length of w. This functionality is for example provided by the CHEVIE software package, see [15] . (4) Furthermore, we keep for each element y ∈ I x a list of indices of the elements {w ∈ W J | w < y, l(w) = l(y) − 1} (the coatoms of y), we initialize coatoms [1] as the empty list. Now assume that we have collected in map, reps and coatoms the information for the n elements in the Bruhat interval I x for x = s 1 s 2 · · · s i−1 with some i ≤ k (i = 1 after initialization). We show how to extend the data structures to I x si .
(5) For j from 1 to n we consider y := reps[j] s i . If the entry of s i in map[j] is not zero, then y is a smaller element that is already in our list.
Otherwise we compute y. If the left descent set of y contains elements from J then y / ∈ W J and we change the entry of maps[j] for s i to −1. (5a) Otherwise y is a new element in I x si and we append it to reps. We can record the entry for s i in map[j], and we know the map-entry for y corresponding to s i , the others are initialized to zero.
(5b) The coatoms of the new element y are reps[j] and the elements ws i where w is a coatom of reps[j] and l(ws i ) > l(w) (we can decide this condition because we have already considered those ws i in this loop). So, we can easily add the coatoms entry for y.
(6) Now we consider for all j > n the list map[j] and all s ∈ S \ {s i }. If y := reps[j]·s < reps[j] then y must be one of the coatoms of reps [j] . In this case we adjust map[j] and the map-entry for y with respect to s. Proof. From our definition of the Bruhat order it is clear that we find the Bruhat interval I x as the intersection of W J with the union of I x and I x s if l(x ) < l(x) and x s = x. It follows by induction that after finishing steps (5)- (6) 
That we find in step (5b) the correct set of coatoms follows from the following characterization of the coatoms: if (t 1 , . . . , t k ) is a reduced word for y then the coatoms of y are the partial products t 1 · · ·t j · · · t r (t j left out), which are of length r − 1. We refer to [20, 5.9 ] for more details.
It is easy to check, that in all steps of our algorithm we only need information which was computed (and not deleted) before.
2 The following lemma can be useful for implementations of an algorithm to compute Kazhdan-Lusztig polynomials. Instead of computing with Laurent polynomials over the integers one could compute with Laurent polynomials over rings Z/m i Z for some mutually coprime numbers m i ∈ Z and reconstruct the integer polynomials with the Chinese remainder theorem.
In many cases it is known that the coefficients of Kazhdan-Lusztig polynomials are non-negative. For example, whenever J = ∅ by [12] , and so also whenever W J is finite because in this case parabolic Kazhdan-Lusztig polynomials are equal to ordinary ones, see [30, 3.4] . (See also the interpretation of the coefficients in 4.5.) If we know an upper bound for the coefficients of Kazhdan-Lusztig polynomials then we can reconstruct these polynomials by computing them modulo several coprime numbers m i such that their product is larger than this bound. Proof. We use induction on the length l(x) of x. If l(x) = 0 then the only nonzero polynomial is m x,x = 1. Otherwise, let x = x s with s ∈ S and l(x ) = l(x)−1. In our construction of M x we can start with M x = y≤x m y,x M y . By the induction hypothesis the m y,x have non-negative coefficients which are bounded by 2 l(x ) . From the formulae in 2.1(a) we see that M x C s = y≤x f y M y where all f y ∈ Z[v] are polynomials whose coefficients are non-negative and bounded by 2 · 2 l(x ) = 2 l(x) (they are all sums of two polynomials of the form v i m y,x ). But this upper bound also holds for the coefficients of the m y,
J , where the g z have non-negative coefficients). 2
Application to Lusztig's character formula
We sketch an important application of parabolic Kazhdan-Lusztig polynomials. References and more details can be found in Jantzen's book [22] .
Let G be a connected reductive group of rank l and of simply-connected type over an algebraically closed field k of prime characteristic p.
Let X ∼ = Z l be the weight lattice of G, Φ ⊂ X the set of roots of G, and {ω 1 , . . . , ω l } be a Z-basis of fundamental weights of X. This basis determines a set of simple roots of Φ and this induces a certain partial order ≤ on X.
The simple finite-dimensional rational modules of G over k are parameterized by the set of dominant weights
we denote L(λ) the corresponding simple module and χ(L(λ)) its character. In general the dimension and character of L(λ) is not known.
For each λ ∈ X + there is a module V (λ), called the Weyl module of highest weight λ. The dimension of V (λ) is easy to compute from λ and the character χ(V (λ)) can also be computed.
For the rest of this section we assume that p is at least as large as the Coxeter number of the root system Φ. The Weyl group W of G acts faithfully on X, it has a set S of Coxeter generators which act as reflections on X. Let W p = pZΦ W be the affine Weyl group of G. It is also a Coxeter group with a set S of Coxeter generators such that S ⊂ S . The isomorphism type of the Coxeter system (W p , S ) does not depend on p. The affine Weyl group W p has a dot action on X (written w.λ for w ∈ W p , λ ∈ X). The orbit of 0 ∈ X under W p is regular and w.0 is dominant if and only if w is a reduced right coset representative of the finite subgroup W ≤ W p (that is x ∈ W S p in the notation of Section 2). Let
a i ω i with 0 ≤ a i < p for i = 1, . . . , l}, the set of elements in W p which map 0 ∈ X to the p-restricted region. Modulo the isomorphisms mentioned above between the groups W p for all primes p the set B is independent of p. We have |B| = |W |/[X : ZΦ], there is a longest w ∈ B for which w .0 is close to the Steinberg weight (p − 1)( l i=1 ω i ), and we have w ≤ w for all w ∈ B (see [20, 4.9] ).
The translation principle and the Steinberg tensor product theorem reduce the computation of χ(L(λ)) for all λ ∈ X + to the finite number of cases L(λ) with λ ∈ {w.0 | w ∈ B} (the p-restricted dominant weights in the W p -orbit of 0).
It follows from the linkage principle that for λ ∈ X + the character χ(L(λ)) is a Z-linear combination of the known characters χ(V (µ)) for the finite number of µ ∈ X + ∩ W p .λ with µ ≤ λ. For large enough p this linear combination can be expressed in terms of parabolic Kazhdan-Lusztig polynomials m y,x (v) for the affine Weyl group (W p , S ) with respect to the finite Weyl group W = (W p ) S , that is J = S in the notation of Section 2. Remarks. This formula was first conjectured by Lusztig [25] (with the Coxeter number of Φ as an upper bound for the finite number of exceptional primes for which the formula does not hold). The theorem was first shown in Andersen, Jantzen and Soergel [2] but without an explicit upper bound for the exceptional primes. An explicit (although huge) bound for the exceptional primes in terms of the root system Φ was given by Fiebig [13] . More recently, Williamson [33] showed that there exist series of examples of groups G and primes p, where p grows exponentially in terms of the Coxeter number of the root system of G, such that the formula in the theorem does not hold.
3.1. Computations. As an application of the algorithm described in Section 2 we have computed all parabolic Kazhdan-Lusztig polynomials which occur in Theorem 3.1 for groups of small rank. To indicate the size of the computations we list the types, the sizes of the set B, and the size of
which is computed with Algorithm 2.7. In the rows labeled by m we give the maximal length of an element in B ≤ (these lengths were also determined in [6] We used a prototype implementation in GAP [14] and C for these computations. For example, the case of type F 4 needs about 6 seconds of CPU time (on a current desktop computer), while the case of type E 6 needs about 20 days of CPU time (with parallel processes we could finish this case in about 3 days) and the result needs about 400 GB of disk storage.
We give another example for the performance of the algorithm: Computing all ordinary Kazhdan-Lusztig polynomials for finite Weyl groups W (J = ∅) is also possible, for example for type F 4 this takes 0.2 seconds and for type E 6 about 16 minutes.
First cohomology and Guralnick's conjecture
Let k be a field, H be a group and M be a kH-module. Recall that the first cohomology H 1 (H, M ) is defined as the quotient of the k-vectorspace of maps
We will use two interpretations of H 1 (H, M ). First, it yields a parameterization of extensions of M with the trivial module, that is
. For a second interpretation consider G = M H, the semidirect product where the action of H on M is given by the module action. We have the following lemma, see [5, Prop. 3.7 .2] for a proof. From now we consider finite groups H and finite-dimensional irreducible kHmodules M . We mention two non-trivial results on bounds for dim k H 1 (H, M ). First, the next theorem gives a general bound. Hoffman [17, Thm. 1]) . Let H be a finite group, k a field, and M be a faithful irreducible kH-module. Then
Theorem 4.2 (Guralnick-
In special cases much better bounds are known, for example:
Let F q be a finite field with q elements and H(q) a finite simple Chevalley group of twisted rank e over F q with Weyl group W (e is at most the rank l of the ambient algebraic group). Let k be a field of characteristic different from the characteristic of F q . Then the number of irreducible kH(q)-modules M with non-trivial
Note that for fixed W and e with growing q the number of irreducible kH(q)-modules and their dimensions also grow, while the given bounds are independent of q. 
Conjecture 4.4 (Guralnick).
There exists a global constant C such that for any finite group H, field k, and M a finite dimensional, absolutely irreducible, faithful kH-module we have
It was even asked if C could be 2. But then examples with H 1 of dimension 3 were discovered by Scott [28] and Bray and Wilson [7] . The examples by Scott involved the computation of Kazhdan-Lusztig polynomials for the group SL 6 (F p ) and yields examples for infinitely many finite subgroups. Using the same technique for SL 7 (F p ) Scott and Sprowl even found examples of H 1 of dimension 5 (unpublished, in 2012).
4.1. Connection of dim H 1 (H, M ) with Kazhdan-Lusztig polynomials. The mentioned examples by Scott et al. use the fact that certain coefficients of the Kazhdan-Lusztig polynomials described in Section 3 have an interpretation as dim H 1 (H, M ). To explain this in more detail we use the setup from Section 3. If G is a simply-connected reductive group in characteristic p, defined over a finite field F q , we consider as finite group H = G(q) the corresponding finite subgroup of F q -rational points in G, and M is the restriction of a simple module L(λ) of G to H, where λ is a dominant p-restricted weight. Note that M is by [31, 1.3] a simple module for the finite group H.
The connection between Kazhdan-Lusztig polynomials and dimensions of first cohomology groups is established by combining the following two theorems. The first is on algebraic groups and we use the notation from Section 3, see [1] (Andersen) . Let G be a connected simply-connected algebraic group over a field k of characteristic p where p is a prime such that the character formula in Theorem 3.1 holds. Let W be the Weyl group of G and W p the corresponding affine Weyl group. Let x, y ∈ W p such that x.0 and y.0 are dominant and x.0 is p-restricted. Then the coefficients of the Kazhdan-Lusztig polynomial m y,x (v) can be interpreted as follows.
In particular, for y = 1, that is y.0 = 0, and V (y.0) is the trivial module, we see
If λ is a p-restricted weight which is not in the W p -orbit of the 0-weight, then dim H 1 (G, L(x.0)) = 0 by the linkage principle, see [22, II.6] . Note that in the last theorem the notions of H 1 and Ext i G are with respect to homomorphisms of algebraic groups (not just with respect to abstract groups as in the definition above). Nevertheless, the Ext-spaces for algebraic groups can be related to Ext-spaces of finite groups. For example, a special case of [4, Thm. 7.5] yields for large enough p also dimensions of H 1 for finite groups.
Theorem 4.6 (Bendel, Nakano, Pillen). In the setup of the previous theorem let p ≥ 5(h − 1) where h is the Coxeter number of W . We assume that G is defined over F q and write H = G(q). Then
(The statement of [4, Thm. 7.5] also addresses higher cohomology and other weights, the statement becomes more complicated for weights not in the W p -orbit of 0.)
The examples of H 1 of dimensions 3 and 5 by Scott et.al. mentioned above came from Kazhdan-Lusztig polynomials for G of type A 5 and A 6 , respectively.
In view of the Conjecture 4.4 it was a surprise to find from the computed Kazhdan-Lusztig polynomials described in Section 3.1 examples of H 1 of much higher dimension. We collect some interesting cases in the next theorem.
The coefficient of the Kazhdan-Lusztig polynomial in type A 8 mentioned in the following theorem was independently computed by Scott and Sprowl in [29] (more precisely, its congruence class modulo 2 64 ).
Theorem 4.7. Let G be defined over F q and the characteristic p of F q be at least
, where h is the Coxeter number of the root system of G, and assume that in characteristic p the character formula 3.1 holds for G. Let λ be a p-restricted weight for G for which dim H 1 (G(q), L(λ)) becomes maximal. The following table shows dim H 1 (G(q), L(λ)) for G simple of small rank (for smaller rank simple groups all H 1 are of dimensions 0 or 1):
, L(λ)) 3 16 469 36672 4 387 383868 In [27] it is shown that for G in any characteristic and any dominant weight λ the logarithm of this maximal dimension has an upper bound of order O(l 3 log(l)). Using the same argument as in [27, 5.1,5.2] and assuming that G and p are as in Theorem 4.7 our estimate 2.8 yields that for dominant p-restricted λ we get the slightly stronger bound
where m is the length of the longest element in the set B from 3.1; we always have m < 3l 3 , see [6] , [27, 3.3] . For the groups and modules considered here, the bound from Theorem 4.2 could be improved in [3, 4.2.1], the factor where h is the Coxeter number of the root system of G, which grows linearly with l. For small p with respect to l this may yield a better bound. The largest dimension of any module V (λ) with λ a p-restricted weight is p N where N is the number of positive roots of G, this N grows quadratically with l, we have for l > 8:
(e) We give more details for one example: In case of type F 4 the maximal dim H 1 (G(q), L(λ)) = 882 occurs for λ = (p − 2, p − 2, p − 2, 9) = x.0 for an x of length 85. Using the Lusztig character formula 3.1, we can compute We now show that (also the weaker form of) Wall's conjecture is not true by constructing examples of type G = M H where H is a finite group of Lie type and M is a finite module constructed from certain examples in Theorem 4.7. To explain how to find appropriate finite modules we need the following proposition.
Proposition 5.3. Let G be a connected reductive algebraic group overF q as in Section 3, defined over F q , and H = G(q) the corresponding finite subgroup. For p = char(F q ) let λ be a p-restricted weight for G and L(λ) the corresponding simple module.
(a) The restriction of L(λ) to the finite group H is simple. (b) L(λ) asF q H-module can be realized over F q , that is there is an irreducible
Proof. Parts (a) and (b) are shown in [31, 1.3 and 7.5] .
For (c) we use [21, 1.16 e)] which says that M is irreducible as F p H-module if and only if the character field of M (the field generated by the traces of all h ∈ H on M ) is F q . We have to show that the character field of M is F q . Let q = p f and let σ be the field automorphism ofF q that raises elements to their p-th power and so has F p as fixed field. Concatenating the module action of G on L(λ) with the field automorphisms σ 0 , . . . , σ f −1 yields the Frobenius twists of L(λ) which are L(λ), L(pλ), . . . , L(p f −1 λ). Since we have assumed that λ is p-restricted, all of these twists are q-restricted and since λ = 0 they are pairwise different. Therefore their restrictions to H are all simple and pairwise non-isomorphic by [31, 6.1, 7.4] . This shows that the character field of M cannot be a proper subfield of Proof. Fix a prime p > 55 such that the Lusztig character formula 3.1 holds for the simple algebraic group G = F 4 (F p ). Let λ be the p-restricted weight of G as in Theorem 4.7, that is we have dimF p H 1 (G, L(λ)) = 882. For each power q of p let H q = G(q). According to Proposition 5.3(b) there is a finite F q H q -module M q such that L(λ) = M q ⊗ FqFq . Consider
Then H q and any other complement of M q in G q is a maximal subgroup of G q . Indeed, if x ∈ G q \ H q , then H q , x contains a non-trivial element in M q and, since according to Proposition 5.3(c) M q is an irreducible F p H q -module, also contains an F p -basis of M q , that is a generating set of M q as abelian group.
Using the definition of H 1 in the introduction of Section 4 we see that H 1 (H q , M q ) can be computed in terms of a system of linear equations with coefficients in F q . We conclude that for all powers q of p.
The δ found in the proof of 5.4 is larger when the characteristic is small. If for example the Lusztig character formula was valid for type F 4 and p = 59, we would get δ ∼ = 1.6 · 10 −36 . Fiebig's proven upper bound in [13] for the primes for which the Lusztig character formula may not be valid is not easy to evaluate explicitly, but it is so huge that the resulting δ is extremely small. (The bound involves the maximal value r of the Kazhdan-Lusztig polynomials computed for type F 4 in Section 3.1 evaluated at 1 (which is r = 74628593) and expressions containing a factor (r!) r .) So, what is the minimal number ε such that for all finite groups G we have m(G) < A · |G| 1+ε with some global constant A? From Theorem 5.4 and Theorem 5.2 we know 0 < ε < 1 2 .
With the method we used to prove Theorem 5.4 applied to groups of rank l we can never show that ε > 
