Resting-state functional MRI is a powerful tool that is increasingly used as a noninvasive method for investigating whole-brain circuitry and holds great potential as a possible diagnostic for disease. Despite this potential, few resting-state studies have used animal models (of which nonhuman primates represent our best opportunity of understanding complex human neuropsychiatric disease), and no work has characterized networks in awake, truly resting animals. Here we present results from a small New World monkey that allows for the characterization of resting-state networks in the awake state. Six adult common marmosets (Callithrix jacchus) were acclimated to light, comfortable restraint using individualized helmets. Following behavioral training, resting BOLD data were acquired during eight consecutive 10 min scans for each conscious subject. Group independent component analysis revealed 12 brain networks that overlap substantially with known anatomically constrained circuits seen in the awake human. Specifically, we found eight sensory and "lowerorder" networks (four visual, two somatomotor, one cerebellar, and one caudate-putamen network), and four "higher-order" association networks (one default mode-like network, one orbitofrontal, one frontopolar, and one network resembling the human salience network). In addition to their functional relevance, these network patterns bear great correspondence to those previously described in awake humans. This first-of-its-kind report in an awake New World nonhuman primate provides a platform for mechanistic neurobiological examination for existing disease models established in the marmoset.
Introduction
A large body of research now suggests that, even when not performing a specific task, the "resting" brain is continuously adjusting circuits and networks to respond to a changing environment (Deco et al., 2011) . Thus, at rest, the brain maintains connections within widely distributed networks that subsequently can be activated during task performance (Hampson et al., 2006; Tambini et al., 2010; Baldassarre et al., 2012) and can be enhanced with cognitive training Mackey et al., 2013) . Several resting-state networks have been consistently identified Snyder and Raichle, 2012) and are consistent with MRIbased measures of structural connectivity and with nonhuman primate (NHP) neuroanatomical tract-tracing work (Damoiseaux and Greicius, 2009; Margulies et al., 2009; Kelly et al., 2010) . Among the most studied resting-state networks are the salience network (SN), executive control network, and default mode network (DMN). These networks are thought to be involved in orientation to salient internal or external stimuli, the allocation of cognitive resources toward such stimuli, and reciprocally from self-referential, introspective thinking, respectively. Importantly, these large-scale networks, and their interactions, are disrupted in a wide variety of neuropsychiatric conditions including Alzheimer's disease (Lustig et al., 2003) , autism (Kennedy et al., 2006) , depression (Anand et al., 2005) , multiple sclerosis (Lowe et al., 2002) , and, more recently, drug addiction (Gu et al., 2010; Camchong et al., 2011 ; for review, see Menon, 2011 , Sutherland et al., 2012 Lerman et al., 2013) .
Although it is possible to approach many facets of neuropsychiatric disease with rodent models, phylogenetic proximity to humans, similar brain architecture, and behavioral repertoire are among the most compelling reasons that nonhuman primates provide the ideal animal model for complex neuropsychiatric disorders. The common marmoset (Callithrix jacchus) is a small, New World NHP that is native to South America. Weighing merely 350 -500 g as adults, the marmoset is increasingly being used in preclinical behavioral, pharmacological, human disease, and, recently, imaging studies (Mansfield, 2003; Galvão-Coelho et al., 2008; Newman et al., 2009; Carrion and Patterson, 2012) . Among its favorable characteristics, this docile monkey is easily handled, and, using standard behavioral training techniques, it has recently been used in conscious imaging prep-arations exploring BOLD responses to somatosensory stimulation of the forearm (Liu et al., 2013) .
In addition to more closely approximating the conditions under which human resting-state studies are conducted, awake marmoset imaging circumvents many of the problems and inconsistencies presented using anesthesia in BOLD fMRI. For example, brain regions that respond to sensory stimulation in the awake preparation have either an attenuated response or no response under anesthesia (Boveroux et al., 2010; Liu et al., 2013 ). Here we used this conscious NHP model to explore resting-state network patterns and demonstrate that the awake marmoset brain shows functionally relevant networks that are spatially consistent with those found in humans. These data make a strong case for the use of this species and the awake imaging model for subsequent exploration of the neurobiological mechanistic bases of neuropsychiatric disorders.
Materials and Methods
All procedures were approved by the Animal Care and Use Committees of the National Institute of Neurological Disorders and Stroke and the National Institute on Deafness and Other Communication Disorders. Adult male, common marmosets (N ϭ 6) aged 2-4 years and weighing 350 -500 g at the time of the studies were housed in same-gender pairs in cages with a 12 h light/dark cycle. They were fed twice daily with a diet of Zupreem canned marmoset food (Zupreem), LabDiet 5040 biscuits (Purina), PRANG oral rehydrator (BioServ), unfiltered water, and various fresh fruits and vegetables.
Awake training. Training and awake imaging restraint procedures (as well as a description of the materials used to impose the restraint) are fully described in and Liu et al. (2013) . Briefly, the animals were exposed to 3 weeks of daily progressive training to acclimate them to the scanning procedures. During the first week of training, the monkeys were placed in a prone (sphinx) position in a mock scanner environment ( Fig. 1) and were habituated to the atraumatic restraint device, which consisted of a vest and plastic backplate attached to a hemi-cylindrical tube. In week 2, the monkeys were exposed to this condition for increasingly longer periods of time (up to 2 h), and a recording of sounds from the MRI scanner was played (ϳ80 dB) to more completely mimic the scanner environment. On the third and final week of training, in addition to the back restraint, the animals heads were restrained using individualized plastic helmets that were constructed based on 3D anatomical images acquired for each animal and submitted to solid ink printing. On each of the training days, a behavioral rating scale was used to assess individual animals' tolerance to the acclimatization procedures . All animals successfully completed the training, achieving a behavioral rating score of Յ4 (for a more thorough description of how the behavioral rating score is related to stress, the reader is referred to the studies of Schultz-Darken et al., 2004 and . Thereafter, all animals proceeded to the imaging phase of the study.
BOLD data acquisition. Resting data were acquired using a 7T/30 cm USR horizontal Bruker magnet interfaced to an AVANCE AVIII MRI spectrometer (Bruker) and equipped with a 15-cm-gradient set capable of 450 mT/m in 120 s (Resonance Research). A custom-built birdcage volume coil (inner diameter, 10.2 cm) was used for radio frequency excitation, and a custombuilt, 4 cm, double-circular-loop surface coil was positioned on top of the helmet for signal reception. Local magnetic field inhomogeneity estimation and shimming were performed based on field map measurements. Singleshot gradient-echo EPI data were acquired from 15 coronal slices (slice thickness, 2 mm; FOV, 45 mm; matrix, 80 ϫ 80; TE, 25 ms; TR, 1500 ms; 400 repetitions). A T 2 -weighted structural scan was acquired for each animal with the same geometric parameters as the EPI, but with a matrix of 160 ϫ 160 (four averages; TE, 72ms; TR, 6000 ms). Each 10 min resting-state scan was repeated eight times in a single session to assure sufficient data collection in the event of animal movement.
Preprocessing and analysis. Preprocessing of the fMRI data was performed within the AFNI framework (National Institute of Mental Health/National Institutes of Health; Cox, 1996) , and included 3D volume registration, detrending, slice timing correction, and Gaussian blurring (FWHM ϭ 1.125 mm). Anatomical (T 2 -weighted) scans were registered to individual EPI sessions, with manual gross and fine adjustments made to the aligned datasets, and data from individual animals were then coregistered to a common space using a high-resolution tissuesegmented and population-averaged standard template brain atlas of a standard marmoset brain (Hikishima et al., 2011) . For visualization and display purposes, we used a high-resolution T 2 scan of a single marmoset brain (150 m isotropic voxels; TE, 500 ms; TR, 40 ms), and registered it to the group-averaged and registered data.
Because of the potential for head motion to produce systematic errors in a resting-state dataset (Power et al., 2012) , we motion censored the time course data using 1d_tool.py (http://afni.nimh.nih.gov/pub/dist/ doc/program_help/1d_tool.py.html). We estimated the displacement of each brain volume relative to the previous volume from the translational (x, y, z) and rotational (␣, ␤, ␥) rigid-body motion correction parameters. Specifically, displacement was calculated as the Euclidian norm of these six realignment parameters (displacement ϭ square root of
, where the rotational displacements were converted from radians to millimeters by calculating displacement on the surface of a sphere of radium 58 mm, which is about the mean distance from the cerebral cortex to the center of the head). For each continuous 10 min EPI run, we first applied a threshold of 0.3 mm for the relative displacement between consecutive TRs. Under this threshold, the maximum number of time points to be censored for the dataset with the worst motion was 40 volumes. We then varied the relative displacement threshold and applied it to the other datasets so that the 40 volumes associated with the largest displacement values were censored from each dataset. This procedure yielded datasets that, once censored, were of equal length, a requirement for the FSL independentcomponents analysis toolbox.
Resting-state fMRI data were analyzed using group-level independent component analysis (gICA; Melodic, FSL), with a model specified by 30 components (Lu et al., 2012) . To evaluate the robustness of the ICAidentified maps, we performed exploratory analyses with models specified by 20, 25, 35, and 40 components. The determination of putative physiologically relevant components was based on visual identification consistent with network patterns approximating those previously described in humans, rhesus monkeys, and rodents by our group and others ( et al., 2013) . Extracted component maps were overlaid onto the averaged group anatomical scan and visualized in AFNI. Visual identification of marmoset anatomy and brain regional definitions is based on a marmoset brain atlas (Paxinos et al., 2012) . All results are displayed either as overlays onto the averaged group anatomical data or as overlays onto the high-resolution T 2 obtained from a single marmoset. To evaluate subject and session robustness of the network maps, we performed two separate sets of ICA analyses, all specified with 30 components, one set that explored intersubject variability of the networks (six ICA runs, one for each subject across all eight sessions), and a separate set that explored the intersession variability of the networks (eight ICA runs, one for each session across all six subjects). As with the group-level data, the determination of anatomically relevant networks was based on visual identification.
Results
Of the 30 components specified in the group ICA analysis, 18 components appeared to represent CSF or white matter, or otherwise appeared to be related to physiological noise and were excluded from further consideration. The 12 remaining components demonstrated bilateral correlation patterns that appeared consistent with known neurobiological systems (Fig. 2) . These identified components accounted for 43% of the variance within the data, are thresholded at z ϭ 13.5 for visualization purposes, and are described as follows: Component 1 (C1; Fig. 2A ), highorder visual network, including V3, V4, and A19 and A19DI; Component 2 (C2; Fig. 2B ), basal ganglia network, including caudate and putamen; Component 3 (C3; Fig. 2C ), primary visual network, centering on primary visual cortex (V1); Component 4 (C4; Fig. 2D ), dorsal (medial) somatomotor network, centered on primary (A3a, A3b, A1/2) and secondary (S2I, S2E) somatosensory areas, primary motor area A4ab, and anterior and posterior cingulate cortices, incorporating cortical areas A24a-d, A23/31, and A29/30; Component 5 (C5; Fig. 2E ), high-order visual network, centered on V4, V5, V6, FST, and TE3; Component 6 (C6; Fig. 2F ), high-order midline visual network, incorporating V2, A19M, and V6(DM); Component 7 (C7; Fig. 2G ), retrosplenial and posterior cingulate cortex (A23/31 and A29/30), medial parietal area PG (PGM), premotor areas A6DR, A6DC, and A8C, posterior parietal areas PE, PFG, PG, and cortical areas surrounding the intraparietal sulcus [left intraparietal sulcus (LIP) and middle intraparietal sulcus (MIP)]; Component 8 (C8; Fig. 2H ), network incorporating anterior cingulate (A24), anterior insula, auditory cortex, and parts of the thalamus; Component 9 (C9; Fig. 2I ), orbitofrontal network, incorporating A13M, A13L, orbital periallocortex, and orbital proisocortex; Component 11 (C11; Fig. 2J ), cerebellum network; Component 19 (C19; Fig.  2K ), ventral (lateral) somatomotor component, encompassing primary motor cortex A4c (head representation), and primary (A3a and A3b) and secondary (A1/2 and S2PV) somatosensory cortices; and Component 20 (C20; Fig. 2L ), frontal pole, covering A10, A9, A32, and more caudally, Area A8.
Of the 12 identified components, 4 components (designated C1, C3, C5, and C6) overlapped substantially with primary and higher-order visual cortical areas as defined in the marmoset brain (Paxinos et al., 2012) . Several human and NHP restingstate fMRI reports have also identified visual networks in restingstate data, and, although there is significant overlap in the anatomical patterns of temporal coherence, the methods used to identify these networks and the nomenclature to label them differ (Beckmann et al., 2005; Damoiseaux et al., 2006; Mantini et al., 2013) . For example, placed seeds in regions of striate cortex representing either foveal or peripheral vision, and found distinct correlation maps, which they named, appropriately, "foveal" and "peripheral." Christian Beckmann's group has identified the following two visual functional networks in humans: one that corresponds to primary visual areas (medial visual cortical areas); and another encompassing nonprimary regions of visual cortex that are generally activated during higher-order visual attention tasks (Beckmann et al., 2005; Shirer et al., 2012; lateral visual cortical areas) . Hutchison et al. (2011) also disambiguated the following two visual networks in anesthetized macaques that look strikingly similar to the human visual networks previously described (Beckmann et al., 2005) : a primary visual pattern (parieto-occipital; Beckmann et al., 2005, see their Fig. 1I) , and a higher-order visual map (Beckmann et al., 2005, their Fig. 1D ). Finally, Mantini et al. (2013) report two visual components extracted from awake (but constantly rewarded) rhesus monkeys: a midline-centered peripheral visual component, and a more lateralized, parafoveal visual component.
Our data suggest the existence of four discernible visual networks with two levels of hierarchical grouping: one (C3) centered on primary visual cortical areas, and three (C1, C5, and C6) mostly containing higher-order visual cortical regions ( Fig.  2 A, C, E, F ). The C3 network almost completely overlaps with the borders of primary visual cortex (V1), which resides within the bank of the calcarine sulcus (Paxinos et al., 2012) . Primary visual cortex is the largest recipient of direct inputs from the lateral geniculate nucleus and is the largest area of the marmoset brain, occupying nearly one-fifth of the entire cerebral cortex (Rosa and Tweedale, 2005) . Components C1 and C5 had very similar spatial distributions, with the exception that C5 is more prominently anterior, whereas the local maxima for C1 is centered on lateral V5 and V6, more posteriorly. The third higher-order visual component, C6, is centered on the posterior midline of the occipital cortex and corresponds very well with a medial visual component previously described in humans (Damoiseaux et al., 2006; Shirer et al., 2012) . Our identification of two distinct, hierarchically separable visual networks (primary and higher-order visual) corresponds well with the human resting-state data that describe visual networks based on hierarchical grounds (Beckmann et al., 2005; Damoiseaux et al., 2006; Shirer et al., 2012) .
Our gICA analysis also identified two sensorimotor networks, defined in components C4 (Fig. 2D) and C19 (Fig. 2K ) . Component C4 centered on somatomotor cortical areas. This network features prominently in both human and previous monkey resting-state investigations (Beckmann et al., 2005; Hutchison et al., 2011; Mantini et al., 2013) . A second, more lateralized somatomotor network was captured in component C19, encompassing primary and secondary motor and somatosensory cortical representations of the head and face. Primary and secondary motor and somatosensory topography are among the most well characterized regions in the marmoset, and, in fact, it is in this species that Krubitzer and Kaas, 1990 conducted pioneering work of NHP somatomotor architecture.
Additionally, we found a single component that very precisely matched the anatomical boundaries of the basal ganglia caudate and putamen (C2; Fig. 2B ). This ICA-identified network is not frequently reported in human resting-state studies (which tend to focus on cortical networks); but when it is, it comprises, bilaterally, the pallidum, putamen, substantia nigra, and subthalamic nucleus (Damoiseaux et al., 2008; Robinson et al., 2009; Shirer et al., 2012) . This same network was reported by Mantini et al. (2012) , who identified a network encompassing the caudate and putamen in monkeys that were awake but constantly rewarded. Finally, we identified a component that significantly bilaterally overlaps the cerebellum (C11; Fig. 2J ). Twelve components identified as resting-state networks in the marmoset monkey (n ϭ 6) using melodic group ICA. A-L, These networks (presented in the order in which they explain the signal variance) are labeled as follows: C1, a higher order visual network centered on V3, V4, A19 and A19DI (A); C2, basal ganglia (B); C3, primary visual (C); C4, dorsal (medial) somatomotor (D); C5, a higher-order visual network centered on V4, V5, V6, FST, and TE3 (E); C6, a higher-order midline visual network centered on V2, A19M, and V6(DM) (F ); C7, retrosplenial and posterior cingulate cortex, medial parietal area PG, premotor and posterior parietal areas, and areas surrounding the intraparietal sulcus (G); C8, anterior cingulate, anterior insula, auditory cortex and thalamus (H ); C9, orbitofrontal (I ); C11, cerebellum (J ); and C19, ventral somatomotor (K ); and C20, frontal pole (L). Networks are shown in the four coronal slices deemed most representative of the correlation patterns on which network identification was based (top row, image generated as the average of the six monkeys' anatomical scans), and in coronal, axial, and sagittal planes on a high-resolution T2 marmoset anatomical image acquired in-house (bottom row). The color bar represents the z-score of these correlation patterns at a threshold of 13.5.
In addition to these sensory and subcortical networks, we identified four networks (C7, C8, C9, and C20; Fig. 2G, H, I ,L, respectively) overlapping substantially with a higher-order cognitive-processing function and bearing significant correspondence with previously described cognitive performance networks found in humans and monkeys. Specifically, C7 encompassed several mostly posterior midline cortical structures, including the posterior cingulate cortex, retrosplenial cortex, and several posterior parietal areas, including those flanking the intraparietal sulcus (LIP and MIP; Fig. 2G ). Additionally, more rostral frontal cortical areas of premotor cortex featured prominently in this component. Several reports have surrounded the identification in humans of a component that is highly similar to this one, incorporating all or most of these structures, and extending into dorsal medial prefrontal cortex (Buckner et al., 2008) . Termed the "default mode network," this network is engaged when individuals are left to think to themselves (Raichle et al., 2001 ). The DMN has been postulated as a system of brain regions that is most active when the brain is in an "idle" mode and is particularly identifiable in humans (and is maximally engaged) during between-trial periods of directed task behavior. The DMN may relate to spontaneous rumination, planning, or remembering the past (Buckner et al., 2008) . Interestingly, regions spatially consistent with this network have been reported in anesthetized monkeys (Hutchison et al., 2011; Mantini et al., 2011 Mantini et al., , 2013 and rats (Upadhyay et al., 2011; Lu et al., 2012) , suggesting that although its function may have evolved in humans, its core features and participating regions are also identifiable in lower-order species.
A second higher-order network identified in our data, C8, largely incorporated the insula, anterior cingulate cortex, and thalamus (Fig. 2H ) , and represents a network that is frequently reported in resting-state network investigations in humans. The insula is a functionally heterogeneous brain area that participates in a wide variety of behaviors involving interoceptive awareness and the mediation of emotion (Craig, 2009), functions that have placed this structure at the center of a "salience network" described by Seeley et al. (2007) . This network, and the insula in particular, has been proposed to serve as a sentinel, detecting salience from a vast array of constant streams of stimuli, and, perhaps, serving as a signal to initiate engagement of various cognitive control networks, with concomitant disengagement of the DMN (Menon and Uddin, 2010) . Such a network, if present in other species, might mediate physiologically and ecologically relevant attentional switches; for example, initiating a switch in behavior from food foraging to paying attention to the sound of a potentially hazardous hawk circling above the trees. Although Hutchison et al. (2011, their Fig. 1G ) also found a cinguloinsular component in anesthetized macaques, Mantini et al. (2013) identified a salience-like network in humans (a "cinguloinsular" component; Mantini et al., 2013, their Fig. 9c ) that had no correspondence in their monkey results. The absence of a salience-like network in rhesus monkeys reported by Mantini et al. (2013) could be related to the conditions under which the resting-state experiments were conducted: the monkeys received liquid reinforcement when they paid attention to the stimuli on a screen in front of them. Because of this important methodological difference between their human and monkey acquisition paradigms, it is perhaps not surprising that they reported differences in network patterns within and between the species. The fact that we identified a salience-like network in our marmoset data suggests that monkeys may in fact possess such a network and highlights the need to be mindful of conditions under which resting-state data are evaluated. Finally, our analyses identified two higher-order networks within the marmoset frontal cortex: one that encompassed bilateral orbitofrontal cortex (OFC; C9 ; Fig. 2I ) ; and another that encompassed much of the frontal pole (C20; Fig. 2L ). Occupying the ventral surface of the primate prefrontal cortex, the OFC is generally considered to be crucial for the flexible alteration of reward-related responses (Fellows, 2011) , and has connectivity patterns in humans that closely mirror the connectivity patterns identified in NHPs using histological tracing techniques (Kahnt et al., 2012) . The more dorsal aspects of the marmoset frontal cortex, encompassed in C20, mediate various aspects of working memory and cognitive flexibility (Ridley et al., 1993; Rygula et al., 2010; Agustín-Pavó n et al., 2012) . The OFC and dorsal frontal cortical connectivity has been described in detail in the marmoset with the elegant histological work of Roberts et al. (2007) .
These components were very consistent, and were readily identifiable both at an individual subject and session level. Table  1 summarizes all 12 network components, and the number of animals (of a possible total of six animals) that possessed those ICA-identified components. We were very stringent in our assessment of individual network identification. Networks that arose at an individual level that did not incorporate all of the structures identified at the group level were not counted, as we required complete anatomical correspondence between the individual networks and the group data for an individual subject network to be considered a recapitulation of the grand map data. Fig. 2) 
ICA network map component
Functional network description Reproducibility C1 ( Fig. 2A) Higher-order visual 6/6 C2 ( Fig. 2B) Basal ganglia 6/6 C3 ( Fig. 2C) Primary visual 6/6 C4 ( Fig. 2D ) Dorsal (medial) somatomotor 6/6 C5 (Fig. 2E) Higher-order visual 6/6 C6 (Fig. 2F) Higher-order midline visual 5/6 C7 ( Fig. 2G) Default Mode 5/6 C8 ( Fig. 2H ) Salience 6/6 C9 ( Fig. 2I) Orbitofrontal 5/6 C11 ( Fig. 2J ) Cerebellar 4/6 C19 ( Fig. 2K) Ventral (lateral) somatomotor 3/6 C20 ( Fig. 2L) Frontal pole 4/6
Figure 3 demonstrates a representative network (the basal ganglia component) in an individual animal's dataset and clearly demonstrates the reproducibility of the networks at a single-subject level. Table 2 demonstrates the intersession robustness of these 12 components. The average spatial overlap of the grand total maps with the individual 10 min fMRI sessions was assessed using a voxelwise spatial correlation method (3ddot in the AFNI framework). The last column shows the average of those correlations across the sessions, with R values ranging from 0.73 to 0.92.
Discussion
Magnetic resonance imaging arguably affords the best neuroscience cross-species translational power, as findings with human subjects can be directly tested in preclinical models. The past decade has witnessed a precipitous rise in the number of studies of correlated activity in the resting human brain (Snyder and Raichle, 2012) , an unabating trend that increasingly commands a need for appropriate animal models. These spatially restricted and temporally correlated spontaneous signals are seen in humans during periods of rest. Snyder and Raichle (2012) have operationally defined the resting state thus: ". . a constant condition without imposed stimuli or other behaviorally salient events. The eyes may be closed or open, with or without visual fixation. . The objective of resting-state experiments is to capture the statistical properties of endogenously generated neural activity."
In the strictest sense, the ideal animal model for exploring resting state should involve a subject that is quiet and still without being stressed, anesthetized, or engaged in any particular task-related activity. To our knowledge, no published studies using animal models would adhere to these requirements. Animal models exploring resting-state correlations often use anesthesia to ensure a motionless subject (Lu et al., 2007; Hutchison et al., 2011) . With little exception (Upadhyay et al., 2011) , the very few studies that do use awake models involve delivery of some type of reward and often require the subjects to perform low-level tasks of sustained attention, such as viewing movie clips (Moeller et al., 2009; Mantini et al., 2013) . Here we report the application of a neuroimaging model with conscious marmosets that does not require anesthesia or invasive surgical procedures, or use within-scan session reinforcement or task demands. Marmosets in our laboratory that are trained for awake scanning are not required to perform tasks, do not receive rewards, and in general, are unperturbed by the loud scanner noises. Using a data-driven approach that statistically separates signals into independent components (Beckmann et al., 2005; Calhoun et al., 2005) , we found 12 anatomically constrained and neurobiologically relevant networks in conscious marmoset monkeys (Fig. 2) . These 12 networks bear correspondence to networks previously described in humans (Beckmann et al., 2005; Damoiseaux et al., 2006; Seeley et al., 2007; Robinson et al., 2009; Kahnt et al., 2012; Shirer et al., 2012) , and represent several low-order, sensory, and higher-order cognitive networks. Further, these networks are very robust, being largely observable at an individual subject and session level (Tables 1, 2, Fig. 3 ). Specifically, we found four visual networks (C1, C3, C5, and C6) that are frequently reported in humans and monkeys (Beckmann et al., 2005; Damoiseaux et al., 2006; Shirer et al., 2012; Mantini et al., 2013) . We also found two sensorimotor networks, defined in components C4 and C19, also bearing high correspondence to previously described human and monkey networks (Beckmann et al., 2005; Hutchison et al., 2011; Mantini et al., 2013) . Additionally, we found a basal ganglia network (C2) that looks remarkably similar to the basal ganglia network identified by Mantini et al. (2012) , and a component that significantly bilaterally overlaps the cerebellum (C11). Finally, we identified four networks (C7, C8, C9, and C20) overlapping substantially with higher-order cognitive processing function, and bearing significant correspondence to previously described cognitive performance networks found in humans and monkeys (Seeley et al., 2007; Buckner et al., 2008; Hutchison et al., 2011; Mantini et al., 2011 Mantini et al., , 2013 : a default-mode network, a salience-like network, an orbitofrontal network, and a network map that covered the frontal pole of the marmoset.
The work of Burish et al. (2008) provide key evidence for a functional significance in at least one of these resting-state networks, the somatomotor (C2) component. In an elegant cortical mapping study of frontoparietal cortex, they showed that microstimulation of primary motor cortex, adjacent primary and secondary somatosensory areas, as well as premotor cortex evoked movements in the marmoset (Burish et al., 2008) . Although several of our higher-order circuits (the DMN and SN, specifically) would be more difficult to engage in task-based paradigms using our restraint procedures, the overlap in participating regions between our study and Burish et al. (2008) suggests that these networks define functionally relevant circuits.
The value of the marmoset
As research models, NHPs offer the greatest translational utility, chiefly due to their evolutionary proximity to humans. A New Table 2 . Within-session robustness of the ICA components (in Fig. 2) World monkey, the common marmoset, is a member of the Callitrichidae family and, along with Old World primates, diverged from a common anthropoid ancestor ϳ35-40 million years ago (Goodman, 1999) . The marmoset affords many experimental benefits, several of which relate to its small size and tractability (Abbott et al., 2003) , the ability to live well in captivity, early sexual maturity, and fecundity (Abbott et al., 2003) . These animals are not an endangered species, pose little to no biohazard threat to humans, and can be trained in a variety of complex cognitive tasks (Clarke et al., 2008; Walker et al., 2009 ). The recent successful germline transmission of a transgene (GFP; Sasaki et al., 2009) further enhances the marmoset's position of prominence as a valuable NHP model, offering not just an alternative to research with Old World monkeys, but justification for its exclusive use in many neurobiological disease models. Arguably, New World monkeys are a phylogenetically less complex species, with lower specialization of brain function, and a more restricted repertoire of behaviors than Old World monkeys (Cyranoski, 2009 ). However, the relative neurobiological simplicity of this species may also have its advantages: for example, the smooth, lissencephalic cortex of the marmoset brain lends itself nicely to electrophysiological and optical imaging approaches. And yet, the New World monkey is evolutionarily superior to rats as a model of human brain structure and function. As stated by Rosa and Tweedale (2005, p. 669) "If one proposes that the organization of the New World monkey brain is less representative of the type of information needed to understand the human because of an additional 10 million years of evolution, one must also be prepared to accept that much larger differences could have arisen in the 25 million years separating humans and macaques."
Limitations
Despite generally successful efforts to minimize head motion in our awake marmoset model with the implementation of extensive behavioral training (to acclimate the animals to the atraumatic head and body restraint and to the noisy scanning environment), the monkeys do retain a very small degree of freedom of movement within the helmets. It is now appreciated that even small amounts of subject motion can produce correlations in resting-state time courses (Power et al., 2012) . For this reason, we adopted a rigorous approach to removing motion-related confounds in our time series data-an approach that we believe has yielded spatially consistent restingstate networks in the marmoset.
A further limitation of our study is that we did not control or interfere with the subjects' arousal level. Anecdotally, the subjects' eyes tended to remain closed during scan sessions, opening intermittently and at pulse sequence onsets. Shifting levels of arousal could perhaps have varying effects on ICA results, as patterns of cortical connectivity, although identifiable (Fransson et al., 2007; , are attenuated during sleep and light anesthesia (Massimini et al., 2007; .
It should also be noted that, although the ICA approach is considered to have several advantages over other methods of data analysis, blind-source separation is not without caveats. Although free of the constraints of hypothetically driven significance testing, the definition of independence is defined by the a priori specification of the number of components, which may modify the networks identified (Margulies et al., 2010) . In an attempt to maintain objectivity, we performed identical gICA analysis specifying between 20 and 40 components. Our decision to include 30 components in the final model specification was based on its unique ability to robustly identify components on an individual subject basis (i.e., a basal ganglia and somatomotor component could be identified at both the group and individual level). Thus, while we believe for the current data that 30 components optimally identified large-scale brain networks, other datasets and other component prescriptions might yield somewhat disparate results from those presented herein. Clearly, replication would enhance the confidence of network identity.
Conclusions
In summary, we provide initial evidence of distinct large-scale networks derived from resting BOLD data in the brains of conscious marmoset monkeys corresponding to those frequently reported in humans and anesthetized Old World monkeys and chimpanzees. These networks are spatially robust across subjects and across fMRI sessions. Importantly, using this model, in addition to more closely approximating the conditions under which human resting-state networks are obtained, we offer convincing evidence that some of the higher-order networks not previously identified in animal models are present in the NHP brain. These findings provide additional validation of the model for exploring the basis of resting-state networks using behavioral, pharmacological, and lesion manipulations. Future directions might include examination of neuropsychiatric disease models in this species and their causative consequences to large-scale resting brain networks.
