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Ahstrati-A method to compute the modified Bessel functions Z,(x) and K.(x) for positive real x and 
integer a is presented. A recursion procedure isused, based on Miller’s algorithm. 
1. INTRODUCTION 
The modified Bessel functions Iv(z) and K,(z) are linearly independent solutions to the 
differential equation 
,d*w 
‘dzZ+‘dz 
*-(zz+ zP)w =O. 
Of particular interest are these functions evaluated at positive real arguments x and integer 
orders v.t They occur in a large variety of engineering and mathematical physics problems; e.g. 
studying torsional vibrations of a sapphire rod [ l] and analyzing lightguide preforms [2]. Various 
methods have been used to compute modified Bessel functions. Usually some type of ap- 
proximation is used to compute the lower orders; e.g. see Blair [3] for 1, and I, and Russon and 
Blair[4] for K,, and K1. Computing higher order modified Bessel functions generally requires 
using recursion formulas together with variations of Miller’s algorithm[5]. See Luke[6], 
Temme[7], and Thacher[S] for generation of higher order K’s, and Sookne[9] and Amos et 
al.[lO] for generation of higher order I’s. In this paper, a method is presented which involves 
using K0 and K, as starting values in a forward recursion formula to determine K,(x) and 
subsequently using a backward recursion to determine I,(x). This recursion procedure is based 
on a similar approach used for spherical Bessel functions by Drumheller [ll]. 
2. METHOD: RECURSION PROCEDURE 
Successive orders of I,(x) and K”(x) can be obtained using the three-term recursion formula 
fv+sW + ~f.+10 = f”(X), (1) 
where f, is either I, or e”“K,. How the behavior of I and K governs the use of the recursion 
formula can be explained based on a similar approach used for spherical Bessel functions by 
Drumheller [l 11. The recurrence formula (1) has the general solution [ 121 
f”(x) = cJ,(x) + c,e”“‘K,(x) (2) 
with cl and c2 as arbitrary constants. (For integral a, evrri = (- I)“, but (2) is true for non-integral 
v as well.) If an odd M is chosen as a starting value for v, and fM(x) and fM+,(x) are chosen as 
two arbitrary constants for f”, cl and c2 can be represented in terms of I and K: 
Cl = dfM(xK4+1(x) +fhf+twG.f(x)l 
c2 = ~lfhf+lwMw -fhfWh+dx)l. (3) 
Whroughout this paper, it is assumed, without loss of generality, that v is positive. The case of negative integer u is 
given by Z_,(x) = Z”(x) and K_,(x) = K,(x). 
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If fM(x) = eMwiKM = - Kw andfw+,(x) = e(m+l)ai K M+I = KM+,, then c1 = 0 and c2 = 1, normalizing 
(2). The K,,‘s can now be generated from (1). Since KM and K M+l cannot be represented precisely 
(i.e. fM = - Knn and fM+r = KIM+,) so that c, = 0 and c2 = 1, the Ku’s will also contain con- 
tributions from the Z-term in (2). But, since K, grows with increasing order while Z, decays with 
increasing order, the K-term will dominate in a forward recursion on K. Similarly, if fiM+*(x) =
ZM+&) and fiM+,(x) = ZM+r(x), then cl = 1 and c2 = 0, and the IV’s will also contain contributions 
from the K-term. Because of the behavior of Z and K, the Z-term will dominate in a backward 
recursion on I. Therefore, for computational stability, the Ku’s are generated using a forward 
recursion and the Z”‘s using a backward recursion. 
The relation can be applied directly to obtain higher orders of K, using KO and K, as starting 
values: if e”?‘K, is substituted into (l), 
can be used to generate K2, K3, . . . , K,,,, where N is the highest order desired. 
To determine Z, a backward recursion is used. The idea of using a backward recursion, 
introduced by Miller [5], is widely used to obtain lower order terms for functions with behavior 
similar to I. See Olver and Sookne[l3] for a discussion of theoretical and computational spects 
of backward recurrence methods. A common technique in using Miller’s algorithm is to set 
j+,, = 0, fNf_, = 1, where N’ > N, and iterate down in v. f0 will be proportional to the true value; 
in this case fO(x) = alo( I,, must then be calculated by some method in order to determine (Y, 
which is then used to scale all desired orders, since, in general, f,(x) = cyZ,,(x). Drumheller 
described a method for spherical Bessel functions, based on Miller’s approach, using starting 
values in the recursion, such that renormalization is not necessary. The calculation of these 
starting values applied to the function Z is now described. 
For some N’ where N’> N, IN,(x) is approximated by 0. If v + 2 is set to N’ in the 
Wronskian [ 121 
L+dx)K+2(x) + L+z(xK+dx) = ;, 
Zj+,(x) =---L 
xKv(x) 
is obtained. It is necessary that N’ > N since the starting values IN, and ZN,-r have been only 
approximated. The necessary additional orders of K, up to KNF, are first generated using (4). 
Then, when Z, is substituted into (l), Zw_2, ZNC-3, . . . , IN, . . . , IO are generated using 
&J(x) = ~Zu+dx, + L+,(x). 
To determine N’, a normalization of (2) is again considered. Starting values of v = M = N’ 
and v-l = N’-1 (with N’ odd) yield solutions for c, and c2. Then, if fN(x) = IN.(x) is ap- 
proximated with 0 and fiv,_r(x) = ZN,_r(x) is approximated with l/(xK,Jx)); 
cl = xLfw(x)K~~_,(x) t fw_,(x)KN,(x)] = I 
and 
c2 = x~~‘_,(x)z~‘(x)-j~‘(x)z~‘_I(x)I = j& 
Numerical evaluation of the modified Bessel functions I and K 
are obtained. This gives 
zN.(x) 
\ 
vwi f&J = h(x) + KN,(x)e K(x). 
To compute IN “accurately enough”, it must be true that 
i.e. 
g&(x) < IN(X) x 10-q 
N’ 
to obtain q accurate digits, or finally, 
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(Note: si’nce a backward recursion is used, if this condition is true for v = N, it will hold for all 
v < iV.) An appropriate N’ must satisfy (5). At this point, however, only N and Z&(x) are 
known. But IN(X) < IN(X), SO (ZN(X)/ZN(X)) < 1. Thus, since K, increases with v, the recursion 
can be used high enough in K such that (&(X)/&(X)) < 10mq and (5) is satisfied for all v s N. 
Then, only KN+l, KNC2, . . . , KN’ have to be generated, where KN’ is q orders of magnitude 
larger than. Z&. 
3. METHOD: STARTING VALUE COMPUTATION 
The starting values K,,(x) and K,(x) can be determined using various methods depending on 
x. A well known series expansion for K,(x)[12] is the following: 
K,(x) = k($x)-” 2 (’ _i,- ‘)l ( -ixz)j + (- I)“+’ In (ix)Z”(x) 
1 zi ( > 
+(-l)‘f(~x)“~OIC(i+l)+(Ir(u+j+l)l& 
n-1 
where $(l) = - ‘Y, e(n) = - y + I: m-‘(n 2 2), and y is Euler’s constant. In particular, 
m=l 
and 
+ + 1+4(x) IL 
1 2i 
K,(x) = 
[ 
- f x ,$ ($4 + 1) + $0’ + 2)) & ! ‘.I 
(6) 
(7) 
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Though eqns (6) and (7) converge for all positive x, they are usable only for a limited 
range. As x increases, lo(x) and I,(x) become large while K,,(x) and K,(x) approach 0 (see Fig. 
l), resulting in the subtraction of two similar large quantities in (6) and (7) and hence in 
cancellation error as x becomes large. 
Another numerical consideration is determining where to truncate the series in both of the 
second expressions of (6) and (7) and in the evaluation of l,,(x) and Ii(x). For K,-,, consider first 
I,, which appears in (6). In order to find when the terms are decreasing, the ratio of two 
successive terms (the (j t 1)th over the jth) is considered; i.e. find j such that [((1/4)x’)/(j t l)*] < 
1. This is true for all j> (1/2)x - 1. Taking x ~2 guarantees that the terms are all decreasing. 
This means that the first term is the largest and the series can be terminated at j’, where the j’th 
term is the desired number, q, orders of magnitude l ss than the first. Since each term in the 
other series, contained in the second expression of (6), is a factor of small magnitude times the 
comparable term in I,,, j’ terms are also taken here. The analysis is similar for Ki. 
Another expansion for K, is the divergent asymptotic series[l2] for large x: 
K,(x) z J(z)~-~{ 1 + 8 (4~~ - 1)(4v* --j%;((4s* - (2j - l)‘)]. (8) 
Numerical evaluation f the modified Bessel functions I and K 207 
For this expansion applied to 2) = O,l, the series must be truncated before the point at which the 
terms start to increase and after which the number of terms needed to ensure that the 4 desired 
digits of accuracy are obtained. Since the remainder after j terms does not exceed the (j + 1)th 
in absolute value[l2], it is obvious that the series need only be cut off when the jth term 
becomes less than 10m9. But this must happen before the terms start to increase in absolute 
value. As before, since the analysis is similar for K,, and K,, K0 is examined. 
In order to determine the point at which the terms start to increase in absolute value, j must 
be found such that the ratio of the jth term over the (j + 1)th term first becomes less than 1. 
This occurs when 
j = x -i -+ ~(x’ + x) = [2x] for large x. 
So at most 2x terms can be taken. Thus the problem is to determine x such that 4 digits of 
accuracy can be obtained before the 2xth term is reached. To do this, the first (integer) value of 
x is found such that the 2xth term is q orders of magnitude l ss than 1 (the first term in the 
series). In other words, find x such that 
(- 1)2”(1)2(3)2* * *(4x - 1)2 < 1o_4 
(2~)!(8x)~’ 
Since (l)(3). . .(4x - 1) = (4x - l)!! = IT -1’222”I’(2x +(1/2)) and if (2x)! is approximated by Stir- 
ling’s formula, the following bound on the magnitude of the smallest term is obtained: 
A minimum value of x can now be determined for any desired 4. 
For computing K0 and K, in the intermediate range, an integral representation[l2] 
K,(x) = 
I 
m emx cosh(w)cosh (uw)dw 
0 
can be used. One way to solve this is by transforming it to 
K,(x) = emx I m e-2xsinhz(w/2)cosh (uw)dw 0 
so that the integrand ecays more rapidly and the infinite limit can be replaced by a small finite 
number for u = 0,l. One way to compute this integral is by using an automatic numerical 
Gaussian quadrature method DQUAD[14], accurate to 4 digits. 
In order to obtain increased speed in generating K,(x) and K,(x) for many values of x, it is 
possible to approximate them, rather than directly obtain them using the methods described 
above. Recommended is the use of low order rational Tchebycheff approximations[15], based 
on the Remes algorithm, which finds the best uniform rational approximation of K. and K1 on 
given intervals. 
4. COMPUTATION 
Many numerical examples were run on a HIS 6070 computer, using double precision 
arithmetic to obtain 4 = 14 digits of accuracy. The series expansions (6) and (7) were used for 
x < 2, requiring at most j’ = 12 terms in each series. (Each series was summed in reverse order 
to avoid roundoff error.) The divergent series (8) was used for x 2 25 to obtain 4 = 14; the 
series was truncated at 2x = 50 terms, as described above. For 2 <x < 25, error estimates of 
lo-l4 were obtained in computing the integral representation, using an automatic numerical 
quadrature procedure DQUAD[ 141. Rational sixth-order Tchebycheff approximations [ 151 were 
used over four intervals for x > 1 to obtain increased speed in generating &Co(x) and K,(x). 
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In the recursron procedure, &+r, KN+Z,. . ., KNj are computed for some N’ such that KNl is 
4 = 14 orders of magnitude greater than KN, as discussed in the section on the recursion 
procedure. For certain values of x and N, exponential overflow occurs when computing the 
orders of K between N and N’. A scale factor can be introduced, however, on these “extra” 
terms that guarantees against overflow. Then in the backward recursion on I, unsealing can be 
done when IN and IN-, are reached. 
When running examples on the HIS 6070, various tables[1618] and other analytic tech- 
niques were used to verify the results over a wide range of x and u. Since K&x) increases with 
N for fixed x, eventually K will overflow, limiting the maximum size of N. Similarly, Ko(x) and 
K,(x) underflow as x becomes large, limiting the maximum size of x. As an example of a 
computable range of x and N, see Figs. 2(a) and 2(b). For each x, N is plotted such that 
KN+I(x) overflows and K&c) does not (on the HIS 6070). 
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