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INSTABILITY OF ALGEBRAIC STANDING WAVES FOR
NONLINEAR SCHRO¨DINGER EQUATIONS WITH DOUBLE
POWER NONLINEARITIES
NORIYOSHI FUKAYA AND MASAYUKI HAYASHI
Abstract. We consider a nonlinear Schro¨dinger equation with double power non-
linearity
i∂tu+ ∆u− |u|p−1u+ |u|q−1u = 0, (t, x) ∈ R× RN ,
where 1 < p < q < 1+4/(N−2)+. Due to the defocusing effect from the lower power
order nonlinearity, the equation has algebraically decaying standing waves with zero
frequency, which we call algebraic standing waves, as well as usual standing waves
decaying exponentially with positive frequency. In this paper we study stability
properties of two types of standing waves. We prove strong instability for all
frequencies when q ≥ 1+4/N and instability for small frequencies when q < 1+4/N ,
which especially give the first results on stability properties of algebraic standing
waves. The instability result for small positive frequency when q < 1 + 4/N not
only improves previous results in one-dimensional case but also gives a first result
on instability in higher-dimensional case. The key point in our approach is to take
advantage of algebraic standing waves.
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2 N. FUKAYA AND M. HAYASHI
1. Introduction
1.1. Setting of the problem. We consider the following nonlinear Schro¨dinger equa-
tions: {
i∂tu+ ∆u− a|u|p−1u+ b|u|q−1u = 0, (t, x) ∈ R× RN ,
u(0, x) = u0(x), x ∈ RN ,
(NLS)
where a, b ∈ R and
1 < p < q < 2∗ − 1, 2∗ :=

∞ if N = 1, 2,
2N
N − 2 if N ≥ 3.
The Cauchy problem for (NLS) has been extensively studied (see, e.g., [5] and the
references therein). It is well known that for any u0 ∈ H1(RN ) there exists a unique
maximal solution
u ∈ C((−Tmin, Tmax), H1(RN )) ∩ C1((−Tmin, Tmax), H−1(RN ))
of (NLS), and that the energy and the charge are conserved by the flow:
E(u(t)) :=
1
2
‖∇u(t)‖2L2 +
a
p+ 1
‖u(t)‖p+1Lp+1 −
b
q + 1
‖u(t)‖q+1Lq+1 = E(u0),
‖u(t)‖2L2 = ‖u0‖2L2
for all t ∈ (−Tmin, Tmax). Moreover, the following blowup criterion holds: if Tmax <∞
(resp. Tmin < ∞), then ‖∇u(t)‖L2 → ∞ as t ↑ Tmax (resp. as t ↓ −Tmin). In [40]
the authors studied typical global properties like global well-posedness, scattering, and
blowup for (NLS).
In this paper we study the stability properties of standing waves of (NLS). We are
especially interested in the case a > 0 and b > 0 because the equation for this case
has algebraically decaying standing waves with zero frequency, which we call algebraic
standing waves, as well as usual standing waves decaying exponentially with positive
frequency. Our main results concern strong instability for all frequencies when q ≥
1+4/N (Theorem 1.8) and instability for small frequencies when q < 1+4/N (Theorem
1.12), which give the first results on stability properties of algebraic standing waves.
The new instability condition in Theorem 1.12 not only improves previous results in
one-dimensional case but also gives a first result on instability in higher-dimensional
case. We note that this condition is characterized in terms of algebraic standing waves.
1.2. Ground states on zero mass case. We now focus on the equation (NLS) for the
case a > 0 and b > 0. By scalar multiplication and the scaling u 7→ µλ 2p−1u(λ2t, λx),
we may always take a = 1 and b = 1 in (NLS):{
i∂tu+ ∆u− |u|p−1u+ |u|q−1u = 0, (t, x) ∈ R× RN ,
u(0, x) = u0(x), x ∈ RN .
(1.1)
If we consider the standing wave solution eiωtφω(x), then φω satisfies the following
elliptic equation:
−∆φ+ ωφ+ |φ|p−1φ− |φ|q−1φ = 0, x ∈ RN .(1.2)
It is known that there exist ground states of (1.2) when ω ≥ 0 (see [3]). The case ω = 0
corresponds to zero mass case in elliptic equations, and associated problems are more
delicate in many cases compared with the case ω > 0.
The ground state of (1.2) for ω = 0 appears as an optimizer of the following
Gagliardo–Nirenberg inequality
‖f‖Lq+1 ≤ CGN‖f‖1−θLp+1‖∇f‖θL2 for all f ∈ H˙1(RN ) ∩ Lp+1(RN ),(1.3)
3where (p, q,N) and θ ∈ (0, 1) satisfy
N
q + 1
= (1− θ) N
p+ 1
+ θ
(
−1 + N
2
)
.
When q = 2p− 1 the optimal constant and the optimizers are explicitly found in [12].
The existence of optimizers in general case was studied in [1]. We note that the end
point case θ = 1 in (1.3) turns into the Sobolev inequality
‖f‖L2∗ ≤ CS‖∇f‖L2 for all f ∈ H˙1(RN ), N ≥ 3.(1.4)
The existence and uniqueness of optimizers for (1.4) were proven in [29], and the opti-
mizer is given by the Talenti function (see [39])
W (x) :=
(
1 +
|x|2
N(N − 2)
)−N−22
,
which solves the following elliptic equation:
−∆W − |W | 4N−2W = 0, x ∈ RN .(1.5)
The equation (1.5) corresponds to the stationary problem of (NLS) for the case a = 0,
b = 1, and q = 2∗− 1, whose study is important to understand the global dynamics for
energy critical evolution equations (see, e.g., [25, 26, 13] and references therein).
The zero mass problem also arises when we study the solitons for the derivative
nonlinear Schro¨dinger equation (DNLS):
i∂tu+ ∂
2
xu+ i∂x(|u|2u) = 0, (t, x) ∈ R× R,(DNLS)
which appears in a model for the propagation of Alfve´n waves in magnetized plasma.
It is known that (DNLS) has a two-parameter family of solitons
eiωtφω,c(x− ct) with − 2
√
ω < c ≤ 2√ω,
where φω,c is the complex-valued function,
1 and the modulus of the soliton Φω,c = |φω,c|
satisfies the following elliptic equation:
−Φ′′ +
(
ω − c
2
4
)
Φ +
c
2
|Φ|2Φ− 3
16
|Φ|4Φ = 0, x ∈ R.(1.6)
When 0 < c ≤ 2√ω this equation corresponds to the equation (1.2) with p = 3 and
q = 5 in one space dimension. Two types of solitons have the following explicit decay
at infinity;
if ω > c2/4, |φω,c(x)| ∼ e−
√
4ω−c2|x|
if c = 2
√
ω, |φω,c(x)| ∼ (c|x|)−1
as |x|  1,
and the case c = 2
√
ω corresponds to algebraic solitons. It has been clear in the recent
studies of (DNLS) (see [45, 14, 22]) that algebraic solitons give a certain threshold for
global properties of the solutions.
The aim of this paper is to investigate the stability properties of standing waves of
(1.1), especially algebraic standing waves (zero mass case), which seem to have been
less studied from the viewpoint of nonlinear dispersive equations.
1The profile φω,c is expressed in terms of Φω,c as
φω,c(x) = Φω,c(x) exp
(
i
2
cx− 3
4
i
∫ x
−∞
|Φω,c(y)|2 dy
)
.
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We first organize the properties of the ground states of (1.2). The action functional
with respect to (1.2) is defined by
Sω(v) :=
1
2
‖∇v‖2L2 +
ω
2
‖v‖2L2 +
1
p+ 1
‖v‖p+1Lp+1 −
1
q + 1
‖v‖q+1Lq+1 .
We note that S0 is well defined on H˙
1(RN ) ∩Lp+1(RN ), and that (1.2) is rewritten as
S′ω(φ) = 0. We set
Aω := {v ∈ H1(RN ) \ {0} : S′ω(v) = 0} for ω > 0,
A0 := {v ∈ H˙1(RN ) ∩ Lp+1(RN ) \ {0} : S′0(v) = 0},
and for ω ≥ 0 we set
d(ω) := inf{Sω(v) : v ∈ Aω},
Gω := {v ∈ Aω : Sω(v) = d(ω)}.
The element of Gω is called a ground state of (1.2), which is characterized as follows.
Proposition 1.1. Let ω ≥ 0. There exists a unique, positive, radial, and decreasing
function φω ∈ Aω such that
Gω = {eiθφω(· − y) : θ ∈ R, y ∈ RN}.
In particular, d(ω) = Sω(φω).
Existence of ground states was first proven in [3]. Symmetry of ground states follows
from the result of Ni and Li [28] (see also [18]). Uniqueness of positive radial solutions
follows from the results of Serrin and Tang [37] for N ≥ 3 and the results of Pucci and
Serrin [36] for N = 2. In Section 2 we revisit the existence theory on the ground states
of (1.2) and give a variational characterization of them on the Nehari manifold, which
is very useful for the proofs of our main theorems.
Next we state the decay estimates of ground states on the zero mass case. It is well
known that the ground states for ω > 0 decay exponentially at infinity (see, e.g., [3]).
On the other hand ground states on the zero mass case have slower algebraic decay at
infinity. The sharp decay estimates on the zero mass case was first obtained by Vero´n
[41] (see also [10, 11]). To state the result we define the exponent p∗ as
p∗ = p∗(N) =

∞ if N = 1, 2,
N
N − 2 if N ≥ 3.
Then we have the following result:
Proposition 1.2 ([41]). Let φ0 as in Proposition 1.1. We write φ0(x) = φ0(r), where
r = |x|. Then we have
φ0(r) ∼
r→∞

r−
2
p−1 if p < p∗,
r−(N−2) (log r)−
N−2
2 if p = p∗,
r−(N−2) if p > p∗,
(1.7)
where φ0(r) ∼
r→∞ r
−a for some a > 0 means that the limit limr→∞ φ0(r)ra exists and
its value is positive.
Remark 1.3. We note the following relation:
2
p∗ − 1 = N − 2, max
{
2
p− 1 , N − 2
}
=

2
p− 1 if p < p
∗,
N − 2 if p > p∗.
5As a simple application of Proposition 1.2 we obtain a necessary and sufficient con-
dition for φ0 ∈ L2(RN ).
Corollary 1.4. φ0 ∈ L2(RN ) holds if and only if
1 < p < 1 +
4
N
if 1 ≤ N ≤ 3,
1 < p ≤ 1 + 4
N
if N = 4,
N ≥ 5.
(1.8)
Proof. If we set pc(N) := 1 + 4/N , we have
pc(3) < p
∗(3), pc(4) = p∗(4),
p∗(N) < pc(N) if N ≥ 5.(1.9)
The result follows from Proposition 1.2, (1.9) and the following fact
〈x〉− 2p−1 ∈ L2(RN ) ⇐⇒ p < 1 + 4
N
,
〈x〉−(N−2) ∈ L2(RN ) ⇐⇒ N > 4,
where 〈x〉 := (1 + |x|2)1/2. 
1.3. Stability results in previous works. Here and hereafter we only consider
standing waves eiωtφω whose profile φω is a positive and radial ground state as in
Proposition 1.1. We note that φ0 is the H
1-solution of (1.1) if (1.8) holds. First we
give a definition of stability, instability, and strong instability of standing waves.
Definition 1.5. Let ω ≥ 0 and further assume (1.8) if ω = 0. We say that the standing
wave eiωtφω of (1.1) is (orbitally) stable if for any ε > 0 there exists δ > 0 such that
the following statement holds: If u0 ∈ H1(RN ) satisfies ‖u0 − φω‖H1 < δ, then the
solution u(t) of (1.1) exists globally in time and satisfies
sup
t∈R
inf
(θ,y)∈R×RN
‖u(t)− eiθφω(· − y)‖H1 < ε.
Otherwise, we say that it is (orbitally) unstable.
We say that the standing wave eiωtφω is strongly unstable if for any ε > 0 there
exists u0 ∈ H1(RN ) such that ‖u0 − φω‖H1 < ε, and the solution u(t) of (1.1) blows
up in finite time.
In the case of the pure power nonlinearity ((NLS) for a = 0 and b > 0), stability
properties of standing waves are well understood. When q > 1 + 4/N , Berestycki and
Cazenave [2] proved that the standing wave eiωtψω
2 is strongly unstable for all ω > 0
(see [42] for the case q = 1 + 4/N), where variational characterizations related to the
virial identity are effectively used. When q < 1 + 4/N , Cazenave and Lions [6] proved
that the standing wave eiωtψω is stable for all ω > 0 by variational and compactness
arguments. Note that when a = ω = 0 and b > 0, the stationary problem of (NLS)
does not have any nontrivial solution decaying at infinity.
Weinstein [43, 44] introduced another approach for stability study, and later this
approach was generalized by Grillakis, Shatah, and Strauss [19, 20]. Roughly speaking,
the abstract theory in [19, 20] says that the standing wave eiωtφω is stable if ∂ω‖φω‖2L2 >
0 and unstable if ∂ω‖φω‖2L2 < 0, provided some spectral conditions of the linearized
operator S′′ω(φω) are satisfied. For the case of pure power nonlinearity, by the scaling
symmetry of the equation, the profiles of standing waves are rewritten as ψω(x) =
2For clarity we write the profile of standing waves as ψω for the pure power nonlinearity.
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ω
1
q−1ψ1(
√
ω x). From this relation one can easily compute the quantity ∂ω‖ψω‖2L2 , and
for any ω > 0 we have
∂ω‖ψω‖2L2 > 0 ⇐⇒ q < 1 +
4
N
,
∂ω‖ψω‖2L2 < 0 ⇐⇒ q > 1 +
4
N
.
However, if we consider double power nonlinearities, it is very delicate to investigate the
sign of ∂ω‖φω‖2L2 , especially in higher dimensions, due to the lack of scaling symmetry
of the equation. In the first place it is rather nontrivial in general to check that spectral
assumptions are satisfied. We also note that the abstract theory is not applicable to
the zero mass case ω = 0, even for one-dimensional case, due to the lack of coercivity
property of the linearized operator.
In one-dimensional case, Iliev and Kirchev [24] calculated the quantity ∂ω‖φω‖2L2
for rather general nonlinearities and established the stability results. Ohta [33] further
studied stability properties for the case of double power nonlinearities by using the
formula of [24], and proved the following result for (1.1) when N = 1:
• When q ≥ 5, then the standing wave eiωtφω is unstable for all ω > 0.
• When q < 5, there exists ω1 > 0 such that the standing wave eiωtφω is stable
for ω > ω1. Assuming further p + q > 6, then there exists ω0 ∈ (0, ω1) such
that the standing wave eiωtφω is unstable for ω ∈ (0, ω0).
Later, Maeda [32] improved this result and bridged a gap between ω0 and ω1. The
results in [33, 32] imply that stability properties of standing waves for double power
nonlinearities may change for the values of ω, which give quite different phenomena
from the case of pure power nonlinearity.
The derivation of the formula in [24] heavily depends on one dimension, so one cannot
expect that similar calculations hold in higher dimensions. One of useful approaches
to study stability properties of standing waves in higher dimensions is perturbation
arguments as follows. Let us consider the rescaled function of φω as
φω(x) = ω
1
q−1 φ˜ω(
√
ω x) for ω > 0.(1.10)
We see that φ˜ω is the positive and radial solution of the equation
−∆φ˜ω + φ˜ω + ω−
q−p
q−1 |φ˜ω|p−1φ˜ω − |φ˜ω|q−1φ˜ω = 0, x ∈ RN .(1.11)
The third term formally goes to 0 as ω →∞, so one can expect the stability properties
for large ω are similar as in the case of pure power nonlinearity. Such arguments have
been developed in [16, 17, 15, 9] to study the stability properties of standing waves for
several types of nonlinear Schro¨dinger equations. We note, however, that this type of
arguments are not valid for small ω in our setting. Indeed, even if we consider another
rescaled function of φω like vanishing the term −|φ|q−1φ as ω ↓ 0, this does not bring
any useful information on stability properties because (NLS) has no standing waves
when a > 0 and b = 0.
1.4. Main results. We now state our main results. Our first theorem gives a connec-
tion of two types of ground states. This result is of independent interest and also used
for the proof of Theorem 1.12 below.
Theorem 1.6. Let φω as in Proposition 1.1. Then we have φω → φ0 strongly in
H˙1(RN ) ∩ Lp+1(RN ) as ω ↓ 0. If we further assume (1.8), we have φω → φ0 strongly
in H1(RN ) as ω ↓ 0.
Remark 1.7. From the proof of Theorem 1.6 we obtain that d(ω) → d(0) as ω ↓ 0.
We note that {‖φω‖L2}0<ω<1 is unbounded in general, but it is true that ω‖φω‖2L2 → 0
as ω ↓ 0.
7The connection of solitons with two different decays for (DNLS) has been studied
in [21, 22] but the proofs depend on the explicit formulae of solitons, which is not
applicable to at least higher-dimensional case in our setting. Here we use variational
characterization of ground states effectively for the proof of Theorem 1.6.
We now state the instability results of the standing waves of (1.1). First we consider
the case q ≥ 1 + 4/N . In this case we obtain the following strong instability result.
Theorem 1.8 (Strong instability). Let q ≥ 1 + 4/N . Then the following statements
hold:
• If ω > 0, then the standing wave eiωtφω of (1.1) is strongly unstable.
• If (1.8) holds, then the standing wave φ0 of (1.1) is strongly unstable.
• If (1.8) does not hold, then the standing wave φ0 of (1.1) is strongly unstable
in the following sense: For any ε > 0 there exists u0 ∈ H1(RN ) such that
‖u0 − φ0‖H˙1∩Lp+1 < ε, and the solution u(t) of (1.1) blows up in finite time.
Remark 1.9. If φ0 /∈ L2(RN ), we need to take the weaker topology of distance between
u0 and φ0 than the other cases. The space H˙
1(RN ) ∩ Lp+1(RN ) naturally arises in
variational problems for (1.2) on the zero mass case; see the definition of the action
functional S0.
Remark 1.10. As we remarked in Section 1.2, the solitons of (DNLS) are closely
related to the standing waves of (1.1) when p = 3, q = 5, and N = 1. It was proven
in [8] that the soliton φω,c for (DNLS) is stable if ω > c
2/4. On the other hand the
stability/instability of φω,c for c = 2
√
ω (zero mass case) has been an open problem.
Remark 1.11. Cheng, Miao, and Zhao [7] obtained partial results of Theorem 1.8
only in the case of p = 1 + 4/N < q and ω > 0. Here we establish strong instability for
all cases of (p, q, ω) satisfying p < q, q ≥ 1 + 4/N , and ω ≥ 0 including the zero mass
case.
For the proof of Theorem 1.8 we use the arguments developed in [27, 35], which are
improvement of the method introduced in [2] and still work for the zero mass case.
The important point in this approach is that we do not need to solve new variational
problems on a virial type functional; instead we take advantage of the variational
characterization on the existence theory of the ground states.
Next we consider the case q < 1 + 4/N . It follows from the standard argument (see,
e.g., [5, Chapter 6]) that for any initial data u0 ∈ H1(RN ) the corresponding solution
of (1.1) exists globally in time and sup{‖u(t)‖H1 : t ∈ R} < ∞, so in particular the
strongly instability does not occur in this case. Also, by the perturbation arguments as
stated in Section 1.3, one can prove that the standing wave eiωtφω is stable for large ω
(see [15]). Therefore, it is more delicate to establish the instability results in the case
q < 1 + 4/N than the case q ≥ 1 + 4/N .
In the following theorem we establish a new instability condition. Our result not
only improves the previous results in one-dimensional case but also gives a first result
on instability for the case q < 1 + 4/N in higher dimensions.
Theorem 1.12 (Instability for small ω). Let (p, q) satisfy
(1.12) 1 < p < q < 1 +
4
N
, γN (p) < q,
where γN (p) is defined by
γN (p) :=
16 +N2 + 6N − pN(N + 2)
N
(
N + 2− (N − 2)p) .(1.13)
Then there exists ω0 > 0 such that the standing wave e
iωtφω of (1.1) is unstable for all
ω ∈ [0, ω0].
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1
p
q
5
5
P1
γ1
(a) N = 1
1
p
q
3
3
P2
γ2
(b) N = 2
1
p
q
pc
pc
PN
γN
pc=1+4/N
(c) N ≥ 3
Figure 1. The region represented by the condition (1.12).
Remark 1.13. By elementary calculations the curve (1, 2∗ − 1) 3 p 7→ γN (p) has the
following properties (see also Figure 1):
• The curve q = γN (p) is symmetric about the line q = p.
• γ′N (p) = − 32N(N+2−(N−2)p)2 < 0, and so that γN is strictly decreasing.
• γ′′N (p) = − 64(N−2)N(N+2−(N−2)p)3 . In particular, the curve γN is convex if N = 1,
straight if N = 2, and concave if N ≥ 3.
• γN (1) = 1 + 4/N and γN (1 + 4/N) = 1.
• The curve q = γN (p) and the line q = p have a unique intersection point
PN = (pN , pN ), where
(1.14) pN :=
N +
√
2N + 4√
N(
√
N +
√
2)
=
√
N(N + 2)− 4√2√
N(N − 2) .
Remark 1.14. By using pN defined in (1.14), we can rewrite the condition (1.12) as
1 < p < pN and γN (p) < q < 1 +
4
N
, or pN ≤ p < q < 1 + 4
N
.(1.15)
In particular when N = 1, (1.15) is rewritten as
1 < p < 4
√
2− 3 and 23− 3p
3 + p
< q < 5, or 4
√
2− 3 ≤ p < q < 5.(1.16)
We note that 23−3p3+p < 6 − p for all p ∈ (1, 5) (see also Figure 1 (a)). This means that
the condition 1 < p < q < 5 and p+ q > 6 in [33] is strictly stronger than our condition
(1.16).
Let us explain the strategy of proof of Theorem 1.12. First, by following the argument
of Ohta [34], for ω ≥ 0 we establish the following instability result (see Proposition 5.1):
∂2λSω(φ
λ
ω)
∣∣
λ=1
< 0 =⇒ eiωtφω is unstable,(1.17)
where φλω(x) := λ
N/2φω(λx) for λ > 0. The proof of this result is based on the
variational characterization of ground states and the virial identity. For the zero mass
case we need to modify the argument by using suitable cut-off functions.
For positive ω > 0, it is difficult to check the condition in (1.17). On the other hand,
for ω = 0, one can exactly rewrite the condition in (1.17) as
∂2λS0(φ
λ
0 )
∣∣
λ=1
< 0 ⇐⇒ γN (p) < q.(1.18)
Therefore, (1.18) implies the instability of algebraic standing waves φ0 under the con-
dition (1.12). Moreover, combining these facts with the convergence result of Theo-
rem 1.6, we obtain the instability of standing waves for sufficiently small ω.
9The proof of instability of the standing waves for small ω > 0 can be regarded
as a certain perturbation argument. However, a major difference from perturbation
arguments in previous works is that we obtain a new information from algebraic stand-
ing waves, whose properties have been less understood, not from well-known standing
waves for the pure power nonlinearity. We emphasize that the new condition (1.12) is
obtained for the first time when we focus on algebraic standing waves.
1.5. Outline of the paper. The rest of this paper is organized as follows. In Section
2.1 we give a variational characterization of the ground states on the Nehari manifold,
and then, in Section 2.2 we complete the proof of Proposition 1.1 by using the results
of symmetry and uniqueness. In Section 3 we study the connection between two types
of standing waves and prove Theorem 1.6. In Section 4 we study strong instability of
standing waves for the case q ≥ 1 + 4/N and prove Theorem 1.8. Finally, in Section 5
we study instability of standing waves for the case q < 1 + 4/N and prove Theorem
1.12. For the reader’s convenience, in Appendix A, we give a radial compactness lemma
on the function space H˙1(RN ) ∩ Lp+1(RN ).
2. Properties of ground states
2.1. Variational characterization. In this subsection we give a variational charac-
terization of ground states. For convenience, we use the notation
X = Xω :=
{
H˙1(RN ) ∩ Lp+1(RN ) if ω = 0,
H1(RN ) if ω > 0.
We define the Nehari functional on X by
Kω(v) := ‖∇v‖2L2 + ω‖v‖2L2 + ‖v‖p+1Lp+1 − ‖v‖q+1Lq+1 .
We consider the minimization problem on the Nehari manifold. For ω ≥ 0 we set
Kω := {v ∈ Xω \ {0} : Kω(v) = 0}
and
µ(ω) := inf{Sω(v) : v ∈ Kω},
Mω := {v ∈ Kω : Sω(v) = µ(ω)}.
In what follows in this subsection, we prove the following theorem by classical varia-
tional arguments.
Theorem 2.1. Let ω ≥ 0. Then we have
Gω =Mω 6= ∅,
and d(ω) = µ(ω) > 0.
For the proof we prepare two useful lemmas on concentration compactness.
Lemma 2.2 ([30, 1]). Let p ≥ 1. Let {fn} be a bounded sequence in H˙1(RN ) ∩
Lp+1(RN ). Assume that there exists q ∈ (p, 2∗−1) such that lim supn→∞ ‖fn‖Lq+1 > 0.
Then there exist {yn} ⊂ RN and f ∈ H˙1(RN )∩Lp+1(RN ) \ {0} such that {fn(· − yn)}
has a subsequence that converges to f weakly in H˙1(RN ) ∩ Lp+1(RN ).
Lemma 2.3 ([4]). Let 1 ≤ r < ∞. Let {fn} be a bounded sequence in Lr(RN ) and
fn → f a.e. in RN as n→∞. Then
‖fn‖rLr − ‖fn − f‖rLr − ‖f‖rLr → 0
as n→∞.
First we show that if Mω is not empty, then Gω is characterized as Mω.
Lemma 2.4. Mω ⊂ Gω.
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Proof. Let φ ∈Mω.
First we show that φ ∈ Aω. Using Kω(φ) = 0, we have
(2.1)
〈K ′ω(φ), φ〉 = ∂λKω(λφ)
∣∣
λ=1
= 2(‖∇φ‖2L2 + ω‖φ‖2L2) + (p+ 1)‖φ‖p+1Lp+1 − (q + 1)‖φ‖q+1Lq+1
= −(p− 1)(‖∇φ‖2L2 + ω‖φ‖2L2)− (q − p)‖φ‖q+1Lq+1 < 0.
Since φ ∈ Mω, there exists a Lagrange multiplier η ∈ R such that S′ω(φ) = ηK ′ω(φ).
From (2.1) and η〈K ′ω(φ), φ〉 = 〈S′ω(φ), φ〉 = Kω(φ) = 0, we have η = 0. This implies
that S′ω(φ) = 0.
Next we show that φ ∈ Gω. Let v ∈ Aω. From Kω(v) = 〈S′ω(v), v〉 = 0 and the
definition of Mω, we have Sω(φ) ≤ Sω(v), which yields that φ ∈ Gω. This completes
the proof. 
Lemma 2.5. If Mω is not empty, then Gω ⊂Mω.
Proof. Let φ ∈ Gω. Since we assume that Mω is not empty, we can take ψ ∈Mω. By
Lemma 2.4, we have ψ ∈ Gω. Therefore, we obtain Sω(φ) = Sω(ψ) ≤ Sω(v) for all
v ∈ Kω, which implies φ ∈Mω. This completes the proof. 
Next we show that Mω is not empty. We set
Lω(v) := ‖∇v‖2L2 + ω‖v‖2L2 ,
Jω(v) :=
(
1
2
− 1
q + 1
)
Lω(v) +
(
1
p+ 1
− 1
q + 1
)
‖v‖p+1Lp+1 ,
which are well-defined on X. The functional Sω is rewritten as
Sω(v) =
1
q + 1
Kω(v) + Jω(v)(2.2)
=
1
2
Kω(v)− p− 1
2(p+ 1)
‖v‖p+1Lp+1 +
q − 1
2(q + 1)
‖v‖q+1Lq+1 .(2.3)
In particular, from (2.2), µ(ω) is rewritten as
(2.4) µ(ω) = inf{Jω(v) : v ∈ Kω}.
Lemma 2.6. If Kω(v) < 0, then µ(ω) < Jω(v). In particular,
(2.5) µ(ω) = inf{Jω(v) : v ∈ X \ {0}, Kω(v) ≤ 0}.
Proof. Since Kω(v) < 0, we see from the shape of the graph of λ 7→ Kω(λv) that there
exists λ1 ∈ (0, 1) satisfying Kω(λ1v) = 0. Therefore, by the expression (2.4), we have
µ(ω) ≤ Jω(λ1v) < Jω(v).
This completes the proof. 
Lemma 2.7. µ(ω) > 0.
Proof. Let v ∈ Kω. By using the Gagliardo–Nirenberg inequality
‖v‖q+1Lq+1 ≤ C1‖∇v‖q+1L2 + C2‖v‖q+1Lp+1 ,
we have
(2.6) 0 = Kω(v) ≥
(
1− C1‖∇v‖q−1L2
)
‖∇v‖2L2 +
(
1− C2‖v‖q−pLp+1
) ‖v‖p+1Lp+1 .
Noting that v 6= 0, the inequality (2.6) implies that ‖∇v‖L2 ≥ (1/C1)1/(q−1) or
‖v‖Lp+1 ≥ (1/C2)1/(q−p). Therefore, we obtain
min
{(
1
2
− 1
q + 1
)(
1
C1
) 2
q−1
,
(
1
p+ 1
− 1
q + 1
)(
a
C2
) p+1
q−p
}
≤ Jω(v).
From this and (2.4), we have the conclusion. 
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Now we prove that Mω is not empty.
Lemma 2.8. If {vn} ⊂ Xω is a minimizing sequence for µ(ω), that is,
Kω(vn)→ 0, Sω(vn)→ µ(ω),
then there exist {yn} ⊂ RN , a subsequence {vnj}, and v0 ∈ Xω \ {0} such that vnj (· −
ynj )→ v0 in Xω. In particular, v0 ∈Mω.
Proof. Since Kω(vn)→ 0 and Sω(vn)→ µ(ω), we see from (2.2) and (2.3) that
Jω(vn)→ µ(ω),(2.7)
− p− 1
2(p+ 1)
‖vn‖p+1Lp+1 +
q − 1
2(q + 1)
‖vn‖q+1Lq+1 → µ(ω).(2.8)
It follows from (2.7) that {vn} is bounded in Xω. Also, since µ(ω) > 0 by Lemma 2.7,
it follows from (2.8) that lim supn→∞ ‖vn‖Lq+1 > 0. Then, by Lemma 2.2 there exist
{yn} ⊂ RN , v0 ∈ Xω \ {0}, and a subsequence of {vn(· − yn)}, which we still denote by
the same notation, such that vn(· − yn) ⇀ v0 weakly in Xω. We put wn := vn(· − yn).
Now we show the strong convergence of {wn}. Taking a subsequence of {wn} if
necessary, we may assume that wn → v0 a.e. in RN , and that all of limits appearing
below exist. By using Lemma 2.3 we have
Jω(wn)− Jω(wn − v0)→ Jω(v0),(2.9)
Kω(wn)−Kω(wn − v0)→ Kω(v0).(2.10)
Since Jω(v0) > 0 by v0 6= 0, it follows from (2.9) and (2.7) that
lim
n→∞ Jω(wn − v0) = limn→∞ Jω(wn)− Jω(v0) < limn→∞ Jω(wn) = µ(ω).
From this and (2.5), we have Kω(wn − v0) > 0 for large n. Therefore, by Kω(wn)→ 0
and (2.10), we obtain Kω(v0) ≤ 0. Moreover, by (2.5) and the weakly lower semiconti-
nuity of the norms, we deduce that
µ(ω) ≤ Jω(v0) ≤ lim
n→∞ Jω(wn) = µ(ω).
This and (2.9) imply that Jω(wn − v0) → 0, and by the definition of Jω we obtain
wn → v0 strongly in Xω. This completes the proof. 
Proof of Theorem 2.1. The conclusion follows from Lemmas 2.4, 2.5, and 2.8. 
2.2. Characterization of ground states. In this subsection we complete the proof
of Proposition 1.1.
Lemma 2.9. Aω ⊂ C2(RN ,C).
Proof. This follows from the standard bootstrap arguments (see, e.g., [31, Theorem 11.7]).

Lemma 2.10. If φ ∈Mω, then there exists θ ∈ R such that eiθφ is a positive function.
Proof. When ω > 0, we can show the assertion by the same argument as in the proof
of [5, Theorem 8.1.4], so we omit the proof. We only give a proof in the case of ω = 0.
Let φ ∈ M0. We put v := |Reφ|, w := |Imφ|, and ψ := v + iw. By a phase
modulation, we may assume that v 6= 0.
We note that |ψ| = |φ| and |∇ψ| = |∇φ|. This equalities imply K0(ψ) = K0(φ) and
S0(ψ) = S0(φ). Therefore, Theorem 2.1 implies ψ ∈ G0. Since ψ is a solution of (1.2),
v satisfies the equation
(−∆ + |φ|p−1 − |φ|q−1)v = 0.
Since v is nonnegative and not identically equal to zero, we see from [31, Theorem 9.10]
that v is a positive function. Moreover, since K0(|ψ|) ≤ K0(ψ) and S0(|ψ|) ≤ S0(ψ), it
follows from Lemma 2.6 that K0(|ψ|) = K0(ψ) and S0(|ψ|) = S0(ψ), and so ‖∇|ψ|‖L2 =
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‖∇ψ‖L2 . Therefore, applying [31, Theorem 7.8]3 we deduce that w = cv for some
constant c ≥ 0.
Since v is continuous by Lemma 2.9 and positive, Reφ and Imφ do not change sign.
This means that there exist constants λ = ±1 and η ∈ R such that Reφ = λv and
Imφ = ηv. Taking θ ∈ R so that e−iθ = (λ+iη)/|λ+iη|, we obtain eiθφ = eiθ(λ+iη)v =
|λ+ iη|v, which implies that eiθφ is a positive function. This completes the proof.

Lemma 2.11. If φ ∈ Mω is a positive function, then there exists y ∈ RN such that
φ(· − y) is a radial and decreasing function.
Proof. This lemma follows from [28, Theorem 1]. 
Proof of Proposition 1.1. By Lemmas 2.10 and 2.11, we can take a positive, radial, and
decreasing function φω ∈Mω. From Theorem 2.1, it suffices to show that
Mω = {eiθφω(· − y) : θ ∈ R, y ∈ RN}.
It is trivial that the inclusion {eiθφω(· − y) : θ ∈ R, y ∈ RN} ⊂ Mω holds, and so we
only have to verify the inverse inclusion.
Let φ ∈ Mω. By Lemmas 2.10 and 2.11 there exist θ ∈ R and y ∈ RN such that
e−iθφ(· + y) is positive and radial function. Uniqueness of positive radial solutions
follows from Serrin and Tang [37, Corollary (i), Theorem 4] for N ≥ 3 and ω ≥ 0, from
Pucci and Serrin [36, Theorem 2] for N = 2 and ω = 0, and from [36, Theorem 1] for
N = 2 and ω > 0. In any case, we deduce that e−iθφ(·+ y) = φω. This completes the
proof. 
3. Connection between two types of standing waves
3.1. Uniform decay estimates. In this subsection we prove the uniform decay esti-
mate of {φω}0≤ω≤1. We note that φω(x) = φω(r) (r = |x|) satisfies the equation
−φ′′ω −
N − 1
r
φ′ω + ωφω + φ
p
ω − φqω = 0, r > 0.(3.1)
From Theorem 1.1, Theorem 2.1, and (2.2), for each ω ≥ 0 we have
d(ω) = µ(ω) = Sω(φω) = Jω(φω) > 0.(3.2)
First we show the boundedness of {φω}0≤ω≤1 by applying variational characterization
of φω in Section 2. The key for the proof is the following claim:
Lemma 3.1. If 0 ≤ ω < ω′, then d(ω) < d(ω′).
Proof. For 0 ≤ ω < ω′ we have
Kω(φω′) = Kω′(φω′) + (ω − ω′)‖φω′‖2L2 < 0.
From Lemma 2.6 and d(ω) = µ(ω), we have
d(ω) < Jω(φω′) < Jω′(φω′) = d(ω
′),
which completes the proof. 
Corollary 3.2. {φω}0≤ω≤1 is bounded in H˙1(RN ) ∩ Lp+1(RN ).
Proof. From Lemma 3.1 and (3.2) we have
sup
0≤ω≤1
Jω(φω) ≤ d(1).
Hence the conclusion follows from the explicit formula of Jω. 
3Although Theorem 7.8 in [31] is proven for the function of H1(RN ), the same proof is valid for
the function of H˙1(RN ) ∩ Lp+1(RN ).
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Remark 3.3. We note that Lemma 3.1 has been proven without using the smoothness
of ω 7→ φω which is a delicate problem in general. If we use the differentiability of
ω 7→ φω, it follows from the fact S′ω(φω) = 0 that
d
dω
d(ω) =
1
2
‖φω‖2L2 for ω > 0,(3.3)
which yields that (0,∞) 3 ω 7→ d(ω) is strictly increasing. However (3.3) does not
imply d(0) < d(ω) for ω > 0 because we do not know at this stage whether ω 7→ d(ω)
is continuous at ω = 0.
The following elementary inequality is useful to obtain the decay estimate.
Lemma 3.4. Let ϕ ∈ C1([0,∞)) be a positive function. If there exist ρ,A > 0 such
that
ϕ′(r) +Aϕ(r)1+ρ ≤ 0 for all r > 0,
then
ϕ(r) ≤
(
1
ρAr
)1/ρ
for all r > 0.
Proposition 3.5. Let ρ := max
{
2
p−1 , N − 2
}
. Then there exists a constant C > 0
such that
sup
0≤ω≤1
φω(r) ≤ Cr−ρ for large r,(3.4)
where C depends on p, q,N .
Proof. We first note that
sup
x∈RN
|x| Np+1 |φω(x)| ≤ C‖φω‖Lp+1
for some C depending on p and N , which follows from radial decreasing property of φω
(see the proof of Proposition A.1). Combined with Corollary 3.2, we obtain that
sup
0≤ω≤1
|φω(x)| . |x|− Np+1 for x ∈ RN \ {0}.(3.5)
From this estimate, there exists some r0 > 0, which is independent of ω ∈ [0, 1], such
that
φω(r)
q ≤ 1
2
φω(r)
p for r ≥ r0.(3.6)
We now prove the following estimate:
sup
0≤ω≤1
φω(r) ≤ Cr− 2p−1 for large r.(3.7)
Using the equation (3.1), φ′ω(r) < 0, and (3.6), we have
φ′′ω ≥ φ′′ω +
N − 1
r
φ′ω = ωφω + φ
p
ω − φqω ≥
1
2
φpω for r ≥ r0, ω ∈ [0, 1].
Multiplying the inequality by φ′ω and integrating it on [r,∞), we have
φ′ω(r)
2 ≥ 1
p+ 1
φω(r)
p+1 for r ≥ r0, ω ∈ [0, 1].
Since φ′ω(r) < 0 we deduce that
φ′ω(r) +
√
1
p+ 1
φω(r)
p+1
2 ≤ 0 for all r ≥ r0, ω ∈ [0, 1].
Hence, applying Lemma 3.4, we obtain (3.7).
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Next we assume N ≥ 3 and prove the following estimate:
sup
0≤ω≤1
φω(r) ≤ Cr−(N−2) for large r.(3.8)
Let Φ = C|x|−(N−2). From (3.5) we can choose C > 0, which is independent of
ω ∈ [0, 1], such that
sup
0≤ω≤1
φω(r0) ≤ Cr−(N−2)0 = Φ(r0).
From the equation (1.2) and (3.6) we have
∆(φω − CΦ) = ωφω + φpω − φqω ≥
1
2
φpω > 0 for |x| > r0, ω ∈ [0, 1].
Here we set ψω := φω − CΦ. We note that ψω satisfies
∆ψω > 0 in
{
x ∈ RN : |x| > r0
}
,
ψω ≤ 0 on |x| = r0,
ψω → 0 as |x| → ∞.
Hence we obtain by the maximum principle that
sup
0≤ω≤1
ψω ≤ 0 for |x| ≥ r0,
which proves (3.8). This completes the proof. 
Remark 3.6. The decay estimate (3.4) is better than (3.5) because
− 2
p− 1 < −
N
p+ 1
⇐⇒ (N − 2)p < N + 2.
If N ≥ 2, it follows from Lemma A.2 and Corollary 3.2 that
sup
0≤ω≤1
|φω(x)| . |x|− 2p+3 (N−1) for x ∈ RN \ {0}.(3.9)
Similarly, (3.4) is better than (3.9) because
− 2
p− 1 < −
2
p+ 3
(N − 1) ⇐⇒ (N − 2)p < N + 2.
If p = p∗, the decay estimate (3.4) is improved as follows:
Proposition 3.7. Assume N ≥ 3 and p = p∗. Then there exists a constant C > 0
such that
sup
0≤ω≤1
φω(r) ≤ Cr−(N−2) (log r)−
N−2
2 for large r,(3.10)
where C depends on p, q,N .
Proof. We follow the argument in [11]. We set
S(x) := κ|x|−(N−2) (log |x|)−N−22 , where κ :=
(
N − 2√
2
)N−2
.
By a direct calculation we have
∆S = Sp
∗
+
N
2(N − 2)
Sp
∗
log r
.(3.11)
Fix R > 0 to be determined later. From (3.5) we can choose η > 1, which is independent
of ω ∈ [0, 1], such that
sup
0≤ω≤1
φω(R) ≤ ηS(R).(3.12)
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From (3.11) we have
∆(ηS)− (ηS)p∗ = (η − ηp∗)Sp∗ + ηN
2(N − 2)
Sp
∗
log r
.
For any ω ∈ [0, 1] we obtain that
∆(φω − ηS)− φ
p∗
ω − (ηS)p
∗
φω − ηS (φω − ηS) = ∆φω − φ
p∗
ω −
[
∆(ηS)− (ηS)p∗
]
= ωφω − φqω + (ηp
∗ − η)Sp∗ − ηN
2(N − 2)
Sp
∗
log r
≥ Sp∗
(
(ηp
∗ − η)− ηN
2(N − 2) log r −
φqω
Sp∗
)
.
By Proposition 3.5 we obtain that
sup
0≤ω≤1
φqω
Sp∗
. (log r)
p∗(N−2)
2 r−(q−p
∗)(N−2) −→
r→∞ 0.
Hence there exists a large R, which is independent of ω ∈ [0, 1], such that
∆(φω − ηS)− φ
p∗
ω − (ηS)p
∗
φω − ηS (φω − ηS) ≥ S
p∗(ηp
∗ − 2η − 1) > 0 for |x| > R,(3.13)
where we take η large enough so that ηp
∗ − 2η − 1 > 0. Now we set
Ψω := φω − ηS, c := φ
p∗
ω − (ηS)p
∗
φω − ηS .
From the monotonicity of s 7→ sp∗ , we note that c > 0. It follows from (3.12) and (3.13)
that Ψω satisfies 
∆Ψω − cΨω > 0 in
{
x ∈ RN : |x| > R} ,
Ψω ≤ 0 on |x| = R,
Ψω → 0 as |x| → ∞.
Hence we obtain by the maximum principle that
sup
0≤ω≤1
Ψω ≤ 0 for |x| ≥ R,
which proves (3.10). 
3.2. Zero mass limit. We now complete the proof of Theorem 1.6.
Proof of Theorem 1.6. We proceed in four steps.
Step 1. infω>0 ‖φω‖q+1Lq+1 > 0. From Lemma 3.1 we have
0 < d(0) ≤ inf
ω>0
d(ω).(3.14)
From (2.3) and Kω(φω) = 0 we note that
d(ω) = − p− 1
2(p+ 1)
‖φω‖p+1Lp+1 +
q − 1
2(q + 1)
‖φω‖q+1Lq+1 for ω ≥ 0.(3.15)
From (3.14) and (3.15) we deduce that infω>0 ‖φω‖q+1Lq+1 > 0.
Step 2. Limits. From Corollary 3.2, there exists a radial function ψ ∈ H˙1(RN ) ∩
Lp+1(RN ) and a sequence {ωj} ⊂ (0, 1) converging to 0 such that
φωj ⇀ ψ weakly in H˙
1(RN ) ∩ Lp+1(RN ) as j →∞.
Applying radial compactness lemma (see Appendix A), we have
φωj → ψ strongly in Lr(RN ) for any r ∈ (p+ 1, 2∗).(3.16)
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It follows from Step 1 and (3.16) that ψ 6= 0. One can easily prove that ψ is a positive
radial solution of (1.2). By uniqueness of positive radial solutions to (1.2) we deduce
that ψ = φ0.
Step 3. Strong convergence. From (3.16), taking a subsequence of {ωj} (still denoted
by the same letter), we have φωj → ψ a.e. in RN . Applying Lemma 2.3, we have
K0(φωj )−K0(φωj − φ0)−K0(φ0)→ 0.(3.17)
Here we note that
K0(φω) = Kω(φω)− ω‖φω‖2L2 = −ω‖φω‖2L2 < 0 for ω > 0,(3.18)
which yields that lim supj→∞K0(φωj ) ≤ 0. Combined with (3.17) and K0(φ0) = 0, we
obtain that
lim sup
j→∞
K0(φωj − φ0) ≤ 0.(3.19)
By (3.16), (3.19), and the following relation
‖∇(φωj − φ0)‖2L2 + ‖φωj − φ0‖p+1Lp+1 = K0(φωj − ψ) + ‖φωj − φ0‖q+1Lq+1 ,
we deduce that
φωj → φ0 strongly in H˙1(RN ) ∩ Lp+1(RN ).
We note that this convergence does not depend on a sequence {ωj} converging to 0.
Hence we deduce that
φω → φ0 strongly in H˙1(RN ) ∩ Lp+1(RN ) as ω ↓ 0.(3.20)
Step 4. Improvement of convergence. We now prove the final remark in Theorem 1.6.
Under the assumption (1.8) it is enough to prove that
φω → φ0 strongly in L2(RN ) as ω ↓ 0.(3.21)
We first consider the case
p < 1 + 4/N or N ≥ 5.(3.22)
Given R > 0 to be chosen later, we have
‖φω − φ0‖2L2(RN ) = ‖φω − φ0‖2L2(BR) + ‖φω − φ0‖2L2(|x|≥R),(3.23)
where BR = {x ∈ RN : |x| < R}. From Proposition 3.5 we have
sup
0<ω<1
‖φω − φ0‖L2(|x|≥R) . R−ρ+N2 ,
where ρ = max
{
2
p−1 , N − 2
}
. We note that (3.22) implies −ρ + N2 < 0. Hence, for
ε > 0 one can take R large such that
sup
0<ω<1
‖φω − φ0‖L2(|x|≥R) < ε.(3.24)
By Ho¨lder’s inequality we have
‖φω − φ0‖L2(BR) ≤ |BR|
1
2− 1p+1 ‖φω − φ0‖Lp+1(BR).
By (3.20) the right-hand side goes to 0 as ω ↓ 0. Hence, combined with (3.23) and
(3.24), we deduce that
lim sup
ω↓0
‖φω − φ0‖L2(RN ) ≤ ε,
which proves (3.21).
For the remaining case N = 4 and p = p∗(4) = 2, it follows from Proposition 3.7
that
sup
0<ω<1
‖φω − φ0‖L2(|x|≥R) . (logR)−
1
2 .
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Therefore, (3.21) is proven in the same way as above. This completes the proof. 
4. Strong instability for the case q ≥ 1 + 4/N
In this section we prove Theorem 1.8. Throughout this section we assume that
1 < p < q < 2∗ − 1 and q ≥ 1 + 4/N .
The proofs of blowup or instability of standing waves rely on the virial identity.
More precisely, we use the following fact: If the initial data u0 of (1.1) belongs to the
function space
Σ := {v ∈ H1(RN ) : ‖xv‖L2 <∞},
the correspondingH1-solution u of (1.1) belongs to C(Imax,Σ), where Imax := (−Tmin, Tmax)
is a maximal interval of H1-solution in Section 1.1. Moreover, the function t 7→
‖xu(t)‖2L2 is in C2(Imax), and the second derivative is expressed as
(4.1)
d2
dt2
‖xu(t)‖2L2 = 8P (u(t))
for all t ∈ Imax, where
P (v) := ‖∇v‖2L2 +
α
p+ 1
‖v‖p+1Lp+1 −
β
q + 1
‖v‖q+1Lq+1 ,(4.2)
α :=
N(p− 1)
2
, β :=
N(q − 1)
2
.(4.3)
In what follows we often use the following relation
(4.4) P (v) = ∂λSω(v
λ)
∣∣
λ=1
, where vλ(x) := λN/2v(λx).
4.1. Blowup. We define a set Bω by
(4.5) Bω := {v ∈ H1(RN ) : Sω(v) < µ(ω), P (v) < 0},
where µ(ω) is defined in Section 2.1. In this subsection, we prove the following blowup
result.
Proposition 4.1. If u0 ∈ Bω∩Σ, then the solution u(t) of (1.1) blows up both forward
and backward in finite time.
Lemma 4.2. Let v ∈ H1(RN ). When q = 1 + 4/N , we further assume that P (v) ≤ 0.
Then there exists λ0 > 0 such that Kω(v
λ0) = 0.
Proof. We note that Kω(v
λ) is expressed as
Kω(v
λ) = λ2‖∇v‖2L2 + ω‖v‖2L2 + λα‖v‖p+1Lp+1 − λβ‖v‖q+1Lq+1 .
If q > 1 + 4/N , that is, if β > 2, the conclusion follows from the shape of the graph of
λ 7→ Kω(vλ).
If q = 1 + 4/N , we have the expression
Kω(v
λ) = ω‖v‖2L2 + λα‖v‖p+1Lp+1 + λ2
(
‖∇v‖2L2 − ‖v‖q+1Lq+1
)
.
Since α < 2, we only have to show that ‖∇v‖2L2 − ‖v‖q+1Lq+1 < 0. We note that
1− β
q + 1
= 1− 2
q + 1
> 0.
From this and P (v) ≤ 0, we have
‖∇v‖2L2 − ‖v‖q+1Lq+1 ≤ −
α
p+ 1
‖v‖p+1Lp+1 −
(
1− β
q + 1
)
‖v‖q+1Lq+1 < 0.
This completes the proof. 
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Lemma 4.3. If v ∈ H1(RN ) satisfies v 6= 0 and P (v) ≤ 0, then
1
2
P (v) ≤ Sω(v)− µ(ω).
Proof. We define the function
f(λ) := Sω(v
λ)− λ
2
2
P (v)
=
ω
2
‖v‖2L2 +
λ2
2
(‖∇v‖2L2 − P (v))+ aλαp+ 1‖v‖p+1Lp+1 − λβq + 1‖v‖q+1Lq+1 .
First, we prove that f(1) = maxλ>0 f(λ). To this aim, we divide two cases.
Case 1: q > 1 + 4/N . Since v 6= 0 and P (v) ≤ 0, we have ‖∇v‖2L2 − P (v) > 0.
Moreover, by (4.4) we have f ′(1) = 0. Therefore, by the shape of the graph of the
function f(λ), we see that f(1) = maxλ>0 f(λ).
Case 2: q = 1 + 4/N . In this case, we express f(λ) as
f(λ) =
ω
2
‖v‖2L2 +
λα
p+ 1
‖v‖p+1Lp+1 + λ2
(
1
2
‖∇v‖2L2 −
1
2
P (v)− 1
q + 1
‖v‖q+1Lq+1
)
=
ω
2
‖v‖2L2 +
λα
p+ 1
‖v‖p+1Lp+1 −
αλ2
2(p+ 1)
‖v‖p+1Lp+1 .
By f ′(1) = 0 and the shape of the graph of f(λ), we see that f(1) = maxλ>0 f(λ).
Next, we prove the desired inequality. By Lemma 4.2, there exists λ0 > 0 such that
K(vλ0) = 0. Therefore, by the definition of µ(ω), P (v) ≤ 0, and f(1) ≥ f(λ0), we
obtain
µ(ω) ≤ Sω(vλ0) ≤ Sω(vλ0)− λ
2
0
2
P (v) ≤ Sω(v)− 1
2
P (v).
This completes the proof. 
Lemma 4.4. The set Bω is invariant under the flow of (1.1), that is, if u0 ∈ Bω,
then the solution u(t) of (1.1) satisfies u(t) ∈ Bω for all t ∈ Imax.
Proof. Let u0 ∈ Bω. Since Sω is a conserved quantity of (1.1), we have
(4.6) Sω(u(t)) = Sω(u0) < µ(ω) for all t ∈ Imax.
Now we show that P (u(t)) < 0 for all t ∈ Imax. If not, by the continuity of the flow,
there exists t0 ∈ Imax such that P (u(t0)) = 0. By Lemma 4.3 we have µ(ω) ≤ Sω(u(t0)),
which contradicts (4.6). This completes the proof. 
Proof of Proposition 4.1. Let u0 ∈ Bω ∩Σ. By Lemma 4.4, we have u(t) ∈ Bω ∩Σ for
all t ∈ Imax. Then, it follows from the virial identity (4.1) and Lemma 4.3 that
d2
dt2
‖xu(t)‖2L2 = 8P (u(t)) ≤ 16
(
Sω(u(t))− µ(ω)
)
= 16
(
Sω(u0)− µ(ω)
)
< 0
for all t ∈ Imax, which implies |Imax| <∞. This completes the proof. 
4.2. Strong instability. Now we prove Theorem 1.8. Here we prepare the following
notations:
Y = Yp,ω :=
{
H1(RN ) if ω > 0, or if ω = 0 and (1.8) holds,
H˙1(RN ) ∩ Lp+1(RN ) otherwise.
We define a cutoff function by
(4.7) χR(x) := χ(|x|/R) for x ∈ RN ,
where χ ∈ C∞c [0,∞) is a function such that χ(r) = 1 if 0 ≤ r ≤ 1 and χ(r) = 0 if
r ≥ 2.
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Lemma 4.5. There exists a function R : (1,∞)→ (0,∞) such that χR(λ)λφω ∈ Bω∩Σ
for all λ > 1, and that χR(λ)λφω → φω in Y as λ ↓ 1.
Proof. First, we show that λφω ∈ Bω for all λ > 1. We note that
Sω(λφω) =
λ2
2
(‖∇φω‖2L2 + ω‖φω‖2L2) +
λp+1
p+ 1
‖φω‖p+1Lp+1 −
λq+1
q + 1
‖φω‖q+1Lq+1 .
By ∂λSω(λφω)
∣∣
λ=1
= 0 and the shape of the graph of λ 7→ Sω(λφω), we see that
Sω(λφω) < Sω(φω) for all λ > 1.
Next, we show the conclusion. We note that the set
{v ∈ Y : Sω(v) < µ(ω), P (v) < 0}
is open in Y . Since χRv → v in Y as R→∞ for any v ∈ Y , we see that for any λ > 1
there exists R(λ) > 0 such that ‖χR(λ)λφω − λφω‖Y < λ− 1 and χR(λ)λφω ∈ Bω ∩ Σ.
This implies the conclusion. 
Proof of Theorem 1.8. The conclusion follows from Proposition 4.1 and Lemma 4.5.
This completes the proof. 
5. Instability for the case q < 1 + 4/N
In this section we prove Theorem 1.12. Throughout this section, we assume 1 < p <
q < 1 + 4/N .
5.1. Sufficient conditions for instability. In this subsection we prove the following
by using the similar argument of [34].
Proposition 5.1. Let ω ≥ 0 and assume that
∂2λSω(φ
λ
ω)|λ=1 < 0, where vλ(x) := λN/2v(λx).(5.1)
Then the standing wave eiωtφω is unstable.
We define a tube around the standing wave by
Nε := {v ∈ H1(RN ) : inf
(θ,y)∈R×RN
‖v − eiθφω(· − y)‖H1 < ε}.
Lemma 5.2. Assume (5.1). Then there exist ε1, δ1 ∈ (0, 1) such that the following
holds: For any v ∈ Nε1 there exists Λ(v) ∈ (1− δ1, 1 + δ1) such that
µ(ω) ≤ Sω(v) +
(
Λ(v)− 1)P (v).
Proof. Since ∂2λSω(φ
λ
ω)|λ=1 < 0, by the continuity of the function
(λ, v) 7→ ∂2λSω(vλ),
there exist ε1, δ1 ∈ (0, 1) such that ∂2λSω(vλ) < 0 for any λ ∈ (1 − δ1, 1 + δ1) and
v ∈ Nε1 . Moreover, by (4.4) and Taylor’s expansion, we have
(5.2) Sω(v
λ) ≤ Sω(v) + (λ− 1)P (v)
for any λ ∈ (1− δ1, 1 + δ1) and v ∈ Nε1 .
Here we note that Kω(φω) = 0 and
∂λKω(φ
λ
ω)
∣∣
λ=1
= 2‖∇φω‖2L2 + α‖φω‖p+1Lp+1 − β‖φω‖q+1Lq+1
= −(p− 1)‖∇φω‖2L2 −
β(q − p)
q + 1
‖φω‖q+1Lq+1
< 0,
where we used P (φω) = 0 in the second equality. By the implicit function theorem,
taking ε1 and δ1 smaller if necessary, for any v ∈ Nε1 there exists Λ(v) ∈ (1−δ1, 1+δ1)
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such that Λ(φω) = 1 and Kω(v
Λ(v)) = 0. Therefore, by the definition of µ(ω) and (5.2),
we obtain
µ(ω) ≤ Sω(vΛ(v)) ≤ Sω(v) +
(
Λ(v)− 1)P (v).
This completes the proof. 
For the solution u(t) of (1.1) with u0 ∈ Nε, we define the exit time from the tube
Nε by
T±ε (u0) := inf{t > 0 : u(±t) /∈ Nε}.
We set Iε(u0) := (−T−ε (u0), T+ε (u0)).
Lemma 5.3. Assume (5.1). For any u0 ∈ Bω ∩Nε1 , where Bω is the set defined in
(4.5), there exists m = m(u0) > 0 such that P (u(t)) ≤ −m for all t ∈ Iε1(u0).
Proof. For t ∈ Iε1(u0), since u(t) ∈ Nε1 , it follows from Lemma 5.2 that
µ(ω)− Sω(u0) = µ(ω)− Sω(u(t)) ≤ −{1− Λ(u(t))}P (u(t)).
In particular, since µ(ω) > Sω(u0) by u0 ∈ Bω, we have P (u(t)) 6= 0. By the continuity
of the flow and P (u0) < 0 we obtain
P (u(t)) < 0, 1− Λ(u(t)) > 0.
Therefore, we obtain
−P (u(t)) ≥ µ(ω)− Sω(u0)
1− Λ(u(t)) ≥
µ(ω)− Sω(u0)
δ1
=: m(u0) > 0.
This completes the proof. 
Lemma 5.4. Assume (5.1). Then |Iε1(u0)| <∞ for all u0 ∈ Bω ∩Nε1 ∩ Σ.
Proof. Let u(t) be the solution of (1.1) with u0 ∈ Bω ∩Nε1 ∩ Σ. By the virial iden-
tity (4.1) and Lemma 5.3, we obtain
d2
dt2
‖xu(t)‖2L2 = 8P
(
u(t)
) ≤ −8m
for all t ∈ Iε1(u0), which implies |Iε1(u0)| <∞. This completes the proof. 
Proof of Proposition 5.1. First, we claim that φλω ∈ Bω ∩ Nε1 for all λ > 1 close to
1. Since ∂λSω(φ
λ
ω)
∣∣
λ=1
= 0 and ∂2λSω(φ
λ
ω)
∣∣
λ=1
< 0, we see that there exists λ1 > 1
such that ∂λSω(φ
λ
ω) < 0 and Sω(φ
λ
ω) < µ(ω) for all λ ∈ (1, λ1). We also see that
P (φλω) = λ∂λSω(φ
λ
ω) < 0 for all λ ∈ (1, λ1). Moreover, taking λ1 smaller if necessary,
we have φλω ∈ Nε1 for all λ ∈ (1, λ1).
We now prove the conclusion. Let χR ∈ C∞c (RN ) be the cut off function defined in
(4.7). It follows from the similar argument as in the proof of Lemma 4.5 that there
exists R : (1,∞)→ (0,∞) such that χR(λ)φλω → φω in H1(RN ) as λ ↓ 1 and χR(λ)φλω ∈
Bω ∩Nε1 ∩Σ for all λ ∈ (1, λ1). By applying Lemma 5.4 we have |Iε1(χR(λ)φλω)| <∞
for all λ ∈ (1, λ1). Hence, the standing wave eiωtφω is unstable. This completes the
proof. 
5.2. Instability for small frequencies. We now complete the proof of Theorem 1.12.
The following claim is a key lemma for the proof.
Lemma 5.5. Let 1 < p < q < 1+4/N . Then the condition (5.1) for ω = 0 is equivalent
to
γN (p) =
16 +N2 + 6N − pN(N + 2)
N
(
N + 2− (N − 2)p) < q.(5.3)
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Proof. First we note that
S0(φ
λ
0 ) =
λ2
2
‖∇φ0‖2L2 +
λα
p+ 1
‖φ0‖p+1Lp+1 −
λβ
q + 1
‖φ0‖q+1Lq+1 ,(5.4)
where α and β are defined by (4.3). From 1 < p < q < 1+4/N , we have 0 < α < β < 2.
If we differentiate (5.4) with respect to λ twice, we have
∂2λS0(φ
λ
0 )
∣∣
λ=1
= ‖∇φ0‖2L2 +
α(α− 1)
p+ 1
‖φ0‖p+1Lp+1 −
β(β − 1)
q + 1
‖φ0‖q+1Lq+1 .(5.5)
Here we use Pohozaev’s identities. We note that
K0(φ0) = ‖∇φ0‖2L2 + ‖φ0‖p+1Lp+1 − ‖φ0‖q+1Lq+1 = 0,
P (φ0) = ‖∇φ0‖2L2 +
α
p+ 1
‖φ0‖p+1Lp+1 −
β
q + 1
‖φ0‖q+1Lq+1 = 0.
From these two relations, we have(
1− β
q + 1
)
‖∇φ0‖2L2 =
(
β
q + 1
− α
p+ 1
)
‖φ0‖p+1Lp+1 ,(
1− α
p+ 1
)
‖∇φ0‖2L2 =
(
β
q + 1
− α
p+ 1
)
‖φ0‖q+1Lq+1 .
By substituting these formulae into (5.5), we have
∂2λS0(φ
λ
0 )
∣∣
λ=1
= ‖∇φ0‖2L2
[
1 +
α(α− 1)
p+ 1
(
β
q + 1
− α
p+ 1
)−1(
1− β
q + 1
)
(5.6)
− β(β − 1)
q + 1
(
β
q + 1
− α
p+ 1
)−1(
1− α
p+ 1
)]
.
From this expression and elementary calculations, we see that ∂2λS0(φ
λ
0 )
∣∣
λ=1
< 0 is
equivalent to (5.3). This completes the proof. 
Proof of Theorem 1.12. By Theorem 1.6 we see that ω 7→ ∂2λSω(φλω)
∣∣
λ=1
is continuous
at ω = 0. Since ∂2λS0(φ
λ
0 )
∣∣
λ=1
< 0 by the assumption (1.12) and Lemma 5.5, there
exists ω0 > 0 such that ∂
2
λSω(φ
λ
ω)
∣∣
λ=1
< 0 for all ω ∈ [0, ω0]. Hence we deduce by
Proposition 5.1 that the standing wave eiωtφω is unstable for all ω ∈ [0, ω0]. This
completes the proof. 
Appendix A. Radial compactness lemma
We establish the radial compactness lemma in a little more general setting than the
the original one by Strauss [38].
Proposition A.1. Let 1 ≤ p < 2∗−1 and let {un} ⊂ H˙1(RN )∩Lp+1(RN ) be a bounded
sequence of radial functions. If N ≥ 2 or if un(x) is a nonincreasing function of |x| for
every n ∈ N, then there exist a subsequence {unj} and u ∈ H˙1(RN ) ∩ Lp+1(RN ) such
that unj → u in Lr(RN ) as j →∞ for every r ∈ (p+ 1, 2∗).
For the proof of Proposition A.1, the following lemma is important.
Lemma A.2. If u ∈ H˙1(RN ) ∩ Lp+1(RN ) is a radial function, then
sup
x∈RN
|x| 2p+3 (N−1)|u(x)| ≤ ‖u‖
p+1
p+3
Lp+1‖∇u‖
2
p+3
L2 .(A.1)
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Proof. Let the exponent ρ to be chosen later. We may assume that u ∈ C∞c (RN ,R).
Then we have
rN−1|u(r)|ρ = −
∫ ∞
r
d
ds
(sN−1|u(s)|ρ) ds
= −
∫ ∞
r
(N − 1)sN−2|u(s)|ρ ds−
∫ ∞
r
sN−1|u(s)|ρ−2u(s)u′(s) ds
≤ −
∫ ∞
r
sN−1|u(s)|ρ−2u(s)u′(s) ds
≤
(∫ ∞
r
(
s
N−1
2 |u(s)|ρ−1)2ds)1/2(∫ ∞
r
|sN−12 u′|2ds
)1/2
≤ ‖u‖ρ−1L2ρ−2‖∇u‖L2 .
Here we set 2(ρ− 1) = p+ 1, which is equivalent that ρ := p+32 . Hence we deduce that
rN−1|u(r)| p+32 ≤ ‖u‖
p+1
2
Lp+1‖∇u‖L2 ,
which yields (A.1). 
Proof of Proposition A.1. If u(x) is a nonincreasing function of |x|, we have
‖u‖p+1Lp+1 ≥
∫
|x|<R
|u(x)|p+1dx ≥ |BR| |u(R)|p+1,
where BR := {x ∈ RN : |x| < R}. This yields that
sup
x∈RN
|x| Np+1 |u(x)| ≤ C‖u‖Lp+1
for some constant C. Hence, from the assumption and Lemma A.2, we deduce that
un(x)→ 0 as |x| → ∞ uniformly in n ∈ N.
From the weak compactness, there exist u ∈ H˙1(RN )∩Lp+1(RN ) and a subsequence
{unj} such that unj ⇀ u in H˙1(RN ) ∩ Lp+1(RN ) as j → ∞. Fix ε > 0 and let R > 0
to be chosen later. Giving r as in the statement, we have
‖unj − u‖rLr(RN ) = ‖unj − u‖rLr(BR) + ‖unj − u‖rLr(|x|≥R)
≤ ‖unj − u‖rLr(BR) + ‖unj − u‖
r−(p+1)
L∞(|x|≥R)‖unj − u‖p+1Lp+1(RN ).
We take R large enough such that
‖unj − u‖r−(p+1)L∞(|x|≥R)‖unj − u‖p+1Lp+1(RN ) <
ε
2
.
We note that R does not depend on j. Since {unj} is bounded in H1(BR) (due to
Lp+1(BR) ⊂ L2(BR)), from Rellich’s compactness theorem we obtain that unj
∣∣
BR
→
u
∣∣
BR
in Lr(BR). Therefore for j large enough we have
‖unj − u‖rLr(BR) <
ε
2
,
and so that ‖unj − u‖rLr(RN ) < ε. This completes the proof. 
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