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第 1 章
序論
機械学習は，近年の情報科学において幅広い分野で利用されている技術となっている．しか
し，機械学習が出力する結果に対して，その導出根拠を人間が理解できる形で説明すること
は難しい．そのため，実際にはユーザーに根拠が示されないまま，学習結果が利用されている
ケースが多く存在する．AI技術の普及により，医療現場での病名診断や銀行融資のリスク推
定などの，学習結果だけでなくその判断根拠が重要となる場面で，機械学習が利用されるケー
スも多くなっており，機械学習における説明の重要性は年々高まっているといえる．
この問題を解決するために，学習結果に対して説明を生成するためのアルゴリズムが多く研
究されている．その中でも，Ribeiroらによって提案された LIME[1]は，入力データごとに判
断根拠の説明を生成することができる手法として，最も代表的なアルゴリズムの１つである．
しかし LIMEには，説明生成の際にランダム性を含むサンプリングを行なっていることで，生
成される根拠説明もランダム性を含むものとなってしまうという問題がある．そのため，同一
の予測結果に対して，説明を生成するごとに異なる内容の説明が提示されてしまう可能性があ
り，説明の一貫性が失われている点が指摘されている．この問題を改善するために，KLIME[2]
やDLIME[3]では，ランダム性を含むサンプリングの代わりに，データセットに対するクラス
タリングを用いることで，説明の一貫性を改善させる手法を提案している．しかし，これらの
手法ではデータセットに対するクラスタリングを用いられているため，クラス比や特徴量に極
端な偏りが生じているデータセット（以下，不均衡データ）に対する精度が，著しく低下して
しまうという問題がある．
本研究では，不均衡データに対する学習結果に対しても，精度を損なわずに一貫した根拠説
明を生成することができる手法を提案する．具体的には，LIMEによる説明生成の過程の中で，
学習対象となるデータセットにおける分布に基づいたランダムサンプリングを行う代わりに，
説明対象となる入力サンプルと同じクラスの学習データに対してクラスタリングを行う．そし
て，入力サンプルと同じクラスタのデータから，ランダムサンプリングの生起確率を生成する
ことで，データセット中のクラス比に影響されることのない，一貫した根拠説明の生成を実現
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する．本論文では，データサイズやクラス比が異なる３種類のデータセットに対して，LIME
と提案手法による説明生成を複数回実行し，その説明内容の類似度を比較することで，本手法
による説明の安定性の高さを示す．また，ランダムサンプリングによって生成されるサンプル
に対して学習器による分類を行い，その分類結果から本手法が少数クラスのデータに対して，
既存手法よりも妥当性の高い説明を生成していることを示す．
1.1 論文の構成
本論文は以下の章により構成される.
第 1章 序論
　　本論文の概要を述べる.
第 2章 用語・関連研究
本研究に関連する用語や先行研究について述べる．
第 3章 既存手法
提案手法の基本となる LIMEとDLIMEのアルゴリズムについて，詳細を述べる．
第 4章 提案手法
提案手法のアルゴリズムについて，詳細を述べる．
第 5章 実験・考察
提案手法の評価実験に関して，その概要と考察について述べる．
第 6章 本研究の限界
本研究における説明の妥当性の評価に関して，その限界について述べる.
第 7章 結論
本論文の結論を述べ, 残された課題を示す.
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第 2 章
用語・関連研究
本章では，本研究に関連する用語や先行研究について述べる．
2.1 不均衡データ
不均衡データとは，分類問題において，クラス比に極端な偏りが生じているデータセットを
指す．一般的な機械学習アルゴリズムは，学習データ中のクラス比に大きな偏りがない前提で
設計されていることが多い．そのため，Japkowiczらの研究 [4]などで指摘されている通り，不
均衡データに対して機械学習による学習を行うと，少数派クラスに対する分類精度が著しく低
下してしまうという問題が発生する．しかし現実には，機械学習を実際に運用する際に，その
教師データとして不均衡データであるデータセットが与えられるケースは少なくない．例えば
Wangらの研究 [5]では，オンラインECサイトでの不正検知では，全体の取引量に対して不正
取引の数が圧倒的に少ないために，学習器の実用性が著しく悪化してしまう問題が指摘されて
いる．これは，ECサイト上の全取引量における不正購入の割合が圧倒的に低いために，全て
の購入データに対して「これは不正な購入ではない」と予測する非現実的な分類器でも，全体
の精度は非常に高くなってしまうためである．
上記の理由から，不均衡データに対して機械学習を行う際には，その学習データに対してい
くつかの加工処理が行われることが多い．Aliらの研究 [6]では，多数派クラスのデータ量を減
らすアンダーサンプリングや，少数派クラスのデータを増やすオーバーサンプリングを行う方
法が有効であると述べられている．これらのサンプリングについても様々な手法が提案されて
おり，その中でもChawlaらによって提案された SMOTE[7]は，代表的なオーバーサンプリン
グの手法として多くの研究で採用されている．
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2.2 機械学習の解釈性
機械学習は，その技術の発展によって社会的な需要が高まっており，現在では幅広い分野で
利用されている．しかし，深層学習モデルをはじめとする様々な学習モデルがブラックボック
ス構造であることから，その学習結果の根拠を説明することが難しく，実用化にあたってその
説明責任が問題視されていることが多い．総務省のAI利活用ガイドライン [8]の中で示されて
いる「AI利活用原則」では，AI利用者が守るべき原則の一部として
透明性の原則
AIサービスプロバイダ及びビジネス利用者は，AIシステム又は AIサービス
の入出力等の検証可能性及び判断結果の説明可能性に留意する．
アカウンタビリティの原則
利用者は，ステークホルダに対しアカウンタビリティを果たすよう努める．
と述べられており，機械学習の実用化における説明可能性の重要性を示している．また，欧州
で 2018年から施行されている一般データ保護規則（GDPR）[9]でもAI利用者の説明責任に
ついて規定されており，機械学習における説明可能性は国際的に重要視されているといえる．
このように機械学習の解釈性への需要が高まったことを背景に，機械学習の解釈性・説明性
に関する研究が，近年多く提案されている．原の調査 [10]によると，機械学習の解釈性に関す
る研究は特に 2016年以降から増加しており，これらは以下の４つに分類することができる．
• 大域的な説明
• 局所的な説明
• 説明可能なモデルの設計
• 深層学習モデルの説明
大域的な説明は，大規模なニューラルネットワークのように，複雑なブラックボックスモデ
ルを可読性の高い学習モデルに近似することで解釈性を与えるアプローチである．これらは
2000年以前から研究されており，1996年のBreimanらの研究 [11]では，生成した学習器から
大量の教師データを生成し，解釈性の高い決定木を生成する手法「Born Again Trees」を提案
している．Dengらの研究 [12]では，ランダムフォレストモデル中の決定木ノード分割ルール
に対して，頻出度や予測精度への貢献，ルールの長さや対象となるデータの割合などからラン
ク付けを行い，ランクの高いルールから説明を生成する「inTrees」という手法を提案している．
Haraらの研究 [13]では，アンサンブル木の特徴量選択を確率モデルに置き換えることで，ベ
イズモデル選択を用いてノード分割ルールを単純化する手法「defragtrees」を提案している．
局所的な説明については，2.3節にて説明する．
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説明可能なモデルの設計は，ブラックボックスなモデルから解釈性の高い説明を生成する
のではなく，学習結果に対する説明を生成しやすいことを前提としたモデルを，最初から設
計するというアプローチである．Lakkarajuらの研究 [14]では，決定木の代わりに「Desicion
Sets」と呼ばれる独立した if-thenルールの集合を用いて分類する手法を提案している．最適な
Desicion Setsの生成は，劣モジュラ最大化問題に置き換えることができ，コンパクトなルール
の集合によって特徴領域をカバーしているため，解釈性の高い分類モデルを作成することがで
きる．Bienらの研究 [15]では，モデル自体から解釈可能な説明を出力するのではなく，分類問
題の各カテゴリに対して最も代表的なサンプルの集合を，教師データから選出してユーザーに
提示する「Prototype method」というモデルを提案している．
深層学習モデルでは，入力の部分的な変化に対する出力への反応から，出力結果に強い影響
を与えている特徴を特定するアプローチが取られている．深層学習モデルは，他の学習モデル
よりも画像認識の分野で利用されることが多く，入力となる画像データの中から重要なピクセ
ルを強調させることで説明とする手法も多く提案されている．Shrikumarらの研究 [16]では，
各特徴量ごとの出力への影響度を再帰的に計算することで，影響度の高い特徴量を提示する
「DeepLIFT」という手法を提案している．
2.3 局所的な説明
局所的な説明とは，ブラックボックスモデル自体に解釈性を与えるのではなく，ある入力
データ xに対して学習器が yと予測した場合の予測根拠を説明することで，予測結果に解釈性
を与えるというアプローチである．ただし局所的な説明では，入力データ xに対する予測結果
のみに限定して説明を生成するため，その根拠説明は x以外の入力データに対する予測には該
当しない可能性がある．そのため，モデル自体に解釈性を与える用途では利用することができ
ないケースが多い．
このアプローチを採っている研究の中で，特に代表的な手法がRibeiroらによる「LIME」で
ある．LIMEでは，入力データ xを離散化するなどして可読性の高い形に加工し，その空間上
でオーバーサンプリングを行う．そして，各サンプルに対して xとの近似度に基づいた重みを
つけた線形回帰を行うことで，xに近いサンプルに基づいた線形モデルを生成する．生成され
た線形モデルは可読性の高い空間上にあるため，解釈性の高い説明の生成を可能としている．
Lundbergらの研究 [17]では，Shapley値を用いて，各特徴量の重要度を算出することで重要な
特徴量を提示する「SHAP」と呼ばれる手法を提案している．Shapley値は，ゲーム理論にて
プレイヤー全員が協力行動を取った際に，各プレイヤーの貢献度を算出するために用いられる
値で，SHAPではプレイヤーを特徴量，Shapley値をその特徴量の重要度とすることで，各特
徴量の重要度の定義を可能としている．Ribeiroらの研究 [18]では，入力データ xに対する予
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測が yとなるために必要な各特徴量の値域を求めることで，予測における影響の大きい特徴量
を推定する「Anchors」という手法を提案している．
LIMEは，学習モデルの種類や入力データの形式を問わずに，入力に対する予測の根拠説明
を生成することができるため，様々な分野の研究で利用されている．Mishraらの研究 [19]で
は，音声データに対する学習モデルに LIMEを適用することで，歌声抽出などの音声分析に解
釈性を与えるプラットフォームを提案している．Raboldらの研究 [20]では，LIMEと帰納論
理プログラミング（ILP）を組み合わせることで，画像分析に対して複雑な説明を可能とする
手法を提案している．
LIMEのアルゴリズムでは，可読性の高い入力空間の形式や代理モデルの形など，論文中で
限定されていない部分が多いため，拡張性が高い手法とされている．そのため，LIMEの拡張
となる手法もまた数多く提案されている．Huらの研究 [21]では，Model-Based Treesと呼ばれ
る予測結果を分割した決定木構造のモデルを作成することで，説明を生成する「LIME-SUP」
を提案している．浅野らの研究 [22]では，入力データ xに近い線形モデルを生成するのでは
なく，入力データ xが属する微小な特徴量パターンを検索することで，入力データに特化し
た重要な特徴量の集合を得る「MP-LIME」という手法を提案している．1章で紹介したHall
らのKLIMEでは，LIMEにてオーバーサンプリングを行う代わりに，データセットに対して
k-means法を用いたクラスタリングを行うことで，入力データ xに近いサンプルを安定して生
成する手法が提案されている．Zafarらの研究では，KLIMEの拡張として「DLIME」という
手法を提案している．DLIMEでは，k-means法を用いたクラスタリングの代わりに階層的ク
ラスタリングを用いることで，クラスタ内のサンプル数が微小になる恐れがある問題を解決し
ている．
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本章では，提案手法の基本となる LIMEと DLIMEのアルゴリズムについて，詳細を説明
する．
3.1 LIME
2.3節で述べた通り，LIMEは入力データ xに対する学習器の予測結果 yに限定して，その
予測根拠を説明する「局所的な説明」を行うアルゴリズムの代表例の１つである．
図 3.1は，文献 [1]にて紹介されている LIMEの概念図である．図 3.1では，赤色の領域が正
に分類される入力空間，青色の領域が負に分類される入力空間となっている．太字で書かれた
加算記号が入力データ xにあたるサンプルになっており，LIMEでは図 3.1にて破線で描かれ
ている線形モデルを求めることを目的としている．もし xがこの線形モデルよりも図 3.1の入
力空間において右に移動した場合，学習器における予測結果 yが正から負に変わることから，
この線形モデルが入力データ xが学習器に正と判定されるための境界となっていることが分
かる．
このように，LIMEでは入力データ xに対する「局所的な説明」を与える手段として，学習
器に近似できる解釈性の高いモデルを生成することを目的としている．文献 [1]では，学習器
を f，f に近似できる解釈性の高い代理モデルを gとした時に，代理モデル gを見つける行為
は次の式で示される ξ(x)の最小化問題として定義できると述べられている．
ξ(x) = argmin
g
L(f, g, pix) + Ω(g)
L(f, g, pix) =
∑
pix(z)(f(z)− g(z′))2
上記の式において，z′は xの非ゼロ成分の一部を 1とし，その他の成分を 0とするバイナリ
ベクトルである．また zは，z′を学習器 f の入力に相応しい形に加工したベクトルである．そ
11
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図 3.1: LIMEの概念図
して，pix(z)は xと zの距離関数であり，Ω(g)はモデル gの複雑さを示す関数である．つまり，
L(f, g, pix)は，xの一部を切り取ったデータ zに対する，学習器 f とモデル gの予測誤差を，
距離関数 pix(z)で重み付けた値の総和である．よって，LIMEが行う ξ(x)の最小化問題は，入
力データ xに近いデータにおいて，学習器 f との予測誤差が少ないような，複雑さの小さいモ
デル gを見つける行為だと考えることができる．著者によって公開されているLIMEのソース
コード1では，ランダムサンプリングを行うことで zを生成し，入力データに近いサンプルに重
みをつけた線形回帰を行うことで，モデル gとなる線形モデルを得るように実装されている．
これらの詳細なアルゴリズムについては，3.2節にて述べる．
図3.2は，LIMEのソースコード内にて公開されているLIMEによる説明の一例である．LIME
では，ニューラルネットワークやランダムフォレストなど，学習モデルの種類を限定せずに図
3.2のような説明を生成することができるため，非常に有用性の高い説明手法として幅広い分
野で利用されている．
図 3.2: LIMEによって生成された説明
1https://github.com/marcotcr/lime
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3.2 LIMEのアルゴリズム
図 3.3に LIMEのアルゴリズムの全体図を示す．図 3.3に示されている通り，LIMEでは入
力データ xごとに線形モデルを生成し，その線形モデルから予測に対して強い影響を与えてい
る特徴量を抽出することで，入力データ xに対する予測の根拠説明を生成している．図 3.3中
の「摂動サンプルの生成」及び「線形モデルの生成」について，図 3.4に LIMEが線形モデル
を生成するまでのフローを表した図を示す．図 3.4に示されている通り，LIMEが根拠説明に
必要な線形モデルを生成するまでの工程は，以下の４つに大別することができる．
• データの可読表現化
• オーバーサンプリング
• 各摂動サンプルの重みの決定
• 線形モデルの生成
本節では，N行M列のデータセットD中のM次元ベクトル xを入力として，LIMEが根拠説
明生成に必要な線形モデルを生成するまでの各工程について，詳細な流れを説明していく．
図 3.3: LIMEアルゴリズムの全体図
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図 3.4: LIMEが線形モデルを生成するフロー
3.2.1 データの可読表現化
「データの可読表現化」では，説明対象となるデータに対して，可読表現への加工を行う．
「可読表現」の定義については，文献 [1]で以下の文章で述べられている．
“Interpretable explanations need to use a representation that is understandable to
humans, regardless of the actual features used by the model.”
（可読表現では，学習モデルに入力される実際の値ではなく，ユーザーが理解でき
るように加工された表現を用いるべきである）
本論文では，「データの可読表現化」における詳細なアルゴリズムは，公開されているLIME
のソースコード2（以下，ソースコード）に準拠するものとする．ソースコードでは，説明サン
プルの特徴量を離散化することで，データの可読表現化を実現している．離散化の方法につい
ては，LIMEのライブラリ内で用意されている複数の手法から，実行時にユーザーが指定する
形で選ばれる．ソースコードで用意されている複数の手法の中でも，各特徴量の値域を 4等分
し，各値がどの区間に属するかにしたがって離散化を行う手法が，デフォルトで適用されるよ
うに設定されている．図 3.5に，離散化方法として特徴量の値域を 4つの区間に分割する手法
を指定した場合の，データの離散化処理の概要図を示す．図 3.5で示されているように，この
2https://github.com/marcotcr/lime/blob/master/lime/lime tabular.py
14
第 3 章　 既存手法
離散化処理は量的変数に対してのみ行われ，カテゴリ変数に対しては行われない．式 (3.1)に，
量的変数である入力データ xのm番目の特徴量 xmに対して，xmの値域を 4等分した区間に
よる離散化を行なった値Quartile(xm)の定義を示す．この処理によって，入力データ xの量
的変数は {0, 1, 2, 3}の 4値に置換され，特徴量 xmに対する説明を不等式を用いて行うことが
可能となる．
　　Quartile(xm) =

0 (MIN(m) ≤ xm < q(m, 1))
1 (q(m, 1) ≤ xm < q(m, 2))
2 (q(m, 2) ≤ xm < q(m, 3))
3 (q(m, 3) ≤ xm ≤MAX(m))
(3.1)
ただし，MIN(m), MAX(m)はそれぞれ，データセットDのm番目の特徴量における値域
の最小値と最大値であり，q(m, i)は以下の式のように定義される．
q(m, i) =MIN(m) + (MAX(m)−MIN(m)) ∗ i
4
図 3.5: 値域の 4分割による離散化の概要図
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3.2.2 オーバーサンプリング
「オーバーサンプリング」とは，少数のデータを増量するために架空のデータを生成する処
理である．ここでは，説明生成時に行う線形回帰に必要なデータの生成を指す．これらのデー
タは，文献 [1]で「perturbed sample（摂動サンプル）」と表現されているため，本論文におけ
る表現もこれに倣うものとする．LIMEでは，学習データセットDを基準にしたオーバーサン
プリングを行うことで，この摂動サンプルの生成を行う．具体的には，生成される摂動サンプ
ルを sとしたとき，式 (3.1)における離散化を行なった際の度数分布に従って，sのm番目の特
徴量 smの値が確率的に決定される．式 (3.2)に，ランダムサンプリング時に摂動サンプル sの
m番目の特徴量 smの値が iとなる生起確率 P (sm = i)の定義を示す．N はデータセットDの
行数（つまり，サンプルの総数）であるため，式 (3.2)によって決定される生起確率P (sm = i)
は，離散化されたDの度数分布に従って決定されているといえる．なお，ソースコードでは
摂動サンプルの生成数は，デフォルトで 5000個とされている．
　　 P (sm = i) = Num(Dm, i)
N
(3.2)
ただし，Num(Dm, i)は式 (3.1)によって離散化されたデータセットDのm番目の特徴量Dm
のうち，値が iであるサンプルの総数である．
3.2.3 各摂動サンプルの重みの決定
「各摂動サンプルの重みの決定」では，入力データ xに近いデータを重視した線形回帰を行
うために，生成された各摂動サンプルの重みを決定する．LIMEでは，可読空間における入力
データ周辺の判定境界を求める事を目的としているため，入力データと摂動サンプルの距離に
従った重みを与える必要がある．本手法では，3.2.2節で生成したある摂動サンプルを sとし
たとき，sの重みW (s)を式 (3.3)のように定義する．式 (3.3)からわかる通り，sの重みW (s)
は，xと sの各特徴量の式 (3.1)による離散化後の値が一致しているかどうかを示したベクトル
のハミング距離で求めることができる．そのため，xと sの離散化後の値が，一致している特
徴量が多いほど，W (s)の値は大きくなる．この重みW (s)は，3.1節で述べた LIMEの最小化
問題におけるM − pixにあたる．そのため，W (s)が大きい摂動サンプルであるほど，その摂
動サンプルにおける pixの値は小さくなり，LIMEの最小化問題における重要度が大きくなる．
　W (s) =
M∑
m=1
Match(xm, sm) (3.3)
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ただし，M はデータセットDにおける xおよび sの特徴量数であり，関数Match(x, y)は
以下のように定義される．
Match(x, y) =
{
1 (x = y)
0 (x ̸= y)
3.2.4 線形モデルの生成
摂動サンプルの重みを決定したあとは，「線形モデルの生成」を行う．文献 [1]の中では，説
明を生成するための代理モデル gは，線形モデルに限定されているわけではない．しかし，論
文中での実験やソースコードでは，代理モデル gとして線形モデルが選ばれているため，LIME
の関連研究でも線形モデルを代理モデルとする前提で述べられることが多い．そのため本論文
でも，代理モデル gは線形モデルであるものとする．LIMEでは，線形モデルを生成するため
に，作成した複数の摂動サンプルに対して線形回帰を行う．この時の線形回帰の手法として，
文献 [1]では Lasso回帰が挙げられているが，ソースコードではRigde回帰が用いられている．
関連論文ではこのソースコードを用いて実験されていることが多く，代理モデルは特徴量自体
を取捨選択するべきではないため，本論文ではRidge回帰を採用するものとする．
摂動サンプルに対して線形回帰を行う際，生成された摂動サンプル sは式 (3.1)によって離
散化された値であるため，学習器の入力としてふさわしくない．そこで，線形回帰を行う際に
は摂動サンプルに対して，可読表現から元の入力空間への逆置換を行う必要がある．量的変数
である摂動サンプル sのm番目の特徴量 smに対して，この逆置換を行なった値をR(sm)，式
(3.4)のように定義する．
　　R(sm) =

Rand(MIN(m), q(m, 1)) (sm = 0)
Rand(q(m, 1), q(m, 2)) (sm = 1)
Rand(q(m, 2), q(m, 3)) (sm = 2)
Rand(q(m, 3),MAX(m)) (sm = 3)
(3.4)
ただし，Rand(x, y)は，値域 [x, y)の乱数である．
式 (3.4)によって置換された摂動サンプルを入力として学習器による分析を行い，その出力
に対して重みをW (s)としたRidge回帰を行う．この線形回帰によって得られるモデルは，各
特徴量を説明変数とする線形モデルとなっているため，各変数の係数から各特徴量の重要度を
求めることができる．LIMEでは，この線形モデルから得られる各特徴量の重要度を元に説明
を生成しており，入力データ xとの距離関数による重みW (s)によって，その説明の局所性を
保証している．
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3.3 DLIME
DLIMEは，LIMEよりも安定した説明を生成するために，Zafarらによって提案された手法
である．3.2.2節で述べた通り，LIMEによる説明生成には式 (3.2)によるランダム性が含まれ
ているため，同一の予測結果に対して複数回実行した際に，異なる内容の説明が生成される可
能性がある．DLIMEではこの問題は「説明の安定性の欠如」として述べられており，同一の
予測結果に対して複数の説明を提示してしまう手法は相応しくないとしている．この問題を解
決するためにDLIMEでは，線形回帰の対象となる摂動サンプルの代わりとして，入力データ
xと同じクラスタのデータを用いることで，安定した説明生成を実現する手法を提案している．
図 3.6にDLIMEのアルゴリズムの全体図を示す．図 3.6に示されている通り，DLIMEでは
摂動サンプルを生成する際に凝集型階層的クラスタリングが用いられている．凝集型階層的ク
ラスタリングとは，全てのデータがそれぞれ独立のクラスタに属している状態から，近いクラ
スタ同士を共通のクラスタにまとめあげていく工程を，全体が１つのクラスタになるまで繰り
返していくクラスタリングの一種である．階層的クラスタリングは，生成されるクラスタ群が
ツリー構造になっているため，１つのデータが属するクラスタが複数存在するという特徴が
ある．
図 3.6: DLIMEアルゴリズムの全体図
DLIMEでは，事前にデータセットDに対する階層的クラスタリングが行われる．入力デー
タ xに対する根拠説明を生成する際には，まず k近傍法を用いて xが属する複数のクラスタの
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抽出を行う．xが属するクラスタ群の中から，線形回帰に必要なサンプル数に近いクラスタを
選び，そのクラスタに属するデータを摂動サンプルとした線形回帰を行うことで，代理モデル
gである線形モデルを生成する．凝集型階層的クラスタリングにはランダム性が含まれないた
め，DLIMEでは任意の入力に対して摂動サンプルとして選ばれるクラスタは，必ず同一のク
ラスタとなる．そのため，同一の予測結果に対して複数回実行した際にも，必ず同一の内容の
説明が生成されるため，非常に安定した説明を提示できる手法となっている．
しかし，DLIMEには重大な問題が３つ存在している．まず１つ目は，凝集型階層的クラスタ
リングには膨大な計算量が要求される点である．一般的なクラスタリング手法である k-means
法の計算量がO(Nk)であるのに対して，凝集型階層的クラスタリングの計算量はO(N2log(N))
である．そのため，DLIMEを大規模データに対して実行する際には，膨大な計算時間が必要
となっている．
２つ目の問題点は，小規模なデータセットに対する精度が著しく悪くなる可能性があるとい
う点である．3.2.2節で述べた通り，LIMEでは線形回帰を行うための摂動サンプルの個数がデ
フォルトで 5000個と設定されている．DLIMEはデータセットDの一部であるクラスタを元
に線形回帰を行うため，データ数が 5000以下のデータセットに適応した場合，必然的にLIME
よりもサンプル数が少ない状態で線形回帰を行うことになる．また，データ数が極端に小さい
データセットに適用する場合は，選ばれたクラスタに属するデータ数も小規模になるため，説
明の精度自体が不安定になる恐れがあることが論文中でも指摘されている．上記の計算量の問
題も含めて，DLIMEは適用できるデータセットの規模が著しく制限されている手法であると
いえる．
３つ目は，不均衡データに対する説明精度の問題である．2.1節で述べた通り，不均衡デー
タではデータセット中のクラス比に極端な偏りが生じている．そのため，不均衡データに対し
てクラスタリングを行なった場合も，そのクラスタ中のクラス比にも極端な偏りが生じている
可能性が高く，少数派クラスのデータを入力とした場合の説明を行なう際に精度が損なわれる
恐れがある．この問題は既存手法である LIMEにも存在しており，4章ではこれらの問題点を
解決する手法を提案する．
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本章では，提案手法のアルゴリズムについて，詳細を述べる．
4.1 提案手法
3章で述べた通り，LIMEでは同一の予測結果に対して異なる内容の説明が生成されるため，
説明の一貫性が失われる可能性があるという問題がある．しかし，その改善手法として提案さ
れているDLIMEもまた，データセット中のサンプル数やクラス比に，計算時間や精度が大きく
依存するという問題を抱えている．本章では，同一の予測結果に対する説明の安定性を LIME
よりも改善しつつ，データセット中のサンプル数やクラス比に依存することなく適用可能な手
法を提案する．ただし，本手法は，不均衡データを学習データとした学習器が，入力データを
少数派クラスに分類した際の根拠説明を生成するケースを想定している．これは，不均衡デー
タに対して機械学習による分類を適用する場合，商取引での不正検知やトラフィック中の異常
検知など，少数派クラスのデータを検知する目的で利用されることが多いと考えられるためで
ある．
不均衡データから生成された学習器に LIMEを適用する場合，3.2.2節でのオーバーサンプ
リングによって生成される摂動サンプルもまた，不均衡データとなる可能性が高いと言える．
これは，摂動サンプルの各特徴量における分布が，式 (3.2)によってデータセットDにおける
分布に近似するように，サンプリングが行われるためである．また同様に，DLIMEを適用し
た場合も，摂動サンプルが不均衡データとなる可能性がある．これは，DLIMEが摂動サンプ
ルを，データセットDから抽出して生成しているためである．これらの手法を用いて説明を
生成する際，生成された摂動サンプルからクラスの判定境界を求める目的で，線形回帰を行わ
れる．そのため，摂動サンプル自体が不均衡データである場合，摂動サンプル中のごく僅かな
少数派クラスサンプルによって判定境界が決まる恐れがあるため，不均衡データに対して説明
を生成するには，上記の手法では相応しいとは言えない．
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これらの問題を解決するために，本論文では，不均衡データに対する学習結果に対しても，
精度を損なわずに一貫した根拠説明を生成することができる手法を提案する．図 4.1に既存手
法と本手法の違いを図に表したものを示す．また，図 4.2に，本手法のアルゴリズムの全体図
を示す．
図 4.1: 既存手法と提案手法の違い
図 4.1からわかる通り，提案手法と LIMEの違いは，摂動サンプル生成時の生起確率の決定
方法にある．既存手法である LIMEでは，式 (3.2)によって決められた生起確率に基づいた，
オーバーサンプリングを行うことで，摂動サンプルが生成される．本手法では，入力データ x
と学習データ中の少数派クラスデータに対してクラスタリングを行い，xが属するクラスタの
データからオーバーサンプリング時の生起確率を決定する．本手法によって生成された摂動サ
ンプルは，LIMEと異なり，少数派クラスにおける分布に基づいた生起確率で生成されるため，
各特徴量の値も xと同じ少数派クラスに近似した値が設定されることになる．そのため，これ
らの摂動サンプルから生成される線形モデルは，既存手法である LIMEよりも，xに近いデー
タに基づいた線形回帰を実現することができる．
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図 4.2: 提案手法のアルゴリズム全体図
図 4.2に示されている通り，本手法にて根拠説明を生成するまでに必要な工程は，以下の５
つに大別することができる．
• 少数派クラスデータのクラスタリング
• 入力データのクラスタ選択
• データの可読表現化
• 線形モデルの生成
• 根拠説明の生成
本章では，N 行M 列のデータセットD中のM 次元ベクトル xを入力データとして，本手
法による説明を生成する際に実行される各工程について，詳細を説明していく．
4.2 少数派クラスデータのクラスタリング
本手法では，まず始めに少数派クラスデータのクラスタリングを行う．これは，入力データ
xに近い摂動サンプルを多く生成するために，xに近い少数派クラスデータを抽出するためで
22
第 4 章　 提案手法
ある．データセットDの中で，xが分類された少数派クラスと同じクラスのデータの集合を I
とする．そして，Iに対して k-means法によるクラスタリングを行う．ただし，この時のクラ
スタ数Kの値は，ユーザーが任意に設定できる値とする．
4.3 入力データのクラスタ選択
次に，Iをクラスタリングした結果から得られたクラスタ群から，入力データ xの属するク
ラスタを選択する．本手法では，k近傍法によって xが属するクラスタを決定し，そのクラス
タを Ixとする．
4.4 データの可読表現化
3.2.1節で述べた LIMEと同様に，本手法でもデータ中の量的変数に対して，離散化による
データの可読表現化を行う．ただし，LIMEにおいてデフォルトで適用される，値域を 4等分
することによる離散化（式 (3.1)）では，離散化された各区間の値域が広くなり，xの属する少
数派クラスデータの分布の特徴が著しく失われる可能性がある．そこで，本手法では値域を 10
等分することによる離散化を行う．また，本手法ではデータセットDにおける値域ではなく，
xの属する少数派クラスクラスタ Ixにおける値域を 10等分することで得られる区間を用いた
離散化を行う．式 (4.1)に，量的変数であるデータ dのm番目の特徴量 dmに対して，dmの値
域を 10等分した区間による離散化を行なった値Decile(dm)の定義を示す．この処理によって，
データ中の量的変数は {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}の 10値に置換される．
　　Decile(dm) =

0 (dm < d(m, 1))
1 (d(m, 1) ≤ dm < d(m, 2))
2 (d(m, 2) ≤ dm < d(m, 3))
...
9 (d(m, 9) ≤ dm)
(4.1)
ただし，d(m, i)は以下の式のように定義される．
d(m, i) =MIN(m) + (MAX(m)−MIN(m)) ∗ i
10
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4.5 線形モデルの生成・根拠説明の生成
量的変数による離散化を行なったあとは，LIMEと同様にオーバーサンプリングによる摂動
サンプルの生成を行う．3.2.2節で述べたように，LIMEではデータセットDの分布に基づい
た式 (3.1)によって生起確率を決定し，摂動サンプルを生成していた．対して本手法では，選択
した少数派クラスクラスタ Ixにおける各特徴量の分布を基準に生起確率を決定する．式 (4.2)
に，本手法におけるランダムサンプリング時に，摂動サンプル sのm番目の特徴量 smの値が
iとなる生起確率 PIx(sm = i)の定義を示す．なお，本手法における摂動サンプルの生成数は，
LIMEと同じく 5000個とする．
　　 PIx(sm = i) =
Num(Ix(m), i)
Num(Ix)
(4.2)
ただし，Num(Ix)は少数派クラスクラスタ Ixに属するサンプルの総数であり，Num(Ix(m), i)
は式 (4.1)によって離散化された少数派クラスクラスタ Ixのm番目の特徴量 Ix(m)のうち，値
が iであるサンプルの総数である．
摂動サンプルの生成が完了したあとは，LIMEと同等の方法で代理モデル gである線形モデ
ルを生成する．各摂動サンプルの重みは式 (3.3)によって求められ，線形回帰の手法は Ridge
回帰を採用している．ただし，特徴量の値域を 4等分する離散化（式 (3.1)）を行うLIMEと異
なり，本手法では値域を 10等分する離散化（式 (4.1)）を行なっているため，可読空間から元
の入力空間への逆置換を行う際に，式 (3.4)をそのまま適用することが出来ない．そのため本
手法では，量的変数である摂動サンプル sのm番目の特徴量 smに対して，逆置換を行なった
後の値をRde(sm)として，上記の逆置換に対応する式を式 (4.3)のように定義する．
　　Rde(sm) =

Rand(MIN(m), d(m, 1)) (sm = 0)
Rand(d(m, 1), d(m, 2)) (sm = 1)
Rand(d(m, 2), d(m, 3)) (sm = 2)
...
Rand(d(m, 9),MAX(m)) (sm = 9)
(4.3)
ただし，MIN(m),MAX(m)はそれぞれ，xの属する少数派クラスクラスタ Ixのm番目の
特徴量における最小値と最大値であり，Rand(x, y)は，値域 [x, y)の乱数である．
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実験・考察
本章では，提案手法の評価実験について，その概要と考察について述べる．
5.1 概要
本研究では，データサイズやクラス比が異なる３種類のデータセットに対して，LIMEと提
案手法による説明生成を複数回実行し，その説明内容の類似度と妥当性を比較する実験を行っ
た．実験で利用したデータについては 5.2節，実験内容については 5.3節にて説明する．
5.2 実験に用いたデータ
本実験では，Kaggle1とUCI Machine Learning Repository[23]にて公開されている異なる３
つのデータセットを使用した．
5.2.1 Titanic Dataset
Titanic Dataset[24]は，Kaggleで公開されているデータセットの１つで，1912年に発生し
たタイタニック号沈没事件にて乗船していた各乗客のデータである．本データセットは，性別
や年齢などの乗客情報から，その乗客が沈没事件後に生存することができたのかどうかを分類
することを目的とするデータコンペにて利用されている．本論文では，各乗客の生存確率に無
関係だと思われる特徴量を除去し，カテゴリ変数を one-hot表現に加工したデータセットを利
用した．
1https://www.kaggle.com/
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本データセットにおける各特徴量について，表 5.1に示す．表 5.1にて「量的変数」の項目
で「×」と表記されている特徴量に対しては one-hot表現への加工が，「使用」の項目で「×」
と表記されている特徴量に対しては，実験に使用するデータからの除去が行われている．
表 5.1: Titanic Datasetの特徴量
特徴量名 量的変数 使用 説明
PassengerId © × ユニーク ID
Survived × © 生存フラグ（0=死亡，1=生存）
Pclass × © 客室のクラス
Name × × 乗客のフルネーム
Sex × © 乗客の性別
Age © © 乗客の年齢
SibSp © © 同乗した兄弟・配偶者の人数
parch © © 同乗した両親・子供の人数
ticket × × 乗船チケットの番号
fare © © 乗船料金
cabin × × 客室番号
Embarked × × 乗船港
5.2.2 Wine Quality Dataset
Wine Quality Dataset[25]は，UCIで公開されているデータセットの１つで，赤ワイン・白
ワインの成分データと 10段階の品質評価からなるデータである．このデータセットでは，白
ワインデータとして 4898件，赤ワインデータとして 1599件が提供されているが，本実験では
両データを利用する．
本データセットにおける各特徴量について，表5.2に示す．表5.2に示されている通り，Titanic
Datasetとは異なり，このデータセットでは公開されている全ての特徴量を利用している．た
だし，表 5.2中の「color-white」および「color-red」については，実験にあたり公開されてい
るデータに筆者が追加した特徴量である．
5.2.3 Credit Card Fraud Dataset
Credit Card Fraud Dataset[26]は，Kaggleで公開されているデータセットの１つで，2013年
9月にヨーロッパのユーザーがクレジットカードを利用した際の取引データである．このデー
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表 5.2: Wine Quality Datasetの特徴量
特徴量名 量的変数 使用 説明
quality × © 品質評価
fixed acidity © © 酒石酸濃度
volatile acidity © © 酢酸濃度
citric acid © © クエン酸濃度
residual sugar © © 残糖濃度
chlorides © © 塩化ナトリウム濃度
free sulfur dioxide © © 遊離二酸化硫黄濃度
total sulfur dioxide © © 総二酸化硫黄濃度
density © © 密度
pH © © 水素イオン濃度
sulphates © © 硫化カリウム濃度
alcohol © © アルコール度数
color-white × © 白ワインフラグ
color-red × © 赤ワインフラグ
タセットは，284807件のクレジットカード取引データから構成されている．データセットに
は 492件の不正な取引データが含まれており，これらの不正取引を検知できる分類器の作成を
目的とするデータコンペにて利用されている．
本データセットにおける各特徴量について，表 5.3に示す．表 5.3からわかる通り，Credit
Card Fraud Datasetでは実際に記録されたクレジットカード取引データを利用しているため，
値が主成分分析（PCA）によって加工されており，名前が秘匿されている特徴量が大半を占め
ている．しかし，本論文における実験では，特徴量名の有無による影響は無いと考えられるた
め，公開されているデータのまま利用することとする．
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表 5.3: Credit Card Fraud Datasetの特徴量
特徴量名 量的変数 使用 説明
Class × © クラス（0=正常，1=不正）
Time © © 決済時間
Amount © © 購入金額
V1 © © PCA変換されたデータ
V2 © © PCA変換されたデータ
V3 © © PCA変換されたデータ
V4 © © PCA変換されたデータ
V5 © © PCA変換されたデータ
V6 © © PCA変換されたデータ
V7 © © PCA変換されたデータ
V8 © © PCA変換されたデータ
V9 © © PCA変換されたデータ
V10 © © PCA変換されたデータ
V11 © © PCA変換されたデータ
V12 © © PCA変換されたデータ
V13 © © PCA変換されたデータ
V14 © © クラス PCA変換されたデータ
V15 © © クラス PCA変換されたデータ
V16 © © クラス PCA変換されたデータ
V17 © © クラス PCA変換されたデータ
V18 © © クラス PCA変換されたデータ
V19 © © クラス PCA変換されたデータ
V20 © © クラス PCA変換されたデータ
V21 © © クラス PCA変換されたデータ
V22 © © クラス PCA変換されたデータ
V23 © © クラス PCA変換されたデータ
V24 © © クラス PCA変換されたデータ
V25 © © クラス PCA変換されたデータ
V26 © © クラス PCA変換されたデータ
V27 © © クラス PCA変換されたデータ
V28 © © クラス PCA変換されたデータ
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5.3 評価実験
5.3.1 実験概要
提案手法によって生成される説明が，提案手法よりも安定的かつ妥当性の高いものであるこ
とを示すために，5.2節で述べたデータに対して実験を行なった．まず，各データセットを教
師データDtrainとテストデータDtestの２つに分割し，「少数派クラス」か否かの分類を行う学
習器を，Random Forestを用いて作成した．ただし，本実験における各データセットの「少数
派クラス」は，表 5.4の内容にしたがって定義されるものとする．また，各データセットにお
ける教師データのサンプル数Dtrain，テストデータのサンプル数Dtest，実験で使用した特徴量
数M，データセット全体における少数派クラスの比率を，それぞれ表 5.5に示す．
各データセットに対して学習器を生成した後は，テストデータDtestに含まれる実際の少数
派クラスデータに対して，既存手法（LIME）と提案手法による説明生成を行った．また，学
習器に「少数派クラス」だと分類されたテストデータDtest中のサンプルに対しても，同様の
説明生成を行なった．ただし，提案手法における少数派クラスクラスタ数Kの決定方法につ
いては，5.3.2にて述べる．本実験では，上記の「学習器の作成」と「説明の生成」を計 100回
行なった．
表 5.4: 各データセットの少数派クラス
少数派クラスの定義
Titanic 生存者である（”Survived” = 1）
Wine Quality 品質値が 7以上（”quality” ≥ 7）
Credit Card Fraud 不正取引データ（”Class” = 1）
表 5.5: 各データセットの概要
Dtrain Dtest M 少数派クラス比率
Titanic 600 290 11 38.315%
Wine Quality 6000 496 14 19.655%
Credit Card Fraud 220000 64806 31 0.173%
本実験では，生成された説明の安定性を示すために，同一の予測結果に対して複数回説明を
生成した際に，同様の内容が生成されるかどうかを調査した．まず，5.3.1節にて説明生成の
対象となった少数派クラスデータ中の i番目のサンプル xiに対して，生成された 100個の説明
の集合をE(xi)とする．そして，E(xi)に含まれる 100個の説明から「予測結果にとって重要
な特徴量」として提示されている特徴量の上位L件（以下，「重要特徴量」とする）を抽出し
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た．xiに対して j番目に生成された説明の中で，上位L件の「重要特徴量」として選ばれた特
徴量の集合を F (xi, L, j)とする．
本実験では，各手法による説明の安定性を定量的に計測するために，xiに対する計 100回の
説明における「重要特徴量」の類似性を，式 (5.1)で定義される Stab(D,L)によって評価した．
式 (5.2)で定義される J(xi, L)は，xiから得られる計 100回の説明から 2つを選択し，この 2つ
の説明に対して「重要特徴量」F (xi, L, j)の Jaccard係数を求める計算を，計 100回の説明に
おける全組み合わせについて行い，これらの平均値を取ることで求められる．また，Stab(D)
はデータセットD中の全少数派データにおける J(xi, L)の平均値である．
Jaccard係数は，２つの集合の類似度を表す指標である．式 (5.3)に，集合 A,B における
Jaccard係数の定義を示す．また，図 5.1に F (xi, 5, 1)と F (xi, 5, 2)の Jaccard係数を計算した
例を示す．式 (5.3)や図 5.1からわかる通り，Jaccard係数は 2つの集合における類似性が高
いほど，1に近づく指標である．そのため，Jaccard係数の平均値から求められる J(xi, L)や
Stab(D)もまた，xiにおける説明において選ばれる「重要特徴量」の安定性が高いほど，1に
近づく指標となっている．
本実験では，各データセットおよび手法に対して，L = 4，L = 5，L = 6とした時のStab(D)
を求めた．また，説明の妥当性を示すために，説明生成時に生成される 5000個の摂動サンプル
に対して学習器に対する分類を行い，少数派クラスに分類される摂動サンプルの数を計測した．
　 Stab(D,L) = 1
Num(D)
∗
Num(D)∑
i=1
J(xi, L) (5.1)
　 J(xi, L) = 1
100C2
∗
99∑
j=1
100∑
k=j+1
Jaccard(F (xi, L, j), F (xi, L, k)) (5.2)
　 Jaccard(A,B) = |A ∩B||A ∪B| (5.3)
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図 5.1: F (xi, 5, 1)と F (xi, 5, 2)における Jaccard係数の計算
5.3.2 少数派クラスクラスタKの決定
提案手法では，説明生成の際に少数派クラスに対するクラスタリングを行うため，そのクラ
スタ数Kをあらかじめ決定しておく必要がある．本実験では，エルボー法を用いて，各デー
タセットにおけるKを決定している．エルボー法とは，各Kにおける SSE（クラスタ内誤差
の平均和）の変化を求めることで，そのデータセットにおける最適なクラスタ数を求める方法
である．本実験で利用する各データセットについて，Kを 1から 9まで変化させた際の SSEの
変化を，図 5.2，5.3，5.4に示す．エルボー法では，kを増加させた際の SSEの減少が最初に緩
やかになった時に kが，最適なクラスタ数だとされている．本実験では，図 5.2，5.3，5.4の結
果から，それぞれの少数派クラスに対するKを，Titanic DatasetではK = 3，Wine Dataset
ではK = 3，Credit Card Fraud DatasetではK = 4とした．
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図 5.2: 各Kにおける SSEの変化（Titanic）
図 5.3: 各Kにおける SSEの変化（Wine）
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図 5.4: 各Kにおける SSEの変化（Credit Card）
5.3.3 実験結果
本実験では，各データセットのテストデータDtest中に含まれている少数派データに対して，
既存手法（LIME）と提案手法による説明生成を行なった際の Stab(D)を求めた．また，摂動
サンプル生成時の離散化方法による違いを見るために，各手法における離散化方法として，各
特徴量の値域を 4等分する離散化（式 (3.1)）を選択した場合と，10等分する離散化（式 (4.1)）
を選択した場合のそれぞれで Stab(D)を求めた．各手法・データセットにおける Stab(D)を
表 5.6，5.7，5.8に示す．
また，説明生成時に生成される 5000個の摂動サンプルに対して学習器に対する分類を行い，
少数派クラスに分類される摂動サンプルの数を計測した．各データセットおよび手法におい
て，少数派クラスに分類される摂動サンプルの個数について，計 100回の説明生成における平
均値を求めた値を，表 5.9として示す．
さらに，学習器に「少数派クラス」だと分類されたテストデータDtest中のサンプルに対し
ても，同様の実験を行なった．各手法・データセットにおける Stab(D)を表 5.10，5.11，5.12
に，少数派クラスに分類される摂動サンプル数の平均値を表 5.13に示す．
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表 5.6: Stab(D)の計算結果（Titanic Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.86988535 0.84321535 0.89111970
提案手法 (4等分) 0.86091694 0.81677853 0.83251763
既存手法 (10等分) 0.80662113 0.81493536 0.80612189
既存手法 (4等分) 0.86153163 0.85649666 0.85757007
表 5.7: Stab(D)の計算結果（Wine Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.74448777 0.74113616 0.75088807
提案手法 (4等分) 0.88316624 0.87230212 0.88091743
既存手法 (10等分) 0.71079368 0.69565542 0.68581347
既存手法 (4等分) 0.85962284 0.84626718 0.82918945
表 5.8: Stab(D)の計算結果（Credit Card Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.86845829 0.83111932 0.78029211
提案手法 (4等分) 0.65840254 0.66888960 0.70419458
既存手法 (10等分) 0.83015076 0.67594754 0.58954767
既存手法 (4等分) 0.78237757 0.66708424 0.59263635
表 5.9: 少数派クラスに分類された摂動サンプル数の平均値
Titanic Wine Credit Card
提案手法 (10等分) 3427.1464 1383.6747 55.3029
提案手法 (4等分) 3341.4737 1235.8775 0.7708
既存手法 (10等分) 1951.6597 294.5117 0.7352
既存手法 (4等分) 1876.4559 319.4935 0.6753
表 5.10: 分類サンプルを対象にした Stab(D)の計算結果（Titanic Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.87921036 0.86071641 0.91321988
提案手法 (4等分) 0.87995030 0.88545234 0.90561341
既存手法 (10等分) 0.83567803 0.80701527 0.79219585
既存手法 (4等分) 0.87031167 0.84394865 0.79379999
34
第 5 章　 実験・考察
表 5.11: 分類サンプルを対象にした Stab(D)の計算結果（Wine Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.74873290 0.74664048 0.77496284
提案手法 (4等分) 0.88993848 0.87715340 0.86856277
既存手法 (10等分) 0.73702308 0.71312275 0.68593491
既存手法 (4等分) 0.87046705 0.85908258 0.83803210
表 5.12: 分類サンプルを対象にした Stab(D)の計算結果（Credit Card Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.73451563 0.79356228 0.85274266
提案手法 (4等分) 0.62302430 0.66418897 0.67039528
既存手法 (10等分) 0.74522045 0.82898009 0.71673509
既存手法 (4等分) 0.67867615 0.64161219 0.59832471
表 5.13: 分類サンプルを対象にした際の少数派クラスに分類された摂動サンプル数の平均値
Titanic Wine Credit Card
提案手法 (10等分) 3531.1542 1345.5827 92.5040
提案手法 (4等分) 3487.0563 1222.4562 1.4558
既存手法 (10等分) 1978.4487 262.2052 1.3323
既存手法 (4等分) 1943.3051 287.1367 1.0104
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5.3.4 考察
5.3.3節で示した各手法における Stab(D)について，Titianic Datasetにおける結果をグラ
フ化したものを図 5.5に，Wine Datasetにおける結果をグラフ化したものを図 5.6に，Credit
Card Datasetにおける結果をグラフ化したものを図 5.7に示す．ただし，図中のAは，各デー
タセットのテストデータDtest中に含まれている少数派データに対する結果（表 5.6・表 5.7・
表 5.8）である．また，図中のBは，学習器に「少数派クラス」だと分類されたテストデータ
Dtest中のサンプルに対する結果（表 5.10・表 5.11・表 5.12）である．
図 5.5: 各手法における Stab(D)の分析結果（Titanic Dataset）
図 5.5と図 5.6の結果から，極端な不均衡データではないデータセット（Titanic Dataset・
Wine Dataset）では，LIMEと提案手法による Stab(D)の値は，ほぼ同等であることがわか
る．これは，極端な不均衡データではないデータセットに対して実行した場合にも，提案手法
は LIMEとほぼ同程度の安定性を実現できるということを示している．また，LIMEではLが
増加するごとに Stab(D)が減少している結果が多いことに対し，提案手法では L = 6に対す
る Stab(D)がL = 4, 5よりも高い結果が多い．これは，提案手法では 6番目までの「重要特徴
量」として選ばれる特徴量が，LIMEよりも限定的であるということを示しており，このこと
からも提案手法による説明が LIMEよりも安定的であることがわかる．
図 5.7の結果からは，10等分による離散化を行なった場合の提案手法における Stab(D)が，
他の手法よりも高いことがわかる．これは，極端な不均衡データに対して説明を生成した場合，
他の手法では安定性が劣化してしまうことに対して，提案手法は高い安定性を維持していると
いうことを示している．ただし，同じ提案手法による説明においても，4等分による離散化と
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図 5.6: 各手法における Stab(D)の分析結果（Wine Dataset）
図 5.7: 各手法における Stab(D)の分析結果（Credit Card Dataset）
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10等分による離散化では，安定性に大きな差が生じていることがわかる．これは，Credit Card
Fraud DatasetではPCA変換によって加工された量的変数が多く，4等分による離散化では各
区間の値域が広すぎたために，少数派クラスの特徴を上手く標本化することができなかったこ
とが原因だと考えられる．対してWine Datasetの結果（図 5.6）では，10等分による離散化よ
りも 4等分による離散化を用いた方がStab(D)が高くなっていることがわかる．これらの結果
から，最適な離散化方法はデータセットによって異なっており，必ずしも 10等分による離散
化の方が優れているとは限らないということがわかる．
表 5.9と表 5.13からは，各手法で生成される摂動サンプルについて，提案手法の方が xの属
する少数派クラスに近いサンプルをより多く生成できることがわかる．特に極端な不均衡デー
タ（Credit Card Fraud Dataset）では，既存手法によって生成される 5000個の摂動サンプル
の内，xと同じ少数派クラスに分類されるようなサンプルは 0または 1個となることが多い．
LIMEによる説明は，摂動サンプルに対する線形回帰によって生成される線形モデルに基づい
て作成されるため，これは少数派クラス xに対する根拠説明として妥当であるとは言えない．
対して提案手法では，少数派クラスに分類されるような摂動サンプルを複数生成しているた
め，妥当性という点においても提案手法による説明は，LIMEよりも優れていると言える．た
だし，データセット中の少数派クラス比率が 40%程度であるTitanic Datasetにおいてはその
限りではない可能性がある．LIMEで生成される摂動サンプルは，ほぼデータセット中の少数
派クラスと同程度の比率で少数派クラスに分類されているが，提案手法によって生成された摂
動サンプルでは，約 70%が少数派クラスに分類されている．提案手法においても，約 30%の摂
動サンプルが少数派クラスに属さないデータとなっているため，線形モデルの妥当性を著しく
損なうものではないと考えられるが，データセットと摂動サンプルの少数派クラス比率が必ず
しも一致しないという点には，留意する必要がある．
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6.1 説明の妥当性の評価
本論文では，各手法によって生成される説明の妥当性について，Jaccard係数から求められ
る安定性と，生成される摂動サンプル中の分類結果に基づいた性能評価を行なった．しかし，
機械学習の根拠説明の妥当性について，これらの指標のみを用いて正確に評価することは難
しい．
まず，説明の安定性と妥当性の関係性について述べる．本論文では，既存手法である LIME
の問題点として，同一の予測結果に対して，説明を生成するごとに異なる内容の説明が提示
されてしまう可能性を挙げている．しかし，生成される説明内容が不安定であることは，必ず
しもその説明の妥当性に問題があるということを示すものではない．具体例として，Titanic
Dataset中の生存者である顧客データ（”Survived” = 1）に対して複数回説明を生成した際に，
そのデータが「生存者である」と判断した根拠のうち，最も重要なものとして「年齢が 10歳未
満」であることを挙げた説明と，「性別が女性」であることを挙げた説明に分かれた場合を考
える．このデータに対して説明を 100件生成した際に「年齢が 10歳未満」を最重要とした説
明が 50件，「性別が女性」を最重要とした説明が 50件であった場合，最重要とする特徴量が
生成する度に変わる可能性が 50%だと考えられ，これらの説明は不安定であると考えられる．
しかし，説明対象となっているデータにおいて，その判断根拠として「年齢が 10歳未満」で
ある情報と「性別が女性」である情報は，共にそのデータが生存者である可能性が高いことを
示す内容であり，必ずしも妥当性の低い説明を生成したとは断定することはできない．このよ
うに，生成される説明の安定性の高さが，必ずしもその説明の妥当性を保証するものではない
ことは考慮する必要がある.
ただし，機械学習の判断根拠の説明として，LIMEや本手法を実用するケースを想定する場
合，安定性が高い説明の方が好まれると考えられる．これは，各手法によって生成される説明
を，利用者である人間が最終的な判断を下すための根拠として運用する際に，同一の入力に対
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しては可能な限り同様の内容である説明を生成する方が，説明に対する信頼性が高いと考え
られるためである．そのため本論文では，説明内容の安定性を性能評価の基準として採用して
いる．
また，生成される摂動サンプル中の分類結果と妥当性の関係性について述べる．本論文で
は，各手法において生成される摂動サンプルに対して学習器による分類を行い，分類結果にお
ける少数派クラスの割合に基づいて妥当性を評価した．しかし，摂動サンプル中の少数派クラ
スの割合が高いという事実は，必ずしも説明の妥当性を保証するものではない．摂動サンプル
は，説明の根拠となる線形モデルを線形回帰によって生成するために用いられるダミーデータ
である．そのため，摂動サンプルには少数派クラスに分類されるデータが一定数含まれている
ことで，学習器における分類境界に近い線形モデルを生成できる可能性が高まることが期待さ
れる．しかし，必ずしも線形モデルの妥当性を保証するものではないため，摂動サンプル中の
少数派クラスの割合から，説明の妥当性を正確に判断することは難しい．
ただし，既存手法で表 5.9・5.13や 5.3.4節で示した通り，極度な不均衡データに対してLIME
を実行した際に生成される摂動サンプルでは，少数派クラスに分類されるような摂動サンプル
の割合は極端に少なくなっている．また，先述した通り，少数派クラスに分類されるような摂
動サンプルが一定数含まれている方が，より妥当な線形モデルを生成できる可能性が高める事
ができる．これらの事実から，本論文では摂動サンプル中の少数派クラスの割合を，説明の妥
当性を評価する指標の１つとして採用している．
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7.1 まとめ
本論文では，不均衡データであるデータセットに対する学習結果に対しても，一貫した根拠
説明を生成することができる手法を提案した．本手法では，LIMEによる説明生成の過程の中
で，説明対象となる入力データに近いデータをランダムサンプリングする代わりに，不均衡
データにおける少数クラスに対するクラスタリングを用いることで，データセット中のクラス
比に影響されることのない一貫した根拠説明の生成を実現している．
本手法による説明の安定性を評価する実験として，クラス比が異なる３つのデータセットに
対して，LIMEと提案手法による説明生成を複数回実行し，その説明内容の類似度を比較した．
その結果から，本手法を用いることで，LIMEによる説明よりも安定的かつ一貫性のある説明
を生成することができるということがわかった．また，本手法による説明の妥当性を評価する
実験として，生成される説明の根拠となる線形モデルを作成する過程におけるサンプリングに
ついて，サンプリング後のデータに対して学習器による分類を行い，分類結果のクラス比を調
査した．その結果から，極端な不均衡データに対する説明においても，提案手法による説明生
成では入力データと同じクラスに属するサンプルを多く生成していることがわかり，既存手法
よりも妥当性の高い説明を生成していることがわかった．
7.2 今後の課題
7.2.1 適切な離散化方法の決定
本論文における実験では，量的変数の離散化について，各特徴量の値域を 4等分する離散化
（式 (3.1)）と 10等分する離散化（式 (4.1)）を行なった．しかし，5.3.4節でも述べた通り，デー
タセットによってStab(D)を最大化させる離散化方法が異なっていることが，本論文における
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実験からわかった．この結果は，データセット中の量的変数によって最適な離散化方法が異な
ることを示している．そのため，本手法の実用性を高めるために，データセットに対する最適
な離散化方法を定式化することが必要であると考えられる．
7.2.2 生起確率の混合
本手法における摂動サンプルの生成では，摂動サンプルにおける値の生起確率は，式 (4.2)に
よって定義されている．式 (4.2)は，入力データに近い少数派クラスデータのみに基づいた式
になっているため，データセット全体における各特徴量の分布と，少数派クラスデータにおけ
る分布が大きくかけ離れている場合には，本手法によって生成される摂動サンプルの妥当性が
損なわれる可能性がある．例えば，少数派クラスでは必ず同じ値になるような特徴量が存在し
た場合，式 (4.2)によって求められる生起確率は必ず 1となり，全ての摂動サンプルにおいても
その特徴量には同じ値が代入される．線形モデルを生成するためにRidge回帰を行う際に，全
ての摂動サンプルにおいて同じ値となっている特徴量については線形分離不可能となるため，
その特徴量が説明から外れることとなる．
このような問題を解決するためには，生起確率の計算式に少数派クラスデータにおける分布
だけでなく，データセット全体における分布も含めることが必要だと考えられる．つまり，式
(3.2)と式 (4.2)の混合から求められる生起確率を定式化することで，本手法が適用できるデー
タセットの規模を広げることができると考えられる．
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付録
A one-hot表現
本論文における one-hot表現とは，データセット中の変数を {0, 1}の 2値で表現される行列
表現に変換することである．カテゴリ変数を one-hot表現に変換することで，線形分離可能な
形に加工することができるため，機械学習の前処理で適用されることが多い．図A.1に，カテ
ゴリ変数を one-hot表現に変換した例を示す．
図 A.1: one-hot表現化の一例
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