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FRACTIONAL SMOOTHNESS IN Lp WITH DUNKL WEIGHT
AND ITS APPLICATIONS
D. V. GORBACHEV AND V. I. IVANOV
Abstract. We define fractional power of the Dunkl Laplacian, fractional mod-
ulus of smoothness and fractional K-functional in Lp-space with the Dunkl
weight. As application, we prove direct and inverse theorems of approximation
theory, and some inequalities for entire functions of spherical exponential type
in fractional settings.
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1. Introduction
During the last three decades, many important elements of harmonic analysis
with Dunkl weight on Rd and Sd−1 were proved; see, e.g., the papers by C.F. Dunkl
[8, 9, 10], M. Ro¨sler [27, 28, 29, 30], M.F.E. de Jeu [17, 18], K. Trime`che [36, 37],
Y. Xu [39, 40], and the recent works [1, 5, 6, 12, 13].
The classical translation operator f 7→ f( · + y) plays an important role both in
approximation theory and harmonic analysis, in particular, to introduce several
smoothness characteristics of f . In Dunkl harmonic analysis its analogue is the
generalized translation operator τ y defined by M. Ro¨sler [27]. Unfortunately, the
Lp-boundedness of τ y is not established in general.
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To overcome this difficulty, the spherical mean value of the translation operator
τ y was introduced in [21] and it was studied in [29], where, in particular, its
positivity was shown. In [14] we proved that this operator is a positive Lp-bounded
operator T t, which may be considered as a generalized translation operator. It
is worth mentioning that this operator can be applied to problems where it is
essential to deal with radial multipliers.
One application of this operator is basic inequalities of approximation theory
in the weighted Lp spaces. With the help of the operator T t and radial multi-
pliers from C∞(Rd) we defined in [14] integer power of Dunkl Laplacian, moduli
of smoothness, K-functional and proved the direct and inverse approximation
theorems, equivalence between moduli of smoothness and K-functional, weighted
analogues of Nikol’skii, Bernstein, and Boas inequalities for entire functions of
spherical exponential type.
In this paper we solve the same problems in fractional case. We define frac-
tional power of Dunkl Laplacian, fractional modulus of smoothness, fractional K-
functional and prove the direct and inverse approximation theorems, equivalence
between modulus of smoothness and K-functional, some weighted inequalities for
entire functions of spherical exponential type in fractional settings. The main
difficulty is that the multipliers that determine smoothness characteristics have a
singularity at zero. To overcome this difficulty, instead of the Schwartz space and
tempered distributions we use the weighted analogue of the Lizorkin space (see,
[20, 15, 31]), the space of Dunkl transforms of its functions, and distributions on
these spaces.
Let us now discuss some known results for fractional moduli of smoothness and
K-functionals in the non-weighted case. The modulus of smoothness of order α
of a function f ∈ Lp(X), X = R
d,Td, is given by
ωα(δ, f)Lp(X) := sup
|h|≤δ
∥∥∥∥
∞∑
ν=0
(−1)ν
(
α
ν
)
f
(
·+(α− ν)h
)∥∥∥∥
Lp(X)
,
(
α
ν
)
= α(α−1)...(α−ν+1)
ν!
,
(
α
0
)
= 1; for the main properties see [4, 32]. For definiteness,
consider f ∈ Lp(T
d). It is known that (for see, e.g., [19]), for any 1 < p <∞, and
α > 0,
(1.1) K(f, tα;Lp(T
d),W αp (T
d)) ≍ R(f, tα;Lp(T
d), T[1/t]) ≍ ωα(t, f)Lp(Td),
where the K-functional of f is given by
K(f, tα, Lp(T
d);W αp (T
d)) := inf
{
‖f − g‖Lp(Td) + t
α‖g‖W˙αp (Td) : g ∈ W
α
p (T
d)
}
and the realization of the K-functional is defined by
R(f, tα;Lp(T
d), T[1/t]) := inf
{
‖f − T‖Lp(Td) + t
α‖T‖W˙αp (Td) : T ∈ T[1/t]
}
.
Here, W αp (X) is the fractional Sobolev space, i.e.,
W αp (X) = {g ∈ Lp(X) : ‖g‖W˙αp (X) = ‖(−∆)
α/2g‖Lp(X) <∞}
and Tn is the space of all trigonometric polynomials of order at most n, i.e.,
Tn = span
{
ei〈k,x〉 : k ∈ Zd, |k|∞ = max
j
|kj| ≤ n
}
.
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The key result to obtain (1.1) is the following Nikol’skii–Stechkin–Boas-type in-
equality [19] on the relationship between norms of derivatives and differences of
trigonometric polynomials:
sup
ξ∈Rd, |ξ|=1
∥∥∥( ∂
∂ξ
)α
Tn
∥∥∥
Lp(Td)
≍ δ−αωα(δ, Tn)Lp(Td), Tn ∈ Tn,
where 0 < δ ≤ pi/n, 0 < p ≤ ∞, α > 0, and ( ∂
∂ξ
)αT is the directional derivative of
order α, that is, ( ∂
∂ξ
)α
T (x) =
∑
|k|∞≤[1/δ]
(i〈k, ξ〉)αcke
i〈k,x〉.
The direct and inverse inequalities are written as follows:
En(f)Lp(Td) . ωα(n
−1, f)Lp(Td) .
n∑
k=1
kα−1Ek−1(f)Lp(Td), α > 0,
where En(f)p is the best approximation of f ∈ Lp(T
d) by trigonometric polyno-
mials T ∈ Tn.
Similar results for functions on Rd can be found in [11, 32, 38].
The paper is organized as follows. In the next section, we give some basic
notation and facts of Dunkl harmonic analysis. In Section 2 we introduce nec-
essary spaces of distributions and define fractional power of Dunkl Laplacian,
fractional modulus of smoothness and fractional K-functional, associated to the
Dunkl weight. In Section 4, we prove equivalence between them as well as the
Jackson inequality. Section 5 consists of some weighted inequalities for entire
functions of exponential type in fractional settings. In Section 6, we obtain that
modulus of smoothness are equivalent to the realization of the K-functional. We
conclude with Section 7, where we prove the inverse theorems in Lp-spaces with
the Dunkl weight.
2. Notation and elements of Dunkl harmonic analysis
In this section, we recall the basic notation and results of the Dunkl harmonic
analysis, see, e.g., [30].
Throughout the paper, 〈x, y〉 denotes the standard Euclidean scalar product in
d-dimensional Euclidean space Rd, d ∈ N, equipped with a norm |x| =
√
〈x, x〉.
For r > 0 we write Br = {x ∈ R
d : |x| ≤ r}. Let Π be the set of all polynomials
of d variables. For α = (α1, . . . , αd) ∈ Z
d
+, a monomial x
α =
∏d
j=1 x
αj has degree
|α|1 =
∑d
j=1 αj . The degree of polynomial is the greatest degree of its monomials.
Πm denotes the set of all polynomials of degree at most m ∈ Z+.
We will assume that A . B means that A ≤ CB with a constant C > 0
depending only on nonessential parameters. Asymptotical equality A ≍ B means
that A . B and B . A. For α, β ∈ Zd+ the inequality α ≤ β means that αj ≤ βj ,
j = 1, . . . , d.
Define the following function spaces:
• Cb(R
d) the space of bounded continuous functions with the norm ‖f‖∞ =
supRd |f |,
• C0(R
d) the space of continuous functions which vanish at infinity,
• C∞(Rd) the space of infinitely differentiable functions,
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• C∞Π (R
d) the space of infinitely differentiable functions whose derivatives
have polynomial growth at infinity,
• C∞Π (R
d \ {0})={|x|pf(x) : f ∈ C∞Π (R
d), p ∈ R},
• S(Rd) the Schwartz space,
• S ′(Rd) the space of tempered distributions,
• X(R+) the space of even functions fromX(R), where X is one of the spaces
above,
• Xrad(R
d) the subspace of X(Rd) consisting of radial functions f(x) =
f0(|x|).
Let a finite subset R ⊂ Rd \ {0} be a root system, R+ positive subsystem of R,
G(R) ⊂ O(d) finite reflection group, generated by reflections {σa : a ∈ R}, where
σa is a reflection with respect to hyperplane 〈a, x〉 = 0, k : R → R+ G-invariant
multiplicity function. Recall that a finite subset R ⊂ Rd \ {0} is called a root
system, if
R ∩ Ra = {a,−a} and σaR = R for all a ∈ R.
Let
vk(x) =
∏
a∈R+
|〈a, x〉|2k(a)
be the Dunkl weight,
c−1k =
∫
Rd
e−|x|
2/2vk(x) dx, dµk(x) = ckvk(x) dx,
and Lp(Rd, dµk), 0 < p <∞, be the space of complex-valued Lebesgue measurable
functions f for which
‖f‖p,dµk =
(∫
Rd
|f |p dµk
)1/p
<∞.
We also assume that L∞ ≡ Cb and ‖f‖∞,dµk = ‖f‖∞.
Example. If the root system R is {±e1, . . . ,±ed}, where {e1, . . . , ed} is an or-
thonormal basis of Rd, then vk(x) =
∏d
j=1 |xj|
2kj , kj ≥ 0, G = Z
d
2.
Let
Dj,kf(x) = Djf(x) =
∂f(x)
∂xj
+
∑
a∈R+
k(a)〈a, ej〉
f(x)− f(σax)
〈a, x〉
, j = 1, . . . , d,
be differential-differences Dunkl operators and∆k =
∑d
j=1D
2
j be the Dunkl Lapla-
cian. The Dunkl kernel ek(x, y) = Ek(x, iy) is a unique solution of the system
Djf(x) = iyjf(x), j = 1, . . . , d, f(0) = 1,
and it plays the role of a generalized exponential function. Its properties are similar
to those of the classical exponential function ei〈x,y〉. Several basic properties follow
from an integral representation [28]:
ek(x, y) =
∫
Rd
ei〈ξ,y〉 dµkx(ξ),
where µkx is a probability Borel measure and supp µ
k
x ⊂ co({gx : g ∈ G(R)}). In
particular,
|ei(x,y)| ≤ 1, ek(x, y) = ek(y, x), ek(−x, y) = ek(x, y).
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For f ∈ L1(Rd, dµk), the Dunkl transform is defined by the equality
Fk(f)(y) =
∫
Rd
f(x)ek(x, y) dµk(x).
For k ≡ 0, F0 is the classical Fourier transform F . We also note that
Fk(e
−| · |2/2)(y) = e−|y|
2/2 and F−1k (f)(x) = Fk(f)(−x). Let
Ak =
{
f ∈ L1(Rd, dµk) ∩ Cb(R
d) : Fk(f) ∈ L
1(Rd, dµk)
}
.
Let us now list several basic of the properties of the Dunkl transform.
Proposition 2.1. (1) For f ∈ L1(Rd, dµk), Fk(f) ∈ C0(R
d).
(2) If f ∈ Ak, we have the pointwise inversion formula
f(x) =
∫
Rd
Fk(f)(y)ek(x, y) dµk(y).
(3) The Dunkl transform leaves the Schwartz space S(Rd) invariant.
(4) The Dunkl transform extends to a unitary operator in L2(Rd, dµk).
Let λ ≥ −1/2 and Jλ(t) be the classical Bessel function of degree λ and
jλ(t) = 2
λΓ(λ+ 1)t−λJλ(t)
be the normalized Bessel function. Set
b−1λ =
∫ ∞
0
e−t
2/2t2λ+1 dt = 2λΓ(λ+ 1), dνλ(t) = bλt
2λ+1 dt, t ∈ R+.
The norm in Lp(R+, dνλ), 1 ≤ p <∞, is given by
‖f‖p,dνλ =
(∫
R+
|f(t)|p dνλ(t)
)1/p
.
The Hankel transform is defined as follows
Hλ(f)(r) =
∫
R+
f(t)jλ(rt) dνλ(t), r ∈ R+.
It is a unitary operator in L2(R+, dνλ) and H
−1
λ = Hλ [2, Chap. 7].
Note that if λ = d/2 − 1, the Hankel transform is a restriction of the Fourier
transform on radial functions and if λ = λk = d/2− 1 +
∑
a∈R+
k(a) of the Dunkl
transform. If f(x) = f0(|x|), then
(2.1) Fk(f)(y) = Hλkf0(|y|).
Let Sd−1 = {x′ ∈ Rd : |x′| = 1} be the Euclidean sphere and dσk(x
′) =
akvk(x
′) dx′ be the probability measure on Sd−1. We have∫
Rd
f(x) dµk(x) =
∫ ∞
0
∫
Sd−1
f(tx′) dσk(x
′) dνλk(t).
We need the following partial case of the Funk–Hecke formula [40]
(2.2)
∫
Sd−1
ek(x, ty
′) dσk(y
′) = jλk(t|x|).
Let y ∈ Rd be given. M. Ro¨sler [27] defined a generalized translation operator
τ y in L2(Rd, dµk) by the equation
Fk(τ
yf)(z) = ek(y, z)Fk(f)(z).
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Since |ek(y, z)| ≤ 1 then ‖τ
y‖2→2 ≤ 1.
The operator τ yf is not positive in common case (see [26, 34]) and it remains
an open question whether τ yf is an Lp bounded operator on S(Rd) for p 6= 2. It
is known only for G = Zd2 ([26, 34]).
Some more we can say about the operator τ y, considering it on a subspace of
radial functions.
Proposition 2.2 ([29, 34, 14]). (1) If f ∈ Ak,rad, then pointwise
τ yf(x) =
∫
Rd
ek(y, z)ek(x, z)Fk(f)(z) dµk(z).
(2) The operator τ yf is positive on radial functions. If f ∈ Cb,rad(R
d), then
τ yf(x) =
∫
Rd
f(z) dρkx,y ∈ Cb(R
d × Rd),
where ρkx,y is a radial probability Borel measure and supp ρ
k
x,y ⊂ B|x|+|y|. In partial,
τ y1 = 1.
(3) If f ∈ Srad(R
d), 1 ≤ p ≤ ∞, then ‖τ yf‖p,dµk ≤ ‖f‖p,dµk and the operator τ
t
can be extended to Lprad(R
d, dµk) with preservation of the norm.
Let
(2.3) λk = d/2− 1 +
∑
a∈R+
k(a), dk = 2(λk + 1).
The number dk plays the role of the generalized dimension of the space (R
d, dµk).
We have λk ≥ −1/2 and, moreover, λk = −1/2 only if d = 1 and k ≡ 0. In what
follows we assume that λk > −1/2 and dk > 1.
Let t ∈ R+. In [14] we defined new generalized translation operator T
t in
L2(Rd, dµk) by relation
(2.4) Fk(T
tf)(y) = jλk(t|y|)Fk(f)(y).
Since |jλk(t)| ≤ 1, then ‖T
t‖2→2 ≤ 1.
Let us list several basic of the properties of T t, t ∈ R+.
Proposition 2.3 ([14, 29]). (1) If f ∈ Ak, then pointwise
T tf(x) =
∫
Rd
jλk(t|y|)ek(x, y)Fk(f)(y) dµk(y) =
∫
Sd−1
τ ty
′
f(x) dσk(y
′).
(2) The operator T t is positive. If f ∈ Cb(R
d), then
T tf(x) =
∫
Rd
f(z) dσkx,t(z) ∈ Cb(R+ × R
d),
where σkx,t is a probability Borel measure and supp σ
k
x,t ⊂
⋃
g∈G
{z ∈ Rd : |z−gx| ≤ t}.
In partial, T t1 = 1.
(3) If f ∈ S(Rd), 1 ≤ p ≤ ∞, then ‖T tf‖p,dµk ≤ ‖f‖p,dµk and the operator T
t
can be extended to Lp(Rd, dµk) with preservation of the norm.
Note that for k ≡ 0, T t is the usual spherical mean
T tf(x) = Stf(x) =
∫
Sd−1
f(x+ ty′) dσ0(y
′).
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Let g(y) = g0(|y|) be a radial function. S. Thangavelu and Yu. Xu [34] defined
a convolution
(2.5) (f ∗k g)(x) =
∫
Rd
f(y)τxg(−y) dµk(y).
Proposition 2.4 ([34, 14]). (1) If f ∈ Ak, g ∈ L
1
rad(R
d, dµk), then
(f ∗k g)(x) =
∫
Rd
τ−yf(x)g(y) dµk(y) ∈ Ak,
and
Fk(f ∗k g)(y) = Fk(f)(y)Fk(g)(y), y ∈ R
d.
(2) Let 1 ≤ p ≤ ∞. If f ∈ Lp(Rd, dµk), g ∈ L
1
rad(R
d, dµk), then (f ∗k g) ∈
Lp(Rd, dµk), and
(2.6) ‖(f ∗k g)‖p,dµk ≤ ‖f‖p,dµk‖g‖1,dµk .
Remark 2.1. The inequality (2.6) was proved in [34] under additional condition of
boundedness g. This condition can be omitted. Indeed, by Ho¨lder’s inequality
|(f ∗k g)(x)| =
∣∣∣∫
Rd
f(y)τxg(−y) dµk(y)
∣∣∣
≤
(∫
Rd
|f(y)|p|τxg(−y)| dµk(y)
)1/p(∫
Rd
|τxg(−y)| dµk(y)
)1−1/p
,
and by Proposition 2.2
‖(f ∗λk g0)‖p,dνλk ≤
(∫
Rd
∫
Rd
|f(y)|p|τxg(−y)| dµk(y) dµk(x)
)1/p
‖g‖
1−1/p
1,dµk
=
(∫
Rd
|f(y)|p
∫
Rd
|τ−yg(x)| dµk(x) dµk(y)
)1/p
‖g‖
1−1/p
1,dµk
≤ ‖f‖p,dµk‖g‖1,dµk .
3. Best approximation, smoothness characteristics
and the K-functional
Let Cd be the complex Euclidean space of d dimensions. Let also z =
(z1, . . . , zd) ∈ C
d, Im z = (Im z1, . . . , Im zd), and σ > 0.
We define two classes of entire functions: Bσp,k and B˜
σ
p,k. We say that a function
f ∈ Bσp,k if f ∈ L
p(Rd, dµk) is such that its analytic continuation to C
d satisfies
|f(z)| ≤ cεe
(σ+ε)|z|, ∀ε > 0, ∀z ∈ C.
The smallest σ = σf in this inequality is called a spherical type of f . In other
words, the class Bσp,k is the collection of all entire functions of spherical type at
most σ.
We say that a function f ∈ B˜σp,k if f ∈ L
p(Rd, dµk) is such that its analytic
continuation to Cd satisfies
|f(z)| ≤ cfe
σ|Im z|, ∀z ∈ Cd.
Both classes coincide [14] and by the Paley–Wiener theorem for tempered dis-
tributions (see [18, 37]) we get the following characterization.
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Proposition 3.1 ([14]). A function f ∈ Bσp,k, 1 ≤ p < ∞, iff f ∈ L
p(Rd, dµk) ∩
Cb(R
d) and suppFk(f) ⊂ Bσ.
The Dunkl transform Fk(f) in Proposition 3.1 is understood as a function for
1 ≤ p ≤ 2 and as a tempered distribution for p > 2.
Let
Eσ(f)p,dµk = inf{‖f − g‖p,dµk : g ∈ B
σ
p,k}
be the value of the best approximation of a function f ∈ Lp(Rd, dµk) by entire
functions of spherical exponential type at most σ. The best approximation is
achieved [14].
Now we define the fractional power of the Dunkl Laplacian. Let
Φk =
{
f ∈ S(Rd) :
∫
Rd
xαf(x) dµk(x) = 0, α ∈ Z
d
+
}
be the weighted Lizorkin space (see, [20, 15, 31]),
Ψk = {Fk(f) : f ∈ Φk}.
At the spaces Φk and Ψk we consider the same convergence as in S(R
d).
We proved [15] that
Ψk = Ψ0 = {F(f) : f ∈ Φ0} = {f ∈ S(R
d) : Dαf(0) = 0, α ∈ Zd+},
where Dαf(x) =
∏d
j=1D
αj
j f(x), α ∈ Z
d
+, and Djf(x) = Dj,0f(x) is the usual
partial derivative with respect to a variable xj , j = 1, . . . , d.
The spaces Φk and Ψk are closed. It is evidently for the space Ψk. If a sequence
{ϕn} ⊂ Φk converges to ϕ in Φk then ϕ ∈ S(R
d) and the orthogonality of ϕ to
the polynomial xn follows from estimation∣∣∣∫
Rd
xnϕ(x) dµk(x)
∣∣∣ = ∣∣∣∫
Rd
xn(ϕ(x)− ϕn(x)) dµk(x)
∣∣∣
.
∫
Rd
(1 + |x|2)−m dµk(x) ‖(1 + |x|
2)m+n/2(ϕ(x)− ϕn(x))‖∞,
where m > dk/2. The space Φk is dense in L
p(Rd, dµk), 1 ≤ p <∞ [15].
Let Φ′k and Ψ
′
k be the spaces of distributions on Φk and Ψk accordingly. We have
S ′(Rd) ⊂ Φ′k, S
′(Rd) ⊂ Ψ′k. We can multiply distributions from Ψ
′
k on functions
from C∞Π (R
d \ {0}).
Lemma 3.1. If g ∈ C∞Π (R
d \ {0}), f ∈ Ψ′k, then gf ∈ Ψ
′
k, where
〈gf, ψ〉 = 〈f, gψ〉, ψ ∈ Ψk.
Proof. It is necessary to prove that if a sequence {ψl} ⊂ Ψk converges to zero in
topology of S(Rd), then the sequence {gψl} ⊂ Ψk converges to zero in topology of
S(Rd) too. We can prove it only for the sequence {|x|rψl}, since g(x) = |x|
rg1(x),
g1 ∈ C
∞
Π (R
d), and the sequence {g1ψl} converges to zero in topology of S(R
d).
The topology of S(Rd) is generated by a countable family of norms
pn,α(ϕ) = sup
x
(1 + |x|2)n/2|Dαϕ(x)|, ϕ ∈ S(Rd), n ∈ Z+, α ∈ Z
d
+.
It is known that this topology on Ψk is equivalent to the topology defined by a
countable family of norms
(3.1) qn,α,m(ψ) = sup
x
(1 + |x|2)n/2|x|−m|Dαψ(x)|, ψ ∈ Ψk, m ∈ Z+
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(see, [31]). Using Liouville formula
Dα(|x|rψ(x)) =
∑
β≤α
cα,βD
β(|x|r)Dα−βψ(x) =
∑
β≤α
cα,β
|β|1∑
s=1
|x|r−2sts,β(x)D
α−βψ(x),
where ts,β(x) are polynomials of degree at most s, we can estimate pn,α(| · |
rψ)
through a finite sum of norms (3.1). Lemma 3.1 is proved. 
Remark 3.1. Next, using multipliers from C∞Π (R
d \ {0}) and Dunkl transform we
define several distributions. Since a sequence {ϕl} ⊂ Φk converges to zero in
topology of S(Rd), iff the sequence {Fk(ϕl)} ⊂ Ψk converges to zero in topology
of S(Rd), then by Lemma 3.1 all functionals will be continue.
Let f ∈ S ′(Rd). If f(Ψk) = 0, then supp f = {0} and f =
∑
|α|1≤N
cαD
αδ0,
where 〈δ0, ϕ〉 = ϕ(0). Since Fk(
∑
|α|1≤N
cαD
αδ0) ∈ Π, then f ∈ Π if f(Φk) = 0.
So, if f = 0 in Φ′k and f /∈ Π, then f = 0 in S
′(Rd). We can assume that Φ′k
is a factor space Φ′k = S
′(Rd)/Π. Further distributions from Φ′k, differing by the
polynomial, we will not distinguish. Analogously, Ψ′k = S
′(Rd)/Fk(Π).
Let r > 0. First we define the r-th power of the Dunkl Laplacian for ϕ ∈ Φk as
follows
(−∆k)
rϕ = F−1k (| · |
2rFk(ϕ)) = Fk(| · |
2rF−1k (ϕ)) ∈ Φk.
For f ∈ Φ′k the distribution (−∆k)
rf ∈ Φ′k is defined by relation
〈(−∆k)
rf, ϕ〉 = 〈f, (−∆k)
rϕ〉 = 〈f,F−1k (| · |
2rFk(ϕ))〉, ϕ ∈ Φk.
Let W rp,k, 1 ≤ p ≤ ∞, be the Sobolev space, that is,
W rp,k = {f ∈ L
p(Rd, dµk) : (−∆k)
r/2f ∈ Lp(Rd, dµk)}
equipped with the Banach norm
‖f‖W r
p,k
= ‖f‖p,dµk + ‖(−∆k)
r/2f‖p,dµk .
Now for distributions we define direct and inverse Dunkl transforms Fk,F
−1
k ,
generalized translation operators τ y, T t, and convolution (f ∗k g).
For f ∈ Φ′k direct Dunkl transform Fk(f) ∈ Ψ
′
k is defined by
〈Fk(f), ψ〉 = 〈f,Fk(ψ)〉, ψ ∈ Ψk.
For g ∈ Ψ′k inverse Dunkl transform F
−1
k (g) ∈ Φ
′
k is defined by
〈F−1k (g), ϕ〉 = 〈g,F
−1
k (ϕ)〉, ϕ ∈ Φk.
We have
F−1k (Fk(f)) = f, Fk(F
−1
k (g)) = g, f ∈ Φ
′
k, g ∈ Ψ
′
k.
Note that f = g in Φ′k iff Fk(f) = Fk(g) in Ψ
′
k.
For f ∈ Φ′k the generalized translation operators τ
yf, T tf ∈ Φ′k are defined as
follows
〈τ yf, ϕ〉 = 〈f, τ−yϕ〉 = 〈f,F−1k (ek(−y, ·)Fk(ϕ))〉, ϕ ∈ Φk, y ∈ R
d,
〈T tf, ϕ〉 = 〈f, T tϕ〉 = 〈f,F−1k (jλk(t| · |)Fk(ϕ))〉, ϕ ∈ Φk, t ∈ R+.
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For the Dunkl transform of the considered operators and their compositions we
have the following easily verifiable equalities
(3.2)
Fk((−∆k)
rf) = | · |2rFk(f), Fk(τ
yf) = ek(y, · )Fk(f),
Fk((−∆k)
rτ yf) = | · |2rek(y, ·)Fk(f), Fk(T
tf) = jλk(t| · |)Fk(f),
Fk((−∆k)
rT tf) = | · |2rjλk(t| · |)Fk(f),
Fk(T
t(τ yf)) = jλk(t| · |)ek(y, · )Fk(f).
This implies the commutativity of these compositions.
Let ϕ ∈ Φk, ϕˇ(y) = ϕ(−y). We call f ∈ Φ
′
k even if 〈f, ϕˇ〉 = 〈f, ϕ〉. Even g ∈ Ψ
′
k
is defined similarly. Note that f ∈ Φ′k is even iff F(f) ∈ Ψ
′
k is even.
Let Nk be a set of even f ∈ Φ
′
k for which Fk(f) ∈ C
∞
Π (R
d \ {0}). For f ∈ Nk
and ϕ ∈ Φk we set
(f ∗k ϕ)(x) = 〈τ
xf, ϕˇ〉 = 〈f, τ−xϕˇ〉.
Lemma 3.2. If g ∈ Nk, ϕ ∈ Φk, then (g ∗k ϕ) ∈ Φk and
(g ∗k ϕ)(x) = F
−1
k (Fk(g)Fk(ϕ))(x), Fk(g ∗k ϕ)(y) = Fk(g)(y)Fk(ϕ)(y).
Proof. We have
τ−xϕˇ(y) = F−1k (ek(−x, · )Fk(ϕˇ))(y)
=
∫
Rd
ek(−x, z)ek(y, z)Fk(ϕˇ)(z) dµk(z)
=
∫
Rd
ek(−x, z)ek(y, z)Fk(ϕ)(−z) dµk(z)
=
∫
Rd
ek(x, z)ek(−y, z)Fk(ϕ)(z) dµk(z)
= Fk(ek(x, · )Fk(ϕ))(y) = τ
xϕ(−y) ∈ Φk(R
d).
Hence, by definition
(g ∗k ϕ)(x) = 〈g, τ
−xϕˇ〉 = 〈g,Fk(ek(x, ·)Fk(ϕ))〉 = 〈Fk(g), ek(x, · )Fk(ϕ)〉
=
∫
Rd
ek(x, z)Fk(g)(z)Fk(ϕ)(z) dµk(z)
= F−1k (Fk(g)Fk(ϕ))(x) ∈ Φk(R
d).
Lemma 3.2 is proved. 
Using Lemma 3.2, we can define a convolution (f ∗k g) ∈ Φ
′
k for f ∈ Φ
′
k and
g ∈ Nk as follows
(3.3) 〈(f ∗k g), ϕ〉 = 〈f, (g ∗k ϕ) 〉, ϕ ∈ Φk.
By Lemma 3.3 and Fk(Fk(ψ)) = ψˇ for ψ ∈ Ψk, we obtain
〈Fk(f ∗k g), ψ〉 = 〈(f ∗k g),Fk(ψ)〉 = 〈f, (g ∗k Fk(ψ))〉
= 〈f,F−1k (Fk(g)Fk(Fk(ψ)))〉 = 〈f,F
−1
k (Fk(g)ψˇ)〉
= 〈f,Fk(Fk(g)ψ)〉 = 〈Fk(f),Fk(g)ψ〉 = 〈Fk(g)Fk(f), ψ〉,
hence
(3.4) Fk(f ∗k g) = Fk(g)Fk(f)
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We give some simple properties of convolution. The distribution | · |r ∈ Ψ′k is
even, Gr = F
−1
k (| · |
r) ∈ Nk and (−∆)
r/2f = (f ∗k Gr) for f ∈ Φ
′
k. If g1, g2 ∈ Nk,
then (g1 ∗k g2) ∈ Nk and (g1 ∗k g2) = (g2 ∗k g1). If f ∈ Φ
′
k and g1, g2 ∈ Nk then
(f ∗k (g1 ∗k g2)) = ((f ∗k g1) ∗k g2).
We have
(−∆k)
r(f ∗k g) = ((−∆k)
rf ∗k g).
Indeed, by (3.2), (3.4),
Fk((−∆k)
r(f ∗k g)) = | · |
2rFk(f ∗k g) = | · |
2rFk(f)Fk(g)
= Fk((−∆k)
rf)Fk(g) = Fk((−∆k)
rf ∗k g).
Lemma 3.3. If r > 0, 1 ≤ p ≤ ∞, then S(Rd) ⊂ W rp,k. More exactly, if
f ∈ S(Rd), then Fk(| · |
rFk(f)) ∈ L
1(Rd, dµk) and (−∆)
r/2f ∈ Ak.
Proof. As Fk((−∆)
r/2f)(y) = |y|rFk(f)(y)=|y|
rg(y), where g ∈ S(Rd) and
|y|rg(y) ∈ L1(Rd, dµk) ∩ Cb(R
d), it is sufficient to show Fk(| · |
rg) ∈ L1(Rd, dµk).
We have
|y|r = (1 + |y|2)r
(
1−
1
1 + |y|2
)r
=
∞∑
s=0
(−1)s
(
r
s
)
1
(1 + |y|2)s−r
,
where according to the complement formula and the asymptotic of the gamma-
function as s→∞(
r
s
)
=
Γ(r + 1)
Γ(s+ 1)Γ(r − s+ 1)
=
sin pi(s− r)Γ(r + 1)Γ(s− r)
piΓ(s+ 1)
= O
( 1
sr+1
)
,
and
(3.5)
∞∑
s=1
∣∣∣(r
s
)∣∣∣ = c(r) <∞.
Let us consider the following decomposition
|y|rg(y) =
∑
s≤r
(−1)s
(
r
s
)
g(y)
(1 + |y|2)s−r
+
∑
s>r
(−1)s
(
r
s
)
g(y)
(1 + |y|2)s−r
= g1(y)+g2(y).
Since g1 ∈ S(R
d), then Fk(g1) ∈ L
1(Rd, dµk). Further from (2.1) for any α > 0
hα(y) = Fk((1 + | · |
2)−α)(y) = Hλk((1 + ( · )
2)−α)(|y|).
It is known [24] that Hλk((1 + ( · )
2)−α) ∈ L1(R+, dνλk) and
‖hα‖1,dµk = ‖Hλk((1 + ( · )
2)−α)‖1,dνλk ≤ 1.
By Proposition 2.4 we obtain Fk((f ∗k hα))(y) = (1 + |y|
2)−αg(y) and
‖Fk((1 + | · |
2)−αg)‖1,dµk ≤ ‖hα‖1,dµk‖f‖1,dµk ≤ ‖f‖1,dµk ,
therefore from (3.5)
‖Fk(g2)‖1,dµk ≤
∑
s>r
∣∣∣(r
s
)∣∣∣‖hs−r‖1,dµk‖f‖1,dµk ≤ c(r)‖f‖1,dµk .
Lemma 3.3 is proved. 
Lemma 3.4. If f ∈ Lp(Rd, dµk), g ∈ L
1
rad(R
d, dµk), Fk(g) ∈ Nk, then both con-
volutions (2.5) and (3.3) of these functions coincide.
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Proof. Set
(f ∗k g)(x) =
∫
Rd
f(y)τxg(−y) dµk(y).
By Proposition 2.4 (f ∗k g) ∈ L
p(Rd, dµk) and (f ∗k g) ∈ Φ
′
k. It is sufficiently to
prove the equality Fk(f ∗k g) = Fk(g)Fk(f) in Ψ
′
k. For any ψ ∈ Ψk we have
〈Fk(f ∗k g), ψ〉 = 〈(f ∗k g),Fk(ψ)〉
=
∫
Rd
∫
Rd
f(y)τxg(−y) dµk(y)Fk(ψ)(x) dµk(x)
=
∫
Rd
f(y)
∫
Rd
τ−yg(x)Fk(ψ)(x) dµk(x)dµk(y).
Since ∫
Rd
τ−yg(x)Fk(ψ)(x) dµk(x)
=
∫
Rd
∫
Rd
ek(−y, z)ek(x, z)Fk(g)(z) dµk(z)Fk(ψ)(x) dµk(x)
=
∫
Rd
ek(−y, z)Fk(g)(z)ψ(z) dµk(z) = Fk(Fk(g)ψ)(y),
then
〈Fk(f ∗k g), ψ〉 =
∫
Rd
f(y)Fk(Fk(g)ψ) dµk = 〈f,Fk(Fk(g)ψ)〉
= 〈Fk(f),Fk(g)ψ〉 = 〈Fk(g)Fk(f), ψ〉.
Lemma 3.4 is proved. 
Define the K-functional for the couple (Lp(Rd, dµk),W
r
p,k) as follows
Kr(t, f)p,dµk = inf{‖f − g‖p,dµk + t
r‖(−∆k)
r/2g‖p,dµk : g ∈ W
r
p,k}.
Note that for any f1, f2 ∈ L
p(Rd, dµk) and g ∈ W
r
p,k, we have
‖f1 − g‖p,dµk + t
r‖(−∆k)
rg‖p,dµk
≤ ‖f2 − g‖p,dµk + t
r‖(−∆k)
r/2g‖p,dµk + ‖f1 − f2‖p,dµk
and hence,
(3.6) |Kr(t, f1)p,dµk −Kr(t, f2)p,dµk | ≤ ‖f1 − f2‖p,dµk .
If f ∈ W rp,k, then Kr(t, f)p,dµk ≤ t
r‖(−∆k)
r/2f‖p,dµk and limt→0Kr(t, f)p,dµk = 0.
This, (3.6) and Lemma 3.3 imply that, for any f ∈ Lp(Rd, dµk),
(3.7) lim
t→0
Kr(t, f)p,dµk = 0.
Another important property of the K-functional is
(3.8) Kr(λt, f)p,dµk ≤ max{1, λ
r}Kr(t, f)p,dµk .
Let I be an identical operator and m > 0. Consider the following difference
(3.9) ∆mt f(x) = (I − T
t)m/2f(x) =
∞∑
s=0
(−1)s
(
m
2
s
)
(T t)sf(x).
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Difference (3.9) coincide with the classical fractional difference for the translation
operator T tf(x) = f(x+ t) and correspond to the usual definition of the fractional
modulus of smoothness.
The modulus of smoothness of order m of a function f ∈ Lp(Rd, dµk) is de-
fined by
ωm(δ, f)p,dµk = sup
0<t≤δ
‖∆mt f(x)‖p,dµk ,
Let us mention some basic properties of this modulus of smoothness. Using the
triangle inequality, Proposition 2.3 and (3.5), we obtain
(3.10)
ωm(δ, f1 + f2)p,dµk ≤ ωm(δ, f1)p,dµk + ωm(δ, f2)p,dµk ,
ωm(δ, f)p,dµk ≤ c(m/2)‖f‖p,dµk .
Let t ∈ R+,
jλk,m(t) =
∞∑
s=0
(−1)s
(m
2
s
)(
jλk(t)
)s
= (1− jλk(t))
m/2,
where λk is defined in (2.3). Since jλk ,m(|y|) ∈ C
∞
Π (R
d \ {0}), then for ϕ ∈ Φk by
(2.4) and (3.9),
Fk(∆
m
t ϕ)(y) = jλk,m(t|y|)Fk(ϕ)(y) ∈ Ψk,
and ∆mt ϕ ∈ Φk. Hence, for f ∈ Φ
′
k we can define distributions ∆
m
t f ∈ Φ
′
k and
Fk(∆
m
t f) ∈ Ψ
′
k by equalities
〈∆mt f, ϕ〉 = 〈f,∆
m
t ϕ〉 = 〈f,F
−1
k (jλk ,m(t| · |)Fk(ϕ))〉, ϕ ∈ Φk,
〈Fk(∆
m
t f), ψ〉 = 〈f,∆
m
t Fk(ψ)〉 = 〈f,Fk(jλk,m(t| · |)ψ)〉, ψ ∈ Ψk.
In the last definition we used the equality
F−1k (jλk ,m(t| · |)Fk(ϕ))(x) = Fk(jλk,m(t| · |)F
−1
k (ϕ))(x).
Since
〈f,Fk(jλk,m(t| · |)ψ)〉 = 〈Fk(f), jλk,m(t| · |)ψ〉 = 〈jλk,m(t| · |)Fk(f), ψ〉,
then
(3.11) Fk(∆
m
t f) = jλk,m(t| · |)Fk(f),
Applying (3.2), we obtain
(3.12) Fk(∆
m
t (−∆k)
r/2f)) = Fk((−∆k)
r/2∆mt f)) = | · |
rjλk ,m(t| · |)Fk(f).
The function jλk ,m(t) has zero of order m at the origin. Indeed, applying the
expansion
jλ(t) =
∞∑
k=0
(−1)kΓ(λ+ 1)(t/2)2k
k! Γ(k + λ+ 1)
,
we get jλk ,m(t) ≍ t
m as t→ 0.
Lemma 3.5. If m, r > 0, 1 ≤ p ≤ ∞, and f ∈ Lp(Rd, dµk), then
(3.13) ωm+r(δ, f)p,dµk ≤ c(r/2)ωm(δ, f)p,dµk .
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Proof. Since for f ∈ Φ′k by (3.2), (3.11),
Fk(∆
m+r
t f) = (1− jλk(t))
(m+r)/2Fk(f)
= (1− jλk(t))
r/2(1− jλk(t))
m/2Fk(f)
=
∞∑
s=0
(−1)s
(
r
2
s
)
(jλk(t))
sFk(∆
m
t f),
then
∆m+rt f =
∞∑
s=0
(−1)s
(
r
2
s
)
(T t)s∆mt f.
Using for f ∈ Lp(Rd, dµk) Proposition 2.3, we get
‖∆m+rt f‖p,dµk ≤ c(r/2)‖∆
m
t f‖p,dµk .
Lemma 3.5 is proved.

4. Jackson’s inequality and equivalence of modulus of smoothness
and K-functional
4.1. Main results. First we state the Jackson-type inequality.
Theorem 4.1. Let σ > 0, 1 ≤ p ≤ ∞, r ≥ 0, m > 0. We have, for any f ∈ W rp,k,
(4.1) Eσ(f)p,dµk .
1
σr
ωm
( 1
σ
, (−∆k)
r/2f
)
p,dµk
.
Remark 4.1. From the proof of Theorem 4.1 we will see that inequality (4.1) can
be equivalently written as
Eσ(f)p,dµk .
1
σr
‖∆m1/σ((−∆k)
r/2f)‖p,dµk ,
The next theorem provides an equivalence between modulus of smoothness and
the K-functional.
Theorem 4.2. If δ, r > 0, 1 ≤ p ≤ ∞, then for any f ∈ Lp(Rd, dµk)
(4.2) Kr(δ, f)p,dµk ≍ ωr(δ, f)p,dµk ≍ ‖∆
r
δf‖p,dµk .
We follow the proofs in [14]. We will treat functions from Lp(Rd, dµk) as distri-
butions from Φ′k and will use material of section 3. Although the elements of Φ
′
k
are equivalence classes, in each equivalence class there is only one element from
Lp(Rd, dµk).
4.2. Properties of the de la Valle´e Poussin type operators. Let η ∈ S(Rd)
be such that η(x) = 1 if |x| ≤ 1, η(x) > 0 if |x| < 2, and η(x) = 0 if |x| ≥ 2.
Denote
ηr(x) =
1− η(x)
|x|r
, η̂k,r(y) = Fk(ηr)(y).
We have ηr ∈ C
∞
Π (R
d), ηr ∈ Ψk, η̂k,r ∈ Nk. If t = |x|, η0(t) = η(x), and
ηr0(t) = ηr(x), then by (2.1) Fk(ηr)(y) = Hλk(ηr0)(|y|).
Lemma 4.3 ([14]). We have η̂k,r ∈ L
1(Rd, dµk), where r > 0.
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For m, r > 0 and m ≥ r, we set
g∗m,r(y) := |y|
−rjλk,m(|y|), gm,r(x) := Fk(g
∗
m,r)(x),
gtm,r(x) := t
r−2λk−2gm,r
(x
t
)
.
Since
g∗m,r(y) = jλk ,m(|y|)ηr(y) + |y|
m−r jλk ,m(|y|)
|y|m
η(y),
jλk,m(|y|)
|y|m
∈ C∞Π (R
d),
jλk,m(|y|)
|y|m
η(y) ∈ S(Rd),
and by (3.2)
Fk(jλk,mηr)(x) =
∞∑
s=0
(−1)s
(
m
s
)
(T 1)sη̂λk,r(x),
then boundedness of the operator T 1 in L1(Rd, dµk) and Lemmas 3.3, 4.3 imply
that
(4.3)
gm,r, g
t
m,r ∈ L
1(Rd, dµk), ‖g
t
m,r‖1,dµk = t
r‖gm,r‖1,dµk ,
F−1k (g
t
m,r)(y) = Fk(g
t
m,r)(y) = t
rg∗m,r(ty) = |y|
−rjλk,m(t|y|).
Lemma 4.4. Let m, r > 0, m ≥ r, 1 ≤ p ≤ ∞, and f ∈ W rp,k. We have
(4.4) ∆mt f = ((−∆k)
rf ∗k g
t
m,r)
and
(4.5) ‖∆mt f‖p,dµk . t
r‖(−∆k)
r/2f‖p,dµk .
Proof. Applying (3.2), (3.4), (3.11), and (4.3), we obtain that for f ∈ Φ′k,
Fk(∆
m
t f)(y) = jλk ,m(t|y|)Fk(f)(y) = |y|
rFk(f)(y)
jλk,m(t|y|)
|y|r
= Fk((−∆k)
rf)(y)Fk(g
t
m,r)(y) = Fk((−∆k)
rf ∗k g
t
m,r),
and the equality (4.4) is fulfilled. If f ∈ W rp,k, then (−∆k)
r/2f ∈ Lp(Rd, dµk)
and the inequality (4.5) follows from (4.3), (4.4), Lemma 3.4 and Proposition 2.4.
Lemma 4.4 is proved. 
Let f ∈ Lp(Rd, dµk). We set θ(x) = Fk(η)(x) and θσ(x) = θ(x/σ). Then θ,
θσ ∈ S(R
d). The de la Valle´e Poussin type operator is given by Pσ(f) = (f ∗k θσ).
By (3.4),
Fk(Pσ(f))(y) = η(y/σ)Fk(f)(y).
Lemma 4.5 ([14]). If σ > 0, 1 ≤ p ≤ ∞, f ∈ Lp(Rd, dµk), then
(1) Pσ(f) ∈ B
2σ
p,k and Pσ(g) = g for any g ∈ B
σ
p,k;
(2) ‖Pσ(f)‖p,dµk . ‖f‖p,dµk;
(3) ‖f − Pσ(f)‖p,dµk . Eσ(f)p,dµk .
Let λ ≥ −1/2, t ∈ R+, r ≥ 0,
Bλf(t) = f
′′(t) +
2λ+ 1
t
f ′(t)
be the Bessel differential operator. It is a restriction of ∆k on radial functions.
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In the proof of the next lemma we will use the estimates
(4.6) Bsλ(( · )
−r(jλ)
l)(t) . l2st−l(λ+1/2)−r, t ≥ 1, r ≥ 0, s ∈ N, l > 2s.
The constant in (4.6) don’t depend from t and l.
Let us prove (4.6). By induction we derive
(4.7)
Bsλ(( · )
−r(jλ)
l)(t) = t−2s−r
2s∑
m=1
pm(λ, r, s)t
m(jλ(t))
l)(m),
((jλ(t))
l)(m) =
m∑
i=1
(jλ(t))
l−i
∑
Ω
aα,β(l)(D
α(jλ(t)))
β,
where
α, β ∈ Zm+ , (D
α(jλ(t))
β =
m∏
j=1
((jλ(t))
(αj ))βj ,Ω = {α, β :
m∑
j=1
αjβj = m,
m∑
j=1
βj = i},
and aα,β(l) are polynomials in l of degree at most m. For derivatives of the Bessel
function we have the following estimates
(4.8) |j
(n)
λ (t)| . (t+ 1)
−(λ+1/2), t ∈ R+, n ∈ Z+,
which follow, by induction on n, from the known properties of the Bessel function
([2])
|jλ(t)| . (t + 1)
−(λ+1/2), j′λ(t) = −
t
2(λ + 1)
jλ+1(t).
Substituting these estimates into (4.7), we obtain (4.6).
Lemma 4.6. If σ > 0, 1 ≤ p ≤ ∞, m > 0, r ≥ 0, f ∈ W rp,k, then
‖f − Pσ/2(f)‖p,dµk . σ
−r‖∆m1/σ((−∆k)
r/2f)‖p,dµk .
Proof. Let f ∈ Φ′k. Using (3.12), we get
Fk(f − Pσ/2(f)) = (1− η(2 ·/σ))Fk(f)
= σ−r
1− η(2 ·/σ)
(| · |/σ)rjλk ,m(| · |/σ)
Fk(∆
m
1/σ(−∆k)
r/2f)
= σ−rϕ(y/σ)Fk(∆
m
1/σ(−∆k)
r/2f),(4.9)
where
ϕ(y) =
1− η(2y)
|y|rjλk ,m(|y|)
.
Therefore
f − Pσ/2(f) = σ
−r(∆m1/σ(−∆k)
r/2f ∗k Fk(ϕ( ·/σ))).
We have (−∆k)
r/2f, ∆m1/σ(−∆k)
r/2f ∈ Lp(Rd, dµk). If Fk(ϕ) ∈ L
1(Rd, dµk),
then ‖Fk(ϕ)‖1,dµk = ‖Fk(ϕ( ·/σ))‖1,dµk and by Lemma 3.4 and Proposition 2.4
‖f − Pσ/2(f)‖p,dµk ≤ σ
−r‖Fk(ϕ)‖1,dµk‖∆
m
1/σ((−∆k)
r/2f)‖p,dµk .
It remains to prove the inclusion Fk(ϕ) ∈ L
1(Rd, dµk). Note that ϕ ∈ C
∞
Π (R
d),
ϕ ∈ S ′(Rd) and Fk(ϕ) ∈ Nk.
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Using the expansion
(4.10) (1− t)−m/2 =
∞∑
l=0
alt
l, al =
Γ(l +m/2)
Γ(l + 1)Γ(m/2)
. (l + 1)m/2−1,
we can write the following decomposition
(4.11) ϕ(y) = ϕ1(|y|) + ϕ2(|y|),
where
ϕ1(|y|) = 2
rηr(2y)
(
(1− jλk(|y|)
−m/2 − SN(jλk(|y|))
)
∈ C∞Π (R
d)
and
ϕ2(|y|) = 2
rηr(2y)SN(jλk(|y|)) ∈ C
∞
Π (R
d), ηr(y) =
1− η(y)
|y|r
, SN(t) =
N−1∑
l=0
alt
l.
First, we show that Fk(ϕ1(| · |)) ∈ L
1(Rd, dµk). Since for a radial function we
have ∆kϕ1(|y|) = Bλk(ϕ1)(|y|) then, by (4.6) and (4.10), we obtain
|∆skϕ1(|y|)| .
∞∑
l=N
l2s+m−1|y|−l(λk+1/2) . |y|−N(λk+1/2), |y| ≥ 2, s ∈ Z+.
Hence, for a fixed N ≥ 2 + 2/(2λk + 1), we have ∆
s
kϕ1(|y|) ∈ L
1(Rd, dµk), where
s ∈ Z+. Applying the equality Fk((−∆)
sϕ1(| · |))(x) = |x|
2sFk(ϕ1(| · |))(x), we
derive that
|Fk(ϕ1(| · |))(x)| ≤
‖(−∆k)
sϕ1(|y|)‖1,dµk
|x|2s
.
Setting s > λk + 1 yields Fk(ϕ1(| · |)) ∈ L
1(Rd, dµk).
Second, let us show that Fk(ϕ2(| · |)) ∈ L
1(Rd, dµk) for r > 0.
Since ϕ2(|y|) = 2
r
∑N−1
l=0 alj
l
λk
(|y|)ηr(2y) and by (3.2)
Fk(ϕ2(| · |))(x) = 2
r
N−1∑
l=0
al(T
1)lFk(ηr(2 ·))(x),
then boundedness of the operator T 1 in L1(Rd, dµk) and Lemma 4.3 imply that
Fk(ϕ2(| · |)) ∈ L
1(Rd, dµk):
‖Fk(ϕ2(| · |))‖1,dµk ≤ 2
r
(N−1∑
l=0
al
)
‖Fk(ηr(2 ·))‖1,dµk .
For r > 0 Lemma 4.6 is proved.
Let now r = 0. Unfortunately, Fk(ϕ2(| · |)) /∈ L
1(Rd, dµk). We proceed as
follows. Using decomposition (4.11) we define two operators A1 and A2 as follows:
Fk(A1g) = ϕ1(| · |/σ)Fk(g), Fk(A2g) = ϕ2(| · |/σ)Fk(g).
In accordance with (4.9) it is sufficiently to prove that these operators are bounded
in Lp(Rd, dµk).
Since Fk(ϕ1(| · |)) ∈ L
1(Rd, dµk) and A1g = (f ∗kFk(ϕ1(| · |/σ))), then by Propo-
sition 2.4 for g ∈ Lp(Rd, dµk)
‖A1g‖p,dµk ≤ ‖Fk(ϕ1(| · |))‖1,dµk ‖g‖p,dµk . ‖g‖p,dµk .
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If
Bg =
N−1∑
l=0
al(T
1)lg,
then by (3.2) we have
Fk(A2g) = (1− η(2 ·/σ))SN(jλk(| · |)Fk(g)
= (1− η(2y/σ))Fk(Bg) = Fk(Bg − Pσ/2(Bg)),
and A2g = Bg − Pσ/2(Bg). Applying boundedness of the operator T
1 in
Lp(Rd, dµk), we obtain
‖Bg‖p,dµk ≤
(N−1∑
l=0
al
)
‖g‖p,dµk ,
and by Lemma 4.5
‖A2g‖p,dµk ≤ ‖Bg‖p,dµk + ‖Pσ/2(Bg)‖p,dµk . ‖g‖p,dµk
For r = 0 Lemma 4.6 also is proved. 
Lemma 4.7. If σ > 0, 1 ≤ p ≤ ∞, m > 0, f ∈ Lp(Rd, dµk), then
(4.12) ‖((−∆k)
m/2Pσ(f)‖p,dµk . σ
m‖∆m1/(2σ)f‖p,dµk .
Proof. Applying (3.2), (3.4), and (3.11), we obtain that for f ∈ Φ′k,
Fk((−∆k)
m/2Pσ(f)) = | · |
mη( ·/σ)Fk(f)
= σmϕ( ·/σ)jλk ,m(| · |/(2σ))Fk(f)
= σmϕ( ·/σ)Fk(∆
m
1/(2σ)f)
= σmFk(∆
m
1/(2σ)f ∗k Fk(ϕ( ·/σ)))
where
ϕ(y) =
|y|mη(y)
jλk ,m(|y|/2)
.
Since jλk ,m(|y|/2)/|y|
m ∈ C∞(Rd), we observe that ϕ ∈ S(Rd) and Fk(ϕ) ∈
L1(Rd, dµk). Then estimate (4.12) follows from condition f ∈ L
p(Rd, dµk),
Lemma 3.4, Proposition 2.4, and ‖Fk(ϕ( ·/σ))‖1,dµk = ‖Fk(ϕ)‖1,dµk . Lemma 4.7
is proved. 
4.3. Proofs of Theorem 4.1 and 4.2.
Proof of Theorem 4.1. Using Lemma 4.6, we obtain
Eσ(f)p,dµk ≤ ‖f − Pσ/2(f)‖p,dµk
. σ−r‖∆m1/σ((−∆k)
r/2f)‖p,dµk
. σ−r ωm
(
σ−1, (−∆k)
r/2f
)
p,dµk
.
Theorem 4.1 is proved. 
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Proof of Theorem 4.2. In connection with (3.10) and Lemma 4.4, observe that, for
f ∈ Lp(Rd, dµk) and g ∈ W
r
p,k,
‖∆rδf‖p,dµk ≤ ωr(δ, f)p,dµk ≤ ωr(δ, f − g)p,dµk + ωr(δ, g)p,dµk
. (‖f − g‖p,dµk + δ
r‖(−∆k)
r/2g‖p,dµk).
Then
‖∆rδf‖p,dµk ≤ ωr(δ, f)p,dµk . Kr(δ, f)p,dµk .
Corollary 5.3 below implies Pσ(f) ∈ W
r
p,k, and
(4.13) Kr(δ, f)p,dµk ≤ ‖f − Pσ(f)‖p,dµk + δ
r‖(−∆k)
r/2Pσ(f)‖p,dµk .
In light of Lemma 4.6,
(4.14) ‖f − Pσ(f)‖p,dµk . ‖∆
r
1/(2σ)f‖p,dµk .
Further, Lemma 4.7 yields
(4.15) ‖((−∆k)
r/2Pσ(f)‖p,dµk . σ
r‖∆r1/(2σ)f‖p,dµk .
Setting σ = 1/(2δ), from (4.13)–(4.15) we arrive at
Kr(δ, f)p,dµk . ‖∆
r
δf‖p,dµk . ωr(δ, f)p,dµk .
Theorem 4.2 is proved. 
Remark 4.2. Properties (3.7) and (3.8) of the K-functional and the equivalence
(4.2) imply the following properties of the fractional modulus of smoothness:
(1) limδ→0+0 ωm(δ, f)p,dµk = 0;
(2) ωm(λδ, f)p,dµk . max{1, λ
2m}ωm(δ, f)p,dµk .
5. Some inequalities for entire functions
In this section, we study weighted and fractional analogues of the inequalities
for entire functions. In particular, we obtain in fractional case Bernstein’s inequal-
ity (Corollary 5.3), Nikolskii–Stechkin’s inequality (Corollary 5.5), and Boas-type
inequality (Corollary 5.6).
Lemma 5.1. If σ, t > 0, r,m ≥ 0, 1 ≤ p ≤ ∞, f ∈ Bσp,k, then
∆mt (−∆k)
r/2f, (−∆k)
r/2∆mt f ∈ L
p(Rd, dµk),
and
∆mt (−∆k)
r/2f = (−∆k)
r/2∆mt f.
Proof. By Proposition 3.1 we can assume f ∈ Φ′k and suppFk(f) ⊂ Bσ. Applying
(3.2), (3.4), and (3.11) we obtain
Fk(∆
m
t (−∆k)
r/2f) = Fk((−∆k)
r/2∆mt f) = | · |
rjλk ,m(t| · |)Fk(f)
= | · |rjλk ,m(t| · |)η( ·/σ)Fk(f) = gFk(f) = Fk(f ∗k Fk(g)),
where
g(y) = tm|y|r+m
jλk,m(t|y|)
(t|y|)m
η
( |y|
σ
)
, Fk(g) ∈ Nk.
Hence,
(f ∗k Fk(g)) = ∆
m
t (−∆k)
r/2f = (−∆k)
r/2∆mt f.
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Since
jλk,m(t|y|)
(t|y|)m
∈ C∞(Rd) and
jλk,m(t|y|)
(t|y|)m
η(|y|/σ) ∈ S(Rd), then by Lemma 3.3,
Fk(g) ∈ L
1(Rd, dµk). If f ∈ L
p(Rd, dµk), then the statements of Lemma 5.1 follow
from Lemma 3.4 and Proposition 2.4. 
Quantitative estimates of the norms of entire functions will be given in the
following theorem.
Theorem 5.2. If σ > 0, r1, r2 ≥ 0, m1, m2 ≥ 0, ρ = r1 + m1 − r2 − m2 ≥ 0,
1 ≤ p ≤ ∞, 0 < δ ≤ t ≤ 1/(2σ), and f ∈ Bσp,k, then
(5.1) δ−m1‖∆m1δ (−∆k)
r1/2f‖p,dµk . σ
ρt−m2‖∆m2t (−∆k)
r2/2f‖p,dµk ,
where constants do not depend on σ, δ, t, and f .
Proof. As in the proof of Lemma 5.1, we have f ∈ Φ′k, suppFk(f) ⊂ Bσ, and
Fk(∆
m1
δ (−∆k)
r1/2f) = | · |r1−r2
jλk ,m1(δ| · |)
jλk ,m2(t| · |)
η
( | · |
σ
)
| · |r2jλk ,m2(t| · |)Fk(f).
Since for 0 < t ≤ 1/(2σ)
η(y/σ) = η(y/σ)η(ty),
we obtain
δ−m1Fk(∆
m1
δ (−∆k)
r1/2f) = σρt−m2χ( ·/σ)ϕθ(t · )Fk(∆
m2
δ (−∆k)
r2/2f)
= σρt−m2Fk(∆
m2
δ (−∆k)
r2/2f ∗k (Fk(χ( ·/σ)) ∗k Fk(ϕθ(t · )))),
where
θ =
δ
t
∈ (0, 1], χ(y) = |y|ρη(y), ψ1(y) =
jλk,m1(|y|)
|y|m1
,
ψ2(y) =
jλk,m2(|y|)
|y|m2
, ϕθ(y) =
ψ1(θy)
ψ2(y)
η(y).
Hence,
δ−m1∆m1δ (−∆k)
r1/2f = σρt−m2(∆m2δ (−∆k)
r2/2f ∗k (Fk(χ( ·/σ)) ∗k Fk(ϕθ(t · )))).
By Lemma 3.3
Fk(χ( ·/σ)) ∈ Nk ∩ L
1(Rd, dµk), ‖Fk(χ( ·/σ))‖1,dµk = ‖Fk(χ)‖1,dµk ,
ψ1(y), ψ2(y) ∈ C
∞(Rd), ψ2(y) > 0, ϕθ(y) ∈ S(R
d)× C∞([0, 1]),
Fk(ϕθ(t · )) ∈ Nk ∩ L
1(Rd, dµk), ‖Fk(ϕθ(t · )))‖1,dµk = ‖Fk(ϕθ)‖1,dµk .
Applying for f ∈ Lp(Rd, dµk), Lemma 3.4 and Proposition 2.4 two times, we
obtain
δ−m1‖∆m1δ (−∆k)
r1/2f‖p,dµk
≤ σρt−m2‖Fk(χ)‖1,dµk max
0≤θ≤1
‖Fk(ϕθ)‖1,dµk‖∆
m2
t (−∆k)
r2/2f‖p,dµk
. σρt−m2‖∆m2t (−∆k)
r2/2f‖p,dµk
provided that the function n(θ) = ‖Fk(ϕθ)‖1,dµk is continuous on [0, 1]. Let us
prove this.
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Set ϕθ(y) = ϕθ0(|y|), r = |y|, ρ = |x|. Then by (2.2)
n(θ) =
∫
Rd
∣∣∣∫
Rd
ϕθ(y)ek(x, y) dµk(y)
∣∣∣ dµk(x)
=
∫ ∞
0
∣∣∣∫ 2
0
ϕθ0(r)jλk(ρr) dνλk(r)
∣∣∣ dνλk(ρ)
= b2λk
∫ ∞
0
∣∣∣∫ 2
0
ϕθ0(r)jλk(ρr)r
2λk+1 dr
∣∣∣ρ2λk+1 dρ.
The inner integral continuously depends on θ. Let us show that the outer integral
converges uniformly in θ ∈ [0, 1]. Since
d
dr
(
jλk+1(ρr)r
2λk+2
)
= (2λk + 2)jλk(ρr)r
2λk+1,
integrating by parts implies∫ 2
0
ϕθ0(r)jλk(ρr)r
2λk+1 dr =
1
2λk + 2
∫ 2
0
ϕθ0(r) d
(
jλk+1(ρr)r
2λk+2
)
= −
1
2λk + 2
∫ 2
0
(ϕθ0(r))
′
r
jλk+1(ρr)r
2λk+3 dr = . . .
= (−1)s
( s∏
j=1
(2λk + 2s)
)−1 ∫ 2
0
ϕ
[s]
θ0(r)jλk+s(ρr)r
2λk+2s+1 dr,
where
ϕ
[s]
θ0(r) :=
d
dr
ϕ
[s−1]
θ0 (r)
r
∈ C∞(R+ × [0, 1]),
since ϕθ0(r) is even in r and ϕθ0 ∈ C
∞(R+ × [0, 1]). This and (4.8) give∣∣∣∫ 2
0
ϕθ0(r)jλk(ρr)r
2λk+1 dr
∣∣∣ ≤ c1(λk, m1, m2, s)
(ρ+ 1)λk+s+1/2
and, for s > λk + 3/2,
n(θ) ≤ c2(λk, m1, m2, s)
∫ ∞
0
(1 + ρ)−(s−λk−1/2) dρ ≤ c3(λk, m1, m2, s),
completing the proof of continuity of n(θ). Theorem 5.2 is proved. 
We give some special cases of inequality (5.1).
Corollary 5.3 (Bernstein’s inequality [23]). If σ > 0, r > 0, 1 ≤ p ≤ ∞, f ∈ Bσp,k,
then
(5.2) ‖(−∆k)
r/2f‖p,dµk . σ
r‖f‖p,dµk .
The next result follows from Lemma 4.4 and Corollary 5.3.
Corollary 5.4. If σ, δ > 0, m > 0, 1 ≤ p ≤ ∞, f ∈ Bσp,k, then
ωm(δ, f)p,dµk . (σδ)
m‖f‖p,dµk ,
where constants do not depend on σ, δ, and f .
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Corollary 5.5 (Nikolskii–Stechkin’s inequality [22, 33]). If σ > 0, m > 0, 1 ≤
p ≤ ∞, 0 < t ≤ 1/(2σ), f ∈ Bσp,k, then
(5.3) ‖(−∆k)
m/2f‖p,dµk . t
−m‖∆mt f‖p,dµk .
Remark 5.1. By Theorem 4.2, this inequality can be equivalently written as
‖(−∆k)
mf‖p,dµk . t
−mKm(t, f)p,dµk .
Corollary 5.6 (Boas’ inequality [3]). If σ > 0, m > 0, 1 ≤ p ≤ ∞, 0 < δ ≤ t ≤
1/(2σ), f ∈ Bσp,k, then
(5.4) δ−m‖∆mδ f‖p,dµk . t
−m‖∆mt f‖p,dµk .
Remark 5.2. Using Theorem 4.2 and taking into account that by (3.8)
δ−mKm(δ, f)p,dµk is almost decreasing in δ, inequality (5.4) can be equivalently
written as
δ−m‖∆mδ f‖p,dµk ≍ t
−m‖∆mt f‖p,dµk ,
δ−mKm(δ, f)p,dµk ≍ t
−mKm(t, f)p,dµk .
6. Realization of K-functional and modulus of smoothness
Let the realization of the K-functional Kr(t, f)p,dµk be given as follows:
Rr(t, f)p,dµk = inf{‖f − g‖p,dµk + t
r‖(−∆k)
r/2g‖p,dµk : g ∈ B
1/t
p,k}
and
R∗r(t, f)p,dµk = ‖f − g
∗‖p,dµk + t
r‖(−∆k)
r/2g∗‖p,dµk ,
where g∗ ∈ B
1/t
p,k is the best or near best approximant for f in L
p(Rd, dµk).
The realization of the K-functional was defined in [7], where the importance of
this concept in the theory of approximations was shown.
Theorem 6.1. If t > 0, 1 ≤ p ≤ ∞, r > 0, then for any f ∈ Lp(Rd, dµk)
Rr(t, f)p,dµk ≍ R
∗
r(t, f)p,dµk ≍ Kr(t, f)p,dµk ≍ ωr(t, f)p,dµk .
Proof. By Theorem 4.2,
ωr(t, f)p,dµk ≍ Kr(t, f)p,dµk ≤ Rr(t, f)p,dµk ≤ R
∗
r(t, f)p,dµk ,
where we have used the fact that B
1/t
p,k ⊂W
r
p,k, which follows from Lemma 5.1.
Therefore, it is enough to show that
R∗r(t, f)p,dµk ≤ Cωr(t, f)p,dµk .
Indeed, for g∗ being the best approximant (or near best approximant), the Jackson
inequality given in Theorem 4.1 implies that
(6.1) ‖f − g∗‖p,dµk . E1/t(f)p,dµk . ωr(t, f)p,dµk .
Using the inequality (5.3) and taking into account (6.1), we have
‖(−∆k)
r/2g∗‖p,dµk . t
−r‖∆rt/2g
∗‖p,dµk
. t−r‖∆rt/2(g
∗ − f)‖p,dµk + t
−r‖∆rt/2f‖p,dµk
. t−r‖g∗ − f‖p,dµk + t
−rωr(t/2, f)p,dµk .
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Using again (6.1), we arrive at
‖f − g∗‖p,dµk + t
r‖(−∆k)
rg∗‖p,dµk . ωr(t, f)p,dµk ,
completing the proof. 
In classical case (k ≡ 0) Theorem 6.1 was proved in [11].
The next result answers the following question (see, e.g., [16, 25, 35]): when
does the relation
(6.2) ωm
(1
n
, f
)
p,dµk
≍ En(f)p,dµk
hold?
Theorem 6.2. Let 1 ≤ p ≤ ∞ and m > 0. We have that (6.2) is valid if and
only if for some r > 0
(6.3) ωm
( 1
n
, f
)
p,dµk
≍ ωm+r
(1
n
, f
)
p,dµk
.
Proof. At first we prove the non-trivial part that (6.3) implies (6.2). Since, by
Remark 4.2, part (2), we have ωm(nt, f)p,dµk . n
mωm(t, f)p,dµk, relation (6.3)
implies that
(6.4) ωm+r(nt, f)p,dµk . n
mωm+r(t, f)p,dµk .
This and Jackson’s inequality give
1
nm+r
n∑
j=0
(j + 1)m+r−1Ej(f)p,dµk
.
1
nm+r
n∑
j=0
(j + 1)m+r−1ωm+r
( 1
j + 1
, f
)
p,dµk
.
1
nm+r
n∑
j=0
(j + 1)m+r−1
( n
j + 1
)m
. ωm+r
(1
n
, f
)
p,dµk
.
Moreover, Theorem 7.1 below implies
ωm+r
( 1
ln
, f
)
p,dµk
.
1
(ln)m+r
ln∑
j=0
(j + 1)m+r−1Ej(f)p,dµk
.
1
lm+r
ωm+r
(1
n
, f
)
p,dµk
+
1
(ln)m+r
ln∑
j=n+1
(j + 1)m+1r−1Ej(f)p,dµk ,
or, in other words,
1
nm+r
ln∑
j=n+1
(j + 1)m+r−1Ej(f)p,dµk
& Clm+rωm+r
( 1
ln
, f
)
p,dµk
− ωm+r
(1
n
, f
)
p,dµk
.
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Using again (6.4), we obtain
1
nm+r
ln∑
j=n+1
(j + 1)m+r−1Ej(f)p,dµk & (Cl
r − 1)ωm+r
(1
n
, f
)
p,dµk
.
Taking into account monotonicity of Ej(f)p,dµk and choosing l sufficiently large,
we arrive at (6.2).
In order to prove that (6.2) implies (6.3) for any r > 0 we apply the inequality
(3.13) and Jackson’s inequality (4.1):
ωm+r
( 1
n
, f
)
p,dµk
≤ c(r/2)ωm
( 1
n
, f
)
p,dµk
. En(f)p,dµk . ωm+r
(1
n
, f
)
p,dµk
.
Theorem 6.2 is proved. 
Remark 6.1. If for some r > 0 the property (6.3) is true, then it is true for any
r > 0.
7. Inverse theorems of approximation theory
Theorem 7.1. Let m > 0, n ∈ N, 1 ≤ p ≤ ∞, f ∈ Lp(Rd, dµk). We have
(7.1) Km
(1
n
, f
)
p,dµk
.
1
nm
n∑
j=0
(j + 1)m−1Ej(f)p,dµk .
Remark 7.1. By Theorem 4.2, Km
(
1
n
, f
)
p,dµk
in this inequality can be equivalently
replaced by ωm
(
1
n
, f
)
p,dµk
.
Proof. Let us prove (7.1) for ωm
(
1
n
, f
)
p,dµk
. By Proposition 3.1, for any σ > 0
there exists fσ ∈ B
σ
p,k such that
‖f − fσ‖p,dµk = Eσ(f)p,dµk , E0(f)p,dµk = ‖f‖p,dµk .
For any s ∈ Z+,
ωm(1/n, f)p,dµk ≤ ωm(1/n, f − f2s+1)p,dµk + ωm(1/n, f2s+1)p,dµk
. E2s+1(f)p,dµk + ωm(1/n, f2s+1)p,dµk .
Using Lemma 4.4, we get
ωm(1/n, f2s+1)p,dµk . n
−m‖(−∆k)
m/2f2s+1‖p,dµk
.
1
nm
(
‖(−∆k)
m/2f1‖p,dµk +
s∑
j=0
‖(−∆k)
m/2f2j+1 − (−∆k)
m/2f2j‖p,dµk
)
.
Then Bernstein inequality (5.2) implies that
‖(−∆k)
m/2f2j+1 − (−∆k)
m/2f2j‖p,dµk . 2
m(j+1)‖f2j+1 − f2j‖p,dµk
. 2m(j+1)E2j (f)p,dµk ,
‖(−∆k)
m/2f1‖p,dµk . E0(f)p,dµk .
Thus,
ωm(1/n, f2s+1)p,dµk .
1
nm
(
E0(f)p,dµk +
s∑
j=0
2m(j+1)E2j (f)p,dµk
)
.
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Taking into account that
(7.2)
2j∑
l=2j−1+1
lm−1El(f)p,dµk ≥ 2
m(j−1)E2j (f)p,dµk ,
we have
ωm(1/n, f2s+1)p,dµk .
1
nm
(
E0(f)p,dµk + 2
mE1(f)p,dµk
+
s∑
j=1
22m
2j∑
l=2j−1+1
lm−1El(f)p,dµk
)
.
1
nm
2s∑
j=0
(j + 1)m−1Ej(f)p,dµk .
Choosing s such that 2s ≤ n < 2s+1 implies (7.1). Theorem 7.1 is proved. 
Theorem 7.1 and Jackson’s inequality imply the following Marchaud inequality.
Corollary 7.2. Let δ,m > 0, 1 ≤ p ≤ ∞, f ∈ Lp(Rd, dµk). We have
Km(δ, f)p,dµk . δ
m
(
‖f‖p,dµk +
∫ 1
δ
t−mKm+1(t, f)p,dµk
dt
t
)
.
Theorem 7.3. Let 1 ≤ p ≤ ∞, f ∈ Lp(Rd, dµk) and r > 0 be such that∑∞
j=1 j
r−1Ej(f)p,dµk <∞. Then f ∈ W
r
p,k and, for any m > 0, n ∈ N, we have
(7.3)
Km
(1
n
, (−∆k)
r/2f
)
p,dµk
.
1
nr
n∑
j=0
(j + 1)m+r−1Ej(f)p,dµk +
∞∑
j=n+1
jr−1Ej(f)p,dµk .
Remark 7.2. We can replace Km
(
1
n
, (−∆k)
r/2f
)
p,dµk
by the modulus
ωm
(
1
n
, (−∆k)
r/2f
)
p,dµk
.
Proof. Let us prove (7.3) for ωm
(
1
n
, (−∆k)
r/2f
)
p,dµk
. Consider
(7.4) (−∆k)
r/2f1 +
∞∑
j=0
(
(−∆k)
r/2f2j+1 − (−∆k)
r/2f2j
)
.
By Bernstein’s inequality (5.2),
‖(−∆k)
r/2f2j+1 − (−∆k)
r/2f2j‖p,dµk . 2
(j+1)rE2j (f)p,dµk .
2j∑
l=2j−1+1
lr−1El(f)p,dµk .
Therefore, series (7.4) converges to a function g ∈ Lp(Rd, dµk). Let us show that
g = (−∆k)
r/2f , i.e., f ∈ W rp,k. Set
SN = (−∆k)
r/2f1 +
N∑
j=0
(
(−∆k)
r/2f2j+1 − (−∆k)
r/2f2j
)
.
Then
〈Fk(g), ψ〉 = 〈g,Fk(ψ)〉 = lim
N→∞
〈SN ,Fk(ψ)〉 =
= lim
N→∞
〈Fk(SN), ψ〉 = lim
N→∞
〈|y|rFk(f2N+1), ψ〉 = 〈|y|
rFk(f), ψ〉,
where ψ ∈ Ψk. Hence, Fk(g)(y) = |y|
rFk(f)(y) and g = (−∆k)
r/2f from g ∈
Lp(Rd, dµk).
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To obtain (7.3), we write
ωm(1/n, (−∆k)
r/2f)p,dµk ≤ ωm(1/n, (−∆k)
r/2f − SN)p,dµk + ωm(1/n, SN)p,dµk .
The first term is estimated as follows
ωm(1/n, (−∆k)
r/2f − SN )p,dµk . ‖(−∆k)
r/2f − SN‖p,dµk
.
∞∑
j=N+1
2r(j+1)E2j (f)p,dµk .
∞∑
l=2N+1
lr−1El(f)p,dµk .
Moreover, by Corollary 5.4,
ωm(1/n, SN)p,dµk ≤ ωm(1/n, (−∆k)
r/2f1)p,dµk
+
N∑
j=0
ωm(1/n, (−∆k)
r/2f2j+1 − (−∆k)
r/2f2j )p,dµk
.
1
nr
(
E0(f)p,dµk +
N∑
j=0
2(m+r)(j+1)E2j (f)p,dµk
)
.
Using (7.2) and choosing N such that 2N ≤ n < 2N+1 complete the proof of (7.3).

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