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Abstract
People interact with space in ways that are important to consider when designing an office. Not
considering this relationship has led to the dissatisfaction of employees post-occupancy. In this
thesis, I present an agent-based model that incorporates several characteristics of agents, such as
work ethic and sociability, and explores their behaviours and social interactions in the
workplace. The model is first tested on a commercial workspace, varying agent parameters to see
how they change the behaviour of the model. I find that agents with extreme personalities are
happiest, and show a bimodality in the distribution of time spent in various states. Next, a series
of random floor plans were created, using the Watts-Strogatz network method, while varying the
integration of the space. Simulations were run on each network to explore the effects of the space
itself on behaviour. I find that higher integration increases time spent in each state except
walking, and also increases happiness and most social network measures. This model will
provide a framework for future work and may help better design offices based on workers’ needs
and comfort.

Keywords: agent-based simulation, node, edge, Space Syntax, comfort, productivity, integration,
connectivity, network
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Chapter 1: Introduction
Office design has progressed greatly in the last few centuries. Starting as a niche, office
buildings were not as popular as they are today since most of the population had physical jobs
(Lebergott, 1966). As technology advanced with the introduction of electric lighting, typewriters,
calculation machines, and telephones, there grew a need for more office space due to logistics
becoming more complicated (Morgan Lovell, n.d.). Now, there are over 5.9 million commercial
office buildings in the U.S alone (U.S. Energy Information Administration, 2018). Design
principles have changed throughout the years to allow for different working styles and additions
of technology (Morgan Lovell, n.d.). People interact with workplaces in complex ways that have
important influences on productivity, well-being, and social interaction. Block and Stokes (1989)
found that the layout of an office influences productivity, with employees performing difficult
tasks better in private offices and simple tasks better in more open offices. Backhouse and Drew
(1992) noted that 80% of the interactions that occur at work are spontaneous, while Brill and
Weidman (2001) noted that spatial arrangements that favour spontaneous interaction are
important to productivity. If the spatial connection to productivity is apparent, why are
organizations not more attentive to the design of their workplaces? A survey performed on
workers in Europe, Asia, and North America found that 85% of people are still unsatisfied with
their work environment (BD+C, 2014). The performance gap in green buildings provides a good
example of why some people may be unhappy with their environment.
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Green Buildings
Green buildings are designed to outperform conventional buildings in terms of energy use
by using advanced HVAC systems, solar panels, aquifers (for help in cooling), and more. Often,
the building does not perform according to its specifications, with the biggest problems being
difficulty modeling at the design stage (De Wilde, 2014; Menezes et al., 2012), lack of data from
actual measurements (De Wilde, 2014, Menezes et al., 2012, Zou et al., 2018), occupants using
more energy than proposed (Liang et al., 2019), and more occupants than the building was
designed for (Liang et al., 2019). Part of the reason for this deficit is that engineers and designers
are not considering the tenants moving into the space during the planning process, and if they
are, they are overestimating the consistency of building users’ behaviour. For example, managers
of green buildings try to limit tenant control by having windows that do not open and thermostats
that building users can only vary by a small amount up or down (Gou et al., 2013). This is so that
their advanced HVAC systems can stay consistent in energy use by not having to alter the
temperature as much. Occupants, however, behave in more complex ways than designers
account for: they open windows, leave doors open, generate body heat, keep tropical fish tanks,
and install plasma TV screens (TSB/ESRC, 2008). Now there are potentially conflicting systems
working at the same time, increasing the energy use of the building. If it was designed to account
for the occupants’ behaviours, this would not be a problem.
This thesis therefore has two main objectives; 1) to create a model that behaves similarly
to occupants in a workplace; 2) to understand how the design of a space changes the behaviour
of its occupants. To frame these objectives, I next discuss what we know about how people
experience and interact with their workplaces.
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Territoriality
Considering that people spend about a quarter of their lives working (Thompson, 2016),
it is clear their experience at work is linked to their day-to-day affect (Beal & Ghandour, 2011).
A paradigm that drives much of this affect is territoriality. Humans, like other animals, claim
territory for survival, although our idea of territory has become more complicated, extending into
more abstract needs such as status, recognition by others, and achievement or self-image (Gold,
1982). To some extent this is related to the concept of belonging, which also relates to
employees’ connection to the company where they work (Hirschman, 1970). However, there is
also a more animalistic sense to it (“this space is MINE!”). Territory is acquired by spending
time in one space (a desk, a certain meeting room, etc.), decorating your space, or claiming a
public space by placing your belongings in the vicinity (Brown, 1987; Low, 1976; Sommer,
1974; Sundstrom & Sundstrom, 1986; Vischer, 2002). Having territory at work is essential to the
comfort of the employees (Altman, 1968), which is why “hotel” workplaces are often disliked
(Vischer, 2005). “Hotel” workplaces do not offer designated seating to employees but allow
them to sit at any free desk or book a specific desk shortly in advance. This means that no one
(except perhaps upper management, who may still have offices) ever gets to claim a territory,
which can affect employees’ sense of belonging within the organization, making the workplace
less comfortable and harder to navigate. Employees who work at such companies are often
frustrated and may exhibit destructive behaviours like space hogging, coming in early to secure
the same seat, or not coming in at all (Vischer, 2005). Another regulation that is usually disliked
by employees is the inability to personalize their workspace, or limits on the amount of
personalization a workspace can undergo (Sommer, 1974, Vischer, 2005). Personalizing a
workspace makes the employee feel more at home, and not as if they are using someone else’s
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space (Sundstrom & Sundstrom, 1986; Vischer, 2002). All these topics come together in the
form of having control over your workstation, which if not achieved, can have negative
consequences on behaviour at work (AI Architects, 1999; Altman, 1975). With control comes
territory, and vice versa.

Comfort
Employees have different levels of comfort that are linked to optimal performance
(Peterson & Beard, 2004; Vischer, 2005). Vischer’s habitability pyramid consists of three levels
of comfort, starting with the most important: physical comfort. This type of comfort is dictated
by the temperature and humidity levels, air quality, and anything else that is basic to human
comfort. Once that is satisfied, the next level of comfort is functional comfort, which is dictated
by what you need to be efficient at your specific job (such as brighter desk lights and more desk
space for designers). Lastly, psychological comfort is dictated by your involvement in the
process (did you get to choose your chair from an array of chairs?).
These levels of comfort may lead to users of a space experiencing it differently. Physical
comfort parameters like humidity, temperature and light are generally experienced similarly by
most people (though there are differences between men and women in their ideal values). As a
result, there are a set of industry standards for physical comfort (ASHRAE, 2017; BREEAM,
2021; Health Canada Federal-Provincial Advisory Committee on Environmental & Occupational
Health, 1995; National Optical Astronomy Observatory, n.d.; VASCO, 2017). Beyond physical
comfort, there is much more capacity for individual preferences to affect how comfortable
people are in any space.
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The Design of Workplaces

Open offices
One explanation for dissatisfaction with workplaces is that employees are unhappy with
how they are designed. A commonly disliked layout, that is also the most commonly used in
offices, is called the open office (Brill et al., 2001; Duffy, 2000; Rashid et al., 2009). The layout
is based on having closed-door offices on the perimeter, an array of cubicles centrally located
and separated by partitions, and meeting rooms between the cubicles and the perimeter (some
may be on the perimeter as well). Some of the things employees may complain about in this
layout is the leakage of sound (whether it be from chatting or making calls; Brennan et al., 2002;
Ding, 2008), lack of physical privacy (Ding, 2008), and feelings of being watched (Brill et al.,
2001; Ding, 2008). These aspects of the space are also detrimental to employees’ territoriality,
because if they are in a more open and accessible space, they will feel less personally towards it.
Based on Vischer’s (2005) hierarchical pyramid of habitability, these pertain to the two upper
levels: psychological and functional comfort. For example, in this case, sound leakage is
lowering functional comfort. Often, the designers of buildings do not consider who will be
moving into the space (similar to green building designers not considering the impact of human
agency, so they generalize the design; Steele, 1986). Assume, for example, that there is an
engineering company moving into the space, bringing with them a team of designers to draw up
blueprints. These designers each need a bigger workstation to fit the blueprints and brighter
lighting for fine line drawings. If they are not provided with these amenities, they may have to
use meeting rooms because of their larger table space, which will not allow other people to have
meetings. There are countless examples of why cubicle-based workspaces are never good, but
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illustrating one is enough since it is understood that there are so many jobs that may require
specialized amenities.

Activity-Based Workplaces
Activity-based workplaces (ABW) were created to foster the intersection of people,
place, and technology (Veldgoen + Company, 2014). These workplaces feature a non-territorial
design that separates different forms of work into different spaces, such as team desks, sit-stand
workstations, quiet rooms, break-out areas, meeting rooms, and a lounge area (Engelen et al.,
2019). Reasons for implementing this type of workplace are cost savings in office space and
organizational improvement to maximize the use of expensive resources (Brunia, de Been, & van
der Voordt, 2016; Medik & Stettina, 2014). Such workplaces are supposed to increase
opportunities for communication, collaboration, and interaction (Bodin Danielson & Bodin,
2009; Brunia, De Been, van der Voordt, 2016; Engelen et al., 2019; Gerdenitsch, Korunka,
Hertel, 2018; Robertson, Huang, O’Neill, Schleifer, 2008). Engelen and colleagues (2018), in
their systematic review of this literature, note that 70% of the studies investigating the
workplace’s impact on work performance relative to standard offices showed positive effects on
productivity. Though most of the reports are of positive outcomes, there are some negatives
associated with ABW. One of these is the lack of privacy, which has been documented for
people working at all sub-types of non-territorial workplace (Danielsson & Bodin, 2009;
Candido et al., 2016; De Been & Beijer, 2014; Seddigh et al., 2014; van der Voordt & van der
Klooster, 2008). Hapangaas (2018) showed that the problem of privacy is often exacerbated
when occupants had previously had a private office, rather than an open-plan office, even at 12
months post-occupancy of the new space. Another problem ABW have is that the time spent
looking for a workspace, setting up, and clearing the desk is seen as unproductive (Arundell et
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al., 2018; Kim et al., 2016; van der Voordt, 2004). Limited storage and insufficient hygiene were
also common complaints (Hapangaas, 2018), the latter being a bigger problem now that we have
experienced COVID-19 and cleaning protocols have changed (Sari & Budiyanti, 2020).

The Function of Space in the Workplace
Workplaces are not like cities or social networks, they are like a combination of them.
They have walkways, destinations and landmarks, like cities, but also contain familiar people
who can possibly redirect your attention, whether it be a co-worker or superior. Similar to a
social network, occupants’ interactions with colleagues vary, and similar to a city network, the
people you interact with may depend on their location compared to yours. These are some of the
variables that shape how people interact with their space and move around it. For example, the
narrowness of hallways limits or facilitates interaction, which either keeps movement continuous
or interrupts it, potentially changing the social interactions that may or may not take place
(Backhouse & Drew, 1992; Ogden et al., 2010; Schindler, 2015). A narrow hallway may cause
people to not want to stop and interact because they may be blocking other people’s movement,
whereas a wide hallway allows for people to aggregate without bothering anyone else. Another
example of the design affecting movement and interaction is having many separated workspaces,
each likely having their own printers and kitchens, causing the workers to stay in place and not
interact with anyone outside of their floor or workspace (Sailer, 2007). Even placing workers
with different positions in the company hierarchy in different locations has an effect, through
their ability to recruit passers-by into secondary tasks (i.e., not the task that the person passing by
was originally engaged in; Vischer, 2005). Higher level employees generally manage more
people and projects, knowing who is doing what and what needs to be done next, so they would
have more engagement opportunities from a centrally integrated location (high flow of people).
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The reason for that is because when employees are walking, they are considered available for
recruitment (Vischer, 2005), but when they are at their desk, they are considered busier. In the
study of Haapakangas et al., (2019), they found that the highest correlates with productivity,
when controlling for well-being, were 1) satisfaction with privacy (r = 0.52), 2) satisfaction with
communication (r = 0.48), and 3) satisfaction with the physical environment (r = 0.46). Thus,
movement, interaction, and physical space clearly have a relationship with each other. If
movement and interactions can have such a positive effect on the workplace, what do we
currently know about how the structure of the physical space influences these factors?

How Humans Cognitively Perceive Space
Dalton (2001) notes that a human’s cognitive representation of space is topological,
meaning that the distance from point A to B may seem different than the distance from point B to
A. Haq (1999) confirms this statement by stating that wayfinding is relational and not metric.
What these authors mean by ‘relational’ in this context is that when someone is traveling a space
they have never traversed before, they are likely to encode checkpoints such as intersections and
salient landmarks. The next time they traverse the same space, they will likely encode the time it
takes from one checkpoint to the other and potentially some extra landmarks at each checkpoint,
producing a cognitive representation of a path. Lastly, they travel these paths forward and
backward which leads to them forming a cognitive map of the space (Penn, 2003).

Mapping Networks
Mapping out networks has been effective in many different contexts such as social
psychology/sociology (Scott & Carrington, 1988), city planning (Ignatieva, 2011; Stadler &
Kolbe, 2007), and workplace mapping (Gupta, 2005; Sailer, 2007). Other than in social
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networks, this practice has been named “Space Syntax” (Hillier et al., 1976). In Space Syntax,
spaces are mapped out by noting their nodes and edges. A node is a finite space that is not
defined by any metric means. Nodes can be different shapes and sizes but are each considered
whole units by themselves. For example, a room would constitute a node in the network of a
building. Edges are the connections between nodes (travel space) and can also be different
shapes and sizes but are again, considered equal units. There are three ways the field of Space
Syntax prefers to map out space; Line based (Axial, Segment analysis; Peponis et al., 1983),
Convex space analysis (Peponis et al., 1983), and Grid based (Visibility Graph Analysis;
Koutsolampros et al., 2019). An axial map (most commonly the “fewest line axial map”) is a
map consisting of the least set of straight lines that cover all routes of movement and connect to
everyone’s workspace (Hillier & Hanson, 1984). This form of space analysis has been used for
analyzing and predicting movement (Gupta, 2005; Hillier & Hanson, 1984; Vaughan, 2007) but
has also engendered some criticism because of low correlations of predicted behaviour with
observed movement (r = 0.16; Sailer, 2007). Another point of resistance is that fewest line axial
maps are prone to reliability issues, since there is no automated program that makes these types
of maps (Desyllas & Duxbury, 2001), so the details of any map depend on the researcher making
it. To get around this problem, people usually use “all line” axial maps, which are the longest
lines of sight between any two mutually exclusive building nodes. These maps can be produced
automatically via software called “Spacebox” (Desyllas & Duxbury, 2001). However, this
method has the limitation of not being able to deal with more complex polygons when rendering
the space, since it assumes the more complicated the polygon, the more nodes it will render,
“weighing” the map unevenly (Desyllas & Duxbury, 2001). Segment analysis simply means
analyzing the edges between nodes, either in a topological, angular, or metric way, usually using
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DepthMap software (Hillier, 2009; Schaffranek & Vasku, 2013), but has the limitation of
needing too many specified parameters. Despite these limitations, it is more useful in later
planning stages. On the other hand, the software SpiderWeb can be used for early-stage planning
where the exact spatial layout is unknown because it does not need as many specified
parameters. Convex Space analysis is the analysis of a convex map, which is the least set of
fattest spaces that covers the floor plan (Peponis et al., 1983; Sailer & Penn, 2007). A convex or
fat space is an area that can be seen in its entirety from any point within it (Hillier, 1984), and is
used to study interaction (Hillier, 1996; Vaughan, 2007). Lastly, a Visibility Graph places nodes
on points in open space that are visible to each other, usually grid points on a city map (Desyllas
& Duxbury, 2001). It has been useful for mapping cities and extracting data when looking at not
just segments, but the city as a whole. Other than analyzing cities, this method has been used
effectively to predict movement flows within an art gallery by Turner and Penn (1999) and even
functioned well in the interior of buildings (Dawes & Ostwald, 2014a). There is a lot of
discussion in the literature on the relative usefulness of these various measures and the
conclusions that can be drawn from them. However, I note that all of them deal exclusively with
mapping the physical space, and not with how people move through and utilize that space
(although, as noted above, some of the measures have been correlated – with varying degrees of
success – to movement patterns). For an excellent review of Space Syntax measures and their
efficacy relating to movement and interaction, see the tables in Koutsolampros et al., (2019).

Which Method Will be Used to Map Networks and Why?
The most appropriate method for the current project, for several reasons, is a mix of VGA
and axial line map analysis, in the sense that each node represents a room or a space and each
edge represents a travel space to and from each node (with visual aspects ignored). Firstly, both
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methods account for space being topological, so not only can they be somewhat intertwined, but
they are consistent with how humans cognitively perceive space. Secondly, in intelligible areas
such as workplaces and commercial buildings, axial line integration accounts for a significant
portion of the variance in movement flows (Chang & Penn, 1998). In addition, Turner & Penn
(2002), using simulation data, state that the programme of a building (where people go due to
their job responsibilities or planned activities) accounts for 25% of movement patterns, and
configuration accounts for 75%. Koutsolampros et al., (2019) notes that Visual Integration of
spaces is a great predictor of movement flow in VGA (R2 = .92) as well. Lastly, the simplicity of
this method will help us in creating random networks (see Methods).

Scope Of the Current Study
The importance of the proposed model lies in adding strength to the socio-spatial
contract. Such a contract, between the organization and the employees, includes what the
organization is providing the employees (pay, space to work, access to working tools, training,
etc.) and what the employees are providing the organization (completion of tasks,
communication, efficiency, etc.; Vischer, 2005). It is assumed that if one side provides more, the
other will reciprocate. For example, if the organization provides you with higher pay and now
gives you an office and a more prestigious position, you are expected to work harder. On the
other hand, if an organization is not paying its employees enough for the stress the work is
causing them, they will disengage, though in reality the situation is more complicated, of course
(Hirschman, 1970). Both parties need to be happy with the contractual agreement for this
relationship to be seamless. As previously mentioned, different jobs require different
accommodations, and if the space is tailored to the workforce in question, the organization is
providing better space, which will raise expectations from the employer and output from the
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employees. For example, a designer with a small space and less light will likely finish a drawing
more slowly than someone who has a larger, better lit space. The extra expectations from the
organization make sense on two levels: 1) They have provided you with better equipment to
more efficiently perform tasks, 2) They have invested money into their side of the socio-spatial
contract, which will in turn lead to higher work output by simple terms of the contract mentioned
above. Not only will the organization be happy with the efficiency, but the workers will also be
happy to do their work unobstructed by design flaws.
What is missing from this literature is an agent-based model that maps out the uses of a
space using virtual workers. The only agent-based model in the literature has rules that coincide
with the study of space alone (Turner & Penn, 2002), so the data extracted from this model are
useful in the scope of space syntax, but not necessarily in the scope of the workplace. If workers
are so important to the use of the space, it may come as surprise that they have not been included
more centrally in previous models. To fill this gap, I developed a simulation model that
integrates a Space Syntax-like understanding of the physical structure of a building with the
behaviours of agents utilizing that space.

Conclusion
Occupants experience space in an animalistic way when it comes to territory. They like
marking their territory with anything from their clothes to their personal items. Behaviours like
these bring people comfort and feelings of being at home. As Vischer (2005) explains, workers
need several types of comfort to work effectively, and while these things are sometimes
considered by designers, recent literature notes that disregard for the end-user is still a problem,
causing dissatisfaction (Heydarian et al., 2017; Kwon et al., 2019). Instead, more efficient and
generalizable strategies are used such as open office layouts and Activity-Based Workplaces.
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Tenants tend to dislike these layouts for reasons such as privacy constraints, distraction, and
feelings of being watched. Space has been shown to have an effect on human behaviour in both a
restricting and facilitating fashion. How humans cognitively perceive space is topological in the
way that the perceived distance from point A to point B is different from the perceived distance
between from point B to A. Knowing this, a hybrid of two topological mapping methods was
used to create random networks with specified parameters. On these networks, an agent-based
simulation was run to see how integration and connectivity affect the measures extracted from
the simulation such as time spent working. If space is optimized for tenant organizations that will
be occupying the space, the employers will have provided the workers with everything they need
and more, fulfilling or exceeding the terms of the socio-spatial contract. This allows for there to
be less conflict and higher job satisfaction because everyone is supported, in the sense that care
and empathy have been a part of the design process used to create the spaces they occupy. It is
assumed that in green buildings this will also reduce the disparity between the intentions of the
building’s designers and the way in which users behave in the building, reducing the
performance gap. I hope that the model I present in this thesis will be able to accurately replicate
a workplace in terms of occupant behaviour and movement.

AGENT-BASED MODELING IN THE WORKPLACE

14

Chapter 2: General Methods
This chapter presents the general methods for designing and running the model.
The model is an agent-based model, meaning that it consists of a set of N agents who
move around the workspace and behave in it according to a set of rules. The space itself is
modeled as a network, with nodes representing each room or other defined space (see Appendix
B) and edges representing connections between them (doors, hallways, etc.). Agents can only
move along edges in the network. When not moving, agents behave in one of 4 specific ways:
working, relaxing, socializing, or eating, which I call states.
I use the model to simulate the following questions, and hopefully come closer to being
able to answer them:
1. How does the design of a workplace affect the well-being and satisfaction of
workers?
2. How does the design of a workplace affect the ways in which various spaces within it
are used?
3. How do people move through and interact with each other in workplaces?
4. How does the interaction between workplace design and workers’ use of it affect
productivity and well-being?
The model is written in R, using the readxl and igraph packages. All the code for running
the model is available on my GitHub repository
(https://github.com/millernoam/Worskpace_model).
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Each simulation is run for 500 time-steps (arbitrarily considered to correspond to
minutes; so equal to about 8 hours) per day, for 5 days (a workweek). Details of the state
transition matrix and the model flowchart are given below.

The Space
The workspace is represented in the model by a network. Nodes represent separate
rooms/offices or stations that are at least somewhat separated from other surrounding stations
(e.g., a group of four printers would be considered a single node, a “printer station”, if they were
in close vicinity to each other). Nodes may also represent pathways such as hallways and stairs.
The network edges are the connections between nodes. The physical distance between each node
is kept more-or-less constant, to ensure more realistic movement patterns. An initial network was
created using the floor plan of an already existing commercial office building (Chapter 3; see
Appendix B). This building is being studied as a “living lab” by the Viessmann Centre for
Engagement and Research in Sustainability (VERiS) group as part of a research project to
understand how the performance gap in green buildings relates to occupant behaviour, and how
this can be addressed by developing a Culture of Sustainability (Dreyer, Riemer, Spadafore,
Marcus, Fernandes, Taylor, Whitney, Geobey & Dennett, 2021). Data from sensors deployed
throughout the building, which measure room occupancy, temperature, humidity, noise, light
levels and (in select locations) movement can eventually be compared to the model’s predictions
(this comparison was removed from the current project due to the closure of the building during
COVID). In addition, random networks with varying connectivity scores and integration scores
were created and explored (Chapter 4).
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Each node, in addition to its relation to the other nodes of the network, has an
attractiveness score (see below) and a designation. Nodes can be designated as either
workstations, kitchens, socializing/relaxation (SR) spots, outdoor spaces, or “other” (which
includes all transitional spaces such as hallways). Designations determine how each space is
used. For example, an agent wanting to eat will have to move to a node designated as a kitchen,
and so on.

Agents
In addition to the physical space, the model includes a set of N agents that behave and
move on the network. When choosing personality traits, I first noted the main behaviours that
employees perform in the workplace: working, socializing, relaxing, eating. Next, I extracted
personality traits that would allow me to manipulate these behaviours. Each agent therefore has
three personality characteristics: foodiness (pH) - the degree to which they want to spend time
eating (or enjoy eating), sociability (pS) - the degree to which they want to spend time socializing
with others, and work ethic (pW). Personality values are randomly assigned at the start of the
simulation, drawn from a normal distribution with a set mean (which is always 0 in my
simulations) and standard deviation. Future iterations of the model could, if new research on the
distribution of personality traits in the workplace emerges, be modified to take such research into
account. Additionally, each agent has a current “mood”, which consists of two values: their
current hunger level (sH) and the length of time they have been engaged in their current task (sT).
At any time point, an agent can be in one of 5 states: walking, working (state 0), eating
(state 1), relaxing (state 2), or socializing (state 3). Agents only walk to get from one node to
another, when their state changes and necessitates being in a specific designation of node. Each
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agent is randomly assigned a personal workstation to which they return whenever working.
Socializing and relaxing only happen in the SR nodes, and eating only in kitchen nodes. All
agents start each day of the simulation in a randomly selected outside node and in the working
state, so that the first thing they do is enter the building and go to their desk. I note that any of
these parameters and rules could easily be changed in future iterations of the model in order to
explore more specific questions about workspace use, such as the effect of “hoteling”, for
example.

Procedure
Figure 2.1 shows a flowchart of how the model progresses. At the start of a simulation
run, the model is initialized. Agents are spawned, given personality scores, and assigned a
workstation. The model then iterates over the 5 days of the simulation. At the start of each day,
each agent’s location is set to a randomly selected outside node and their hunger level (sH) is
reset to 0. Within each day, the model iterates over the 500 time-steps. At each time step, each
agent’s state is updated as follows. I first check whether or not the agent is currently located at an
SR spot. If not, the agent’s behaviour is determined entirely by their current state and location:
● If the agent is in the working state (state 0) and is not at their desk, they move to
their desk (see movement rules below).
● If the agent is in the eating state (state 1) and is not at a kitchen, they select and
then move to a kitchen. If the agent is at a kitchen, their hunger level is reset to 0
(because they eat).
● If the agent is relaxing (state 2) or socializing (state 3) and is not at an SR spot,
they select and then move to an SR spot.
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● If the agent is socializing or relaxing and is at an SR spot, they learn about that SR
spot. Learning about an SR spot changes the attractiveness of that node for that
agent. Attractiveness of nodes can either increase or decrease, depending on
whether or not agents get to engage in the behaviours they prefer there (see below
for details). An agent learns about SR spots only, and only once per visit.
Learning consists of increasing or decreasing the attraction score of that node for
that agent by α (a parameter that I vary; see Chapter 3).
Additionally, if the agent is at an SR spot, their behaviour is determined by the
behaviours of other agents at that same node. If the agent is occupying the node alone and came
there in order to relax (i.e., they moved to the node because they were in the relaxation state),
then they simply relax in the node, and the attractiveness of that node for them increases (since
they are doing what they wanted to do). If there are other agents in the node who are also
relaxing, the same thing happens. If the agent came to the SR spot to socialize and there are other
agents there socializing, then all the agents at the node socialize, and the attractiveness of the
node increases for them.
There is a different outcome if agents arrive at an SR spot and cannot engage in the
behaviour that brought them there. If an agent comes to an SR spot to socialize, for example, but
is the only agent at that node, they must decide whether to instead relax at that node (since they
cannot socialize alone), or leave and return to their desk. The agent’s probability of deciding to
leave is L = 1/pS(a), where pS(a) is that agent’s social personality value. If the agent decides to
leave, they return to their desk and their state is set to working (state 0). Otherwise, the agent
remains at the SR spot, alone, and switches to relaxing. In either case, the attractiveness of that
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SR spot for that agent decreases, since the agent did not get to engage in the behaviour for which
they came there (socializing).
Finally, if there is a mix of agents at a node - some trying to relax, some trying to
socialize - they must all engage in the same behaviour. The behaviour chosen is determined as
follows: I define the social potential x = ΣpS, the sum of the social personalities of all the agents
present at that node (personality values are drawn from a normal distribution with mean = 0, so
the mean of a large group should be around 0). If x ≥ 0, all the agents at that SR spot will
socialize; otherwise, they will all relax. Agents that get to engage in the behaviour they came for
will experience an increase in the attractiveness of the node; agents that do not will experience a
decrease.
After these changes have been determined, at each timestep for each agent, I increment
the time spent in their current state (sT) and increase their current hunger level (sH) by a random
amount between 0 and 1.
Changes in agent’s states, in addition to the criteria above, are determined by a state
transition matrix, evaluated every time step. The probability of transitioning to a given state is
dependent on how long the agent has been in their current state (sT), what time of day it is (T),
how long it has been since they ate (sH), and the agent’s unique personality values (pH, pS, and
pW). Table 2.1 shows the transition matrix for the model. The equations referred to in the table
are given below.
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Transition Functions
The time of day influences the probabilities of agents eating (A2) and working (A1),
since people have a higher probability of eating during ‘lunchtime’ and a higher probability of
working earlier and later in the day. These probabilities are also dependent on the agents’
relevant personality traits (A1 on work ethic, A2 on foodiness). An agent with a low work ethic
will transition from working to something else faster than an agent with a high work ethic, for
example. The functions are illustrated in Figure 2.2.
The other transition functions depend on agents’ personalities (e.g., an agent with a lower
work ethic is more likely to transition away from the working state), on the time of day (via
Functions A1 and A2), and on the agents’ current mood - their hunger levels and the amount of
time they have spent in the current state (not all functions depend on all these parameters: F1 and
F2 depend on time of day; F1, F3, and F4 depend on the time in current state; F2 depends on
hunger levels; F3-F7 depend on work ethic; and F4 and F7 depend on sociability). Agents
become increasingly likely to transition out of a state when they have been in it for a long time.
Some states have a minimal duration: agents that enter the relaxing or socializing states will
remain in that state for at least 10 time steps. Eating has both a minimum and maximum
duration: it always takes exactly 30 time steps (note, however, that the probability of entering the
eating state is still stochastic). Appendix A shows sample plots of all the transition functions.
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Movement Rules
Once an agent decides to move to a new node, most often because they have transitioned
to a new state that requires being in a node of a certain designation, they sometimes have to first
select a node to move to from the set of nodes with the appropriate designation (e.g., selecting
one SR spot from all possible spots). When choosing a node, agents select randomly from a list
weighted by the attractiveness of each option.
Having selected a node, the agent then probabilistically selects the most attractive path to
their destination. Each node (room or hallway) has an attractiveness score associated with it
which can be either positive (attractive) or negative (unattractive) and these are added or
subtracted from a base attractiveness score (set at 100). The attractiveness of all possible simple
paths (that do not include doubling-back) are calculated and the agent chooses from a weightedrandom list which path to take (but see Chapter 4 for a slightly modified procedure used with
highly connected networks). The length of the path is also considered - longer paths are less
preferred. The relative weighting of the length of the path vs. its overall attractiveness in
choosing which path to take is controlled by a parameter I label β (beta; the attraction trade-off).
Once the agent arrives at its destination, it engages in the desired activity (working, eating…)
until the transition function alters its state again.
When eating (at a kitchen node), agents’ current hunger levels (sH) drop to 0. At all other
times, sH increases each time step by a random amount between 0 and 1.
Specific details of the simulations and the parameter values explored are given in
Chapters 3 and 4.
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How Real-World Data Can be Used to Adjust the Model
Through comparison of the model to movement and space use data were removed from
the scope of the current project, due both to disruptions caused by COVID-19 and lack of
permission from the building tenants to install movement-tracking sensors, it is still worth
considering how the model presented here could be profitably compared to real-world data.
Placing directional movement sensors at outside doors would tell us how many people walk in
and out of the building and when. Choice of door can also be informative (for example, in our
study building, one door faces a transit stop, one outside door faces the street, and one faces the
parking lot). We could incorporate this information into the simulation to improve the realism of
agents’ movement pattern, which could, for example, be used to estimate energy loss from
temperature dissipation through open doors (U.S. Department of Energy, n.d.). Further
interventions can be behaviour oriented (Steg & Vlek, 2009) at the individual level, and as
Kotsopolous et al., (2017) suggested, can be performed with the help of sensors such as tracking
sensors. Such sensors can tell if an employee is leaving the workstation and will remind them to
turn off their display (for example) while also serving as positive reinforcement for that
behaviour by presenting a nice message, or credit towards some group celebration. Tracking
sensors, would have also allowed mapping out movement patterns and interactions of occupants
(Ma and Cha, 2020; Nappi & Ribeiro, 2020). This would not only provide a direct comparison to
our simulated data, but allow for exact estimates of how much people use each space, which we
could replicate in the model. It is to be hoped that some of these data can be collected in the
future and used to ground-truth the model presented here.
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Table 2.1. Model transition matrix.
Work

Eat

Relax

Socialize

Work

F1

F5

F5

F5

Eat

F2

If sT<30, 1000, else, 0

F2

F2

Relax

F3

F6

If sT<10, 1000, else, F6

F6

Socialize F4

F7

F7

If sT<10, 1000, else, F7

Note. Codes inside the cells refer to the functions given in the text. sT = the amount of time the
agent has spent in its current state. Columns and rows show the possible states the agent can be
in. Transitions are from columns to rows.
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Figures
Figure 2.1. Model flow-chart.

Note. Definitions for all symbols and equations for the transition functions are given in the main
text.
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Figure 2.2. Time-of-day functions.

Note. A1 (left) and A2 (right) are shown as a function of time of day for three values of the
relevant personality trait (pW or pH): -3, 0, and 3 (one SD above and below the population mean
for the baseline condition simulations).
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Chapter 3: The Base Model
I first applied my model to a floor plan derived from one floor of an existing multi-tenant
building. This building is currently being studied as a “living lab” by the Viessmann Centre for
Engagement and Research in Sustainability (VERiS) group and contains a range of sensors that
measure environmental variables, occupancy in certain rooms, and movement. I manually coded
the floor plan as a network, defining a node for each office, hallway, or other more-or-less
enclosed space, and connecting them with edges wherever people could move between them.
The floor plan (with identifying details removed) and network are shown in Appendix B.
My original plan was to use this base simulation to compare the predictions of the model
to movement patterns of real people in this building. These data were to have come from
additional sensors that track movement (by locating devices like phones or laptops). However,
due to resistance from the building tenants and disruptions caused by COVID, this part of the
project was not completed. The predictions of the model therefore remain to be tested in the
future. However, the model points towards some interesting features of work and interaction in
the workplace that were not expected. Some of my predictions suggest that key measures of
interaction and work efficiency have never been studied and could shape the kinds of data that
should be collected in the future. I expand on this point in the discussion.

Methods
General model methods are described in Chapter 2.
I varied several parameters of the model to establish how they affected its behaviour (see
Table 3.1). I varied the number of agents (N = 10, 15, 20, 30, 40, 50), α - the rate at which agents
learn about SR spots (α = 1, 2, 3, 5), β - which affects how agents trade off attractiveness and
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distance in selecting paths between nodes (β = 0.25, 0.5, 1, 2, 3, 5, 10, 20), and σ - the width of
the distribution from which personality traits are drawn. I varied σ for work ethic (pW) and
sociability (pS) separately (conditions: pW = 3, pS = 3; pW = 3, pS = 6; pW = 6, pS = 3; and pW =
4.5, pS = 4.5); I did not vary σ for the trait I call foodiness (pH).
I ran 100 simulations under each set of parameters and averaged the results (for most
analyses) over all of them.

Analysis
All analyses were conducted in R (v. 4.0.3; R Core Team, 2020), JASP (v.0.14.1; EricJan Wagenmakers, University of Amsterdam), and Mathematica (v. 12; Wolfram Research). I
attempted, wherever possible, to conduct Bayesian analyses of all statistical results, as these
provide more accurate credible intervals, work better with non-normal distributions, and have
greater internal consistency (coherence; Wagenmakers et al., 2018). For most analyses I report
the Bayes Factor, along with text that describes the level of confidence I have in the hypothesis
being tested (Jeffreys, 1961). I note that my Bayes Factors are sometimes massive. This is an
effect of having large amounts of data (since I ran each simulation 100 times), and those data
having, in some cases, quite low variance, since they are derived from a rule-based (though
stochastic) simulation. When I report a Bayes Factor of “∞”, this means that it is so large it
cannot be computed (Goss-Sampson et al., 2020). My main methods of analysis are ranked
correlations (using Kendall’s τ), Kolmogorov-Smirnov tests, and mixed-effect ANOVAs with
post-hoc tests. For post-hoc tests of individual comparisons, I report the posterior odds, corrected
for multiple comparisons using the method in Westfall (1997).
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Results
In my model, I specified many of the characteristics of the agents and their behaviour. I
then explored how these character traits affected the behaviours and interactions of the agents,
where they spent their time in the space, and how their interaction networks functioned.
My independent variables are the personality traits of the agents (work ethic [pW],
sociability [pS], and foodiness [pH]), the number of agents in the workplace (N), α, β, and σ. The
values taken on by these parameters are given in Table 3.1. Before running the analyses, I chose
a baseline condition: N = 30, α = 3, β = 3, σ = {3, 3} (shaded row in Table 3.1), to which I
compared all the other conditions. Parameter values were selected by what seemed most
reasonable, as it was not possible a priori to determine how specific values would translate into
agent behaviours in the model.

Time in States
Baseline Condition.
Of the agents’ 5 possible states (working, relaxing, socializing, eating, or moving), I
focused my analyses on the time they spent working, relaxing, and socializing, as being of most
interest. Walking is triggered only when needing to move to a new node and takes only as long
as the distance to be covered; eating happens, for the most part, once per day and takes the same
amount of time for all agents (always 30 time steps; see Chapter 2).
The proportion of their time that agents spent in their various states appeared to be
bimodal, though Maximum Likelihood Estimation showed that in most cases they are multimodal and probably not well described as a sum of Gaussians (see Appendix C for details).
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Nonetheless, as there was a clear division of the data into two main modes, I analyzed some
effects as if the distributions were bimodal.
The distributions of working times in the baseline condition appeared to be dominated by
two main modes (Figure 3.1), with a dip between them at about 20%. I split the distribution at
that point, dividing agents that worked more than 20% of the time (High-workers, HW) from
agents that worked less than 20% of the time (Low-workers, LW). I found that 28.5% of agents
fell into the LW mode, and 71.5% into the HW mode. I found extreme evidence that the two
groups’ personalities vary on both their work ethic and sociability, and strong evidence that they
do not vary on their foodiness (trait means: Work-Ethic: LW = -3.40, HW = 1.37; Bayesian
independent sample T-test; BF = ∞; Sociability: LW = 0.53, HW = -0.26, BF = 9.3 x 107;
Foodiness: LW = -0.02, HW = 0.01, BF = 0.047). So, agents with high work ethic or low
sociability spend more time working.
I found extreme evidence that agents who work more also walk more (Kendall’s τ; rt =
0.19, BF = ∞), likely because their high work ethic leads them to quickly return to work when
they attempt to socialize or relax. Conversely, agents with low work ethic do not walk much
because they are satisfied with sitting at an SR spot and relaxing or socializing.
The distributions of time spent socializing appeared to be tri-modal, with one mode
representing a large group of agents that never socialized (Figure 3.1). For simplicity, the low
mode and the mode of agents that did not socialize at all were combined. I divided the
distribution of time spent socializing at 23% of the time, in between the low and high modes. I
found that 72.5% of agents in the baseline condition fell into the low-socializing (LS) mode
(which includes agents that never socialized), and 27.5% into the high-socializing (HS) mode. I
found extreme evidence that these two groups vary on both their work ethic and sociability, and
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strong evidence that they do not vary on their foodiness (trait means: Work-Ethic: LS = 1.05, HS
= -3.46, BF = ∞; Sociability: LS = -0.47, HS = 1.41, BF = 1.1 x 1045; Foodiness: LS = 0.03, HS
= -0.1, BF = 0.082). So, agents with low work ethic or high sociability spend more time
socializing. In other words, both time spent working and time spent socializing are affected by
both the work ethic and sociability personality traits. I attempt to further disentangle this effect
below.
The distributions of time spent relaxing appeared to be bi-modal (Figure 3.1). I divided
the distribution at 22% of the time, in between the two modes. I found that 65% of agents in the
baseline condition fell into the low-relaxing (LR) mode and 35% into the high-relaxing (HR)
mode. I found extreme evidence that these two groups vary on only their work ethic, strong
evidence that they do not vary on their sociability, and moderate evidence that they also do not
vary on their foodiness (trait means: Work-Ethic: LR = 1.43, HR = -3.38, BF = ∞; Sociability:
LR = -0.08, HR = 0.06, BF = 0.09; Foodiness: LR = 0.05, HR = -0.12, BF = 0.12). So, agents
with high work ethic spend less time relaxing.
The connection between personality and time in state was also evident in direct
correlations. Agents that were less social or had a high work ethic spent more time working
(Figure 3.2C; Kendall’s τ: work-ethic to time working, rt= 0.73, BF = ∞; sociability to time
working, rt= -0.21, BF = 8.3 x 1061) and more time socializing (Figure 3.2A; work-ethic to time
socializing, rt= -0.47, BF = ∞; sociability to time socializing, rt= 0.5, BF = ∞). Less social agents
and those with lower work ethic also spent more time relaxing (Figure 3.2B; work-ethic to time
relaxing, rt= -0.76, BF = ∞; sociability to time relaxing, rt= -0.16, BF = 1.8 x 1036). More social
agents spent less time eating (Figure 3.2D; rt= -0.15, BF = 3 x 1032), and agents with higher work
ethic or higher foodiness spent more time eating (Figure 3.3; work-ethic: rt= 0.29, BF = 1.4 x
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10124; foodiness: rt= 054, BF = ∞). Varying the model parameters (N, α, β, σ) did not affect these
patterns (Table 3.2A-D).
Varying Parameters.
I next varied several parameters of the model and found that most of them have little or
no effect on all these results. Figure 3.4 shows the distributions of time spent working as a
function of N (panel A), α (panel B), β (panel C), and σ (panel D). In all cases, the distributions
remain bi-modal (sociability remains trimodal) and the absolute values vary little with changes in
these parameters. The same is true for the other states. To verify, I tested the effects of each
parameter on the time spent in each state (using a Bayesian ANOVA, which does not require that
the underlying distributions be normal).
I found extreme evidence that N and α did not affect time spent in any state (Effects of N:
on time spent working, BF = 0.00002; socializing, BF = 0.00001; relaxing, BF = 0.00002.
Effects of α: on time spent working, BF = 0.0003; socializing, BF = 0.0002; relaxing, BF =
0.0006). I found extreme evidence that β (the trade-off between distance and attraction in
selecting paths) had no effect on time spent working (BF = 0.0003), though post-hoc tests gave
moderate evidence that β = 10 was different from β = 0.25 (posterior odds = 4.17) and anecdotal
evidence that β = 10 was different from β = 0.1 (posterior odds = 2.75). I found extreme
evidence that β did not affect socializing or relaxing (socializing, BF = 0.000002; relaxing, BF =
0.0000002). Conversely, I found extreme evidence that σ (the width of the personality
distributions) had an effect on time spent in all states (working: BF = 2108.0, post-hoc tests
showed extreme evidence that {3,3} was different from all other conditions [posterior odds all >
1200], all other odds < 0.02; relaxing: BF = 348,878, post-hoc tests showed extreme evidence
that {3,3} was different from {6,3} [odds = 743,288] and from {4.5,4.5} [odds = 145,864], all
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other odds < 1.1; socializing: BF = 5.9 x 1011, post-hoc tests showed extreme evidence that {6,3}
was different from all other conditions [odds all > 798], all other odds < 0.6). In other words,
since personality affects the time spent in states (as noted above), altering the width of the
personality distributions also modifies the relative time spent in each state.

Happiness
Agents in the model increase their happiness levels when they get to engage in the
behaviours they want to (see Chapter 2 for details) and decrease their happiness when they do
not. I explored the effect of varying the model parameters on agents’ happiness at the end of the
simulation (all agents’ happiness was set to 0 at the start of each simulation).
Baseline Condition.
Agents’ happiness was affected by their personality (Figure 3.5) in an interesting way.
Agents with either very low or very high work ethic, or very low or very high sociability, were
happier than agents with intermediate values (Figure 3.5A). Agents with higher foodiness were
also happier (Figure 3.5B). Combining the data shown in Figures 3.2 and 3.5, it appears that
agents with extreme values on some personality trait spend a lot of time engaging in the
corresponding behaviour, which makes them happy. For example, agents with very high work
ethic (and intermediate values on sociability and foodiness) spend most of their time working
and have high happiness, because they get to spend time doing what they enjoy, working. Agents
with intermediate values on personality traits divide their time between many states and do not
spend as much time doing what really makes them happy. Note, for example, that the blue areas
(low happiness) in Figure 3.5A align with the boundaries of the red regions (lots of time) in
Figure 3.2A-C.

AGENT-BASED MODELING IN THE WORKPLACE

33

Figure 3.6 gives more detail on 5 different ways to be happy in the model. The top-right
panel shows the same heat map as in Figure 3.5A, giving happiness levels (colors) as a function
of work ethic (Y-axis) and sociability (X-axis). Five areas where agents have either high (B, C,
and D) or low (A and E) happiness are outlined in red. The bottom-right panel shows
distributions of happiness for the agents in each area. The graphs at left show the distributions of
time spent in each state for the agents in each area. Agents in area A, for example, have
intermediate values (close to 0) for both sociability and work ethic. These agents score low on
happiness (blue distribution in bottom-right panel; mean happiness = 273). They spend about
40% of their time working and very little time either relaxing or socializing (top-left panel).
Since their personalities are intermediate, they do not derive much happiness from this mix.
Agents in area B, on the other hand, have extremely high sociability and work ethic. These
agents spend about the same amount of time working (second panel from top left), and only a
little more time socializing than the agents in A (and no time relaxing). Despite distributing their
time very similarly, these agents are much happier than those in A (mean happiness = 11,621),
because they enjoy working and socializing more. Agents in C are the polar opposites of those in
B, with low work ethic and low sociability. They are also happy (mean happiness = 10,607),
because they spend almost all their time relaxing (center-left panel). Agents in D have low work
ethic and high sociability, so they do not have any conflicting drives (as agents in B would).
They score highest on happiness (mean happiness = 14,735) and spend most of their time either
socializing or relaxing (second from bottom-left panel) and never work. Finally, agents in area E
have medium work ethic and low sociability. Like the agents in A, they spend most of their time
working (bottom-left panel) but never socialize. However, because their work ethic is medium,
they do not enjoy this distribution of time very much (mean happiness = 574).
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Foodiness has the strongest effect on happiness across all conditions. This is likely
because there is no opposite action to eating. For example, if an agent has high sociability, they
may be coerced into relaxing instead of socializing when at an SR spot (see Chapter 2), which
will bring their happiness down. Conversely, if they were there to relax, they may be coerced
into socializing, which will decrease their happiness. If an agent has a low work ethic, they will
dislike working but love relaxing, so while working they are decreasing their happiness, but
increasing it while relaxing. Foodiness, on the other hand, is simpler, since engaging in eating
does not prevent any other activity (except for the opportunity costs, which are minimal).
Another indication that foodiness operates differently to the other personality traits is that when
the model is altered so that eating has no effect on happiness, no other effects are altered (Figure
3.7). Foodiness has no interactions with other personality traits or states, and has the highest
correlation with happiness (Figure 3.7; foodiness: rt = 0.25, BF = 3.9 x 1091; work ethic: rt =
0.14, BF = 4 x 1026; sociability: rt = 0.19, BF = 1.2 x 1052).
I note that these effects are a result of the fact that the model sets no limits on the amount
of time agents spend in each state. For example, there is no minimal amount of time agents must
spend working, nor do they have to work at specific times (e.g., attending a scheduled meeting).
This could be altered in future versions of the model.
Varying Parameters.
Varying most model parameters had little effect on happiness (Bayesian ANOVA; Effect
of N: BF = 0.00002; effect of α: BF = 0.002; effect of β: BF = 0.000003). Only σ affected
happiness levels, as it had the times spent in the various states (BF = 8.7 x 10169; post-hoc tests
gave extreme evidence that all conditions were different from each other [all posterior odds >
1012]). Figure 3.8 shows the distributions of happiness as a function of σ (happiness can be
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negative). The figure shows that increasing the variance in work ethic appears to increase mean
happiness.

Learning About SR spots
When relaxing or socializing, agents move to nodes designated as SR (socialize/relax)
spots. There are 7 such nodes in the network, clustered into two groups (see map in Appendix B).
Agents select an SR spot to go to based on its attractiveness, which can change over the course
of a simulation as agents learn about each spot they visit (see Chapter 2).
Baseline Condition.
In the baseline condition, S6 (node #33; see Appendix B) is the most commonly used SR
spot (Figure 3.9). This SR spot starts out with the highest attractiveness score, and also ends up
the most attractive (Table 3.3), though it is not certain that these things are causally related (see
Chapter 4). Not all the time that individuals spend at an SR spot increases its attractiveness in
their eyes; in some cases, agents will be forced to conform to a behaviour that they did not want
to engage in when at an SR spot with others (see Chapter 2 for details). Since there is a
symmetry in the rules regarding relaxing and socializing, and the personality distribution that
sociability scores are drawn from is always centered at 0, there is no a priori reason why more or
less initially popular spots should end up more or less attractive (though the opposite is true:
more attractive spots will be more popular). I explore this effect more in Chapter 4, where I
systematically vary the floorplan on which the simulation is run.
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Effect of Personality.
The final attractiveness of SR spots correlates with the personalities of the agents visiting
those locations. In the baseline condition, work ethic correlates negatively with the final
attractiveness of 6 out of 7 SR spots (Table 3.3, fifth column), excluding the one that is almost
never visited (S4). In other words, agents that work more and spend less time in SR spots
consider those spots less attractive. Foodiness does not correlate with the attractiveness of any
SR spot (Table 3.3).
Sociability correlates positively with the most attractive SR spot (S6), and negatively
with 4 other spots (Table 3.3, sixth column). This would appear to be due to a rich-get-richer
effect (e.g., Salganik et al., 2006): early in most simulation runs, S6 becomes slightly more
attractive to most agents, possibly due to its initially higher attractiveness score. Since there are
then slightly more people at that spot, it becomes an excellent place to socialize, which attracts
even more people to it and further increases its attractiveness to them. The effect is stronger in
agents with higher sociability, explaining the positive correlation. Other SR spots will have
fewer people in them or will mostly have people in them that want to relax, and thus will become
less attractive, explaining their negative correlation with sociability. This effect is further
demonstrated in Figure 3.10, which shows the mean attractiveness (across agents) of all SR spots
(bottom panel; S4, which has negative mean attractiveness, is excluded) for one run of the
baseline condition, along with the specific values for 6 selected agents. Some agents (2 and 29)
mostly visit just one SR spot (S5 for agent 2 and S1 for agent 29), generally one of the popular
ones. Others (5 and 7) visit many spots infrequently. Agents 1 and 9, however, start out
preferring one location (S2 for agent 1 and S1 for agent 9), but then the high popularity of S5
leads them to switch, despite the high attraction accumulated by their first choice, which should
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have made it hard to avoid choosing that spot. This demonstrates the collective effects of SR spot
choice.
Visits to SR spots are correlated across simulation runs. Figure 3.11 shows the
distributions of the number of agents that visited a given SR spot, for each SR spot. The figure
shows that, for example, S6 was the most popular spot in most runs of the simulation, being
visited, on average, by 21.7 ± 2.7 agents (out of 30 in the baseline condition). The least popular
SR spot, S4 was only visited by 2.48 ± 1.7 agents per simulation run. This difference in
popularity is enhanced by agents’ loyalty to their favorite SR spots. The inset to Figure 3.11
shows the distribution of the total number of SR spots visited by an agent. Most agents only visit
2 (25% of agents) or 3 (24%) of the 7 locations during a simulation run.
Varying Parameters.
I found extreme evidence that increasing the number of agents in the simulation increased
the overall attractiveness of every SR spot (Figure 3.12, top-left; all rt > 0.23, all BF > 3.4 x
1014). This is likely because, when there are more people in the simulation to socialize and relax
with, agents who visit SR spots to socialize will rarely have to wait for someone else to socialize
with. However, increasing N appeared to have no effect on the relative attractiveness of the
different locations (Figure 3.12, top left; Bayesian ANOVA [S4 excluded], N only model, BF =
9.5 x 1036; SR spot only model, BF = 1.4 x 10144; N + SR spot model, BF = 1.7 x 10187; N + SR
spot + N*SR spot model, BF = 1.6 x 10184; post-hoc tests showed extreme differences between
all Ns except 15-20, 20-30 and 30-40 [all posterior odds < 1], and between all SR spots except
S5-S1, S7-S3, S2-S3 [all odds < 0.2]; the best model contains effects of N and SR spot, but no
interaction). Increasing α also increased the attractiveness of the SR spots, simply because α
determines how quickly the attractiveness increases as a function of experience (Figure 3.12,
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top-right; all rt > 0.27, except S4 [rt = -0.18]; all BF > 11,000), but altering β (Figure 3.12,
bottom-left; all |rt| < 0.06, all BF < 0.73) appeared to have no systematic effect on SR spot
attractiveness. Altering σ did not seem to affect SR spot attractiveness either (no correlation
shown, since σ is not continuous), I find extreme evidence that increasing N decreases the
number of SR spots an agent visits (Figure 3.13, left; Bayesian ANOVA: effect of N, BF = 2.1 x
10166; post-hoc tests showed extreme differences between all levels of N [all posterior odds >
62], except N = 15 to N = 20 [odds = 0.44]), and the number of agents visiting each SR spot
(Figure 3.13, right; Bayesian ANOVAs, for each SR spot: all BF > 4.7 x 108; post-hoc tests show
a mix of differences, but in all cases, at least 5 (of 15) comparisons have posterior odds > 10).
Identical effects are seen when increasing α (Figure 3.14; effect of α: BF = 2.2 x 10215; post-hoc
tests showed extreme differences between all levels of α [all odds > 2.9 x 108]; ANOVAs: all BF
> 1.8 x 1011, post-hoc tests, in all cases at least 5 (of 6) comparisons have posterior odds > 10),
and when changing σ (effect of σ: BF = 1.5 x 1024; post-hoc tests showed extreme differences
between all groups [all odds > 36], except {3, 3} and {3, 6} [odds = 0.1]; ANOVAs: all BF >
8.05, post-hoc tests, in all cases at least one comparison had posterior odds > 10). However, no
such effect is seen when changing β (effect of β: BF = 0.0005).

Social Networks
I next explored the interactions between agents in the model, by constructing and
analyzing their social networks. Agents were considered to be interacting when they occupied
the same SR spot. Time spent at a workstation, eating, or walking was ignored. Figure 3.15
shows a sample network from one run of the baseline condition. My networks are undirected
(i.e., when two agents spend time together, that interaction is considered to be mutual - neither
agent is considered the initiator) and weighted (i.e., the edges between agents vary in strength,
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corresponding to the amount of time the two agents spent together). Networks were classified
using 6 standard measures, defined below. Three measures apply to each agent (node) in the
network, three are global measures of the entire network. For most statistical analyses, since the
scores of nodes in the same network are not independent of each other, I averaged the scores for
node-level measures and used the mean scores. For each network, I measured:
Node-level measures:
● Degree: the number of edges that connect to each node. Edge weights are ignored. Since
larger networks (higher N) contain more potential connections, all values were
normalized by being divided by N, so that they range from 0 to 1.
● Strength: the sum of the weights of all edges connected to a node. Higher values indicate
agents that have more social contact overall. Since networks are weighted, this number is
not the same as degree. Strength was normalized by dividing all scores by N. This value
ranges from 0 to T (the total number of timesteps in the simulation, which is the same for
all simulations, 2500).
● Betweenness: the number of shortest paths between two nodes that pass through the focal
node. Nodes that are more central will have more paths running through them and will
score higher. Since the maximal value of this measure is (N-1)(N-2)/2, all scores were
normalized by dividing by this value, so that the measure ranges from 0 to 1. Note that
betweenness ignores edge weights.
Network-level measures:
● Density: the proportion of all possible edges that are actually present in a network. An
all-to-all network (where every node has a direct connection to every other node) will
have a density of 1. The minimal value is 0.
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● Clustering coefficient: a measure of the cliquishness of a network, also known as its
“small-worldness” (Humphries & Gurney, 2008). It is the fraction of all possible two-step
paths on the network that are closed, meaning that a third edge exists that completes the
triangle formed by those two edges. Higher values indicate that the network is clustered
into tightly bound subgroups (cliques) with few connections between them. Ranges from
0 to 1.
● Homophily: the correlation of degree between connected nodes. In other words, how
similar (in sociability) are any two connected nodes? In networks that score high on
homophily, individuals tend to cluster with others that are similar to themselves (in
degree). Ranges from -1 to 1.
Means of all (normalized) network measures for the baseline condition are given in Table 3.4.
However, these numbers don’t convey much information on their own, out of context, so I focus
on how the scores change as I vary the parameter values.
Varying Parameters.
Figure 3.16A shows the mean normalized degree (the number of connections a node has
on average) as a function of N. I find strong evidence that the total number of agents affects the
mean degree of each agent, even when these scores are normalized (BF = 11.57; post-hoc tests
showed a difference between N = 15-20 and N = 50 [all posterior odds > 29], and N = 30 and N
= 50 [odds = 4.81]; all other posterior odds < 2.3). Overall, mean degree decreased at higher Ns,
in addition to becoming less variable (Figure 3.16A). Since degrees were normalized by dividing
by N, another way to say this is that mean degree increased with N, but more slowly than N.
Mean normalized strength also decreased as N increased (Figure 3.16B; BF = 11.46; post-hoc
tests showed only anecdotal evidence for a difference between N = 10 and N = 50 [posterior
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odds = 2.4] and N = 10 and N = 40 [odds = 1.7]; all other odds < 0.9). Mean betweenness
decreased strongly as N increased (Figure 3.16C; BF = 2.3 x 10130; post-hoc tests showed large
differences between all levels of N [all posterior odds > 109]). Density also decreased as N
increased (Figure 3.16D; BF = 6.2 x 1015; post-hoc tests showed large differences between N =
10 or 15 and N = 30, 40, or 50 [all posterior odds > 8.5], between N = 20 and N = 40 or 50 [odds
> 1000], and between N = 30 and N = 50 [odds = 147]; all other posterior odds < 1.2). Clustering
also decreased as N increased (Figure 3.17A; BF = 487,000; post-hoc tests showed large
differences between N = 10, 15, or 20 and N = 40 or 50 [all posterior odds > 18]; a weaker
difference between N = 30 and N = 50 [odds = 6.2]; all other posterior odds < 0.8). Homophily,
on the other hand, increased as N increased (Figure 3.17B; BF = 7.9 x 1015; post-hoc tests
showed large differences between N = 10 and N = 20-50 [all odds > 100], N = 15 and N = 40-50
[all odds > 95], and N = 20 and N = 50 [odds = 108], a weaker difference between N = 15 and N
= 30 [odds = 6.7] and N = 20 and N = 40 [odds = 4.3]; all other posterior odds < 1.7).
Varying α caused mean degree to decrease (Figure 3.18A; BF = 1060; post-hoc tests
showed large differences between all groups [all posterior odds > 22,800]) but had no effect on
mean strength (Figure 3.18B; BF = 0.016). Mean betweenness increased strongly with α (Figure
3.18C; BF = 1060; post-hoc tests showed large differences between all groups [all posterior odds
> 17,600]), and density decreased (Figure 3.18D; BF = 2.3 x 1060; post-hoc tests showed strong
differences between all groups [all posterior odds > 22,800]). Clustering decreased (Figure
3.18E; BF = 6.5 x 1035; post-hoc tests showed strong differences between all groups [all
posterior odds > 22]) and homophily increased (Figure 3.18F; BF = 18.0; post-hoc tests showed
large differences between α = 1 and α = 3 or 5 [posterior odds > 29]; all other odds < 2.3).
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Varying β had no effect on any network measure (BFs: mean degree = 0.31; mean
strength = 0.05; mean betweenness = 0.25; density = 0.38; clustering = 0.75; homophily =
0.0006).
Varying σ, the width of the personality distributions, affected mean degree (Figure
3.19A; BF = 3.4 x 1019; post-hoc tests showed large differences between σ = {6, 3} and all other
groups [all posterior odds > 2,900], and a smaller difference between σ = {4.5, 4.5} and the other
groups [all odds > 15]; only σ = {3, 3} and σ = {3, 6} did not differ [odds = 0.3]). In other
words, altering the width of the work ethic distribution had a larger effect on social networks
than altering the width of the distribution from which sociability values are drawn. Varying σ
also had a large effect on mean strength (Figure 3.19B; BF = 186,707; post-hoc tests showed
large differences between σ = {3, 3} and σ = {4.5, 4.5} or {6, 3} [all posterior odds > 63] and
between σ = {3, 6} and σ = {6, 3} [odds = 54.6]; all other odds < 1.4). In other words, here,
again, varying the work distribution had the larger effect. A similar effect occurred for mean
betweenness (Figure 3.19C; BF = 4 x 1016; post-hoc tests showed large differences between σ =
{6, 3} and all other groups [all posterior odds > 177], and between σ = {4.5, 4.5} and σ = {3, 3}
or {3, 6} [all odds > 16]; only σ = {3, 3} and {3, 6} did not differ [odds = 0.25]). Almost exactly
the same pattern of results held for density (Figure 3.19D; BF = 5.3 x 1017; post-hoc tests showed
large differences between σ = {6, 3} and all other groups [all posterior odds > 600], and between
σ = {4.5, 4.5} and σ = {3, 3} or {3, 6} [all odds > 12]; only σ = {3, 3} and {3, 6} did not differ
[odds = 0.32]) and clustering (Figure 3.19E; BF = 2.8 x 1010; post-hoc tests showed large
differences between σ = {6, 3} and all other groups [all posterior odds > 106], and between σ =
{4.5, 4.5} and σ = {3, 6} [odds = 20.6]; all other odds < 0.3]). Homophily also varied with
changes in σ (Figure 3.19F; BF = 4,380; post-hoc tests showed large differences between σ = {6,
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3} and σ = {3, 3} or {3, 6} [all posterior odds > 25], and between σ = {4.5, 4.5} and σ = {3, 6}
[odds = 42.6]; all other odds < 1.6).
Effect of Personality.
I next tested how personality affected social networks, and how social network measures
relate to happiness. For these analyses, only the first three network measures, that were
calculated for each agent (node), were compared to personality traits (sociability and work ethic)
or happiness.
Sociability correlated positively, and work ethic and happiness correlated negatively with
mean degree, strength, and betweenness (Table 3.5). Changing N, α, β, or σ had no effect on the
pattern of these results.
Personality affected network measures non-linearly. To examine this, I selected three
agents from each simulation run that had the highest, lowest, or median score for network
strength (i.e., that socialized the most, least, or in between). I then compared the sociability and
work ethic of these agents. There was extreme evidence of a difference in sociability between the
agent with the lowest strength and the other two (Figure 3.20, left panel; Bayesian Wilcoxon
Signed-Rank Test; both W > 4100, both BF > 21,000) but not between the median and highest
scoring agents (W = 3047, BF = 0.44). There was extreme evidence of differences between all
three agents on work ethic (Figure 3.20, right panel; all W > 1, all BF > 56,000). Changing N, α,
β, or σ did not affect the pattern of these results.

Discussion
I ran my model on a floor plan based on an existing office building, varying several of the
model parameters: the total number of agents (N), the rate at which they learn about SR spot
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attractiveness (α), how they choose their paths through the building (β), and the width of the
distributions their personality characteristics were drawn from (σ). The results can be
summarized in six points:
1. Time spent in states is bimodal: although agent personality scores are drawn from normal
distributions, agents tended to divide into distinct groups by how much time they spent
working, socializing, or relaxing. Not surprisingly, which mode of the distribution an
agent occupied depended on their personalities. Agents with higher work ethic or lower
sociability tended to work more and socialize less. Agents with low work ethic relaxed
more, and relaxing was not affected by sociability. The effect of personality on time in
modes was built into the structure of the model (via the state transition function), but the
bimodality appears to have resulted from an interaction between the different ‘drives’ the
agents experienced.
2. Doing a lot of one thing makes you happy: agents that had extreme personalities (either
high or low on either work ethic or sociability) were happier than agents with
intermediate values. This effect was mediated by the time they spent in each state. Agents
at the extremes of personality derive more happiness from focusing on some activities;
agents with intermediate personalities divide their time more between different states and
enjoy them less overall. Having high foodiness also increased happiness. Of all the
parameters I varied, only σ affected this dynamic, by increasing the range of extreme
personalities.
3. Not all SR spots are equal: some SR spots were more popular and attractive than others,
and this appeared to be driven by a feedback effect. An SR spot that started to become
popular gained in attractiveness, which made it more popular, and so on. This effect was
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even strong enough to overcome some previously acquired individual preferences (see
Figure 3.10, agents 1 and 9). A similar effect was described by Salganik et al., (2006)
where music arbitrarily deemed “more popular” was preferred over other, “less popular”
music. Attractiveness also correlated negatively with work ethic - probably because
agents with lower work ethic spent more time socializing - and was increased by
increasing N and α. These results demonstrate that, even though agents in the model are
not aware of what other agents are doing or where, nor do they have access to other
agents’ attractiveness scores, there are collective effects on socialization and relaxation.
This effect will be explored more in the next chapter.
4. SR spots can get crowded: When N or α increase, each agent visits fewer SR spots and
fewer agents visit each SR spot. It is worth noting here that the model does not include a
limit on, or even a measure of, density. In other words, all the agents could fit into one
SR spot at the same time, if they wanted. There is no effect of over- (or under-) crowding
in the model. Despite this, visits to SR spots seem to be sensitive to both N and α. I
assume that this is for the following reasons. When there are few agents, they may have
to visit several SR spots before they find one that has someone else in it to socialize with
(e.g., in my lowest N condition, there are only 10 agents and 7 SR spots). Visiting that
spot may not consistently yield rewards, since it will only rarely be populated. This leads
agents in low-N conditions to visit many SR spots. Conversely, when there are a lot of
agents, any SR spot is likely to be in use at any time and agents can more quickly select
one SR spot to remain at. We should therefore expect low-N conditions to result in agents
visiting many SR spots - shopping around for a good one - and high-N conditions to have
one clearly preferred spot for most agents. A similar explanation presumably applies to
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varying α: at high α, agents begin to like or dislike SR spots much faster, and settle on
one spot faster, leading to fewer spots visited per agent and fewer agents visiting each
spot.
5. Social networks depend on parameters: Most of the parameters that I varied had an effect
on almost all network measures.
a. As N increases, agents spend less time socializing or relaxing in SR spots overall
and socialize with fewer other agents, in part for the reasons noted in #4 above.
Networks become less connected and less cliquish, but what clusters remain
become increasingly homogenic (Figures 3.16, 3.17).
b. Increasing α increases homophily and betweenness and reduces network density,
mean degree, and clustering. Again, this may be partially caused by the increased
fidelity of agents to a small number of popular SR spots, as noted in #4 above.
However, the finding that this decreases clustering is counter-intuitive and
requires further examination in future work.
c. Increasing β decreases the number of agents spending time together. This could
be explained by the fact that a higher β means that agents do not like traveling
long distances, so they tend to choose SR spots closer to them, fragmenting
workplaces. The literature on workplace behaviour notes that distance is a reason
why some people do not interact at all in an institution (Allen, 1984; Sailer,
2007), especially if they have a separate set of attractors in their area (coffee
maker, printer, kitchenette; Sailer, 2007). These results, in combination, could
have large effects on how information travels through the social network, which
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would require further work (and possibly adjustments to the model structure) to
explore.
6. Social networks depend on personality: individual sociability and work ethic affect social
network measures in opposite ways. More social individuals have higher degree, higher
strength, and higher betweenness, and vice versa for agents with higher work ethic. This
means that the effects in #5 above are moderated by the range of individual personalities
within a group. More socially integrated agents, with higher degree, betweenness, and
strength, tend to be less happy.

Comparing The Model to Empirical Data
Amount of Time Spent on Activities in The Workplace.
A survey performed by popular time-tracking company Clockify (2017) showed that
people spend an average of 35.44 hours per week at work (calculated by averaging USA, UK,
and Germany; means = 37.5, 36.04, and 32.77 hours respectively). These numbers were based on
yearly hours worked from 1970 until 2017 (retrieved from the Organisation for Economic Cooperation and Development) divided by the number of work weeks in a year (average of 48).
Data retrieved from Statistics Canada (2021), noting the hours at work per week by full-time
salaried employees from January 2001 until January 2021 across all industries, controlling for
unreliable data, shows that the average number of hours spent at work in a week was 37.98.
However, as in the model, not all the time spent at work is spent working. Adobe Workfront
(2016) produced a report after surveying 600 knowledge workers at large companies which
concluded that people spend an average of 39% of their time on their primary work duties.
Vouchercloud, who polled 1989 UK office workers over the age of 18, found that on average,
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people reported working about 2 hours and 53 minutes per day, or 2.88 hours per day. This
equates to about 40% of their time (using the mean of hours spent at work in Canada, the USA,
the UK, and Germany, from the surveys above, 36.07 hours/week). These numbers are only
slightly higher than what is obtained in the model (grand mean of time spent working in the
baseline condition = 34 ± 19%), though the model distributions are bimodal (grand mean of
high-workers only = 45 ± 9%).
Next, we can examine the other activities people take part in at work and compare them
with our simulation. Based on the survey performed by Vouchercloud, employees spend time on
several activities other than working. The participants estimated how much time they spent per
day on each activity. I divided all activities into ‘socializing’ or ‘relaxing’ bins, to compare with
the model data. Socializing activities included: discussing out of work activities with colleagues,
texting/instant messaging, and making calls to partner/friends. The estimated time spent doing
these activities was 40 minutes, 14 minutes, and 18 minutes, for a total of 1 hour and 12 minutes
(16.67%, based on a 7.2 hour work-day, the average across the surveys cited above). Relaxing
activities included: checking social media, reading news websites, and smoking breaks. The time
spent on those activities was 44 minutes, 1 hour and 5 minutes, and 23 minutes, for a total of 2
hours and 12 minutes (30.56% of the day). The only survey item not categorized was “time spent
looking for a new job” as that is neither socializing nor relaxing. Other surveys have reported
similar numbers for socializing and relaxing at work, such as the Israeli consultancy firm BDO,
who noted that employees spend about 2 hours of their workday (27.78%) socializing online
when they work from home (Spiro, 2020), or an OfficeTeam survey (Travel Agent Central,
2017) which noted that people spend on average 56 minutes per day (12.96%) on their phones at
work (which I would characterize as relaxing). Model agents spent on average 12.06% of their
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time socializing and 14.4% of their time relaxing. This suggests that the model accurately
reproduces the amount of time spent working and socializing but underestimates relaxation time,
although this could be because relaxing behaviours are under-reported for fear of reprimand. It is
also possible that agents in the model spend too much time walking (i.e., that walking speeds in
the model are set too slow), which may skew the time spent in the other states (see also next
chapter).
It is possible to partially relate the personality traits in the model to the well-known bigfive personality traits. For example, work ethic in the model would correspond (roughly) to
conscientiousness, and sociability to extraversion. Witt (2002) found that extraversion was
positively correlated with job performance for highly conscientious workers, and negatively
correlated for low-conscientiousness workers. Similarly, in the model, agents work most when
they have high work ethic and low sociability, though higher levels of sociability have little
impact if work ethic is very high.
Happiness.
Happiness at work is a complicated concept to operationalize (Singh and Aggerwal,
2018). There are relevant existing measures, such as the Happiness at Work Survey (Happiness
Works Ltd., 2016) and the SMILES Framework (Andrew, 2011), and others derived from
academic settings, such as the Work Well-Being scale (Paschoal and Tamayo, 2008), the JobRelated Affective Well-Being Scale (Van Katwyk et al., 2000), and the iPPQ based HAW Scale
(Lutterbie & Pryce-Jones, 2013). However, it is difficult to find data on happiness at work that
can be compared to the model, since these frameworks are complicated (much more so than
happiness in the model), and because the application of the frameworks is usually done privately
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within companies and the data not published. What I can compare is the way I measured
happiness and some of the outcomes of the study.
Weiss and Cropanzano (1996) note that research until 1996 focused on Negative and
Positive Affectivity (NA and PA) as measures of job satisfaction. This was confirmed by Levin
and Stokes’ (1989) study on job satisfaction when delegating either “boring” or “interesting”
tasks to people with NA and PA. They found that regardless of the task at hand, affect was the
deciding factor for whether participants were satisfied or not. A later study by Cropanzano,
James, and Konovsky (1993) showed that both NA and PA correlated with job satisfaction. This
is similar to how happiness operates in the model: doing what you enjoy increases happiness, and
vice versa. Someone who has PA likes what they are doing, and thus accumulates happiness
faster than someone who does not like what they are doing, such as people with NA,
independently of the specific task they are engaged in. Additionally, Baumeister & Leary (1995)
found that interpersonal relationships are an essential foundation for happiness and well-being.
Dutton & Ragins (2007) note that high quality connections with others lead to higher happiness
and energy in employees. These results are not accurately captured by the model, which displays
negative correlations between all local network measures (degree, strength, betweenness) and
happiness. More work needs to be done in the future to explore what aspect of the model’s
operationalization of happiness causes this.
Social Networks.
The model displays a negative correlation between work ethic and local network
measures (i.e., agents with higher work ethic are less embedded in their networks), which is
contrary to some findings in the literature, such as an observed positive relationship between
network centrality of MBA (Master of Business Administration) members and their grades

AGENT-BASED MODELING IN THE WORKPLACE

51

(Baldwin, Bedell and Johnson, 1997). When team interaction patterns were cohesive
(comparable to network strength in the model), they were positively related to the team’s final
grades. In addition, if these interactions were deemed “adversarial”, people’s overall satisfaction
and belief in the team’s effectiveness decreased, but the grades still showed a positive
relationship (here I am assuming that grades can be compared to work ethic in the model).
Sparrowe, Linden, Wayne and Kraimer (2001) performed a similar study, showing the same
effects for cohesive group interactions, but also showed that adversarial interactions decreased
performance as well as satisfaction, which would align better with the model’s results if I
assumed most or all interactions the agents participate in were negative (which is not a valid
assumption). In the model, work ethic was negatively correlated to betweenness centrality, which
is not consistent with some of the literature (Brass, 1981). Brass notes that being in a central
position in a workflow network is not indicative of the employee’s performance. In addition,
Burkhardt and Brass (1990) found that centrality in a network may indirectly increase the
performance of the individual by increasing their influence. When someone is central to a
network, they may have more connections to people with power and accurate information,
leading them to perform better work. This is a dynamic the model does not capture because
agents who are high in sociability are the ones who have high betweenness centrality, and if you
are high in sociability, you will prioritize socializing over working (see Figure 3.2). In future
iterations of the model, this can be adjusted to better capture the importance of socializing to
work effectiveness.
Increasing β in the model, which affects how people choose paths through space, limited
their interactions with other agents, which appears to align with the findings of Allen (1984) and
Sailer (2007), who both noted that there was an informational disconnect between people whose
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workstations were distant from each other, and that occupants were driven to attractors, thus
separating groups of people that have competing local attractors (e.g., if two tenants both have
their own coffee station).

Conclusion
I ran simulations using the floor plan of an existing office building, varying the total
number of agents (N), the rate at which they learned about SR spot attractiveness (α), The
influence of path length on paths chosen (β), and the width of the distributions their personality
traits were drawn from (σ). Results showed an interesting bimodality in the amount of time
agents spent in states. I found that agents with extreme personalities were the happiest, an effect
that was exacerbated by increasing the width of the personality distributions. Even without any
global knowledge of other agents’ locations, some community spaces were used more than
others consistently across agents.
A lower α and agent count increased the number of SR spots that agents socialized and
relaxed in. When α increased, homophily and betweenness increased but density, mean degree
and clustering decreased, an effect that needs to be examined more in the future. When β
increased, the number of agents who spent time together decreased (Allen, 1984; Sailer, 2007).
Being more social was positively correlated with degree, strength, and betweenness, while being
high in work ethic correlated negatively with these measures. The model’s results for time spent
working matched Canada’s labour statistics quite closely; data on relaxing and socializing were
harder to compare, but exhibited similar patterns. My measure of happiness aligned with some,
but not all the literature on this hard-to-define topic. The literature on social networks contradicts
most of my results in that realm, so more work needs to be done redesigning the model to
include more realistic social dynamics.
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Tables
Table 3.1. Model parameter values.
N

α

β

σ {pW,pS}

30

3

3

{3,3}

10, 15, 20, 40, 50

3

3

{3,3}

30

3

3

{4.5,4.5}, {3,6}, {6,3}

30

1, 2, 5

3

{3,3}

30

3

0.25, 0.5, 1, 2, 5, 10, 20

{3,3}

Note. N = the number of agents; α = the speed at which agents learn about SR spot
attractiveness; β = the trade-off between distance and attractiveness in selecting a path; σ = the
widths of the work ethic and sociability distributions (from which agent personalities are drawn).
The top, shaded, row is the baseline condition.
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Table 3.2A. The effect of varying N on the correlations between personality traits and time spent
in each state.

Note. Traits and N are along the columns, states along the rows. Each cell gives Kendall’s τ and
its associated Bayes Factor in parentheses. Bayes factors > 10,000 are represented by ∞.
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Table 3.2B. The effect of varying α on the correlations between personality traits and time spent
in each state.
Work ethic (pW)
α:

Sociability (pS)

Foodiness (pH)

1

2

5

1

2

5

1

2

5

Work

0.73
(∞)

0.74
(∞)

0.73
(∞)

-0.22
(∞)

-0.19
(∞)

-0.21
(∞)

-0.08
(∞)

-0.07
(∞)

-0.08
(∞)

Eat

0.31
(∞)

0.29
(∞)

0.31
(∞)

-0.18
(∞)

-0.17
(∞)

-0.14
(∞)

0.55
(∞)

0.55
(∞)

0.53
(∞)

Social

-0.48
(∞)

-0.48
(∞)

-0.49
(∞)

0.51
(∞)

0.48
(∞)

0.48
(∞)

-0.04
(3.7)

-0.03
(1.2)

-0.02
(0.09)

Relax

-0.75
(∞)

-0.77
(∞)

-0.75
(∞)

-0.16
(∞)

-0.17
(∞)

-0.17
(∞)

-0.06
(1293)

-0.05
(292)

-0.06
(5043)

Note. Format is the same as Table 3.2A.
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Table 3.2C. The effect of varying σ on the correlations between personality traits and time spent
in each state.

Note. Format is the same as Table 3.2A.
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Table 3.2D. The effect of varying β on the correlations between personality traits and time spent
in each state.

Note. Format is the same as Table 3.2A.
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Table 3.3. Characteristics of SR spots.
ID (no.)
S1 (18)
S2 (19)
S3 (21)
S4 (22)
S5 (32)
S6 (33)
S7 (34)

att[0]
10
5
5
0
10
15
5

Mean att[-1]
527.7 ± 999
385.1 ± 851
246.0 ± 630
0.31 ± 37
509.1 ± 954
709.4 ± 1135
215.7 ± 581

Mean time

Corr pW

Corr pS

0.059 ± 0.033

-0.33 (9.5 x 1087) -0.01 (0.04)

0.053 ± 0.026

57

-0.32 (3.0 x 10 ) -0.06 (5.64)

0.031 ± 0.020

25

0.013 ± 0.002

Corr pH
-0.01 (0.04)
-0.03 (0.10)
26

-0.05 (0.50)

9

-0.03 (0.11)

-0.22 (7.0 x 10 ) -0.23 (4.4 x 10 )
-0.10 (1.18)

-0.30 (8.0 x 10 )
89

0.058 ± 0.032

-0.32 (4.7 x 10 ) -0.02 (0.05)

0.092 ± 0.039

171

6

-0.03 (0.15)

25

33

-0.03 (0.10)

0.020 ± 0.021

-0.03 (0.11)

-0.40 (1.0 x 10 ) 0.09 (1.0 x 10 )
-0.23 (5.7 x 10 ) -0.26 (3.4 x 10 )

Note. The table shows, for each SR spot, its ID and node number (Appendix B), initial attraction
value (att[0]), mean final attraction value ± SD (Mean att[-1]), the mean proportion of time spent
at that SR spot ± SD (Mean time), and the correlations of its final attraction with each of the
three personality dimensions (work ethic [pW], sociability [pS], and foodiness [pH]). The final
three columns give Kendall’s τ and Bayes Factors in parentheses. Data are for the baseline
condition.
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Table 3.4. Mean (normalized) network measures ± SD.
Degree

Strength

0.60 ± 0.06

44.27 ± 17.32 0.01 ± 0.002

Note. For the baseline condition.

Betweenness

Density

Clustering

Homophily

0.62 ± 0.06

0.70 ± 0.06

0.19 ± 0.14
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Table 3.5. Correlations between personality dimensions (columns) and social network measures
(rows).
Sociability

Work ethic

Happiness

Mean degree

0.154 (∞)

-0.245 (∞)

-0.14 (∞)

Mean strength

0.187 (∞)

-0.608 (∞)

-0.07 (∞)

Mean betweenness

0.127 (∞)

-0.196 (∞)

-0.07 (∞)

Note. Each cell gives the correlation coefficient (Kendall’s τ) and, in parentheses, the
corresponding Bayes Factor (BF). BF > 10,000 are denoted ∞.
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Figures
Figure 3.1. Density distributions of time spent in three states (working, red; socializing, blue;
relaxing, green), for the baseline condition.
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Figure 3.2. Heat maps of time spent socializing (A), relaxing (B), working (C), or eating (D) as a
function of agents’ work ethic (Y-axis) and sociability (X-axis).

Note. Data are for the baseline condition, averaged over all simulation runs. Color scales are
different for each panel.
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Figure 3.3. Heat map of time spent eating as a function of work ethic (Y-axis) and foodiness (Xaxis).

Note. Data are for the baseline condition, averaged over all simulation runs.
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Figure 3.4. Density distributions of time spent working as a function of N (A), β (B), α (C), and σ
(D). Distributions are given in the legend as σW/σS).

Note. In each panel, the values not being varied are taken from the baseline condition (N=30,
α=3, β=3, σ = {3,3}).
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Figure 3.5. Heat maps of happiness at the end of the simulation as a function of work ethic (Yaxis in both panels), sociability (X-axis in A), and foodiness (X-axis in B).
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Figure 3.6. How to be (un)happy.

Note. Details of time in state (left panels) and happiness levels (right panels) for five personality
types. Data are summed over all runs of the baseline condition. A: agents for whom |Pw| and |Ps|
< 0.5 (N=28); B: Pw and Ps > 6 (N=22); C: Pw and Ps < -6 (N=29); D: Pw < -6 and Ps > 6
(N=22); E: |Pw| < 0.5 and Ps < -6 (N=18).
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Figure 3.7. Happiness across personality in the baseline condition.

Note. Agents were divided into low, medium, or high levels on each personality trait; Low ≤ 1.3; medium > -1.3, ≤ 1.3; high > 1.3. Sociability is shown across columns, work ethic across
rows, and foodiness across panels. Cell values give mean happiness at the end of the simulation
run and are shaded by value (from red [low] to green [high]). The rightmost panel shows the
model when eating does not affect happiness. Note that the pattern does not change.
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Figure 3.8. Density distributions of happiness when varying σ..

Note. The red line represents the baseline condition.
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Figure 3.9. Density distributions of mean time spent by agents in each of the 7 SR spots in the
baseline condition.

Note. Node IDs correspond to node numbers in Appendix B.
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Figure 3.10. Change in SR spot attractiveness over time.

Note. The bottom panel shows the mean attractiveness (across agents) for each SR spot over time
(S4 is excluded) for one run of the baseline condition. Top panels show the same data for 6
agents. Each panel is labeled with the agent’s number, work ethic (pW) and sociability (pS). All
panels have logarithmic Y-axes.
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Figure 3.11. Distribution of number of agents visiting an SR spot, by SR spot.

Note. The inset shows the distribution of the number of spots visited by an agent.
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Figure 3.12. Mean final attractiveness of SR spots as a function of N (top left), α (top right), β
(bottom left), and σ (bottom right).

Note. Error bars show ± SEM.
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Figure 3.13. Effect of N on visits to SR spots.

Note. The left panel shows distributions of the number of SR spots visited by an agent, for each
N condition (lines). The inset shows the means of these distributions, as a function of N. The
right panel shows the proportion of agents that visited each SR spot (lines) as a function of N. In
both panels, error bars show ± SEM.
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Figure 3.14. Effect of α on visits to SR spots.

Note. Details as for Figure 3.13.
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Figure 3.15. Sample social network from the baseline condition.

Note. Edge thicknesses indicate the amount of time a pair of agents spent together. Node sizes
show agent sociability and node colors show work ethic.
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Figure 3.16. Density distributions of network measures as a function of N.

Note. A: mean normalized degree; B: mean normalized strength; C: mean normalized
betweenness; D: mean density. Insets in each panel show the means of the distributions as a
function of N (i.e., the y-axis for each inset is identical to the x-axis of the main panel). Inset
error bars show ± SEM.
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Figure 3.17. Density distributions of clustering (A) and homophily (B) as a function of N.

Note. Insets in each panel show the means of the distributions as a function of N (i.e., the y-axis
for each inset is identical to the x-axis of the main panel). Inset error bars show ± SEM.
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Figure 3.18. Density distributions of social network measures as function of α.

Note. A: mean normalized degree (divided by N = 30); B: mean normalized strength; C: mean
normalized betweenness; D: mean density; E: clustering coefficient; F: homophily.
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Figure 3.19. Density distributions of network measures as function of σ.

Note. A: mean normalized degree (divided by N = 30); B: mean normalized strength; C: mean
normalized betweenness; D: mean density; E: clustering coefficient; F: homophily. The largest
change from the baseline condition (red lines) in A, C, D, and E occurs when the work ethic
distribution is changed (σ = {6,3}, orange lines).
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Figure 3.20. Density distributions of sociability (left panel) or work ethic (right panel) for the
agents with the highest (red), median (blue) or lowest (green) network strength in each
simulation run.

Note. For the baseline condition.
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Chapter 4: The Effects of Space Design
We now know how the model performs in a simulated workplace environment similar to
a real-life commercial office building. Although my plan to compare these simulations with
physical sensor data did not go forward, I was still able to use the simulation to extract some
information about agent behaviour relating to design characteristics of the space. To further
explore the effects of the space on agent behaviour, I created a series of floor plans that
systematically vary in their network characteristics, and ran the model on each of them.

Network Generation
Floor plan networks were based on the Watts-Strogatz small-world model (Watts &
Strogatz, 1998). As opposed to other popular methods of network creation (Erdos-Renyi,
Barabasi-Albert), this model produces networks with high clustering and low average path length
(Arnaboldi et al., 2015), which I can compare to commercial buildings having different
workplaces (clusters) within them and a relatively intelligible (easy to navigate) space, allowing
for short paths. The procedure begins with a regular graph (a graph where every node has the
same degree) and then rewires nodes with a fixed probability (i.e., randomly selected edges,
fixed at one end, are re-attached at the other end to a different node; Watts & Strogatz, 1998).
This process has two limitations: that there are a fixed number of nodes (which in my case is a
strength), and that the final networks have an unrealistic degree distribution that does not follow
a power law (i.e., the network is not scale-free; Arnaboldi et al., 2015). Artico, Smolyarenko, and
Vinciotti (2020) found that scale-free networks are less common in the real world than was
previously thought. This means that the limitations of the Watts-Strogatz model are not very
damaging to my work. In addition, the networks I generated satisfy my needs in terms of degree
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distribution (because the mean degree of each network remains the same, which allows me to
control it [see Methods], while individual nodes degrees vary).

Methods
General model methods are described in Chapter 2.

Network Generation
The function sample_smallworld (in the igraph package in R) was used to generate
networks using the Watts-Strogatz model. I fixed the number of nodes at 50, which is the same
as the network used in Chapter 3, and disallowed loops (nodes connecting to themselves) and
multiple connections (i.e., each node can only connect once to a specific other node). The
function has two parameters: K, the initial degree for all nodes, and P, the probability that each
edge (x,y) will be rewired to end at a different, randomly selected node (y’; y’≠ y, y’ ≠ x;
Menezes et al., 2017). Higher values of P (which is often referred to in the literature as β) lead to
more random graphs, which also have lower clustering and shorter path lengths (Arnaboldi et al.,
2015; Liao et al., 2017; Watts & Strogatz, 1998). Even after rewiring, the parameter K sets the
mean degree of the final network (which is 2K; Menezes et al., 2017). By varying these two
parameters, I constructed a 4 x 4 experimental design across different levels of K (= 2, 3, 4, 5)
and P (= 0.2, 0.4, 0.6, 0.8). I did not allow P to equal 0, which would give the original regular
graph with no rewiring, or 1, which would result in a completely random network.
20 different networks were created for each pair of parameter values, for a total of 320
networks. The model was run 50 times on each network, using most of the same parameter
values as the baseline condition in Chapter 3 (Time = 5 days x 500 steps/day, N = 30, α = 3, β =
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3). Only σ was changed to the σ = {4.5, 4.5} condition because this condition gave more robust
effects of personality on proportions of time spent in state and on happiness.
Large values of P may sometimes lead to nodes being cut off from the network (if all
their edges get rewired to end elsewhere). Each network was checked to ensure that it had just
one connected component (i.e., that it is possible to get from every node in the network to every
other node) and networks that did not conform were re-created.
Finally, each node in the network was given a type and an initial attractiveness. Nodes
were selected at random and assigned as either outside nodes (4 nodes, the same as in the floor
plan for Chapter 3; initial attractiveness = -50), workstations (15 nodes; attractiveness = 0), SR
spots (6 nodes; attractiveness drawn from a uniform distribution ranging from 0 to 20), kitchen
(1 node; attractiveness = 0), or travel spaces (24 nodes; attractiveness drawn from a uniform
distribution ranging from 0 to 10).

Movement of Agents
The original movement rules were not viable in Chapter 4 because the networks were so
highly integrated that the path selection function could not handle the increased output. To
mitigate this issue, I used the R package reticulate to load Python packages NumPy and
NetworkX. To choose a path in this new method, the length of the shortest path from the start
node to the end node was noted. Next, 25 paths of length x were noted in a list, with x taking on
consecutive values from the shortest possible path between the target nodes to that length + 4.
This does not mean that there will always be 125 paths to choose from (maximum number of
paths), sometimes there are less than 25 paths of a given length. Attractiveness is calculated
identically to Chapter 3.
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Measuring Integration
Teklenburg and Timmermans (1992) note that the integration of a node is its relative
connection with all other nodes in the network. It is very similar to the mean depth (MD) of a
node, a term that is sometimes used instead in space syntax. Peponis et al. (1983) and Ostwald
(2011) provided a way to measure the MD of a node in an axial map, which consists of

multiplying the number of nodes on a level (e.g., all nodes that are two steps away from the focal
node are on level 2) by the level number, summing across levels, and dividing by the number of
nodes minus 1. Related to the MD is the Relative Depth (RD; Peponis et al., 1983), sometimes
called Relative Asymmetry (Ostwald, 2011), which is a normalized measure of isolation used to
compare networks (and which ranges from 0 to 1). RD = (2(MD - 1))/(k-2), where k is the total
number of nodes in the network. RD is sometimes used to compare networks of slightly different
sizes, but is also itself a common component of space syntax analyses. Finally, Integration (I) is
the reciprocal of RD (Ostwald, 2011). I calculate the mean of I (over all nodes) and label it
global integration (GI). Higher values of GI correspond to more integrated networks.
Specifically, for a given node, m:
Im =

#/(∑(
()" 23( /(5%!))%!7

%!

(5%#)

where X is the number of levels in the network (the largest distance between two nodes), nx is the
number of nodes on level x for node m, and k is the total number of nodes in the network (not to
be confused with the network construction parameter used above, K).

Analyses
Most analyses in this chapter follow the same methods as those in Chapter 3. However,
the focus here is testing the effects of altering the space in which the agents behave. Since both

AGENT-BASED MODELING IN THE WORKPLACE

85

the parameters that were varied to create the floor plans (K and P) are continuous, Bayesian
multiple linear regressions were used to examine their effects on most measures, instead of
ANOVAs. I present Bayes Factors (BF) for all models (usually, K-only, P-only, and K+P)
compared to the null, except where the BF are too large (and JASP renders them as ∞), in which
case I report the posterior odds for each model (the posterior odds give the relative likelihood of
each model; the sum of the odds over all models = 1). To show specific effects, instead of posthoc pairwise comparisons, I report inclusion Bayes Factors (BFincl) for the effect of each
regressor, and mean regression coefficients (denoted b) with 95% credible intervals (the
Bayesian version of confidence intervals).

Results

Basic Network Descriptives
Table 4.1 gives the basic features of the floor plan networks. K determines the mean
degree (which = 2K), and therefore also determines graph density (which = K/24.5), while P sets
the variance in individual degree, such that as P increases, the variance in degree increases (e.g.,
if P = 0, there would be no rewiring, and so all nodes would have the same degree; when P = 1,
all edges are rewired, and the degree of each node is random, with the constraint that the mean
degree over all nodes is still 2K).
Increasing K decreases mean betweenness, as does increasing P, but much less so (K only
model, BF = 1.4 x 10158; P only model, BF = 0.33; K+P model, BF = 1.3 x 10161; effect of K:
BFincl = 1.1 x 10161, b = -8.51 [-8.82, -8.24]; effect of P, BFincl = 1850, b = -3.57 [-5.12, 2.23]). Increasing K increases the global clustering coefficient, which decreases with increases in
P (K only model, BF = 3.3 x 1052; P only model, BF = 1.2 x 1015; K+P model, BF = 9.7 x 1093;
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effect of K: BFincl = 1.6 x 1079, b = 0.04 [0.037, 0.043]; effect of P: BFincl = 5.9 x 1041, b = 0.13 [-0.14, -0.11]). Homophily does not vary systematically with either K or P (K only model,
BF = 0.13; P only model, BF = 0.76). The number of communities decreases as K increases,
while increases in P tend to increase the number (K only model, BF = 3.7 x 1042; P only model,
BF = 15.79; K+P model, BF = 3.8 x 1045; effect of K: BFincl = 4.2 x 1044, b = -0.62 [-0.68, 0.55]; effect of P, BFincl = 2030, b = 0.79 [0.46, 1.15]). Global integration increases as K
increases, while increases in P mildly increase it (K only model, posterior odds = 0; P only
model, odds = 0; K+P model, odds = 1; effect of K: BFincl = ∞, b = 4.75 [4.75, 4.75]; effect of
P, BFincl = ∞, b = 2.20 [2.20, 2.21]). Global integration and K are strongly positively correlated
(rt = 0.87, BF = ∞).

Time in States
I next examined whether the structure of the space affected the time that agents spent in
their various states. Time spent working increased with K, but was not affected by P (K only
model, BF = 2.4 x 1047; P only model, BF = 0.03; K+P model, BF = 1.1 x 1046; effect of K,
BFincl = 1.3 x 1047, b = 11.3 [9.75, 12.60]; effect of P, BFincl = 0.09, b = 0.34 [0.00, 4.07]).
However, a plot of the distributions of time spent working (Figure 4.1, left, inset) showed, as in
Chapter 3, that the distributions were bimodal, and the effects of K and P appeared to be mostly
confined to the upper (high proportion of time spent working) mode. Therefore, as in Chapter 3,
I split the distributions at 0.2 (20% of the time spent working), in between the two modes, and
analyzed each mode separately (Figure 4.1, left). In the high mode, time spent working increases
consistently with K, but is only anecdotally affected by P; in the low mode, neither parameter has
an effect (Low mode: K only model, BF = 0.14; P only model, BF = 0.02. High mode: K only
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model, BF = 3.6 x 10250; P only model, BF = 0.70; K + P model, BF = 4.1 x 10250; effect of K:
BFincl = 4.5 x 10250, b = 14.47 [13.61, 15.28]; effect of P: BFincl = 1.15, b = 3.14 [0.00, 8.77]).
Time spent socializing was also affected by K but not P (K only model, BF = 3.14 x 106;
P only model, BF = 0.03; effect of K, BFincl = 1.7 x 106, b = 2.83 [1.93, 3.72]) and, again, it was
mostly the high mode of the distribution that was affected, though there was a moderate effect of
K on the low mode as well (Figure 4.1, right; Low mode: K only model, BF = 3.3; P only model,
BF = 0.05; K+P model, BF = 0.23; effect of K, BFincl = 1.85, b = 0.55 [0.00, 1.21]; effect of P,
BFincl = 0.10, b = 0.15 [0.00, 1.76]. High mode: K only model, BF = 1.5 x 1075; P only model,
BF = 0.02; K+P model, BF = 4.1 x 1073; effect of K, BFincl = 7.8 x 1074, b = 4.71 [4.22, 5.18];
effect of P, BFincl = 0.06, b = 0.02 [-0.05, 0.23]).
Time spent relaxing was also multi-modal (as in Chapter 3). K, but not P, had an effect
on time relaxing (Figure 4.2, left; K only model, BF = 117,000; P only model, BF = 0.02; K+P
model, BF = 4137), in this case on both modes of the distribution (Low mode: K only model, BF
= 30,053; P only model, BF = 0.02; K+P model, BF = 1071; effect of K, BFincl = 15916, b =
1.07 [0.70, 1.50]; effect of P, BFincl = 0.07, b = -0.05 [-0.19, 0.00]. High mode: K only model,
BF = 4.2 x 1023; P only model, BF = 0.02; K+P model, BF = 1.1 x 1022; effect of K, BFincl = 2.2
x 1023, b = 5.91 [4.74, 6.89]; effect of P, BFincl = 0.06, b = 0.02 [0.00, 0.00]).
Time spent walking and eating were not bi-modal but were still affected by K and P
(Figure 4.2, right; walking: K only model, posterior odds = 8.7 x 10-8; P only model, odds = 0;
K+P model, odds = 1.0; effect of K, BFincl = ∞, b = -20.09 [-20.43, -19.75]; effect of P, BFincl
= 1.14 x 107, b = -5.52 [-7.22, -3.82]; eating: K only model, BF = 5.2 x 1095; P only model, BF =
0.06; K+P model, BF = 4.6 x 1094; effect of K, BFincl = 3.0 x 1095, b = 2.73 [2.50, 2.99]; effect
of P, BFincl = 0.18, b = 0.15 [0.00, 1.45]). Note that the time spent walking decreased with
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increases in K and P, whereas time spent in the other states increased (since agents have to be in
some state at all times, and the total amount of time did not change, the effects have to balance
out). In other words, increasing the connectedness of the space reduced the time agents had to
spend commuting between node types, saving them time. However, the effects are not as trivial
as that might suggest as, for working and socializing, only the higher modes of the bimodal
distributions were affected.

Happiness
Happiness also increased with K but was not affected by changes in P (Figure 4.3; K only
model, BF = 5.2 x 1012; P only model, BF = 0.12; K+P model, BF = 9.7 x 1011; effect of K:
BFincl = 3.4 x 1012, b = 49.05 [37.28, 60.81]).

Attractiveness of SR spots
Neither K nor P on their own had an effect on the final attractiveness of SR spots (run on
data averaged across all agents in each run of the model; K only model, BF = 0.06; P only model,
BF = 0.05). The final attractiveness of a node was, however, predicted by that node’s initial
attractiveness (At0; Figure 4.4), and this effect was (weakly) modulated by K but not P (At0 only
model, odds = 0.39; K only model, odds = 0; P only model, odds = 0; At0+K model, odds =
0.51; At0+P model, odds = 0.02; K+P model, odds = 0; At0+K+P model, odds = 0.08; effect of
At0: BFincl = ∞, b = 41.68 [40.49, 42.89]; effect of K: BFincl = 1.46, b = 5.6 [0.00, 13.95];
effect of P: BFincl = 0.11, b = 2.16 [0.00, 17.66]). The slope of the regression, i.e., the strength
of the effect of initial attractiveness on final attractiveness, increased with increases in K but was
not affected by changes in P (Figure 4.5).
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Setting aside the initial attractiveness of an SR spot, none of the network measures
related to its location had any effect on the amount of time agents spent relaxing or socializing
there ([since there are a large number of models and, in both cases, the null model fit the data
best, I report only the BFincl for each measure]; Socializing BFincl: K = 0.02, P = 0.01, Degree
= 0.03, Depth = 0.02, Betweenness = 0.02; Relaxing BFincl: K = 0.02, P = 0.01, Degree = 0.03,
Depth = 0.02, Betweenness = 0.02). Time spent both relaxing and socializing depended strongly
on attractiveness (as measured at the end of the simulation run; socializing: K only model,
posterior odds = 0, P only model, odds = 0, attractiveness only model, odds = 0.987; relaxing: K
only model, posterior odds = 0, P only model, odds = 0, attractiveness only model, odds =
0.987).
Social Networks
Finally, I constructed the social networks of the agents in these simulations, as in Chapter
3. I measured the same 6 attributes of each social network as before, and report how these
measures are affected by K and P. Figures 4.6 and 4.7 show the network measures. Note that
these data are for the social networks of the agents in the model, not the network of spaces that
make up the floorplan (which is discussed above).
Agents’ mean degree – the number of other agents that they spent time either socializing
or relaxing with – increased with increases in K but was not affected by P (K only model, BF =
3.1 x 1011, P only model, BF = 0.134, K+P model, 6.5 x 1010; effect of K: BFincl = 2.07 x 1011, b
= 0.004 [0.003, 0.004]; effect of P, BFincl = 0.416, b = 0.001 [0.000, 0.007]). Mean strength –
the overall weight of all connections an agent had – was correlated with both K and P (K only
model, BF = 1.17 x 1010, P only model, BF = 0.945, K+P model, 1.74 x 1010; effect of K: BFincl
= 1.58 x 1010, b = 1.403 [1.021, 1.772]; effect of P, BFincl = 2.96, b = 2.004 [0.000, 4.102]).
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Mean betweenness – how central an agent is in the network – was decreased by increases in both
K and P (K only model, BF = 4.60 x 1010, P only model, BF = 1.974, K+P model, 1.43 x 1011;
effect of K: BFincl = 8.33 x 1010, b = -0.002 [-0.002, -0.001]; effect of P, BFincl = 6.204, b = 0.003 [-0.006, 0.000]).
Graph density – the proportion of all possible edges that existed – correlated positively
with K and P (K only model, BF = 1.03 x 1012, P only model, BF = 0.996, K+P model, 1.60 x
1012; effect of K: BFincl = 1.41 x 1012, b = 0.004 [0.003, 0.005]; effect of P, BFincl = 3.124, b =
0.005 [0.000, 0.010]). Clustering – the cliquishness of the network – also increased with
increases in both K and P (K only model, BF = 1.13 x 1015, P only model, BF = 5.465, K+P
model, 9.78 x 1015; effect of K: BFincl = 2.77 x 1015, b = 0.003 [0.003, 0.004]; effect of P,
BFincl = 17.269, b = 0.006 [0.000, 0.010]). Finally, homophily – the tendency for agents to
cluster with others similar to themselves – was not affected by changes in either K or P (K only
model, BF = 0.019, P only model, BF = 0.026, K+P model, 0.0007).

Discussion

Time in States
Time spent working, socializing, and relaxing all increase as K increases. This effect
results from an increase in global integration as K increases, which makes every space more
accessible from every other space (on average). This means that walking takes up less time
which, in turn, allows agents to spend more time in the other states. This effect is partly reflected
in the very limited literature on workspace movement, where it has been found that more
integrated spaces induce higher socialization and interaction (Hillier & Grajewski, 1990; Hillier
& Penn, 1991; Sailer et al., 2010). Socializing in the workplace also correlates positively with
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work engagement (Villavicencio-Ayub et al., 2014), which could mean that time spent or
efficiency of working also increases as spatial integration increases. Peponis et al. (2007) noted
that higher integration seemed to support task performance, which can be directly related to time
spent working in the model. However, Hillier & Grajewski (1990) found that movement
increased with higher spatial integration, whereas in the model it decreases.
There was also an increase in time spent eating as integration increased, likely because
agents arrived at the kitchen faster, ate, and started accumulating hunger again earlier than agents
in less integrated spaces, forcing them to eat again sooner. This effect is unlikely to occur in
reality, though I am not aware of any relevant data.

Low and High Modes
I found that K and P did not have an effect on the low modes of time spent in states but
did have an effect on the high modes. We know, from Chapter 3, that more extreme personality
trait values lead to spending more time engaged in the corresponding behaviour, leaving less
time for other behaviours (which places those agents in the high modes of those time-spent
distributions). Conversely, agents with less extreme or more balanced personalities spend their
time in a wider variety of states (and so are in the low modes of those distributions). Agents who
are in the high mode of the distribution for a given behaviour have a drive to return to the same
state when they are not in it, which, if space is more integrated, can happen more quickly. This
allows them to accumulate large amounts of time spent in their preferred state, causing a stronger
effect of integration on those agents, since the effect is concentrated on that one state. Agents
with a more balanced personality split their time between different states, so the effect of
integration is distributed across the states (there is an increase in the low modes too, but a much
smaller one).
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Time spent socializing and relaxing had negative correlations with time spent walking
(Chapter 3), which partially explains the increase in these activities when integration increases.
Time spent working, however, did not increase in the low mode, but, since we saw in Chapter 3
that agents that work more also walk more, it is to be expected that increased integration would
have a smaller effect on those agents.

Interaction Effect
The high mode of time spent working was the only variable that had a likely interaction
effect (i.e., was affected by both K and P), because working was the most common state, leading
most agents to return to their workstations often. More specifically, agents who have a higher
work ethic work more, which makes them frequent their workstations more than other agents.
Increasing P makes the network more random, which creates shorter path lengths (Liao et al.,
2017; think of the ‘shortcuts’ in IKEA stores). P therefore has a large effect on time spent
working, because lowering the time to get to your workstation makes agents work longer. This
effect is general and applies, theoretically, to all states. However, working is over-represented in
the total time budget, which provided the analysis enough power to see an interaction effect here
that was too small to register in other states.

Happiness
Happiness increased with increases in K because there was less time spent walking (a
state that does not increase happiness) and more time spent in the other states. Agents preferred
to do things they liked, so the chances of them doing something that raises happiness in this extra
time was high. In other words, the increase in happiness here is a side-effect of the lack of any
external control of time in the various states – agents were free to engage in whatever activities
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their personality drove them towards. Future work could profitably explore what might happen if
agents had to work a minimal amount, or had scheduled meetings (had to work at some times of
the day). Sailer et al.’s (2010) work supports this finding, noting that workers moving into a new
office were more satisfied with their new space, which was more integrated than their old space.
Measures that were relevant to this study included employee’s overall happiness at work, and
their satisfaction with the space supporting their work and communication. This increase in
satisfaction could be partly because higher integration of the space allows employees to socialize
more (Hillier & Grajewski, 1990; Hillier & Penn, 1991; Sailer et al., 2010), and work more
(Peponis et al., 2007; Villavicencio-Ayub et al., 2014), which is comparable to how the model
functions. Unfortunately, there is a lack of literature on the connection between integration and
happiness or satisfaction. Researchers tend to look at “types” of offices (open-plan, ABW,
cellular, hoteling, etc.) instead of at their integration. It would be good practice for future
researchers to report integration values for the spaces they analyze, alongside any other results,
so we can start making more connections between space syntax and users’ actual experiences of
the space.

Local Network Measures
None of the local network measures (degree, depth, or betweenness) correlated with time
spent relaxing or socializing at SR spots, which is consistent with Steen’s (2009) suggestion that
integration does not correlate with interaction, but that interaction levels are driven by proximity
(Sailer & Penn, 2009; Steen, 2009) and professional collaboration. However, when the
organizational programme (the set of employee behaviours that are driven by the needs of the
employer) remained the same, but tenants moved to another space that was more integrated,
social interaction increased (Sailer et al., 2010). Steen’s concept of interaction is a little different
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than mine, accounting for interactions that take place anywhere, not just in designated public
spaces (I consider social networks only when agents are in SR spots, relaxing or socializing).
Employees tend to have most of their interactions around desks and workstations (Markhede and
Koch, 2007; Rashid et al., 2006; Steen, 2009; Steen et al., 2005), which I could have added to the
model, allowing for more realistic interaction scenarios. Future work could explore the effects of
such an amendment.

Attractiveness of SR spots
In my simulations, more attractive SR spots are the most frequented and most liked, for
reasons explored in Chapter 3. This happens because the way agents choose their paths
incorporates the attractiveness of the nodes they pass through, so they are more likely to choose a
more attractive spot early on. Agents then learn about SR spots, making them more or less
attractive in the future. Despite this, we have already seen in Chapter 3 that sometimes, even if
an agent prefers another spot for a day or two, they will suddenly change their preference and
start frequenting another spot. In addition, each spot is at a different distance from each
workstation, so that for some agents it would make more sense to pick a less attractive spot that
is closer. This may be why K has a weak modulatory effect on the SR spot picked, but only when
attractiveness is added to the analysis. It has been shown that workers were more satisfied and
had higher well-being when using more attractive spaces, and that they were preferred over less
attractive spaces (Newsham et al., 2009b; Newsham et al., 2008; Thayer et al., 2010), but there is
no literature that directly addresses the use of common spaces in office buildings, and whether
they are more used if they are more attractive.
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Social Networks
As K increased, there were shorter paths that caused agents who would have
otherwise never interacted to be able to socialize and relax together at SR spots. The reason that
P did not have an effect on this mixing, but did affect the other social network measures (except
homophily, which both K and P did not affect), was due to the nature of the ‘degree’ measure,
which does not take into account the weight of the edge between two agents. Thus, a high degree
could be easily achieved even if some agents only met once. The space was integrated enough
even at the lowest values I used (K = 2, P = 0.2) to achieve high degrees, so the extra push from
increasing P, in terms of shorter path lengths, did not have a strong enough effect on degree.
Many researchers have noted this phenomenon, where an increase in integration led to an
increase in unplanned face-to-face interactions (Penn et al., 1999; Toker and Gray, 2008;
Wineman et al., 2013). This research also notes the effect of integration on strength (total time
spent interacting with others), which is explained in the model by agents being more accessible
to each other, causing them to spend more time together. Betweenness decreased as integration
increased, for the same reason, as each agent is less important to the overall network when more
agents are heavily connected. Similarly, graph density increased as integration increased because
agents were making more connections. Peponis et al., (2007) noted that a more integrated space
created denser interaction networks. Clustering increased for the same reason that density and
strength increased, as they tend to move together. This is due to density being a measure of how
many connections between agents are made compared to how many can theoretically exist,
which, combined with higher strength of connections, leads to clusters being formed.
Conversely, K and P had no effect on homophily because agents who socialize and relax more
have a specific type of personality (low work ethic and high sociability), and the increase in

AGENT-BASED MODELING IN THE WORKPLACE

96

integration had no effect on this. The same types of agents, who were equally common across
conditions, went to SR spots to socialize and relax. Overall, increasing integration supported the
rise in social networking among agents in the workplace.
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Table 4.1. Mean characteristics for all generated networks.
K

P

Betweenness

Communities

Clustering

Homophily

2

0.2

51.8 ± 2.7

9.7 ± 4.1

0.17 ± 0.04

0.02 ± 0.11

Global
Integration
11.68 ± 0.57

2

0.4

47.2 ± 1.3

14.7 ± 6.0

0.08 ± 0.02

-0.07 ± 0.10

12.87 ± 0.32

2

0.6

47.0 ± 1.2

16.4 ± 7.5

0.07 ± 0.02

-0.05 ± 0.10

13.00 ± 0.31

2

0.8

47.2 ± 1.4

13.0 ± 7.1

0.08 ± 0.02

-0.03 ± 0.10

13.01 ± 0.35

3

0.2

34.9 ± 0.7

8.7 ± 4.1

0.21 ± 0.03

-0.04 ± 0.07

17.11 ± 0.32

3

0.4

32.6 ± 0.7

18.2 ± 9.4

0.13 ± 0.02

-0.04 ± 0.08

18.35 ± 0.24

3

0.6

32.7 ± 0.8

22.3 ± 6.5

0.11 ± 0.02

-0.01 ± 0.08

18.32 ± 0.24

3

0.8

32.3 ± 1.0

22.4 ± 8.3

0.12 ± 0.02

-0.04 ± 0.07

18.54 ± 0.21

4

0.2

27.7 ± 0.6

10.0 ± 6.9

0.24 ± 0.03

-0.03 ± 0.06

21.54 ± 0.46

4

0.4

26.1 ± 0.3

19.3 ± 11.5

0.17 ± 0.01

-0.03 ± 0.09

22.93 ± 0.27

4

0.6

26.1 ± 0.3

26.3 ± 9.3

0.16 ± 0.01

-0.05 ± 0.06

23.09 ± 0.23

4

0.8

26.0 ± 0.3

28.2 ± 8.6

0.16 ± 0.01

-0.06 ± 0.07

23.19 ± 0.23

5

0.2

23.0 ± 0.4

8.9 ± 8.2

0.27 ± 0.02

-0.01 ± 0.05

25.96 ± 0.42

5

0.4

22.0 ± 0.2

25.4 ± 10.4

0.21 ± 0.01

-0.03 ± 0.05

27.19 ± 0.21

5

0.6

21.9 ± 0.2

25.2 ± 13.2

0.20 ± 0.01

-0.04 ± 0.05

27.34 ± 0.23

5

0.8

22.0 ± 0.3

23.3 ± 13.2

0.21 ± 0.02

-0.04 ± 0.05

27.29 ± 0.29

Note. Each cell gives a mean value ± SD
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Figures
Figure 4.1. The effect of space on time spent working (left) and socializing (right).

Note. Inset: density distributions of time spent working as a function of condition (K and P;
legend not shown). Main panels: means ± SEM of % time spent working (left) or socializing
(right) for the high work (top) and low work (bottom) modes separately, by condition.
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Figure 4.2. The effect of space on time spent relaxing (left), eating (right top), and walking (right
bottom).

Note. Left: Means ± SEM of % time spent relaxing for the high relaxing (top) and low relaxing
(bottom) modes separately, by condition. Eating and walking are not broken down by mode.
Error bars at bottom right are too small to plot.
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Figure 4.3. Effect of space on happiness.

Note. The figure shows means ± SEM of happiness at the end of the simulation by condition.
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Figure 4.4. Final attractiveness score of SR spots as a function of initial attractiveness (At0).

Note. Colors represent different conditions (values of K and P). The gray line gives the linear
regression for the aggregate data. The inset shows separate regression lines for each condition.
Initial attractiveness values were always integers; data have been jittered along the x-axis for
visibility.

AGENT-BASED MODELING IN THE WORKPLACE

102

Figure 4.5. Regression slopes for the data in Figure 4.4, by K (blue circles) or P (red squares).

Note. Slopes are averaged over all 4 P values for that value of K, or all 4 K values for that value
of P. Error bars show ± SEM across values of the other variable. Points are shifted along the xaxis for clarity.
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Figure 4.6. Heat map of agent social network measures as a function of K and P.

Note. Each panel shows one network measure (mean degree, mean strength, mean betweenness,
density, clustering, and homophily [all defined as in Chapter 3]. In each panel, the x-axis gives
values of K and the y-axis gives values of P. Colors show the network measure value. Note that
each panel has its own color scale.
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Figure 4.7. Line graph of agent social network measures as a function of K and P.

Note. Each panel shows one network measure as a function of K (black lines, averaged over all
levels of P) and P (red lines, averaged over all levels of K [as in Figure 4.5]). Error bars give ±
SEM.
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Conclusion
There is a large literature explaining how employees feel and behave at the workplace,
what their preferences are, and how designers are not meeting their expectations. Open offices
and Activity-Based Workplaces are popular office types that were intended to overcome such
problems, but tend to fall short (the former more so than the latter). There is a lack of literature
addressing the underlying mechanisms of these failures. The current model is a modest attempt
to begin such an exploration.
The scope of this study was to create a model that will help strengthen the socio-spatial
contract by providing workers with the right space in which they can be satisfied and productive.
My model can also be used to estimate energy use behaviour among tenants, or examine
interaction patterns in a space and movement patterns based on COVID limitations. I used agentbased modeling, which has not previously been used to model human behaviour in the
workplace, as far as I am aware. I found that the model relatively accurately reproduced what we
know about the amount of time spent working, relaxing, and socializing at work. Some social
network characteristics did not align well with the literature and others did (such as the finding
that greater distance between agents leads to less socializing). Importantly, I was also able to
include a measure of happiness (or satisfaction) in the model, which is rarely investigated in
workplace settings and almost never compared to any of the physical attributes of the space.
In Chapter 4, I systematically varied the integration level of the space in which the model
was run (along with other things that covary with K and P). Time spent working and socializing
increased as integration increased, as noted in the literature. Happiness also increased with the
increase in integration, which was consistent with the limited research available on the topic.
Local network measures of SR spots did not correlate with time spent relaxing or socializing,
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which is partly congruent with the literature. Social network measures (except for homophily and
degree) were all affected by integration (degree was only affected by K, homophily not affected),
which means that higher integration of spaces supports socialization and networking.
What has become apparent, through studying the literature on behaviour in the
workplace, is that people and space are rarely studied together. As shown in this thesis, the
interplay between people and space is important and should be investigated further. Another
concept that needs more attention is spatial integration. Its implications have been trivial at times
and important at others, while its effects may just be circumstantial. Researchers should focus
more on creating connections to integration so it is better understood, which could allow for its
future use in design. The literature also lacks information about how the attractiveness or
placement of community spaces affects their use and user’s satisfaction with them.
The purpose of this model was to simulate workplace behaviour accurately so future
researchers can use it in the design process of office spaces. It is intended as a much-needed
starting point for this kind of work, and can certainly be much improved and modified to answer
specific questions that are outside the scope of this thesis. As a baseline model, it is fully
functional, and I have demonstrated that many of its predictions are consistent with what
happens in real life. Additions can be made for specific purposes such as estimating energy use
in a building based on a variety of factors, or modeling movement and interaction patterns based
on internal design.
The model can be used to design office spaces based on the interactions that may take
place within them, the time agents would spend in each state, and the capacity limits of the
space. In addition, it can also be used in estimating energy use in the workplace by calculating
energy loss from doors, windows, and elevators. Average energy loss from the opening of doors,
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use of windows, and use of elevators can be calculated using current literature and included into
the model. Agents can have the possibility of going out to lunch so the movement patterns are
more realistic and simulated door use resembles actual door use. The elevators can be included in
the model by making different floors and assigning agents to work on those floors. There does
not need to be a floor plan associated with those floors if energy use is the only thing being
modeled. Once energy use is modeled, energy saving behaviours or fail-safes can be included in
the model to see how much energy would be saved by intervening and what effect those
interventions would have on agents’ workplace behaviours. Movement patterns can also be
estimated using this model, which is important in the era of a pandemic, where strict movement
protocols must be followed. This can be executed by making a rule against agents being in the
same node, which will make them walk around other agents or wait until the other agent moves.
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Appendix A
Transition Function Plots
The figures below show the transition matrix functions. F1-F4 are plotted as a function of
the time spent in a state, sT; F5 and F6 are plotted as functions of work ethic, pW; F7 as a
function of sociability, pS; and F4 as a function of both. F1 and F2 are shown at different times
of day (t) as well. Functions that are affected by other personality values are shown with three
lines, representing the mode of the distribution these values are drawn from (0), and one
Standard Deviation above (3) and below (-3) the mode.

AGENT-BASED MODELING IN THE WORKPLACE

109

AGENT-BASED MODELING IN THE WORKPLACE

110

Appendix B
Base Model Network
The figure shows the network for the base model (top) and the floorplan of the actual
building that it is based on (bottom). Black arrows connect nodes that have edges between them
in the network. Nodes are color coded by their type (see Table below).
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The table below gives the designation (workstation, SR spot…) for each node of the
network. Colors in the first column match the figure above. Each node is identified by a number,
a code (Node ID), a description, and its initial attractiveness (Att).
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Appendix C
MLE Analysis of Time Spent Distributions

Distributions of the proportion of time spent in each state were tested for multi-modality.
I used a Maximum Likelihood Estimation (MLE) procedure for this. Each distribution was fit
with a mixed Gaussian model, consisting of either 1, 2, 3, 4, or 5 Gaussian components. Each
component had three free parameters – the mode, width, and amplitude of the distribution. I
calculated the corrected Akaike Information Criterion (AICc) for each best-fit model; the most
likely model is the one with the lowest AICc score. The scores are given in the table below.
Distribution

1 component

2 component

3 component

4 component

5 component

Working

138

92

28

-56

-67

Social

171

99

28

30

-65

Relaxing

142

114

81

-5

-91
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