ABSTRACT. In this paper, we prove the existence and uniqueness of mild solution of a class of nonlinear fractional integrodifferential equations of neutral type with nonlocal conditions in a Banach space. New results are obtained by fixed point theorem.
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In this paper, we will study the existence and uniqueness of mild solution for the following fractional integrodifferential equations of neutral type with nonlocal conditions, which are more general than those in many previous publications.
c D q (u (t) − G (t, ψ (t))) = A (u (t) − G (t, ψ (t))) + F (t, φ (t)) where 0 < q < 1, T > 0 and (t, ψ(t)) = (t, u(t), u(ν 1 (t)), . . . , u(ν m (t))), (t, φ(t)) = (t, u(t), u(σ 1 (t)), . . . , u(σ n (t))). 
The fractional derivative

. , n).
As in [11, 12, 13, 14, 22] and the related references given there, we pay attention to the nonlocal condition because in many cases a nonlocal condition u(0) + g(u) = u 0 is more realistic than the classical condition u(0) = u 0 in treating physical problems. This paper is organized as follows. In Section 2, we recall some basic definitions and preliminary results. In Section 3 and Section 4, we give the existence and uniqueness theorems of mild solution of Eq. (1.1) and their proofs. In the last section, as an application controllability problem is studied.
Preliminaries
In this paper, we set J = [0, T ], a compact interval in R. We denote by X a Banach space with norm · , C(J, X α ) the Banach space of all continuous functions J → X α endowed with the supnorm given by
for u ∈ C(J, X α ).
EXISTENCE AND UNIQUENESS OF MILD SOLUTION
Moreover, we abbreviate u
Let A : D(A) → X be the infinitesimal generator of an analytic compact semigroup of uniformly bounded linear operators S(·), i.e., there exists M ≥ 1 such that S(t) ≤ M for t ≥ 0, and without loss of generality, we assume 0 ∈ ρ(A). So we can define the fractional power A α for 0 < α < 1, as a closed linear operator on its domain D(A α ) with inverse A −α , one has the following known result.
Ä ÑÑ 2.1º ( [19, 13] )
is a Banach space with the norm
(2) S(t) : X → X α for each t > 0 and α > 0. 
Ò Ø ÓÒ 2.5º ([20] ) The Caputo derivative of order β for a function f ∈ AC[0, ∞) can be written as
(2) The Caputo derivative of a constant is equal to zero.
Based on the work in [3, 4, 15] , we set
and ξ q is a probability density function defined on (0, ∞) such that
where
Remark 2.7º It is not difficult to verify that for
Then, we can see
We define the mild solution for Eq. (1.1) as follows:
Ò Ø ÓÒ 2.8º A continuous function u : J → X satisfying the equation
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for t ∈ J is called a mild solution of equation (1.1), where
The following theorem ( [5] ) will be used later.
Ì ÓÖ Ñ 2.9 (Nonlinear alternative for single-valued maps)º Let E be a Banach space, V be a closed convex subset of E, U be an open subset of V and
0 ∈ U . Suppose that F : U → V is a continuous, compact map. Then either (i) F has a fixed point in U , or (ii) there exist u ∈ ∂U (the boundary of U in V ) and λ ∈ (0, 1) with u = λF(u).
Existence of solution
We shall require the following assumptions: 
is completely continuous and there exists b > 0 such that
(H5) There exists M > 0 such that
We define Ψ :
We can see that if Ψ has a fixed point in C(J, X α ), then this fixed point is a mild solution of problem (1.1). Now we show that Ψ has a fixed point. The proof will be given in several steps.
ÈÖÓÔÓ× Ø ÓÒ 3.1º The operator Ψ maps bounded sets of
Noting that the continuity of S(t) in the uniform operator topology for t > 0 by the compactness of S(t), we can see
The hypothesis of G ensures that I 2 tends to 0, as t 2 → t 1 . For I 3 , from (H1), (H2) and (2.1) we have
Obviously, I 3 → 0, as t 2 → t 1 and the continuity of the function t → S(t) for t ∈ (0, T ) leads to lim t 2 →t 1 I 3 = 0. As t 2 → t 1 and ε → 0, I 3 → 0. For I 4 , we have
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Similarly, using the compactness of the set g(B r ) we can prove that the functions Ψu, u ∈ B r are equicontinuous at t = 0.
Hence, Ψ maps bounded sets of C(J, X α ) into equicontinuous sets of C(J, X α ).
ÈÖÓÔÓ× Ø ÓÒ 3.3º
The set (Ψu)(t) : u ∈ B r is relatively compact in X α .
P r o o f. Obviously, (Ψu)(0) : u ∈ B r is relatively compact in X α . Fix t ∈ (0, T ]. For 0 < η < t and u ∈ B r , set
Since S α (t) is compact for each t ∈ (0, T ] on X α and from (H2), the sets (Ψ η u)(t) : u ∈ B r are relatively compact in X α . Furthermore,
which implies that the set (Ψu)(t) : u ∈ B r is relatively compact in X α .
ÈÖÓÔÓ× Ø ÓÒ 3.4º
The operator Ψ is a continuous mapping.
and u k (ν 1 (t)), . . . , u k (ν m (t))) → G(t, u(t), u(ν 1 (t)), . . . , u(ν m (t)) ).
It follows from the hypotheses of k and ρ that
Moreover, noting that g is completely continuous on C(J, X α ), we can obtain
Now, by means of the Lebesgue Dominated Convergence Theorem one proves that
Therefore, Ψ is continuous. Now, we prove that Ψ is completely continuous. Next, we can give the existence result of problem (1.1).
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Ì ÓÖ Ñ 3.5º Assume that (H1)-(H5) hold. Then Eq. (1.1) has a mild solution for every u 0 ∈ X α . P r o o f. For λ ∈ (0, 1) and any t ∈ J, let u satisfy u(t) = λ(Ψu)(t). Then from (H1)-(H4) we have
Then, by (H5), there exists M > 0 such that
is continuous and compact. It is obvious to see that there exists no u ∈ ∂Π such that u = λΨu, for 0 < λ < 1. Consequently, by Theorem 2.9, the operator Ψ has a fixed point in Π. This shows that Eq. (1.1) has a mild solution.
Clearly, we have the following result from above proofs. 
has a mild solution for every u 0 ∈ X α .
Existence and uniqueness of solution
Now we assume that
→ X is continuous, and for any
→ X α is continuous, and for any y i ,ỹ i ∈ X α (i = 0, 1, 2, . . . , m) there exists a constant C > 0 such that
(H6') There exists γ with 0 < γ < 1 such that 
Obviously,Ψ is well defined on C(J, X α ). Taking u, v ∈ C(J, X α ), we have
Furthermore, we have
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Therefore, we obtain
the result follows from the contraction mapping principle.
Application
As an application of Theorem 3.5, we consider the system (1.1) with a control parameter as follows: 
R(T − s)[F (s, φ(s)) + H(u)(s)] ds (t).
Using this control, we define Φ : C(J, X α ) → C(J, X α ) by (Φu)(t) = Q(t)(u 0 − g(u)) + t 0
R(t − s) [F (s, φ(s)) + H(u)(s) + (Bx)(s)] ds.
Obviously, (Φu)(T ) = u 1 , which means that the control x steers system (5.1) from the given initial condition u 0 to u 1 in time T . Thus, if we show that Φ has a fixed point then the system (5.1) is controllable. The rest of the proof is similar to that of Theorem 3.5 and is omitted.
