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Abstract 
The application of flow Injection analys1s mto the Simultaneous determination 
of two or more components has been challengmg for many years Vanous 
detectors such as ultraviolet I VISible absorption, fluorescence, and 
electrochem1cal detectors, have been used 1nd1v1dually or in combination w1th 
each other Combming two opt1cal detectors such as fluorescence and 
ultraviolet I VISible absorbance, however, has always been challeng1ng due to 
the1r mcompat1b11ities. However, the recent developments m fibre opt1cs, 
solid-state light sources and mmiatunsed charged coupled devices (CCD), 
allow novel des1gns and most of the 1ncompat1bllit1es to be Circumvented A 
flow Injection mamfold can now be adapted so that only one flow cell IS used 
along w1th a d1ode array CCD detector that can detect both fluorescence and 
absorbance Simultaneously The 1n1t1al development and test1ng of such dual 
detect1on system IS descnbed in th1s thesis 
The selectivity and sensit1v1ty of th1s dual optical detection system can be 
enhanced even further by the use of mult1vanate techniques Such 
techmques allow accurate and reliable results to be obtamed even from 
spectra that conta1n overlapping s1gnals and I or spectral interferences W1th 
the constant developments m computer hardware and stat1st1cal software 
packages, large data sets can be processed at a much faster rate, thus 
contnbutmg to more rap1d assay times 
techniques are discussed m deta1l. 
Some of these mult1vanate 
The comb1nat1on of th1s opt1cal dual detection system with the use of 
mult1vanate techmques, many applications can be envisaged m b1ochem1cal, 
climcal, pharmaceutical and environmental mdustnes W1th the f1ndmgs of 
th1s research the system descnbed here could have many applications m the 
many screemng processes throughout the different industnes 
iii 
Research aims 
The a1m of th1s research was look at the feas1b11ity of des1gmng a flow 
mjection dual optical detect1on system us1ng the methods of fluorescence and 
absorbance. The system should be capable of multlanalyte detection (more 
than two analytes) w1th the a1d of commonly available statistical methods 
iv 
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Introduction: 
Dual Detection 
Chapter 1 Introduction Dual Detection 
1.1 Introduction 
The development of mult1analyte assays has been gaming in importance over 
the years due to the ever-mcreasmg demands bemg placed upon the speed 
and complexity of analysis. Such assays are Widely used by many of the 
different mdustnes includmg the agncultural and food mdustnes [1), 
manufacturing mdustries [2), pharmaceutical mdustnes [3) and the medical 
sc1ences [4) This is mamly due to the many advantages that these assays 
bnng over single analyte assays such as a reduction m cost, time, reagent 
and sample consumption. 
Due to the recent advances in computer technology and the development of 
statistical software packages, multianalyte assays do not necessanly requ1re 
multiple methods of detection. lt 1s now possible to use only one method of 
detection for the quantification of vanous analytes simultaneously from just 
one sample There have been many publications on flow systems that only 
use one detection method for the simultaneous determination of analytes 
(table 1.1). 
Table 1.1- Multianalyte systems that use only one method of detection 
Application Detection Method 
Copper, Zmc and Manganese Spectrophotometry 
Ascorbic ac1d, Dopam1ne, Epinephnne Electrochem1cal 
and d1pyrone 
(Acetyl)salicylic acid, Codeine and Spectrofluonmetnc 
Pyndoxme 
Reference 
5 
6 
7 
However, using one detect1on method may lim1t the number of analytes that 
can be detected Simultaneously. This could be e1ther due to spectral range 
limitations, or the number of detection labels available for that particular 
method 
The development of dual detection systems that use more than one detection 
method m1ght reduce such limitations and mcrease the mult1analyte 
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capabilities of a system The consequences of such developments should 
revolutiomse mult1analyte assay des1gns across the different mdustnes. The 
comb1nat1on of opt1cal detectors w1th electrochem1cal detectors and the 
Simultaneous use of more than one electrochem1cal detector have been met 
w1th great success. However, the combination of two opt1cal detection 
methods has been met w1th lim1ted success. ThiS was before the 
development of small, charge coupled dev1ce array detectors, which are 
capable of momtonng a range of wavelengths simultaneously. 
There is plenty of literature on flow systems that use more than one opt1cal 
detection method for the Simultaneous determmation of vanous analytes 
(table 1 2) However, such systems tend to use more than one detector and 
therefore would have the disadvantage of be1ng relatively large in size 
Table 1.2- Multianalyte systems using different methods of detection 
Application 
Methamphetammes and Related 
Compounds 
N1ob1umM, TantalumM and 
Z1rconium(IV) 
Iodate and Periodate 
Detection Method Reference 
Spectrophotometry and 8 
spectrofluonmetry 
Spectrophotometry and 9 
spectrofluonmetry 
Spectrophotometry and 10 
spectrofluonmetry 
There have been many publ1cat1ons on the development of microanalys1s 
systems that use the optical detection methods of fluorescence and 
ultraviolet I v1s1ble absorbance [11, 12], thus suggesting that such methods 
could easily be earned out on a mm1atunsed scale Also, w1th the recent 
developments 1n solid-state light sources, f1bre opt1cs and miniatunsed optical 
detectors, 1! seems only appropriate to look at combmmg the two opt1cal 
methods of absorbance and fluorescence However, this research w1ll focus 
on lookmg at the feasibility of des1gnmg a flow system that combmes the two 
methods on a macro scale only, thus if successful further work could mvolve 
the mmiatunsation of the final system 
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When combining the two optical methods of absorbance and fluorescence, 
many factors need to be considered such as how many detectors are 
needed? Will they be in a parallel or series configuration? Will the resulting 
products be detected sequentially or simultaneously? 
If in a dual system there were two analytes to be detected, depending upon 
the properties of the labels used, the number of detectors may vary. One 
detector may be sufficient if both products are fluorescently labelled, but 
depending upon the fluorescent properties of the fluorophores used, will 
determine whether or not they are detected sequentially or simultaneously. 
For example, if the same fluorophore were used, then sequential detection 
would be required to distinguish between the labelled analytes. This could 
be achieved by varying the distance that one of the analytes has to travel 
between the reaction chamber and the detector. If different fluorophores 
were used that have different emission wavelengths, then they could be 
detected simultaneously. 
On the other hand if one of the products is fluorescent and the other is 
coloured, then two detectors could be used in a series configuration as 
illustrated in figure 1.1. 
Figure 1.1- Dual detection system in a series configuration 
(RC = reaction Chamber and IV = Injection valve). 
Pump 
Waste 
Detectors 
The two products would then be detected sequentially. However, it is 
important that the two products do not interfere with each others signal, i.e. 
the coloured product must not significantly affect the fluorescent signal of the 
fluorescent product and vice versa. 
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1.1.1 Possible applications 
Pharmaceutical companies have been screening compounds for many years 
in the hope that new drugs will be discovered. However, current statistics 
show that the ratio between screened compounds to drugs actually on the 
market is very poor (commonly cited as 5000 - 10000:1) [13]. 
Between the 1970's and 80's the number of compounds tested per week 
increased from two compounds to tens of compounds. However, during the 
1990's there were great advances in the areas of genomics and 
combinatorial chemistry and as a result the number of compounds available 
for screening dramatically increased. As a consequence there was rapid 
development in new technologies. 
Pharmaceutical companies over the last few years have started to use the 
method of high throughput screening (HTS). This method allows large 
numbers of compounds to be tested in an automated fashion for activity as 
inhibitors or activators of biological targets, such as cell surface receptors, or 
metabolic enzymes. As a result several thousand compounds can be tested 
per day. 
The number of compounds to be screened is forever increasing and with the 
current advances in molecular biology, human genetics, genomics [14], and 
proteomics [15, 16] new biological targets are now being discovered. lt is 
therefore not surprising that pharmaceutical companies are now looking to 
improve efficiency so that hundreds of thousands of compounds can be 
screened per day against many biological targets. The method of HTS uses 
the principles of flow injection analysis (figure 1.2) 
Buffer 
Figure 1.2 - A basic set-up for HTS 
Injection 
Valve 
Pump 
Detector 
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In the reaction chamber is a biological target, such as a metabolic enzyme, 
that has been immobilised onto a solid phase. Assume that the biological 
target is a viral enzyme, such as a protease that causes a disease state. The 
aim is then to find a compound that inhibits the activity of this enzyme. 
An enzyme acts upon a reactant, usually termed a 'substrate', to give a 
particular product or products. In this example the substrate of the protease 
is a protein that has been heavily labelled with a fluorescent marker, but 
overall is non- or weakly fluorescent. When the protease is exposed to the 
labelled protein substrate, the protein is broken down into fragments and the 
resulting products become highly fluorescent. 
If the protein substrate is mixed with a compound prior to exposure to the 
enzyme, then the activity of the compound against the enzyme can be 
measured. If the compound inhibits the enzyme activity then no fluorescence 
will be seen, therefore becoming a possible drug candidate. But, if the 
compound has no affect on the enzyme activity then a fluorescent signal will 
be observed. 
So, to test many compounds against two biological targets would normally 
require two systems, three biological targets, three systems, and so on. 
Ideally it would be advantageous if several systems were combined together. 
After all , it is more beneficial to have more systems per unit of space, which 
can test for more analytes per unit of time- to test more is to discover more. 
There are also many areas in the medical sciences were further improvement 
in multianalyte assays would be beneficial such as allergy testing, drug 
monitoring and health screening. Allergy testing looks at the quantification of 
specific allergens in patients with allergic diseases. Allergic diseases are the 
result of allergic inflammation that occurs as a result of an interaction 
between the environment and the patient's immune system resulting in the 
release of histamine and other pro-inflammatory mediators [17]. Although 
the diagnosis of allergic reactions is most often made on clinical grounds 
supported by the results from skin tests, the diagnostic laboratory plays an 
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important role in the diagnosis of allergic diseases. They can identify the 
allergens to which the patient has become sensitised in situations where skin 
testing is unavailable or unsuitable. Also, they can detect and quantify 
mediators of anaphylaxis released by mast cells, such as tryptase. 
Commonly referred to as RAST (Radio-AIIergoSorbent Test), these tests 
detect allergen specific lgE in the serum. Patients serum is incubated with 
allergen or allergen mixtures bound to a solid phase. Allergen specific lgE is 
then detected using antibodies specific for human lgE that are labelled with a 
radioactive compound (figure 1.3). 
Figure 1.3- Antibody interactions in a typical RAST assay 
Radio labelled 
Anti-Human lgE 
Antibody 
Anti-Allergen 
Human lgE 
Allergen 
Solid Phase 
Some of the problems with the current testing methods are that the methods 
are expensive, time consuming, and using mix allergens can sometimes lead 
to false negative results. Also the stability of some allergens are problematic, 
especially food allergens. 
lt is more economical to screen samples by using the mixed allergen tests to 
reduced costs and save time. But with all mixed allergen tests, a positive 
result is not a definitive one, i.e. if a positive result is obtained for a mixed 
pollen test, what type of pollen is the patient allergic too, grasses, trees or 
weeds? Doing the individual allergy tests however would be very slow, but 
combining the individual tests into a flow system and taking advantage of the 
technological developments, such systems could be reduced in size and be 
carried out simultaneously. 
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Drug testing for methadone, op1ates, benzoylecgonine (cocame metabolite) 
and amphetamines 1n unne 1s Important to mon1tor drug abuse. Many 
methods have been developed which are based on Immunological and 
chromatographic pnnciples [18]. The immunological techniques are 
generally employed to screen the unne and chromatographic techniques are 
used as a confirmatory test [19] Hence, very t1me consum1ng and would 
benefit from bemg developed mto a combmed system 
Coronary heart disease (CHD) 1s one of the leading causes of death 1n 
developed countnes [20]. Current screemng methods are carried out on 
plasma-based factors such as C-react1ve protein (Inflammatory marker) 
(CRP) and mterleukm 6 (glycoprotein) (IL-6) to predict the nsk of developing 
CHD [21, 22] However, most of the published methods are rather meffic1ent 
due to their long assay t1mes, soph1st1cated instrumentation and sigmficant 
amount of expensive reagents Also, these methods are l1m1ted to measunng 
JUSt one analyte at a t1me. Thus the development of more efficient, rapid and 
1nexpens1ve methods that target more than one nsk factor Simultaneously 
would be very advantageous and could have a profound Influence on the 
treatment and prevention of CHD. The plasma factors CRP and IL-6 have 
also been linked w1th the possible nsk of developing type 11 diabetes [23] 
1.2 Multianalyte assays 
Mult1analyte assays usually requ1re an extra step, which normally Involves 
the separation of the analytes pnor to their detection The most classical 
separation techmques include chromatography, electrom1grat1on, or some 
form of extract1on However, due to the ever-mcreasmg need for more rapid 
assay throughput, separation methods such as chromatography and 
electromigration are very t1me consuming and g1ve relatively low sample 
turnovers Many authors have looked at combmmg the technique of flow 
InJection analys1s w1th 1mmunoassays. This 1s because w1th some 
immunoassays, the analytes do not need to be separated from each other 
pnor to detection and flow InJection systems bnngs many advantages 
(section 1 6) 
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1.2.1 lmmunoassays 
In 1959, Yalow and Berson first introduced 1mmunoassays mto the sc1ent1fic 
commumty [24) The term 'Immunoassay' refers to a group of analytical 
techniques, wh1ch use antibodies, or ant1body related reagents for the 
detect1on of analytes. The select1ve nature of the antibody allows such 
techmques to have a high spec1ficity for the analyte even if present 1n 
complex matnces such as blood, plasma and unne There are many different 
types of 1mmunoassays that have been rev1ewed by Hage [25) 
There are two essential elements of an Immunoassay, wh1ch are the 
reagents and the format. The reagents mclude the ant1bOd1es, ant1gens and 
other chemicals used to visualise the primary binding reaction The primary 
b1ndmg reaction can be observed or momtored by usmg of ant1bod1es and I or 
antigens that have been tagged w1th a part1cular type of label Such labels 
Include rad1ochem1cal [26, 27], fluorescent [28, 29], enzyme [30, 31) and 
metal ions [32]. The selection of a label for a part1cular assay depends upon 
the format bemg used 
The format refers to the device or system into wh1ch the reagents are placed 
to perform the assay These include flow methods such as chromatography 
and flow 1nject1on systems, or static methods such as m1cro-t1tre plates A 
large number of detection systems have been ut11ised in flow injection 
analysers and these mclude the use of opt1cal and electrochemical detectors 
[33] 
lmmunoassays can be classified mto two categones, limited reagent or 
excess reagent. L1m1ted reagent 1mmunoassays have a lim1ted amount of 
antibody present such that 1t is msuffic1ent to bind all of the ava1lable ant1gen 
A fixed amount of labelled ant1gen competes w1th the unlabelled ant1gen 
(from the sample) for the ava1lable bmdmg spaces (the concentration of 
labelled antigen always remams constant for every test sample 1n a particular 
assay) Thus the concentration of the unlabelled antigen can then be 
determmed by measunng the amount of bound labelled ant1gen The 
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concentration of the unlabelled analyte is then inversely proportional to the 
measured signal (figure 1.4). Thus an excess of labelled antigen to 
unlabelled antigen would give a high reading, meaning there is a low 
concentration of the analyte in the sample. 
Figure 1.4- Limited reagent assay (a) the unlabelled antigen is in excess of the 
fluorescently labelled antigen; (b) the fluorescently labelled antigen is in excess of the 
unlabelled antigen. 
(a) 
y y + El 0 
Solid Phase 
(b) 
y y + 
Solid Phase 
(] 
0 
0 D 
y y 
Solid Phase 
I I y y 
Solid Phase 
There are many different approaches to excess reagent immunoassays in 
which there is an excess of antibody present. The most common approach is 
the sandwich immunoassay in which the primary antibody is attached to a 
solid phase such as polystyrene or latex [34], starburst dendrimers [35), 
polyacrylamide [36], etc. The antigen from the sample is then exposed to the 
fixed antibody and the sample matrix is washed away. A secondary labelled 
antibody is then added which binds to any bound antigen and any excess is 
washed away. The concentration of antigen is then determined by 
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measuring the amount of labelled antibody present, which is proportional to 
the antigen concentration (figure 1.5). 
Figure 1.5- Excess reagent: sandwich immunoassay: Step 1: antibody exposed to the 
sample and antigen binds to antibody; Step 2: Second fluorescently labelled antibody 
is added and binds to any bound antigen 
Step 1 
:r:r 
Solid Phase 
Step 2 
Solid Phase 
I + I 
Antigen 
+ 
Fluorescently 
Labelled Secondary 
Antibody 
1.2.1.1 Enzyme immunoassays 
t 
y I 
Solid Phase 
Solid Phase 
The examples illustrated in section 1.2.1 show a typical fluorescence 
immunoassay in which the antibody or antigen is labelled with a fluorescent 
molecule. However, in some cases the signal generated by the fluorescent 
molecules is too small to detect with any accuracy. Hence, the use of 
enzymes as labels is an attractive option because they can be used to 
amplify the signal i.e. one enzyme molecule could generate hundreds of 
fluorescent molecules, thus giving the system better limits of detection for a 
particular analyte. 
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The most common techniques that utilise enzymes, as labels are enzyme-
linked immunosorbent assay (ELISA), the enzyme-monitored immunotest 
(EMIT), the competitive binding enzyme immunoassay (EIA) and the 
immunoenzymometric assay (lEMA). There is plenty of literature available 
on these methods [37, 38]. 
Enzymes are the reaction catalysts of biological systems. They have high 
molecular weights ranging from around 5000 to over 1 million . They increase 
the rate of chemical reactions taking place without themselves suffering any 
overall change. Each enzyme is quite specific in character, acting upon a 
particular substrate or substrates to produce a particular product or products 
via an enzyme-substrate intermediate. 
Enzyme + Substrate _. Enzyme-Substrate _. Enzyme + Product 
(Intermediate) 
There is much literature covering the structure, function and basic concepts 
of enzymes [39 - 41] and numerous sources of information on enzyme 
kinetics [42 - 44], thus will not be discussed here. 
In enzyme immunoassays the enzyme molecule is attached to an antibody or 
antigen (depending upon the assay type) such that the activity of the enzyme 
is not compromised. The assays described in section 1.2.1 are then carried 
out with one further step that involves the addition of a substrate. The 
substrate is exposed to the enzyme and is broken down over a period of time 
(usually this is fixed but methods can vary) and then stopped by the addition 
of an inhibitor (a molecule that stops the activity of the enzyme). The 
products of the enzymatic reaction are then measured by a particular 
detection method such as fluorescence or absorbance (dependent upon the 
properties of the reaction product). 
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1.3 Statistical analysis problems in multianalyte systems 
The data obtained from chromatographic, spectroscopic, chemical and 
pharmaceutical analyses, are usually in the form of peaks. However, when 
there is more than one analyte being measured simultaneously, and the 
same type of label is being used, the peaks may overlap (figure 1.6). 
For example, assume that you have three solutions, the first containing pure 
compound A, the second containing pure compound B, and the third 
containing a mixture of the compounds A and B. 
Figure 1.6 - The spectral effects of mixing two compounds together that have 
overlapping spectra (FI = fluorescence intensity, AU = arbitrary units) 
50000 
0 +---'-.-------,.------1="""""T"----,----, 
0 200 400 600 800 1 000 1200 0 200 400 600 800 1000 1200 
Wavelength (nm) 
Compound A 
Wavelength (nm) 
Compound 8 
0 200 400 600 800 1000 1200 
Wavelength (nm) 
Mixture A+ 8 
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From the emission spectra of the two individual compounds, their 
concentrations can be determined relatively easy because the peak area or 
heights are due to either compound A or 8 , respectively. However, in the 
case of the mixture, the area of the two components overlaps. Therefore a 
problem arises in that, what proportion of the total area is due to compound 
A, and which is due to compound 8? The peak heights are also unreliable 
because one peak may affect the shape of the other, as illustrated in figure 
1.7. 
Figure 1. 7 - Effects of two fluorophores on each others peak height (the same 
concentration of compounds A and B were present in the mixture as in the pure 
samples) (AU =arbitrary units) 
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Statistical methods have now been developed and employed to overcome 
such problems. Calibration graphs are produced from a series of mixtures 
rather than the individual analytes. The data obtained from these mixtures is 
then analysed using statistical methods such as partial least squares and 
principal component regression to generate the calibration models. Such 
methods are referred to as 'multivariate calibration' techniques and are 
discussed in detail in chapter 2. 
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1.4 Fluorescence 
Fluorescence spectroscopy has been extensively used as a detection 
method 1n a w1de range of b1oanalyt1cal systems because of 1ts select1v1ty and 
sens1t1v1ty [45] lt is therefore not surprismg that there has been a 
remarkable growth 1n the use of fluorescence 1n the biological sc1ences, 
rangmg from clin1cal chemistry to environmental momtonng 
There are numerous sources of 1nformat1on on the theory of fluorescence 
and 1ts applications [46 - 48], wh1ch w1ll not be discussed here A recent 
book by Lakow1cz provides a wealth of knowledge on the bas1c aspects of 
fluorescence spectroscopy and covers many of the expenmental and 
instrumental advances made over the years [49]. Every two years there are 
rev1ews published that cover the new developments 1n the theory and 
pract1ce of molecular luminescence for chem1cal analysis [50, 51] and yearly 
rev1ews on the advances 1n atomic emission, absorption and fluorescence 
spectroscopy [52, 53] 
1.4.1 Advantages of fluorescence 
Fluorescence spectroscopy 1s several orders of magmtude more sensitive 
and selective for some compounds when compared to conventional 
absorbance-based techniques. By simply mcreas1ng the power of the 
Incident beam the amount of em1tted rad1at1on can also be increased, thus 
mcreasmg the sens1tiv1ty. The em1tted rad1at1on is measured at right angles 
to the mcident beam and therefore is considered to be a zero background 
technique 
All molecules absorb photons but only a few fluoresce and even fewer st1ll 
phosphoresce at ambient temperature Thus, the ranty of luminescent 
materials makes fluorescence an attractive techmque for the resolution of 
trace fluorescent components 1n complex mixtures. In addition, the ability to 
employ both exc1tat1on and em1ssion wavelengths as selectiVIty parameters 
g1ves fluorescence Increased selectiVIty. 
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1.4.2 Long wavelength fluorescence 
Fluorescence spectrometry has been accepted for many years as a maJor 
techmque for trace analysis However, the sens1t1vity of fluorescence m real 
samples IS normally not as h1gh as that observed m pure solut1ons conta1mng 
the same fluorophore. Th1s 1s due to background-scattered light and 
fluorescence signals from endogenous sample components [54] 
Scattered light is the major source of Interference in fluorescence 
measurements and 1s a result of photons be1ng uniformly scattered due to 
collisions w1th solvent molecules. There are two mam types of scattenng, 
Rayleigh and Raman When the frequency of the em1tted photons IS the 
same as the incident photons, the scatter s1gnal occurs at the excitation 
wavelength. This IS usually termed Rayleigh scattenng and can occur at all 
wavelengths Its mtensity however, vanes proportionally to A. 4 , so 1ts affects 
can be minimised at longer wavelengths [55]. Raman scatter always occurs 
at a constant wavenumber difference from the mcident light W1th longer 
excitation wavelengths, the Raman band decreases 1n mtens1ty and becomes 
further displaced from the Rayle1gh scatter band [56] lt has been proven 
that usmg longer wavelength fluorophores that absorb and em1t in the reg1on 
of 600 nm to 1000 nm, reduces these types of mterferences [57] 
Photochemical theory predicts a sharp d1minut1on in the quantum yields of 
fluorophores as the1r emiSSion wavelengths increase [58] In practice the 
long wavelength reg1on boasts a few fa1rly intense fluorophores, w1th almost 
all other molecules bemg effectively non-fluorescent. Thus, fluorophores w1th 
moderate molar absorpt1v1t1es and quantum y1elds can g1ve excellent l1m1ts of 
detection. Th1s 1s because of the low backgrounds due to so few 
fluorophores absorbmg and em1ttmg at these wavelengths 
Further d1scuss1ons of the advantages of long wavelength fluorescence and 
its applications can be found [54, 59] 
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1.4.3 Fluorescent labels 
Fluorescent labels have various properties, which include, molar absorptiVIty, 
quantum y1eld and Stokes shift. The molar absorptivity (e) symbolises the 
energy capture efficiency of the label and usually ranges from 10000 -
250000 cm·1 M"1. The quantum y1eld (~) symbolises the emiss1on efficiency 
and usually ranges between 0.05 - 1 00. The quantum y1eld is strongly 
Influenced by the local environment and 1s not usually reported as a constant 
for a particular label. The Stokes shift is the difference between the 
excitation peak and the emiSSion peak. The best fluorescent labels have a 
high molar absorptivity, quantum efficiency and Stokes sh1ft 
In th1s study vanous fluorescent labels were used and their structure, 
advantages and disadvantages Will now be discussed 
1.4.3.1 Cyanine dyes- Cy™S and Cy™5.5 (monofunctional) 
The advantage of using these dyes IS that they have a high molar absorptivity 
(250000 cm·1 M"1), a quantum y1eld of more than 0 28 and they are very 
soluble in water However, they do have small Stokes sh1fts (21 nm for Cy5 
and 19 nm for Cy5.5) and are expensive. Papers are available for more 
comprehensive readmg on these two cyamne dyes [60 - 62] (figures 1.8a and 
b, 1 9a and b). 
1.4.3.2 Alexa Fluor® 660 dye 
The structure of the Alexa Fluor 660 dye 1s currently a trade secret however, 
the molecular we1ght IS approximately 1100 grams The advantages of using 
Alexa Fluor dyes are that they are relatively photo stable when compared to 
other fluorescent dyes, have h1gh molar absorpt1v1t1es (Aiexa Fluor 660 = 
132000 cm·1 M"1), are pH msens1t1ve over a broad pH range and they are 
soluble in water. However, they are expensive. Papers are available for 
more comprehensive reading on Alexa Fluor dyes [63, 64] (figure 1 10) 
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Figure 1.8(a)- The structure of Cy5 monofunctional dye 
so~ 
0 
MW= 791 .99 grams 
Figure 1.8(b)- The normalised absorption and emission spectra of Cy5 
monofunctional dye 
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Figure 1.9(a)- The structure of Cy5.5 monofunctional dye 
so~ 
MW= 1128.42 grams 
Figure 1.9(b)- The nonnalised absorption and emission spectra of of Cy5.5 
monofunctional dye 
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Figure 1.10 - The nonnalised absorption and emission spectra of Alexa Fluor 660 dye 
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1.5 Absorbance 
Molecular ultraviolet I VISible absorption spectroscopy is used primanly for 
quant1tat1ve analysis and 1s probably more w1dely used in chem1cal and 
cl1mcal laboratones throughout the world than any other s1ngle method 
There are numerous sources of Information on the theory of absorption and 
1ts apphcat1ons [65 - 68] and Will not be discussed here 
1.5.1 Advantages of absorbance 
The method of ultraviolet I VISible absorption spectroscopy has proven to be 
a very sens1t1ve and selective techmque. lt has a w1de applicability, 1n that 
many inorganic, orgamc and biochemical spec1es absorb ultraviolet and 
VISible radiation and thus are amenable to quantitative determination Also, 1t 
can be used for quantitative analysis 1n enzyme assays because there are 
many colour generatmg substrates [69] 
1.5.2 Chromophores 
The term chromophore refers to an elementary particle that has unsaturated 
orgamc functional groups that absorb 1n the ultraviolet or visible reg1on [70] 
A couple of chromophores were used m this study and their structures and 
properties Will now be discussed 
1.5.2.1 Phenolphthalein 
Phenolphthalein 1s an orgamc compound used as an ac1d-base mdicator. lt 
does not dissolve very well 1n water and 1s usually prepared in alcohol 
solutions lt 1s colourless in ac1d1c solutions and pinkish m bas1c solutions 
(trans1t1on usually occurnng around pH 9 00) (figures 1 11a and b) 
1.5.2.2 Cresol red 
Cresol red is an organic compound that is used as an ac1d-base indicator lt 
1s soluble 1n water and alcohol lt gives an orange or amber appearance at 
pH 2.00-3 00, yellow at pH 7 20, and red at pH 8 80 (figures 1 12a and b). 
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Figure 1.11(a)- The structure of phenolphthalein 
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Figure 1.11(b)- The normalised absorption spectrum of phenolphthalein 
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Figure 1.12(a) - The structure of cresol red 
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Figure 1.12(b)- The normalised absorption spectrum of cresol red 
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1.6 Flow injection analysis 
The term 'flow-injection analysis' was coined by Ruzicka and Hansen [71 ] 
and has now gained widespread acceptance within the scientific community. 
Flow-injection analysis (FIA) is still a method of great interest in many areas 
of analytical chemistry because of its flexibility and adaptability to solve 
various analytical problems. Flow injection analysis has many favourable 
features such as: (a) its extremely high flexibility in adapting most chemical 
and biochemical reaction procedures, (b) its compatibility with virtually any 
detection method, and (c) its reliability in low volume and rapid experiments. 
FIA was used to describe a type of continuous flow analysis that utilises a 
flowing stream, unsegmented by air bubbles, into which highly reproducible 
volumes of sample are injected. This allows a fast, precise, accurate, and 
extremely versatile system that is simple to operate. 
1.6.1. History of flow injection analysis 
In 1970, the electrochemists Nagy, Feher, and Pungor used the concept of 
FIA by injecting samples into a flowing stream of electrolytes (72]. Their 
system involved the sample passing through the carrier stream, into a 
magnetic stirred mixing chamber and then past a silicone rubber based 
graphite electrode. The problem with such a system was that there was 
excess sample dilution due to the gross mixing of the sample in the magnetic 
chamber. Ruzicka and Hansen later modified the technique and came up 
with the idea of flow-induced sample dispersion as the sample carrier stream, 
which was pumped through narrow bore tubing . This resulted in the 
controlled mixing of the sample. 
Over a period of time there have been various alternative modes of FIA that 
have been developed including merging zone [73], stopped flow [74], 
sequential injection [75 - 77], bead injection [78], all injection analysis [79] 
and multicomponent [80 - 85] techniques 
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1.6.2 Theory of flow injection analysis 
The technique of FIA has four essential features: unsegmented flow, direct 
injection, controlled partial dispersion and reproducible operational timing. 
Ruzicka considered that controlled partial dispersion of the sample is one of 
the most fundamental characteristics of FIA. This is most likely due to the 
number of factors that can affect the dispersion of the sample once injected 
into the carrier stream, such as; sample volume, tubing bore size, tubing 
length, flow rate, and molecular diffusion coefficient of the species 
concerned . A typical FIA system is shown in figure 1.13, and usually 
consists of the following components: 
(1) a pump, which produces the flow rate that is as constant as possible. 
This can either be a peristaltic pump, a gas-pressure system, or even 
gravitation. 
(2) injection valve, which allows the reproducible insertion or introduction 
of an accurately measured sample volume in to the flowing stream 
without stopping it. 
(3) length of tubing (or column), usually coined the 'reactor chamber', 
which can either be straight, coi led or knotted. This is where the 
sample is dispersed and the reaction with the samples component 
occurs. 
(4) flow cell, which is accommodated in a detector. 
Figure 1.13 - Schematic diagram of a simple FIA system 
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Injection 
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There is more detailed literature available on the theory, applications, and 
developments of FIA [86 - 95] and will be discussed no further here. 
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1.7 Combined fluorescence and absorbance detection 
Many papers have been published that use fluorescence and absorbance 
detectors in a series or parallel configuration [96 - 1 00]. However, using two 
separate detectors can have many drawbacks, with the overall size of the 
system being the most obvious one. Others include, sample and reagent 
usage, cost and time. So, ideally, having a system that uses one detector, 
one flow cell, and is compact, would be very beneficial. 
1.7.1 Optical differences 
Combining fluorescence and absorbance systems together has always had 
limited success, which when looking at the optical layouts (figure 1.14) and 
principles of both methods, is not surprising. 
Figure 1.14- A typical optical layout for (a) fluorescence, and (b) absorbance systems 
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For example, fluorescence requires two filters I monochromators, whereas 
absorbance only needs one. Fluorescence measurements require a high 
intensity light source and sensitive detection, whereas absorbance 
measurements do not. Fluorescence has a 90° optical layout, whereas 
absorbance is planar. 
Both optical layouts comprise of a detector, filters I monochromators, a light 
source and a sample cell. These components and their relevance in a 
combined system will now be discussed . 
1. 7 .2. Detectors 
A detector is a device that indicates the existence of some physical 
phenomenon. The detectors that respond to light radiation are generally 
called photon detectors. There are six widely used photon detectors, which 
are; phototubes, photo-multiplier tubes, silicon photodiodes, photovoltaic 
cells, photoconductive cells and charge-transfer devices. The detector that 
was used in this research was a charge-transfer device known as a charge 
coupled device (CCD) and will only be discussed here. There is plenty of 
literature on the other photon detector types [1 01 - 1 04]. 
1.7.2.1. CCD detector 
A CCD is a highly sensitive photon detector, which is divided up into a large 
number of light-sensitive small areas (known as pixels) (figure 1.15). When a 
photon of light falls within the area defined by one of the pixels it is converted 
into one (or more) electron(s). The number of electrons collected will be 
directly proportional to the intensity. The length of time the pixels are 
exposed to incoming photons is called the integration time. After this time 
the CCD is clocked out in which the charge cloud generated by the electrons 
in each pixel are measured and a spectrum is constructed . 
During the CCD clocking out procedure the pixel rows are transferred 
downwards to the final row (the readout register} , which is then used to 
transfer the charge in each pixel horizontally out of the CCD so that it can be 
measured. 
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Figure 1.15 - The principle of a CCD detector 
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Various sources are available for a more detailed description on how CCD 
detectors works [1 05] 
1. 7.3 Light sources 
Continuum or line sources are used to make absorbance and fluorescent 
measurements (table 1.3). Continuum light sources emit radiation of all 
wavelengths with in the spectral region for which they are to be used. A line 
source consists of one or more very narrow bands of radiation whose 
wavelengths are known exactly. The light sources must generate a beam 
with sufficient power in the wavelength region of interest. 
Table 1.3- Different light sources wavelength emission ranges (101] 
Source 
Continuum Sources 
Xenon lamp 
H2 and D2 lamps 
Tungsten/Halogen lamp 
Tungsten lamp 
Line Sources 
Hollow cathode lamp 
Laser 
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Wavelength Region (nm) 
250 - 600 
160 - 380 
240 - 2500 
350 - 2200 
UV-Vis 
UV-Vis /IR 
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Due to fluorescence requiring a high-powered light source that emits at a 
particular wavelength, a line source would be required. For absorbance on 
the other hand, a continuum light source would be sufficient. In such a case, 
the combined system would require two separate light sources. 
1.7.4 Fi lters 
Spectroscopic instruments generally require a device that fi lters out 
wavelengths that are not required . lt is not possible to select radiation of a 
single wavelength, so a range of contiguous wavelengths is selected instead. 
This range of wavelengths is known as the 'bandwidth', which is defined as 
the width of the band, in wavelength units, at half peak height (figure 1.16). 
However, in a combined system that is to be used for multianalyte detection 
the light sources cannot be restricted to a small range of wavelengths. The 
filters that are more likely to be needed are cut-off and neutral density filters. 
This is because the continuum light source is being pointed directly into the 
detector and if the intensity is to high, the detector can be damaged. Hence, 
a neutral density filter can be used to reduce the intensity of the light to a 
reasonable level. A cut-off filter would be required to remove the light from 
the continuum light source above a particular wavelength so that the 
fluorescence signal can be observed. 
Figure 1.16- Transmittance of light through a typical wavelength selector 
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1.7.5 Sample cells 
Sample cells must be made from a material that is transparent in the 
wavelength region being used for analysis. Table 1.4 shows useable 
wavelength ranges for several types of material. Due to the fact that only 
one detector is to be used, it would only be possible to focus the signal 
emerging from one sample cell . Therefore, the sample cell must be suitable 
for both fluorescence and absorbance readings. The labels that are used in 
this research produce a signal between the ranges of 500 nm and 750 nm 
and therefore any of these cell types would be sufficient. 
Table 1.4- Transmittance ranges for various optical materials [101] 
Cell Type 
Lithium Fluoride 
Fused Silica or Quartz 
Corex Glass 
Silicate Glass 
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2.1 Introduction 
Usrng more than one detection method srmultaneously can rncrease the 
multranalyte capabrhties of a system as descnbed m the prevrous chapter 
However, thrs can further be enhanced by the use of statistrcal methods, thus 
allowing more analytes to be detected per detectron method Therefore the 
overall number of analytes that could be detected concurrently rn a dual 
optrcal detection system would be greatly Improved 
2.2 Multivariate calibration 
Quantrficatron IS an rmportant task rn both absorbance and fluorescence 
spectroscopy Since spectroscopy rs an rndrrect measurement technrque, 
cahbratron rs usually requrred In calibration, mdrrect measurements are 
made from samples where the amount of analyte has been pre-determmed, 
usually by an Independent assay or technrque. These measurements, along 
wrth the pre-determmed analyte concentrations, comprise a group known as 
the 'calrbratron set'. This set is then used to develop a model, albeit absolute 
or relatrve, that relates the concentration of analyte (y), to the measurements 
made by the Instrument (x), via some evaluatron function J(). 
y = J(x) (Eq 1) 
However, as wrth all chemrcal measurements there wrll always be some 
degree of systematiC or random error, hence the calculated concentration IS 
sard to be an estrmate of the actual concentratron y, and rs usually denoted y 
(the symbol • above the term denotes its an estrmate of the true value). So 
equatron 1 should be correctly wntten as· 
y = J(x) (Eq 2) 
Once the model has been constructed, it can then be used to predict the 
concentratron of the analytes based on the measurements made from the 
new samples usually termed 'the new data set' For absolute cahbratron 
methods, there tends to be a mathematrcal formula that relates x toy 
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If the relat1onsh1p between x and y is not obv1ous then determining the model 
can be very t1me consum1ng, and sometimes almost 1mposs1ble to figure out 
In these Circumstances relat1ve calibration methods can be used Such 
calrbrat1on methods make assumptions on the underlying relationship 
between x and y This is achieved by usrng some g1ven examples of the x 
and y varrables (calibration set), to est1mate the parameters of the 
relat1onsh1p Common methods of est1mating the model parameters Include 
partial least squares and prrnc1ple component regression [1 06] To 
understand how such methods work, a bas1c understandrng of matrix algebra 
and some statistical functions are needed 
2.2.1 Matrix algebra and statistical tools 
Descrrb1ng mult1varrate calibration methods at sufficient precision and yet 1n a 
readable way requires matrix and vector notat1on lt 1s important to 
d1st1nguish between matrrces, vectors and scalars, boldface letters are used 
explicitly for matrices and vectors. Capital boldface represents matrrces and 
lowercase boldface represents vectors. Scalars are usually wrrtten as 
lowercase only (not boldface). Symbols and 1nd1ces are usually denoted as 
lowercase italic (not boldface). Expressions 1ns1de brackets { }, denote the 
contents of matrrces and vectors 
2.2.2 Matrices, vectors and scalars 
Suppose a sample n conta1ns a particular prote1n m The concentration of 
protein m, 1n sample n, can be represented as a scalar. Ynm 
However, 1f you have more than one sample n (n = 1, 2, N) that conta1ns 
the prote1n m, then the concentration of protern m, rn all the samples can be 
represented as a column vector· y = {Yn n = 1, 2, .. N}. 
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Now 1f the concentrations of more than one protein m (m = 1 ,2, . M) are 
requ1red from a number of samples n (n = 1, 2, N), then th1s can be 
represented as a matnx Y = {Ynm n = 1, 2, .N, m= 1,2, M}. 
Ytt ----------- YtM 
Y1N ----------- YNM 
There are numerous mathematical operations that can be earned out w1th 
scalars, vectors and matnces, all of wh1ch have a particular outcome. 
However, the mathematical operations that Will be descnbed, are lim1ted to 
those that are needed to have a bas1c understanding of the multivanate 
calibration methods partial least squares and pnnc1pal component 
regression For more 1n depth readmg of matrix operations there are many 
good reference books available [107, 108] 
2.2.3 Transposing matrices and vectors 
If Z is a matrix of the d1mens1ons n x m, then the transposed matnx has the 
d1mens1ons of m x n and 1s usually denoted Z' The same notation is applied 
to vectors, 1 e y is denoted y' when transposed To ensure there 1s no 
confusion in future calculations, y Will represent a column vector and y' will 
represent a row vector 
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a e 
b f 
c g 
d h 
[: b f c g ~] 
z z' 
2.2.4 Multiplication of matrices, vectors and scalars 
If S and T are two matrices that are to be multiplied together, then the 
number of rows 1n T must be equal to the number of columns 1n S, or v1ce 
versa If 
s = [: :] 
then ST 1s equal to 
[
((a x e) + (b x g)) 
((c x e) + (d x g)) 
T = [: ~] 
((a X f} + (b X h)}] 
((C X f} + (d X h)} 
If y 1s a vector y = { i, j }, then Sy IS equal to: 
[: :] . [; J 
s y 
= [
((a X 1) + (b X j)) J 
((C X i) + (d X j)) 
Sy 
The number of columns 1n the matnx must equal the number of rows 1n the 
vector. 
If r IS a scalar, then Sr is equal to. 
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[: :] X r = [ ar br] er dr 
5 r 5r 
Not1ce that all the 1nd1v1dual elements in 5 have been multiplied by the scalar 
r. The same applies when a vector IS multiplied by a scalar 
2.2.5 Identity matrix 
The identity matnx 1s a square matnx (one hav1ng the same number of rows 
as columns) and has 1's in the pnnc1pal diagonal (the diagonal of elements 
from the top left to the bottom nght corners) and O's everywhere else, 1 e 
Identity Matrix = 
The usual notation for an n x n matnx is lnxn, In, or I If the order IS obvious 
Post multiplying a matnx by I leaves the matnx unchanged, e g. X = XI 
2.2.6 Linearly dependent I independent 
If we have two matnces called X and Z, where 
1 2 3 7 2 5 
X= 3 6 9 Z= 6 10 1 
2 4 6 9 8 7 
If at least one of the row (or column) vectors 1n matrices X or Z can be wntten 
as a linear combination of one of the other row (or column) vectors 1n the 
same matnx, then these vectors are sa1d to be linearly dependent, 1 e 1n 
matrix X, the row vectors x' 3 = 2x' 1, x' 2 = 3x' 1. and x' 2 = x' 1 + x' 3, hence they 
are linearly dependent However, the row and column vectors 1n matrix Z are 
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not linear combmat1ons of each other and therefore are sa1d to be linearly 
independent 
2.2.7 Inverse of a matrix 
If Z 1s a matnx, then 1ts inverse IS denoted as z-1 (Z1 1s not to be Interpreted 
as a reciprocal, 1t JUSt denotes the mverse of matnx Z) and 1s defined such 
that the product equals the identity matrix of the same dimension 
zz-1 = (Eq 3) 
In general, a matnx 1s only invertible 1f 1t has 'full rank' - i e. the columns (or 
rows) are linearly independent If the matnx 1s not full rank (contains columns 
(or rows) that are linearly dependent) then 1ts Inverse may be 1mposs1ble to 
calculate with sufficient reliability Such matnces can undergo 'part1al 
mversion' [1 09] 
One method of calculatmg the inverse of a square matnx IS by reduc1ng 1t to 
1ts row reduced echelon form (rref). A matnx 1s 1n rref 1f 1t fits the followmg 
cntena 
(1) Row of all zeros, 1f there are any, appear at the bottom of the 
matnx 
(2) The first nonzero entry of a nonzero row IS a 1 This IS called the 
lead1ng 1. 
(3) For each nonzero row, the leadmg 1 appears to the right and below 
any leadmg 1's 1n proceeding rows 
(4) Any column in wh1ch a leadmg 1 appears has zeros in every other 
entry 
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In other words a matnx 1n rref appears as a sta1rcase ('echelon') pattern of 
leadmg 1's descending from the upper left corner of the matnx, thus an 
1denbty matnx 1s in rref. So, 
rref(Z) = In (Eq 4) 
where matnx Z has the dimensions n x n The rref of matrix Z can be 
calculated from a series of row operations when wntten 1n 1ts augmented 
form w1th the 1dent1ty matnx I For example, 1f, 
z = [: ; J 
then the augmented form of the matnces Z and I 1s· 
[: 
z 
5 
7 
1 
0 ~] 
By usmg elementary row operations, matrix Z can be converted into the row 
reduced echelon form However, what elementary operations are carried out 
on Z, must also be earned out on I So 
Operation 1. 4 Z(row 2) - 9 Z(row 1) = [~ 5 1 ~] -17 -9 
Operation 2 Y. Z(row 1) = [; 1Y. y. 0] 
-17 -9 4 
Operat1on 3 = [; 1Y. y. OJ 1 9/17 -4/17 
Operation 4· [~ 0 _7/17 5/~ 1 9/17 _4,17 
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Matnx Z is now rn rts row reduced echelon form Matnx I IS no longer an 
identrty matnx but IS now the matnx equrvalent of the four elementary 
operatrons. 
z X = rref(Z) 
From equatrons 3 and 4, zz-1 rs equal to I and rref(Z) is equal to I, therefore. 
:z-1 = 
Thus, z-1 must be the inverse matnx of Z Thrs functron rs partrcularly useful 
when determrning the least squares solutron to vanous least squares 
problems found wrthm the partral least squares and pnncrpal component 
regression algonthms (sectrons 2 3 and 2 4) 
2.2.8 Length of a vector 
In order to calculate the model parameters wrthrn the partral least squares 
and pnncipal component regressron algorithms, loading werght vectors and 
spectralloadmg vectors are requrred respectively (see sectrons 2 3 and 2.4) 
However, the length of these vectors vanes and therefore to avoid any 
scaling ambigurtres their lengths are scaled to one 
Therefore, the length of a vector IS defined according to the Pythagorean 
theorem. Thus, take the vector x = {xt, x2, x3}, the length of vector x IS 
denoted as lxl and rs calculated by 
(Eq 5) 
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2.2.9 Orthogonality between vectors 
If two vectors are said to be orthogonal, then the angle between them is 90° 
and their cross product is equal to zero, i.e. take the two vectors t = {t1, t2, b} 
and u = {Ut, u2, u3} then: 
(Eq.6) 
2.2.1 0 Eigenvectors and eigenvalues 
If a vector and a matrix, denoted s and Z respectively, are multipl ied together 
and the output vector is parallel to s, then the output vector will be a multiple 
of vector s and can be written as: 
Zs = A.s (Eq.7) 
where A. is a scalar product (usually termed the eigenvalue) and vectors is 
termed the eigenvector. 
2.2.11 Space and subspace 
By plotting all the possible linear combinations of some set of vectors, such 
as x = {1 ,0,0}, y = {0,1,0} and z = {0,0,1}, they span a 3-dimensional space. 
This space is usually referred to as the 'full space' (figure 2.1 ). 
Figure 2.1- The 3-dimensional space spanned by vectors x, y and z and 
2-dimensional subspace within the full space 
20 Subspace 
{0,0, 1} 
{0,1 ,0} 
{1 ,0,0} 
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Also, by plotting all the linear combinations of a particular subset of vectors 
from the full space, the resulting 2-dimensional plane is called the subspace. 
For instance, all the linear combinations of the form k{1 ,1,1}' + v{1 ,1,1}', 
where k and v are scalars, form a subspace in the full space. 
2.2.12 Projection 
Geometrically, a projection is shown in figure 2.2. The projection of y can be 
found by drawing the line from y perpendicular to the subspace, generated by 
the two vectors x1 and x2, normally termed the X-space. The projected y is 
usually denoted as projXY . meaning that the projected y in the X-space, is an 
estimate of the actual y (termed y). 
Figure 2.2- Projection of vector y in the X-space 
2.2.13 Expectation, variance and standard deviation 
The expectation of a variable is defined as the average value in the full 
population from which the variable is selected. lt is usually denoted E(y) 
where y is the variable. However, E(y) cannot be measured accurately but 
can only be estimated, which is done by calculating the mean using the 
following formula: 
N 
- ~Yn Y = ~­
n 1 N 
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where y (the symbol - above the term represents the mean value) 1s an 
est1mate of E(y) As the number of measurements N mcreases y becomes a 
better prediction of E(y) 
The vanance 1s a measure of how spread out the y vanables are from the 
mean and is usually denoted ri However, ri can only be estimated by usmg 
the followmg formula 
(Eq 9) 
where s2 is sa1d to be an estimate of cr2 (N-1 IS used because one degree of 
freedom 1s lost 1n the estimation of the expectation) 
The standard deviation shows how tightly all the Yn vanables are clustered 
around the mean y, and is Simply the square root of the vanance 
s = -"-"0'-'-'-:----
N-1 
(Eq.10) 
2.2.14 Covariance and correlation 
The concepts of covanance and correlation refer to the linear mterrelat1ons 
between two variables The covariance between the two vanables x and y, 1s 
def1ned as 
Cov(x y) = E((x-E(x))(y-E(y)) (Eq 11) 
However, th1s can only be estimated hence, 
---- 1 N Cov(x y) =-L (Xn- X)(yn- y) 
N not 
(Eq 12) 
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Correlation IS a measure of the association between two vanables and 1t 1s 
the product-moment correlation coefficient that 1s of interest here. lt 1s 
usually denoted p, however, p can only be estimated, wh1ch is done by using 
the following formula 
-----r, r = _C_o_v(,_x_,. y'-'-) 
s,sr 
(Eq.13) 
where r 1s an est1mate of p. 
The difference between covanance and correlation IS that the covanance IS 
dependent upon the measurement units of x and y However, the different 
un1ts for x and y are standardised when calculating the correlation because 
the covanance of x any y 1s d1v1ded by the product of the1r standard 
dev1at1ons (which have the same un1ts and therefore a rat1o IS obtamed) 
2.2.15 Least squares 
For s1mplic1ty, assume that there 1s a linear relat1onsh1p between x and y, 
where y represents the concentration of a part1cular protein and x represents 
a s1ngle instrument response to that prote1n. Then for 1 number of samples a 
stat1st1cal formula can be wntten such that· 
y, =eo+ cx,+g (Eq 14) 
where co and c are model parameters (offset and grad1ent respectively), and 
g IS the residual error (the difference between the actual y and the predicted 
y) 
If a senes of mstrument responses were taken x = {x, 1 = 1,2. 1}, for a 
number of samples w1th a known concentration y = {y1 = j = 1,2 .... J}, then 
the linear matnx form IS wntten as 
y = Co + Xc + g (Eq 15) 
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The most common and efficient way of predicting the model parameters c 
and c0 is by minimising the length of vector g. Thus when plotting the 
predicted concentrations against the actual concentrations, the line of best fit 
will pass as close to all the points as possible (figure 2.3). 
Figure 2.3- A graph showing the least squares principle 
(residuals = vertical green lines). 
y 
Therefore, the length of vector g ideally should be zero because with no 
residuals the line of best fit will pass through all the points, hence: 
9 = xc (Eq.16) 
where 9 contains the predicted concentrations for all the samples, X contains 
the instrument response data and c contains the estimated model 
parameters. The scalar c0 can be excluded as this should also be equal to 
zero if 191 is equal to zero. 
So we need to find c so that Xc is as close to vector y as possible . Since Xc 
represents a linear combination of the rows in X (each row in matrix X is 
multiplied by the vector c), thus the rows generate a subspace, which for 
simplicity will be denoted S. 
So using the fact that y - projs9 (which is equal to y - Xc) must be orthogonal 
to every vector in subspace S (section 2.2.12), and the product of the 
individual column vectors in X and (y- Xc), must be equal to zero (section 
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2 2.9) Hence, the products of (X(coi1J)'(y - Xc) must be equal to zero, 
(X(coi2J)'(y- Xc) must be equal to zero and so on, thus 1n matrix terms. 
X' (y-Xc) = 0 (Eq 17) 
Multrply1ng out the brackets g1ves 
X'y-X'Xc = 0 (Eq 18) 
Which IS equivalent to. 
X'y = X'Xc (Eq 19) 
However, we need to get c 1n terms of X and y, therefore by multiplying both 
sides by (X'X)"1 g1ves 
(Eq 20) 
Thus equat1on 20 can be s1mplif1ed to 
(Eq 21) 
s~nce (X'Xr1XX' 1s equal to I and le is equal to c (sect1ons 2 2 7 and 2.2 5 
respectively) 
Thus, substrtut~ng c back into equat1on 16 g1ves· 
9 = Xc = X(X'X)"1X'y = ly = y 
Thus, 9 1s the vector 1n subspace S that 1s closest to y and the estimator c 
has expectation equal to c In th1s case 9 1s equal to y because 1t was 
assumed that the length of g was zero, however, in reality this usually not the 
case 
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2.3 Partial least squares 
Srnce the rntroduction rnto chemometrrcs as a tool for solving regressron 
problems wrth linearly dependent predrctor varrables, partral least squares 
(PLS) has become a common, rf not standard regressron method. The 
pioneerrng work in PLS was done in the late srxtres by Herman Weld rn the 
field of econometrrcs [11 0] The use of the PLS method for chemrcal 
applrcatrons was proneered by the groups of Svante Weld and Harald 
Martens rn the late seventres after the rnrtral application by Kowalskr [111] 
it has been successfully applied to the quantrtatrve analysrs of ultravrolet 
[112, 113], fluorescence [114, 115], near rnfrared [116], chromatographic 
[117, 118], and electrochemical [119, 120] data. Much work has gone into 
making clear its mathematrcal and statistrcal propertres [121 - 124], and 
several alternatrve algorrthms have been proposed [125 - 127] All these 
effects have helped to clarrfy the drverse aspects of PLS and shed light on 
what was once by definitron, only an algorrthm 
The PLS algorithm can be rmplemented as a full spectrum calibratron method 
whrch gives rt many advantages such as; (1) potentrally srgnrficant 
improvements rn precrsron for estrmatrng sample concentratrons or propertres 
from calibratron spectral data, (2) useful informatron (contarned rn the loadrng 
vectors) that allows quantrtatrve chemrcal rnterpretatron of spectral features, 
and (3) the abrlity to calculate spectral resrduals that can be used for efficrent 
outlier detectron dragnostrcs and further qualitatrve rnterpretation 
There are two marn PLS algorrthms, usually termed PLS-1 and PLS-2 [128] 
PLS-2 consrders the case when several chemrcal varrables are to be fitted 
rnto the spectrum, whereas PLS-1 fits only one such varrable as a latent 
specral case A third algorrthm, whrch rs equrvalent to PLS-1 has been 
suggested by Martens and Ness [129] and drffers from PLS-1 rn rts 
orthogonality relatrons, but has not been used for actual calculations 
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The a1m of th1s research 1s to quantify the md1vidual components from a 
senes of m1xtures, thus the algonthm PLS-1 w1ll only be discussed m detail 
here The orthogonal PLS-1 method presented 1s that used by Marten and 
Nres [130], and 1s used by the Unscrambler® software wh1ch was used 
throughout this research 
2.3.1 Orthogonal PLS-1 algorithm 
To calculate the estimates of the model parameters, the number of relevant 
princ1pal factors needs to be determined (factors that significantly affect the 
results, i e the number of components in the m1xture, no1se, etc.) lt has been 
suggested that the number of factors should be higher than the number of 
phenomena expected and those that do not contnbute to the model removed 
later, thus allowmg any unexpected phenomena to be modelled The total 
number of factors used here Will be denoted a (a= 1,2 A). 
To make the calculations easier, the calibration data is mean-centred. Th1s IS 
achieved by calculatmg the variance for each of the individual x and y 
variables 
X 0 =X-1x' 
Yo =Y-1Y 
(Eq 22) 
(Eq 23) 
where X is a matnx conta1n1ng the Instrument response vanables 1 for t 
samples {XQ t =1 ,2 .. I 1 = 1 ,2. J} and vector y conta1ns the concentrations 
of a particular analyte 1n the samples {y,} 
For each of the vanables m X0 1ts projection m the X-space has direction and 
length These two parameters are usually known as spectral loadmgs and 
scores and are denoted p and t respectively. So theoretically, 
x •. 1 = t.Pa '+E (Eq 24) 
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where E IS the X-res1dual error matrix. However, 1n PLS the t scores tend to 
be orthogonal to each other, whereas the spectralloadmgs p, tend to be non-
orthogonal [130]. Hence, there 1s no guarantee that the spectralload1ngs (or 
rather the scores formed by the project1on) are su1table for pred1ctmg y To 
solve th1s problem a set of load1ng weights are used (denoted w,) that are 
orthogonal to each other They express how the 1nformat1on in each X-
vanable relates to the variation 1n y The loading weights also can be used to 
calculate the t scores from the X matnx so that the decomposition of the data 
IS orthogonal So equation 24 can be rewritten as 
(Eq 25) 
However, the loading we1ghts are usually scaled to a length of 1 to avoid any 
scaling ambigUities, usmg the scaling factors, where 
1 
s = --;:====:~~=:==~ ~(y a-1' X •. ,X •. ,' Y a-1) (Eq 26) 
This 1s so their lengths can be Interpreted as well as their direction. The 
vanables w1th large loading weights are of importance when 1t comes to 
pred1ctmg y. So the loading we1ghts need to maximize the scaled covanance 
between Xa-1 and Ya-1 such that. 
(Eq 27) 
The loadmg weights can be est1mated usmg the follow1ng formula 
• X ' W a = S a-1 Y a-1 (Eq 28) 
Now that the load1ng weights have been estimated, the t scores can be 
est1mated using equat1on 25 The least squares solution 1s 
(Eq.29) 
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Substituting i. back into equation 25 g1ves, 
(Eq 30) 
which 1s equivalent to, 
x._, = x._, + E (Eq.31) 
SinCe W a 'W 8 IS equal to 1 
The spectral loadmgs can now be est1mated usmg equation 24 The least 
squares solut1on IS (where P. 1s an est1mate of p)· 
A X • ta P a = a ·1 ..------.--
t. 'ta 
Substituting p a back m to equat1on 24 g1ves. 
Xa-t =X •. 1 !a~a~+E 
tat a 
which IS equ1valent to equat1on 31 because. 
(Eq 32) 
(Eq 33) 
Vector Ys-1. can also be broken down 1n to chemical loadmgs and scores 
The chem1cal loadmg IS usually denoted q and IS a scalar because only one y 
vanable is calculated in th1s PLS-1 algonthm. So y •. 1 can be wntten as. 
(Eq 34) 
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So usmg the least squares solution (where q. IS an est1mate of q8 ). 
(Eq 35) 
Subst1tutmg back mto equat1on 34 g1ves. 
Ya-1 = Ya-1 +f (Eq 36) 
So from equations 24 and 34 the X and y res1dual matrix and vector can now 
be estimated respectively 
E = x._1 -i.s>. · 
f=Ya-1-taqa 
(Eq 37) 
(Eq 38) 
If a equals A then the model parameters c and c0 can be estimated. 
However, 1f a does not equal A, then a should be mcreased by one and the 
values for ta, p a, w a and Cta should be re-calculated us1ng the new values 
for Xa-1 and Ya-1 where 
x._1 = E and y •. 1 = i 
Once the number of relevant factors has been determmed the model 
parameters c and c0 can be estimated usmg the following formulas 
(Eq 39) 
and 
... - -... 
C 0 =Y-X c (Eq 40) 
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The matnces Wand P represent the combrned loadrng weights and spectral 
loadrng vectors respectrvely, estrmated from each of the relevant factors, 1 e. 
W={w1,W2, wA} and P={Pt,p2, PA} The vector q represents the 
combrned chemrcal loadrngs for all the relevant factors, r e 
q={QI,Q2, · qA}. 
Once the model parameters c and c0 have been estrmated any further x1 
vanables from the new data set can be used to predrct y usrng the formula· 
"' '"' I" Y =C0 +XC (Eq 41) 
2.3.2 PLS-1 model with simulated data 
lt rs known that the absorbance x has a linear relationship wrth the 
concentration y of a particular analyte rn a set of samples (table 2 1) 
Absorbance readings were taken at three drfferent wavelengths, denoted x1, 
X2 and X3, for 5 samples 
Table 2.1 -Simulated absorbance data (AU =arbitrary units) 
Sample Absorbance at Wavelength Concentration 
Number X1 Xz XJ (AU) y 
1 0.80 0.95 0 30 1 58 
2 0 65 0 80 0 20 1.19 
3 045 0 55 0 15 077 
4 0 20 0 25 0.10 0 41 
5 0 25 0.40 0 05 0 27 
However, also rn these samples is another analyte that has an absorbance 
maxrmum close to that of the target analyte, therefore makrng univanate 
calibration unsuitable In figure 2.4 rt is obvrous that there is no drrect linear 
relationship between the absorbance readrngs at all three wavelengths and 
the concentratron of analyte using the data in table 2 1. 
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Figure 2.4- Absorbance vs concentration from the data in table 2.1 
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So the input data can be represented as: 
0.80 0.95 0.30 1.58 
0.65 0.80 0.20 1.19 
X = y = 
0.45 0.55 0.15 0.77 
0.20 0.25 0.10 0.41 
0.25 0.40 0.05 0.27 
Matrix X and vector y is then processed by the orthogonal PLS-1 algorithm 
(refer to section 2.3.1) so that a linear response is obtained. The results are 
summarised in table 2.2 and figures 2.5a, band c. 
The score plot (figure 2.5a) illustrates that the absorbance data of all the 
samples resemble the average x pattern of the data after two principal factors 
have been calculated . This is because the values for t 2 are much smaller 
than those for t 1, hence they are closer to the origin. However, it could be 
questioned whether or not the second principal factor should be used in the 
calibration. This is because the eigenvalues for factors 1 and 2, are 0.62 and 
0.59x10-2 respectively. Suggesting that the second factor corresponds to a 
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minor effect in the data Also, this would explain why after the first factor, 
93 9% of the x vanance had been explained and only a further 1 8% 
explamed after the second factor had been calculated 
In contrast to th1s, the loadmg plot (figure 2 5b) shows that the vanab11ity 1n y 
is greater after the second prmc1pal factor has been calculated compared to 
that obtamed after the first pnnc1pal factor This is shown 1n the chemical 
load1ngs where q2 1s greater than q1 suggest1ng that the x data had more 
relevance toy after the second pnnc1pal factor. If the res1duals y1 and y2 are 
compared (table 2 2), 1t IS clear that after the second pnnc1pal factor all the y 
vanance has been explained, unlike after the first factor Usmg the two factor 
PLS-1 model, a good linear response has been obtamed (figure 2 5c) for all 5 
samples From the results the predictor equat1on for this two factor PLS-1 
model1s 
y=-009+169x,-044x2 +249x3 
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Table 2.2- PLS-1 results using the simulated data (AU =arbitrary units) 
Average 047 0 59 0 16 0 84 
Samples Xo Concentration 
X1 Xz X3 Yo (AU) 
1 0 33 0 36 0 14 0 74 
2 0 18 0 21 0 04 0 35 
3 -0 02 -0.04 -0.01 -0 07 
4 -027 -0 34 -0 06 -0 44 
5 -022 -0 19 -0 11 -0.57 
Factor a=1 Results 
tl W! q1 PI c 
0 51 0 66 1 35 0.65 0 89 
0 28 0 71 0 72 0.97 
-0.04 0.25 0.23 0 33 
-043 eo 
-0 31 -0 20 
Samples x1 Concentration 
X1 Xz X3 Y1 (AU) 
1 0 00 -0 01 0.02 0.05 
2 0 00 0.01 -0.02 -0 03 
3 0 01 -0 01 0 00 -0 01 
4 0 00 -0 03 0 04 015 
5 -0 02 0 03 -0 04 -0.16 
Factor a=2 Results 
t2 W2 q2 P2 c 
0 02 0 28 2 70 0.28 1 69 
-0 02 -0.53 -0 53 -044 
0 01 0 80 0.80 2 49 
0 05 eo 
-0 05 -0 09 
Samples Xz Concentration 
X1 Xz X3 Yz (AU) 
1 -0 01 0 00 0 01 0 00 
2 0.01 0.00 0 00 0 00 
3 0 01 0 00 -0 01 0 00 
4 0 00 0 00 0 00 0 00 
5 -0.01 0 00 0 00 0.00 
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Figure 2.5 - (a) Score plot of t 1 vs t2, (b) X and Y loadings plot, (c) calibration graph 
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2.4 Principal component regression 
Like PLS, pnnc1pal component regress1on (PGR) can be Implemented as a 
full spectrum calibration method. However, w1th PGR the spectral 
decomposition IS performed slightly differently PGR IS a two-step 
mult1vanate calibration method m wh1ch the first step mvolves pnnc1pal 
component analysis (PGA) bemg earned out on the data matrix, followed by a 
multiple linear regression (MLR) step 
There 1s plenty of literature on the methods of PGA and MLR [131 - 133] 
Pearson m 1901 [134] and Hotelling m 1933 [135] first descnbed PGA 
However, Malinowsk1 first mtroduced it into chemistry around the 1960's 
under the name of pnnc1pal factor analysis. After 1970 a large number of 
chemical applications have been published and PGR has been successfully 
applied to the quantitative analysis of ultraviolet [136 - 140], fluorescence 
[141], near Infrared [142], electrochem1cal [143, 144] and chromatographic 
[145] data 
The core of PGR is the PGA of the data matnx, and several algonthms for 
PGA are available. One of the most commonly used algonthms 1s the non-
linear Iterative part1al least squares algonthm (NIPALS) and 1t computes 
sequentially the e1genvectors by order of explained vanance. Another, qu1te 
s1m1lar algonthm is the power algonthm descnbed by Hotelling, wh1ch has 
been said to be slightly faster than the NI PALS algorithm 
The algonthm descnbed here Will be the NIPALS algorithm and has been 
descnbed by many authors [146, 147] 
2.4.1 PCA NIPALS algorithm 
L1ke the PLS-1 algonthm, the X matnx contams the mstrument response 
vanables j for 1 samples {Xy i =1 ,2. .I 1 = 1,2 .. J} and vector y contains the 
concentrations of a particular analyte m the samples {y,} The X matrix can 
be broken down 1nto spectral 
denoted p and t respectively 
loadmgs and scores, which agam w1ll be 
There are no loadmg we1ghts as in PLS 
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because the PCA step only considers the X-data 1n1t1ally before bemg 
regressed onto y Hence 1t requ1res no relationship to be drawn between the 
X-data and the variance m y 
The NIPALS algonthm however, requ1res an initial guess of the t scores to 
start the iteration process for each factor, i e. the 1nit1al t scores could be 
equal to the column 1n the X matrix that has the highest remaimng sum of 
squares 
As w1th PLS-1 to calculate the est1mates of the model parameters, the 
number of relevant pnnc1pal factors needs to be determined The number of 
pnncipal factors used here w1ll again be denoted a (a= 1,2 A) Once the 
number of factors has reached A, only the most relevant ones Will be used to 
calculate the model parameters 
So, 1f we take an m1tial estimate of t, we can now estimate the spectral 
load1ngs p us1ng equat1on 24 where the least squares solution 1s 
• • X t.' (E 42) P a = a 1 -;;--;c- q 
. t; t. 
The length of P. is scaled to one to avo1d scaling amb1gu1ties Th1s 1s 
achieved by the followmg formula. 
• Pa 
P. = ~P. 'p. (Eq 43) 
Once P. has been estimated and scaled, 1t can then be used to 1mprove the 
est1mate of i. by usmg the solut1on to equat1on 24, wh1ch 1s 
• p 
t. = x •. 1 • :. 
Pa Pa 
(Eq 44) 
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Now the new est1mate of t. has been calculated, the e1genvalue can be 
calculate usmg the formula 
(Eq 45) 
After each Iteration step, If the e1genvalues do not show any convergence 
then another 1terat1on step is earned out us1ng the current i. score as the 
startmg i. score Th1s is repeated until there is convergence of the 
e1genvalues 1n th1s factor. Once th1s has occurred the values for i. and i>. 
can be used to estimate the residual matnx E usmg equat1on 37 
If a does not equal A, then a IS mcreased by one and Xa-t becomes E and 
the next factor IS calculated. 
Once all the factors have been calculated, the model parameters c0 and c 
can then be estimated usmg equation 40 and the followmg 
(Eq 46) 
where P represents the spectral loadmgs for all the relevant pnnc1pal factors 
and diag(11't8 ) IS a square matnx that has all the rec1procals of the fmal 
e1genvalues for each factor m the primary diagonal (top h~ft to bottom nght) 
w1th O's 1n the rema1n1ng areas 
Once the model parameters c and c0 have been est1mated, any further x1 
vanables can be used to pred1ct y usmg equat1on 41. 
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2.4.2 NIPALS PCA algorithm with simulated data 
The data that was used to build the PLS-1 model Will now be used to bUild 
the PCR model (table 2 1). The results are summansed m table 2 3 The 
score and loadmg plots are s1m1lar to those obtamed for the PLS-1 model and 
therefore will not be shown here 
The two e1genvalues calculated after each factor show a s1gn1ficant 
decrease, wh1ch is m line With what was seen w1th the PLS-1 model, 
therefore, the validity of the second pnncipal factor could be put into 
quest1on Aga1n 95 0% of the variance m the data matnx was explamed by 
the first pnncipal factor and only 1 8% by the second factor. But agam the 
chem1cal loadings of q, and q2, contradict this because q2 1s much higher 
than q,, suggesting that the x data had little relevance for y after the first 
pnnc1pal factor. However, unlike PLS-1 all the vanance m they vector was 
not completely explained 
In sp1te of th1s there is a good linear relationship between x and y us1ng the 
two factor PCR model (r = 0.997) The predictor equation for this two factor 
PCR model is. 
y = 0.58x, -1 25x 2 + 1.93x3 
In this particular case the results obtained using the PLS-1 and PCR 
algonthms using the simulated data are qUite s1m1lar for both algonthms 
However, these two algonthms can give contrasting results under certam 
cond1t1ons and 1s discussed 1n more detail m sect1on 5 6 
59 
Chapter2 lntroductton Multtvanate Calibratton 
Table 2.3- PCA results using the simulated data (AU =arbitrary units) 
Average 0 47 0 59 0.16 0 84 
Samples Xo Concentration 
Xt X2 X3 y (AU) 
1 0 33 0 36 0 14 0.74 
2 0 18 0 21 0 04 0.35 
3 -0 02 -0 04 -0 01 -0 07 
4 -0 27 -0 34 -0 06 -044 
5 -0.22 -0 19 -0.11 -0 57 
Factor a=1 Results 
tt Pt Q1 eo c 
0 51 0 66 1 35 -0 20 0 89 
0.28 0 71 0 96 
-0 04 0 26 0 35 
-0.43 Eigenvalue 
-0 31 062 
Samples Xt Concentration 
Xt X2 X3 Yt (AU) 
1 -0 01 0 00 0 01 0 05 
2 0 00 0 01 -0 03 -0 03 
3 0 01 -0 01 0 00 -0 01 
4 0 02 -0.03 0 05 0 15 
5 -0 02 0 03 -0 03 -0 15 
Factor a=2 Results 
tt Pt Q2 eo c 
0 00 0 24 2 37 0 00 0 58 
-0 03 -0.53 -1.25 
0 01 0.81 1 93 
0 06 Eigenvalue 
-0 04 0.01 
Samples x2 Concentration 
Xt X2 X3 Y2 (AU) 
1 -0 01 0 00 0 00 0 04 
2 0.01 0 00 0 00 0 05 
3 0 01 0 00 -0 01 -0 03 
4 0 00 0 00 0 00 -0 01 
5 -0 01 0 00 0 00 -0 05 
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2.5 Unscrambler® software 
The Unscrambler® software IS a package that can be used for mult1variate 
analysis Harald Martens and the Norweg1an food research institute 
ong1nally developed the software and ta1lor made 1t for the modelling, 
pred1Ct1on and classification of mult1vanate data lt has been used for 
chemometncs and process analysis w1thin the food and dnnk industnes, 
chemical mdustries, pharmaceutical mdustnes, process industries and 
research and development [148]. 
The software perm1ts the development of calibration models using the PLS-1, 
PLS-2, PCR and MLR algonthms lt also carnes out stat1st1cal tests on the 
models generated, to check their validity However, 1t has been found that 
compared to other programs such as Matlab®, the Unscrambler® can be very 
slow when 1t comes to plottmg large data sets 
There 1s plenty of literature on the aspects of the Unscrambler® software [149 
- 158] 
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Chapter 3 Matenals and General Procedures 
3.1 Reagents 
A list of all the reagents and the1r respective suppliers are shown 1n table 3 1 
The suppliers addresses are shown in AppendiX A 
Table 3.1- List of reagents and suppliers 
Reagent 
Buffers 
Sodium Carbonate, Anhydrous 
Sodium Hydrogen Carbonate 
Tnzma Base 
Trizma Hydrochloride 
Phosphate Buffer Saline Tablets 
Tnethanolam1ne 
Enzymes 
Alkaline Phosphatase. From Calf 
Intestinal Mucosa (EC 3 1 3 1) 
Substrate 
Phenolphthalein Monophosphate 
Fluorescent Labels 
Cy™5 Monofunctional Dye 
Cy™ 5.5 Monofunctional Dye 
Alexa Fluor® 660 Dye 
Coloured Dyes 
Phenolphthalein 
Cresol Red 
Supplier 
S1gma 
F1sher Sc1ent1fic UK 
S1gma 
S1gma 
S1gma 
S1gma 
Biozyme Laboratones 
Amersham Pharmac1a B1otech UK 
Amersham Pharmac1a B1otech UK 
Molecular probes 
S1gma 
S1gma 
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Table 3.1 Cont. - List of reagents and suppliers 
Reagent 
Other 
L-Thyroxme 
3,3',5 Truodo-L-thyronme 
Sodium Cyanoborohydnde 
Magnes1um Chlonde, Anhydrous 
Sod1um Chlonde 
Zmc Chlonde 
Sod1um Az1de 
Sod1um Thiosulphate 
a.-Casem: From Bov1ne M1lk 
Glutaraldehyde Type 11 (25% 
Aqueous) 
Protein A Soluble S aureus 
Glyc1ne 
Bovme Albumm· Fract1on V 
Tnethylam1ne 
Disucc1n1midyl Suberate 
N,N-D1methylformamide 
Ethanol 
Sod1um Thiosulphate 
Guamdme Hydrochlonde 
N, N-dusopropylethylamme 
Sod1um Cyanoborohydnde 
Supports 
Controlled Pore Glass, Ammopropyl, 
182 A Mean Pore D1ameter, 200 I 
400 Mesh 
Controlled Pore Glass, Aminopropyl, 
972 A Mean Pore Diameter, 200 I 
400 Mesh 
Protein A Ultrahnk™ B1osupport 
Med1um 
Supplier 
S1gma 
Sigma 
S1gma 
S1gma 
S1gma 
S1gma 
S1gma 
S1gma 
S1gma 
S1gma 
S1gma 
S1gma 
S1gma 
Riedei-De-Haen 
Pierce 
Fluka 
Fluka 
S1gma 
S1gma 
Fluka 
S1gma 
Camb1o 
P1erce 
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3.2 Optical hardware 
A list of all the opt1cal equipment and instrumentation and the1r respect1ve 
suppliers are shown 1n table 3 2 The suppliers addresses are shown m 
Appendix A 
Table 3.2 - list of optical equipment and instrumentation 
Equ1pment and Instrumentation Supplier 
Opt1cal Hardware 
M1croMech TM 19 mm Opt1cal Ra1l (6") Coherent 
M1croMech TM 19 mm Optical Ra1l Coherent 
(12") 
Stackable Mounting Posts (2 2") Coherent 
M1croMech ™ Universal W1de Coherent 
Garners 
Post Holders (0 5" Diameter) Coherent 
Adjustable Table Clamps Coherent 
F1xed Lens Holder (0 5") Coherent 
Fixed Lens Holder (1") Coherent 
Large Umversal V-Biock Mount Coherent 
3 Screw Adjustable R1ng Mounts Edmund Opt1cs 
Small Breadboard Mountmg Plate Edmund Opt1cs 
Sorothane Y. - 20 Male Bumper Edmund Optics 
Mounts 
Economical Optical Bench Plate Edmund Opt1cs 
(12" X 12") 
30 mm Ring Mount Edmund Opt1cs 
30 mm Lens Mount Edmund Opt1cs 
X-Y-Z Adjustable Table Courtesy of Kallbrant 
600 ~m Optical F1bre Anglia Instruments 
% Deep Lens Tube Thorlabs 
Asphenc Lens Adapter Thorlabs 
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Table 3.2 Cont. - List of optical equipment and instrumentation 
Equipment and Instrumentation 
Lenses and Filters 
Tech Spec Piano Convex Lens 
(9 0 mm Diameter) 
Tech Spec Plane Convex Lens 
(20 0 mm D1ameter) 
Mounted AR Coated Lens 
(f = 11 0 mm) 
Reflective Neutral Density F1lter 
(1% Transmittance) 
Cut-Off F1lter (619 4 nm) 
Opt1cal Instrumentation 
S2000 Mm1ture F1bre Opt1c 
Spectrometer 
UV I V1s1ble Spectrometer 
L1ght Sources 
LS-1 Tungsten Halogen Lamp 
647 nm, 7 mW Laser 
Opt1cal Cells 
Quartz UV Cell (3500 J.!l, 1 cm) 
Fluorescence and UV Flow Cell 
(25 J.!l, 1 5 mm (Absorbance) x 1 5 
mm (Fluorescence)) Total 
d1mens1ons (10 mm (W) x 10 mm (L) 
x 30 mm (H)) 
Suppliers 
Edmund Opt1cs 
Edmund Optics 
Thorlabs 
Coherent 
Coherent 
Anglia Instruments 
Umcam Analytical Systems 
Anglia Instruments 
Courtesy of Kahbrant 
Hellma 
Hellma 
Th1s is the total path length (0 75 mm from the entrance w1ndow to the 
centre of cell, and 0 75 mm from centre of cell to ex1t wmdow) 
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3.3 Flow system equipment and instrumentation 
A hst of all the flow system equipment and mstrumentatton and thetr 
respecttve suppliers are shown in table 3 3 The supplters addresses are 
shown tn Appendtx A 
Table 3.3- List of the flow system equipment and instrumentation 
Equtpment and Instrumentation Supplier 
Flow Equtpment 
Chromatography Columns (3 0 mm Omntfit 
Bore, 350 J.d Volume, 50 0 mm 
Length) 
Fnts (Statnless Steel, 2 Jlm) Omntftt 
Teflon® Flow Tubing Omntftt 
(1 6 OD x 0 8 ID) 
Pump Tubing Elkay 
Swttchmg 4-Port Manual Rotary Omniftt 
Valve 
ManuallnJectton Valve (200 Jll Loop) Omntftt 
Flow Instrumentation 
Penstattc Pump (Gtlson Mmtplus 3) AD Instruments 
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3.4 Other equipment and instrumentation 
A list of all other equipment and instrumentation used in this research are 
listed 1n table 3 4. The suppliers addresses are shown 1n Appendix A 
Table 3.4- List of other equipment and instrumentation 
Equipment 
Chromatographic Separation 
PD-10 Columns 
Agilent 1100 Series HPLC System 
Temperature Control 
Water Bath 
Pipetting Equipment 
Gilson Adjustable Pipettes 
(P20, P100, P200, P1000,P5000) 
Adjustable Pipettes (0 5 J.!l to 10 J.!l) 
Supplier 
Amersham Pharmacia Biotech UK 
Agilent Technologies 
Grant 
Anachem 
Elkay 
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3.5 General procedures 
3.5.1 Water purification 
Matenals and General Procedures 
All solutions were prepared us1ng tnply de1onised water (18 2 Mn), punfied 
by Max1ma ultra pure water system (USF Elga Ltd) 
3.5.2 Buffer preparation 
Buffers were prepared 1n tnply de1on1sed water throughout Tns-HCI, 
phosphate buffered saline, sod1um carbonate and tnethanolam1ne buffers 
have been used dunng the expenmental work 
3.5.3 Pipetting 
P1pett1ng was earned out usmg calibrated G1lson and Elkay vanable volume 
automatic pipettes 
3.5.4 pH measurement 
pH measurements were earned out usmg a Whatman PHA 230 bench pH 
meter, w1th a pH range of 0 00 to 14 00 and an accuracy of± 0 01 pH umts 
The Instrument was calibrated w1th h1gh-resolut1on buffer solutions at pH 
4 000, pH 7.000 and pH 10 000 (±0 005), before use. 
3.5.5 Mass determination 
We1gh1ng measurements were earned out on two balances dependmg on the 
we1ghmg range needed Prec1sa 300 senes electronic balance (range 1 g to 
1000 g) and Prec1sa 40SM-200A electronic balance (range 0 0001 g to 
1 0000 g) 
3.5.6 Absorbance measurement 
All absorbance measurements other than those done on the dual system 
descnbed in sect1on 4.1, were earned out on the Un~cam 8700 Senes UV I 
V1s1ble spectrometer usmg pure sample matrices to obtam a blank. 
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3.5.7 High performance liquid chromatography 
Both reverse-phase and s1ze exclusion h1gh performance liquid 
chromatography was carried out us1ng an Ag1lent 1100 senes liquid 
chromatogram system (Appendix B) 
3.5.8 Final dye:hapten ratio calculations 
Fmal dye hapten (D H) rat1os were calculated usmg the Beer-Lambert law (y 
= Ebx) where x IS the absorbance at a particular wavelength, E 1s the molar 
absorptiVIty (m cm·1 M-\ y IS the concentration (in M), and b 1s the path 
length (m cm) Absorbance values were taken for the conjugate at both the 
hapten and dye wavelengths, which were corrected for dye absorbance at 
the hapten wavelength and v1ce versa Us1ng the Beer-Lambert law, the 
concentration of both dye and hapten was calculated usmg the hapten and 
dye absorbance values and the1r respective molar absorptivity coefficients 
The dye concentration d1v1ded by the hapten concentration gave a final 
dye·hapten rat1o 
Note. In the expenmental procedures earned out in th1s research there was 
no s1gmf1cant change m the wavelength maxima of the dye and hapten when 
conJugated compared to that obtamed in their smgular state. Thus does not 
affect the calculation of the D H rat1o. 
3.5.9 Final hapten: protein ratio calculations 
Fmal hapten protein (H P) rat1os were agam calculated usmg the Beer-
Lambert law (y = Ebx) where x 1s the absorbance at a part1cular wavelength, E 
IS the molar absorptiVIty (m cm'1 M-\ y 1s the concentration (m M), and b 1s 
the path length (m cm) Absorbance values were taken for the conjugate at 
both the hapten and protein wavelengths, wh1ch were corrected for dye 
absorbance at the hapten wavelength and v1ce versa. Usmg the Beer-
Lambert law, the concentration of both hapten and protein was calculated 
usmg the hapten and protein absorbance values and their respective molar 
absorptivity coeffiCients The hapten concentration d1v1ded by the protein 
concentration gave a final hapten prote1n rat1o 
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Note· In the expenmental procedures earned out in this research there was 
no s1gmf1cant change m the wavelength max1mas of the hapten and prote1n 
conJugate compared to that obta1ned 1n the1r smgular state Thus does not 
affect the calculation of the H P ratio 
3.5.1 0 Activation of the controlled pore glass (CPG) 
Activation of the CPG was achieved by add1ng 1 00 g of CPG to 1 00 ml of 
glutaraldehyde type 11 (25% aqueous) and 9 00 ml of de-1on1sed water Th1s 
was then left at room temperature for two hours on a roller bed The CPG 
was then filtered usmg a H1rsch funnel and then washed with copious 
amounts of water (approximately 500 00 ml) before fmally be1ng washed w1th 
50 00 ml of ethanol The CPG was then dried and stored in a desiccator 
under vacuum 
3.5.11 Coating of activated CPG with protein A 
The activated CPG beads were coated w1th protein A by d1ssolv1ng 2 0 mg of 
protem A m 3 50 ml of phosphate buffered saline (0 01 M, pH 7.40) 1 00 g 
of CPG was then added and m1xed for one hour at room temperature on a 
roller bed. Then 2 2 mg of sod1um cyanoborohydnde was added, along w1th 
a 1% or 5% blocking agent (e1ther a-casem or bovine serum albumm) Th1s 
was allowed to stand overmght at room temperature w1th occasional m1x1ng 
The CPG was then washed carefully w1th buffer and then stored at 4°C 
followmg the add1t1on of 0 05% sod1um azide 
3.5.12 Preparation of Cy5 and Cy5.5 solutions 
The Cy5 and Cy5 5 fluorescent dyes were purchased as prote1n labellmg 
packs. The actual amount of dye per aliquot was unknown but accordmg to 
the manufactunng gUidelines there IS sufficient dye to label 1 mg of protem 1f 
the1r suggested procedure is followed [159] 
The procedure set out by the manufacturer was followed, however mstead of 
usmg 1.00 ml of protem solut1on, 1 00 ml of sodium carbonate buffer was 
71 
Chapter 3 Matenals and General Procedures 
used instead (0.1 0 M, pH 9 30) Due to the small amount of dye per aliquot 1t 
was not possible to get a reliable absorbance reading Also the d1lubons 
made in th1s research gave very low absorbance values at the wavelengths 
of 649 nm and 675 nm for Cy5 and Cy5 5 respectively (<0.01). Hence, an 
arbitrary value of 1 26x104 mol /I and 8 86x104 mol/1 was taken as the 
concentration of the two dyes respectively. 
3.5.13 Preparation of the Alexa Fluor 660 solution 
The Alexa Fluor 660 fluorescent dye was purchased as protein labelling 
pack The actual amount of dye per aliquot was unknown but according to 
the manufactunng guidelines there is suffic1ent dye to label 1 mg of protein 1f 
the1r suggested procedure is followed [160] 
The procedure set out by the manufacturer was followed, however sod1um 
carbonate buffer was used Instead of the prote1n solution (0 10 M, pH 9 30) 
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Chapter 4 Dual Detection: System Design 
4.1 Dual optical detection system 
With the recent developments in fib re optics, solid-state light sources and 
miniaturised detectors, the methods of absorbance and fluorescence can 
now be successfully combined into one relatively small and compact system. 
The optical set-up illustrated in figure 4.1 is one example of such a system 
and is the schematic of the actual system used throughout this research (see 
Appendix C). The system has been designed on the basis that absorbance 
readings will be made between the wavelengths of 500 nm and 600 nm and 
the fluorescence readings above 650 nm. This will allow the full range of the 
CCD detector to be used and bring the many advantages associated with the 
use of long wavelength fluorophores. 
Figure 4.1 - Dual fluorescence and absorbance detection system 
(Inset- Typical output spectrum) 
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Absorbance measurements are made using a continuum light source, in 
which the emitted light is initially passed through a 600 J.lm optical fibre and 
then through a series of fi lters and lenses before reaching the sample cell 
and detector. The first filter is a cut-off fi lter that removes any white light 
above 650 nm to allow fluorescence measurements to be made (which 
requires a zero baseline). The second filter is a neutral density filter, which 
reduces the intensity of the light , in order to protect the CCO detector from 
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photon saturation. The incident beam is then focussed onto the flow cell and 
any emitted light is focussed directly into the detector. 
The fluorescence measurements are made using a line source, in which the 
beam is focused directly onto the flow cell and any resulting fluorescence is 
detected at right angles to the incident beam. 
4.2 System components 
4.2.1 LS-1 Tungsten halogen lamp (continuum light source) 
The LS-1 tungsten halogen light source (LS-1) is a versatile white lamp that 
emits light in the visible to short wavelength near infrared region of the 
electromagnetic spectrum. The spectral intensity of the light source between 
500 nm and 600 nm increases from 35% to 60% of its maximum output 
intensity. For further details refer to Appendix D. 
4.2.2 Laser (line source) 
The fluorophores used in this research (section 1.4.3) have excitation 
wavelengths ranging from 649 nm to 675 nm. Therefore, in order to excite all 
the fluorophores and get sufficient sensitivity, a 647 nm, 7 mW, laser was 
used. 
4.2.3 52000 miniature spectrometer 
The S2000 miniature spectrometer (figure 4.2) is a high-performance 2048-
element linear CCD array detector, which is small and compact. lt is ideal for 
low light applications making it ideal for measuring fluorescence. However, 
this also makes it sensitive to background noise, hence the whole system is 
enclosed in a dark box and the light from the LS-1 enters via a 600 IJm fibre 
optic cable. 
The detector was linked to a Celeron 366 MHz computer for real-time 
analysis. The detector has a 100 ).!m entrance slit and a 1500 lines I mm 
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grating. The optical resolution of the detector is 3.80 nm (at the peaks full 
width , half maximum). 
Figure 4.2 - Schematic of the S2000 miniature spectrometer and actual 
picture of the S2000 spectrometer 
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4.2.3.1 Detector software 
52000 Miniature Spectrometer 
The signal from the detector is analysed using the Ocean Optics Base32 ™ 
software [161 , 162]. The fluorescence readings can be observed directly 
from the raw signal obtained from the detectors CCO. However, to obtain the 
absorbance readings from the raw signal, a reference spectrum and a dark 
current reading are initially required prior to taking the first sample read ing. 
The dark current reading is obtained by measuring the detector's response 
when there is no external input i.e. no light entering the detector. The 
absorbance readings are then calculated using the following formula: 
(s - o ) Absorbance = - log }. A 1o R - 0 
A ). 
(Eq.47) 
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where SA. equals the sample reading at each wavelength, DJ. equals the dark 
current reading at each wavelength and RJ. equals the reference reading at 
each wavelength 
4.2.4 Flow cell 
A quartz flow cell (1 0 mm x 10 mm) was used which has three windows 
(dimensions 1.5 mm x 8.5 mm) which are perpendicular to each other 
therefore allowing both absorbance and fluorescence measurements to be 
made simultaneously. The volume of the flow cell was 25 111 and has path 
lengths of 1.5 mm (absorbance) and 1.5 mm (fluorescence - see footnote on 
page 66). 
4.2.5 Cut-off filter 
Due to the properties of the chromophores and fluorophores used in this 
research and the zones of detection specified in section 4.1 , a 620 nm cut-off 
filter was used. From figure 4.3 it is obvious that any fluorescent signal 
above 650 nm would not be seen without the presence of a cut-off filter. 
Figure 4.3 - Spectra of the LS-1 and laser, with and without the cut-off filter 
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4.2.6 Neutral density filter 
In order to avoid photon saturation of the CCD detector, a neutral density 
filter was used, thus only allowing 1% of the light intensity to reach the 
sample. 
4.2. 7 Lenses 
Three different lenses were used, L 1, L2 and L3 (refer to figure 4.1 ), which 
had various focal lengths of 60.0 mm, 22.0 mm, and 11 .0 mm respectively. 
4.2.7.1 Chromatic aberration 
A problem that can arise when focusing more than one wavelength 
simultaneously into a detector is chromatic aberration [163]. Chromatic 
aberration is a result of light of different wavelengths being refracted 
differently by a lens (table 4.1 ). 
Table 4.1- The refractive indices for crown glass lenses at various wavelengths 
Colour 
Blue 
Yellow 
Red 
Wavelength (nm) 
486 
589 
656 
Refractive index 
1.5286 
1.5230 
1.5205 
This problem can affect the sensitivity of the assay for a particular analyte, 
especially if more than one chromophore or fluorophore, which have 
significantly different wavelength maxima, are being tested simultaneously. 
Because of differences in the refractive indices it would be impossible to 
focus the different wavelength maxima, from each of the analytes into the 
detector using only one lens. Thus, the sensitivity of the assay for some of 
the analytes will not be as high as others. 
In this system, it was optimised for the fluorescence signal only due to the 
fact that although fluorescence is emitted in all directions, only a small 
amount is emitted in the direction of the detector. Therefore in order to 
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achieve this the lens between the flow cell and the detector was positioned 
so that a maximum fluorescence signal was obtained. 
4.3 Wavelength calibration of the detector 
The 82000 detector was calibrated using a HG-1 mercury I argon calibration 
light source (HG-1) [164]. The light source produces mercury I argon 
spectral emission lines as shown in figure 4.4. 
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Figure 4.4- Spectral emission lines from the HG-1 [164] 
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4.3.1 Procedure 
I 
I 
I 
1000 
The HG-1 was attached to the 82000 detector via a 600 11m fibre optic cable 
and the pixel numbers for each of the peaks in the observed spectra were 
then recorded and matched with the exact wavelengths provided by the 
manufacturer (table 4.2). 
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Table 4.2- Pixel numbers of the individual peaks 
Exact Pixel Number of Exact Pixel Number of 
Wavelength Observed Peak Wavelength Observed Peak 
{nm) {nm) 
253 65 199 706 72 1499 
296 73 315 727 29 1563 
302 15 330 73840 1598 
313 16 359 750 39 1637 
334 15 417 763.51 1678 
365 02 502 772 42 1706 
404 66 612 794 82 1779 
435 84 699 801 48 1799 
546 07 1016 811 53 1833 
576 96 1106 82645 1882 
579 07 1112 842 47 1935 
696 54 1467 
The relat1onsh1p between the p1xel number and the observed wavelength 1s 
represented by the followmg formula [162]· 
(Eq 48) 
where, I IS the mtercept, p IS the p1xel number, f.. IS the observed wavelength 
and c1 and c2 are the coeff1c1ents 
Usmg the stat1st1cal analysis toolpak m Microsoft® Excel 2000, the intercept 
and regression coeff1c1ents were calculated by carrying out regress1on 
analysis on the data shown 1n table 4 2 The exact wavelength values were 
used as the dependent y varrables, and the p1xel number and p1xel number of 
squared values were used as the mdependent x varrables 
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4.3.2 Results 
From the results of the regression analysis, the intercept I was found to be 
177 85 nm and the coefficients c1 and c2 were 0 38 and -2.07x10'5 
respectively These values were then used to calculate the observed 
wavelengths of the peaks using equat1on 48 (table 4.3) 
Table 4.3- Observed and exact wavelengths of the peaks 
Observed Exact Observed Exact 
Wavelength Wavelength Wavelength Wavelength 
(nm) (nm) (nm) (nm) 
253 37 253 65 705 84 706 72 
296 63 296 73 72628 727 29 
302 18 302 15 737 38 73840 
312 89 313 16 74970 750 39 
334 20 334 15 762 58 763 51 
365 17 365 02 771 33 77242 
404 81 404 66 794 00 794 82 
435.80 435 84 BOO 17 801 48 
546 01 546 07 810 62 811 53 
576 54 576 96 825 60 826.45 
578 56 579 07 841 69 842 47 
695 55 696 54 
The correlation coefficient between the calculated and exact wavelengths IS 
equal to 0 999 Therefore, the calculated values for I, c1 and c2 were 
programmed mto the Ocean Opt1cs Base32™ software to calibrate the CCD 
detector 
4.4 Instrumental drift 
All mstruments can suffer from the phenomenon known as 'instrumental dnft' 
Th1s can occur due to several factors mcludmg change 1n amb1ent 
temperature, t1me and line voltage. Th1s can result 1n a change in the output 
s1gnal over a penod of t1me even though the 1nput signal has rema1ned 
unchanged 
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4.4.1 Procedure 
Tns-HCI buffer (0 05 M, pH 9 50) was used throughout this expenmental 
procedure A 40 00 11M solution of cresol red was prepared by in1t1ally 
dissolving 7 9 mg of cresol red in 20 00 ml of buffer and then by diluting 9 60 
ml of th1s 1nto 240 00 ml of the same buffer. 
The cresol red solution was then allowed to flow through the flow cell in figure 
4.1, at a flow rate of 1 81 ml I m1n, for two m1nutes pnor to the spectrum 
be1ng captured us1ng the Ocean Opt1cs Base32™ software The system was 
then flushed w1th buffer for a further two minutes to ensure all the cresol red 
solution had been removed. The absorbance spectra were recorded 
between the wavelengths of 500 nm and 600 nm at vanous time Intervals 
All samples were done 1n triplicate at each time Interval 
A dark current read1ng was taken by blocking the light at the entrance slit of 
the detector Reference samples were taken using buffer as the blank at 
each of the t1me Intervals. 
The temperature of the a1r around the detector was also recorded at each of 
the t1me Intervals to see 1f this was related to Instrumental dnft 
4.4.2 Results and discussion 
By us1ng only the reference spectrum taken at the beg1nn1ng (t = 0) to 
calculate the absorbance spectra, there was significant dnft 1n the spectra 
between the wavelengths of 500 nm and 560 nm (figure 4.5a). However, by 
using ind1v1dual reference spectra (taken at each of the time intervals) the 
drift seen 1n figure 4 5a was absent (figure 4 5b) 
Such an observation would be expected s1nce the absorbance spectrum IS 
theoretically calculated from the loganthm1c ratio (SA - DA) I (RA - DA) 
(equation 47) Thus, when us1ng one single reference spectrum to calculate 
the indiVIdual absorbance spectra, RA IS constant for all sample spectra. 
Therefore, 1f there IS any Instrumental dnft over t1me i e change 1n the 
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basel ine, then this will only be reflected in the sample spectra (S>J, resulting 
in the ratio being different at each time interval (D>. can be ignored because it 
is subtracted from both the numerator and denominator). 
Figure 4.5 - Absorbance spectra of cresol red using (a) one reference (taken at t = 0) 
and (b) individual references (taken before each time interval) 
(a) 
0.4 
Q) 0.3 
0 
c: 
t'G 
-e 0.2 
0 
m 
.c 
< 0.1 
0.0 -t----.------.-----,------,.-----,,---..----r-----..-----r--....., 
500 520 540 560 580 600 
Wavelength (nm) 
(b) 
0.4 
Q) 0.3 
0 
c: 
t'G 
.c 0.2 ... 
0 
m 
.c 
< 0.1 
0.0 
500 520 540 560 580 600 
Wavelength (nm) 
Minutes 
- 0 - 50 - 84 118 - 212 - 276 
318 - 365 - 404 - 436 471 - 515 
83 
Chapter 4 Dual Detection: System Design 
However, when using individual reference spectra, any instrumental drift will 
be reflected in both S:>.. and R>... Therefore, because SJ. and RA. are affected by 
the same amount of instrumental drift, the ratio would remain relatively 
constant between time intervals (figure 4 .6). 
Figure 4.6 - Effects on the SA/ RA ratio 
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Sample decomposition can be ruled out because this would of been reflected 
by a change in the spectra over time when using the individual reference 
spectra taken at each time interval. However, no significant change in the 
spectra was observed (figure 4.5b) suggesting that the sample is relatively 
stable over the time interval used in this experiment. Therefore, it is safe to 
conclude that sample decomposition did not play a significant role on the 
experimental data here. 
In contrast to this the temperature of the environment around the detector 
was not a controlled parameter; therefore it was not surprising that there is a 
statistically significant relationship between the temperature and the 
absorbance readings at 500 nm (figure 4.7). The calculated correlation 
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coefficient was 0.918 and is statistically significant at the 1% level (tabulated 
critical value is 0.708 [165]) . lt could therefore be concluded that the 
temperature of the environment around the detector does play a significant 
role in the amount of instrumental drift seen in this dual detection system. 
Figure 4. 7- Effects of temperature on the absorbance of cresol red at 500 nm 
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4.4.3 Conclusion 
Usually in an experiment, a reference value is taken at the very beginning 
and is used to calculate the results of all the samples tested in that 
experiment. However, this system suffered from instrumental drift over a 
relatively short period of time. Temperature seemed to play a major part in 
the amount of instrumental drift of the system and therefore needs to be 
addressed. The results obtained from any system need to be reproducible 
on an assay to assay, day to day, basis and it seems that the results 
obtained from this system are dependent upon the environment of the 
detector. 
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However, it was discovered that by taking reference values throughout the 
experimental procedure and using these values to calculate the 
concentration of the target analyte, the problem of instrumental drift was 
completely removed . Although this is not common practice any further 
experimental work carried in this research will have reference values taken 
throughout to compensate for the instrumental drift seen here. 
4.5 Optimisation of the detector integration time 
As mentioned in section 1.7.2.1, the integration time is the time in which each 
pixel is exposed to photon radiation therefore will affect the amplitude of the 
signal observed on the display. Thus to prevent the CCD from becoming 
saturated with photons the optimal integration time needs to be determined. 
4.5.1 Procedure 
Tris-HCI buffer (0.05 M, pH 9.50) was used throughout th is experimental 
procedure. A 22.00 1-lM solution of phenolphthalein was prepared by initially 
dissolving 18.8 mg of phenolphthalein in 20.00 ml of ethanol and diluting 1.80 
ml of this into 240.00 ml of the same buffer. 
The phenolphthalein solution was then allowed to flow through the flow cell in 
figure 4.1, at a flow rate of 1.81 ml I m in for two minutes prior to the spectrum 
being captured using the Ocean Optics Base32 TM software. The system was 
then flushed using buffer for a further two minutes to ensure all the 
phenolphthalein had been removed . Absorbance spectra were recorded 
between the wavelengths of 500 nm and 600 nm at the integration times of 3, 
5, 10, 15, 20, 25, 30 and 35 milliseconds. All samples were done in triplicate 
at each integration time. 
A dark current reading was taken using the same procedure as in section 
4.4.1, and reference spectra were taken at each of the integration times. 
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4.5.2 Results and discussion 
The average absorbance spectra at each of the integration times are shown 
in figure 4.8. The signal intensity of the raw spectra increased with 
increasing integration time, however, the absorbance at each of the 
integrations times, remains relatively unchanged. This is because of the 
same reasons described in section 4.4.2. 
Figure 4.8- Absorbance spectra at various integration times 
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There is a linear relationship between the raw spectral intensity, at any given 
wavelength, and the integration time (figure 4.9). The wavelength of 600 nm 
was chosen because this is the wavelength at which approximately the 
maximum intensity is obtained using this system (refer to figure 4.3). Photon 
saturation of the CCD detector occurs when the intensity is greater than 4095 
arbitrary units. The manufacturer suggests a signal intensity of around 3500 
arbitrary units [166] is optimal and therefore an integration time of 30 
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milliseconds (average intensity= 3380 arbitrary units) was taken and used in 
future experimental procedures. All standard deviations were less than 1% 
of the average values. 
Figure 4.9- Correlation graph between spectral intensity at 600 nm 
and integration time 
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4.6 Dual fluorescence and absorbance assay 
The presence of a chromophore and a fluorophore in the same solution could 
lead to inaccurate results when determining their individual concentrations. 
This is because the fluorescence intensity of a fluorophore is only 
proportional to its concentration over a limited range of absorbance values. 
This intensity is given by the following equation, which assumes that the 
absorbance is less than 0.05 at the excitation wavelength of the fluorophore. 
lt = k<l>loEbc (Eq.49) 
Where k is the instrumental factor (which is a proportionality constant due to 
the fact that although fluorescence is emitted in all direction, only a limited 
aperture is measured), <l> is the quantum efficiency, 10 is the incident radiant 
power, E is the molar absorptivity of the f luorophore, b is the path length of 
the cell and c is the concentration [167]. 
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So 1deally, m dual m1xtures the absorbance should be less than 0.05 at the 
exc1tabon wavelength of the fluorophore to ensure that the fluorescence 
mtens1ty IS proportional to concentration However, 1t has been suggested 
that absorbencies between 0 15 and 1 00 should be obtamed to g1ve reliable 
results This is because the percentage error in the readmgs dramatically 
mcreases e1ther s1de of th1s range [168) 
If the samples absorbance IS greater than 0 05 at the exc1tabon wavelength 
of the fluorophore, one way to avoid inaccurate measurements 1s to calibrate 
the assay using mixtures rather than indiVIdual component standards 
However, due to the loss m the fluorescence signal, a higher concentration of 
fluorophore would be requ1red m h1gh opt1cally dense solut1ons so that an 
opt1mal fluorescent s1gnal can be observed Th1s also bnngs many 
disadvantages such as, lower sens1tiv1ty due to the need for h1gher 
concentrations of fluorophore, an mcrease m absorbance due to the h1gh 
concentration of fluorophore (Cy5 g1ves a blue appearance at h1gh 
concentrations), and possible mner filter effects 
4.6.1 Interference effects 
The a1m of th1s expenment IS to see 1f the presence of Cy5 at vanous 
concentrations interferes w1th the absorbance s1gnal of phenolphthalein and 
also to see 1f the presence of phenolphthalein at vanous concentrations 
mterferes w1th the fluorescence s1gnal of Cy5 
4.6.1.1 Procedure 
Sod1um carbonate buffer (0 05 M pH 9 50) was used throughout th1s 
expenmental procedure 
Phenolphthalem 
A 982 00 JJM stock solut1on of phenolphthalein was prepared by 1n1bally 
d1ssolvmg 34 4 mg of phenolphthalein mto 10 00 ml of ethanol and dllutmg 
th1s into 100 00 ml of the same buffer 
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Cy5 
A 4.40 JJM stock solut1on of Cy5 was prepared by d1lut1ng 700 JJI of the Cy5 
dye solution (sect1on 3 5.12) in 200 00 ml of buffer. 
Vanous samples were then prepared from the above solutions (table 4 4) 
The dual detection system 1n figure 4.1 was used in conjunction w1th the 
following flow system (f1gure 4.1 0) 
Table 4.4- Composition of samples for interference tests 
Sample Concentration of Concentration of Cy5 
Phenolphthalein (ttM) (ttM) 
1 0 00 0 89 
2 64 73 0 89 
3 12947 0 89 
4 194 20 0 89 
5 258 93 0 89 
6 323 67 0 89 
7 38840 0 89 
8 45313 0.89 
9 517 87 0.89 
10 58260 0 89 
11 647 33 0 89 
12 323 67 0 00 
13 323 67 0 18 
14 323 67 0 36 
15 323 67 0 53 
16 32367 0.71 
17 32367 0 89 
18 32367 1 07 
19 32367 1 25 
20 323 67 1 42 
21 323 67 1 60 
22 32367 1.78 
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Figure 4.10- Flow system set up for dual detection 
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Each of the samples was then injected (200 1-JI) into a flowing stream of 
buffer, which had a flow rate of 1.81 ml/ min. The Ocean Optics Base32™ 
software was set up to record the light intensity at the wavelengths of 553 nm 
and 661 nm (note: this wavelength gave the maximum fluorescence intensity 
for Cy5 using this system) every 100 milliseconds for 30 seconds after 
injection. The typical spectral shape for each sample for both absorbance 
and fluorescence are shown in figure 4.11 (all intensity versus time plots can 
be seen in Appendix E). 
Figure 4.11 -Intensity vs time plots at 553 nm and 661 nm 
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From the series of values obtained the reading that gave the maximum 
intensity over the 30 seconds was taken. The samples were tested in 
triplicate and their average maximum intensities were calculated. 
A dark current reading was taken using the same procedure as in section 
4.4.1. Reference spectra were taken before each sample reading. 
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4.6.1.2. Results and discuss ion 
From figure 4.12 it is clear that by increasing the concentration of 
phenolphthalein there was no significant change in the fluorescence intensity 
of Cy5 (concentration = 0.89 !lM). The mean value of the Cy5 readings was 
163.82 ± 3.22 (1 o). 
Figure 4.12 - The effects of increasing concentrations of phenolphthalein 
on the fluorescence intensity of Cy5 
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Also, by increasing the concentration of Cy5 there was no significant change 
in the absorbance of phenolphthalein (concentration = 323.67 JlM). The 
mean value of the phenolphthalein readings was 0.42 ± 0.01 (1 a) (figure 
4 .13). 
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Figure 4.13- The effects of increasing concentrations of Cy5 on the 
absorbance of phenolphthalein 
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lt was found that an absorbance of up to 0.78 had no significant affect on the 
fluorescent signal of Cy5. This would be expected since the absorbance of 
phenolphthalein at 647 nm is <0.05 (section 4.6). 
4.6.2 Dual Assay 
4.6.2.1 Procedure 
Sodium carbonate buffer (0.02 M, pH 9.50) was used throughout this 
experimental procedure. 
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Phenolphthalein 
A 552.00 ~M stock solution of phenolphthalein was prepared by initially 
dissolving 18.3 mg of phenolphthalein in 4.00 ml of ethanol and then diluted 
in 100.00 ml of buffer. 
Cy5 
A 1.26 ~M stock solution of Cy5 was prepared by dilut ing 100 ~I of Cy5 dye 
solution (section 3.5.12) in 100.00 ml of buffer. 
Various samples were prepared from the above solutions (table 4.5) in which 
samples 1 to 9 and 13 to 15 were used as the calibration set and samples 10 
to 12 as the new data set. The same system set up and procedure was used 
as in section 4 .6.1.1. 
Table 4.5 - Composition of calibration set and new data set samples for the dual 
assay experiment. The green highlighted samples are the new data set 
Sample Concentration of Concentration of Cy5 
Phenol M M 
1 0.95 
2 0.63 
3 0.00 0.32 
4 0.00 1.26 
5 0.00 0.00 
6 137.98 0.00 
7 275.96 0.00 
8 413.93 0.00 
9 551 .92 0.00 
10 110.38 1 01 
11 469.12 0.19 
12 220.76 0.76 
13 137.98 0.95 
14 275.96 0.63 
15 413.93 0.32 
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4.6.2.2 Calibration using individual component standards 
Samples 1 to 5, and samples 5 to 9 were used to produce the calibration 
graphs for phenolphthalein and Cy5 respectively (figures 4.14a and b). 
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4.6.2.3 Calibration using component mixtures 
Samples 4, 9 and 13 to 15 were used to produce the calibration graphs for 
both phenolphthalein and Cy5 (figures 4.15a and b). 
Figure 4.15a- Phenolphthalein calibration graph 
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Figure 4.15b- CyS calibration graph 
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4.6.2.4 Results and discussion 
Intensity versus time plots can be seen in Appendix F. Comparing the 
calculated concentrations of Cy5 and phenolphthalein for the samples in the 
new data set, with the predicted concentrations of these two components 
(figures 4.16a and b), there was no significant difference. 
Figure 4.16a - Comparison of the calculated and predicted concentrations of 
phenolphthalein in the new data set samples using the two different calibration sets 
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Figure 4.16b- Comparison of the calculated and predicted concentrations of 
Cy5 in the new data set samples using the two different calibration sets 
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However, when companng the results obtained for phenolphthalein using the 
results obta1ned from the two different calibration sets, showed that the 
values obtamed from the mixtures are consistently higher than the values 
obta1ned from the individual standards The only difference between the two 
calibration sets 1s one has Cy5 present wh1ch would suggest this may be 
hav1ng an effect on the absorbance values of phenolphthalein. Th1s 
however, 1s contradictory to the findings of the Interference expenments 
earned out 1n sect1on 4.6.1. 
Unfortunately, the negat1ve intercepts seen on both the Cy5 calibration 
graphs (figures 4 14b and 4 15b) suggest the presence of an 1nterferent 
Also, the md1vidual component calibrations graphs could be mterpreted as 
non-linear smce they both have a slight curve (figures 4 14a and b). W1th the 
md1vidual calibration standards for phenolphthalein the points result m the 
mtercept bemg greater (figure 4 14a) than that observed usmg the m1xture 
standards (figure 4 15a). Thus this could account for the consistent difference 
m values between the two calibration methods, 22.85 ~-tM, 21.79 ~-tM and 
22.54 ~-tM for the samples 10, 11 and 12, respectively 
However, despite th1s not one method of calibration proved to be better than 
the other m th1s expenment when pred1ctmg concentrations All standard 
dev1at1ons were Within 5% and all but one of the predicted values, were w1th1n 
6% of the1r calculated values The predicted value for phenolphthalein usmg 
the calibration m1xtures for sample 10 was 122% of the actual value The 
reasons for this are not that clear cons1denng that the calibration graph 
(figure 4 15a) passes close to the ongin and the tnplicate readmgs for this 
sample are w1thm 3 57% of the mean One possible explanation for th1s 1s 
that the predicted and actual concentrations are relatively low compared to 
samples 11 and 12 Thus any small difference between the predicted and 
actual concentrations for phenolphthalein would result in a higher percentage 
difference when compared to the same concentration difference at h1gher 
concentration values For example, assume samples A and B contained 
418 00 ~-tM and 103 00 ~-tM of phenolphthalein respectively and when 
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analysed gave predicted concentrations of 438 00 J.tM and 123 00 JlM 
respectively The difference between the predicted and actual 
concentrations is 20 JlM for both samples however, the percentage difference 
between the pred1cted and actual concentrations 1s 4.60% and 16.3% hence 
although the concentration difference IS the same the percentage difference 
are s1gmf1cantly different 
For Cy5 pred1ct1ons there were no such differences m the results when us1ng 
the different calibrat1on sets. This 1s probably due to the fact that 
phenolphthalein does not fluoresce m the reg1on m wh1ch Cy5 gives 1ts 
max1mum fluorescence All standard deviations were w1th1n 2% and all the 
pfed1cted read1ngs were withm 7% of the1r calculated values. The limits of 
detection for phenolphthalein and Cy5 (using the m1xture calibration set) 
were 1 82 JlM and 0 04 J.tM, respectively (limits of detect1on IS defined as the 
analyte concentration g1vmg a signal equal to the blank signal plus 3 
standard deviations of the blank [169]) 
4.6.3 Conclusion 
Overall1t has been clearly demonstrated that the two methods of absorbance 
and fluorescence can be successfully combined for quantitative analys1s 
Although, using such a relatively bas1c system a good level of sens1t1v1ty was 
ascertained However, the sens1tiv1ty w1th regards to the quantification of the 
fluorescent component could be Improved by using a more sens1t1ve 
detector. 
The fluctuations observed m the mtensity of the maxima for both components 
were probably due to the variation m the flow (Appendix F). The pump could 
not prov1de a consistently smooth flow rate and therefore slight vanatlons 
seemed to affect the 1ntens1ty 
turbulence through the flow cell 
readmgs over t1me result1ng m sample 
Therefore reproducibility of the readings 
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could be Improved by using a pumpmg method that g1ves a constant flow 
rate 
Temperature also played a role 1n instrumental dnft that resulted 1n reference 
samples hav1ng to be taken m between sample readmgs thus Increased the 
total assay t1me. In the expenment earned out 1n sect1on 4 4 the Instrumental 
dnft was related to the temperature around the detector and not the sample 
Therefore, 1f the temperature of the detector was controlled, there would be 
no need to repeat references between samples hence mcrease sample 
turnover lt may be possible to control the temperature of the sample by 
using a thermostated flow cell to reduce the effect of sample decomposition 
The decision whether or not to use m1xtures rather than the md1v1dual 
components for calibration 1s dependent upon the effects they have on each 
other This system however was des1gned to quantify more than two 
components simultaneously Thus to proceed and carry out interference 
tests on more than two components would be very t1me consum1ng, not to 
mention the fact that more samples would have to be tested to generate all 
the calibration sets Therefore, all future expenments Will use m1xtures to 
calibrate the system and therefore mm1m1se the effects of any spectroscop1c 
Interferences 
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Chapter 5 Spectral Analysis of Spectral Data 
5.1 Introduction 
From the system descnbed rn chapter 4 rt rs possrble to quantrfy two analytes 
by therr peak heights usmg the two methods of fluorescence and absorbance 
srmultaneously Thrs was possrble because the two analytes gave peaks m 
two drfferent spectral regrons 1 e 500 nm to 600 nm (absorbance) and above 
650 nm (fluorescence) 
However, problems may anse when usmg peak height or peak area to 
quantrfy more than two components usrng thrs system Thrs rs because one 
of the-"Spectral regions mentroned m sectron 4.1 wrll have more than one 
peak, thus rncreasmg the likelihood that there may be some spectral overlap 
wrth other peaks m the same regron (sectron 1 3) 
The problem of overlapprng spectra can be overcome by using multrvanate 
calibratron techniques as descnbed m chapter 2 Such technrques would 
enable a reliable and accurate predictron of the analytes concentratron 
wrthout usrng erther peak height or peak area 
Multivanate calibratron methods however, do depend on the quality of the 
samples and vanables obtamed from the samples Thrs is because there 
needs to be an accurate and reliable rnterpretatron of the calibration results 
before any predrctrons can be made. Thus validatron methods need to be 
employed to check the validrty of the calibratron model If the validatron 
model drffers srgnrficantly to that of the calibratron model then any predrctrons 
from rt may be unreliable Also, m order to optrmrse the calibratron model 
further, selection of the correct number of relevant pnncrpal factors (section 
5.3), vanables (sectron 5.3 4 6) and removrng any outlyrng samples (section 
5 3 4.5), all need to be earned out frrst 
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5.2 Validation 
When generatmg a calibration model 1t IS very important to carry out 
validation tests on the data set to ensure that any future pred1ct1ons made 
from 1t are accurate and reliable In general to validate a model means to 
see how well 1t Will perform on any new data and estimate the uncertainty of 
pred1ct1ons made upon that data If the uncertainty is reasonably low, then 
the calibration model can be considered to be valid 
The best way of evaluatmg a model 1s pred1ct1on testing, or test set 
validation, w1th an mdependent data set that is not used in the calibration 
model. Test set validation tends to be used on large numbers of samples 
(usually 50 or more) and divides the data set into two global sets called the 
calibration set and the test set The calibration set contains the samples 
used to compute the calibration model and the samples 1n the test set are 
predicted from th1s model and compared to their actual values However, this 
method 1s very meff1c1ent w1th regards to samples (usually the test set 
contains 25% to 50% of the total data set) and the test samples are not used 
for calibration 
Other alternative methods of validation that have been Widely used mclude 
cross validation and leverage correction 
5.2.1 Cross validation 
Cross validation has been referred to as a cunmng techn1que to make up for 
the shortage of data and perm1ts the testmg of a calibration model Without 
hav1ng a test set [152) There are a number of cross validation methods 
1nclud1ng full cross validation and segmented cross validation 
Full cross validation (FCV) IS a method that leaves out one sample at a t1me, 
the concentration of th1s sample bemg calculated from the calibration model 
generated by the other samples This method improves the relevance and 
power of the analys1s because all the samples are tested 1nd1vidually. 
However, using th1s method does have 1ts drawbacks because 1t can be very 
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t1me consum1ng and be sens1t1ve to umque samples (outliers), which would 
give a validation model stgmftcantly different to that of the calibration model. 
However, such findings could be useful m detectmg outlying samples in the 
calibration set 
An alternative method IS segmented cross validation, which leaves out a 
whole group of samples at a t1me Thts method is faster but the segments 
must conta1n umque mformat1on 1.e. samples that are constdered replicates 
of each other should not be present 1n different segments. This method is 
also sensttlve to clusters in the calibration set e g 1f all the samples in the 
segment are very different from the others then there Will be an excessive 
predtctton error for th1s segment. 
So how IS the uncertamty of a calibratton model measured when ustng the 
dtfferent cross validation methods? The Simplest way and most eff1c1ent 
measure of uncertamty on future pred1ct1ons is the root mean squared error 
of pred1ct1on (RMSEP) and IS calculated using the followmg formula 
RMSEP= 
N 
(Eq 50) 
Where yn is the predicted concentration of sample n, Yn 1s the actual 
concentration of sample n, and N IS the total number of samples (minus the 
omttted sample) Th1s value g1ves the average uncertainty that can be 
expected when predicting the concentration of the samples, and because the 
square root 1s taken the un1ts are the same as y The lower the RMSEP 
value the more valid the model (zero bemg the Ideal value) 
5.2.2 Leverage correction 
Leverage correction (LC) can be used for projectton methods such as PLS 
and PCR, but should only be used 1n early stages of analysts. This 1s 
because for such methods 1t g1ves more 'opt1m1sttc' results than the other 
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validation methods lt especrally affects the PLS algonthm because of the 
way in which the scores are estimated The PLS components are more 
dependent upon the information 1n y thus the resrduals fn (equation 53) for the 
calibration samples are much too small and cannot be fully corrected by the 
denomrnator 1-hn The leverage (hn) is calculated in the space spanned by 
the correct number of relevant factors. Thus, 
(Eq 51) 
where Sa are the orthogonal score vectors, Cna is the regressron factor for 
predrction sample n, N is the total number of calibratron samples, and a IS the 
factor number. The leverage of a sample descnbes rts actual contnbution to 
the calibratron model A leverage value close to zero rndicates that the 
corresponding sample had very little rnfluence on the calibration model. 
The equation for calculating RMSEP for LC rs based on an equatron that IS 
valid for multrple lrnear regressron, thus can only g1ve an approximation for 
PLS and PCR Leverage correctron IS an approxrmatron to cross validatron 
that enables predrction resrduals to be estrmated without actually performrng 
any predrctron The predrcted resrduals 1n full cross validatron [170] are equal 
to. 
f =-fn_ 
n(cv) 1_ h n 
(Eq 52) 
Where fn IS the predicted residual for sample n and hn IS the leverage for 
sample n. Thus, the equatron to calculate the RMSEP(LC) rs equal to, 
RMSEP(LC) = ± f~/(1 - h" )' 
n N 
(Eq 53) 
where N 1s the number of samples The lower the RMSEP the more valid the 
model (zero berng the ideal value) 
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5.3 Determination of the relevant principal components 
The number of relevant factors that should be used 1n calculatrng the 
calibration model has always been open to debate and 1t is therefore not 
surpns1ng that there JS much literature available on th1s area Books by 
Jackson [131] and Malinowsk1 [132] provide a good rev1ew about several 
approaches for the determination of the correct number of sigmficant factors 
Also, there Js literature that discusses other new and rnterest1ng 
methodologies [171, 172] However, one problem w1th using different 
methods to determine the correct number of factors 1s that the number of 
factors selected may vary from method to method, hence different results will 
be obtained, 1 e. Jackson found that for a 232 x 14 data matnx that the 
number of relevant factors ranged from 1 to 10 when us1ng seven different 
stopping cntena Faber [173] studied the different methodologies and one 
method that has been commonly used JS the factor indication function [174, 
175]. Many of the methods that have been published can be divided into two 
categories. The f1rst category berng based on known expenmental error and 
the second based on no knowledge of the expenmental error (table 51) 
Table 5.1 - Different methods used to determine the number of relevant factors to use 
in multivariate calibration 
Category 1 
Residual Standard DevJatJon 
Root Mean Squared Error 
Average Error 
Chi-Squared 
Standard Error 1n the E1genvalue 
DJstnbutJon M1sf1t 
Residual Covariance Matnx 
Reduced Error Matnx 
Interpretability of Target Tests 
Category 2 
lmbedded Error Funct1on 
Factor Indicator Function 
Cumulative Percent Vanance 
Scree Test 
Average E1genvalue 
Exner Function 
Loadrng DJstnbutJon 
lt Js preferred that the methods 1n category 1 are used where the error 1s 
known, however, usually the error 1nformat1on tends to be lacking and 
methods 1n category 2 have to be employed. 
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Mahnowsk1 [176] demonstrated that the real error (RE) m an expenment 1s 
made up of two terms, 1mbedded error (lE) and extracted error (XE) In 
mult1vanate terms lE cannot be removed by repeated factor analysis whereas 
XE can be removed by discarding any Irrelevant factors 
The methods that w1ll be looked at here mclude the 1mbedded error funct1on 
and the ind1cator function Such methods w1ll then be compared to the 
vanance method used by the Unscrambler® software 
5.3.1 I m bedded error function 
The 1mbedded error funct1on (IEF) 1s a funct1on of the secondary e1genvalues, 
the number of rows and columns in the data matrix, and the number of 
factors and IS calculated usmg the following formula 
c 1/2 
al:A~ 
lE= J=o8+1 
rc(c- a) (Eq.54) 
where a IS the factor number, c and rare the number of columns and rows 1n 
the data matnx (M) respectively and A. IS the e1genvalue As the number of 
factors Increases, lE should decrease as the e1genvalue begins to become 
small, then eventually plateaus (equat1on 54). Th1s then s1mphfies to lE "' 
a 112k, (where k is a constant), thus suggesting any further factors have no 
s1gn1ficance for the data 
The e1genvalue 1s calculated by the method of Iteration and involves the 
decompos1t1on of the covanance matnx (M'M) So refernng to equat1on 8 m 
chapter 2: 
(M'M)c1 = A.c1 (Eq 55) 
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where the dot product of the covanance matnx and the e1genvector c1 1s 
equal to the dot product of the e1genvalue and the same e1genvector 
Calculation of the eigenvalue IS as follows. 
ln1t1ally the e1genvector c1 1s estimated (e) and contams the same number of 
components, as there are columns 1n the covanance matnx The covanance 
matnx is then multiplied by the e1genvector e and the length of the resulting 
vector (z) IS calculated (section 2 2 8) This IS then taken as the first estimate 
of the e1genvalue (A.). 
Vector (z) 1s then normalised by dividing all the components by the 
e1genvalue (A.) and then the resulting vector (g) IS used as the eigenvector for 
the next 1terat1on (e = g) Th1s procedure IS repeated unt1l equat1on 55 1s 
satisfied 
The second e1genvalue IS then calculated usmg the residual matrix (R1). 
(Eq.56) 
The residual matnx then becomes the new covanance matnx and the whole 
procedure of 1terat1on occurs again as before 
The problem w1th us1ng th1s method IS that 1f the errors in the data are not 
fairly uniform throughout or show existence of systematic or errat1c error, 
then a m1n1mum value for lE Will not be clearly observed This 1s because 
th1s method exaggerates any nonun1form1ty 1n the error 
5.3.2 Indicator function 
The factor indicator function (IN D) was discovered by Malinowski [172] and IS 
much more sens1t1ve than the IEF in deducing the correct number of factors. 
The IND is calculated usmg the following formula 
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where 
IND= RE 
(c- a) 2 
c 
I~~ 
RE= j=S+1 
r(c -a) 2 
(Eq 57) 
1/2 
(Eq.58) 
and has the same variables as 1n the IEF The IND funct1on 1s s1m1lar to IEF 
but when the correct number of factors IS reached it IS more pronounced, 
even 1f the IEF does not reach a min1mum Th1s 1s because the IND funct1on 
compensates for the exaggeration 1n the nonun1form error [132] The 
e1genvalue in equation 58 1s calculated 1n the same way as 1t was for IEF. 
Both IEF and the IND function assume that r > c and that for matnces where 
r < c then the values for r and c must Interchanged 
5.3.3 Residual variance (Unscrambler®) 
The residual vanance can be calculated for both x and y data (x be1ng the 
spectral data and y being the concentration of the analyte that the spectral 
data represent), however, 1t 1s the residual y vanance that IS of 1nterest here 
The Unscrambler® software calculates the residual vanance for each factor 1n 
one of two ways, depending upon which validation method was chosen, 
Leverage Correction 
RV(LC) = ! ± (y" -y" )2 
d n=1 (1-hn) (Eq 59) 
Cross ValidatiOn 
(Eq 60) 
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where d ts the number of degrees of freedom, n ts the number of samples 
and hn is the leverage value The Unscrambler® also calculates the total 
restdual variance (TRV) (usually termed factor 0) 
(Eq 61) 
where a ts the factor number and N ts the total number of caltbratton 
samples Usmg the TRV value, the percentage of explatn vanance can be 
calculated and ts a good way of seemg how much of the vanance tn y is 
explamed by the model 
There are two kmds of restdual vanances that can be observed using the 
Unscrambler® and these are the caltbratton vanance and the valtdatton 
vanance The calibration vanance ts based on ftt!tng the caltbratton data to 
the calibration model, whereas the valtdatton vanance is obtamed by testmg 
the data that has not been used to bUild the model. By companng these two 
vanances tt ts posstble to see tf the model descnbes the new data well 
5.3.4 Dual absorbance assay 
Thts experiment demonstrates how the dtfferent methods of factor analysts 
determine the correct number of relevant princtpal factors, and how usmg 
different numbers of pnnctpal factors affects the results. The two analytes 
that wtll be used are phenolphthalein and cresol red The absorbance 
maxtma are 553 nm and 573 nm respecttvely and from ftgure 5.1 tt ts clear 
that the mtxture of the two compounds gtves only one peak thus 
quanttficatton of the two compounds needs to be made from the one peak. 
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Figure 5.1 - Normalised absorbance spectra of phenolphthalein, cresol red 
and a mixture of the two components 
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5.3.4.1 Procedure 
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Tris-HCI buffer (0.05 M, pH 9.50) was used throughout this experimental 
procedure. The following stock solutions were prepared. 
Cresol Red 
A 65.60 IJM stock solution of cresol red solution was prepared by initially 
dissolving 10.0 mg of cresol red into 20.00 ml of buffer and then diluting 1.00 
ml of this into 20.00 ml of the same buffer. 
Phenolphthalein 
A 69.00 IJM stock solution of phenolphthalein was prepared by dissolving 
22.0 mg of phenolphthalein in 20.00 ml of ethanol and then diluting 400 ~I of 
this into 20.00 ml of buffer. 
Various samples were then prepared from the above solutions (table 5.2). 
The dual detection system in figure 4.1 was used in conjunction with the flow 
system shown in figure 4.1 0. 
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Table 5.2- The composition of the calibration set 
Sample Concentration of Concentration of 
Cresol Red (f:!Ml Phenolehthalein (f:!Ml 
1 13 20 55.10 
2 2940 38 10 
3 40 50 2640 
4 21 10 46 80 
5 49 20 17 20 
6 52 90 13 30 
7 3810 28 90 
8 40 00 27 00 
9 39 60 27 30 
10 43 90 22 80 
11 19 70 48 30 
-12 32 80 34 50 
13 27 70 39 90 
14 32 50 34 80 
15 42 30 24 50 
16 6 94 61 70 
17 43 00 23 70 
18 33 40 33 90 
19 38 30 28 70 
20 35 80 31 30 
21 2660 41 00 
22 1 64 67 30 
23 10 20 58 30 
24 58 10 7 89 
25 41 10 25 70 
Each of the samples were Injected (200 IJI) 1nto a flow1ng stream of buffer, 
wh1ch had a flow rate of 1 37 ml/ m in The Ocean Opt1cs Base32 ™ software 
was set up to record the full spectrum between 500 nm and 600 nm, (293 
data po1nts) 15 seconds after Injection The samples were tested in tnphcate 
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and their average spectrum taken before analysis usrng the Unscrambler® 
software (Appendix G) 
A dark current readrng was taken using the same procedure as rn sectron 
4.4.1. Reference spectra were taken before each sample readrng. 
5.,!f:4.2 Data processing 
Usrng the readrngs taken from calibratron set, the spectral data was 
processed usrng the PLS-1 and PCR algonthms The vanables were pre-
processed using equatron 48 to get the absorbance values from the raw data 
Calibratron models were created usrng a range of factors (1 to 5) and each 
model was validated usrng both FCV and LC methods (see sectron 5 2.1 and 
52 2) The IND and lE values were also calculated for 5 factors from the 
spectral data matrix. 
5.3.4.3 Results and discussion 
The IEF and IND values are calculated using equations 54 and 57 usrng the 
ergenvalues calculated from factor analysis (see section 5 3 1) The residual 
validatron variances are calculated usrng equatrons 59 and 60 
The normalised values for IEF and IND, shown in table 53, are calculated by 
drvrdrng the values calculated for each factor, by the value calculated for 
factor 1. The normalised values for the residual vanance are calculated by 
drvrdrng all the values by factor 0 whrch is the TRV (equatron 61). 
From table 53 the IEF and IND methods vaned in their results. Both the IEF 
and IND methods suggested that the first 3 factors are relevant This rs 
because the value obtarned for factor 3 was the lowest value thus suggestrng 
that factors 4 and 5 have little influence on the overall calibratron model 
Both of these results were rn contrast to the Unscrambler® software, which 
suggested that only the first 2 factors, were relevant (except for the PLS-1 
calibratron model using leverage correction as thrs never reached a mrnrmum 
value) 
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Table 5.3 - Normalised factor values for the different factor determining methods 
(FCV =full cross validation, LC = leverage correction). The lowest values are 
highlighted. 
Factor IEF INO Residual validation variances 
PLS-FCV PCR-FCV PLS-LC PCR-LC 
0 1.00 1.00 1.00 1.00 
1 1.00 1.00 0.50 0.80 0.54 0.82 
2 0.72 0.55 0.03 0.03 0.03 0.03 
3 0.51 0.35 0.03 0.03 0.01 0.03 
4 0.55 0.36 0.04 0.03 0.00 0.04 
5 0.57 0.37 0.04 0.03 0.00 0.04 
This clearly demonstrates how the different methods vary in determining the 
correct number of principal factors. This is in line with the find ings of Jackson 
[131]. The next step would be to see how the predictions based upon new 
data are affected when using 2 and 3 principal factors. 
5.3.4.4 Prediction and deviations 
Three further samples were prepared from the solutions made in section 
5.3.4.1 (table 5.4) and were used as the new data set. 
Sample 
26 
27 
28 
Table 5.4 - The composition of the new data set 
Concentration of 
Cresol Red M 
45.20 
30.50 
36.40 
36.90 
30.70 
Using the calibration models generated in section 5.3.4.2, the concentrations 
of the two analytes cresol red and phenolphthalein in the new data set were 
predicted using all the data points and calibration samples. A full analysis of 
the results can be seen in Appendix H. From the resu lts it was found that a 
2-factor analysis was sufficient to predict the concentrations of the two 
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analytes using the methods of PLS-FCV, PCR-FCV and PCR-LC, whereas 3 
factors were required for the method of PLS-LC. 
All the predicted concentrations were within 9% and 7% of their actual 
concentrations for phenolphthalein and cresol red respectively. The 
predictions are summarised in figure 5.2. The PCR results are similar to the 
PLS-1 results, hence are not shown here. 
The error bars represent how much deviation the predicted concentrations 
are from the calibration model and are calculated using the following formula: 
Deviation = (Ryw( RxVn + hn + _!_J +(1- A + 1)] 
RxWtotat N N 
(Eq.62) 
where RyW is the y residual validation variance, RxVn is the x residual 
variance in the prediction sample n, RxW 10181 is the average x residual 
validation variance, hn is the leverage of sample n, A is the number of factors 
and N is the total number of samples in the calibration set. For more detail 
information on this formula refer to reference [177]. 
A large deviation value might suggest that the predicted sample is different to 
those that were used to make the calibration model. The deviation values 
were within 13% for phenolphthalein and 9% for cresol red . The minimum 
deviations occurred after 2 factors had been calculated for the methods of 
PLS-FCV, PCR-FCV and PCR-LC, whereas this occurred after 3 factors for 
PLS-LC (Appendix 1). 
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Figure 5.2 - A comparison of the predicted results using the different calibration and 
validation methods with the actual results for the new data set 
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5.3.4.5 Sample analysis 
Some samples will have more influence over the calibration model than 
others and the score plots illustrate this nicely (figure 5.3). 
Figure 5.3 - The score plot of a 2-factor PLS-FCV analysis on cresol red 
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From this it is clear that sample 1 (shown in the green box) differs 
significantly from the average x pattern for the first 2 principal factors and 
therefore influences the calibration model quite significantly. Other 
questionable samples include 22, 23, 24, 16, 6 and 5 (arrows). 
Looking at the concentration ratios of the two components (table 5.2), 
phenolphthalein is in molar excess of cresol red in samples 1, 16, 22 and 23, 
and cresol red is in excess of phenolphthalein in samples 5, 6 and 24. 
Therefore, having an excess of one component would reduce the effect the 
other component has on the spectra and therefore make it more difficult to 
predict the concentration of the minor component. Thus any such predictions 
would therefore contain a higher degree of error and would deviate more 
from the average x-pattern, hence influences the overall calibration model. A 
better method of determining how much these samples affect the model is by 
looking at the leverage plot (figure 5.4). 
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Figure 5.4 - The leverage plot for the first two principal factors 
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Samples 24, 22, 5 and 6 show a greater leverage for the first principal factor 
and samples 23, 22, 16, 6 and 5 show a greater leverage for the second 
principal factor, compared to the rest of the samples. These samples could 
therefore be classed as influential outliers rather than simple X-Y outliers due 
to the magnitude of their leverage on the overall calibration model. Simple X-
y outliers tend to differ significantly from the relation defined by the other 
samples (excessively high leverage values) as illustrated in figure 5.5. 
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Figure 5.5 - The different types of outliers 
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So recalibrating without these samples should in theory give a better 
calibration model, as most of the other samples fall within the average 
pattern for the x data (figure 5.6). 
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Figure 5.6 - Score plot of the remaining samples 
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The new predictions values are summarised in Figure 5.7. The predicted 
values with the omitted samples were within 5% of their actual values for 
both phenolphthalein and cresol red . Also, the deviation values were all 
within 5% for both analytes, therefore demonstrating that the results are more 
valid than the previous predictions in section 5.3.4.4. 
The predictions for both samples 26 and 28 improved dramatically, but the 
predicted value for sample 27 has got slightly worse. However, the 
deviations for all the samples have greatly improved suggesting that these 
predictions are more valid than before. lt must also be considered that in real 
analysis the actual concentrations of the new data set is unknown, thus 
deviation values should be the parameter in which the validity of the 
predicted results are based. The PCR results are similar to the PLS results, 
hence are not shown here. 
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Figure 5.7 - A comparison of the predicted results using the different calibration and 
validation methods with the actual results (without the omitted sample) 
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5.3.4.6 Variable (data point) selection 
There are many methods that have been published that look at variable 
selection [178 , 179]. Having uninformative variables in the data must lead to 
less precision (higher variance due to imbedded error [180]) and also a 
higher bias in the eigenvalues [181]. Elimination of such variables in the data 
matrix must in theory improve the overall model and result in better 
predictions. 
However, from the findings in section 5.3.4.5 the problem of uninformative 
variables seems to be irrelevant because of the good predictions. Also, the 
Unscrambler® software suggests only a small percentage (<1%) of the 293 
data points for each sample do not ideally fit the model, too few to have any 
significant affect on the overall calibration model. 
From the spectra of the calibration standards, the peaks cover the whole 
spectral range of interest. Therefore the chances of there being any 
uninformative section of variables in this data are very small. Thus, no 
further data manipulation was carried out on these results. 
5.4 Dual fluorescence assay 
The aim of this assay is to demonstrate the practicability of the PLS-1 and 
PCR algorithms for fluorescence data, when all the topics mentioned in 
sections 5.2 and 5.3 are considered. The two fluorescent dyes used are Cy5 
and Cy5.5. From figure 5.8 it is clear that the emission peaks of the two 
fluorescent dyes overlap significantly. 
5.4.1 Procedure 
Tris-HCI buffer (0.05 M, pH 9.50) was used throughout this experimental 
procedure. The following stock solutions were prepared. 
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Cy5 
Figure 5.8 - Nonnalised fluorescence emission spectra of Cy5, Cy5.5 
and a mixture of the two components 
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A 1.26 ~tM stock solution of Cy5 was prepared by adding 100 ~I of Cy5 dye 
solution (section 3.5.12) to 100.00 ml of buffer. 
Cy5.5 
A 2.66 ~M stock solution of Cy5.5 was prepared by adding 300 ~I of Cy5.5 
dye solution (section 3.5.12) to 100.00 ml of buffer. 
Various samples were then prepared from the above solutions in which the 
calibration set was comprised of samples 1 to 7 and the new data set, 
samples 8 to 1 0 (table 5.5). The dual detection system in figure 4.1 was used 
in conjunction with the flow system shown in figure 4.1 0. 
Each of the samples were injected (200 IJI) into a flowing stream of buffer, 
which had a flow rate of 1.37 ml / min. The Ocean Optics Base32™ software 
was set up to record the full spectrum between 650 nm and 750 nm, (310 
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data points) 15 seconds after injection. The samples were tested in triplicate 
and their average spectrum taken before analysis using the Unscrambler® 
software (Appendix J). 
A dark spectrum was taken using the same procedure as in section 4.4.1. 
Reference spectra were taken before each sample reading. 
Table 5.5 - The composition of the calibration set and new data set (highlighted) 
Sample Concentration of Cy5 Concentration of Cy5.5 
J.LM gM 
1 1.26 0.00 
2 0.95 0.67 
3 0.63 1.33 
4 0.32 1.99 
5 0.00 2.66 
6 0.16 2.33 
7 1.10 0.33 
8 0.44 1.73 
9 1.14 0.27 
10 0.70 1.20 
5.4.2 Data processing 
Using the readings taken from cal ibration set, the spectral data were 
processed by the PLS-1 and PCR algorithms. This was repeated using 1 to 
3 principal factors . The two algorithms were validated using both the FCV 
and LC validation methods. 
5.4.3 Prediction and deviations 
Using the calibration models generated in section 5.4.2, the concentrations of 
the two fluorescent dyes in the new data set were predicted using all the data 
points and calibration samples. A full analysis of the resu lts can be seen in 
appendix K, but the results are summarised in figure 5.9. 
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Figure 5.9 - A comparison of the predicted results using the different calibration and 
validation methods with the actual results for the new data set 
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lt was found (refer to Appendix K) that using one principal factor that the 
deviation values are good. The percentage deviations for Cy5 and Cy5.5 
ranged from 0.5% to 1.5%, and 0.5% to 6.0% respectively. However, the 
predicted concentrations for Cy5 and Cy5.5 were within 2.0% and 18.0% 
respectively. 
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The multivariate techniques of PLS and PCR proved to be very successful in 
predicting the concentrations of the two fluorescent dyes in samples 8 and 
10. However, the predictions for the two fluorescent dyes in sample 9 gave 
contrasting results (table 5.6). 
Table 5.6 - The percentage of the predicted concentrations compared to the actual 
concentrations of Cy5 and Cy5.5 in the new data set 
Sample Number Method Percentage of Actual Concentration 
Cy5 Cy5.5 
PLS-FCV 99.5 100 
PCR-FCV 99.5 100 
8 
PLS-LC 99.5 100 
PCR-LC 99.5 100 
PLS-FCV 102 82.7 
PCR-FCV 102 82.7 
9 
PLS-LC 102 82.7 
PCR-LC 102 82.7 
PLS-FCV 100 99.2 
PCR-FCV 100 99.2 
10 
PLS-LC 100 99.2 
PCR-LC 100 99.2 
This could be attributed to the fact that the concentration ratio of Cy5 to 
Cy5.5 was 4 to 1 so the spectrum of sample 9 looks like a single Cy5 
emission peak (figure 5.1 0). Thus, the Unscrambler® software may find it 
difficult to predict the concentration if the target analyte peak is engulfed by 
another. In this instance the Cy5 emission peak engulfed the Cy5.5 emission 
peak. 
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Figure 5.10- Average spectra of new data set and a typical Cy5 emission peak 
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Due to the low percentage deviations and good predicted values, no further 
data manipulation was carried out. 
5.5 Five component assay 
The aim of this assay was to combine the areas of dual detection and 
multivariate techniques by determining five components simultaneously (2 
chromophores and 3 fluorophores) . The two chromophores were 
phenolphthalein and cresol red and the three fluorophores are Cy5, Cy5.5 
and Alexa Fluor 660. 
5.5.1 Procedure 
Tris-HCI buffer (0.05 M, pH 9.50) was used throughout this experimental 
procedure. The following stock solutions were then prepared. 
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Cresol Red 
A 35. 10 ).!M stock solution of cresol red was prepared by initially dissolving 
10.0 mg of cresol red in 20.00 ml of buffer and 5.50 ml of this was diluted in a 
further 200.00 ml of the same buffer. 
Phenolphthalein 
A 26.40 ~tM solution of phenolphthalein was prepared by initially dissolving 
18.8 mg of phenolphthalein in 20.00 ml of ethanol and 1.80 ml of this was 
diluted in 200.00 ml of buffer. 
Cy5 
A 631 .00 nM solution of Cy5 solution was prepared by adding 100 ).!1 of Cy5 
dye solution (section 3.5.12) to 200.00 ml of buffer. 
Cy5.5 
A 1772.00 nM solution of Cy5.5 was prepared by adding 400 ).!1 of Cy5.5 dye 
solution (section 3.5.12) to 200.00 ml of buffer. 
Alexa Fluor 660 
A 331 .00 nM solution of Alexa Fluor 660 was prepared by adding 500 ).!1 of 
Alexa Fluor 660 dye solution (section 3.5.13) to 50.00 ml of buffer (the 
concentration was determined by absorption spectroscopy- Appendix L). 
Various samples were then prepared from the above solutions in which the 
calibration set was comprised of samples 1 to 25 and the new data set, 
samples 26 to 29 (table 5.7). The dual detection system in figure 4.1 was 
then used in conjunction with the flow system shown in figure 4.1 0. 
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Table 5.7 - Sample composition of the calibration set and the new data set 
(highlighted) 
Sample Concentration 
Cresol Red Phenolphthalein Cy5 Cy5.5 Alexa 660 
M M (nM) (nM) (nM) 
1 5.65 7.84 177.00 150.00 54.80 
2 6.83 3.49 167.00 220.00 88.20 
3 5.40 7.86 102.00 658.00 4.60 
4 6.72 0.55 155.00 335.00 110.00 
5 16.50 5.08 98.50 173.00 25.90 
6 11.90 8.08 107.00 145.00 31.90 
7 2.73 5.69 152.00 351.00 83.00 
8 1.57 8.47 119.00 525.00 46.40 
9 9.02 3.04 186.00 239.00 61.50 
10 7.71 5.42 106.00 324.00 69.20 
11 8.82 5.89 95.20 538.00 22.10 
12 1.58 3.48 212.00 91 .3.00 135.00 
13 3.91 4.66 84.80 435.00 103.00 
14 4.05 2.37 107.00 649.00 80.50 
15 15.8 9.73 1.76 176.00 24.10 
16 8.30 9.52 110.00 376.00 5.06 
17 9.92 0.45 63.00 708.00 62.50 
18 7.72 2.17 206.00 383.00 48.30 
19 2.14 3.56 180.00 585.00 58.60 
20 5.59 3.79 73.20 264.00 134.00 
21 31 .6 0.66 15.80 4.43 7.77 
22 0.88 23.70 15.80 4.43 7.77 
23 0.88 0.66 568.00 4.43 7.77 
24 0.88 0.66 15.80 1600.00 7.77 
25 0.88 0.66 15.80 4.43 280.00 
26 3.66 5.48 4.1 2 565.00 113.00 
27 9.05 4.31 62.40 319.00 79.50 
28 5.48 4.04 240.00 36.90 76.90 
29 5.83 6.77 184.00 75.70 64.60 
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Each of the samples were then injected (200 1-JI) into a flowing stream of 
buffer, which had a flow rate of 1.37 ml I min. The Ocean Optics Base32™ 
software was set up to record the full spectrum between 500 nm and 750 nm, 
(754 data points) 15 seconds after injection. The samples were tested in 
triplicate and their average spectrum taken before analysis using the 
Unscrambler® software (Appendix M). 
A dark spectrum was taken using the same procedure as in section 4.4.1. 
Reference spectra were taken before each sample reading. 
5.5.2 Data processing 
Using the readings taken from the calibration set, the spectral data were 
processed using the PLS-1 and PCR algorithms. The data points between 
294 and 444 (>600 nm and <650 nm) where omitted due to the effects of the 
cut-off filter. Data points 1 to 293 (500 nm to 600 nm) were pre-processed 
using equation 48 to get the absorbance values. A calibration model was 
generated for a range of factors (1 to 4). Each model was validated using 
FCV. The concentrations of the five components in the samples from the 
new data set were then predicted. Using the optimal number of principal 
factors determined by the software and removing any outlying samples (as 
described in section 5.3.4.5) the final predictions were calculated. 
5.5.3 Predictions and deviations 
Using the calibration models generated in section 5.5.2, the concentrations of 
the five components in the new data set (sample 26 to 29) were predicted 
using different variable ranges. The data points between 500 nm and 600 
nm were used to predict the concentrations of cresol red and 
phenolphthalein. The data points between 650 nm and 750 nm were used to 
predict the concentrations of Cy5, Cy5.5 and Alexa Fluor 660 dyes. A full 
analysis of the results can be seen in appendix N; the results are 
summarised for the PLS-1 model in figure 5.11 and table 5.8. 
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Figure 5.11 - A comparison of the predicted results using the PLS-1 calibration 
method and FCV as the validation method with the actual 
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Figure 5.11 - Cont. A comparison ofthe predicted results using the PLS-1 calibration 
method and FCV as the validation method with the actual results for the new data set 
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Figure 5.11 - Cont. A comparison of the predicted results using the PLS-1 calibration 
method and FCV as the validation method with the actual results for the new data set 
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5.5.4 Results and discussion 
From the results in table 5.8 the highlighted values represent poor predictions 
and deviation values. Such poor predictions demonstrate a problem that is 
unavoidable when one or more analyte is in molar excess of the others. The 
concentration ratios for Cy5, Cy5.5 and Alexa Fluor 660 in samples 26 to 29 
are shown in table 5.9 
The PCR results were similar to the PLS-1 results, hence are not shown 
here. For the analytes cresol red and phenolphthalein their predictions were 
optimised by omitting samples 1, 3, 5, 6, 15, 16, 21 to 25 from the calibration 
model. For the prediction of Cy5.5 the samples 23 to 25 were omitted and 
for Alexa Fluor 660, samples 21 to 25 were omitted. For the prediction of 
Cy5 all the samples were used. A 3-factor model was used for all analytes 
except cresol red, which used a 2-factor model. 
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Table 5.8 - The percentage of t he predicted concentrations compared to the actual 
concentrations and the percentage deviations for the new data set using the PLS-1 
calibration model with FCV (CR = cresol red, Phe = phenolphthalein) 
Sample % Actual %Deviation 
CR Phe Cy5 Cy5.5 Alexa CR Phe Cy5 Cy5.5 Alexa 
26 99.8 89.9 171 96.3 97.0 1.02 2.08 30.0 4 .21 2.31 
27 1 98.0 88.7 102 99.1 106 0.50 3.25 3.03 5.31 2.21 
28 98.4 90.0 97.3 34.9 104 0.74 2.93 0.90 168 2.96 
29 97.1 87.9 99.0 76.7 103 0.73 1.96 1.06 31 .2 3.05 
Table 5.9 - Concentration ratios for the 3 fluorophores 
Sample Cy5 Cy5.5 Alexa 660 
26 1.00 13.7 27.4 
27 1.00 5.11 1.27 
28 1.00 1.54 3.20 
29 2.85 1.17 1.00 
Using the values in table 5.9 and comparing these with the fluorescence 
spectra of samples 26 to 29 it is clear to see why the predictions are poor 
(figure 5.12). The peaks that are in considerable excess tend to engulf the 
other peaks and therefore make it difficult for the Unscrambler® software to 
predict the concentrations. The multivariate calibration techniques look for 
changes in the x-data matrix and if one of the analyte peaks is much bigger 
than another there may be no significant spectral change observed. Hence, 
it would be hard for the PLS-1 and PCR algorithms to predict the 
concentration of the engulfed peak. 
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Figure 5.12 - Fluorescence spectra of the new data set 
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Thomas [182] found that the two methods of PLS-1 and PCR are very similar 
when used for concentration predictions in mixtures. However, in contrast to 
this De Jong [123] discovered that PLS-1 gave better predictions than PCR. 
The two methods tend to give similar results if any spectral variation is due to 
concentration alone. PCR is prone to error if there is any spectral variation 
that is not due to analyte concentration whereas PLS-1 is not and would 
therefore tend to give better predictions than PCR in such cases. 
This is due to the way in which the methods of PLS-1 and PCR decompose 
the spectral matrix. PCR decomposes the matrix with out regard to analyte 
concentration, whereas PLS-1 decomposition is dependent upon analyte 
concentration. The findings of experiments 5.3.4, 5.4 and 5.5 agree with 
Thomas [182] suggesting that the spectral variation in these cases is due to 
changes in the analyte concentration. 
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The samples used 1n these expenments could be classed as pure samples 
but differences could be present 1f real samples are used due to the presence 
of 1nterferents However, such problems could be reduced 1f there IS good 
separation of the target analytes from the sample matnx Also using long 
wavelength fluorophores would reduce the problems of background 
Interference as descnbed 1n section 1 4 2 
5.7 Conclusion 
The system developed 1n chapter 4 IS a Simple des1gn that could be 
dramatically Improved With the correct equipment Also the flow system 
could be des1gned to be automatic rather than manual, which would reduce 
the expenmental error considerably Havmg an automatic InJeCtion and 
t1mmg procedure to capture the spectral data would also improve the data 
analysis step because the mput data would be more accurate, hence the 
output Information Will be better. 
However, desp1te all the techmcal problems and taking into cons1derat1on any 
other expenmental errors such as dilution errors etc , the mult1analyte dual 
detection system seems a promising proposal The pred1ct1ons were 
relatively good for both dual and pent-analyte assays suggestmg that such a 
system could be used as part of a screemng process for target analytes So 
the f1nd1ngs of this chapter and chapter 4 shows that the pnnc1ple of dual 
optical detection for mult1analyte determmat1ons IS valid and if Improved 
further could bring many benefits in many different applications 
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Chapter6 Dual Detection Assay Des1gn 
6.1 Introduction 
lt has been demonstrated tn the prevtous two chapters that the pnnctple of 
combtntng the two opttcal methods of absorbance and fluorescence for 
multianalyte analysts ts a valid one However, the next step tn the system 
evaluation would be to apply tt to a real assay format in which actual analytes 
are used instead of JUst the labels. 
The tntbal development of a ltmtted reagent flow tnJectton tmmunoassay ts 
dtscussed here. The tmmunoassay proposed ts the quanttficatton of the two 
thyroid hormones L-thyroxtne (T4) and 3,3',5-truodo-L-thyrontne (T3) These 
two hormones were chosen not only because of their clinical signtficance but 
also because of their structural stmtlanty This wtll therefore help to 
determtne tf the system is able to dtstinguish between two hormones 
The two thyrotd hormones T3 and T4 both contain todine (figure 6 1) 
(a) 
(b) 
F1gure 6.1- Structures of (a) 3,3',5-triiodo-L-thyronine and (b) L-thyroxine 
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Normally the thyr01d gland produces mostly T4, wh1ch 1s eventually converted 
to T3 by deiodmase enzymes found in various t1ssues such as the bram, liver, 
kidneys and p1tu1tary. T4 is responsible for regulatmg diverse biochemical 
processes throughout the body, which are essential for normal metabolic and 
natural activity [183] T4 and T3 tend to travel around the blood t1ghtly bound 
to serum protems leav1ng only a very small percentage free 1n the serum 
(approximately 0 03% for T4 and 0 3% for T3 [184]) and physiologically active 
[185] 
Assays for total T4 and T3 m unextracted serum include a reagent such as 8-
amlinonaphthalene sulphomc ac1d that blocks T4 and T3 bmdmg to serum 
protems, so that total hormone IS available for compet1t1on w1th the assay 
antibody. Assays for free T4 or T3 omit th1s block1ng reagent and use a w1de 
vanety of manoeuvres to Isolate a mo1ety that reflects the free hormone 
concentration [186] 
Due to the very low concentrations of free T3 and T4 (approximately 0 2-0 5 
ng I dL for T3 and 0 7-2 1 ng I dL for T4 [187]) and problems w1th serum 
d1lut1on and the effects of testmg the sample on protein binding many 
methods can only est1mate the1r concentration. Thus more sens1t1ve assays 
w1th better procedures are requ1red Several methods have been published 
that estimate the free fractions of T3 and T4 mcludmg tracer d1alys1s [188], 
labelled analogue-radioimmunoassay and ultra filtration [189, 190), and d1rect 
equ11ibnum d1alys1s followed by Immunoassay of the dialysate [191] 
6.3 Assay design 
When desigmng an assay such that two analytes are detected 
Simultaneously by absorbance and fluorescence vanous factors need to be 
considered, 1ncludmg, what labels are to be used? How w1ll the analytes be 
separated from the1r matnx? 
The two labels that were used m th1s expenmental work are Cy5 and the 
enzyme alkalme phosphatase (AP) The enzyme AP 1s a non-spec1f1c 
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enzyme that hydrolyses phosphate esters at alkaline pH and has been used 
by many authors [192, 193]. The substrate used here is phenolphthalein 
monophosphate (PMP), which is light pink at pH 9.00. However when mixed 
with the enzyme AP the resulting product is phenolphthalein which has a 
dark pink colour at pH 9.00. The reaction scheme is illustrated in figure 6.2. 
Figure 6.2- The reaction scheme for the AP catalysed hydrolysis of PMP 
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This enzymatic reaction is optimal at approximately 37°C [194], thus the 
reaction chamber needs to be at this temperature to produce the maximum 
colour (light pink to dark pink) in a fixed period of time. 
The two hormones will be separated by the use of antibodies that are bound 
to a solid phase, thus capturing the hormones as they flow through the 
reaction chamber. The solid phases investigated are controlled pore glass 
and Ultralink TM immobilized protein A plus beads. 
Protein A (PrA) was used because of its affinity to bind to antibodies, thus 
holding them tightly onto various solid phases. PrA is a 42000 molecular 
protein found in the cell wall of Staphylococcus aureus it binds to the Fe 
portion of many immunoglobulins of most mammalian species [195] as 
illustrated in figure 6.3. 
Figure 6.3 - The binding of immunoglobulin to PrA. 
F ab 
Immunoglobulin 
\ 
Protein A 
Solid 
Phase 
Due to the fact that PrA binds to the Fe portion of immunoglobulins, it leaves 
the F ab region free to bind to antigens. Also, because the binding of antigen 
does not induce a conformational change in the Fe region it does not affect its 
ability to bind to the PrA. Therefore it may be possible to mix the antibody 
(Ab) with the antigen (Ag) prior to separating the Ab bound portion using PrA. 
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Once the antigens have been separated from the sample matrix they then 
have to be eluted, hence the antigen-antibody interaction needs to be 
broken. Many methods have used chaotropic agents such as 6 M guanidine 
hydrochloride, 4 M sodium thiosulphate and 8 M urea [196]. However, these 
agents cause the PrA to unfold and remove the antibody as well [197]. 
Other, problems include concentration gradients forming which cause the 
scattering of light due to refraction in the detection cell because the detection 
cell is downstream of the reaction cell (figure 6.4), thus affecting the signal. 
Other possible reagents include citric and phosphoric acids at low pH, 
however, such reagents can be ineffective if the affinity between the antibody 
and antigen is very strong. 
The design of the flow system manifold will be dependent upon the types of 
labels used in the analysis. In this particular analysis one of the labels would 
be attached to the solid phase and the product from the other label would be 
in the mobile phase. Therefore, in order for them to be detected 
simultaneously the elution buffer would need to move the mobile phase from 
the column at the same time as the other label is dissociated from the solid 
phase (thus they leave together). Therefore one possible design is illustrated 
in figure 6.4, where the distance between S2 and the entrance to the reaction 
chamber (RC) is kept to a minimum so that when the elution buffer is allowed 
to flow through the RC, the Cy5 and product of the enzymatic reaction can 
leave simultaneously. 
Figure 6.4 - Possible design of a flow injection manifold for the simultaneous 
determination ofT 3 and T • (P = pump, IV = injection valve, 
S1 , S2 and S3 = switches, RC = reaction chamber) 
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The label in the mobile phase is produced by a enzymatic reaction and 
therefore for this label to develop a by-pass loop is used. This will allow the 
mobile phase in the reaction column to be stationery thus allowing the 
substrate maximum contact with the enzyme. 
6.4 Effects of T3 and T4 on the fluorescence of Cy5 
Another problem that could arise when testing for T3 and T4 simultaneously 
when using Cy5 as one of the labels is quenching of the fluorescent signal. 
Heavy atoms such as the halogens can enhance intersystem crossing and 
therefore reduce the fluorescence signal [198, 199]. Therefore, the effects of 
T 3 and T4 need to be investigated as these molecules contain iodine atoms. 
6.4.1 Procedure 
Sodium carbonate buffer (0.05 M, pH 9.50) was used throughout this 
experimental procedure. 
T3 Solution 
A 5.17 J..LM solution of T3 was prepared by dissolving 6.7 mg of T3 in 1.00 ml 
of dimethylformamide (DMF) and then added to 20.00 ml of buffer. 
T4 Solution 
A 6.82 ~LM solution of T4 was prepared by dissolving 10.6 mg of T4 in 1.00 ml 
of DMF and then added to 20.00 ml of buffer. 
Cy5 Solution 
A 2.53 J..LM stock solution of Cy5 was prepared by adding 100 J..ll of a Cy5 dye 
solution (section 3.5.12) to 50.00 ml of buffer. 
Various samples were then prepared from the above solutions (table 6.1). 
The flow system illustrated in figure 6.5 was used in conjunction with the 
detection system described in section 4.1. 
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Table 6.1 - Composition of the samples 
Sample Concentration of 
Cy5 (1-LM) T 3 (~-LM) T4 (~-LM) 
1 2.53 2.59 0.00 
2 2.53 1.94 0.00 
3 2.53 1.29 0.00 
4 2.53 0.65 0.00 
5 2.53 0.00 0.00 
6 0.00 2.59 0.00 
7 2.53 0.00 3.41 
8 2.53 0.00 2.55 
9 2.53 0.00 1.71 
10 2.53 0.00 0.85 
11 2.53 0.00 0.00 
12 0.00 0.00 3.41 
Figure 6.5 - The basic flow system used in the determination of the effects of T3 and 
T4 on the fluorescence of Cy5 
Pump 
Detector 
Waste 
The samples were allowed to flow through the system for two minutes at a 
flow rate of 1.37 ml I min. This was to enable a stable spectrum to be 
obtained. Using the Ocean Optics Base32 ™ software the fluorescence 
spectrum between 655 nm and 750 nm was recorded (Appendix 0 ). Buffer 
was then passed through the system for a further two minutes to remove any 
remaining sample. The samples were done in triplicate and a reference 
spectrum was taken (using buffer) before each sample. 
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6.4.2 Results and discussion 
From figure 6.6 it can be seen that the fluorescence of Cy5 is not significantly 
affected by the presence of T3 or T4. Thus suggesting that the presence of 
the two thyroid hormones will not significantly affect the sensitivity of the 
assay. Also, the concentrations of T3 and T4 are far higher than those 
expected in the real analysis [187] (section 6.2) . 
Figure 6.6- Fluorescence of Cy5 with varying concentrations of T3 and T4 
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These findings however, are based on free T3 and T4 respectively, being 
mixed with free Cy5 and not on Cy5 conjugates of T3 and T4. Due to time 
restrictions it was impossible to repeat this experiment with Cy5 conjugates 
of T3 and T4 to see how the iodine atoms affect the fluorescent signal of Cy5 
when in close proximity. 
6.5 Hapten conjugation 
The sensitivity and specificity of an immunoassay resides on the fact that 
there is a great affinity for the antibody-antigen reaction. So it is essential 
that in the preparation of a hapten conjugate that this great affinity is 
maintained, because any reduction will cause the potential of the system to 
be limited. When using an enzyme as a label it is also important that the 
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activity of the enzyme is not affected significantly, as this will also affect the 
sensitivity of the system. 
The antibodies used in the following experiments were produced by using T 3 
and T 4 bound to bovine serum albumin (BSA) as the immunogens. The T 3 
and T4 were covalently bound to the BSA through their carboxyl groups. The 
way in which the antibodies are formed can affect the sensitivity of the assay. 
lt has been found that the sensitivity of an enzyme assay increases if the 
preparation of the hapten-enzyme conjugate differs from the way in which the 
hapten-carrier protein is prepared. For example, the enzyme must be 
attached through the primary amine group on the T 3 molecule, as opposed to 
the carboxyl group, to which BSA was attached to produce the antibodies 
[200, 201]. 
There have been many publications on the conjugation of T 3 and T4 to 
enzymes including alkaline phosphate [202], P-D-galactosidase [203]. 
acetylcholinase [204], and xanthine oxidase [205]. Such methods have used 
cross-linking agents such as carbodiimides [206], cyanuric chloride [202], 
glutaraldehyde [201] and dimethyladipimate [203]. 
As for linking haptens like T3 and T4 to cyanine dyes for flow injection 
analysis the literature is very limited. Evangelista [184] has successfully 
linked morphine to Cy5 by the use of a morphine derivative called 
normorphine. This was achieved my using the commercially available 
monofunctional N-hydroxysuccinimide ester (NHS ester) Cy5 reactive dye 
(NHS ester) and mixing this with normorphine in hydrogencarbonate buffer at 
pH 8.00 
However, it has been published that the commercial Cy5-NHS ester 
monofunctional reactive dye is 1 0% to 50% Cy5-COOH as opposed to the 
reactive Cy5-NHS ester shown in section 1.4.3.1 [61]. Thus in order to get 
the maximum amount of conjugate the Cy5 reactive dye should be initially 
mixed with N,N,N',N'-tetramethyl (succinimido) uranium tetrafluoroborate, 
which converts Cy5 completely into the reactive Cy5-NHS ester [207]. 
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6.5.1 Conjugation ofT 3 to Cy5 
The conjugation ofT 3 to Cy5 was based on the principle that the NHS group 
on the Cy5 monofunctional dye will react with the primary amine group on the 
T3 molecule. Thus forming a stable amide bond (figure 6.7). 
Figure 6.7 - The reaction between Cy5 and T3 
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6.5.1.1 Procedure 
The following solutions were prepared. 
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A 5.07 mM solution of T3 was prepared by dissolving 3.3 mg of T3 in 998.55 
fll of dimethylsulfoxide (DMSO) and 1.45 fll of N,N-diisopropylethylamine 
(DIPEA) (DIPEA is relatively non-nucleophilic (due to steric hindrance), and 
is used as the base in elimination reactions conducted in non-polar solvents 
(208]). 
Cy5 
A 3.79 mM solution of Cy5 was prepared by dissolving 0.3 mg of lyophilised 
Cy5 (provided by Kalibrant Ltd) in 20.0 fll of DMSO. 
The 80.0 fll ofT 3 was then added to the Cy5 solution and kept in the dark for 
48 hours at room temperature. 
To determine if the conjugation had been successful, 20.0 fll of the Cy5-T3 
mixture was tested by reverse-phase high performance liquid 
chromatography (HPLC) using a ZORBAX 300SB-C8 (4.6 mm x 150.0 mm) 
column with a linear gradient of 25% to 40% acetonitri le and water as the 
mobile phase. The absorbance and fluorescence readings were recorded at 
319 nm (T 3) and 670 nm (Cy5) respectively and various fractions collected. 
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6.5.1.2 Results and discussion 
From the chromatogram in figure 6.8 the fluorescent peaks at 3.971 and 
4.969 minutes are probably both due to free Cy5 eluting from the column. 
This is because Cy5 is a polar molecule and prefers the mobile phase as 
opposed to the non-polar stationary phase. The reason why there is two 
distinct peaks is unclear however one possible explanation is that describe in 
section 6.5, in that the commercial Cy5 reactive dye has both the carboxyl 
and NHS-ester derivatives present. 
The fluorescent and absorbance peaks at 7.531 and 7.470 minutes 
respectively would suggest that the Cy5 and T 3 is eluting together. But due 
to their difference in polarity this would not be expected, therefore suggesting 
that they must be conjugated together, hence th is is the fraction of interest. 
There was also a further absorbance peak (not shown) that appeared at 
16.934 minutes which was possibly the free T3 eluting as this is non-polar 
and would of not favoured the mobile phase at low concentrations of 
acetonitrile. 
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If time and reagents allowed it would have been possible to test Cy5 and T3 
individually under the same conditions and monitor their elution times. This 
would help in determining if the fluorescence and absorbance peak at 7.531 
and 7.470 minutes was actually the Cy5-T3 conjugated fraction. 
6.5.1.3 Calculation of the dye to hapten ratio 
The dye to hapten ratio was calculated as described in section 3.5.8. The 
calculations can be seen in Appendix P. The calculated dye to hapten ratio 
was 0.97:1, suggesting that one Cy5 molecule was linked to one T3 
molecule. This would be expected because since there is only one primary 
amine group on the T3 molecule. 
6.5.2 Conjugation of T4 to alkaline phosphatase 
The conjugation of T4 to the enzyme AP requires the addition of a cross 
linker. The cross linker molecule used here is a disuccinimidyl suberate NHS 
bis ester (DSS). The reaction is shown in figure 6.9. 
Figure 6.9- The reaction between AP and T4 
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6.5.2.1 Procedure 
The following solutions were prepared. 
T4 
A 9.73 mM solution of T4 was prepared by dissolving 7.6 mg of T4 in 962.5 f.ll 
of DMF and 37.5 f.ll of trimethylamine (TEA). 
oss 
A 17.4 7 mM solution of DSS was prepared by dissolving 1. 0 mg of DSS in 
100 ~I of dry DMF. 
AP 
A solution of AP was prepared by adding 150 J.tl of AP (15.4 mg I ml) to 670 
J.tl of triethanolamine buffer. 
The T4 was activated by adding 200 ~I of T4 solution to 100 f.ll of the DSS 
solution. Once reacted, 600 f.ll of the AP solution was then added and the 
mixture allowed to stand for 10 minutes at room temperature. lt was then 
stored at 4°C for a further 18 hours. 
The reaction was then stopped by the addition of 20.0 f.ll of glycine (1 .00 M). 
The solution was then tested and purified by size exclusion HPLC using a 
BIOSEP-SEC-S4000 (7.8 mm x 300.0 mm) column and triethanolamine 
buffer as the mobile phase. The flow rate was 0.50 ml I min. The 
absorbance was recorded at 280 nm and 327 nm for AP and T4 respectively 
and the various fractions collected. 
6.5.2.2 Results and discussion 
From the chromatogram in figure 6.1 0, fraction 1 which contains the peak at 
19.262 minutes would be the best fraction to use initially, compared to 
fraction 2. This is not only because the biggest molecules elute first but also 
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because the chromatograph for fraction 2 is of poor resolution and this 
fraction may contain conjugated and unconjugated fragments. 
Figure 6.10 - Chromatogram of AP and T4 mixture 
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As mentioned earlier if time and reagents allowed it would have been 
possible to test AP and T4 individually under the same conditions and monitor 
their elution times. This would help in determining if the peak at 19.262 
minutes was actually the T4 -AP conjugated fraction. 
However, due to the similarity in the eluting times for the peak at 19.262 
minutes, at both wavelengths, suggest that the conjugation of T4 to AP has 
had some success. 
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6.5.2.3 Calculation of the hapten to protein ratio 
The hapten to protein ratio was calculated as described in section 3.5.9. The 
calculations can be seen in Appendix Q. The calculated hapten to protein 
ratio was 2.29:1, suggesting that there are two T4 molecules linked to one AP 
molecule (the binding ratio for this reaction procedure is unknown, therefore 
to determine if this is expected further work needs to be carried out) . 
6.6 Evaluation of the flow characteristics of CPG 
Controlled pore glass (CPG) was chosen for PrA immobilization because of 
its high surface area, high mechanical strength, high flow rate and rigid glass 
structure [209]. Initial studies were carried out on aminopropyi-CPG 
purchased from Sigma, which had a mean pore size of 182 A, a particle size 
of 37 11m to 74 11m and a capacity of 701 .9 !J.M of amines per gram of glass. 
CPG with a mean pore size of 972 A, a particle size of 37 11m to 7 4 ~Lm and a 
capacity of 67.0 11M of amines per gram of glass was also tested. 
The structure of the 182 A CPG can be seen in figure 6.11 . 
a) 
Figure 6.11 -Pictures of the 182 A CPG using a scanning electron microscope, 
magnification (a) x 200 and (b) x1300 
b) 
The CPG was packed into a glass column that had a bore of 3.0 mm, length 
of 50.0 mm and a volume of 350 111. Alumin ium frits with 2 11m pores were 
then placed at both ends to prevent leakage of the CPG into the flow tubing 
(figure 6.12). 
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Figure 6.12- Picture of the glass columns (a) packed glass column, 
(b) empty glass column 
a) 
b) 
The columns were packed under suction by connecting a peristaltic pump to 
the bottom of a vertically placed column. The beads were suspended in 
buffer and then pipetted into the top of the column ensuring that the glass 
never dried out. Once packed the column was placed into the flow system 
and clamped vertically in the water bath. Buffer was flowed upwards through 
the column , which is opposite to the direction of packing. This was to ensure 
that there was maximum contact between the flowing stream and give tighter 
packing. 
6.6.1 Flow characteristics of 182 A CPG 
The aim of this experiment was to evaluate the flow characteristics of 
phenolphthalein and Cy5 through the 182 A CPG in various condit ions. 
6.6.1.1 Procedure 
Sodium carbonate buffer (0.05 M, pH 9.50) was used throughout this 
experimental procedure. 
Phenolphthalein 
A 499.00 11M solution of phenolphthalein was prepared by dissolving 66.8 mg 
of phenolphthalein in 20.00 ml of ethanol and 5.00 ml of this was then added 
to 100.00 ml of buffer. 
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Cy5 
A 5.05 ~M solution of Cy5 was prepared by adding 400 ~I of a Cy5 dye 
solution (section 3.5.12) to 100.00 ml of buffer. 
The flow system shown in figure 6.4 was used in conjunction with the 
detection system in section 4.1. The flow rate was 1.37 ml I min. Three 
different column conditions were used (1) empty column, (2) column packed 
with unactivated glass and (3) column packed with activated glass. The 
temperature of the water bath was 3JOC, as this would simulate the 
conditions of the actual assay. 
For each of the column conditions, 25 ~I of the Cy5 and phenolphthalein 
solutions were injected into a flowing stream of buffer. The Ocean Optics 
Base32 ™ software was set to record the absorbance and fluorescence at 
553 nm and 661 nm respectively. Readings were then taken every 100 
milliseconds, 5 seconds after injection for 50 seconds, 70 seconds and 95 
seconds for column conditions 1,2 and 3 respectively. The tests were carried 
out five times and the intensity vs time plots can be seen in Appendix R. 
6.6.1.2 Results and Discussion 
The average peak areas were calculated for each of the column conditions to 
see if Cy5 and phenolphthalein pass through (table 6.2). 
Table 6.2 - The average peak areas ± 1 standard deviation 
Column Contents 
No Glass 
Unactivated Glass 
Activated Glass 
Area (Arbitrary Units) 
Cy5 Phenolphthalein 
1841 .85 ± 49.34 0. 770 ± 0.020 
2432.17 ± 59.79 1.1 64 ± 0.049 
2321.25 ± 33.93 0.061 ± 0.075 
From the results in table 6.2 it can be seen that the two solutions of Cy5 and 
phenolphthalein pass through the column when there is no glass and 
unactivated glass present. However, in the presence of activated glass there 
is a contrast in results between the two solutions. Phenolphthalein is 
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mteractmg w1th the activated glass as 1t passes through and therefore shows 
no sigmficant peak (Appendix R). This would therefore pose a problem m the 
separation of the two components m the main assay, as phenolphthalein IS 
the product of the enzymat1c reaction. 
The poss1b1lity of blockmg was also evaluated using 1% BSA and 1% a-
caesm, however, this seemed to have no sigmficant effect on the flow 
charactenst1cs of phenolphthalein However, using 1% BSA as a blocking 
agent may also cause other problems m the real assay because the 
ant1bod1es used were prepared from the hormone conjugated to BSA Thus 
ant1bod1es capable of binding to the glass beads Instead of the hapten may 
be present m such a real assay 
Also there was a high back-pressure on the flow system due to many leaks 
occurnng when the column was packed w1th unact1vated and act1vated glass. 
6.6.2 Flow characteristics of 972 A CPG 
The a1m of th1s expenment was to evaluate the flow charactenst1cs of 
phenolphthalein and Cy5 through the 972 A CPG usmg various cond1t1ons 
6.6.2.1 Procedure 
Sodium carbonate buffer (0 05 M, pH 9 50) was used throughout this 
expenmental procedure 
Phenolphthalem 
A 982 00 J.!M solut1on of phenolphthalein was prepared by d1ssolvmg 34 4 mg 
of phenolphthalein m 10 00 ml of ethanol and adding this to 100 00 ml of 
buffer 
Cy5 
A 4 42 J.!M solution of Cy5 was prepared by adding 700 J.ll of a Cy5 dye 
solut1on (sect1on 3 5.12) to 200 00 ml of buffer. 
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The same system and procedure used as 1n sect1on 6 6.1.1. The t1me vs 
mtens1ty plots can be seen 1n Appendix S 
6.6.2.2 Results and Discussion 
The average peak areas were calculated for each of the column cond1t1ons to 
see 1f Cy5 and phenolphthalein pass through (table 6 3). 
Table 6.3- The average peak areas± 1 standard deviation 
Column Contents 
No Glass 
Unactivated Glass 
Activated Glass 
Area (Arbitrary Units) 
Cy5 Phenolphthalein 
4362 69 ± 145.30 5 38 ± 0.13 
3964 13 ±51 00 
4273 88 ± 95.24 
4 51± 0.28 
550±043 
From the results 1n table 6 3 1t can be seen that the two solutions of Cy5 and 
phenolphthalein pass through the column for all the cond1t1ons, which is in 
contrasted w1th the fmdmgs 1n section 6 6 1 2 Th1s 1s probably a result of the 
CPG havmg larger pores and a smaller surface area compared to that of the 
182 A CPG. However, m the presence of act1vated glass the 
phenolphthalein peak is broader than the peaks seen m the other two 
conditions therefore suggestmg that the phenolphthalein is still Interacting 
more w1th the surface of the activated glass 
The possibility of blockmg was agam also evaluated usmg 1% BSA and 1% 
u-caesin, however, this seemed to have no s1gn1ficant effect on the flow 
charactenst1cs of phenolphthalein. 
Also the problem w1th high-pressure was still evident due to many leaks 
occurring when the column was packed with unact1vated and act1vated glass 
6.6.3 Flow characteristics of protein A coated CPG 
The a1m of th1s expenment IS to evaluate the flow charactenst1cs of 
phenolphthalein and Cy5 through PrA coated CPG 
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6.6.3.1 Evaluation of protein A coating of CPG 
The activated CPG was coated wtth PrA as descnbed tn section 3 5.11. 
However, the effectiveness of the coating needs to be assessed. A solutton 
of Cy5 labelled T3 anttbody (Cy5-T ~b) was prepared by the manufacturer's 
instructtons [159]. 
The dye to protetn ratio was found to be 5 26.1 (5 Cy5 molecules per T3 
anttbody). The calculation can be seen in appendtx T. This ratio is expected 
ustng the manufacturer's protocol 
Sodtum carbonate buffer (0 05 M, pH 9 50) was used throughout thts 
expenmental procedure The following soluttons were prepared tn buffer 
(table 6 4) 
Table 6.4- Composition of the samples used in the evaluation of 
protein A coating of CPG 
Sample 
1 
2 
3 
4 
Concentration of Cy5-TJ Conjugate (J.tM) 
312 
2 08 
1.04 
0.00 
The flow system shown tn figure 6 4 was used tn conjunction wtth the 
detection system in sectton 4 1 The flow rate was 1 37 ml I min. Two 
dtfferent column condttions were used (1) a column packed wtth acttvated 
glass and (2) a column packed wtth PrA coated glass 
The samples were Injected (25J.tl) mto a flowing stream of buffer and the 
fluorescence at 661 nm was recorded at 100 mtllisecond tntervals for four 
mtnutes However, after two mtnutes the buffer was replaced with 6 M 
guanidtne hydrochlonde for one mtnute before allowing the buffer to flow 
through the system agatn for the final mtnute The tests were done tn 
triplicate (figure 6 13) 
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Figure 6.13- Elution of Cy5-T3Ab from protein A coated CPG 
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From the results in figure 6.13 it is obvious that the antibody was sticking to 
the PrA because the second peak appears after the 6 M guanidine 
hydrochloride was allowed to flow through the column. The 6 M guanidine 
hydrochloride unfolds the PrA and removes any antibodies attached to it and 
therefore a second peak is observed. The first peak is probably due to 
presence of excess conjugate and free Cy5. 
Due to time restrictions the actual binding capacity of the beads and kinetics 
of the flow system could not be evaluated under these experimental 
conditions and therefore could constitute further work. However, despite this 
the aim was to determine the effectiveness of the coating procedure and from 
the results this seems to be successful. 
6.6.3.2 Procedure 
Sodium carbonate buffer (0.05 M, pH 9.50) was used throughout this 
experimental procedure. 
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Phenolphthalein 
A 818 00 11M solution of phenolphthalein was prepared by dissolving 28 6 mg 
of phenolphthalein m 10 00 ml of ethanol and then added to 100 00 ml of 
buffer. 
Cy5 
A 2 53 11M solut1on of Cy5 was prepared by addmg 200 111 of a Cy5 dye 
solution (section 3 5 12) to 100 00 ml of buffer. 
The same system and procedure used as in section 6 6.1 1 except the t1me 
interval m which the absorbance and fluorescence readings were taken was 
0 to 60 seconds for both column conditions The time vs mtens1ty plots can 
be seen in AppendiX U 
6.6.3.3 Results and Discussion 
The average peak areas were calculated for each of the column cond1t1ons to 
see if Cy5 and phenolphthalein pass through the column (table 6 5) 
Table 6.5- The average peak areas± 1 standard deviation 
Column Contents 
Activated Glass 
Protein A Coated Glass 
Area (Arbitrary Units) 
Cy5 Phenolphthalein 
8534 80 ± 308 80 1 0 08 ± 0 33 
9362 72 ± 264 04 11.75 ± 0 46 
From the results m table 6 5 1t can be seen that the two solutions of Cy5 and 
phenolphthalein pass through the column for all the cond1t1ons However, m 
the presence of PrA coated glass the phenolphthalein peak 1s broader than 
the peaks seen us1ng the activated glass therefore suggestmg that the 
phenolphthalein 1s st1ll mteractmg more w1th the surface of the glass 
Also the problem w1th high-pressure was still ev1dent due to many leaks 
occurnng when the column was packed w1th both act1vated and PrA coated 
glass 
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6.6.4 Conclusion 
From lookmg at the two different types of CPG, 1t was ev1dent that the 
activated groups upon the surface of the CPG hindered the passage of the 
phenolphthalein. Also 1n the case of the 182 A CPG the h1gh surface area of 
the act1vated groups literally prevented any passage of the phenolphthalein 
through unlike the 972 A CPG Th1s may be due to the fact that 972 A CPG 
has a smaller surface area hence less act1ve groups However, the passage 
of phenolphthalein was still hindered even after addmg vanous blockmg 
agents and showed no change m the flow characteristics when the glass was 
coated w1th PrA 
One poss1ble explanation for this 1s the polanty of the phenolphthalein 
molecules The phenolphthalein molecule 1s non-polar due to 1t bemg 
insoluble in water, therefore favours the solid phase as opposed to the 
mob1le phase (in th1s case sodium carbonate) Hence a broader peak IS 
observed. Cy5 however 1s a polar molecule and therefore favours the mobile 
phase compared to the solid phase and travels through the glass beads 
unhmdered 
Also the problem of back-pressure was also occurring m all cases and made 
the analys1s very d1ff1cult. The flow rate was reduced to see 1f th1s reduces 
the back-pressure, however, 1n domg so only resulted m the peaks becommg 
broader Hence, an alternative med1um might be requ1red. 
6.7 Evaluation of Ultralink™ immobilized protein A plus medium 
The Ultralink™ 1mmob11ized protem A plus med1um was purchased from 
P1erce to see 1f 1t can be used as an alternative to CPG The propert1es of 
the Ultralink™ PrA med1um are shown 1n table 6 6 
6.7.1 Determination of the optimal volume of T4 antibody 
The a1m of this expenment 1s to deternmne the optimal rat1o of T4 antibody 
(T ~b) and T4-AP conjugate (prepared m sect1on 6 52) usmg the Ultralink™ 
PrA med1um The reason vanous volumes were used here rather than 
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concentration values IS because the actual concentration of the T4-Ab was 
unknown lt was suggested by the manufacturer that an appropnate d1lut1on 
should be determined as th1s ant1body was developed for use 1n a 
radioimmunoassay for the determrnat1on of T4 [210] The opt1m1sat1on of the 
antibody rat1o tends to be common pract1ce 1n many immunoassays 
Table 6.6- Properties of the Ultralink1M immobilized protein A plus med1um 
pH Stability 
Average Pore S1ze 
Average Surface Area 
Average Pore Volume 
Exclusion L1m1t 
Pore S1ze 
Max1mum Pressure 
Max1mum Lrnear Velocity 
6.7.1.1 Procedure 
Properties 
1 -13 
50-80 J.lm 
250 m2 per g of beads 
1 2 ml per g of beads 
>2000000 daltons 
1000A 
100 p S.l 
50 cm/m1n 
Sodium carbonate buffer (0 05 M, pH 9 50) was used throughout th1s 
expenmental procedure A 395.00 J.!M substrate solut1on was prepared by 
d1ssolvrng 34 9 mg of PMP and 191 9 mg of magnesium chlonde in 200 00 
ml of buffer 
The flow system shown 1n figure 6 4 was used rn conjunction w1th the 
detect1on system in sect1on 4 1. The flow rate was 1 37 ml I m1n The PrA 
med1um was loaded 1nto the column using the same method for CPG 
(section 6 6). 
Vanous samples were prepared (table 6.7) by mixrng vanous volumes of the 
T4-Ab w1th a fixed volume of T4-AP conjugate and then made up to 200 1-11 
w1th buffer. These mixtures were then left for two minutes at room 
temperature. 
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Each of the m1xtures was then mjected (25 1-1l) into a flowmg stream of buffer 
After two mmutes the buffer was replaced with PMP, wh1ch was allowed to 
flow through the system for one minute. The flow through the column was 
then stopped by turn1ng sw1tches 2 and 3 and allowmg the PMP to flow 
through the by pass-loop. The PMP was then replaced w1th buffer The 
substrate was allowed to remam 1n the column for three m1nutes before the 
buffer was redirected back through the column The absorbance at 553 nm 
was then monitored every 100 milliseconds for 60 seconds. The samples 
were done 1n triplicate The column was cleaned between each sample 
us1ng 6 M guanidine hydrochlonde (m reality 6 M guan1d1ne would not be 
used between samples as this reduces the effectiveness of the PrA med1um, 
thus less aggressive elut1on buffers would be used such as phosphene acid 
or c1tric ac1d at low pH (sect1on 6.3) However, due to time restnctlons th1s 
was not possible). To check there was no remaining enzyme present, PMP 
was allowed to 1ncubate 1n the column for two mmutes before each sample to 
ensure there was no change 1n the colour, thus no enzyme present. 
Table 6 7- Composition of the samples 
Sample 
1 
2 
3 
4 
5 
T4-Ab (!-11) 
0 
5 
10 
15 
20 
6.7.1.2 Results and discussion 
Volume of 
T 4-AP (!-11) 
5 
5 
5 
5 
5 
Buffer (!-11) 
195 
190 
185 
180 
175 
From the absorbance curve 1n figure 6 14 1t can be seen that a plateau 1s 
approached very quickly. Th1s 1s probably due to the maximum capac1ty of 
the PrA being reached under these expenmental conditions Therefore 1n a 
real assay 1f there 1s no s1gmficant difference 1n the absorbance between two 
different volumes of ant1body then the appropnate dilution has been reached 
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Figure 6.14- Graph showing the change in absorbance at 553 nm as the volume of 
T 4-Ab increases 
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6.8 Conclusion 
Unfortunately, t1me d1d not perm1t the cont1nuat1on of th1s assay des1gn so 
further work is needed Nevertheless stud1es on the use of CPG as a 
support were unsuccessful due to 1ts 1ncompat1b11ity with phenolphthalein and 
the problem associated w1th back-pressure. 
lt appeared that the phenolphthalein was mteract1ng w1th the support 
resulting 1n broader peaks bemg observed One hypotheSIS on the cause of 
the phenolphthalein interactmg w1th the CPG was based on polanty lt was 
found that polar dyes flowed freely through the CPG and therefore would 
suggest that polar molecules prefer to be m the mob1le phase. 
Phenolphthalein has to be 1mtially dissolved 1n ethanol, wh1ch is then added 
to buffer due to 1t bemg Insoluble in water hence preferred the solid phase as 
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opposed to the polar mob1le phase Th1s may be one reason why the 
phenolphthalein moves slowly through the solid phase due to 1ts degree of 
solubility 1n the buffer 
The PrA medium was used as an alternat1ve support to CPG and looked very 
promismg. Using this medium proved to be very successful 1n c1rcumvent1ng 
the problem of back-pressure. lmt1al results showed that phenolphthalein 
could flow through the med1um Without the problems assoc1ated w1th CPG 
Overall these results look very prom1s1ng and w1th more t1me th1s 
Immunoassay could potentially be developed mto a fast and reliable method 
for the detect1on offree T 3 and T 4 
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7.1 Conclusions and future work 
The two ma1n objectives of th1s mvest1gat1on were to determme whether 1t 
was feasible to des1gn a dual optical detection system capable of carrying out 
the Simultaneous determ1nat1on of multiple analytes, and to mvestigate the 
use of chemometric methods to resolve any overlapping signals These 
objectives were set w1th the intent1on that the final system could eas1ly be 
reduced to a m1matunsed scale (although mimaturisat1on was not one of the 
key objectives of th1s research). 
To a large extent these objectives have been fulfilled The combination of 
the two methods of absorbance and fluorescence looks very feasible Th1s IS 
partly due to the great advances in the development of mimatunsed 
detectors, solid-state light sources and fibre optics. The system developed 1n 
chapter 4 was a fairly robust but effective system 1n that was capable of 
detectmg both absorbing and fluorescent analytes simultaneously w1th 
reasonable sens1t1v1ty and reliability. 
The mult1analyte capab11it1es of the system where even further enhanced by 
usmg the multivanate techmques such as part1al least squares and principal 
component regression. However the two techniques d1d have the1r problems 
when resolving Significantly overlapping s1gnals as seen 1n sect1on 5 5 4. 
Overall however, for a five-component analysis the predictions and dev1at1on 
values looked very prom1s1ng and suggest such a system could be used as a 
pnnc1ple screen1ng method pnor to any further Investigations. 
Any future work could evolve around 1mprovmg the sensit1v1ty of the system 
by optim1smg the Individual components to obtain more reliable and 
reproducible results. This may be done 1n a vanety of ways such as 
upgradmg the components, correct alignment of the optics, automation of the 
flow system, improvmg and desigmng appropnate software to capture the 
data and mvest1gat1ng other statistical software packages to help resolve 
overlapping peaks more accurately. 
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The sens1t1v1ty problems of the system can be Improved qUite easily with the 
appropriate hardware For example, the line source used m th1s system was 
a 649 nm, 7 mW, laser. The power of the laser was fairly high due to the fact 
1t needed to exc1te all three fluorophores Cy5, Cy5 5 and Alexa Fluor 660 
simultaneously Cons1denng that the exc1tat1on wavelengths of the three 
fluorescent dyes were 649 nm, 674 nm and 660 nm respectively, they were 
not all max1mally exc1ted by the laser due mainly to the difference 1n the laser 
wavelength and the exc1tabon wavelength of the fluorophores The emiss1on 
mtens1bes of the three fluorophores Cy5, Cy5 5 and Alexa Fluor 660 were 
approximately 100%, 45% and 80% of their possible max1ma when exc1ted at 
649 nm 
However, 1t may be possible to overcome such problems by using extra light 
sources that em1t at a wavelength opt1mal for each of the analytes bemg 
tested. W1th the development of small laser modules and super-bnght light 
em1ttmg diodes (SLED) that em1t at vanous wavelengths this limitation could 
be reduced [211 - 213) Due to the fact that not all line sources em1t at the 
exact wavelengths of the fluorophores, a senes of line sources could be used 
that em1t at vanous wavelengths 1n the reg1on of interest (f1gure 7.1) 
Although, 1t could be argued that this may lim1t the number of labels bemg 
used due to 1t being essential that the scatter peaks from one light source 
does not interfere w1th the emission peak of a particular dye or dyes For 
example, using a laser at 674 nm to excite Cy5.5 would theoretically Interfere 
w1th the emiss1on peak of Cy5 (1f takmg the literature value of 670 nm [159]) 
thus causmg problems when apply1ng stat1st1cal methods Therefore there 
must be a clear d1stmction between the scatter peaks and the emiss1on 
peaks. 
The system also suffered from reproducibility problems that were due to a 
vanety of reasons. The mam reason however, was to do w1th manual 
operations dunng the experimental procedures such as lnJectmg the sample 
and activating the Ocean Opt1cs Base32TM software to collect the data Th1s 
was a Significant problem when try1ng to capture the whole spectrum at a 
particular t1me (one shot) because timing 1s v1talm order to get the max1mum 
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signal. This is because if the spectra is capture too early or too late then this 
affected the statistical analysis of the data and therefore resulted in poor 
predictions being made. The multivariate techniques of partial least square 
and principal component regression look for patterns in the spectral data and 
if any changes occur in the spectra that are not due solely to concentration it 
would affect the overall calibration model. After all the output data is only as 
good as the input data. 
Figure 7.1 - Schematic of a possible system using triple line source excitation 
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Further work could therefore look into automating the system. If the injection 
and activation of the Ocean Optic Base32 TM software were automatic then 
the reproducibility would be greatly improved. This in turn would result in 
better calibration models being generated due to the improved input data. 
Other little problems that need addressing include pump selection and 
temperature control. There were occasional fluctuations in the detection 
signal mainly related to the pulsating flow generated by the peristaltic pump. 
The turbulent flow of the mobile phase through the flow cell caused the signal 
occasionally to fluctuate thus when looking at the time vs intensity plots 
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spikes m the mtens1ty would occur. The temperature of the system also 
affected the results due to th1s being related to mstrumental dnft 
However, despite all these techmcal 1ssues the development of a dual opt1cal 
detection system usmg the methods of absorbance and fluorescence looks 
very feasible Most of the problems associated w1th th1s system could be 
reduced or even circumvented With future work i e temperature controlled 
environment around the detector, etc 
The software used in this research also had its problems, which included the 
speed of analysis and accuracy of pred1ct1on The ma1n problem was the 
time taken gettmg the data mto the Unscrambler® software This was done 
by first importmg the data into Microsoft™ Excel and then arrangmg 1t 
appropnately before importing 1t into the Unscrambler® Thus w1th large data 
matnces th1s was very t1me consummg and took up to 30 m1nutes m some 
mstances This 1s a senous problem that needs to be addressed because 
there is no p01nt m designing an assay procedure that takes 5 minutes to 
carry out and then 30 minutes to get a result. Therefore further investigations 
are requ1red to see 1f 1t IS possible to 1mport the data directly 1nto the software 
and get a result With little mput from the user. This would also reduce the 
possibility of the user 1ntroducmg errors mto the data whilst converting 1t mto 
an appropnate format for the statistical software. Another way of looking at 
th1s problem 1s to look more deeply mto variable selection methods that 
remove Irrelevant vanables and therefore reduce the s1ze of the data 
matnces This m turn would speed up calculations 
The Unscrambler® software also found it difficult to pred1ct particular analytes 
when they were m the presence of other analytes that were m large molar 
excess This was especially true when there was considerable overlap 
between the signals such that one of the peaks engulfed another. However, 
th1s may not be a problem that IS JUst associated with the Unscrambler® as 1t 
may be difficult to solve when us1ng PLS-1 and PCR algonthms m any 
software Therefore, other mult1vanate methods need to be investigated 
such as neural networks [214 - 216) etc , to see 1f they g1ve better 
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predictions. Also, mvest1gatlng other software packages such as SJMCA-p 
[217], Matlab® [218], etc m1ght be worthwhile 
The final part of th1s research looked at developmg the system so that 1t can 
be used to run a real assay. The assay m th1s research focused upon the 
detection of the two thyroid hormones T3 and T4 The Initial development of 
the assay looked at a lim1ted reagent Immunoassay m wh1ch vanous 
evaluations were carried out Such evaluations mvolved Jookmg at the flow 
characteristics of the react1on products and labels (m this case 
phenolphthalem and Cy5) through vanous solid support med1a such as 
controlled pore glass and Ultralink™ immobilized prote1n A plus med1um 
The controlled pore glass support proved to be very problematic for a number 
of reasons, one being the mteract1on of phenolphthalein w1th the act1vated 
groups on the surface of the glass and the other being the intense back-
pressure generated from the flow of the mobile phase through the glass The 
Ultralink ™ immobilised protein A plus med1um however looked very 
promismg, as th1s seemed not to suffer from h1gh back-pressures and 
showed little mteract1on w1th phenolphthalein However, the properties of the 
Ultralink™ 1mmob11ised prote1n A plus medium were only looked at briefly due 
to t1me limitations 
it is obvious that from the work in chapter 6 that 1s a Jot more work is requ1red 
before the assay IS complete Opt1m1sat1on studies are reqUired on the 
conJugation procedures, separat1on procedures, concentrations of the 
reagents and the design of the overall flow system manifold 
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Appendix A 
Table A- List of suppliers and addresses 
Supplier 
AD Instruments, Ltd. 
Agilent Technologies, (UK), Ltd. 
Address 
Grove House 
Grove Road 
Hastmgs 
TN354JS, UK 
Lakeside 
Append1ces 
Cheadle Royal Busmess Park 
Stockport 
Cheshire 
SK8 3GR 
Amersham Pharmacia Biotech, (UK), Amersham Place 
Ltd. Little Chalfont 
Buckinghamshire 
HP? 9NA, UK 
Anachem, Ltd 
Anglia Instruments, Ltd 
Biozyme Laboratones, Ltd 
20 Charles Street 
Luton 
Bedfordshire 
LU2 OEBG, UK 
--~ ~---~----
Adelaide Close 
Soh am 
Ely 
Cambndgeshire 
CB? 5FJ 
Unit6 
Gilchnst Thomas Estate 
Blaenavon 
NP4 9RL 
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Table A Cont.- List of suppliers and addresses 
Supplier 
Camb1o, Ltd 
Coherent 
Edmund Opt1cs, Ltd. 
Address 
20 Charles Street 
Luton 
Bedfordshire 
LU2 OEBG, UK 
Greyca1ne Road 
Watford 
Hertfordshire 
WD24PW 
----------
1 Tudor House 
Lysander Close 
Chfton Moor 
York 
Y030 4XB 
Elkay Laboratory Products, (UK), Ltd. Umt 4, Marlborough Mews 
Crockford Lane 
Basingstoke, Hampshire 
RG24 8NA, UK 
Appendices 
F1sher Sc1ent1f1c, (UK) ---~------ --- ----- ----- -B1shop Meadow Road 
Loughborough 
Le1cestersh1re 
LE11 5RG, UK 
--- --- -- - ------- - -- - ---c--
Grant Instruments (Cambndge), Ltd. 29 Station Road 
Shepreth 
Royston 
Hertforsh1re 
SG86PZ, UK 
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Table A Cont.- list of suppliers and addresses 
Supplier 
Hellma (England), Ltd 
~----------- -----
Molecular Probes, lnc 
Omn1fit, Ltd 
Address 
Cumberland House 
24 - 28 Baxter Avenue 
Southend-on-sea 
Essex 
SS2 6PZ 
Cambngde Bioscience 
24 - 25 Signet Court 
Newmarket Road 
Cambndge 
CB5 BLA 
2 College Park 
Coldhams Lane 
Cambridge 
CB13HD 
Appendices 
P1erce (Perb1o Sc1ence (UK), Ltd ) ~-~-------- -----Century House 
Prec1sa Balances, Ltd 
Tettenhall 
Cheshire 
CH39RG,UK 
4 Vermont Place 
Tongwell 
Milton Keynes, Buckmghamsh1re 
MK15 8JA, UK 
~--~ ---- --- -- ---
S1gma-Aidrich Company, Ltd. Fancy Road 
Fluka Poole 
R1edei-De-Haen Dorset 
Thorlabs 
BH12 4QH, UK 
3 Allied Bus1ness Center 
Cold harbour 
In Harpenden 
Hertfordshire 
AL54 UT 
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Table A Cont.- List of suppliers and addresses 
Supplier 
USF Elga Ltd 
Umcam Analytical Systems, Ltd 
Whatman International, Ltd. 
Address 
High Street 
Lane End 
High Wycombe 
Bucks. 
HP14 35H, UK 
York Street 
Cambndge 
CB1 2PX, UK 
St Leonard's Road 
20 I 20 Maidstone 
Kent 
ME16 OLS, UK 
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Appendix B 
The Agilent 1100 series liquid chromatograph system (figure B 1) has a 1024 
diode array detector. lt has both a deuterium and tungsten lamp giving a 
detection range of 190 nm to 950 nm. 
Figure B1 - Agilent 1100 series liquid chromatograph system 
[Re-printed with permission] 
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Appendix C 
An overhead picture of the dual fluorescence and absorbance detection 
system used throughout this research (figure C 1 ). 
Figure C1 -Top view of the dual fluorescence and absorbance detection system 
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Appendix 0 
The graph shown in figure D1 represents the normalized blackbody curve of 
the LS-1 with 3100 K colour temperature. The specifications of the LS-1 are 
shown in table D1 and a picture of the actual lamp in figure D2. 
~ 
m 
c: 
Q) 
.... 
c: 
Figure 01 - Normalized blackbody curve of the LS-1 
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Figure 02 - LS-1 
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research 
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Table 01 - Specifications 
Spectral Range 360 nm - 2 1-Lm 
Dimensions 9.0 cm x 5.0 cm x 3.2 
cm (LWH) 
Power input 12 V (DC) I 800 mA 
Power Output 6.5 Watts 
Bulb Life 900 Hours 
Bulb Color 3100 K 
Temperature 
Output to Bulb 5 Volts I 1.3 Amps 
Output to Regulation 0.2% Voltage 
Time to Stabilized - 30 Minutes 
Output 
Bulb Output 7 400 foot-candles 
Connector SMA-905 
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Appendix E 
A plot showing the absorbance intensity of phenolphthalein at 553 nm over 
time for samples 1 to 11 (figure E1) (section 4.6.1). 
Figure E1 - Intensity vs time plot for phenolphthalein (triplicate readings) 
for samples 1 to 11 
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A plot showing the fluorescence intensity of Cy5 at 661 nm over time for 
samples 12 to 22 (figure E2) (section 4.6.1 ). 
-~ 
c: 
::::l 
~ 
~ 
~ 
.a 
... 
< 
-E 
c: 
""" c.o
c.o 
... 
~ 
-~ 
en 
c: 
Q) 
... 
c: 
Q) 
0 
c: 
Q) 
0 
en Q) 
... 
0 
:l 
~ 
Figure E2- Intensity vs time plot for Cy5 (triplicate readings) 
for samples 12 to 22 
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Appendix F 
The intensity versus time plots for Cy5 (figure F1 ) and phenolphthalein (figure 
F2) using the individual component calibration set (section 4 .6.2). 
Figure F1 - Intensity vs time plot for the individual component calibration set (Cy5) 
Concentration (J.LM) 
800 - 0.00 
E - 0.32 
c: 
1: - 0.63 "f"'" (D 600 - 0.95 (D --nJ J!l 1.26 ~·-
·- c: III:J 
~ ~ 400 ~ 
- nJ c: .... 
--Q) · -
u-f 
C:<( 
200 Q)-u 
Ill 
Q) 
.... 
0 
:::::1 
u. 0 
0 10 20 30 
Time (Seconds) 
Figure F2- Intensity vs time plot for the individual calibration set (phenolphthalein) 
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The intensity versus time plots for Cy5 (figure F3) and phenolphthalein (figure 
F4) using the mixture calibration set (section 4.6.2). 
Figure F3 - Intensity vs time plot for the mixture ca libration set (Cy5) 
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Figure F4 - Intensity vs time plot for the mixture calibration set (phenolphthalein) 
E 
r::: 
(") 
&0 
&0 
.... 
ns 
Q) 
() 
r::: 
ns 
.IJ 
... 
0 
Ill 
.IJ 
<( 
1.2 
0.8 
0.4 
0 10 20 
Time (Seconds) 
211 
Concentration (J..LM) 
- 0 
- 138 
276 
- 414 
552 
30 
Appendices 
The intensity versus time plots for Cy5 (figure F5) and phenolphthalein (figure 
F6) for the new data set (section 4.6.2). 
E 
c: 
Figure FS - Intensity vs time plot for the new data set (CyS) 
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Figure FS - Intensity vs time plot for the new data set (phenolphthalein) 
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Appendix G 
The absorbance spectra of the calibration and new data set from section 
5.3.4.1 
Figure G1 - Absorbance spectra of the calibration set and new data set 
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Appendix H 
A full analys1s of the results obtained m section 5 3 4 4 
Table H1 -Full analysis for phenolphthalein and cresol red with full cross validation 
for the PLS-1 model (Phe =phenolphthalein, CR =cresol red, FN =factor number) 
FN Sample Actual Predicted %Deviation %Actual 
Cone" (llM) Cone" (llM) 
Phe I CR Phe I CR Phe I CR Phe I CR 
26 21 4 45 2 23.7 I 43 o 17.2 
I 
9 05 111 95.1 
1 27 36 9 30 5 3481326 10 8 10 9 94 3 107 
28 30 7 364 28 0 ' 39 0 21 5 I 14 6 91 2 107 
' 
26 21.4 45 2 21.9 44.8 12.9 I 6 00 102 99.1 2 27 36 9 30 5 37 0 304 6 95 8 02 100 99 7 
28 30.7 364 33.4 33 9 744 6 96 109 93.1 
26 21 4 I 45 2 21 9 I 44 8 12 9 6 00 102 
I 
99.1 
3 27 36 9 30 5 37 0 I 304 6.95 8 02 100 99 7 
28 30 7 I 364 33 4 I 33 9 7 44 6 96 109 93.1 I 
26 21 4 45 2 21 9 I 44 8 12 9 6 00 102 ' 99 1 
4 27 36 9 30 5 37 0 I 30 4 6 95 8 02 100 99 7 
I 28 30 7 364 33 4 33 9 7.44 6 96 109 93 1 
26 21 4 
I 
45 2 21 9 44.8 12 9 6 00 102 I 99.1 
5 27 36 9 30 5 37 0 304 6 95 8 02 100 
I 
99.7 
28 30.7 I 364 33 4 
' 
33 9 744 6 96 109 93 1 
Table H2- Full analysis for phenolphthalein and cresol red with full cross validation 
for the PCR model (Phe = phenolphthalein, CR =cresol red, FN =factor number) 
FN Sample Actual Predicted %Deviation %Actual 
Cone" (llM) Cone" (llM) 
Phe I CR Phe I CR Phe l CR Phe ' CR 
26 21 4 45 2 27.2 l 39 8 254 ' 16 5 127 88 1 I l 
1 27 36 9 30 5 34 1 33 2 14 5 14 1 924 109 
28 30 7 36 4 28 2 I 38 7 23 4 I 16 3 91 9 106 I 
26 21 4 45 2 21 9 
I 
44 8 12 9 I 6 00 102 991 
2 27 36 9 30 5 37 0 30 4 6 95 I 8 03 100 99 7 l 
28 30.7 364 33 4 I 33 9 7 44 ! 6 96 109 93 1 
' 
26 21 4 45 2 21 9 I 44 8 12 9 
' 6 00 102 99 1 I 3 27 36 9 30 5 37 0 30 4 6 95 I 8 03 100 99 7 
28 30 7 364 33 4 I 33.9 744 I 6 96 109 93 1 
26 21 4 45 2 21 9 
I 
44.8 12 9 ! 6 00 102 I 
99 1 
4 27 36 9 30 5 37 0 30.4 6.95 
' 
8 03 100 99 7 
28 30 7 364 33 4 I 33.9 7 44 ' 6 96 109 ! 93 1 
26 21 4 I 45 2 21 9 i 44 8 12 9 I 6 00 102 I 99 1 5 27 36 9 30 5 37 0 I 30 4 6 95 8 03 100 I 99 7 
I ' I 28 30 7 36 4 334 i 33 9 7.44 6 96 109 I 93 1 
' 
214 
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Table H3-- Full analysis for phenolphthalein and cresol red with leverage correction 
for the PLS-1 model (Phe = phenolphthalein, CR = cresol red, FN =factor number) 
FN Sample Actual Predicted %Deviation %Actual 
Cone" (I!M) Cone" (I!M) 
Phe I CR Phe ' CR Phe I CR Phe I CR 
' 
26 214 
I 
45 2 23 7 I 43 0 17 3 9 09 111 95 1 
1 27 36 9 30 5 34 8 I 32 6 10 9 11 0 94 3 106 
28 30 7 36 4 28 0 I 39 0 21.8 14 9 91 2 107 
26 21 4 
I 
45 2 21 9 I 44 8 12 2 567 102 99 1 
2 27 36 9 30 5 37 0 
! 
304 6 57 7 58 100 99 7 I 
28 30 7 I 36 4 334 I 33 9 7 04 6 59 109 93.1 
26 21.4 
I 
45.2 22 7 44 1 5 84 2 85 106 97 6 
3 27 36.9 30 5 36 0 31.4 3 34 3 64 97 6 103 
28 30 7 I 36 4 326 34.6 3 57 3 20 106 95 1 
26 21 4 
I 
45 2 22 7 I 44.1 5 84 2 85 106 97 6 
4 27 36 9 30.5 36 0 I 31 4 3 34 3 64 97 6 103 I 28 30 7 I 36 4 326 34.6 3 57 3 20 106 95 1 
' 
I 
26 21 4 ' 45.2 22 7 44.1 5 84 2 85 106 97 6 
5 27 36 9 30 5 36 0 31 4 3 34 3 64 97 6 103 
28 30 7 364 326 34 6 3 57 3 20 106 95 1 
Table H4- Full analys1s for phenolphthalem and cresol red with leverage correction 
for the PCR model (Phe = phenolphthalein, CR =cresol red, FN =factor number) 
FN Sample Actual Predicted %Deviation %Actual 
Cone" (I!M) Cone" (I!M) 
Phe I CR Phe CR Phe I CR Phe CR 
26 21 4 1 45 2 27 2 39 8 24 9 I 16.1 127 88 1 
1 27 36 9 1 3o 5 34 1 33 2 14.1 
I 
13 7 924 109 
28 30 7 I 36 4 28.2 38.7 22 9 15 9 91 9 106 
26 214 1 45 2 21 9 44 8 12.3 I 5 68 102 99 1 2 27 36 9 I 30 5 37 0 30 4 6 58 I 7 59 100 997 28 3o 7 I 364 33 4 33 9 7 05 I 6 60 109 93 1 
26 214 I 45 2 21 9 44 8 12 3 I 
5 68 102 99 1 
3 27 36 9 I 30 5 37 0 30 4 6 58 7 59 100 99 7 
28 30 7 I 364 33 4 33 9 7 05 I 6 60 109 93 1 I 
26 21 4 I 45 2 21 9 44 8 12 3 ' 5 68 102 99 1 
4 27 36 9 30 5 37 0 304 6 58 7 59 100 
I 
99 7 
28 30 7 36 4 33 4 ' 33 9 7 05 6 60 109 93 1 I 
26 21 4 45 2 21 9 I 44 8 12 3 5 68 102 99.1 5 27 36 9 30 5 37.0 I 304 6 58 7.59 100 99 7 
28 30 7 36 4 33 4 I 33 9 7 05 6.60 109 93 1 I 
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Appendix I 
Figure 11 - Percentage deviation from the calibration model 
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Appendix J 
The spectra of the calibration set and new data set from section 5.4 .1. 
Figure J1 - Spectra of the calibration set and new data set 
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Appendix K 
A full analysis of the results obtained in section 5.4.3. 
Table K1 - Full analysis for Cy5 and Cy5.5 with full cross validation 
for the PLS-1 model (FN =factor number) 
FN Sample Actual Predicted %Deviation %Actual 
Cone" (J..I.M) Cone" (J..I.M) 
Cy5 Cy5.5 Cy5 Cy5.5 Cy5 Cy5.5 Cy5 C_y_5.5 
8 0.442 1.73 0.440 1.73 1.31 I 0.699 99.5 I 100 
1 9 1.14 0.266 1.16 0.220 0.534 5.92 102 82.8 
10 0.694 1.20 0.697 1.19 0.755 0.932 100 99.5 
8 0.442 I 1.73 0.440 1.73 1.31 0.699 99.5 100 
2 9 1.14 0.266 1.16 0.220 0.534 5.92 102 82.8 
10 0.694 1.20 0.697 1.19 0.755 0.932 100 99.5 
8 0.442 1 1.73 0.440 1.73 1.31 0.699 99.5 100 
3 9 1.14 1 0.266 1.16 l 0.220 0.534 5.92 102 82.8 
10 0.694 1.20 0.697 1.19 0.755 1 0.932 100 99.5 
Table K2- Full analysis for Cy5 and Cy5.5 with full cross validation for the PCR model 
(FN = factor number) 
FN Sample Actual Predicted %Deviation %Actual 
Cone" (J..I.MJ Cone" _li.t_Mj 
Cy5 Cy5.5 Cy5 Cy5.5 Cy5 Cy5.5 Cy5 Cy5.5 
8 0.442 1 1.73 0.440 1.73 1.31 0.699 99.5 100 
1 9 1.14 0.266 1.16 0.220 0.534 5.92 102 82.8 
10 0.694 1.20 0.697 1.19 0.755 0.932 100 99.5 
8 0.442 1.73 0.440 1.73 1.31 0.699 99.5 100 
2 9 1.14 0.266 1.16 0.220 0.534 5.92 102 82.8 
10 0.694 1.20 0.697 1.19 0.755 0.932 100 99.5 
8 0.442 1.73 0.440 1.73 1.31 0.699 99.5 
I 
100 
3 9 1.14 0.266 1.16 0.220 0.534 5.92 102 82.8 
10 0.694 1.20 0.697 1.19 0.755 0.932 100 99.5 
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Table K3 - Full analysis for CyS and Cy5.5 with leverage correction 
for the PLS-1 model (FN = factor number) 
Sample Actual Predicted %Deviation %Actual 
Cone" (~M) Cone" (~M) 
Cy5 Cy5.5 Cy5 Cy5.5 Cy5 Cy5.5 Cy5 Cy5.5 
8 0.442 1.73 0.440 1.73 1.14 0.608 99.5 100 
9 1.14 0.266 1.16 0.220 0.472 5.23 102 82.8 
10 0.694 1.20 0.697 1.19 0.661 0.815 100 99.5 
8 0.442 1.73 0.440 1.73 1.14 0.608 99.5 100 
9 1.14 0.266 1.16 0.220 0.472 5.23 102 82.8 
10 0.694 1.20 0.697 1.19 0.661 0.815 100 99.5 
8 0.442 1.73 0.440 1.73 1.14 0.608 99.5 100 
9 1.14 0.266 1.16 0.220 0.472 5.23 102 82.8 
10 0.694 1.20 0.697 1.19 0.661 0.815 100 99.5 
Table K4 - Full analysis for Cy5 and Cy5.5 with leverage correction for the PCR model 
(FN = factor number) 
FN Sample Actual Predicted %Deviation %Actual 
Cone" (~M) Cone" (~M) 
Cy5 1 Cy5.5 Cy5 I Cy5.5 Cy5 Cy5.5 Cy5 Cy5.5 
8 0.442 1.73 0.440 1.73 1.14 0.608 99.5 100 
1 9 1.14 0.266 1.16 0.220 0.472 5.23 102 I 82.8 
10 0.694 1.20 0.697 1.19 0.661 0.815 100 99.5 
8 0.442 1.73 0.440 1.73 1.14 0.608 99.5 I 100 
2 9 1.14 0.266 1.16 0.220 0.472 5.23 102 82.8 
10 0.694 1.20 0.697 1.19 0.661 0.815 100 99.5 
8 0.442 1.73 0.440 1.73 1.14 0.608 99.5 100 
3 9 1.14 , 0.266 1.16 I 0.220 0.472 1 5.23 102 82.8 
10 0.694 1.20 0.697 1.19 0.661 0.815 100 99.5 
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Appendix L 
The absorbance spectra of Alexa Fluor 660 dye used in section 5.5.1. 
Figure L 1 - Absorbance spectra of Alexa Fluor~ 660 fluorescent dye 
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Appendix M 
The raw spectra of the calibration set and new data set in section 5. 5.1. 
Figure M1 - Raw spectra of the calibration set and the new data set 
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366 412 565 113 513 
I 
9 05 624 319 79 5 3 88 
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5 83 184 75 7 64 6 6 30 
366 412 565 113 531 
905 624 319 79 5 444 
' 
548 240 36 9 76 9 3 67 
5 83 184 75 7 646 6 38 
I 
Predicted ConcentratLon 
CR Cy5 Cy5 5 Ale Phe : CR 
I<• M) (nM) (nM) nM) h•Ml (,.M) 
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I : 
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Appendix 0 
The raw spectra of the fluorescence of Cy5 with various concentrations of T 3 
(f igure 01 ) and T4 (figure 02) (section 6.4.1 ). 
:::> 
Figure 01 - Fluorescence intensity of Cy5 with varying concentrations ofT 3 
(FI =fluorescence intensity, AU =arbitrary units) 
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Figure 02- Fluorescence intensity of Cy5 with varying concentrations of T4 
(FI =fluorescence intensity, AU =arbitrary units) 
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Appendix P 
The calculation of the dye to hapten rat1o for Cy5 and T 3 (section 6 5 1 3) 
Absorbance of Cy5 at 649 nm (A549) = 3050 Arbitrary Umts 
Absorbance of T3 at 319 nm (A319) = 374 Arbitrary Un1ts 
Correction factor· (CF 1 ) = 0 05 
Correct1on factor .. (CF2 ) = 0 00 
Molar absorpt1v1ty of Cy5 at 649 nm (e649(cys)) = 250000 cm·1 M-1 
Molar absorpt1v1ty ofT3t at 319 nm (E319(T>)) = 17583 cm·1 M-1 
Ca/culatron. 
/ ' (A649- (CF2 X A319)) 
E649(Cy5) D:H= ((A319- (CF, X A649)) 
( 3050 ) 250000 
- ((374-152 5)) 
17583 
=(122x10-2 ) 
1 26x10-2 
= 0 97 Cy5 molecules perT3 molecule 
The correction factor was calculated by takmg the absorbance of pure Cy5 
at the wavelengths 319 nm and 649 nm. Then d1v1d1ng the absorbance 
read1ng taken at 319 nm by the absorbance reading taken at 649 nm. (This is 
the percentage of absorbance at 319 nm that is due to Cy5 not T3) 
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··The correction factor was zero because T3 had a zero absorbance reading 
at 649 nm, thus all the absorbance at 649 nm IS due to Cy5 only 
t The molar absorpt1v1ty for T3 was determined by taking absorbance 
readings at 319 nm for a senes of T3 solutions and then applying Beer 
Lamberts law (y = ~:bc) 
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AppendixQ 
The calculation of the hapten to protem rat1o for T4 and AP (section 6 52 3) 
Absorbance ofT4 at 327 nm (A327) = 0 603 
Absorbance of AP at 280 nm (A2so) = 0.740 
Correction factor· (CF1 ) = 0 61 
Correction factor- (CF2) = 0 36 
Molar absorptivity ofT 4:1: at 327 nm (E327(T•l) = 5728 cm·1 M-1 
Molar absorptivity of APt at 280 nm (E2so(AP)) = 14512 cm·1 M-1 
Calculation 
( 0 603-0 26) 5728 
- ((0740-037)) 
14512 
=(5.88x1o-s) 
2 56x1o-• 
= 2 29 T4 molecules per AP molecule 
·The correction factor was calculated by tak1ng the absorbance of pure T4 at 
the wavelengths 280 nm and 327 nm Then d1v1d1ng the absorbance read1ng 
taken at 280 nm by the absorbance reading taken at 327 nm. (This is the 
percentage of absorbance at 280 nm that 1s due to T4 not AP). 
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The correction factor was calculated by takmg the absorbance of pure AP 
at the wavelengths 280 nm and 327 nm. Then d1v1dmg the absorbance 
readmg taken at 327 nm by the absorbance readmg taken at 280 nm (Th1s 1s 
the percentage of absorbance at 327 nm that 1s due to AP not T4) 
:1: The molar absorptiVIty for AP was determmed by tak1ng absorbance 
read1ngs at 327 nm for a senes of AP solutions and then apply1ng Beer 
Lamberts law (y = &be) 
t The molar absorptivity for T4 was determined by tak1ng absorbance 
readmgs at 327 nm for a senes of T4 solutions and then apply1ng Beer 
Lamberts law (y = &be) 
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Appendix R 
The time vs intensity plots for Cy5 (figure R1 ) and phenolphthalein (f igure 
R2) for section 6.6.1.1 
Figure R1 -The time vs intensity plots for Cy5 through CPG (661 nm) 
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Figure R2- The time vs intensity plots for phenolphthalein through CPG (553 nm) 
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Appendix S 
The time vs intensity plots for phenolphthalein and Cy5 for section 6.6.2.1 
Figure S1 - The time vs intensity plots for Cy5 through CPG (661 nm) 
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Figure S2- The time vs intensity plots for phenolphthalein through CPG (553 nm) 
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Appendix T 
The calculation of the dye to protein rat1o for Cy5 and T :Ab (section 6 6.3 1) 
Absorbance of Cy5 at 649 nm (A649) = 0.781 Arbitrary Umts 
Absorbance ofT :Ab at 280 nm (A260) = 0.140 Arbitrary Umts 
Correction factor· (CF1 ) = 0 05 
Correction factor .. (CF2 ) = 0 00 
Extinction coefficient of Cy5 at 649 nm (t:64s(cys)) = 250000 cm·1 M-1 
Ext1nct1on coefficient ofT :Ab t at 280 nm (E2SO(T>Ab)) = 170000 cm-1 M'1 
Calculatton: 
( 0 781 ) 250000 
- (0140-(005x0781)) 
170000 
=(312x10'7 ) 
5 94x10'8 
= 5 26 Cy5 molecules perT :Ab molecule 
The correction factor was calculated by takmg the absorbance of pure Cy5 
at the wavelengths 280 nm and 649 nm. Then d1v1d1ng the absorbance 
read1ng taken at 280 nm by the absorbance read1ng taken at 649 nm (Th1s 1s 
the percentage of absorbance at 280 nm that 1s due to Cy5 not T :Ab) 
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- The correction factor was calculated by taking the absorbance of pure T :Ab 
at the wavelengths 280 nm and 649 nm Then d1v1dmg the absorbance 
readmg taken at 649 nm by the absorbance read1ng taken at 280 nm. (Th1s 1s 
the percentage of absorbance at 649 nm that 1s due to T :Ab not Cy5 
t The molar absorpt1v1ty forT :Ab was taken from [197]. 
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Appendix U 
The time vs intensity plots for phenolphthalein and Cy5 for section 6.6.3.2. 
Figure U1 -The time vs intensity plots for Cy5 through CPG (661 nm) 
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Figure U2 - The time vs intensity plots for phenolphthalein through CPG (553 nm) 
1.0 
0.8 
E 
c: 
M 
"' 0.6 
"' ..... C'G 
Q) 
() 
c: 
C'G 
.c 0.4 ... 
0 
t/) 
.c 
~ 
0.2 
0 
- Activated Glass 
- Protein A Coated 
Glass 
30 
Time (Seconds) 
Average Area= 10.08 (AU) 
Standard Deviation = 0.33 
Average Area= 11.75 (AU) 
Standard Deviation = 0.46 
237 
60 

