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Introduction
The aim of this thesis is a classification of Lie groups acting isometrically and locally
effectively on Lorentzian manifolds of finite volume as well as providing a detailed in-
vestigation of compact homogeneous Lorentzian manifolds whose isometry groups have
non-compact connected components.
Symmetries play an important role in geometry and other disciplines. In 1872, Klein
proposed in his Erlangen program a way how to characterize the classical geometries (for
example, Euclidean geometry and Hyperbolic geometry) by using the underlying group
of symmetries. In addition, symmetries are fundamental in theoretical physics, where
they are related to conserved quantities. Symmetries are also relevant in architecture
and biology.
In semi-Riemannian geometry, symmetries correspond to isometries. The study of isom-
etry groups is of great interest, regarding the structure of these groups as well as the
way they act on the manifolds. Semi-Riemannian manifolds may allow only one isome-
try, but they are easier to investigate if the isometry groups are large, in the sense that
they are acting transitively on the manifolds. In this case, we speak about homogeneous
manifolds. A homogeneous manifold is very symmetric, that is, the manifold looks the
same regardless from which point on the manifold it is viewed. Classical examples for
homogeneous spaces are the Euclidean and Hyperbolic space.
The Riemannian case is well understood. The isometry group of each compact Rieman-
nian manifold is itself compact, and conversely, any compact Lie group is acting isomet-
rically and effectively on a compact Riemannian manifold. In the Lorentzian case, it
turns out that this is not true anymore: There are compact Lorentzian manifolds whose
isometry groups are non-compact.
D’Ambra showed that the isometry group of a simply-connected compact real analytic
Lorentzian manifold is compact ([D’A88]). It is not yet clear whether the analyticity is
necessary. Later, Adams and Stuck ([AS97a]) as well as Zeghib ([Zeg98b]) independently
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provided an algebraic classification of Lie groups that act isometrically and (locally)
effectively on Lorentzian manifolds that are compact. More generally, Zeghib showed
the same result for manifolds of finite volume. We will mainly follow the approach of
Zeghib to prove Theorem 2, where we recover the results of [AS97a] and [Zeg98b]. Also,
we use ideas from [AS97a] and own ideas.
Theorem 2 states that if a Lie group G is acting isometrically and locally effectively on a
Lorentzian manifold M = (M, g) of finite volume, then there exist Lie algebras k, a and
s, such that the Lie algebra g of G is equal to the direct sum k⊕a⊕s. Here k is compact
semisimple, a is abelian and s is isomorphic to one of the following:
• the trivial algebra,
• the two-dimensional affine algebra aff(R),
• the (2d + 1)-dimensional Heisenberg algebra hed,
• a certain (2d + 2)-dimensional twisted Heisenberg algebra heλd (λ ∈ Zd+),
• the two-dimensional special linear algebra sl2(R).
Furthermore, in the latter two cases, if G is contained in the isometry group of the
manifold, the subgroup generated by s has compact center if and only if the subgroup
is closed in the isometry group.
Zeghib’s approach has the advantage, that in contrast to [AS97a], the classification is
more descriptive and also works in the case of manifolds of finite volume. In Chapter 1,
we introduce the Lie algebras of Lie groups occurring in the classification theorem and
give examples of isometric actions. Moreover, we introduce a certain bilinear form κ on
isom(M), the Lie algebra of the isometry group of (M, g).
For X, Y ∈ isom(M),
κ(X, Y ) :=
∫
U
g(X˜, Y˜ )(x)dμ(x).
Here X˜, Y˜ are complete Killing vector fields corresponding to X, Y and U is a Isom(M)-
invariant non-empty open subset of M , such that |g(X˜, Y˜ )| is bounded on U by a
constant depending only on X and Y . We give an example in Section 1.3, that the
restriction to an open subset of the manifold in the definition of κ is necessary. An
important proposition is Proposition 1.16, which is also due to Zeghib, but was not
mentioned in [Zeg98b]. It shows that we can find such an open set. Thus, the bilinear
form κ exists and is well-defined. Note that κ induces in a canonical way a bilinear
v Introduction
form on the Lie algebra g of a Lie group G acting isometrically and locally effectively
on M .
κ is ad-invariant and fulfills the so called condition (). A bilinear form b on the Lie
algebra g of a Lie group G fulfills this condition, if for any subspace V of g, such that
the set of X ∈ V generating a non-precompact one-parameter group in G is dense in
V , the restriction of b to V × V is positive semidefinite and its kernel has dimension at
most one.
In the case of κ, this property is finally shown in Corollary 1.21 using dynamical methods
like the Poincaré recurrence theorem or the Fürstenberg lemma.
Condition () is the main tool for proving Theorem 1. Theorem 1 describes the algebraic
structure of connected non-compact Lie groups G, whose Lie algebras g possess a bilinear
form κ fulfilling condition (). The structure of the Lie algebras is exactly the same as the
one in Theorem 2, as well as the statement about the center of the subgroup generated by
s. Note that the claim formulated in [Zeg98b] is false: Zeghib stated, that the subgroup
generated by s has compact center. We give counterexamples of this in Propositions 3.19
and 3.24 and state the theorem in a corrected version.
Theorem 2 follows in the case that G is a closed subgroup of the isometry group of
M from Theorem 1. For non-closed subgroups, we encounter the problem that one-
parameter groups may be non-precompact in G, however precompact in the isometry
group. The consideration of these groups was missing in [Zeg98b]. In Section 3.6, we fill
this gap.
It turns out that κ is either Lorentzian (which leads to the cases that s is isomorphic to
the two-dimensional special linear algebra or a twisted Heisenberg algebra), positive def-
inite (which yields the case that s is trivial) or positive semidefinite with one-dimensional
kernel. In the latter case, if s is not trivial, we obtain that s is isomorphic to either a
Heisenberg algebra or the two-dimensional affine algebra, depending on whether the
nilradical of g is nilpotent or not.
Our main results are stated in Chapter 2. Although we do not go into the details of
the proof of Theorem 3, we will mention it, because it gives a characterization of Lie
groups which can be the entire connected component of the isometry group of a compact
Lorentzian manifold. On the level of Lie algebras, all algebras of Theorem 2 but the
two-dimensional affine algebra appear. The missing steps of the proof can be found in
[AS97b] and [Zeg98a].
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Chapter 3 is devoted to the proof of Theorem 1, which is the main ingredient for the
proof of Theorem 2. The algebraic Lemma 3.3 (that describes elements of a Lie al-
gebra generating a precompact one-parameter group in terms of the adjoint action)
is quite powerful and allows us to obtain several results in a different and more intu-
itive way than it was done in [Zeg98b]. Examples are Lemma 3.5 stating that almost
all one-parameter groups in a non-compact nilpotent group are not precompact, and
Propositions 3.16 and 3.17, which together show, that in the case that the radical of G
is compact, s ∼= sl2(R).
Since the proof of Theorem 2 in [Zeg98b] relies on Theorem 1, the statements about
the subgroup generated by s in Theorems 2 and 3 are also different here. Because our
counterexamples do not apply for these theorems, it would be interesting to see whether
the original statements are still true or whether one can also find counterexamples for
them.
Theorem 4, which was only stated and shown in its general form in [AS97a], says that
if the manifold M is compact, the subgroup generated by s in Theorem 2 acts locally
freely on M . This result is important for the geometric characterization of compact
Lorentzian manifolds in Theorem 5 (which is due to Zeghib). This theorem considers
the case that the Lorentzian manifold M is compact and s is isomorphic to the two-
dimensional special linear algebra or to a twisted Heisenberg algebra. If s ∼= sl2(R), M is
covered isometrically by a warped product of the universal cover of the two-dimensional
special linear group and a Riemannian manifold N . Else, if s ∼= heλd , M is covered
isometrically by a twisted product S ×Z(S) N of a twisted Heisenberg group S and a
Riemannian manifold N . Note that because of the mistake in the original version of
Theorem 1, we state and prove the latter theorem in an adapted version that takes
the case that the center of S might be non-compact into account. Furthermore, we
show in Proposition 1.13 (ii) that the invariance of a Lorentzian scalar product on
a twisted Heisenberg algebra under the adjoint action of the nilradical (what Zeghib
called essential ad-invariance) is equivalent to ad-invariance, in contrast to the result of
[Zeg98b].
The proof of the last two theorems is done in Chapter 4. For the proof of Theorem 4, we
follow the algebraic approach of [AS97a] and differ only in details. The proof of Theo-
rem 5 relies on the work of Zeghib. In our work, we give a more detailed description and
correct some steps of the proof. For example, the horizontal space in Proposition 4.15 (ii)
(showing that S × N → M is a submersion) is different than in [Zeg98b], as well as the
proof of Proposition 4.20 (showing that the corresponding metrics on S are bi-invariant).
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The remark preceding this proposition illustrates that the approach of [Zeg98b] does not
work.
The idea behind the proof of Theorem 5 is considering the orbits S of the action of S, the
subgroup in Isom(M) generated by s. The orbits have the same dimension as S, because
S acts locally freely by Theorem 4. It turns out that if s ∼= sl2(R) or s ∼= heλd , the orbits
have Lorentzian character everywhere on M . This allows us to consider the distribution
O orthogonal to S. In the case that s ∼= sl2(R), O is involutive. If s ∼= heλd , O + Z
is involutive, where Z denotes the distribution defined by the orbits of the center of S.
In both cases, the involutive distribution defines a foliation by the Frobenius theorem.
We choose N to be a leaf of this foliation and furnish it with the metric induced by the
metric of the ambient space (M, g) and an arbitrary Riemannian metric on Z orthogonal
to O.
Regarding Riemannian homogeneous manifolds, it is well known that they are geodesi-
cally complete. Marsden showed that the same is true for compact homogeneous semi-
Riemannian manifolds ([Mar73]). Note that there exists a homogeneous Lorentzian space
which is not geodesically complete (cf. [O’N83], remark 9.37). Additionally, each homo-
geneous Riemannian manifold that is Ricci-flat is also flat, but certain Cahen-Wallach
spaces, which all are Lorentzian symmetric spaces, are Ricci-flat and non-flat. It is not
known whether at least all Ricci-flat compact homogeneous Lorentzian manifolds are
flat.
In Chapter 5, we provide a detailed analysis of compact homogeneous Lorentz spaces
M , especially of those whose isometry groups have non-compact connected components.
We start by presenting a topological and geometric description of them in Theorem 6,
which is also slightly different than the corresponding result of Zeghib. Essentially, it
shows that if the isometry group of M has non-compact connected components, M
is covered isometrically either by a metric product of the universal cover of the two-
dimensional special linear group and a compact homogeneous Riemannian manifold N ,
or by a twisted product S ×Z(S) N of a twisted Heisenberg group S and a compact
homogeneous Riemannian manifold N . N is constructed in the same way as in the
proof of Theorem 5.
Theorem 7 shows what was originally stated in [Zeg98b], namely that the connected
component of the isotropy group is compact. We give an elegant proof using the ideas
of Adams and Stuck in the proof of Theorem 4. Moreover, it turns out that every
compact homogeneous Lorentzian manifold has a reductive representation defined in
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a natural way. For this representation, the induced bilinear form κ plays an essential
role.
Homogeneous pseudo-Riemannian manifolds of constant curvature were studied exten-
sively in [Wol61]. Using a slightly different reductive representation than in Theorem 7,
we are able to describe in Section 5.3 in detail the local geometry of compact homoge-
neous Lorentzian manifolds whose isometry groups have non-compact connected com-
ponents, in terms of the curvature and holonomy of the manifold. We also investigate
the isotropy representation of the manifold, our result concerning a decomposition into
(weakly) irreducible factors being summarized in Theorem 8.
Our results of Section 5.3 directly yield the proof of Theorem 9 which states that the
isometry group of any Ricci-flat compact homogeneous Lorentzian manifold has compact
connected components. Together with two results in [PZ10] and [RS96], it follows that
the isometry group of any Ricci-flat compact homogeneous Lorentzian manifold that is
non-flat, is in fact compact.
In the appendix, we give a short presentation of the complete Jordan decomposition.
The main result is important for our proof of Proposition 3.17.
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11 Lie groups acting isometrically on
Lorentzian manifolds
This chapter is devoted to introduce notations and prove elementary theorems which
we will use for the classification of Lie algebras of Lie groups acting isometrically and
locally effectively on a Lorentzian manifold of finite volume. In Section 1.1, we describe
isometric actions of Lie groups and give several Lie algebraic results focussing especially
on compactness properties. We continue in Section 1.2 by describing all the Lie algebras
which appear as a direct summand in the Lie algebras we classify as well as giving
examples of isometric actions of the corresponding Lie groups. Finally, we define in
Section 1.3 a certain bilinear form κ on Lie algebras, which will be essential for our
proof of Theorem 2 that is stated in Chapter 2.
1.1 Definitions and basic properties
Let M = (M, g) be a semi-Riemannian manifold of dimension n. We will consider only
connected smooth real manifolds without boundary. The metric g defines canonically a
Lebesgue measure μ on M . Then the volume of M is defined as
vol(M) := μ(M) =
∫
M
1dμ(x).
The assertion of finite volume allows us to integrate bounded functions, which will be cru-
cial for defining the ad-invariant symmetric bilinear form κ on the Lie algebra of the isom-
etry group Isom(M). We explain this in more detail in Section 1.3.
All Lie groups and Lie algebras will be real and finite-dimensional. Unless otherwise
stated, all actions of Lie groups are smooth.
Definition. Let G be a connected Lie group, which acts isometrically on a semi-
Riemannian manifold M . In this case, there exists a Lie group homomorphism ρ :
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G → Isom(M). The group action will be denoted by ·. The action is locally effective, if
the kernel of ρ is discrete in G. If the kernel is trivial, the action of G on M is effective.
In this case, we can consider G as a subgroup of Isom(M) and g as a subalgebra of
isom(M), the Lie algebra of the isometry group.
The action is locally free, if there is a neighborhood of the identity element in G acting
without fixed points on M . If all elements of G but the identity are acting without fixed
points on M , the action is free.
Remark. We will usually suppose that the action of G is locally effective. Note that
in the situation above, the kernel of ρ is then a discrete normal subgroup and therefore
central in G. It follows that ρ : G → ρ(G) is a covering map, so when investigating
the Lie algebra g, we may assume the action to be effective. In either case, we identify
a group element f ∈ G with the isometry ρ(f), which allows us to speak about the
differential df := dρ(f).
The following proposition is a classical result which allows us to identify isom(M) with
killc(M), the Lie algebra of complete Killing vector fields, as vector spaces. One can find
a proof in [O’N83], Proposition 9.33.
Proposition 1.1. Let M be a semi-Riemannian manifold. Then the mapping isom(M)
→ killc(M) defined by X → X˜, X˜(x) := ∂∂t(exp(tX) · x)|t=0, is an anti-isomorphism of
Lie algebras, that is, [X˜, Y˜ ] = −[˜X, Y ].
Let O(M) denote the bundle of orthonormal frames in M . It is well known that
for any x ∈ M , the mapping φx : Isom(M) → O(M), which is defined by f →
(dfx(s1), . . . , dfx(sn)) for a fixed orthonormal basis {s1, . . . , sn} in the tangent space
(TxM, gx), is an embedding of the isometry group into the bundle of orthonormal frames.
If M is a compact Riemannian manifold, O(M) is compact (since the fiber is the orthog-
onal group O(n), which is compact) and therefore, Isom(M) is a compact Lie group.
Conversely, any connected compact Lie group G acts on a compact Riemannian manifold
isometrically and effectively. We can simply take M = G as a manifold and provide it
with any left-invariant Riemannian metric.
For the following, one can find a proof in [Ser92], Part I, Chapter VI, Paragraph 4,
Corollary 1.
Lemma 1.2. Let g be a Lie algebra and r its radical, that is, the largest solvable ideal
with respect to inclusion. Then there exists a subalgebra l, which is trivial or semisimple,
such that g = l  r is a semidirect sum. This decomposition is called Levi decomposition.
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The first part of the following proposition is due to [Got49], Lemma 4. A proof of the
second part one can find in [Vir93], Proposition 4.2. Note that the second part implies
the first one.
Proposition 1.3. The following is true:
(i) Let G be a Lie group and H a connected semisimple Lie subgroup. If H has finite
center, H is closed in G.
(ii) Let G be a Lie group and H a connected semisimple or nilpotent Lie subgroup. If
H is not closed in G, the center of H is not compact.
Definition. A Lie algebra g is reductive, if its radical is equal to its center z(g) (cf.
[OV94], Chapter 1, Paragraph 3.5).
Proposition 1.4. A Lie algebra g is reductive if and only if g = [g, g] ⊕ z(g) is a direct
sum with [g, g] trivial or semisimple.
Proof. Assume that g is reductive. By Lemma 1.2, the Levi decomposition yields the
direct decomposition g = l ⊕ z(g) with l trivial or semisimple. Clearly, [g, g] = [l, l] = l.
Now let g = [g, g] ⊕ z(g) be direct. The radical intersects [g, g] in a solvable ideal. But
[g, g] is trivial or semisimple, so this intersection is trivial. Since the radical is the largest
solvable ideal and the center of g is solvable, it follows that the radical is equal to the
center.
Definition. A Lie algebra g is compact, if it is isomorphic to the Lie algebra of a compact
Lie group G.
The following proposition is a standard Lie algebraic result. One can find a proof in
[Bou05], Chapter IX, Paragraph 1.3, Proposition 1 (for various characterizations of re-
ductive algebras, see [Bou89], Chapter I, Paragraph 6.4, Proposition 5).
Proposition 1.5. For a Lie algebra g, the following are equivalent:
(i) g is compact.
(ii) g possesses a positive definite symmetric bilinear form b which is ad-invariant, that
is, b([X, Y ], Z) = b(X, [Y, Z]) for all X, Y, Z ∈ g.
(iii) g is reductive and the Killing form of g is negative semidefinite.
Corollary 1.6. A Lie algebra g is compact semisimple if and only if its Killing form is
negative definite.
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Proof. It is well-known that g is semisimple if and only if its Killing form is non-
degenerate. Also, a semisimple algebra is reductive. The claim now follows from Propo-
sition 1.5.
Corollary 1.7. Subalgebras of compact algebras are itself compact.
Proof. This follows directly from Proposition 1.5 using (ii).
Corollary 1.8. If g is compact, g = [g, g] ⊕ z(g) is a direct sum with [g, g] compact
semisimple.
Proof. Use Proposition 1.5 (iii) to see that g is reductive and Proposition 1.4 and Corol-
lary 1.7 for the direct decomposition.
The following lemma one can find for example in [Oni93], Part I, Theorem 2.12.
Lemma 1.9. If G is a connected abelian Lie group, then it is isomorphic to the additive
group Tm ×Rm′ of a m-dimensional torus Tm and a m′-dimensional vector space Rm′.
The next result is a classical one due to [Iwa49], Theorem 4.
Lemma 1.10. A compact normal abelian subgroup in a connected topological group is
contained in its center.
1.2 Examples
Theorem 2 that is stated in Chapter 2 describes the structure of the Lie algebra of a
Lie group acting isometrically and locally effectively on a Lorentzian manifold of finite
volume. It is isomorphic to a direct sum k⊕a⊕s, where k is compact semisimple, a abelian
and s is either trivial, the two-dimensional affine algebra, the two-dimensional special
linear algebra, a Heisenberg algebra or a twisted Heisenberg algebra. In Section 1.2.1,
we begin the description and investigation of these Lie algebras with the summand
k ⊕ a and continue with the other algebras in the order we listed them in the last
sentence.
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1.2.1 Product with a compact Riemannian manifold
Let (M, g) be a Lorentzian manifold of finite volume and (N, h) be a compact Rieman-
nian manifold. Then M × N with the product metric g × h is a Lorentzian manifold of
finite volume and Isom(M) × Isom(N) ⊆ Isom(M × N).
Thus, if H is any connected compact Lie group and G a Lie group acting isometri-
cally and (locally) effectively on some Lorentzian manifold of finite volume, so H × G
acts isometrically and (locally) effectively on a (in general different) Lorentzian mani-
fold of finite volume. Due to Corollary 1.8, the Lie algebra of H × G is given by the
direct sum k ⊕ a ⊕ g, where g is the Lie algebra of G, k is compact semisimple and a
abelian.
1.2.2 Two-dimensional affine algebra
The two-dimensional affine group Aff(R) is the group of orientation preserving affine
transformations of the real line. It is centerless, simply-connected and isomorphic to the
identity component of the group of upper triangular matrices in the two-dimensional spe-
cial linear group SL2(R). Thus, we can identify its Lie algebra aff(R) as the subalgebra
of sl2(R) spanned by
X :=
⎛⎝12 0
0 −12
⎞⎠ and Y :=
⎛⎝0 1
0 0
⎞⎠ .
X corresponds to the infinitesimal generator of the scaling transformations and Y to the
infinitesimal generator of the translations. They satisfy the relation [X, Y ] = Y . Note
that the Killing form of aff(R) is positive semidefinite and the kernel is exactly the span
of Y .
Considering Aff(R) as a subgroup of SL2(R), an isometric and locally effective action
on a compact Lorentzian manifold is given by restricting the action of SL2(R) given in
the next paragraph.
1.2.3 Special linear algebra
The two-dimensional special linear group SL2(R) is the matrix group consisting of all
real 2 × 2-matrices of determinant 1.
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We can consider its Lie algebra sl2(R) as the subalgebra of the general linear algebra
gl2(R) that is spanned by
e :=
⎛⎝0 1
0 0
⎞⎠ , f :=
⎛⎝0 0
1 0
⎞⎠ and h :=
⎛⎝1 0
0 −1
⎞⎠ .
They satisfy the relations [e, f ] = h, [h, e] = 2e and [h, f ] = −2f and therefore form an
sl2-triple (cf. [OV94], Chapter 6, Paragraph 2.1).
Definition. A triple {e, f, h} of elements in a Lie algebra g satisfying [e, f ] = h, [h, e] =
2e and [h, f ] = −2f , is called an sl2-triple.
sl2(R) is a simple Lie algebra. Its Killing form k in the ordered basis (e, f, h) is deter-
mined by the matrix ⎛⎜⎜⎝
0 4 0
4 0 0
0 0 8
⎞⎟⎟⎠
and defines a Lorentzian scalar product.
Since the Killing form is ad-invariant, k defines a bi-invariant Lorentzian metric on the
universal cover S˜L2(R). Thus, it passes to a Lorentzian metric on the centerless quotient
group PSL(2,R), on which S˜L2(R) and any central quotient group acts isometrically and
locally effectively by left multiplication. The same is true for a quotient PSL(2,R)/Λ,
where Λ is a uniform lattice, that is, a cocompact discrete subgroup of PSL(2,R). Such
a lattice exists (cf. [EW11], Lemma 11.12).
1.2.4 Heisenberg algebra
The Heisenberg algebra hed of dimension 2d + 1, d > 0, is spanned by the elements
Z,X1, Y1, . . . , Xd, Yd. The non-vanishing Lie brackets are given by
[Xk, Yk] = Z,
k = 1, . . . , d. A Lie algebra g is isomorphic to a Heisenberg algebra if and only if its center
z(g) is one-dimensional (spanned by Z) and there is a complementary vector space V ⊂ g
and a non-degenerate alternating bilinear form ω, such that [X, Y ] = ω(X, Y )Z for all
X, Y ∈ V . To see this, simply notice that there is a symplectic basis {X1, Y1, . . . , Xd, Yd}
of V , that is,
ω(Xk, Yj) = δjk and ω(Xk, Xj) = 0 = ω(Yk, Yj)
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for all j and k.
Definition. A set {Z,X1, Y1, . . . , Xd, Yd} of elements in a Heisenberg algebra fulfilling
the same relations as above, is called a canonical basis. A Heisenberg group is a Lie
group with Lie algebra hed.
The Heisenberg algebra is two-step nilpotent. Let H˜ed denote the simply-connected Lie
group with Lie algebra hed. As a matrix group, H˜ed can be represented as the set of
(d + 2) × (d + 2)-matrices ⎛⎜⎜⎝
1 x z
0 Id y
0 0 1
⎞⎟⎟⎠ ,
where x and y are real row and column vectors of length d, respectively, z ∈ R and Id
is the d × d-identity matrix (cf. [GW86], Definitions and Notation 2.1 (a)). The center
is isomorphic to R. Let Λ be a (uniform) lattice of the center (isomorphic to Z) and
consider the quotient group H˜ed/Λ. This quotient is up to isomorphism independent of
the choice of Λ.
Definition. The quotient H˜ed/Λ is denoted by Hed.
The Heisenberg groups Hed is a subgroup of the twisted Heisenberg groups explained in
the next paragraph. The universal cover H˜ed/Λ is a subgroup of some twisted Heisen-
berg group as well. Therefore, an isometric and locally effective action on a compact
Lorentzian manifold is given by the corresponding restriction of the action given in the
next paragraph.
1.2.5 Twisted Heisenberg algebras
Let λ = (λ1, . . . , λd) ∈ Rd+, d > 0. The corresponding twisted Heisenberg algebra heλd
of dimension 2d + 2 is spanned by the elements T, Z,X1, Y1, . . . , Xd, Yd and the non-
vanishing Lie brackets are given by
[Xk, Yk] = λkZ, [T,Xk] = λkYk and [T, Yk] = −λkXk,
k = 1, . . . , d. Thus, heλd = RT  hed is a semidirect sum, where hed can be identified
with the subalgebra spanned by Z,X1, Y1, . . . , Xd, Yd.
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Definition. A set {T, Z,X1, Y1, . . . , Xd, Yd} of elements in a twisted Heisenberg algebra
fulfilling the same relations as above, is called a canonical basis. A twisted Heisenberg
group is a Lie group with Lie algebra heλd .
Now let H˜eλd be the simply-connected Lie group with Lie algebra heλd and let exp : heλd →
H˜eλd be the exponential. Then H˜eλd = exp(RT ) H˜ed, where H˜ed can be identified with
exp(hed).
For all k, the subspace Vk := span {Xk, Yk} is adT -invariant and the action of adtT on Vk
defined by the ordered basis (Xk, Yk) is described by the matrix⎛⎝ 0 −tλk
tλk 0
⎞⎠ ,
t ∈ R. Therefore, the action of Adexp(tT ) = exp(adtT ) on the space Vk corresponds to
the matrix ⎛⎝cos(tλk) − sin(tλk)
sin(tλk) cos(tλk)
⎞⎠ .
Also, adT acts trivially on the center of hed.
If λ ∈ Qd+, then Λ′ := ker(exp ◦ad : RT → Aut(heλd)) is a (uniform) lattice in RT . As in
1.2.4, let Λ be a lattice of the center of H˜ed.
Definition. Let λ ∈ Qd+. Then Heλd := H˜eλd/(Λ′ × Λ). In an analogous way, we define
Heλd := H˜eλd/Λ′.
Remark. We have Heλd ∼= S1  Hed and Heλd ∼= S1  H˜ed.
By construction, S1 acts trivially on the center of Hed and as a rotation on the subgroups
generated by Vk. We will see in the sequel that the universal cover H˜eλd cannot be a
closed subgroup of the isometry group of a Lorentzian manifold of finite volume, but
Heλd can.
Lemma 1.11. Let λ, η ∈ Rd+. Then heλd ∼= heηd if and only if there is an a ∈ R+, such
that {λ1, . . . , λd} = {aη1, . . . , aηd} as sets.
Proof. We first prove the backward direction.
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Let {T, Z,X1, Y1, . . . , Xd, Yd} and {T ′, Z ′, X ′1, Y ′1 , . . . , X ′d, Y ′d} be canonical bases of heλd
and heηd, respectively. σ denotes the permutation of {1, . . . , d} such that λk = aησ(k).
Then the linear map f : heλd → heηd defined by
f(T ) = aT ′, f(Z) = 1
a
Z ′, f(Xk) = X ′σ(k) and f(Yk) = Y ′σ(k)
is an isomorphism of Lie algebras.
For the forward implication, let {T, Z,X1, Y1, . . . , Xd, Yd} be a canonical basis of g :=
heλd . Then
h := [g, g] = span {Z,X1, Y1, . . . , Xd, Yd} ∼= hed and z(g) = RZ = [h, h]
do not depend on the choice of the basis. The same is true for
a := {X ∈ g|[X, g] ∩ z(g) = {0}} = z(g) +RT.
Now fix T ′ ∈ a\z(g). Then T ′ = aT + bZ for real numbers a, b; a = 0. Thus,
adT ′ = aadT . It is easy to see that adT is semisimple. Hence, there is an adT -
invariant vector space V complementary to the adT -invariant subspace a. It follows
that V = span {X1, Y1, . . . , Xd, Yd}.
adT is an automorphism of V and has the eigenvalues λki with respect to the invari-
ant eigenspaces Vk := span {Xk, Yk}, k = 1, . . . , d. Thus, adT ′ is also an automor-
phism of V and has the eigenvalues aλki with respect to the invariant eigenspaces
Vk := span {Xk, Yk}, k = 1, . . . , d. So we have shown that the set {λ1, . . . , λd} is
determined up to multiplication with a positive real number a.
Corollary 1.12. The isomorphism classes of H˜eλd , λ ∈ Qd+, are in one-to-one-corre-
spondence with the set Zd+/ ∼, where λ ∼ η if and only if there exists a ∈ R+, such
that
{λ1, . . . , λd} = {aη1, . . . , aηd} .
In the following, we will describe compact Lorentzian manifolds, on which H˜eλd acts
isometrically and locally effectively.
Proposition 1.13. The following is true:
(i) A twisted Heisenberg algebra heλd admits an ad-invariant Lorentz form.
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(ii) Any ad-invariant Lorentzian scalar product on heλd is determined by two real param-
eters α, β, where α > 0. Moreover, ad(hed)- and ad(heλd)-invariance are equivalent.
(iii) Conversely, if the Lie algebra of a semidirect product S1Hed or S1 H˜ed, respec-
tively, admits an ad-invariant Lorentz form, then S1Hed or S1H˜ed, respectively,
is a twisted Heisenberg group.
(iv) Up to finite index of the lattices, there is a bijective correspondence between lattices
in a twisted Heisenberg group S1Hed and lattices in the subgroup Hed, which are
equivalent to lattices in H˜ed. Also, up to finite index of the lattices, there is a
bijective correspondence between lattices in a twisted Heisenberg group S1  H˜ed
and lattices in the subgroup H˜ed
Proof. (i) Let {T, Z,X1, Y1, . . . , Xd, Yd} be a canonical basis of heλd and define V :=
span {X1, Y1, . . . , Xd, Yd}.
We define the symmetric bilinear form 〈·, ·〉 by
〈Z,Z〉 = 0,
〈Xj, Xk〉 = 〈Yj, Yk〉 = δjkα,
〈Xj, Yk〉 = 0,
〈Z,Xk〉 = 〈Z, Yk〉 = 〈T,Xk〉 = 〈T, Yk〉 = 0.
for all j, k = 1, . . . , d, and
〈T, Z〉 = α and 〈T, T 〉 = β
with two real parameters α, β, where α > 0. Then 〈·, ·〉 is a Lorentzian scalar product.
We have to show, that
〈[W,X], Y 〉 + 〈X, [W,Y ]〉 = 0 (ad)
holds for all W,X, Y ∈ heλd . By linearity, it suffices to check Equation (ad) for the
canonical basis elements.
Consider W = T . adT is trivial on span {T, Z} and by construction, adT restricted to
V := span {X1, Y1, . . . , Xd, Yd} is a skew-symmetric matrix with respect to a canonical
basis. Thus, (ad) is satisfied.
If W = Z, then (ad) is satisfied since Z lies in the center.
Now let W ∈ V . If X, Y ∈ hed, then [W,X] and [W,Y ] lie in the center, which is
orthogonal to V . If X = Y = T , then (ad) follows from the fact that T is orthogonal
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to V  [W,X], [W,Y ]. For symmetry reasons, it therefore suffices to check the equation
for X = T , Y = T .
In the case X = Z, we can use that Z lies in the center and is orthogonal to V .
If W = Xk and X = Yk or W = Yk and X = Xk, then [W,X] = 0 and [W,Y ] ∈ RW ′ is
orthogonal to X, where W ′ = Yk or W ′ = Xk, respectively.
Finally, we consider W = Xk and X = Yk or W = Yk and X = Xk. Then
〈[W,X], Y 〉 + 〈X, [W,Y ]〉 = 〈±λkZ, T 〉 + 〈X,∓λkX〉 = ±λkα ∓ λkα = 0
and we are done.
(ii) As above, we choose a canonical basis {T, Z,X1, Y1, . . . , Xd, Yd} of heλd . Let V :=
span {X1, Y1, . . . , Xd, Yd} and 〈·, ·〉 be an ad(hed)-invariant Lorentzian scalar product on
heλd . Then Equation (ad) holds for all X, Y ∈ heλd and W ∈ hed.
Let X = Xk, Y = Yk. Equation (ad) yields
〈Xk, Z〉 = 0 for W = Xk and 〈Yk, Z〉 = 0 for W = Yk.
This is true for any k. If we choose W = Xk, X = Yk, Y = Z, we obtain
〈Z,Z〉 = 0.
For X = T, Y = Xj and W = Xk, we get for all j, k that
〈Yk, Xj〉 = 0.
X = T, Y = Xj and W = Yk, k = j, yields for all j = k that
〈Xk, Xj〉 = 0.
In the same way, for all j = k,
〈Yk, Yj〉 = 0.
Choosing X = T, Y = Xk and W = Yk in Equation (ad), we obtain for all k that
〈Xk, Xk〉 = 〈T, Z〉.
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Analogously, for all k we have
〈Yk, Yk〉 = 〈T, Z〉.
Thus, 〈·, ·〉 is determined by the two real parameters α := 〈T, Z〉 and β := 〈T, T 〉. Since
〈·, ·〉 is Lorentzian, α > 0.
(iii) Now let {T, Z,X1, . . . , Yd} be a canonical basis of the Lie algebra of the semidirect
product S1Hed or S1H˜ed, respectively, meaning that T is a generator of the S1-factor
and {Z,X1, . . . , Yd} is a canonical basis of the Heisenberg subalgebra. Denote by 〈·, ·〉
the ad-invariant Lorentz form.
Let akZ and bkZ be the Z-components (with respect to the canonical basis) of [T,Xk]
and [T, Yk], respectively. Define
T ′ := T +
d∑
k=1
(akYk − bkXk).
Then adT ′ is an endomorphism of the subspace V , which is defined as above.
Since
〈[Xk, Yk], X〉 = 〈Xk, [Yk, X]〉 = 0
for any canonical basis element X of V and all k,
〈Z,X〉 = 0
for all X ∈ hed. Because 〈·, ·〉 is a Lorentz form, 〈·, ·〉 restricted to V × V is positive
definite and
α := 〈T ′, Z〉 = 0.
Passing to −T ′ instead of T ′ if necessary, we may suppose α > 0.
We have
〈[T ′, Z], X〉 = 〈T ′, [Z,X]〉 = 0
for all X ∈ hed and using the adT ′-invariance, also
〈[T ′, Z], T ′〉 = −〈Z, [T ′, T ′]〉 = 0.
Thus,
[T ′, Z] = 0.
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Let ω be the non-degenerate alternating bilinear form on V defined by the relation
[X, Y ] = ω(X, Y )Z.
With respect to an 〈·, ·〉-orthonormal basis of V , ω corresponds to a skew-symmetric
matrix Ω. Ω has no kernel. Choose an eigenvector X ∈ V of the symmetric matrix Ω2.
Then 〈ΩX,X〉 = 0 and
U := span {X,ΩX}
is Ω-invariant. Furthermore, for any A ∈ U⊥,
〈ΩA,B〉 = −〈A,ΩB〉 = 0
for all B ∈ U , so U⊥ is Ω-invariant. Clearly, the operator Ω|U⊥ is still skew-self-adjoint.
Proceeding by induction, we find an 〈·, ·〉-orthonormal basis b1, . . . , b2d such that for
j < k, ω(bj, bk) = 0, unless j = 2l − 1, k = 2l. Thus, without loss of generality, we can
choose {X1, Y1, . . . , Xd, Yd} to be an 〈·, ·〉-orthogonal basis.
Using 〈[T ′, X], Y 〉 = 〈T ′, [X, Y ]〉 = ω(X, Y )α,
[T ′, Xk] =
α
〈Yk, Yk〉Yk and [T
′, Yk] = − α〈Xk, Xk〉Xk.
For any parameters η1, . . . , ηd ∈ R+, the basis
{
Z, η1X1,
1
η1
Y1, . . . , ηdXd,
1
ηd
Yd
}
of hed
fulfills the same Lie bracket relations as a canonical basis. Let us choose
ηk := 4
√√√√ 〈Yk, Yk〉
〈Xk, Xk〉
for k = 1, . . . , d. Then for all k,
〈ηkXk, ηkXk〉 = 〈 1
ηk
Yk,
1
ηk
Yk〉.
Without loss of generality, we can choose the basis {Z,X1, Y1, . . . , Xd, Yd} in such a way
that 〈Xk, Xk〉 = 〈Yk, Yk〉 holds for all k. With
λk :=
α
〈Xk, Xk〉 ,
[T ′, Xk] = λkYk and [T ′, Yk] = −λkXk. λk > 0 since α > 0.
Because of the S1-factor in the semidirect product, all quotients λj
λk
have to be rational.
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The claim now follows from Lemma 1.11.
(iv) The nilradical of the twisted Heisenberg group Heλd = S1Hed is the subgroup Hed.
A theorem of Mostow states, that if Γ is a lattice in a connected solvable Lie group R
with nilradical N , so is Γ ∩ N a lattice in N (cf. [OV00], Part I, Theorem 3.6). If we
apply this to our situation, we obtain that given a lattice Γ in Heλd , Γ ∩ Hed is a lattice
in Hed. Since Hed is cocompact in Heλd , any lattice in Hed is also one in Heλd . Obviously,
Γ ∩ Hed has finite index in Γ. The same argumentation remains true if we replace Hed
by H˜ed.
If we consider the universal cover π : H˜ed → Hed, then π−1(Γ) is a lattice in H˜ed if Γ is a
lattice in Hed. Conversely, let Γ˜ be a lattice in H˜ed. By [Rag72], Proposition 2.17, C ∩ Γ˜
is a lattice in C, where C is an element of the ascending central series of H˜ed. Choosing
C = Z(H˜ed) to be the center of H˜ed, we see that Γ′ := Z(H˜ed) ∩ Γ˜ is a lattice in the
center. Thus, Γ˜ projects to a lattice of Hed ∼= H˜ed/Γ′.
Remark. In [GW86], Theorem 2.4, a classification of all uniform lattices in H˜ed up to
automorphisms of H˜ed is given. Note that any lattice in the simply-connected nilpotent
Lie group H˜ed is uniform (cf. [OV00], Part I, Chapter 2, Theorem 2.4).
The uniform lattices are classified up to automorphism of H˜ed by the lattices Γr, con-
structed in the following way: Let r = (r1, . . . , rd) ∈ Zd+, such that rj divides rj+1 for
all j = 1, . . . , d − 1. In the matrix model of H˜ed given in Section 1.2.4, Γr consists of all
(d + 2) × (d + 2)-matrices ⎛⎜⎜⎝
1 x z
0 Id y
0 0 1
⎞⎟⎟⎠ ,
such that z ∈ Z, the row vector x = (x1, . . . , xd) has the property, that xj ∈ rjZ for all
j = 1, . . . , d, and the column vector y has integer entries.
From the proof of the third part of Proposition 1.13, we see the following:
Corollary 1.14. Let 〈·, ·〉 be a positive definite scalar product on V , where V is a
vector space complement to the center RZ in hed. Then there exists a canonical basis
{Z,X1, Y1, . . . , Xd, Yd}, such that {X1, Y1, . . . , Xd, Yd} ⊂ V is 〈·, ·〉-orthogonal.
As a consequence of the fourth part of Proposition 1.13, a twisted Heisenberg group Heλd
or Heλd admits a uniform lattice Λ, since H˜ed has a uniform lattice. For example, in the
15 Chapter 1. Lie groups acting isometrically on Lorentzian manifolds
matrix representation given in Section 1.2.4, a uniform lattice is given by x and y having
integer entries and z ∈ Z.
Note that by a theorem of Mostow (cf. [Mos62], Theorem 6.2), for a solvable Lie group
G and a closed subgroup H ⊆ G, G/H is compact if it has a finite invariant measure.
Thus, any lattice Λ in Heλd or Heλd , respectively, is uniform.
Any ad-invariant Lorentz form on the Lie algebra given in Proposition 1.13 (i) gives a
Lorentzian metric on Heλd/Λ or Heλd/Λ, respectively, such that Heλd acts isometrically
and locally effectively by left multiplication.
1.3 Induced bilinear form on the Lie algebra
Let M = (M, g) be a Lorentzian manifold of finite volume and μ the corresponding
Lebesgue measure on the manifold. We consider a connected Lie group G with Lie
algebra g acting isometrically and locally effectively on M .
According to Proposition 1.1 and the preceding remark, X, Y ∈ g correspond to Killing
vector fields X˜, Y˜ in M .
Definition. In the situation above, let U be a G-invariant non-empty open subset of
M , such that for any X, Y ∈ g,
∣∣∣g(X˜, Y˜ )(x)∣∣∣ ≤ C for all x ∈ U , where C is a constant
depending only on X, Y . Then κ is the induced bilinear form on g defined by
κ(X, Y ) :=
∫
U
g(X˜, Y˜ )(x)dμ(x).
Lemma 1.15. In the situation above, the following is true:
(i) For any f ∈ G and X ∈ g, df(X˜(x)) = A˜df (X)(f · x) for all x ∈ M .
(ii) κ is Ad-invariant, that is, κ(Adf (X),Adf (Y )) = κ(X, Y ) for all f ∈ G and X, Y ∈
g.
(iii) κ is ad-invariant.
Proof. (i) By definition of X˜, we have:
df
(
X˜ (x)
)
= ∂
∂t
(f · (exp (tX) · x)) |t=0
= ∂
∂t
((
f exp (tX) f−1
)
f · x
)
|t=0
= A˜df (X) (f · x) .
1.3. Induced bilinear form on the Lie algebra 16
(ii) By the first part and because G acts isometrically,
κ (Adf (X) ,Adf (Y )) =
∫
U
g
(
A˜df (X), A˜df (Y )
)
(x) dμ (x)
=
∫
U
g
(
df(X˜), df(Y˜ )
) (
f−1 · x
)
dμ (x)
=
∫
U
g(X˜, Y˜ ) (y) dμ (y)
= κ (X, Y ) .
(iii) By the second part, for any X, Y, Z ∈ g we have:
κ([X, Y ], Z) = κ
(
∂
∂t
(
Adexp(tX)(Y )
)
|t=0, Z
)
= ∂
∂t
(
κ(Adexp(tX)(Y ), Z)
)
|t=0
= ∂
∂t
κ(Y,Adexp(−tX)(Z))|t=0
= κ
(
Y,
∂
∂t
(
Adexp(−tX)(Z)
)
|t=0
)
= −κ(Y, [X,Z]).
In the case that M is compact, we can simply take U = M . But in general, this is not
possible for a semi-Riemannian manifold of finite volume.
Example. Consider M = R3 with cylindrical coordinates (r, ϕ, z) on M\ {0} and the
Lorentzian metric
g(r,ϕ,z) = f(r)2dr2 + r2dϕ2 − exp(−2z2)dz2.
Here f : R+ → R+ is a smooth function with f(r) = 1 if r < 1 and f(r) = r−3 if r > 2.
It follows that g extends to a Lorentzian metric on the whole of M .
The volume form of M = (M, g) is determined by
dvol = rf(r) exp(−z2)drdϕdz.
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Hence, the volume of M is
vol(M) =
∫
M
rf(r) exp(−z2)drdϕdz
= 2π
√
π
∞∫
0
rf(r)dr
= 2π
√
π
⎛⎝1
2 +
2∫
1
rf(r)dr + 12
⎞⎠ < +∞.
S1 is acting isometrically and effectively on M : θ ∈ S1 corresponds to the isometry
(r, ϕ, z) → (r, ϕ + θ, z). Thus, ∂
∂ϕ
is a Killing vector field corresponding to an element
of the Lie algebra of S1. g(r,ϕ,z)
(
∂
∂ϕ
, ∂
∂ϕ
)
= r2. Therefore,
∫
M
g
(
∂
∂ϕ
,
∂
∂ϕ
)
dvol =
∫
M
r3f(r) exp(−z2)drdϕdz
= 2π
√
π
∞∫
0
r3f(r)dr
= 2π
√
π
⎛⎝1
4 +
2∫
1
r3f(r)dr +
∞∫
2
1dr
⎞⎠ = +∞.
The given example can be easily generalized to higher dimensions and different signatures
of the metric.
We will now show that an open set U as required in the definition of κ always exists
in our situation. The idea of the proof is due to Zeghib, but was not mentioned in
[Zeg98b].
Proposition 1.16. Let M = (M, g) be a semi-Riemannian manifold of finite volume
and G a connected Lie group with Lie algebra g acting isometrically and locally effectively
on M . Then there is a G-invariant non-empty open subset U ⊆ M , such that for any
X, Y ∈ g,
∣∣∣g(X˜, Y˜ )(x)∣∣∣ ≤ C for all x ∈ U , where C is a constant depending only on
X, Y .
Proof. We consider the Gauß map Ga : M → S2g, which maps x ∈ M to the symmetric
bilinear form bx defined by
bx(X, Y ) = gx(X˜(x), Y˜ (x)).
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G acts from the left on M through isometries and on S2g through the adjoint represen-
tation:
(f · b)(X, Y ) := b(Adf−1(X),Adf−1(Y ))
for any f ∈ G, b ∈ S2g. Using the first part of Lemma 1.15, we obtain:
bf ·x(X, Y ) = gf ·x(X˜(f · x), Y˜ (f · x))
= gx(df−1(X˜(f · x)), df−1(Y˜ (f · x)))
= gx( ˜Adf−1(X)(x), ˜Adf−1(Y )(x))
= (f · b)x(X, Y ).
Thus, Ga is G-equivariant. If the image of Ga consists of only one point, we are done.
So suppose the image of Ga consists of more than one point. Let Ga(μ) denote the push-
forward of the Lebesgue measure μ on M under the Gauß map. Ga(μ) is G-invariant.
S2g is a real vector space and G acts linearly on S2g, that is, the action of G is associated
to a representation  : G → GL(S2g). The representation
P() : G → GL(S2g) → PGL(S2g)
results in an action of G on the projective space P(S2g).
The Gauß map induces a G-equivariant map M → P(S2g). Let λ denote the push-
forward of μ. λ is a G-invariant finite measure on P(S2g). Without loss of generality,
we may assume that vol(M) = 1, so λ is a probability measure.
It turns out that the Fürstenberg lemma is quite powerful in situations like our. One
can find a proof in [Zim84], Lemma 3.2.1. For convenience, we will formulate only a
special case of it, which is sufficient for our purposes.
Lemma 1.17. Let λ be a probability measure on RPd. Consider a sequence {Tm}∞m=0
of projective transformations leaving λ invariant. Then at least one of the following
statements is true:
(i) {Tm}∞m=0 is a precompact sequence in PGL(n,R).
(ii) There exist linear subspaces V,W ⊂ Rd, 1 ≤ dim V, dimW ≤ d − 1, such that the
support of λ is contained in P(V ) ∪ P(W ).
The lemma applies to our situation considering a sequence {fm}∞m=0 of elements of G
acting on P(S2g). Suppose we are in the case (ii) of lemma 1.17. If one of the subspaces
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V,W is contained in the other, we may ignore this subspace. Then the support of
λ is contained in say P(V ). Because λ is G-invariant and G is connected and acts
by projective transformations on P(S2g), the subspace V is G-invariant if V is chosen
minimal with respect to inclusion. Analogously, if the support of λ is contained in
P(V ) ∪ P(W ) and neither V ⊆ W nor W ⊆ V , V and W are G-invariant if they are
chosen minimal with respect to inclusion. Thus, we can apply the Fürstenberg lemma
also to V and W instead of S2g.
By induction, we may suppose that the support of λ is contained in the union P(V1) ∪
. . . ∪ P(Vk) with G-invariant subspaces Vj ⊂ S2g, 1 ≤ dim Vj < dimS2g, no subspace is
contained in another and applying lemma 1.17 to one of the Vj results in the case (i).
Additionally, we suppose that all the Vj are chosen minimal with respect to inclusion.
Note that we assume the image of Ga to consist of more than one point, so k > 0.
The action of G on Vj is associated to the map j : G → GL(Vj) induced by . Let
πj : GL(Vj) → PGL(Vj) denote the canonical projection. By assumption, πj(j(G)) is
precompact in PGL(Vj).
The push-forward of the Lebesgue measure on M under πj ◦ Ga : M → S2g → Vj,
πj : S2g → Vj being the canonical projection, is denoted by λj and is a G-invariant
probability measure. Assume that tidVj ∈ j(G), for some real t with |t| = 1. Since j(G)
is a subgroup of GL(Vj), for any m ∈ Z+, there are tm, t′m ∈ R such that tmidVj , t′midVj ∈
j(G) and 0 < |t| < 1m , |t′| > m.
But λj is G-invariant, so one easily follows that the measure is concentrated on 0 ∈ Vj,
contradicting the minimality of Vj with respect to inclusion. Thus, tidVj ∈ j(G) only
if |t| = 1. Hence, the kernel of πj|j(G) contains at most two elements. Therefore, since
πj(j(G)) is precompact in PGL(Vj), j(G) is precompact in GL(Vj).
In summary, we have shown that G acts precompactly on V1 ∪ . . . ∪ Vk, which contains
the support of Ga(μ), that is, there is a compact group K ⊂ GL(S2g) and a group
homomorphism ˜ : G → K, such that for all f ∈ G,
(f)|supp(Ga(μ)) = ˜(f)|supp(Ga(μ)).
Let C be an K-invariant bounded open subset of S2g intersecting Ga(M) non-trivially
(for example, C is the K-orbit of an open ball containing an element of the image of
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Ga). Let UC := Ga−1(C) and U be the G-orbit of UC . Since C is open, UC and hence
U are open as well. Also, U is G-invariant and non-empty. Because C is K-invariant,
Ga(U) ∩ supp(Ga(μ)) = Ga(UC) ∩ supp(Ga(μ)).
Since Ga(μ) is the push-forward of μ, it follows that U\UC is a set of μ-measure zero.
Thus, UC is dense in U .
By construction, for any X, Y ∈ g,
∣∣∣g(X˜, Y˜ )(x)∣∣∣ is bounded uniformly on UC . Since UC
is dense in U , it is also bounded uniformly on U .
The proof of Proposition 1.16 yields the following corollary of the Fürstenberg lemma:
Corollary 1.18. Suppose that a connected Lie group G is acting continuously and lin-
early on a real vector space V and is preserving a finite measure μ on V . Then G acts
precompactly on the support of μ, that is, there is a Lie group homomorphism  : G → K,
K ⊂ GL(V ) a compact subgroup, such that for all x in the support of μ, f ·x = (f)(x).
Our next aim is to show a certain non-degeneracy condition of κ, which will allow us to
classify the possible Lie algebras g of Lie groups acting isometrically and (locally) effec-
tively on Lorentzian manifolds of finite volume. The key point is that κ(X,X) ≥ 0 if X ∈
isom(M) generates a non-precompact one-parameter group in Isom(G).
Proposition 1.19. Let M = (M, g) be a Lorentzian manifold of finite volume. If
X ∈ isom(M) generates a non-precompact one-parameter group in Isom(M), then X˜ is
non-timelike everywhere, that is, g(X˜, X˜)(x) ≥ 0 for all x ∈ M .
Proof. It suffices to show, that if for the generator X ∈ isom(M) of a one-parameter
group {ϕt}t∈R of isometries the corresponding vector field X˜ is somewhere timelike, then
{ϕt}t∈R is precompact.
{ϕt}t∈R preserves the Lebesgue measure μ on M . By assumption, μ(M) < ∞, so
without loss of generality, μ is a probability measure. As a consequence of the Poincaré
recurrence theorem, μ-almost all x ∈ M are recurrent with respect to {ϕt} (cf. [BS02],
Proposition 4.2.2), that is, for μ-almost all x ∈ M there is a sequence {tk}∞k=0 ⊂ R, such
that tk → ∞ and ϕtk(x) → x as k → ∞.
The set T of points, where X˜ is timelike, is non-empty and open. Thus, there is a
recurrent x ∈ M such that g(X˜, X˜)(x) < 0. Let {tk}∞k=0 be a sequence of real numbers,
such that tk → ∞ and xk := ϕtk(x) → x as k → ∞. Without loss of generality, xk ∈ V
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for all k, where V is a precompact neighborhood of x such that for all y in the closure
of V , X˜(y) is timelike.
Now transform for all points of T the Lorentzian metric g into a Riemannian metric h
by changing the sign along X˜ (the metric on X˜⊥ remains the same). Then {ϕt}t∈R also
preserves h (at the points where it is defined). Hence,
∥∥∥dϕtkx ∥∥∥ := max
v∈TxM\{0}
hxk (dϕtkx (v), dϕtkx (v))
hx (v, v)
= 1.
Recall the mapping φx : Isom(M) → O(M) defined by f → (dfx(s1), . . . , dfx(sn)) for
a fixed orthonormal basis {s1, . . . , sn} in the tangent space (TxM, gx). Let K ⊂ O(M)
denote the set of orthonormal frames, such that the base point lies in the closure of V
and for all j = 1, . . . , n, the h-norm of the jth vector of each frame in K is bounded by
the h-norm of sj. K is compact and by construction, φx(ϕtk) ∈ K for all k. Therefore,
{ϕtk}∞k=0 is precompact in Isom(M).
Let L be the closure of {ϕt}t∈R in Isom(M). As a connected and abelian group, L is
isomorphic to Tm × Rm′ by Lemma 1.9. Since the one-parameter group {ϕt}t∈R lies
dense in L, L is either isomorphic to a torus Tm or to the real line. But {ϕtk}∞k=0 is
precompact, so L is a torus, meaning that {ϕt}t∈R is precompact.
Lemma 1.20. Let M = (M, g) be a Lorentzian manifold of finite volume and V a
subspace of isom(M), such that for all X ∈ V , X˜ is non-timelike everywhere. Then the
restriction of the induced bilinear form κ to V ×V is positive semidefinite and its kernel
has dimension at most 1.
Proof. By assumption, X˜ is lightlike everywhere on the open set U used in the definition
of κ, if X ∈ V is κ-isotropic. So if W is a totally κ-isotropic subspace of V and x ∈ U ,
then Wx :=
{
X˜(x)|X ∈ W
}
is a totally isotropic subspace of (TxM, gx). Since g is
Lorentzian, dimWx ≤ 1 for all x ∈ U .
Thus, it suffices to show, that if two Killing vector fields X˜, Y˜ are linearly dependent on
each point of some arbitrary open set U , then one is a multiple of the other.
If one of the Killing vector fields vanishes on an open set, then it vanishes everywhere.
So let Y˜ = σX˜ = 0 on a connected open set U ′, σ a smooth function on U ′. Denote by
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∇ the Levi-Civita connection of M . Since X˜, Y˜ are Killing vector fields, ∇X˜ and ∇Y˜
are skew-self-adjoint. Therefore,
0 = g(∇Z Y˜ , Z) = dσ(Z)g(X˜, Z) + σg(∇ZX˜, Z) = dσ(Z)g(X˜, Z)
for any vector field Z on U ′. Since X˜(x) = 0 for all x ∈ U ′, X˜(x)⊥ is a subspace of
codimension 1 in TxM . Thus, the set of vectors in TxM not orthogonal to X˜(x) is dense
in TxM . It follows that dσ(Z) = 0 for all vector fields Z on U ′. Thus, σ = σ0 is constant
on U ′. Since X˜ − σ0Y˜ is a Killing vector field and vanishes on an open set, X˜ = σ0Y˜ on
M .
Corollary 1.21. Let M = (M, g) be a Lorentzian manifold of finite volume and V a
subspace of isom(M), such that the set of X ∈ V generating a non-precompact one-
parameter group of isometries is dense in V . Then the restriction of the induced bilinear
form κ to V × V is positive semidefinite and the dimension of its kernel is at most one.
Proof. The claim directly follows from Proposition 1.19 and Lemma 1.20.
Note that in general, the induced bilinear form κ is not a Lorentz form. But it turns out
that in the case of a non-compact connected component of the identity in the isometry
group, κ is either Lorentzian or positive semidefinite and the dimension of its kernel is
at most one.
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2 Main theorems
In this chapter, we describe the main results of our studies. We start with stating
the relevant theorems concerning the structure of the Lie algebras of Lie groups acting
isometrically and locally effectively on a Lorentzian manifold of finite volume in Sec-
tion 2.1. In Section 2.2, we continue in giving a geometric characterization of compact
Lorentzian manifolds admitting isometric and effective actions of a cover of PSL(2,R)
or of a twisted Heisenberg group. This will be relevant for the description of compact
homogeneous Lorentzian manifolds with such an action and the investigation of their
geometry in Section 2.3.
2.1 Algebraic theorems
The key theorem providing the classification of the Lie algebras is the following algebraic
result:
Theorem 1. Let G be a connected non-compact Lie group. Assume there is an ad-
invariant bilinear form κ on its Lie algebra g that fulfills the following non-degeneracy
condition:
() Let V be a subspace of g, such that the set of X ∈ V generating a non-precompact
one-parameter group in G is dense in V . Then the restriction of κ to V ×V is positive
semidefinite and its kernel has dimension at most one.
Then g = k ⊕ a ⊕ s is a κ-orthogonal direct sum of a compact semisimple Lie algebra k,
an abelian algebra a and a Lie algebra s, which is either trivial, isomorphic to aff(R), to
a Heisenberg algebra hed, to a twisted Heisenberg algebra heλd with λ ∈ Zd+, or to sl2(R).
Furthermore, the following is true:
(i) If s is trivial, κ is positive semidefinite and its kernel has dimension at most one.
If s is non-trivial, κ restricted to a × a and k × k is positive definite.
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(ii) Let s ∼= aff(R). Then the restriction of κ to s × s is positive semidefinite and its
kernel is exactly the span of the generator of the translations in the affine group.
(iii) Let s ∼= hed. Then the restriction of κ to s×s is positive semidefinite and its kernel
is exactly the center of hed.
(iv) Let s ∼= heλd . Then κ restricted to s × s is a Lorentz form. The subgroup in G
generated by s is isomorphic to Heλd or Heλd , if it is closed in G or not, respectively.
Moreover, the abelian subgroup generated by a ⊕ z(s) is compact.
(v) Let s ∼= sl2(R). Then κ restricted to s × s is a positive multiple of the Killing
form of s. The subgroup in G generated by s is isomorphic to some PSLk(2,R),
the k-covering of PSL(2,R), if and only if it is closed in G. Moreover, the abelian
subgroup generated by a is compact.
Remark. For both cases s ∼= sl2(R) and s ∼= heλd , λ ∈ Zd+, there exists a connected non-
compact Lie group G and a bilinear form κ on its Lie algebra g fulfilling condition (),
such that g = s⊕R and the subgroup generated by s is not closed in G. Especially, it is
not isomorphic to a finite covering of PSL(2,R) or isomorphic to Heλd , respectively. We
will show this later in Propositions 3.19 and 3.24.
According to Corollary 1.21, Theorem 1 applies to a connected non-compact closed Lie
subgroup G of Isom(M), where M is a Lorentzian manifold of finite volume. More
generally, we obtain the following classification result:
Theorem 2. Let M be a Lorentzian manifold of finite volume and G a connected Lie
group acting isometrically and locally effectively on M . Then its Lie algebra g = k⊕a⊕s
is a direct sum of a compact semisimple Lie algebra k, an abelian algebra a and a Lie
algebra s, which is either trivial, isomorphic to aff(R), to a Heisenberg algebra hed, to a
twisted Heisenberg algebra heλd with λ ∈ Zd+, or to sl2(R).
Suppose G is a Lie subgroup of the isometry group Isom(M). If s ∼= heλd , the subgroup
generated by s is isomorphic to Heλd or Heλd , if it is closed in Isom(M) or not, respectively.
If s ∼= sl2(R), the subgroup generated by s is isomorphic to some PSLk(2,R), if and only
if it is closed in Isom(M).
Together with the examples given in Section 1.2, Theorem 2 gives a complete character-
ization of the Lie algebras of Lie groups acting isometrically and locally effectively on
Lorentzian manifolds of finite volume.
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Adams and Stuck (cf. [AS97b], Theorem 1.2) and Zeghib (cf. [Zeg98a], Theorem 1.1)
independently showed, that if one are interested in the Lie algebra of a Lie group, which
can be exactly the isometry group of some compact Lorentzian manifold, only the case
of aff(R) does not appear. Additionally, a construction of compact Lorentzian manifolds
with given Lie algebra of its isometry group was done in [Zeg98a] (Section 4, proof of
Theorem 1.5). We will not go into details, but summarize the result which follows from
their investigation and Theorem 2.
Theorem 3. Let M be a compact Lorentzian manifold. Then the Lie algebra of the
isometry group Isom(M), isom(M) = k⊕ a⊕ s, is a direct sum of a compact semisimple
Lie algebra k, an abelian algebra a and a Lie algebra s, which is either trivial, isomorphic
to a Heisenberg algebra hed, to a twisted Heisenberg algebra heλd with λ ∈ Zd+, or to sl2(R).
Furthermore, the following is true:
(i) Let s ∼= heλd . Then the subgroup in Isom(M) generated by s is isomorphic to Heλd or
Heλd , if it is closed in Isom(M) or not, respectively. The abelian subgroup generated
by a ⊕ z(s) is compact.
(ii) Let s ∼= sl2(R). Then the subgroup in Isom(M) generated by s is isomorphic to
some PSLk(2,R), if and only if it is closed in Isom(M). The abelian subgroup
generated by a is compact.
Conversely, for any Lie algebra g = k ⊕ a ⊕ s as above, there is a compact Lorentzian
manifold M , such that the Lie algebra of its isometry group is isomorphic to g.
2.2 Geometric theorems
The following theorem will be important for the geometric characterization of the inves-
tigated manifolds.
Theorem 4. Let M be a compact Lorentzian manifold and G a connected Lie group
acting isometrically and locally effectively on M . Then the action of the subgroup S
generated by the direct summand s in its Lie algebra g = k ⊕ a ⊕ s (cf. Theorem 2) is
locally free.
The geometric characterization of compact Lorentzian manifolds with a non-compact
connected component of the identity in the isometry group is given by the follow-
ing:
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Theorem 5. Let M be a compact Lorentzian manifold and G a connected closed non-
compact Lie subgroup of the isometry group Isom(M). According to Theorem 2, its Lie
algebra is a direct sum g = k ⊕ a ⊕ s as described in the theorem.
(i) If the induced bilinear form κ is positive semidefinite, then s is neither isomorphic
to sl2(R) nor heλd . The orbits of G are nowhere timelike and the kernel of κ is
either trivial or the span of a lightlike Killing vector field with geodesic orbits.
(ii) If s ∼= sl2(R), M is covered isometrically by a warped product N ×σ S˜L2(R) of
a Riemannian manifold N = (N, h) and the universal cover S˜L2(R) of SL2(R)
furnished with the bi-invariant metric given by the Killing form k of sl2(R), that
is, M is covered by the manifold N × S˜L2(R) with the metric g(x,·) = σ2(x)hx × k,
σ : N → R+ smooth.
Moreover, there is a discrete subgroup Γ in Isom(N) × S˜L2(R) acting freely on
N ×σ S˜L2(R), such that M ∼= Γ\
(
N ×σ S˜L2(R)
)
.
(iii) Let s ∼= heλd and S be the subgroup generated by s. S is isomorphic to Heλd or Heλd
and the center Z(S) is isomorphic to S1 or R, if S is closed in Isom(M) or not,
respectively.
Consider the space M of ad-invariant Lorentz forms on s. Then there exist a
Riemannian manifold N = (N, h) with a locally free and isometric Z(S)-action
and a smooth map m : N → M invariant under the Z(S)-action, such that M
is covered isometrically by the Lorentzian manifold S ×Z(S) N , constructed in the
following way:
Consider the product S × N furnished with the metric g(·,x) = m(x) × hx, where
the S-factor is provided with the bi-invariant metric defined by m(x). Let O be
the distribution of N orthogonal to the Z(S)-orbits and S˜ be the distribution of S
given by the tangent spaces.
The center Z(S) acts isometrically on S by multiplication of the inverse. The
action of a central element z, which maps f to fz−1 = z−1f , corresponds to a
translation in the center component (remember the matrix model of H˜ed in Sec-
tion 1.2.4). Thus, we have a locally free and isometric action of Z(S) on S×N by
the diagonal action. Factorizing through this action, we obtain the quotient space
S ×Z(S) N . This is a manifold and we can provide it with the metric given by
projection of the induced metric on S˜ ⊕ O.
Furthermore, there is a discrete subgroup Γ in S ×Z(S) IsomZ(S)(N), the quotient
group defined in the same way as the quotient manifold above, IsomZ(S)(N) being
the group of Z(S)-equivariant isometries of N , acting freely on the space S×Z(S)N ,
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such that M ∼= Γ\
(
S ×Z(S) N
)
.
Remark. If S is not closed in Isom(M), S ∼= Heλd and Z(S) ∼= R. We obtain S×Z(S)N ∼=
Heλd ×R N in this case.
If S is closed in Isom(M), S ∼= Heλd and Z(S) ∼= S1. In this case, we obtain S ×Z(S) N ∼=
Heλd ×S1 N . Since we can extend the S1-action on N to an R-action by considering the
covering map R → S1, we easily obtain Heλd ×S1 N ∼= Heλd ×R N also in this case.
2.3 Theorems in the homogeneous case
Theorem 6. Let M be a compact homogeneous Lorentzian manifold and denote
Isom0(M) the connected component of the identity in the isometry group. Suppose
Isom0(M) is not compact and let isom(M) = k ⊕ a ⊕ s be the decomposition of its
Lie algebra according to Theorem 2.
Then either s ∼= sl2(R) or s ∼= heλd .
(i) If s ∼= sl2(R), M is covered isometrically by the metric product N × S˜L2(R) of a
compact homogeneous Riemannian manifold N = (N, h) and the universal cover
S˜L2(R) of SL2(R) furnished with the metric given by a positive multiple of the
Killing form k of sl2(R).
Furthermore, there is a uniform lattice Γ0 in S˜L2(R) and a group homomorphism
 : Γ0 → Isom(N), such that M ∼= Γ\
(
N × S˜L2(R)
)
, where Γ is the graph of .
Also, the centralizer of Γ in Isom(N × S˜L2(R)) acts transitively on N × S˜L2(R).
Isom0(M) is isomorphic to a central quotient of C × S˜L2(R), where C is the con-
nected component of the identity in the centralizer of (Γ0) in Isom(N). C acts
transitively on N .
(ii) Let s ∼= heλd and S be the subgroup generated by s. S is isomorphic to Heλd or Heλd
and the center Z(S) is isomorphic to S1 or R, if S is closed in Isom0(M) or not,
respectively.
Then there exist a compact homogeneous Riemannian manifold N = (N, h) with
a locally free and isometric Z(S)-action and an ad-invariant Lorentz form m on
s, such that M is covered isometrically by the Lorentzian manifold S ×Z(S) N ,
constructed in the following way:
Consider the metric product S × N , where S is furnished with the bi-invariant
metric defined by m. Let O be the distribution of N orthogonal to the Z(S)-orbits
and S˜ be the distribution of S given by the tangent spaces.
2.3. Theorems in the homogeneous case 28
The center Z(S) acts isometrically on S by multiplication of the inverse. Thus, we
have a locally free and isometric action of Z(S) on S × N by the diagonal action.
Factorizing through this action, we obtain the quotient space S ×Z(S) N provided
with the metric given by projection of the induced metric on S˜ ⊕ O.
Moreover, there is a discrete subgroup Γ in S ×Z(S) IsomZ(S)(N), where the lat-
ter group is constructed similarly to the space S ×Z(S) N and IsomZ(S)(N) de-
notes the group of Z(S)-equivariant isometries of N , such that M is isometric to
Γ\
(
S ×Z(S) N
)
and Γ projects isomorphically to a uniform lattice Γ0 in S/Z(S).
Also, the centralizer of Γ in Isom(S ×Z(S) N) acts transitively on S ×Z(S) N .
Isom0(M) is isomorphic to a central quotient of S ×Z(S) C, where C is the con-
nected component of the identity in the centralizer of the projection of Γ to Z(S) ·
IsomZ(S)(N) in IsomZ(S)(N). C acts transitively on N .
Remark. Note that in Part (ii) of Theorem 6, S/Z(S) is isomorphic to a semidirect
product S1  R2d, where the S1-factor acts through non-trivial rotation on the d R2-
components. The nilradical of this group is the subgroup R2d. Therefore, if Γ is a lattice
in S/Z(S), so is Γ∩R2d a lattice in R2d (cf. [OV00], Part I, Chapter 2, Theorem 3.6). It
follows that lattices in S/Z(S) and R2d are equivalent up to finite index. Any lattice in
the additive group R2d is uniform and has the form Zv1 + . . .+Zv2d, where {v1, . . . , v2d}
form a basis (cf. [OV00], Part I, Chapter 2, Theorem 1.1 and Corollary 1.2). Especially,
Γ is almost abelian in the sense that a subgroup of finite index is abelian.
Remark. The construction given in Part (ii) of Theorem 6 generalizes the example
Heλd/Λ, Λ being a uniform lattice in Heλd , given at the end of Section 1.2.5. Simply choose
N = S1 ⊂ R2 with the induced metric (R2 is provided with the Euclidean metric) and
the S1-action given by rotation and choose m to be any ad-invariant Lorentz form on
heλd . Then Heλd ×S1 N ∼= Heλd and we can choose Γ to be a lattice in Heλd . Note that
because of the bi-invariance of the induced metric on Heλd , we can consider as well left
and right quotients.
Example. Consider the three-dimensional sphere S3 ⊂ C2 with the standard metric.
This is our Riemannian manifold N . An element z ∈ S1, S1 ⊂ C, acts isometrically via
z · (w0, w1) → (zw0, zw1). This action is also known as the Hopf fibration (cf. [Bau09],
example 2.7).
Now
I := IsomS1(S3) = U(2) ∼= S1 × SU(2) ∼= S1 × S3.
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One may identify ϕ ∈ S1 with the matrix⎛⎝exp (iϕ2 ) 0
0 exp (iϕ2 )
⎞⎠ ,
which lies in the center.
We choose a uniform lattice Γ′ in Hed ⊂ Heλd , such that Γ′ intersects the center isomorphic
to S1 trivially. Since any lattice Λ of Hed intersects the compact center in finitely many
points, the statement is always true for some sublattice of finite index in Λ.
Let  : Γ′ → I be a homomorphism with values in S1 ⊂ S1 ×S3. Especially, we guarantee
that the centralizer of (Γ′) is equal to the whole U(2) and therefore acts transitively on
S3. Denote by Γ the projection of Γ ⊂ Heλd × I, the graph of , to Heλd ×S1 I.
Γ projects isomorphically to Γ′ in Heλd , and Γ projects isomorphically to a lattice Γ0 of
Heλd/Z(Heλd), because Γ′ ∩ Z(Heλd) consists only of the identity. By construction, Γ0 lies
central in Heλd/Z(Heλd) ∼= S1R2d. It easily follows that the centralizer of Γ in Heλd ×S1 I
acts transitively on Heλd ×S1 N .
Finally, the resulting manifold M = Γ\
(
Heλd ×S1 N
)
is a compact homogeneous Lorentz-
ian manifold with Heλd ⊂ Isom(M). To see that M is compact, one uses the obvious fact
that Γ\
(
Heλd × N
)
is compact.
Theorem 7. Let M be a compact homogeneous Lorentzian manifold and denote G :=
Isom0(M) the connected component of the identity in the isometry group. G acts tran-
sitively on M and the connected component of the isotropy group H ⊆ G of some point
x ∈ M is compact.
Let h ⊆ g denote the Lie algebras of both Lie groups. Then M ∼= G/H is reductive, that
is, there is an Ad(H)-invariant vector space m ⊆ g (not necessarily a subalgebra) that is
complementary to h.
In the case that the isometry group Isom(M) has non-compact connected components,
we will describe the local geometry of M in detail in Section 5.3. Two of our results
are:
Theorem 8. Let M = (M, g) be a compact homogeneous Lorentzian manifold and denote
G := Isom0(M) the connected component of the identity in the isometry group. Let H
be the isotropy group in G of some x ∈ M . Clearly, M ∼= G/H.
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(i) Suppose the Lie algebra of G contains a direct summand s isomorphic to sl2(R).
Then the isotropy representation of G/H allows a decomposition into irreducible
invariant subspaces, such that s appears as an irreducible factor.
(ii) Suppose the Lie algebra of G contains a direct summand s isomorphic to heλd ,
λ ∈ Zd+. Then the isotropy representation of G/H allows a decomposition into
weakly irreducible invariant subspaces, such that s appears as a weakly irreducible
factor. s is not irreducible and cannot be decomposed into a direct sum of irreducible
subspaces.
Theorem 9. Let M be a compact homogeneous Lorentzian manifold that is Ricci-flat.
Then the connected components of its isometry group Isom(M) are compact.
Corollary 2.1. Let M be a compact homogeneous Lorentzian manifold that is Ricci-flat,
but not flat. Then its isometry group Isom(M) is compact.
Proof. Assume that Isom(M) is not compact. It follows from Theorem 9, that Isom(M)
has infinitely many connected components. Corollary 3 of [PZ10] states, that any com-
pact Lorentzian manifold whose isometry group has infinitely many connected compo-
nents, possesses an everywhere timelike Killing vector field if it possesses a somewhere
timelike Killing vector field. Since any homogeneous Lorentzian manifold has a some-
where timelike Killing vector field, it follows that there exists an everywhere timelike
Killing vector field on M . Theorem 3.2 of [RS96] yields that any Ricci-flat compact
homogeneous Lorentzian manifold admitting a timelike Killing vector field is isometric
to a flat torus (up to a finite covering).
Remark. Note that in Paragraph 1 of [PZ10] examples of flat compact homogeneous
Lorentzian manifolds are given, whose isometry groups are not compact. These mani-
folds are flat tori provided with the metric defined by certain quadratic forms of Minkow-
ski space.
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3 Algebraic classification of the Lie
algebras
The aim of this chapter is the proof of Theorems 1 and 2. In Section 3.1, we will
show some useful elementary results about ad-invariant symmetric bilinear forms on
Lie algebras and give a powerful characterization of elements of a Lie algebra generating
precompact one-parameter groups in the corresponding Lie group.
In the subsequent sections, we continue with proving Theorem 1. Apart from Sections 3.1
and 3.6, we always consider a connected non-compact Lie group G and an ad-invariant
symmetric bilinear form κ on its Lie algebra g that fulfills condition () as described in
the theorem.
The outline of the proof is the following: In Sections 3.2 and 3.3, we first collect some
results about the nilradical and the radical of a Lie algebra furnished with a form κ as
in Theorem 1. If the radical of the group is compact, what we assume in Section 3.4,
we are in case (v) of the theorem and κ is Lorentzian. In Section 3.5 we will show
the other cases, which split as follows: Section 3.5.1 deals with the case that κ is not
positive semidefinite. Then κ is Lorentzian as well and we are in case (iv). Otherwise
κ is positive semidefinite with and its kernel has dimension at most one. We deal with
this in Section 3.5.2. If the radical is nilpotent as assumed in Section 3.5.2.1, we are in
the cases (i) and (iii) of the theorem. Else, we show in Section 3.5.2.2, that we are in
case (ii).
The following chart summarizes the outline of the proof. We start with a Levi decom-
position g = l  r according to Lemma 1.2, where l is semisimple and r is the radical
of g. Denote by R the radical of the group G (the largest connected solvable normal
subgroup), its Lie algebra is r.
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To close this chapter, we consider general (not necessarily closed) connected Lie sub-
groups G of the isometry group Isom(M) of a Lorentzian manifold M of finite volume,
and finally prove Theorem 2 in Section 3.6. For this proof, we may suppose that G is a
subgroup of Isom(M). The result follows from Corollaries 1.7 and 1.8, if G is precom-
pact, and from Corollary 1.21 and Theorem 1, if G is a non-compact closed subgroup
of Isom(M). If G is neither precompact nor closed in Isom(M), we consider the closure
of G in Isom(M) and use the results of Theorem 1. One way to show the theorem is to
argue analogously as in the proof of Theorem 1; basically, one replaces the condition ()
33 Chapter 3. Algebraic classification of the Lie algebras
by the properties of κ given in the theorem. We will give a shorter proof using the
Maltsev closure. Also the second part of Theorem 2 can be shown in similar way as the
corresponding statement of Theorem 1.
Note that we have to consider non-closed subgroups G of the isometry group separately,
since in this case, a non-precompact one-parameter group in G can be precompact in
the isometry group. Therefore, condition () does not necessarily hold for the induced
bilinear form κ on the Lie algebra of G.
3.1 Symmetric bilinear forms on Lie algebras
Lemma 3.1. Let l ⊆ g be a subalgebra of the Lie algebra g and Y ∈ l such that [Y, l] =
{0}. Then for any ad-invariant scalar product κ, the mapping l → R, X → κ(X, Y ), is
a Lie algebra homomorphism, that is, κ([X,X ′], Y ) = 0 for all X,X ′ ∈ l.
Proof. This follows from κ([X,X ′], Y ) = κ(X, [X ′, Y ]) = 0.
Lemma 3.2. Let g be a Lie algebra with ad-invariant symmetric bilinear form κ.
(i) The kernel of κ is an ideal in g.
(ii) If g is compact and simple, κ is a multiple of the negative definite Killing form of
g.
(iii) If κ is positive definite, g is the κ-orthogonal direct sum g = [g, g]⊕ z(g) with [g, g]
trivial or compact semisimple.
Proof. (i) Let i denote the kernel of κ and let X ∈ i and Y, Z ∈ g be arbitrary. Because
of the ad-invariance, κ([X, Y ], Z) = κ(X, [Y, Z]) = 0. Thus, [X, Y ] ∈ i.
(ii) Let k be the Killing form of g. Since g is compact and simple, k is negative definite by
Corollary 1.6. Now choose a (−k)-orthonormal basis which is also a κ-orthogonal basis
(principal axis transformation). Obviously, there is t ∈ R such that κ − tk degenerates.
The kernel of this ad-invariant form is a non-trivial ideal in g and thus equal to g since
the algebra is simple. Therefore, κ = tk.
(iii) By Proposition 1.5, g is reductive. Using Proposition 1.4 and Corollary 1.7, we
obtain all but the κ-orthogonality of the decomposition. Lemma 3.1 with l = g and
Y ∈ z(g) yields the orthogonality.
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The next lemma characterizes elements of the Lie algebra generating a precompact one-
parameter group in the corresponding Lie group in terms of the adjoint representation
of the algebra.
Lemma 3.3. Let G be a Lie group, g its Lie algebra and X ∈ g an element generating
a precompact one-parameter group in G. Then adX is either trivial or not nilpotent.
Furthermore, there is no 0 = Y ∈ g such that [X, Y ] = λY for some non-zero λ ∈ R, or
[X, Y ] = 0 and adkX(Y ) = 0 for some integer k > 0.
If additionally g = l ⊕ m is a direct sum of algebras with l semisimple and X ∈ l, adX
is semisimple (that is, diagonalizable over the complex numbers) and its eigenvalues are
all purely imaginary.
Proof. We first consider the case that g = l ⊕ m with l semisimple and X ∈ l.
Let X = S + N , where S,N ∈ l, [S,N ] = 0, adS semisimple and adN nilpotent, be the
abstract Jordan decomposition of X (cf. [Hum72], Paragraph 5.4). Since [S,N ] = 0, for
any real number t,
Adexp(tX) = exp(adtX) = exp(adtS + adtN) = exp(tadS) exp(tadN).
Note that adS and adN commute, since S and N do and ad: g → gl(g) is a Lie algebra
homomorphism.
Using that Ad: G → GL(g) is a Lie group homomorphism, we obtain that
{exp(tadS) exp(tadN)}t∈R
is precompact in GL(g) ∼= Rk2 ⊂ Ck2 , where k is the dimension of G.
Let λ1, . . . , λk′ be the eigenvalues of adX |l, where k′ is the dimension of l. Using
[l,m] = {0}, adS + adN is the Jordan decomposition of adX in Ck2 . It follows that
{exp(tadS) exp(tadN)}t∈R is conjugate to the one-parameter group{
diag(exp(tλ1), . . . , exp(tλk′), 0, . . . , 0)(1 + tadN + . . . +
tk
′−1
(k′ − 1)!ad
k′−1
N )
}
t∈R
.
Since the last group is precompact in Ck2 , it is especially bounded. It easily follows that
Re(λj) = 0 for all j and adN = 0.
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In the general case, assume that adX is nilpotent, but not trivial. As above, the one-
parameter group {exp(tadX)}t∈R is precompact in GL(g) ∼= Rk
2 . On the other hand,
exp(tadX) = (1 + tadX + . . . +
tk−1
(k − 1)!ad
k−1
X ),
contradiction.
If 0 = Y ∈ g and λ = 0 such that [X, Y ] = λY , then
Adexp(tX)(Y ) = exp(tλ)Y,
contradicting the precompactness of {exp(tadX)}t∈R.
Let Y ∈ g such that [X, Y ] = 0 and adkX(Y ) = 0 for some k > 0. Without loss of
generality, k = 2. But then
Adexp(tX)(Y ) = Y + t[X, Y ]
contradicts the precompactness of {exp(tadX)}t∈R.
3.2 Nilradical
In this section, we investigate the nilradical of a connected non-compact Lie group G,
provided with an ad-invariant symmetric bilinear form κ on its Lie algebra g that fulfills
condition () as described in Theorem 1.
Lemma 3.4. Let p ⊆ g be an abelian subalgebra containing an element X ∈ p generating
a non-precompact one-parameter group. Then the set of elements in p generating a non-
precompact one-parameter group is dense in p. κ|p×p is positive semidefinite and the
dimension of its kernel is at most one.
Proof. The closure of the subgroup generated by p is a connected abelian subgroup and
by Lemma 1.9 isomorphic to Tm×Rm′ . m′ = 0 since X generates a non-precompact one-
parameter group. Let p∗ denote the Lie algebra of the closure and t ⊂ p∗ the subalgebra
corresponding to the torus factor. All elements of p∗ that are not in t generate a non-
precompact one-parameter group. By definition, p is not contained in t, hence, the set
of elements in p generating a non-precompact one-parameter group is dense in p. The
remainder of the assertion now follows from condition ().
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Lemma 3.5. Let N be a connected non-compact nilpotent Lie group and n its Lie
algebra. Then the set of X ∈ n generating a non-precompact one-parameter group is
dense in n.
Proof. If N is abelian, N is isomorphic to Tm × Rm′ by Lemma 1.9. m′ = 0 because
N is not compact, it follows that the set of elements in n generating a non-precompact
one-parameter group is dense in n.
Now assume that N is not abelian and the statement of the lemma is false. Using
Lemma 3.3 and the nilpotency of n, it follows that adX is trivial for all X of some open
ball in n. Thus, z(n) contains elements of an open ball in n and therefore has the same
dimension as n. Hence, z(n) = n, that is, N is abelian, contradiction.
The proof of the last lemma also shows the following:
Corollary 3.6. A connected compact nilpotent Lie group is abelian.
In what follows, denote by N the nilradical of G, that is, the largest (with respect to
inclusion) connected normal Lie subgroup of G, which is nilpotent. By maximality, N
is closed in G. Its Lie algebra n is the largest (with respect to inclusion) nilpotent ideal
of g.
According to Corollary 3.6, N is abelian if it is compact. In the remainder of this section,
we assume that N is not compact.
It follows from Lemma 3.5 and condition (), that the restriction of κ to n×n is positive
semidefinite and its kernel i is an ideal of dimension at most one.
Proposition 3.7. Let κ′ be any ad-invariant positive semidefinite symmetric bilinear
form on n with kernel i having dimension at most one.
Then n = a ⊕ h is the κ′-orthogonal direct sum of an abelian algebra a (which might be
trivial) and an subalgebra h being either one-dimensional or isomorphic to a Heisenberg
algebra hed of dimension 2d + 1. h is one-dimensional if and only if n is abelian.
The adjoint representation of G on n/i has precompact image. If κ′ is not positive
definite, then i = RZ, where RZ is the center of h.
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Proof. n/i is nilpotent and possesses an ad-invariant positive definite symmetric bilinear
form. By Propositions 1.4 and 1.5, n/i is abelian, so [n, n] ⊆ i. If i = {0}, n is abelian.
In the abelian case, we choose RZ to be the kernel of κ′ if it has dimension one and if κ′
is positive semidefinite, we choose an arbitrary non-zero Z ∈ n. Then n = a ⊕ h, where
h = RZ and a is a vector space complement to h, which is orthogonal to Z in the case
that κ′ is positive definite.
Suppose i = RZ is one-dimensional. Then Z ∈ z(n), since n is nilpotent and [n, n] ⊆ i. It
follows that in any case, n is at most two-step nilpotent (this actually shows the second
part of Theorem B in [Zim86]). z(n) is abelian, so z(n) = a ⊕ RZ with some abelian
summand a. If n = z(n), n is abelian and we are done. So suppose n is not abelian.
Let h := z(n)⊥ (κ′-orthogonal complement in n). Because κ′ is ad-invariant, h is an
subalgebra. Moreover, n = a ⊕ h is an orthogonal and direct sum by construction.
Because n is not abelian, dim h ≥ 2 and so
[h, h] = [n, n] = RZ as well as z(h) = z(n) ∩ h = RZ.
If V is a complementary vector space of RZ in h, then ω : V × V → R defined by
[X, Y ] = ω(X, Y )Z is an alternating bilinear form, which is non-degenerate (an element
of the kernel has to lie in the center of h). Thus, h is isomorphic to a Heisenberg algebra.
Finally, the image of the adjoint representation of G on n/i is precompact, since it
preserves a positive definite scalar product and therefore acts by orthogonal transforma-
tions.
Remark. Note that the abelian summand a is in general not canonically defined, but
a ⊕RZ = z(n) and h = z(n)⊥ are.
Proposition 3.8. Suppose n is not abelian.
(i) The center i = RZ of h ∼= hed is central in g.
(ii) All non-central X ∈ h ⊆ n generate non-precompact one-parameter groups.
(iii) If Y ∈ g, Y /∈ RZ, commutes with a non-central element X of n, then κ(Y, Y ) > 0.
Proof. (i) h ∼= hed by Proposition 3.7. We will show that the adjoint action of G on i is
trivial. Let X, Y ∈ h such that [X, Y ] = Z. By Proposition 3.7, the adjoint action of
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G on n/i has precompact image. Therefore, we may choose a compact set K ⊂ n such
that Adf (X) ∈ K + i and Adf (Y ) ∈ K + i for all f ∈ G. It follows that
Adf (Z) = Adf ([X, Y ]) = [Adf (X),Adf (Y )] ∈ [K + i, K + i] ⊆ [K,K].
It follows that the adjoint action of G on i has precompact image. But i is one-
dimensional and G is connected, so Ad(G) acts trivially on i.
(ii) This follows from Lemma 3.3 and the fact that adX is nilpotent, but not trivial.
(iii) p := span {X, Y, Z} is an abelian subalgebra of dimension at least 2, and by (ii),
X generates a non-precompact one-parameter group. By Lemma 3.4, the restriction of
κ to p × p is positive semidefinite and its kernel has dimension at most one. But the
kernel is already given by RZ, hence, κ(Y, Y ) > 0.
Proposition 3.9. Let l ⊂ g be a semisimple subalgebra. Then g′ = l + n is in fact a
κ-orthogonal direct sum.
Proof. l ∩ n is a nilpotent ideal in l. Since l is semisimple, l ∩ n = {0}.
As above, let i be the kernel of the restriction of κ to n × n. Due to Lemma 3.2, i is an
ideal in n.
Let X ∈ l, Y ∈ n, Z ∈ i. Then
κ([Z,X], Y ) = κ(Z, [X, Y ]) = 0
since [l, n] ⊆ n. Thus, [l, i] ⊆ i, that is, i is an ideal in g′.
The set m of Y ∈ l such that [Y, i] = {0} is an ideal of l: Indeed, let X, Y ∈ l such that
[Y, i] = {0}. Since [l, i] ⊆ i,
0 = [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = [Z, [X, Y ]]
for Z ∈ i by the Jacobi identity.
m has codimension at most one, because i has dimension at most one. But l is semisimple,
thus, it contains no ideals of codimension exactly one. Hence, l centralizes i.
Since l is semisimple, l = [l, l] and by Lemma 3.1, l and therefore g′ are κ-orthogonal to
i. So we may pass to the quotient g′/i = l+ n/i or equivalently, we can assume without
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loss of generality that κ is positive definite on n. Note that because of Proposition 3.7,
n is abelian in this case.
We want to show [l, n] = {0}. By Proposition 3.7, the adjoint action of G on n has
precompact image. Thus, we may assume that l is compact. Treating each simple
summand of l separately, we also can assume l to be simple.
In the following, we construct an ad-invariant positive definite scalar product on g′. Let
k be the Killing form of g′. If X ∈ n, Y ∈ g′, then ad2X(Y ) = 0 because n is an abelian
ideal. Thus, k restricted to g′ × n is identically zero. Let X ∈ l, Y ∈ n. If W ∈ n,
adX(adY (W )) = 0,
and if W ∈ l,
adX(adY (W )) ∈ n.
Thus, k(X, Y ) = Tr(adX ◦ adY ) = 0.
By Lemma 3.2 (ii), k restricted to l × l is a multiple of the negative definite Killing
form of l. It is a non-zero multiple, because otherwise k would vanish on the whole
of g′ × g′ and g′ would be solvable (cf. [OV94], Chapter 1, corollary to Theorem 2.1),
contradiction.
−k is a positive definite symmetric bilinear form on l, so we can find a (−k)-orthonormal
basis which is κ-orthogonal (principal axis transformation). Thus, there is a t0 ∈ R, such
that κ − tk is positive definite on l for all t ≥ t0.
Obviously, the restriction of κ− tk to n× n is equal to the restriction of κ and therefore
positive definite. We want to find a t ≥ t0 such that κ− tk is positive definite on g′ × g′.
It suffices to obtain
(κ − tk)(λX + Y, λX + Y ) > 0
for all non-zero λ ∈ R, X ∈ l, Y ∈ n. By linearity, we may suppose k(X,X) = −1 and
κ(Y, Y ) = 1. Then
(κ − tk)(λX + Y, λX + Y )
= λ2κ(X,X) + tλ2 + 2λκ(X, Y ) + 1
≥ λ2(t + min
X∈l,k(X,X)=−1
κ(X,X)) − 2λ max
X∈l,k(X,X)=−1
max
Y ∈n,κ(Y,Y )=1
|κ(X, Y )| + 1.
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The last term is a polynomial in λ with fixed parameters which discriminant will be less
than zero if t is large enough. Thus, b := κ − tk is positive definite if t is large enough.
By Lemma 3.2 (iii), g′ = [g′, g′] ⊕ z(g′). Thus, the radical of g′ is equal to its center.
Since n is a nilpotent ideal, it follows that n ⊆ z(g′). Also, l ⊆ [g′, g′]. But g′ = l + n,
hence, g′ = l ⊕ n is a direct sum of algebras.
Since [l, n] = {0}, we can apply Lemma 3.1 to see that l = [l, l] is κ-orthogonal to n.
3.3 Radical
In this section, we investigate the radical R of a connected non-compact Lie group G,
provided with an ad-invariant symmetric bilinear form κ on its Lie algebra g that fulfills
condition () as described in Theorem 1. The radical of G is the largest (with respect
to inclusion) connected normal Lie subgroup of G, which is solvable. By maximality, R
is closed in G. Its Lie algebra r is the largest (with respect to inclusion) solvable ideal
of g.
First, we show a generalization of Corollary 3.6:
Proposition 3.10. A connected compact solvable Lie group H is abelian.
Proof. According to Proposition 1.5, the Lie algebra h of H is reductive. Since h is
solvable, it follows that h itself is abelian.
A proof of the following can be found in [Jac62], Chapter 2, Theorem 13:
Lemma 3.11. Let g′ be a Lie algebra, r′ its radical and n′ its nilradical. Then [g′, r′] ⊆ n′.
Proposition 3.12. If the radical R is not compact, then also the nilradical N is not
compact.
Proof. Assume N is compact. By Corollary 3.6, N is abelian. Using Lemma 1.10, N is
central in G. Hence, n ⊆ z(g). Because the nilradical of the ideal r is the intersection of
n with r (cf. [Jac62], Chapter III, Theorem 7), n is also the nilradical of r.
Since r is a solvable algebra,
2 · dim n ≥ dim r + dim z(r)
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(cf. [OV94], Chapter 2, Theorem 5.2). But n ⊆ z(g), thus
2 · dim n ≥ dim r + dim z(r) ≥ dim r + dim n
and therefore dim n ≥ dim r. Hence, n = r, contradicting that N is compact, but R
not.
Proposition 3.9 generalizes to the radical.
Proposition 3.13. Let R be non-compact and let l ⊂ g be a semisimple subalgebra.
Then g′ = l + r is in fact a κ-orthogonal direct sum of algebras.
Proof. l ∩ r is a solvable ideal in l. Since l is semisimple, l ∩ r = {0}.
We know from Propositions 3.9 and 3.12, that [l, n] = {0}. Additionally, [g, r] ⊆ n by
Lemma 3.11.
Choose X, Y ∈ l,W ∈ r. Then
0 = [[X, Y ],W ] + [[Y,W ], X] + [[W,X], Y ]
by the Jacobi identity. The last two summands are elements of
[[l, r], l] ⊆ [n, l] = {0} .
We obtain that [[l, l], r] = {0}. But [l, l] = l, so g′ = l ⊕ r is a direct sum of algebras.
The orthogonality of this decomposition follows from Lemma 3.1.
We conclude the preliminaries with the following decomposition:
Proposition 3.14. Assume that R is not compact. Then there is a compact semisimple
subalgebra k such that g = k ⊕ r is a κ-orthogonal direct sum. Furthermore, κ restricted
to k × k is positive definite.
Proof. Let g = k  r be a Levi decomposition according to Lemma 1.2. By Proposi-
tion 3.13, g = k⊕r is a κ-orthogonal direct sum. It remains to show that κ|k×k is positive
definite.
Since the radical is closed and connected, but not compact, there is an element X ∈ r
generating a non-precompact one-parameter group in G. Let Y ∈ k. Then the subalgebra
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a := span {X, Y } is abelian. By Lemma 3.4, the set of elements in a generating a non-
precompact one-parameter group is dense in a.
Since this is true for all Y ∈ k, we can apply condition () to the subalgebra p := k⊕RX
and obtain, that κ is positive semidefinite on p× p and its kernel has dimension at most
one. The intersection of the kernel with k is an ideal of dimension at most one. But k is
semisimple, so this ideal is trivial.
Thus, κ restricted to k × k is positive definite. By Proposition 1.5, k is compact.
3.4 Compact radical: case of the special linear algebra
In this section, we assume that the radical R of a connected non-compact Lie group
G, provided with an ad-invariant symmetric bilinear form κ on its Lie algebra g that
fulfills condition () as described in Theorem 1, is compact. By Proposition 3.10, R is
abelian.
Proposition 3.15. g = k ⊕ r ⊕ s is a κ-orthogonal direct sum, where k is compact
semisimple and s is simple, but non-compact. Furthermore, κ|k×k is positive definite.
Proof. Let g = l  r be a Levi decomposition according to Lemma 1.2. By Lemma 1.10,
the radical is central in G and therefore, g = l ⊕ r is a direct sum. Lemma 3.1 shows
that this sum is κ-orthogonal.
By assumption, G is not compact, but R is. By a theorem of Weyl, any Lie group
with a compact semisimple Lie algebra is compact and has finite center (cf. [Bou05],
Chapter IX, Paragraph 1.4, Theorem 1). But by Proposition 1.3, a semisimple Lie
subgroup with finite center is closed in G. Thus, l contains a simple direct summand s,
which is not compact.
Let s′ be another simple direct summand and X ∈ s generating a non-precompact one-
parameter group. For any Y ∈ s′, the subalgebra a := span {X, Y } is abelian. Using
Lemma 3.4, we obtain that the set of elements in a generating a non-precompact one-
parameter group is dense in a. It follows that the same is true for p := s′+RX. According
to condition () applied to the subspace p, κ is positive semidefinite on p × p and its
kernel has dimension at most one. Its intersection with s′ is an ideal and therefore
trivial. Thus, κ is positive definite on s′ × s′ and by Proposition 1.5, s′ is compact.
With Lemma 3.1 we obtain that s and s′ are κ-orthogonal to each other. In summary,
g = k ⊕ r ⊕ s is a κ-orthogonal direct sum, where k is compact semisimple.
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s is a non-compact simple Lie algebra. By [Got69], Proposition 2, s contains a subalgebra
s0 isomorphic to sl2(R). Let {e, f, h} ⊂ s0 be an sl2-triple, that is,
[h, e] = 2e, [h, f ] = −2f, [e, f ] = h.
In the following, we will show that s ∼= sl2(R).
Proposition 3.16. κ|s0×s0 is a positive multiple of the Killing form of s0, especially a
Lorentz form.
Proof. Due to the ad-invariance of κ, κ([e, f ], e) = 0 = κ([e, f ], f), so
κ([h, e) = 0 = κ(h, f).
Using κ([h, e], e) = 0 = κ([h, f ], f), we obtain that
κ(e, e) = 0 = κ(f, f).
Finally, it follows from κ([e, f ], h) = κ(e, [f, h]) that
κ(h, h) = 2κ(e, f).
Thus, κ|s0×s0 is already determined by the scalar κ(h, h). It follows that κ|s0×s0 is a
multiple of the Killing form of s0.
Let p := span {h, e}. Consider X := αh + βe, with real numbers α = 0 and β. The
set of such X is dense in p. Moreover, adX has the eigenvalue 2α to the eigenvector e.
By Lemma 3.3, X does not generate a precompact one-parameter group. Thus, we can
apply condition () to p and conclude, that κ(h, h) > 0. Therefore, κ|s0×s0 is a positive
multiple of the Killing form of s0.
Let T be the κ-orthogonal complement to s0 in s. Then T ⊕ s0 = s as vector spaces.
Since κ is ad-invariant, κ([X, Y ], Z) = κ(X, [Y, Z]) = 0 for any X ∈ T and Y, Z ∈ s0.
This means that T is ad(s0)-invariant.
Proposition 3.17 will show that
[X,T ] = {0}
for X = h2 and X = − e+f2 . By the Jacobi identity, then also
[[h2 ,
e + f
2 ], T ] = {0}
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holds. But [h2 ,
e+f
2 ] =
e−f
2 and {h, e + f, e − f} form a basis of s0. Thus,
[s0, T ] = {0} .
This implies [s0, s] = s0, so s0 is an ideal in the simple algebra s, hence
s = s0 ∼= sl2(R).
Proposition 3.17. Let X ∈
{
h
2 ,− e+f2
}
. Then [X,T ] = {0}.
Proof. Let Y := e if X = h2 , Y := h + (e − f) if X = − e+f2 . Then
[X, Y ] = Y and κ(Y, Y ) = 0.
Also, adY |s0 is nilpotent, but not trivial, because of the equations
[e, [e, [e, f ]]] = [e, [e, h]] = −2[e, e] = 0
and [h + e − f, [h + e − f, [h + e − f, h]]] = −2[h + e − f, [h + e − f, e + f ]]
= −4[h + e − f, h + e − f ] = 0.
Because of
[h, e] = 2e,
[h, f ] = −2f,
[h, h] = 0,
[e + f, h + (e − f)] = −2(h + e − f),
[e + f, h − (e − f)] = 2(h − (e − f)),
[e + f, e + f ] = 0,
adX |s0 is semisimple with the real eigenvalues −1, 0, 1.
Since T is ad(s0)-invariant, we have a representation  : s0 → gl(T ). The kernel of  is
an ideal in s0. But s0 is simple, so the ideal is either s0 and we are done, or  is injective,
which we suppose from now on. (s0) is semisimple.
According to Proposition A.1 in the appendix, X acts on T as a semisimple endomor-
phism with real eigenvalues only and Y acts as a nilpotent endomorphism. It follows
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that adY is nilpotent, but not trivial, so due to Lemma 3.3, Y does not generate a pre-
compact one-parameter group. Since X = 0, there is 0 = A ∈ T and λ ∈ R\ {0} such
that [X,A] = λA.
λκ(A,A) = κ([X,A], A) = κ(X, [A,A]) = 0,
because κ is ad-invariant.
If [Y,A] = 0, then A and Y generate an abelian subalgebra. Furthermore,
κ(Y, Y ) = 0 = κ(A,A), κ(A, Y ) = 0
since T is κ-orthogonal to s0. This contradicts Lemma 3.4. Therefore, it holds B :=
[Y,A] = 0. Clearly, B ∈ T .
The Jacobi identity yields:
0 = [X, [Y,A]] + [Y, [A,X]] + [A, [X, Y ]] = [X,B] − λB − B.
Therefore, [X,B] = (λ + 1)B. Unless λ = −1, we could have started with B instead of
A. But adX has only finitely many eigenvalues, so it follows that all eigenvalues of adX
are negative integers. It suffices to consider λ = −1 and [X,B] = 0.
Applying the Jacobi identity another time,
0 = [X, [Y,B]] + [Y, [B,X]] + [B, [X, Y ]] = [X, [Y,B]] + [B, Y ].
Hence, either [Y,B] = 0 or [Y,B] is an eigenvector of adX with eigenvalue 1. But all
eigenvalues of adX , so [Y,B] = 0.
Because of B ∈ T , we have
κ(Y, Y ) = 0 = κ(Y,B).
Since κ is ad-invariant,
κ(B,B) = κ(B, [Y,A]) = κ([B, Y ], A) = 0.
As above, we obtain a contradiction to Lemma 3.4.
We have shown that g = k⊕r⊕s, where k is compact semisimple, the radical r is abelian
and s ∼= sl2(R).
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Lemma 3.18. κ is positive definite on r × r.
Proof. ade is nilpotent, but not trivial. So for any X ∈ r, we can apply condition () to
the abelian subalgebra a := span {e,X} by Lemma 3.4. Since κ(e, e) = 0 = κ(e,X), it
follows that κ(X,X) > 0 for all 0 = X ∈ r.
To conclude the proof of Theorem 1 in the case that the radical is compact, we have to
show that the subgroup generated by s is a finite covering of PSL(2,R) if and only if it
is closed.
PSL(2,R) is centerless and has fundamental group Z (for the latter, see for example
[OV94], Chapter 4, Paragraph 3.2, example 4). Let S˜L2(R) be the universal cover
of PSL(2,R). By a theorem of Wolf, S˜L2(R) has no non-trivial compact subgroup
(cf. [Wol63]).
Thus, if the subgroup generated by s is closed, it cannot be isomorphic to a finite central
quotient of S˜L2(R), since then all non-trivial one-parameter groups would be not precom-
pact, contradicting condition () (remember that κ|s×s is a Lorentz form).
Conversely, if the subgroup generated by s is isomorphic to some PSLk(2,R), it is a
semisimple group with finite center and by Proposition 1.3 closed in G.
Since PSL(2,R) is centerless and has fundamental group Z, the center of S˜L2(R) is
isomorphic to Z. The following group is motivated by an example of a non-closed
semisimple Levi factor in a Lie group given in [OV94], Chapter 1, Paragraph 4.1. It
shows that in Theorem 1 (v) both cases (some PSLk(2,R) or some finite quotient of
S˜L2(R)) are possible.
Proposition 3.19. Let z be a generator of the center of S˜L2(R) and exp(iϕ) in S1 ⊂ C
with ϕ ∈ R, ϕ
π
/∈ Q. Denote by Γ ⊂ S˜L2(R) × S1 the discrete central subgroup generated
by (z, exp(iϕ)). Let G′ :=
(
S˜L2(R) × S1
)
/Γ.
Then G′ is a non-compact Lie group with Lie algebra g′ = sl2(R) ⊕ R and there is a
symmetric bilinear form κ′ on g′, such that κ′ is ad-invariant and fulfills condition ().
Moreover, the subgroup generated by sl2(R) is not closed in G′ and is not isomorphic to
a finite covering of PSL(2,R).
Proof. It is clear that G′ is a Lie group with Lie algebra g′ = sl2(R) ⊕ R. G′ is not
compact, since its Lie algebra contains the non-compact summand sl2(R) (consider
Corollary 1.7).
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Remember the isometric action of PSL(2,R) on the compact Lorentzian manifold M =
PSL(2,R)/Λ given in Section 1.2.3. This action is locally effective. Since the kernel of
ρ : PSL(2,R) → Isom(M) is discrete and normal and hence central in PSL(2,R), it has
to be trivial, so we can consider PSL(2,R) as a closed subgroup of Isom(M) (since it
is semisimple and centerless; see Proposition 1.3). By the way, this also shows that the
case of a finite covering of PSL(2,R) can appear in Theorem 1 (v).
The Killing form of sl2(R) defines a Lorentzian metric on M . It follows from Corol-
lary 1.21 and Proposition 3.16, that the induced bilinear form κ fulfills condition ()
and is Lorentzian. This means, that any timelike X ∈ sl2(R) generates a precompact
one-parameter group in PSL(2,R).
Now define κ′ as follows: κ′|sl2(R)×sl2(R) is equal to κ, κ′|R×R is positive definite and
sl2(R) and R are κ′-orthogonal. Then κ′ is an ad-invariant Lorentzian scalar product
on g′.
For showing that κ′ fulfills condition (), it suffices to show that any timelike X ∈ sl2(R)
generates a precompact one-parameter group in G′.
Let X ∈ sl2(R) be timelike and {ψt}t∈R be the one-parameter group generated by X
in S˜L2(R). Consider any sequence {tk}∞k=0 ⊂ R. We want to show, that there is a
convergent subsequence of {exp(tkX)}∞k=0 in G′.
From above, we know already that X generates a precompact one-parameter group in
PSL(2,R) = S˜L2(R)/Z(S˜L2(R)). Without loss of generality, the projection of {ψtk}∞k=0
onto PSL(2,R) converges there. It follows that there is a sequence {zk}∞k=0 ⊆ Z(S˜L2(R)),
such that ψtkz−1k converges to some ψ ∈ S˜L2(R). For this, remember that S˜L2(R) →
PSL(2,R) is a covering map.
By construction,
exp(tkX) = (ψtk , 0)Γ = (ψtkz−1k , exp(iϕk))Γ
in G′ for some exp(iϕk) ∈ S1. Since S1 is compact, we can choose a convergent sub-
sequence of {exp(iϕk)}∞k=0. Without loss of generality, exp(iϕk) → exp(iϕ) as k → ∞.
But then exp(tkX) converges to (ψ, exp(iϕ))Γ as k → ∞.
We have shown that any subsequence of the one-parameter group generated by X con-
tains a convergent subsequence. Therefore, {exp(tX)}t∈R is precompact.
Finally, the image S of ˜SL2((R)) in G′ is dense in G′, because {exp(ikϕ)}∞k=0 is dense
in S1. But S is equal to the subgroup generated by sl2(R) in G′. Since it is not closed,
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it follows by Proposition 1.3, that the center of S is not finite, so it is a finite central
quotient of S˜L2(R).
3.5 Non-compact radical
In this section, we assume that the radical R of a connected non-compact Lie group G,
provided with an ad-invariant symmetric bilinear form κ on its Lie algebra g that fulfills
condition () as described in Theorem 1, is not compact.
According to Proposition 3.14, there is a κ-orthogonal direct decomposition of the Lie
algebra g = k ⊕ r with k compact semisimple and the restriction of κ to k × k is positive
definite.
For proving Theorem 1, we only have to show that the radical decomposes as announced.
Thus, we may ignore the summand k and suppose in the sequel that G is solvable. Note
that the radical is closed in G.
By Proposition 3.12, the nilradical N is not compact. Hence, we can apply Proposi-
tion 3.7 and obtain the κ-orthogonal direct sum n = a ⊕ h of a possibly trivial abelian
algebra a and an subalgebra h being isomorphic to a Heisenberg algebra hed of dimension
2d + 1. Remember that a ⊕ RZ, RZ = z(h), was canonically defined, but a in general
not.
3.5.1 Form not positive semidefinite: case of the twisted
Heisenberg algebra
Suppose that κ is not positive semidefinite. Then there is a T ∈ g such that κ(T, T ) <
0. Because of condition (), T generates a precompact one-parameter group. Thus,
according to Lemma 1.9, the closure of {exp(tT )}t∈R is isomorphic to a torus Tm with
Lie algebra t. The set of X ∈ t generating a one-parameter group isomorphic to S1
is dense in t (this lies in the fact that the rationals are dense in the real numbers).
Especially, we can choose a T ′ ∈ t generating a compact one-parameter group such that
κ(T ′, T ′) < 0. Without loss of generality, we may assume T = T ′.
Proposition 3.20. T centralizes a ⊕ RZ. Additionally, a ⊕ RZ generates a compact
central subgroup of G.
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Proof. We have seen in Proposition 3.7, that a ⊕ RZ = z(n). Since n is an ideal in g,
for any X ∈ z(n), Y ∈ n and W ∈ g,
0 = [[W,X], Y ] + [[X, Y ],W ] + [[Y,W ], X] = [[W,X], Y ]
by the Jacobi identity. Thus, z(n) is an ideal in g and adT : z(n) → z(n).
Due to Proposition 3.7, κ|z(n)×z(n) is positive semidefinite and its kernel either vanishes
or is equal to RZ.
Since κ is ad-invariant, κ([T,X], [T,X]) = κ(T, [X, [T,X]]) = 0 for any X in z(n). If
the restriction of κ to z(n) × z(n) is positive definite, it follows that T centralizes z(n).
Otherwise adT : z(n) → RZ. But because T generates a compact one-parameter group,
adT has no real non-zero eigenvalue due to Lemma 3.3. Especially, ad2T |z(n) = 0. Thus,
there exists no element X ∈ z(n) such that [T,X] = 0, that is, adT |z(n) = 0.
The nilradical N is closed in G. Since the center of N is closed in N , it follows that z(n)
generates a closed subgroup of G.
RT ⊕ z(n) is an abelian subalgebra. If any X ∈ z(n) generated a non-precompact one-
parameter group, then κ restricted to b × b, where b := span {T,X}, would be positive
semidefinite by Lemma 3.4, contradicting κ(T, T ) < 0. That z(n) generates a central
subgroup now follows from Lemma 1.10.
Corollary 3.21. The summand h (being one-dimensional or a Heisenberg algebra) in
n = a ⊕ h is not abelian, that is, h ∼= hed.
Proof. The group generated by a ⊕RZ is compact, but the nilradical is not.
Proposition 3.22. Let s := RT ⊕h. Then h is an ideal in g, s is a subalgebra and κ|s×s
is a Lorentz form. Furthermore, the subgroup generated by s is isomorphic to a twisted
Heisenberg group Heλd if the center of the subgroup is closed in G, and isomorphic to a
twisted Heisenberg group Heλd otherwise.
Proof. Since n is an ideal, [g, h] ⊆ n. By Proposition 3.7, h is the κ-orthogonal comple-
ment to (a⊕RZ) in n. κ is ad-invariant and g centralizes (a⊕RZ) by Proposition 3.20,
therefore, h is an ideal in g. Especially, s is a subalgebra.
Let Z⊥ be the κ-orthogonal complement of RZ in g. Then n ⊆ Z⊥. Since Z ∈ z(g) due
to Proposition 3.8 (i),
κ([X, Y ], Z) = κ(X, [Y, Z]) = 0
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for all X, Y ∈ g. Especially, Z⊥ is an ideal.
By Lemma 3.11, we have [g, g] ⊆ n since g is solvable. Therefore, [Z⊥, Z⊥] ⊆ n. For any
X, Y ∈ n and W ∈ Z⊥,
κ([W,X], Y ) = κ(W, [X, Y ]) = 0
because [n, n] = RZ. But the kernel of κ|n×n is equal to RZ, so
[Z⊥, [Z⊥, Z⊥]] ⊆ RZ.
Since Z is central, it follows that Z⊥ is nilpotent, so Z⊥ = n.
Especially, κ(T, Z) = 0 and κ|s×s is non-degenerate (since the kernel of κ|h×h is RZ).
Without loss of generality, κ(T, Z) > 0 (otherwise we choose −T instead of T ).
Assume that there would exist two timelike elements in s which are orthogonal to each
other. Clearly, they cannot lie in h. Without loss of generality, T + X and T + Y with
X, Y ∈ h are these elements. Then
0 > κ(T + X,T + X) + κ(T + Y, T + Y )
= 2κ(T, T ) + 2κ(T,X) + 2κ(T, Y ) + κ(X,X) + κ(Y, Y )
= 2κ(T + X,T + Y ) − 2κ(X, Y ) + κ(X,X) + κ(Y, Y )
= κ(X − Y,X − Y ) ≥ 0,
contradiction. Hence, κ|s×s is a Lorentzian scalar product.
Let V be the κ-orthogonal complement to span {T, Z} in s. span {T, Z} is centralized
by T , so V is adT -invariant. Also, V ⊆ Z⊥, hence V ⊆ h. But Z /∈ V , hence V is a
vector space complement to RZ in h. Obviously, κ|V ×V is positive definite.
By Corollary 1.14, we may choose a canonical basis {Z,X1, Y1, . . . , Xd, Yd} of h ∼= hed,
such that {X1, Y1, . . . , Xd, Yd} ⊂ V is κ-orthogonal. For 1 ≤ k ≤ d, let
X̂k :=
Xk√
κ(Xk, Xk)
and Ŷk :=
Yk√
κ(Yk, Yk)
.
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By construction,
{
X̂1, Ŷ1, . . . , X̂d, Ŷd
}
is κ-orthonormal. We define
λ′k :=
1√
κ(Xk, Xk)κ(Yk, Yk)
,
such that [X̂k, Ŷk] = λ′kZ. Let
λk := λ′kκ(T, Z) > 0.
Because of the ad-invariance of κ,
κ([T, X̂j], X̂k) = κ(T, [X̂j, X̂k]) = 0
and κ([T, X̂j], Ŷk) = κ(T, [X̂j, Ŷk]) = δjkλ′kκ(T, Z)
for all j and k. It follows that
[T, X̂k] = λkŶk
for all k.
[T, Ŷk] = −λkX̂k
in a similar way. Therefore, s ∼= heλd .
For all t ∈ R and all k, the action of Adexp(tT ) = exp(adtT ) on span
{
X̂k, Ŷk
}
corresponds
to the matrix ⎛⎝cos(tλk) − sin(tλk)
sin(tλk) cos(tλk)
⎞⎠ .
Since
{
Adexp(tT )
}
t∈R is isomorphic to a circle, it follows that λ ∈ rQ
d
+ for some r ∈ R+.
Due to Lemma 1.11, we may assume already λ ∈ Zd+.
The subgroup S generated by s is isomorphic to Heλd if Z generates a circle and iso-
morphic to Heλd otherwise. If S is not closed in G, the nilradical of S is neither, since
S ∼= S1  N and S1 is compact. Thus, Proposition 1.3 implies that the center of N is
not compact, especially not a circle. If S is closed in G, the center of S is also closed in
G. But the center of S is generated by Z and Z generates a precompact one-parameter
group by Proposition 3.20. Thus, the center of S is a circle.
Denote by s⊥ the κ-orthogonal complement to s in g. Since κ is ad-invariant and s is a
subalgebra, s⊥ is ad(s)-invariant.
Proposition 3.23. s⊥ centralizes n. Furthermore, s⊥ ⊂ n.
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Proof. Let X ∈ h, Y ∈ s⊥. Since h is an ideal due to Proposition 3.22 and h ⊂ s,
[X, Y ] ∈ s∩ s⊥ = {0}. a lies central in g by Proposition 3.20, so n = a⊕ h is centralized
by s⊥. So for any X ∈ s⊥, RX + n is nilpotent. But g is solvable, so [g, g] ⊆ n by
Lemma 3.11. Hence, RX + n is an ideal. It follows that X ∈ n and s⊥ ⊂ n.
Clearly, s⊥ ∩ h = {0}. So without loss of generality, we may take a = s⊥ (remember
that a was not canonically defined yet). We obtain g = s⊥ ⊕ s = a⊕ s as a κ-orthogonal
direct sum of algebras. This finishes the proof of Theorem 1 in the case that the radical
is non-compact and κ is not positive semidefinite.
To conclude this section, we show an analogous result to Proposition 3.19 for the case of
twisted Heisenberg algebras. It shows that in Theorem 1 (iv) both cases (Heλd and Heλd)
are possible.
Proposition 3.24. Let z be a non-trivial element of the center of Heλd and exp(iϕ) ∈
S1 ⊂ C with ϕ ∈ R, ϕ
π
/∈ Q. Denote by Γ ⊂ Heλd × S1 the discrete central subgroup
generated by (z, exp(iϕ)). Let G′ :=
(
Heλd × S1
)
/Γ.
Then G′ is a non-compact Lie group with Lie algebra g′ = heλd ⊕ R and there is a
symmetric bilinear form κ′ on g′, such that κ′ is ad-invariant and fulfills condition ().
Furthermore, the subgroup generated by heλd is not closed in G′ and is not isomorphic to
Heλd .
Proof. The proof is done in an analogous manner as the proof of Proposition 3.19.
It is clear that G′ is a Lie group with Lie algebra g′ = heλd ⊕R. G′ is not compact, since
it is solvable, but not abelian (consider Proposition 3.10).
Remember the isometric action of Heλd (which we can consider as the quotient of H˜eλd by
the discrete subgroup generated by z) on the compact Lorentzian manifold M = Heλd/Λ
given in Section 1.2.5. This action is locally effective. Since the kernel of ρ : Heλd →
Isom(M) is discrete and normal, it is central in Heλd . Therefore, also the image is
isomorphic to Heλd (remember that Heλd was defined as the quotient of H˜eλd by any lattice
of the center). Thus, we may also consider the image instead or equivalently suppose
that the kernel of ρ is trivial. In this case, Heλd as a closed subgroup of Isom(M) (since
Heλd = S1  Hed and Hed is closed in Isom(M) because it is nilpotent and has compact
center; see Proposition 1.3). By the way, this also shows that the case of Heλd can occur
in Theorem 1 (iv).
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Any ad-invariant Lorentz form given in Proposition 1.13 defines a Lorentzian metric on
M . It follows from Corollary 1.21 and Proposition 3.22, that the induced bilinear form κ
fulfills condition () and is Lorentzian. This means, that any timelike X ∈ heλd generates
a precompact one-parameter group in Heλd .
Now define κ′ as follows: κ′|heλd×heλd is equal to κ, κ′|R×R is positive definite and R and
heλd are κ′-orthogonal. Then κ′ is an ad-invariant Lorentzian scalar product on g′.
For showing that κ′ fulfills condition (), it suffices to show that any timelike X ∈ heλd
generates a precompact one-parameter group in G′.
Let X ∈ heλd be timelike and {ψt}t∈R be the one-parameter group generated in Heλd .
Consider any sequence {tk}∞k=0 ⊂ R. We want to show, that there is a convergent
subsequence of {exp(tkX)}∞k=0 in G′.
From above, we know already that X generates a precompact one-parameter group in
Heλd = Heλd/
{
zl|l ∈ Z
}
. Without loss of generality, the projection of {ψtk}∞k=0 onto Heλd
converges there. So there is a sequence {zk}∞k=0 ⊆
{
zl|l ∈ Z
}
, such that ψtkz−1k converges
to some ψ ∈ Heλd . For this, simply notice that the map Heλd → Heλd is a covering map.
By construction,
exp(tkX) = (ψtk , 0)Γ = (ψtkz−1k , exp(iϕk))Γ
in G′ for some exp(iϕk) ∈ S1. Since S1 is compact, we can choose a convergent sub-
sequence of {exp(iϕk)}∞k=0. Without loss of generality, exp(iϕk) → exp(iϕ) as k → ∞.
But then exp(tkX) converges to (ψ, exp(iϕ))Γ as k → ∞.
We have shown that any subsequence of the one-parameter group generated by X con-
tains a convergent subsequence. Therefore, {exp(tX)}t∈R is precompact.
Finally, the image S of Heλd in G′ is dense in G′, because {exp(ikϕ)}∞k=0 is dense in
S1. But S is equal to the subgroup generated by heλd in G′. Since it is not closed, the
nilradical N is neither (note that S ∼= S1  N and S1 is compact), so it follows by
Proposition 1.3, that the center of N , which is equal to the center of S, is not compact,
so S is not isomorphic to Heλd .
3.5.2 Form positive semidefinite
In the following, we suppose that κ is positive semidefinite. Note that we still assume g
to be solvable.
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3.5.2.1 Nilpotent radical: trivial case and case of the Heisenberg algebra
If g is nilpotent, Proposition 3.7 yields the proof of Theorem 1. Note that we obtain the
cases (i) and (iii).
3.5.2.2 Non-nilpotent radical: case of the affine algebra
It remains the case when g is not nilpotent. Especially, g is not abelian, so by Proposi-
tions 1.4 and 1.5, κ is not positive definite. Let i be the kernel of κ.
Proposition 3.25. The following is true:
(i) [g, g] ⊆ i.
(ii) n is abelian.
(iii) i ⊆ n. Furthermore, i is one-dimensional and not central in g.
Proof. (i) Clearly, g/i is solvable and κ induces an ad-invariant positive definite sym-
metric bilinear form. By Propositions 1.4 and 1.5, g/i is abelian, that is, [g, g] ⊆ i.
(ii) By Lemma 3.11, [g, g] ⊆ n. Since g is not abelian, it follows that i ∩ n = RZ is
one-dimensional by Proposition 3.7. Because g is not nilpotent, Z is not central in g.
So by Proposition 3.8 (i), n is abelian.
(iii) Assume that dim i > 1. Then i + n is an ideal, which is not nilpotent. It follows
from
[i + n, i + n] ⊆ [g, g] ⊆ i ∩ n = RZ,
that there exists X ∈ i + n, such that [X,Z] = 0. Clearly, we may take X ∈ i\n such
that [X,Z] = Z. Consider the two-dimensional subalgebra p generated by X and Z.
Then [αX + βZ, Z] = αZ for all α, β ∈ R, so by Lemma 3.3, αX + βZ generates a
non-precompact one-parameter group if α = 0. Especially, we can apply condition ()
to p and obtain a contradiction to p ⊆ i. Thus, i = RZ. We have seen in (ii), that Z is
not central in g.
We are now able to finish the proof of Theorem 1.
Proposition 3.26. g = a ⊕ s with a abelian and s ∼= aff(R) is a κ-orthogonal direct
sum. Moreover, the kernel of κ|s×s corresponds exactly to the span of the generator of
the translations in the affine group.
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Proof. We know from Proposition 3.25, that i = RZ is one-dimensional. Since [g, g] ⊆ i
and g is not abelian, the linear map g → i defined by W → [Z,W ] is well defined
and surjective. So its kernel P has codimension 1 in g and i ⊆ P . We choose X ∈ g
κ-orthogonal to P such that [X,Z] = Z and define the subalgebra s := span {X,Z} ∼=
aff(R). The kernel of κ|s×s is equal to RZ.
Consider now the linear map P → i, W → [X,W ]. Since Z ∈ P , this map is surjective
and its kernel a has codimension 1 in P . We obtain
g = P ⊕RX = a ⊕ s
as a κ-orthogonal direct sum of vector spaces. It remains to show that a is a central
subalgebra in g.
Let W,W ′ ∈ a. Then
[X, [W,W ′]] = −[W, [W ′, X]] − [W ′, [X,W ]] = 0
by the Jacobi identity. Since
[g, g] = RZ and [X, [W,W ′]] = 0 = [X,Z],
[W,W ′] = 0. Thus, a is an abelian algebra. By construction,
[X, a] = {0} = [Z, a],
therefore, a is central in g.
3.6 General subgroups of the isometry group
This section is devoted to prove Theorem 2. It suffices to consider connected Lie sub-
groups G ⊆ Isom(M).
If G is precompact in Isom(M), the result follows from Corollaries 1.7 and 1.8. So
suppose G is not precompact.
Let G be the closure of G in Isom(M). Denote by g the Lie algebra of G, by r the radical
and by n the nilradical of g. Since G normalizes r and n, also G does, that is, r and n
are ideals in g. Thus, r ⊆ r and n ⊆ n.
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The following proposition is due to Maltsev and a proof can be found in [Oni93], Part I,
Chapter 1, Theorem 5.3.
Proposition 3.27. [g, g] = [g, g].
G is non-compact and by Corollary 1.21, the induced bilinear form κ fulfills condition ()
in Theorem 1. We now distinguish between the cases (i) to (v) of Theorem 1 applied to
G.
3.6.1 Trivial case
We have g = k ⊕ a with k compact semisimple and a abelian. Thus, g is reductive, and
by Proposition 1.5, g is compact. Due to Corollary 1.7, g is compact as well and the
result follows from Propositions 1.4 and 1.5.
3.6.2 Case of the affine algebra
We have g = k⊕ a⊕ s with k compact semisimple, a abelian and s ∼= aff(R). Especially,
g = k⊕ r with r = a⊕s. By Proposition 3.27, k ⊆ g. Since r ⊆ r, it follows that k⊕ r ⊆ g
and hence, k ⊕ r = g.
r is an ideal in r = a⊕s. Using s ∼= aff(R), we obtain that r is either abelian or isomorphic
to the direct sum of an abelian algebra (possibly trivial) and aff(R).
3.6.3 Case of the Heisenberg algebra
We have g = k ⊕ a ⊕ s with k compact semisimple, a abelian and s ∼= hed. More-
over, κ|a×a is positive definite and κ|s×s positive semidefinite with one-dimensional ker-
nel.
Clearly, g = k ⊕ r and r = n = a ⊕ s. By Proposition 3.27, k ⊆ g. Since r ⊆ r, it follows
that k ⊕ r ⊆ g and hence, k ⊕ r = g.
r is an ideal in n = a⊕s. Therefore, r = n. κ|n×n is positive semidefinite with kernel hav-
ing dimension at most one, so the result follows from Proposition 3.7.
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3.6.4 Case of the twisted Heisenberg algebra
We have g = k ⊕ a ⊕ s with k compact semisimple, a abelian and s ∼= heλd , λ ∈ Zd+.
Additionally, κ|a×a is positive definite and κ|s×s is a Lorentz form. Also, the subgroup
generated by a ⊕ z(s) is compact.
Especially, g = k ⊕ r. By Proposition 3.27, k ⊕ h ⊆ g, where h ⊂ s with h ∼= hed. Since
r ⊆ r, it follows that k ⊕ r ⊆ g and hence, k ⊕ r = g.
r is an ideal in r = a ⊕ s. We first suppose that r = n. It follows that r ⊆ a ⊕ h. Then
κ|r×r is positive semidefinite and its kernel has dimension at most one, so the result
follows from Proposition 3.7.
Now suppose r is not nilpotent. Let {T, Z,X1, Y1, . . . , Xd, Yd} be a canonical basis
of s ∼= heλd . Since r is not nilpotent, T + X ∈ r for some X ∈ a ⊕ h. If V :=
span {X1, Y1, . . . , Xd, Yd},
[T + X,V ] = V,
hence V ⊂ r because the latter is an ideal. [V, V ] = Z, such that h ⊂ r. It follows that
r is isomorphic to the direct sum of heλd and an abelian algebra.
Denote by s′ the corresponding subalgebra in r isomorphic to heλd . The subgroup S ′ gen-
erated by s′ is isomorphic to Heλd if z(s′) = z(s) = RZ generates a circle and isomorphic
to Heλd otherwise. If S ′ is not closed in Isom(M), the nilradical N ′ of S ′ ∼= S1  N ′ is
neither, so Proposition 1.3 yields that the center of N ′, which is equal to the center of
S ′, is not compact, especially not a circle. If S ′ is closed in Isom(M), the center of S ′
is also closed in Isom(M). But the center of S ′ is generated by Z and Z generates a
precompact one-parameter group since the subgroup generated by a ⊕ z(s) is compact.
Thus, the center of S ′ is a circle.
3.6.5 Case of the special linear algebra
We have g = k ⊕ a ⊕ s with k compact semisimple, a abelian and s ∼= sl2(R). κ|s×s is a
Lorentzian scalar product.
Thus, g is reductive. By Proposition 3.27, [g, g] = k ⊕ s. Since r ⊆ r = a, it fol-
lows that r is abelian and g is reductive. Due to Proposition 1.4, k ⊕ s ⊕ z(g) =
g.
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By a theorem of Wolf, S˜L2(R) has no non-trivial compact subgroup (cf. [Wol63]). Hence,
if the subgroup generated by s is closed in Isom(M), it cannot be isomorphic to a finite
central quotient of S˜L2(R), since then all non-trivial one-parameter groups would be not
precompact, contradicting condition () (κ|s×s is a Lorentz form).
Conversely, if the subgroup generated by s is isomorphic to some PSLk(2,R), it is a
semisimple group with finite center. By Proposition 1.3, it is closed in Isom(M).
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In this chapter, we will prove Theorems 4 and 5. We will first prove the first part of
Theorem 5 in Section 4.1. It turns out that our investigation will be helpful for the proof
of Theorem 4 in Section 4.2. The proof of this theorem mainly relies on the algebraic
structure of the involved Lie algebras and a remarkable property concerning the action
of one-parameter groups with lightlike orbits (Lemma 4.3).
In Section 4.3 we continue with the proof of the second and third part of Theorem 5. We
start with showing that the orbits of a central quotient of S˜L2(R) or a twisted Heisenberg
group have Lorentzian character on the compact Lorentzian manifold they act isomet-
rically and effectively on, in Section 4.3.1. Later, in Section 4.3.2, we investigate the
distribution orthogonal to the orbits of S and prove that it is (almost) involutive. This
allows us to show the topological structure of the manifold as announced in the theorem.
Also, the most part of the geometric result is proved in Section 4.3.3. Finally, we look
in Section 4.3.4 at the metric defined on S if S is a twisted Heisenberg group and finish
the proof of the theorem.
4.1 Induced bilinear form is positive semidefinite
Let M be a compact Lorentzian manifold and G ⊆ Isom(M) a connected closed non-
compact Lie subgroup. We also consider its Lie algebra g = k ⊕ a ⊕ s as described in
Theorem 2. As usual, denote by κ the induced bilinear form on g.
Suppose that κ is positive semidefinite. It follows from Corollary 1.21 and Theorem 1,
that the summand s is either trivial, isomorphic to aff(R) or to hed. Additionally, the
kernel of κ has dimension at most one.
In the case that s is trivial, a generates the center of G. Since G is non-compact and
k is compact semisimple, the center of G is not compact. Thus, there is some X ∈ a
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generating a non-precompact one-parameter group. For any Y ∈ g, p := span {X, Y }
is an abelian subalgebra and by Lemma 3.4, the set of elements of p generating a non-
precompact one-parameter group is dense in p. It follows that the set of elements in
g generating a non-precompact one-parameter group is dense in g. Proposition 1.19
yields that for all X ∈ g, the corresponding Killing vector field X˜ (cf. Proposition 1.1)
is everywhere non-timelike. Especially, if X is κ-isotropic, then X˜ is lightlike every-
where.
Lemma 4.1. Let G be a Lie group acting isometrically and locally effectively on a
Lorentzian manifold M of finite volume. Assume that the Lie algebra g = m ⊕ s is a
direct sum of some arbitrary subalgebra m and a subalgebra s, which is either isomorphic
to aff(R) or hed.
Then the induced bilinear form κ is positive semidefinite, the orbits of G are non-timelike
everywhere and the orbit of any κ-isotropic Z ∈ g is lightlike everywhere. Moreover,
κ(Z,Z) = 0 if Z ∈ [s, s].
Proof. Without loss of generality, we may assume G ⊆ Isom(M). Especially, g ⊆
isom(M).
First, suppose s ∼= aff(R). Let X, Y ∈ s such that [X, Y ] = Y . For any W ∈ m and
λ ∈ R,
[W + X + λY, Y ] = Y,
so by Lemma 3.3, W + X + λY generates a non-precompact one-parameter group in
Isom(M). Thus, the set of X ∈ g generating a non-precompact one-parameter group in
Isom(M) is dense in g.
Corollary 1.21 yields that κ is positive semidefinite and for all X ∈ g, the corresponding
Killing vector field X˜ is everywhere non-timelike by Proposition 1.19. Clearly, if Z is
κ-isotropic, then Z˜ is lightlike everywhere. Since κ is ad-invariant,
κ(Y, Y ) = κ([X, Y ], Y ) = κ(X, [Y, Y ]) = 0.
Now let s ∼= hed. Then for any non-central X ∈ hed, there is X ′ ∈ hed, such that
[X,X ′] = 0. But [X,X ′] is central, hence, ad2X(X ′) = 0. So by Lemma 3.3, X generates
a non-precompact one-parameter group in Isom(M).
If Y ∈ m⊕z(s), the subalgebra p := span {X, Y } is abelian. Thus, by Lemma 3.4, the set
of elements in p generating a non-precompact one-parameter group in Isom(M) is dense
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in p. It follows that the set of elements in g generating a non-precompact one-parameter
group in Isom(M) is dense in g, and we can argue exactly as above.
Finally, if Z ∈ z(s), there are X, Y ∈ hed such that [X, Y ] = Z and therefore,
κ(Z,Z) = κ([X, Y ], Z) = κ(X, [Y, Z]) = 0.
The next lemma finishes the proof of Theorem 5 (i).
Lemma 4.2. Let (M, g) be a semi-Riemannian manifold and X˜ a Killing vector field,
such that g(X˜, X˜) is constant. Then the orbits of the (local) flow of X˜ are geodesics.
Proof. We have to show that ∇
X˜
X˜ vanishes on M , where ∇ denotes the Levi-Civita
connection of M . For any vector field Y on M ,
0 ≡ Y (g(X˜, X˜)) ≡ 2g(∇Y X˜, X˜).
Since X˜ is a Killing vector field,
g(∇
X˜
X˜, Y ) ≡ −g(X˜,∇Y X˜) ≡ 0.
Thus, ∇
X˜
X˜ ≡ 0.
4.2 Locally free action
Lemma 4.3. Let M = (M, g) be a connected Lorentzian manifold and X˜ a non-trivial
lightlike complete Killing vector field. Then X˜ vanishes nowhere, that is, X˜(x) = 0 for
all x ∈ M . Equivalently, the action of the corresponding one-parameter group ψ :=
{exp(tX)}t∈R ⊆ Isom(M) (cf. Proposition 1.1) is locally free.
Proof. Let ψt := exp(tX) and assume, there is x ∈ M such that X˜(x) = 0. Then
ψt(x) = x for all t in R.
gx defines a quadratic form Q : TxM → R. Since ψ preserves the Lorentzian metric
g on M , it follows that dψx = {dψtx}t∈R preserves the scalar product gx as well as
the quadratic form Q. Thus, dψx is a one-parameter group of isometries of (TxM, gx).
According to Proposition 1.1, it is associated to a complete Killing vector field X ′ on
TxM .
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The isometry ψt of M is uniquely defined by ψt(x) and dψtx. Since the action of ψ is
locally free, it follows that dψtx = idTxM for all t ∈ R\Γ, where Γ is a free subgroup
in R generated by at most one element. Thus, the flow dψx is non-trivial and X ′ does
not vanish on an open neighborhood of TxM (because the Killing vector field X ′ is
determined by X ′(v) and ∇vX ′ for some v ∈ TxM , ∇ being the Levi-Civita connection
on M).
Let U ⊂ M be a star-shaped open neighborhood of x, on which the exponential map
expx is invertible, and define q := Q ◦ exp−1x .
Let v ∈ exp−1x (U). Then
γ : [0, 1] → M, γ(τ) = expx(τv),
is the unique geodesic with
γ(0) = x, ∂
∂τ
γ(τ)|τ=0 = v.
ψt is an isometry with fixed point x, so (ψt ◦ γ) is a geodesic with
(ψt ◦ γ)(0) = x and ∂
∂τ
(ψt ◦ γ)(τ)|τ=0 = dψtx(v).
Thus, we have
ψt(expx(v)) = ψt(γ(1)) = expx(dψtx(v))
for small t. Differentiating with respect to t in t = 0 yields
X˜(expx(v)) = (d expx)v(X ′(v)). (1)
For w ∈ Tv(TxM) ∼= TxM ,
gx((grad Q)(v), w) =
∂
∂t
Q(v + tw)|t=0 = ∂
∂t
gx(v + tw, v + tw)|t=0 = gx(2v, w).
Hence, grad Q is radial. By the lemma of Gauß,
gexpx(v)((d expx)v((grad Q)(v)), (d expx)v(w))
=gx((grad Q)(v), w)
=dQv(w)
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=dqexpx(v) ◦ (d expx)v(w)
=gexpx(v)(((grad q)(expx(v))), (d expx)v(w)).
It follows that
gx((grad Q)(v), w) = gexpx(v)(((grad q)(expx(v))), (d expx)v(w)), (2)
(d expx)v((grad Q)(v)) = (grad q)(expx(v)). (3)
Choosing w = X ′(v) and later w = (grad Q)(v) in Equation 2, we obtain successively
with the help of Equation 1
gexpx(v)((grad q)(expx(v)), X˜(expx(v))) = gx((grad Q)(v), X
′(v)), (4)
gexpx(v)((grad q)(expx(v)), (grad q)(expx(v))) = gx((grad Q)(v), (grad Q)(v)). (5)
Furthermore,
gx((grad Q)(v), X ′(v)) = dQv(X ′(v))
= dQv
(
∂
∂t
(
dψtx(v)
)
|t=0
)
= ∂
∂t
(
(Q ◦ dψtx)(v)
)
|t=0 = 0,
because dψx preserves Q.
It follows together with Equation 4, that
0 = gu((grad q)(u), X˜(u)) (6)
for all u ∈ U .
By assumption, 0 = gu(X˜(u), X˜(u)) since X˜ is lightlike. Now choose a timelike v ∈
exp−1x (U) such that X ′(v) = 0 (remember that on any open neighborhood, X ′ does
not vanish everywhere). Then because of Equation 1, X˜(u) = 0 for u = expx(v), but
the radial vector (grad Q)(v) and so (grad q)(u) by Equation 5 are timelike. Since
(grad q)(u) is in the gu-orthogonal complement of the lightlike vector X˜(u) by Equa-
tion 6, (grad q)(u) is not timelike, contradiction.
Remark. Lemma 4.3 is also true if X˜ is not complete, in this case one consider the
local flow ψ defined by X˜.
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Definition. Let G be a Lie group with Lie algebra g acting continuously on a compact
topological space M . For p ∈ M denote by Gp the subgroup of G fixing p and gp its Lie
algebra.
Remark. Gp is a closed subgroup, especially a Lie subgroup. Thus, its Lie algebra is
defined.
Lemma 4.4. Let G be a connected Lie group with Lie algebra g acting continuously on
a compact topological space M .
Suppose there are x ∈ M , X ∈ g, Y ∈ gx and k ∈ Z+, such that [X,Z] = 0 for
Z = adkX(Y ). Then there exists y ∈ M such that Z ∈ gy.
Proof. It suffices to consider Z = 0. Define
Yj := adjX(Y )
for any non-negative integer i. By assumption, Yk = Z and Yj = 0 if j > k.
Let t ∈ R. Since Y ∈ gx, exp(τY ) · x = x, so it holds for all τ ∈ R:
exp(tX) exp(τY ) exp(−tX) · (exp(tX) · x) = exp(tX) · x.
This is equivalent to
exp(tX) exp(τY ) exp(−tX) ∈ Gexp(tX)·x.
Differentiating with respect to τ in τ = 0 yields
Adexp(tX)Y ∈ gexp(tX)·x.
Moreover,
Adexp(tX)Y = exp(adtX)Y =
k−1∑
j=0
(
tj
j!Yj
)
+ t
k
k!Z.
It follows that
gexp(tX)·x  k!
tk
Adexp(tX)Y = Z +
k−1∑
j=0
(
k!
j!tk−j Yj
)
=: Zt
65 Chapter 4. Geometric characterization of the manifolds
for all t ∈ R. Since M is compact, we can choose an increasing sequence {tn}∞n=0 of real
numbers, such that tn → ∞ and
exp(tnX) · x → y ∈ M
as n → ∞.
Since
Z = lim
n→∞
⎛⎝Z + k−1∑
j=0
(
k!
j!tk−jn
Yj
)⎞⎠ = lim
n→∞ Ztn ,
exp(τZtn) · (exp(tnX) · x) → exp(τZ) · y
as n → ∞ for all τ ∈ R. But for all n, it holds
exp(τZtn) · (exp(tnX) · x) = exp(tnX) · x.
It follows that exp(τZ) · y = y for all τ ∈ R, so Z ∈ gy.
Corollary 4.5. Let M be a compact Lorentzian manifold and S a Lie group with Lie
algebra s ∼= aff(R) acting isometrically and locally effectively on M . Then this action is
locally free.
Proof. Let X, Y ∈ s such that [X, Y ] = Y . By Lemma 4.1, the subgroup generated by
Y has lightlike orbits, and due to Lemma 4.3, it acts locally freely. Especially, Y /∈ sx
for all x ∈ M .
Suppose X + λY ∈ sx, λ ∈ R, for some x ∈ M . Since
[Y,X + λY ] = −Y and [Y,−Y ] = 0,
we can apply Lemma 4.4 and obtain −Y ∈ sy for some y ∈ M , contradiction.
Thus, sx is trivial for all x ∈ M , that is, S acts locally freely on M .
Corollary 4.6. Let M be a compact Lorentzian manifold and S a Lie group with Lie
algebra s ∼= sl2(R) acting isometrically and locally effectively on M . Then this action is
locally free.
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Proof. Without loss of generality, S ⊆ Isom(M). Let e, f, h ∈ s be elements of an
sl2-triple, that is, [h, e] = 2e, [h, f ] = −2f and [e, f ] = h.
Let κ be the induced bilinear form on s.
2κ(e, e) = κ([h, e], e) = κ(h, [e, e]) = 0
because κ is ad-invariant. Analogously,
κ(f, f) = 0.
Because of [e, h] = −2e and [e,−2e] = 0, e generates a non-precompact one-parameter
group in Isom(M) by Lemma 3.3. The same is true for f . It follows from Proposi-
tion 1.19, that the subgroups generated by e and f have lightlike orbits everywhere. By
Lemma 4.3, e, f /∈ sx for all x ∈ M .
Let
0 = Y := αh + βe + γf
for some real α, β, γ. We have to show that Y /∈ sx for all x ∈ M . If α = γ = 0, we have
shown this already.
Assume γ = 0 and choose X := e, Z := −2γe. Then
[X, Y ] = −2αe + γh, [X, [X, Y ]] = Z and [X,Z] = 0.
Lemma 4.4 and Z /∈ sx for all x yield the required result.
Finally, assume γ = 0, but α = 0. Choose X := e and Z := −2αe. Then
[X, Y ] = Z and [X,Z] = 0,
so we can apply Lemma 4.4 to see that Y /∈ sx for all x ∈ M , since Z /∈ sx for all x.
Lemma 4.7. Let G be a connected nilpotent Lie group acting continuously on a compact
manifold M . If the action of the center is locally free, so is the action of G.
Proof. We may assume that G is non-trivial. Let g0 := g, gj := [g, gj−1] for j > 0 be
the descending central series of g. Since g is nilpotent, there is an integer k ≥ 0, such
that gk = {0} = gk+1.
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Since {0} = [g, gk], gk ⊆ z(g). Thus, the subgroup generated by gk acts locally freely by
assumption. In the following, we prove by induction, that the action of the subgroup
generated by gj−1 is locally free, if the action of the subgroup generated by gj is.
Assume the contrary, that is, there is x ∈ M and Y ∈ gj−1 such that Y ∈ gx. Since
Y /∈ z(g), there is X ∈ g such that [X, Y ] = 0. g is nilpotent, so there exists an integer
l > 0 such that
Z := adlX(Y ) = 0 = adl+1X (Y ).
By Lemma 4.4, Z ∈ gy for some y ∈ M . But Z ∈ gj−1+l ⊆ gj, contradiction.
We can now finish the proof of Theorem 4 by showing that the action of the subgroup
generated by s is locally free, if s ∼= hed or s ∼= heλd .
Corollary 4.8. Let M be a compact Lorentzian manifold and S a Lie group with Lie
algebra s ∼= hed, acting isometrically and locally effectively on M . Then this action is
locally free.
Proof. By Lemma 4.1, the center of z(s) is κ-isotropic and the subgroup generated by
0 = Z ∈ z(s) has lightlike orbits. Due to Lemma 4.3, it acts locally free. The result now
follows from Lemma 4.7.
Corollary 4.9. Let M be a compact Lorentzian manifold and S a Lie group with Lie
algebra s ∼= heλd , acting isometrically and locally effectively on M . Then this action is
locally free.
Proof. We identify heλd with s. By Corollary 4.8, the subgroup generated by hed ⊂ heλd ∼=
s acts locally freely.
Let Y ∈ heλd\hed. Then there is X ∈ hed such that [X, Y ] = 0 (otherwise Y ∈ z(s) ⊂ hed,
contradiction). But [X, Y ] ∈ hed and hed is nilpotent, hence
Z := adkX(Y ) = 0 = adk+1X (Y )
for some integer k > 0. The subgroup generated by Z ∈ hed acts locally freely by
Corollary 4.8, therefore, for all x ∈ M , Y /∈ sx due to Lemma 4.4.
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4.3 Induced bilinear form is indefinite
In this section, let M = (M, g) be a compact Lorentzian manifold and G a connected
closed non-compact Lie subgroup of Isom(M). According to Theorem 2, its Lie algebra
is a direct sum g = k ⊕ a ⊕ s with k compact semisimple and a abelian. We assume
that s is either isomorphic to sl2(R) or to a twisted Heisenberg algebra heλd with λ ∈
Zd+.
We identify sl2(R) and heλd with s, respectively. In the first case, we choose an sl2-triple
{e, f, h}, and we choose a canonical basis {T, Z,X1, Y1, . . . , Xd, Yd} of s in the latter
case.
Denote by S the subgroup generated by s. By Theorem 2, S ∼= PSLk(2,R) if and only
if S is closed in Isom(M) in the first case and in the latter case, S ∼= Heλd if S is closed
in Isom(M) and S ∼= Heλd otherwise.
4.3.1 Lorentzian character of orbits
Lemma 4.10. Let V be a real vector space, b1 a symmetric bilinear form and b2 a
Lorentzian scalar product on V . If any element of the light cone of b2 is b1-isotropic,
b1 = λb2 for some real number λ.
Proof. Choose a b2-orthonormal basis {v0, . . . , vm} of V such that b2(v0, v0) = −1. In
what follows, let j, k ∈ {1, . . . ,m}, j = k.
Then
b2(v0 + vj, v0 + vj) = 0 = b2(v0 − vj, v0 − vj).
By assumption, it follows that
b1(v0 + vj, v0 + vj) = 0 = b1(v0 − vj, v0 − vj).
Especially, b1(v0, vj) = 0. Using this, λ := −b1(v0, v0) = b1(vj, vj).
b2(
√
2v0 + (vj + vk),
√
2v0 + (vj + vk)) = 2b2(v0, v0) + b2(vj, vj) + b2(vk, vk) = 0
yields that
b1(
√
2v0 + (vj + vk),
√
2v0 + (vj + vk)) = 0.
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Since
b1(v0, vj) = 0 = b1(v0, vk),
we have
2b1(v0, v0) + b1(vj, vj) + b1(vk, vk) + 2b1(vj, vk) = 0.
But we know already
2b1(v0, v0) + b1(vj, vj) + b1(vk, vk) = −2λ + λ + λ = 0.
Therefore, b1(vj, vk) = 0.
In summary, {v0, . . . , vm} is a b1-orthogonal basis of V . Also, it holds
−b1(v0, v0) = λ = b1(vj, vj).
Thus, b1 = λb2.
Proposition 4.11. In the situation of this section, the following is true:
(i) The orbits of S have Lorentzian character everywhere on M if s ∼= sl2(R).
(ii) The orbits of S have Lorentzian character everywhere on M if s ∼= heλd .
Proof. Let x ∈ M and consider the linear map
ι : s → TxM, X → X˜(x)
(cf. Proposition 1.1). Due to Corollaries 4.6 and 4.9, the action of S is locally free,
hence, ι is injective. Let b be the symmetric bilinear form on s defined by
b(X, Y ) := gx(X˜(x), Y˜ (x)).
The character of the orbit of S in x is Lorentzian if and only if b is a Lorentz form.
(i) By Theorem 1 (v), the induced bilinear form κ is a positive multiple of the Killing
form k on s. Let
0 = X := αe + βf + γh
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for real parameters α, β, γ. With respect to the ordered basis (e, f, h), adX corresponds
to the 3 × 3-matrix
A :=
⎛⎜⎜⎝
2γ 0 −2α
0 −2γ 2β
−β α 0
⎞⎟⎟⎠
An elementary calculation yields
A2 =
⎛⎜⎜⎝
4γ2 + 2αβ −2α2 −4αγ
−2β2 4γ2 + 2αβ −4βγ
−2βγ −2αγ 4αβ
⎞⎟⎟⎠
and A3 =
⎛⎜⎜⎝
8γ(αβ + γ2) 0 −8α(αβ + γ2)
0 −8γ(αβ + γ2) 8β(αβ + γ2)
−4β(αβ + γ2) 4α(αβ + γ2) 0
⎞⎟⎟⎠ .
It follows that
k(X,X) = Tr(ad2X) = 8γ2 + 8αβ.
Thus, X is κ-isotropic if and only if γ2 = −αβ. Moreover, ad3X = 0 if and only if
γ2 = −αβ.
In summary, adX is nilpotent (but non-trivial), if and only if it is κ-isotropic. By
Lemma 3.3, it follows that all non-trivial κ-isotropic X generate non-precompact one-
parameter groups. Due to Proposition 1.19, b(X,X) = 0 if κ(X,X) = 0. The latter is
equivalent to k(X,X) = 0. We can apply Lemma 4.10 to see that b = λk. Because b is
the restriction of a Lorentzian scalar product, λ > 0.
(ii) It follows from Lemma 4.1, that b is positive semidefinite on hed ×hed and b(Z,Z) =
0. gx is a Lorentzian scalar product and ι is injective, therefore, b(X,X) > 0 for all
X ∈ hed\z(s). It follows that we do not have a Lorentzian orbit if and only if b is
positive semidefinite.
Assume b is positive semidefinite. Then the kernel of b has dimension at most one. But
z(s) has to lie in the kernel:
0 ≤ b(X + λZ,X + λZ) = b(X,X) + 2λ(X,Z)
for all λ ∈ R and X ∈ s requires b(X,Z) = 0 for all X ∈ s.
Now let D be the set of y ∈ M where the orbit of S is not Lorentzian. D is non-empty,
because x ∈ D. By continuity, D is closed in M , hence D is a compact metric space.
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Furthermore, D is S-invariant and S acts continuously on D.
S is amenable as a solvable group (cf. [Zim86], Corollary 4.1.7), that is, any continuous S-
action on a compact metrizable space has an S-invariant probability measure (cf. [Zim86],
Definition 4.1.1). Let μ be the S-invariant probability measure on D. μ allows us to
construct on s the symmetric bilinear form
B(X, Y ) :=
∫
D
gy(X˜(y), Y˜ (y))dμ(y).
By construction, B is ad-invariant (compare with Lemma 1.15 (iii)) and positive semidef-
inite. Its kernel is equal to z(s). Thus, the solvable algebra s/z(s) possesses a positive
definite scalar product and due to Propositions 1.4 and 1.5, s/z(s) is abelian. Therefore,
hed = [s, s] ⊆ z(s), contradiction.
4.3.2 Orthogonal distribution
The distribution defined by the orbits of S will be denoted by S and by O we denote
the distribution on M orthogonal to S. Note that S has the same dimension as S,
because the action of S is locally free due to Corollaries 4.6 and 4.9. Since the metric g
restricted to S×S is Lorentzian by Proposition 4.11, g restricted to O×O is Riemannian.
Additionally, denote by Z the orbits of the center of S in the case that S is a twisted
Heisenberg group.
Proposition 4.12. The distributions O for s ∼= sl2(R) and O + Z for s ∼= heλd , respec-
tively, are involutive.
Proof. For any point x in the manifold M , we define a vector-valued symmetric bilinear
form ωx : Ox × Ox → Sx by
ωx(v, w) = projSx
(
[V˜ , W˜ ] (x)
)
,
where projSx denotes the orthogonal projection to Sx and V˜ and W˜ are vector fields in
O extending v and w, respectively. Let ω : O×O → S be the form defined by {ωx}x∈M .
Note that ω is correctly defined, since it is C∞(M)-linear: For any σ ∈ C∞(M) and
vector fields V˜ , W˜ in O,
ω(σV˜ , W˜ ) = projS
(
[σV˜ , W˜ ]
)
= projS
(
σ[V˜ , W˜ ] − W˜ (σ)V˜
)
= σprojS
(
[V˜ , W˜ ]
)
.
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In the same way, ω(V˜ , σW˜ ) = σω(V˜ , W˜ ).
O and O + Z, respectively, are involutive if and only if ω is trivial or takes only values
in Z, respectively.
Using the action of S on M , we can identify the vector spaces Sx and s in a canonical
way: X ∈ s corresponds to ∂
∂t
(exp(tX) · x)|t=0 ∈ TxM (compare with Proposition 1.1).
Thus, we can consider ω : O × O → s.
Let V˜ and W˜ be vector fields in O extending v, w ∈ Ox and f ∈ S. Then
ωf ·x(dfx(v), dfx(w)) = projSf ·x
(
[df(V˜ ), df(W˜ )](f · x)
)
= projSf ·x
(
dfx
(
[V˜ , W˜ ](x)
))
= dfx
(
projSx
(
[V˜ , W˜ ](x)
))
= dfx(ωx(v, w)),
where we have used that projSf ·x ◦ dfx = dfx ◦ projSx , which is true because the isometry
f preserves the distributions S and O = S⊥.
It follows by Lemma 1.15 (i) that dfx(ωx(v, w)) =̂Adf (ω(v, w)).
Since g restricted to O × O is Riemannian and the action of S preserves g and O as
well, dfx(v) ∈ K(v), where K(v) := {u ∈ O|g(u, u) = gx(v, v)}. Because M is compact,
K(v) is compact as well. Thus, the set {(dfx(v), dfx(w))}f∈S contained in K(v) × K(w)
is precompact. ω is continuous, so {Adf (ω(v, w))}f∈S ⊂ s has to be precompact as well.
Assume s ∼= sl2(R) and let X ∈ {e, f}, so adX is three-step nilpotent. Then the set
consisting of all
Adexp(tX)(ω(v, w)) = exp(adtX)(ω(v, w))
= ω(v, w) + t[X,ω(v, w)] + t
2
2 [X, [X,ω(v, w)]],
t ∈ R, can only be precompact, if [X,ω(v, w)] = 0. But
[e, αe + βf + γh] = βh − 2γe and [f, αe + βf + γh] = −αh + 2γf
for any real α, β, γ. Thus, ω(v, w) = 0.
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Suppose s ∼= heλd and let X ∈ hed. Then ad3X = 0 and the set consisting of all
Adexp(tX)(ω(v, w)) = exp(adtX)(ω(v, w))
= ω(v, w) + t[X,ω(v, w)] + t
2
2 [X, [X,ω(v, w)]],
t ∈ R, can only be precompact, if [X,ω(v, w)] = 0. Since this is true for all X ∈ hed,
ω(v, w) has to lie in the center, that is, ω(v, w) ∈ RZ.
4.3.3 Structure of the manifold
In this section, we want to show that the compact manifold M is diffeomorphic to
Γ\(N × S) if s ∼= sl2(R) and to Γ\
(
S ×Z(S) N
)
if s ∼= heλd , respectively. For this, we
choose auxiliary Riemannian metrics on N×S and S×Z(S)N , respectively. Γ will be a cer-
tain discrete subgroup in the corresponding isometry group of these spaces.
Let β be any positive definite scalar product on s. We furnish S with the right-invariant
metric βS defined by β.
We transform the Lorentzian metric g on M into a Riemannian metric g′ as follows:
g′ and g coincide on O × O and g′ on S × S is given by β and the identification
of Sx with s as in Section 4.3.2. Additionally, O is orthogonal to S in both met-
rics.
Lemma 4.13. For any x ∈ M , the canonical mapping S → S · x, f → f · x, is an
isometric covering map. S · x is furnished with the metric induced by the ambient space
(M, g′).
Proof. Since the action of S on M is locally free by Corollaries 4.6 and 4.9, S → S · x
is a covering map.
To show that the mapping is isometric, it suffices to consider right-invariant vector
fields on S. Let X, Y ∈ s and X,Y the corresponding right-invariant vector fields
on S. By construction, βS(X,Y ) ≡ β(X, Y ). Since X is right-invariant, X(f) =
∂
∂t
(exp(tX)f) |t=0 for any f ∈ S. Thus, the vector field X on S corresponds to the vector
field X˜ on S · x (cf. Proposition 1.1). The result follows from g′(X˜, Y˜ ) ≡ β(X, Y ).
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Since O or O + Z, respectively, are involutive by Proposition 4.12, the corresponding
distribution induces a foliation on M due to the Frobenius theorem (cf. [Bau09], Propo-
sition A.9). Let N be the leaf of O or O + Z, respectively, passing through a point
x0 ∈ M . We furnish N with the metric h induced by g′.
Lemma 4.14. Suppose s ∼= heλd . Then Z(S), the center of S, acts isometrically on
N = (N, h).
Proof. Let λ ∈ R and x ∈ N ⊂ M . The curve t → exp(tλZ) ·x has its tangential vector
in Z, thus, the action of the center of S on M reduces to an action on N . It is isometric
by Proposition 4.13.
Proposition 4.15. As above, let M = (M, g′). Then the following is true:
(i) Let s ∼= sl2(R). The mapping p : S × N → M , p(f, x) = f · x, is surjective and a
local isometry.
(ii) Let s ∼= heλd . The mapping p : S × N → M , p(f, x) = f · x, is a Riemannian
submersion. The horizontal space can be identified with S˜ + ON in a natural way,
where S˜ denotes the distribution on S given by the tangent spaces and ON denotes
the restriction of the distribution O to N .
Proof. Obviously, p is smooth. We know already that S preserves O. Using that Z
generates Z(S), we obtain in the case (ii) that for all f ∈ S,
dfx(Z˜(x)) = dfx(
∂
∂t
(exp(tZ) · x) |t=0)
= ∂
∂t
(f exp(tZ) · x) |t=0
= ∂
∂t
(exp(tZ) · (f · x)) |t=0
= Z˜(f · x).
Thus, S preserves Z as well. It follows that in both cases, f · N is a leaf as well.
Since the action of S is locally free by Corollaries 4.6 and 4.9 and O = S⊥, any leaf of
O or O + Z, respectively, in a neighborhood of x ∈ M is given by f ·N ′ for some f ∈ S
and N ′ being the leaf through x. Thus, the image of p is open as well as the complement
of the image of p in M . But M is connected and the image is non-empty, hence, p is
surjective. Also, dp is surjective everywhere. It follows that p is a submersion.
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(i) The action of S on M preserves O and leaves. Hence, dp|ON is isometric. It follows
from Lemma 4.13, that dp|S˜ is isometric as well. Using the orthogonality of S˜ and O on
M , we obtain that p is a local isometry.
(ii) Locally, only the center Z(S) preserves a leaf. Therefore, the connected component
of (f, x) ∈ S × N in the preimage of f · x is equal to {(fz−1, z · x)}z∈Z(S), which is
isomorphic to the center of S.
Let Z˜ denote the distribution defined by the action of the center on S, f → z ·f for f ∈ S
and z ∈ Z(S). Now consider the distribution Z˜⊥ on S orthogonal to Z˜ with respect to
the metric βS. Moreover, let Z ′ be the one-dimensional distribution on S × N defined
by (X,X) ∈ Z˜ × Z for any X ∈ RZ. Then the horizontal space of the submersion
p is Z˜⊥ ⊕ Z ′ ⊕ ON and can be naturally identified with S˜ ⊕ ON using the canonical
identification of Z ′ with Z˜ by projecting to the first component.
To show that p is a Riemannian submersion, we have to show that dp|Z˜⊥⊕Z′⊕ON is
isometric. As in the first part, dp|Z˜⊥ and dp|ON are isometric. Using Lemma 4.13
and the fact, that the center of S acts isometrically on N , dp|Z′ is also isometric. An
orthogonality argument as above yields the result.
Assume s ∼= heλd . The diagonal action (f, x) → (fz−1, z ·x) of the center Z(S) on S×N is
isometric. If we factorize S×N through this action, we obtain a set denoted by S×Z(S)N .
The action of Z(S) on S × N induces a foliation with leaves isomorphic to Z(S). Since
Z(S) is a closed Lie subgroup of S, it follows that the leaves are closed in S × N .
The Frobenius theorem (cf. [Bau09], Proposition A.9) gives then a canonical manifold
structure on S ×Z(S) N . Note that this construction is a special case of constructing
manifolds with a certain group action (cf. [Ada01]).
As in the proof of Proposition 4.15 (ii), let Z˜ denote the distribution defined by the
action of the center on S, Z˜⊥ the distribution on S βS-orthogonal to Z˜ and Z ′ the
one-dimensional distribution on S × N defined by (X,X) ∈ Z˜ × Z for any X ∈
RZ.
We furnish S ×Z(S) N with the metric induced by the metric on Z˜⊥ ⊕ Z ′ ⊕ ON , that
is, S × N → S ×Z(S) N is a Riemannian submersion with horizontal space Z˜⊥ ⊕ Z ′ ⊕
ON . p induces a smooth map π : S ×Z(S) N → M , which is surjective and a local
isometry.
Lemma 4.16. N = (N, h) is geodesically complete.
4.3. Induced bilinear form is indefinite 76
Proof. Assume there is a maximal geodesic γ in N which is not defined on the entire
real line. Without loss of generality, γ : (a, b) → N , −∞ ≤ a < b < +∞. Since the
metric space N inherits the metric of (M, g′), {γ(tk)}∞k=0 is a Cauchy sequence in N and
M as well, if tk → b increases as k → ∞ (note that in a Riemannian space, a geodesic
is locally a length-minimizing curve). M is compact, thus, γ(tk) → x in M . It follows
that we can extend the curve γ continuously on M , such that γ(b) is defined. Since the
tangent vector of γ is contained in O + Z on (a, b], x ∈ N by the Frobenius theorem
(cf. [Bau09], Proposition A.9). Hence, we can extend γ on N , contradiction.
Definition. If s ∼= heλd , IsomZ(S)(N) denotes the subgroup of Isom(N) consisting of all
Z(S)-equivariant isometries of N .
Proposition 4.17. Let M = (M, g′) as above. Then the following is true:
(i) p : S × N → M for s ∼= sl2(R) and π : S ×Z(S) N → M for s ∼= heλd , respectively,
are covering maps.
(ii) The group of deck transformations acts transitively on each fiber. Furthermore,
any deck transformation comes from an element of S × Isom(N) for s ∼= sl2(R) or
S × IsomZ(S)(N) for s ∼= heλd , respectively.
Proof. (i) All manifolds we consider are connected. Moreover, S is a Riemannian ho-
mogeneous space and therefore geodesically complete. N is geodesically complete by
Lemma 4.16. Therefore, S × N is geodesically complete. Since S × N → S ×Z(S) N
is a Riemannian submersion, S ×Z(S) N is geodesically complete as well (cf. [Her60],
Theorem 1).
p and π, respectively, are locally isometric. Furthermore, S × N and S ×Z(S) N , re-
spectively, are geodesically complete, so p and π, respectively, are Riemannian covering
maps.
(ii) Assume
p(f, x) = p(f ′, x′) or π([f, x]) = π([f ′, x′]),
respectively, for (f, x) ∈ S × N and [f, x] being the corresponding equivalence class in
S ×Z(S) N . In both cases, f · x = f ′ · x′. Equivalently,
x = f−1f ′ · x′.
In the proof of Proposition 4.15 we have seen that f−1f ′ · N is a leaf of O or O + Z,
respectively, as well. It follows that it is equal to N . By construction, f−1f ′ corresponds
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to an isometry of N (being Z(S)-equivariant if s ∼= heλd , because Z(S) commutes with
f−1f ′ in S). Therefore, there is ψ ∈ Isom(N) or ψ ∈ IsomZ(S)(N), respectively, such
that f−1f ′ · y = ψ(y) for all y ∈ N . This yields for all y
f ′−1f · ψ(y) = y.
(f ′−1f, ψ) acts as an isometry ϕ of S ×Z(S) N by
ϕ([f˜ , y]) = [f˜f ′−1f, ψ(y)].
The action on S × N in the other case is analogous. We know that
π(ϕ([f˜f ′, y])) = π([f˜f, ψ(y)]) = π([f˜f ′, y])
and an analogous result for the case of S × N , holds for all y ∈ N and f˜ ∈ S, because
f · ψ(y) = f ′ · y implies f˜f · ψ(y) = f˜f ′ · y.
It follows that ϕ is a deck transformation. Since each deck transformation is determined
by the value at one point, we are done.
Suppose s ∼= sl2(R) and consider the covering map S˜L2(R) → S. It follows from our
results above that there is a discrete subgroup Γ in Isom(N) × S˜L2(R) acting freely on
N × S˜L2(R), such that M is diffeomorphic to Γ\
(
N × S˜L2(R) × N
)
. We have seen in
the proof of Proposition 4.11 (i), that if we pull back the metric g on M to S through
the canonical map S → S · x, we obtain a positive multiple of the Killing form k. It
follows that M = (M, g) is covered isometrically by the manifold N × S˜L2(R) provided
with the metric
g(x,·) = σ2(x)hx × k,
σ : N → R+ smooth. Therefore, we have finished the proof of Theorem 5 (ii).
Assume that s ∼= heλd and consider the canonical defined map
S × IsomZ(S)(N) → Isom(S ×Z(S) N),
(f, ψ) ∈ S × IsomZ(S)(N) maps [f ′, y] ∈ S ×Z(S) N to [f ′f, ψ(y)].
It has kernel exactly {(z−1, z)}z∈Z(S) ∼= Z(S). Here z ∈ IsomZ(S)(N) corresponds to
the isometry x → z · x. IsomZ(S)(N) is a closed subgroup of Isom(N) and the kernel
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{(z−1, z)}z∈Z(S) is a closed central subgroup of S×IsomZ(S)(N). Thus, if we factor out the
kernel, we obtain a Lie group S ×Z(S) IsomZ(S)(N). The induced group homomorphism
S ×Z(S) IsomZ(S)(N) → Isom(S ×Z(S) N) is injective. Thus, there is a discrete subgroup
Γ ⊂ S ×Z(S) IsomZ(S)(N) and a group isomorphism between Γ and the deck transforma-
tions of π. Since every non-trivial deck transformation has no fixed point, Γ acts freely on
S ×Z(S) N . It follows that M is diffeomorphic to Γ\
(
S ×Z(S) N
)
.
4.3.4 Lorentzian metrics on the twisted Heisenberg group
To finish the proof of Theorem 5 (iii), we have to determine the Lorentzian metric on
S ×Z(S) N given by the covering map π and the metric g on M . For this, it suffices to
investigate the metric m = mx on S given by pulling back the metric of M under the
canonical map S → S · x for some x ∈ M . Remember that by Lemma 4.13, the map
S → S · x is a covering map.
By Proposition 4.11, the metric m is Lorentzian. Moreover, m is invariant under left
translation of S, since S acts isometrically on (M, g). Also, m is invariant under
right translation of S with an element of Γ0 · Z(S), where Γ0 denotes the projection
of Γ under the continuous map S ×Z(S) N → S/Z(S) defined by [f, x] → [f ]. Let
Γ0 be the topological closure of Γ0 in the Lie group S/Z(S). Note that S/Z(S) ∼=
Z(S)\S.
Lemma 4.18. Γ0 is cocompact in S/Z(S).
Proof. Consider the covering map π : S ×Z(S) N → M and cover M by evenly covered
precompact open sets. Since M is compact, we may choose finitely many of them,
such that they still cover M . For any such precompact open set, choose one sheet in
S ×Z(S) N . The collection of these sheets is precompact and we denote the closure of
them by A. Since M is diffeomorphic to Γ\
(
S ×Z(S) N
)
, the deck transformations are
acting transitively on the fibers, so Γ · A = S ×Z(S) N .
Let B denote the projection of A under the continuous map S×Z(S)N → S/Z(S) defined
by [f, x] → [f ]. B is compact and B · Γ0 = S/Z(S) (remember that Γ0 is acting from
the right on S/Z(S)).
Thus, B ·Γ0 = S/Z(S). To show that (S/Z(S))/Γ0 is compact, we have to show that any
sequence
{
fkΓ0
}∞
k=0
, fk ∈ S/Z(S), has a convergent subsequence. Choose bk ∈ B and
γk ∈ Γ0 such that bkγk = fk. B is compact, so we may choose a convergent subsequence{
bkjΓ0
}∞
j=0
. Thus, fkjΓ0 = bkjΓ0 converges as j → ∞.
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Proposition 4.19. (S/Z(S))/Γ0 admits an S-invariant probability measure.
Proof. The Lie algebra of S/Z(S) is isomorphic to heλd/RZ. Then ad[X] = 0 if X ∈ hed
and ad[T ] is semisimple and has only purely imaginary eigenvalues since
ad[T ]([Xk]) = λk[Yk] and ad[T ]([Yk]) = −λk[Xk]
for all 1 ≤ k ≤ d. Since S/Z(S) is connected, it follows that for any f ∈ S/Z(S), Adf is
semisimple and all its eigenvalues have absolute value 1. Thus, S/Z(S) as well as Γ0 are
unimodular, so (S/Z(S))/Γ0 admits a non-trivial S/Z(S)-invariant Borel measure, which
is unique up to a constant factor (cf. [Bou04], Chapter VII, Paragraph 2, Theorem 3,
Corollary 2). Note that this measure is induced by the bi-invariant Haar measure on
S/Z(S).
By Lemma 4.18, Γ0 is cocompact in S/Z(S), hence the measure on (S/Z(S))/Γ0 is finite.
Without loss of generality, we may assume that the measure is a probability measure.
Note that the quotient map S → S/Z(S) yields an S-action on the space (S/Z(S))/Γ0
by multiplication from the left.
Consider the space S2s of symmetric bilinear forms on s. S acts on S2s via the adjoint
representation:
(f · b)(X, Y ) := b(Adf−1(X),Adf−1(Y ))
for any f ∈ s, b ∈ S2s. We investigate the S-orbit of m in S2s.
Since the center Z(S) is equal to the kernel of Ad, the S-action factors to an action of
S/Z(S).
We know that m is invariant under right translation of S with an element of Γ0 · Z(S),
hence m is Ad(Γ0 · Z(S))- invariant. It follows that Γ0 acts trivially on the orbit of m.
Thus, by Proposition 4.19, (S/Z(S))/Γ0 induces an S-invariant probability measure μ
on S2s. Because the Haar measure of S/Z(S) induces this measure, the support of μ is
equal to the whole orbit of m.
Let H be the subgroup generated by hed in S. Then the S-action above yields an H-
action on S2s. Applying the Fürstenberg lemma in form of Corollary 1.18, we obtain a
Lie group homomorphism  : H → K into a compact group K in GL(S2s) such that the
H-action on the orbit of m coincides with the action of K.
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Remark. The center Z(S) acts trivially on S2s, so  induces a Lie group homomorphism
′ : H˜ed → K. Note that a Lie group homomorphism H˜ed → K with a compact group K,
which is trivial on the center, is not necessarily trivial. For example, if d = 1, consider
the homomorphism H˜e1 → SO(4) defined by
⎛⎜⎜⎝
1 x z
0 1 y
0 0 1
⎞⎟⎟⎠ →
⎛⎜⎜⎜⎜⎜⎝
cos(x) − sin(x) 0 0
sin(x) cos(x) 0 0
0 0 cos(y) − sin(y)
0 0 sin(y) cos(y)
⎞⎟⎟⎟⎟⎟⎠ .
Examples for higher dimensions can be constructed easily in the same way.
Proposition 4.20. m is an ad-invariant Lorentz form on s.
Proof. Let V := span {X1, Y1, . . . , Xd, Yd}.
We know already that m is Lorentzian. From the proof of Proposition 1.13 (ii) follows,
that it suffices to show
m(T,Xk) = 0 = m(T, Yk) and m(Z,Z) = 0 = m(Z,Xk) = m(Z, Yk)
for all 1 ≤ k ≤ d,
m(Xk, Yj) = 0 and m(Xk, Xj) = δjkm(T, Z) = m(Yk, Yj)
for all j, k = 1, . . . , d. Since H is acting precompactly on the orbit of m, the value
(f · m)(T, T ) is bounded by a constant depending only on T , for all f ∈ H. Choosing
f = exp(−tXk) for an arbitrary k and using
[Xk, T ] = −λkYk, [Xk, [Xk, T ]] = −λ2kZ,
we obtain that
m(Adexp(tXk)(T ),Adexp(tXk)(T )) = m(T − tλkYk −
t2
2 λ
2
kZ, T − tλkYk −
t2
2 λ
2
kZ)
is bounded for all t ∈ R. But the latter is equal to
m(T, T ) − 2tλkm(T, Yk) + t2λ2k (m(Yk, Yk) − m(Z, T ))
+ t3λ3km(Yk, Z) +
t4
4 λ
4
km(Z,Z)
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and a polynomial is bounded if and only if it is constant. Hence,
m(T, Yk) = m(Yk, Z) = m(Z,Z) = 0 and m(Yk, Yk) = m(Z, T ).
Analogously, if we choose f = exp(tYk), we obtain
m(T,Xk) = m(Xk, Z) = 0 and m(Xk, Xk) = m(Z, T ).
In the same way as above, for any j and k,
m(Adexp(tXk)(T ),Adexp(tXk)(Xj)) = m(T − tλkYk −
t2
2 λ
2
kZ,Xj)
= m(T,Xj) − tλkm(Yk, Xj) − t
2
2 λ
2
km(Z,Xj)
is bounded for all real t. Thus,
m(Xj, Yk) = 0.
Replacing Xj by Yj, j = k, we obtain
m(Yj, Yk) = 0
if j = k. Analogously,
m(Xj, Xk) = 0
if j = k.
To conclude this section, we show that there exists essentially only one ad-invariant
Lorentzian scalar product on s.
Proposition 4.21. Any two ad-invariant Lorentzian scalar products b1, b2 on s are
equivalent, that is, there is an automorphism L : s → s, such that for all X, Y ∈ s,
b1(X, Y ) = b2(L(X), L(Y )).
Proof. Let b be an ad-invariant Lorentzian scalar product on s. The second part of
Proposition 1.13 implies that any two α, β ∈ R, α > 0, determine an ad-invariant
Lorentzian scalar product. In the case of b, α = b(T, Z) and β = b(T, T ).
The linear map L : s → s defined by
T → T − β2αZ and X → X for all X ∈ hed,
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is an automorphism. Moreover,
b(L(T ), L(T )) = β − 2 β2αb(T, Z) = 0.
Thus, up to equivalence, we may assume β = 0.
If we define L by
T → T, Xk → 1√
α
Xk, Yk → 1√
α
Yk, Z → 1
α
Z for all 1 ≤ k ≤ d,
we also obtain an automorphism of s. We have
b(L(T ), L(Z)) = 1
α
b(T, Z) = 1.
So up to equivalence, α = 1, and b is uniquely determined.
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5 Compact homogeneous Lorentzian
manifolds
In the following, we will investigate compact homogeneous Lorentzian manifolds, espe-
cially those, whose isometry groups have non-compact connected components. We use
the geometric description of Theorem 5 to prove Theorem 6 in Section 5.1.
We continue in Section 5.2 with giving a reductive representation for any compact homo-
geneous Lorentzian manifold. In the case that the connected component of the identity
in the isometry group is compact, the statement can be shown in the same way as in the
Riemannian case. For the more interesting case of non-compact connected components
of the isometry group, the induced bilinear form κ yields a reductive representation.
Additionally, we show that the isotropy group of a point has compact connected com-
ponents.
Although the representation given in Section 5.2 seems to be quite natural, we use a
different one in Section 5.3 that is more convenient with respect to calculational pur-
poses. This representation allows us to determine the local geometry of compact ho-
mogeneous Lorentzian manifolds whose isometry groups have non-compact connected
components.
5.1 Structure of homogeneous manifolds
Let M = (M, g) be a compact homogeneous Lorentzian manifold and denote by
Isom0(M) the identity component in the isometry group. We suppose that Isom0(M) is
not compact. Additionally, let isom(M) = k⊕a⊕ s be the decomposition of its Lie alge-
bra according to Theorem 2. Due to Corollary 1.21 and Theorem 1, this decomposition
is κ-orthogonal, where κ is the induced bilinear form on isom(M).
In a homogeneous semi-Riemannian manifold, each tangent vector can be extended to a
Killing vector field (cf. [O’N83], Corollary 9.38). Thus, the orbits of the isometry group
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on the Lorentzian manifold M have Lorentzian character. It follows from Theorem 5,
that s ∼= sl2(R) or s ∼= heλd .
Let S be the subgroup generated by s and denote by S the distribution defined by
the orbits of S. We can apply Theorem 5 (ii) and (iii) to see that M is isometric
to Γ\
(
N ×σ S˜L2(R)
)
or Γ\
(
S ×Z(S) N
)
, respectively. N is a Riemannian manifold
and Γ is a discrete subgroup in Isom(N) × S˜L2(R) or S ×Z(S) IsomZ(S)(N), respec-
tively.
Let s ∼= sl2(R). Since M is homogeneous, it follows that σ has to be constant. Therefore,
M is covered isometrically by the metric product N × S˜L2(R), where S˜L2(R) is furnished
with the metric defined by a positive multiple of the Killing form of sl2(R).
Assume s ∼= heλd . The homogeneity of M yields that the map m : N → M is a constant,
which we denote now by m. Due to Proposition 4.20, m is ad-invariant.
Remember that in Theorem 5 (ii) and (iii), N was a leaf of the involutive distribution
O (s ∼= sl2(R)) or O + Z (s ∼= heλd), respectively. O was the distribution orthog-
onal to S and Z denoted the orbit of the center of S, if S is a twisted Heisenberg
group.
Let H be the isotropy group of a point x0 ∈ N ⊂ M in Isom0(M). Denote by h its Lie
algebra.
Proposition 5.1. In the situation of this section, the following is true:
(i) Assume that s ∼= sl2(R). Then h ⊆ k ⊕ a.
(ii) Assume that s ∼= heλd . Then h ⊆ k ⊕ a ⊕ z(s).
In both cases, it follows that the identity component of H is compact.
Proof. (i) Take Y = A + W ∈ h with A ∈ k ⊕ a, W ∈ s. If {e, f, h} is an sl2-triple of s
(fulfilling [h, e] = 2e, [h, f ] = −2f , [e, f ] = h), then ade and adf are nilpotent.
Due to Theorem 4, the subgroup generated by s acts locally freely on M . Using [s, Y ] ⊆ s
and Lemma 4.4 with X = e or X = f , we obtain [e, Y ] = 0 as well as [f, Y ] = 0. By the
Jacobi identity,
[h, Y ] = [[e, f ], Y ] = [[e, Y ], f ] + [[Y, f ], e] = 0,
so W = 0.
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Therefore, h ⊆ k ⊕ a. Theorem 1 together with Corollary 1.21 states that the subgroup
generated by a is compact. The compact semisimple algebra k also generates a compact
subgroup (cf. [Bou05], Chapter IX, Paragraph 1.4, Theorem 1). Thus, the subgroup
generated by h is compact as well, since it is closed.
(ii) Take Y = A + W ∈ h with A ∈ k ⊕ a, W ∈ s. Let X be an arbitrary element of the
nilradical of s, which is isomorphic to hed.
Due to Theorem 4, the subgroup generated by s acts locally freely on M . Using [s, Y ] ⊆ s
and Lemma 4.4, we obtain [X, Y ] = 0. Since this is true for any X as above, W
centralizes the nilradical of s. It follows that W ∈ z(s) because s is a twisted Heisenberg
algebra.
Therefore, h ⊆ k ⊕ a ⊕ z(s). Theorem 1 together with Corollary 1.21 states that the
subgroup generated by a⊕ z(s) is compact. We can now conclude exactly as in (ii), that
h generates a compact subgroup.
Proposition 5.2. In the situation of this section, N is a compact homogeneous Rie-
mannian manifold.
Proof. Consider the decomposition isom(M) = k⊕a⊕s, where s is isomorphic to sl2(R)
or heλd , respectively. Let C be the subgroup generated by
c := k ⊕ a or c := k ⊕ a ⊕ z(s),
respectively. But a and a ⊕ z(s), respectively, generate compact subgroups by Corol-
lary 1.21 and Theorem 1. k is compact semisimple and also generates a compact subgroup
(cf. [Bou05], Chapter IX, Paragraph 1.4, Theorem 1). Thus, C is compact.
The centralizer of S in Isom0(M) is a Lie subgroup, whose Lie algebra coincides with
the centralizer of s in isom(M) (cf. [Oni93], Part I, Chapter 2, Theorem 2.8). But the
centralizer of s is given by c, therefore, C is contained in the centralizer of S.
Let f ∈ C. Using ff ′ · x = f ′f · x for all x ∈ M and f ′ ∈ S, we see that f preserves
the orbits S of S. But f is an isometry, so O = S⊥ is preserved as well. Restricting f ′
to elements of the center of S, we also obtain that f preserves Z in the case s ∼= heλd .
Thus, for all f ∈ C, f ·N is a leaf of the foliation induced by the involutive distribution
O or O + Z, respectively.
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If f ∈ S, then O is obviously preserved by f . Using that Z(S) is central, we see that f
preserves Z in the case s ∼= heλd as well (see the proof of Proposition 4.15). As above,
f · N is a leaf for all f ∈ S.
Because isom(M) = c + s, it follows that f · N is a leaf for all f ∈ Isom0(M).
Let Ĉ0 be identity component of the subgroup Ĉ in Isom0(M), which maps the leaf N
to itself. Since M is homogeneous, for any x, y ∈ N there is f ∈ Isom(M), such that
f · x = y. But f · N is also a leaf, hence f · N = N and f ∈ Ĉ. It follows that N is a
homogeneous space. Since N is connected, Ĉ0 acts transitively on N .
Let ĉ be the Lie algebra of Ĉ. By definition, any Killing vector field generated by an
element of ĉ has to lie in O or O + Z, respectively. But O = S⊥ and Z is the orbit of
the center of S, if it is a twisted Heisenberg group. Thus, ĉ is κ-orthogonal to s in the
case s ∼= sl2(R) and ĉ ⊆ o + z(s) if s ∼= heλd , where o is the κ-orthogonal complement of
s in isom(M). It follows that
ĉ ⊆ c and Ĉ0 ⊆ C.
We want to show that Ĉ0 = C. Suppose the contrary. Then for any neighborhood U of
the identity in C, there is f ∈ U , such that f · N is not equal to N .
Let U ′ be a neighborhood of the identity in S. Since the action of S on M is locally free
by Corollaries 4.6 and 4.9 and O = S⊥, any leaf is locally given by f ′ · N , f ′ ∈ U ′.
If the neighborhood U is small enough, then for any f ∈ U , such that f ·N is not equal
to N , there is f ′ ∈ U ′ such that f · N = f ′ · N .
Since Ĉ0 acts transitively on N , the map Ĉ0 → N , f̂ → f̂ · x0, is a locally trivial fiber
bundle. So if we fix a neighborhood Û of the identity in Ĉ0, Û · x0 is a neighborhood of
x0 in N . It follows that if U ′ and U are sufficiently small, we can choose f ∈ U , f ′ ∈ U ′,
such that
f · N = f ′ · N = N,
and there is f̂ ∈ Û such that
f̂f−1f ′ · x0 = x0,
that is,
f̂f−1f ′ ∈ H.
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If the neighborhoods Û , U ′ and U are sufficiently small, even
f̂f−1f ′ ∈ H0,
where H0 is the identity component in H.
By Proposition 5.1, h ⊆ c. Therefore, H0 ⊆ C. Thus,
f̂f−1f ′ ∈ C.
Using that f̂ ∈ Ĉ0 ⊆ C and f ∈ U ⊂ C, it follows that
f ′ ∈ C.
If U is small enough, it follows from c ∩ s = z(s) that f ′ is contained in the subgroup
generated by z(s). But the latter group preserves N , contradicting f ′ · N = N . Hence,
Ĉ0 = C and Ĉ0 is compact. It follows that N is compact as well.
The proof of the last proposition shows even more:
Corollary 5.3. In the situation of this section, the following is true:
(i) Let s ∼= sl2(R). Then Isom0(M) is isomorphic to a central quotient of the group
C × S˜L2(R). Here C is the identity component of the centralizer of the projection
of Γ to Isom(N). C acts transitively on N .
(ii) Let s ∼= heλd . Then Isom0(M) is isomorphic to a central quotient of the group
S ×Z(S) C. Here C is the identity component of the centralizer of the projection of
Γ to Z(S) · IsomZ(S)(N). C acts transitively on N .
Proof. We have seen in the proof of Proposition 5.2, that the compact subgroup C
generated by c := k ⊕ a or c := k ⊕ a ⊕ z(s), respectively, preserves the leaf N and acts
transitively on N . Therefore, we can see C as a subgroup of Isom(N). In case (ii),
C is even a subgroup of IsomZ(S)(N), since z(s) is central in c, so any isometry in C
commutes with the action of Z(S).
Because of M ∼= Γ\
(
N × S˜L2(R)
)
or M ∼= Γ\
(
S ×Z(S) N
)
, respectively, an element
of Isom(N) or IsomZ(S)(N), respectively, induces an isometry of M if and only if it
commutes with the projection of Γ to Isom(N) or Z(S) · IsomZ(S)(N), respectively.
Note that by Theorem 6, Γ is a discrete subgroup of the group Isom(N) × S˜L2(R) or
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S×Z(S) IsomZ(S)(N), respectively. In the latter case, the projection to Z(S)·IsomZ(S)(N)
is given by
[f, ψ] → Z(S) · ψ ⊆ IsomZ(S)(N),
[f, x] is the equivalence class of (f, x) ∈ S × IsomZ(S)(N) in S ×Z(S) IsomZ(S)(N).
In the case (ii), Z(S) is contained in S and C and acts as the same isometry of M .
Thus, S ×Z(S) C is defined.
The Lie algebra of C × S or S ×Z(S) C, respectively, is isomorphic to the Lie algebra of
the isometry group, isom(M) = k ⊕ a ⊕ s.
The action of C × S or S ×Z(S) C, respectively, on M is clearly locally effective. Addi-
tionally, S and C are Lie subgroups of Isom0(M). Therefore, the canonical Lie group
homomorphism C×S → Isom0(M) or S×Z(S)C → Isom0(M), respectively, is surjective
and the kernel is a discrete central subgroup of C × S or S ×Z(S) C, respectively.
Finally, the covering S˜L2(R) → S is central in the case (i).
Consider the canonical projection P : Isom(N) × S˜L2(R) → S˜L2(R) (projection to the
second component) or P : S×Z(S) IsomZ(S)(N) → S/Z(S) (projection to the first compo-
nent), respectively. In both situations, P is a continuous homomorphism, which is surjec-
tive and has kernel Isom(N) or kernel isomorphic to IsomZ(S)(N).
Since N is a compact Riemannian manifold by Proposition 5.2, Isom(N) is compact.
IsomZ(S)(N) as a closed subgroup of Isom(N) is compact as well. Thus, in any case,
P has compact kernel. In the following lemma, we show that Γ0 := P (Γ) is dis-
crete.
Lemma 5.4. Let G and G′ be connected Lie groups and P : G → G′ be a surjective
continuous homomorphism with compact kernel. If Γ ⊂ G is discrete, P (Γ) ⊂ G′ is
discrete as well.
Proof. Assume the contrary. Then there is a sequence {fk}∞k=0 of distinct elements in Γ,
such that P (fk) → P (f) converges in G′ as k → ∞ for some f ∈ G.
Since G → G′ is a locally trivial fiber bundle with fiber ker(P ), there is a sequence
{pk}∞k=0 in kerP , such that fkpk → f converges in G as k → ∞. But ker(P ) is compact,
hence, we may assume already that pk → p converges. It follows that fk → fp−1 as
k → ∞, contradicting the fact that Γ is discrete.
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By Lemma 4.18, we know that Γ0 = Γ0 is cocompact in S/Z(S) in the case that S
is a twisted Heisenberg group. Thus, Γ0 is a uniform lattice in S/Z(S). We will now
show that the corresponding result is true in the case that S is locally isomorphic to
S˜L2(R). The proof of the following lemma is done in the same way as the proof of
Lemma 4.18.
Lemma 5.5. Let s ∼= sl2(R). Then Γ0 is cocompact in S˜L2(R). Thus, Γ0 is a uniform
lattice.
Proof. Consider the covering map p : N × S˜L2(R) → M and cover M by evenly covered
precompact open sets. Since M is compact, we may choose finitely many of them,
such that they still cover M . For any such precompact open set, choose one sheet in
N × S˜L2(R). The collection of these sheets is precompact and we denote the closure
of them by A. Because M ∼= Γ\
(
N × S˜L2(R)
)
, the deck transformations are acting
transitively on the fibers. Hence, Γ · A = N × S˜L2(R).
Let B denote the projection of A under the projection N × S˜L2(R) → S˜L2(R). B is
compact and B · Γ0 = S˜L2(R).
We want to show that S˜L2(R)/Γ0 is compact. Equivalently, we have to show that any
sequence {fkΓ0}∞k=0, fk ∈ S˜L2(R), has a convergent subsequence. For all k, choose
bk ∈ B and γk ∈ Γ0 such that bkγk = fk. B is compact, so we may choose a convergent
subsequence
{
bkjΓ0
}∞
j=0
. Therefore, fkjΓ0 = bkjΓ0 converges as j → ∞.
The kernel of the projection Γ → Γ0 is (isomorphic to) a discrete subgroup of Isom(N)
or IsomZ(S)(N), respectively. Note that the kernel is finite, since the latter groups are
compact. Any element of the kernel can be written as (ψ, e) ∈ Isom(N) × S˜L2(R) or
[e, ψ] ∈ S ×Z(S) IsomZ(S)(N), respectively, e being the identity element of the corre-
sponding group.
Consider now the covering maps p : N × S˜L2(R) → M and π : S ×Z(S) N → M ,
respectively, defined as in Proposition 4.17. By definition,
ψ(x0) = p(ψ(x0), e) = p((ψ, e)(x0, e)) = p(x0, e) = x0
in the first case. Analogously,
ψ(x0) = π([e, ψ(x0)]) = π([e, ψ]([e, x0])) = π([e, x0]) = x0
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in the second case. It follows that (ψ, e) and [e, ψ], respectively, have the fixed point
(x0, e) on N × S˜L2(R) or [e, x0] on S ×Z(S) N , respectively. But Γ acts freely, so it
has to be the identity element. Thus, the kernel of the projection Γ → Γ0 is triv-
ial.
It follows that Γ projects isomorphically to Γ0. In the case (i) of the theorem, we obtain
that Γ is the graph of a homomorphism  : Γ0 → Isom(N).
Γ corresponds to the group of deck transformations. Since M is homogeneous, the cen-
tralizer of Γ in the isometry group of the covering manifold acts transitively (cf. [Wol61],
Theorem 2.5). This completes the proof of Theorem 6.
5.2 General reductive representation
Let M be a compact homogeneous Lorentzian manifold and G := Isom0(M). G acts
transitively on the Lorentzian manifold M . We consider the isotropy group H ⊆ G of
some point x ∈ M . Denote by h ⊆ g the corresponding Lie algebras.
If G is compact, H is compact as well, since H is a closed subgroup. By Proposition 1.5,
g possesses an ad-invariant symmetric bilinear form b, which is positive definite. G
is connected, therefore, b is Ad(G)-invariant. Now choose m to be the b-orthogonal
complement to h in g. m is Ad(H)-invariant, because h and b are.
Suppose in the following that G is not compact. By Proposition 5.1, the connected
component of H is compact. To finish the proof of Theorem 7, we have to find a
reductive representation of M .
According to Theorems 2 and 6, we have a decomposition g = k ⊕ a ⊕ s, where k
is compact semisimple, a is abelian and s is either isomorphic to sl2(R) or to heλd ,
λ ∈ Zd+. Moreover, the induced bilinear form κ on g is Lorentzian by Corollary 1.21 and
Theorem 1.
κ is ad-invariant and G is connected, so κ is Ad(G)-invariant. Since the subgroup
generated by s acts locally freely on M by Theorem 4, s ∩ h = {0}. It follows from
Theorem 1 and Proposition 5.1, that κ restricted to h × h is positive definite. For this,
note that z(s) is κ-isotropic in the case s ∼= heλd .
Choosing m to be the κ-orthogonal complement of h in g, we are done.
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5.3 Geometry of homogeneous manifolds
In this section, we will describe the geometry (mainly in terms of curvature) of compact
homogeneous Lorentzian manifolds M = (M, g), whose isometry groups Isom(M) have
non-compact connected components. According to Theorem 6, Isom0(M) contains either
a subgroup isomorphic to a central quotient of S˜L2(R) or a subgroup isomorphic to a
twisted Heisenberg group Heλd or Heλd .
In Paragraph 5.3.1, we give an overview of the theorems concerning reductive ho-
mogeneous semi-Riemannian manifolds, which we will use in the sequel. This pre-
sentation is standard, for the most part, we refer the reader to [Arv03], Chapters 4
and 5. Note that our sign of the Riemannian curvature tensor is different than in
[Arv03].
In the Paragraphs 5.3.2 and 5.3.3 we describe the geometry of the homogeneous mani-
fold, if the Lie algebra of Isom(M) contains sl2(R) or heλd , respectively. Especially, we
investigate the curvature of Lie groups with Lie algebra sl2(R) or heλd , respectively, pro-
vided with the bi-invariant metric defined by an ad-invariant Lorentzian scalar product
on sl2(R) or heλd , respectively.
In Paragraph 5.3.4, we prove Theorems 8 and 9. These results follow directly from our
investigation in Sections 5.3.2 and 5.3.3.
5.3.1 Curvature and holonomy of homogeneous semi-Riemannian
manifolds
Let M = (M, g) be a homogeneous semi-Riemannian manifold and x0 ∈ M . By
definition, the action of Isom(M) on M is transitive. Let G be a Lie group and
ρ : G → Isom(M) be a Lie group homomorphism, such that ρ(G) still acts transi-
tively. Let H ⊆ G be the isotropy group in G of x0, that is, H consists of all elements
of G having x0 as a fixed point. Then H is a closed subgroup and M ∼= G/H. We will
assume that G/H is reductive.
Denote by g and h the Lie algebras of G and H, respectively, h ⊆ g. Since G/H is
reductive, there is an Ad(H)-invariant vector space m complementary to h in g. Note
that m does not have to be a subalgebra. For X ∈ g, we will write Xm for the m-
component of X with respect to the decomposition g = m ⊕ h.
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Remember the identification of isom(M) with killc(M) in Proposition 1.1, where X ∈
isom(M) was identified with the complete Killing vector field X˜ defined by X˜(x) :=
∂
∂t
(exp(tX) · x)|t=0. The differential dρ : g → isom(M) allows us then to obtain a
canonical map g → killc(M), X → X˜.
Proposition 5.6. m ∼= Tx0M , where the identification is given by X → X˜(x0).
Proof. Since M ∼= G/H, the map g → Tx0M defined in the same way as above is
surjective and has kernel exactly h. Thus, m ∼= Tx0M .
Definition. The map H → GL(Tx0M), h → d((h))x0 , is called the isotropy repre-
sentation of G/H. G/H is called isotropy irreducible, if the isotropy representation is
irreducible, that is, there are no other H-invariant subspaces in Tx0M than {0} and
Tx0M . G/H is called weakly isotropy irreducible, if any H-invariant subspace in Tx0M
is either trivial or degenerate (with respect to the metric gx0).
Remark. Note that isotropy irreducibility implies weak isotropy irreducibility.
Proposition 5.7. In the situation above, the following is true:
(i) Using the isomorphism Tx0M ∼= m, the isotropy representation of G/H corresponds
to the adjoint action of H on m.
(ii) The metric g on M corresponds to an Ad(H)-invariant scalar product 〈·, ·〉 on
m. Conversely, any Ad(H)-invariant scalar product 〈·, ·〉 on m defines a semi-
Riemannian metric g on M .
Proof. (i) This follows from [Arv03], Proposition 4.5.
(ii) The proof of Proposition 5.1 in [Arv03] works in the same way also in the case of
semi-Riemannian metrics.
Let 〈·, ·〉 denote the scalar product on m associated to g.
Definition. The map U : m × m → m is determined by
2〈U(X, Y ), Z〉 = 〈[Z,X]m, Y 〉 + 〈X, [Z, Y ]m〉
for all X, Y, Z ∈ m.
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Clearly, U is symmetric and bilinear. U vanishes in the case of an ad-invariant scalar
product 〈·, ·〉.
Let ∇ denote the Levi-Civita connection of M .
Definition. For u, v, w, z ∈ TxM , the Riemannian curvature tensor R is determined by
R(u, v, w, z) := gx(∇U∇V W − ∇V ∇UW − ∇[U,V ]W, z)
for any vector fields U, V ,W on M extending u, v, w.
If E is a non-degenerate subspace of (TxM, gx) and {v, w} a basis of (E, gx), the sectional
curvature KE is defined by
KE :=
R(v, w, w, v)
Q(v, w) ,
where Q(v, w) := gx(v, v)gx(w,w) − gx(v, w)2.
Let {v1, . . . , vn} be an orthonormal basis of (TxM, gx) and εj := gx(vj, vj) for j =
1, . . . , n. For u,w ∈ TxM , the real-valued Ricci tensor Ric is given by
Ric(u,w) :=
n∑
j=1
εjR(u, vj, vj, w).
For u ∈ TxM , the vector-valued Ricci tensor Ric is determined by
gx(Ric(u), w) = Ric(u,w)
for all w ∈ TxM .
Finally, the scalar curvature scal is given by
scal :=
n∑
j=1
εjRic(vj, vj).
Note that isometries of M respect the curvatures defined above. Since M is homoge-
neous, it suffices to know the curvature at the single point x0. We now characterize
the Levi-Civita connection and the sectional curvature in terms of the decomposition
g = m ⊕ h of the Lie algebra. We use the identification of Tx0M with m given in
Proposition 5.6.
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Proposition 5.8. Let X, Y ∈ m. Then
(
∇
X˜
Y˜
)
(x0) = − 12[X, Y ]m + U(X, Y ),
R(X, Y, Y,X) = − 34〈[X, Y ]m, [X, Y ]m〉 −
1
2〈[X, [X, Y ]m]m, Y 〉
− 12〈[Y, [Y,X]m]m, X〉 + 〈Y, [[X, Y ]h, X]〉
+ 〈U(X, Y ), U(X, Y )〉 − 〈U(X,X), U(Y, Y )〉.
Proof. See [Arv03], Proposition 5.2 and Theorem 5.3.
For the definition of holonomy and basic results, we follow [Bau09], Chapter 5.
Definition. Let x ∈ M and denote by Ω(x) the set of closed piecewise smooth paths
γ starting and ending in x. If we restrict to null-homotopic paths γ, we denote the
corresponding set by Ω0(x). Additionally, let Pγ : TxM → TxM be the parallel transport
along γ with respect to ∇.
Then Holx(M) := {Pγ|γ ∈ Ω(x)} is the holonomy group of M = (M, g) with respect
to the base point x. Hol0x(M) := {Pγ|γ ∈ Ω0(x)} is the restricted holonomy group of
M = (M, g) with respect to the base point x.
Remark. Since parallel transport is an orthogonal transformation,
Hol0x(M) ⊆ Holx(M) ⊆ O(TxM, gx).
If δ : [0, 1] → M is a piecewise smooth path connecting δ(0) = x0 and δ(1) = x, the
holonomy groups with respect to the base points x and x0 are conjugate to each other:
Holx(M) = Pδ ◦ Holx0(M) ◦ P−1δ .
Therefore, we know the holonomy of M if we calculate only the holonomy group of M
with respect to the base point x0.
For the following, see [Bau09], Proposition 5.1:
Proposition 5.9. Holx(M) is a Lie subgroup of O(TxM, gx). The restricted holonomy
group Hol0x(M) is the connected component of the identity in Holx(M).
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Definition. The holonomy algebra
holx(M) ⊆ so(TxM, gx)
is the Lie algebra of Holx(M).
If X˜ is a Killing vector field on M , the mapping (∇X˜)(x0) : Tx0M → Tx0M , v → ∇vX˜,
is skew-symmetric with respect to gx0 .
Definition. Using the identification of (Tx0M, gx0) with (m, 〈·, ·〉) given in Proposi-
tion 5.6, so(Tx0M, gx0) ∼= so(m, 〈·, ·〉) and we can consider the homomorphism Λm :
m → so(m, 〈·, ·〉) defined by Λm(X)Y := ∇Y˜ X˜(x0) for all X, Y ∈ m.
By Proposition 5.8, Λm(X)Y = 12 [X, Y ]m + U(X, Y ) for all X, Y ∈ m. Since m and 〈·, ·〉
are Ad(H)-invariant, adZ |m ∈ so(m, 〈·, ·〉) for all Z ∈ h.
Proposition 5.10. holx0(M) ⊆ so(Tx0M, gx0) ∼= so(m, 〈·, ·〉) is given by
holx0(M) = m0 + [Λm(m),m0] + [Λm(m), [Λm(m),m0]] + . . . ,
where m0 is the subspace in so(m, 〈·, ·〉) spanned by{
[Λm(X),Λm(Y )] − Λm([X, Y ]m) − ad[X,Y ]h | X, Y ∈ m
}
.
Proof. See [KN69], Chapter X, Corollary 4.2.
Corollary 5.11. Let G be a Lie group furnished with a bi-invariant semi-Riemannian
metric g and x ∈ G. Denote by g the Lie algebra of G and by 〈·, ·〉 the ad-invariant
scalar product on g corresponding to g. Then
holx(G) = ad([g, g]) ⊆ so(g, 〈·, ·〉).
Proof. Following Proposition 5.10, we first calculate g0, which is the subspace in
so(g, 〈·, ·〉) spanned by {[Λg(X),Λg(Y )] − Λg([X, Y ])|X, Y ∈ g} . For any Z ∈ g,
[Λg(X),Λg(Y )](Z) − Λg([X, Y ])(Z) = 14([X, [Y, Z]] − [Y, [X,Z]]) −
1
2[[X, Y ], Z]
because U ≡ 0. By the Jacobi identity, [X, [Y, Z]] − [Y, [X,Z]] = [[X, Y ], Z]. It follows
that g0 is equal to ad([g, g]).
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Now Λg(g) = ad(g). Using that ad is a Lie algebra homomorphism,
holx(G) = ad ([g, g] + [g, [g, g]] + [g, [g, [g, g]]] + . . .) = ad([g, g]).
5.3.2 Isometry group contains a cover of the projective special
linear group
In this section, let M = (M, g) be a compact homogeneous Lorentzian manifold and
assume that the Lie algebra of G := Isom0(M) contains a direct summand isomor-
phic to sl2(R). Let H be the isotropy group in G of some x ∈ M . Clearly, M ∼=
G/H.
First, we will investigate the isotropy representation of G/H in Section 5.3.2.1. Later
on, in Section 5.3.2.2, we describe the local geometry of the manifold M in terms of
the holonomy and curvature of S˜L2(R), furnished with the metric given by a multiple
of its Killing form, and of a compact homogeneous Riemannian manifold N . Finally, we
investigate the local geometry of central quotients of S˜L2(R) with the metric defined by
a positive multiple of the Killing form of sl2(R) in Section 5.3.2.3.
5.3.2.1 Isotropy representation
According to Corollary 1.21 and Theorem 1, the Lie algebra of G decomposes as a κ-
orthogonal direct sum g = k ⊕ a ⊕ s, κ being the induced bilinear form on g. Here a
is abelian, k is compact semisimple and s ∼= sl2(R). Moreover, κ restricted to s × s is
a positive multiple of the Killing form and the restriction of κ to (k ⊕ a) × (k ⊕ a) is
positive definite.
Due to Proposition 5.1, it holds for the Lie algebra h of H, that h ⊆ k ⊕ a. Choosing
m to be the κ-orthogonal complement of h in g as in the proof of Theorem 7, we have
the reductive decomposition g = m ⊕ h. Note that s ⊆ m by definition. Therefore,
m = p ⊕ s, where p is the κ-orthogonal complement of h in k ⊕ a.
By Theorem 6, M is isometric to Γ\
(
N × S˜L2(R)
)
, where N is a compact homogeneous
Riemannian manifold and S := S˜L2(R) is provided with the metric defined by a positive
multiple of the Killing form of s = sl2(R). Also, G is a central quotient of C ×S, where
C is a subgroup of the isometry group of N acting transitively on N . It follows from
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the proof of Corollary 5.3, that C can be identified with the subgroup in G generated
by c := k ⊕ a.
Let 〈·, ·〉 denote the Lorentzian scalar product on m corresponding to the metric on M .
It follows from the construction, that m = p ⊕ s is 〈·, ·〉-orthogonal and 〈·, ·〉 restricted
to s × s is a multiple of the Killing form. The restriction to p × p is Riemannian and
corresponds to the metric on N . For this, we know that C acts transitively on N and
since C ⊂ G, the isotropy group HC of the point x in N (remember that we can consider
N as a leaf in M ; see Section 4.3.3) in the group C is contained in H. Moreover, since
h ⊆ c, it follows that the Lie algebra of HC is h as well. Thus, N ∼= C/HC and c = p⊕h
is a reductive decomposition. Note that the Ad(HC)-invariance of p follows from the
fact that the latter space is the κ-orthogonal complement of h.
Proposition 5.12. In the situation described above, a decomposition of m into a direct
sum of irreducible Ad(H)-invariant subspaces is given by the 〈·, ·〉-orthogonal sum p1 ⊕
. . . ⊕ pk ⊕ s, where the pj are irreducible subspaces of p.
Especially, the space G/H is weakly isotropy irreducible if and only if M is isometric to
S˜L2(R)/Γ. In this case, it is also isotropy irreducible.
Proof. By Theorem 6, there is a uniform lattice Γ0 in S and a homomorphism  : Γ0 →
Isom(N), such that Γ is the graph of . Remember that for an element (γ, (γ)) ∈ Γ, γ
is acting on the S-part by multiplication from the right (see Section 4.3.3).
Denote p : N × S → M the covering given by the theorem. Let e be the identity
element of S and γ ∈ Γ0. Since C acts isometrically on N , there is ψ ∈ C, such that
(γ)(x) = ψ(x). Consider now the mapping ϕγ : M → M defined by
ϕγ(p(y, f)) := p(ψ(y), fγ).
Due to Theorem 6, C centralizes Γ, therefore, ϕγ is correctly defined. By construction,
ϕγ is an isometry and
x = p(x, e) = p((γ)(x), γ) = p(ψ(x), γ),
that is, ϕγ ∈ H.
s is an ideal in g, especially Ad(H)-invariant. p is the 〈·, ·〉-orthogonal complement of s
in m, so it is Ad(H)-invariant as well. Thus, m = p⊕ s is a decomposition into invariant
subspaces. Since the restriction of 〈·, ·〉 to p is positive definite, we obtain by induction
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an orthogonal decomposition p = p1 ⊕ . . . ⊕ pk into invariant irreducible subspaces. It
remains to show that s is irreducible.
Because C centralizes s, the adjoint action of C on s is trivial. It follows that Adϕγ |s =
AdSγ , AdS being the adjoint action of S. It follows that any Ad(H)-invariant subspace
of s is also AdS(Γ0)-invariant. But AdS(Γ) is Zariski-dense in AdS(S) (cf. [OV00],
Part I, Chapter 3, Theorem 1.2) and s contains no non-trivial proper ideals. Thus, s is
irreducible.
Remark. Note that the subspaces pj in Proposition 5.12 are Ad(HC)-invariant, since
HC ⊆ H.
Proposition 5.12 shows the first part of Theorem 8.
5.3.2.2 Local geometry of the manifold
Due to Theorem 6, M is covered by the metric product M˜ := N × S˜L2(R), where N is a
compact homogeneous Riemannian manifold and S := S˜L2(R) is provided with the met-
ric defined by a positive multiple of the Killing form of s = sl2(R).
Since the local geometry of M and M˜ coincide, it suffices to investigate the homogeneous
space M˜ . Let (x, f) ∈ N ×S be arbitrary. Because M˜ is a metric product of the two ho-
mogeneous spaces S and N , we can decompose any v in T(x,f)M˜ uniquely into v = vN+vS,
where vN ∈ TxN and vS ∈ TfS. Also, for any u, v, w, z ∈ T(x,f)M˜ ,
R(u, v, w, z) = RN(uN , vN , wN , zN) + RS(uS, vS, wS, zS),
Ric(u, v) = RicN(uN , vN) + RicS(uS, vS),
scal = scalN + scalS.
Here RN ,RicN , scalN and RS,RicS, scalS correspond to the homogeneous spaces N and
S, respectively.
According to the second part of Proposition 5.4 in [Bau09],
Hol(x,f)(M˜) ∼= Holx(N) × Holf (S).
Hence, hol(x,f)(M˜) = holx(N) ⊕ holf (S), where holx(N) and holf (S) are embedded
canonically in hol(x,f)(M˜).
Thus, it remains to determine the curvature and holonomy algebra of S.
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5.3.2.3 Curvature and holonomy of the two-dimensional special linear group
As above, let S := S˜L2(R) be furnished with the bi-invariant metric given by a positive
multiple 〈·, ·〉 = λk of the Killing form k of s = sl2(R). Note that S is a symmetric
space. Choose x ∈ S arbitrary.
Let {e, f, h} be an sl2-triple of s, that is, [h, e] = 2e, [h, f ] = −2f and [e, f ] = h.
The Killing form k with respect to the ordered basis (e, f, h) is determined by the
matrix ⎛⎜⎜⎝
0 4 0
4 0 0
0 0 8
⎞⎟⎟⎠ .
Using the ad-invariance of 〈·, ·〉, we obtain U ≡ 0, and by Proposition 5.8, we have for
X, Y ∈ s:
R(X, Y, Y,X) = −34〈[X, Y ], [X, Y ]〉 −
1
2〈[X, [X, Y ]], Y 〉 −
1
2〈[Y, [Y,X]], X〉
= −34〈[X, Y ], [X, Y ]〉 +
1
2〈[X, Y ], [X, Y ]〉 +
1
2〈[Y,X], [Y,X]〉
= 14〈[X, Y ], [X, Y ]〉.
If {X1, X2, X3} ⊂ s is a (λk)-orthonormal basis, εj := λk(Xj, Xj) for all j, then for any
X ∈ s,
Ric(X,X) =
3∑
j=1
εjR(X,Xj, Xj, X) =
3∑
j=1
1
4εj〈[X,Xj], [X,Xj]〉
=
3∑
j=1
−14εj〈[X, [X,Xj]], Xj〉 = −14k(X,X).
It follows that S is an Einstein manifold. We conclude
scal =
3∑
j=1
εjRic(Xj, Xj) = − 34λ.
Note that S has constant sectional curvature K, since any connected Einstein manifold
of dimension 3 has. If we consider E = span {e, f},
K = KE =
〈[e, f ], [e, f ]〉
4(〈e, e〉〈f, f〉 − 〈e, f〉2) =
8λ
−4 · (4λ)2 = −
1
8λ.
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Due to Corollary 5.11, the holonomy algebra of S is given by
holx(S) = ad([s, s]) ⊆ so(s, 〈·, ·〉).
But s is semisimple, so ad([s, s]) = ad(s) ∼= s is three-dimensional. so(s, 〈·, ·〉) is is
three-dimensional as well, therefore,
holx(S) = so(s, 〈·, ·〉).
5.3.3 Isometry group contains a twisted Heisenberg group
Throughout this paragraph, we assume that the Lie algebra of G := Isom0(M), M =
(M, g) a compact homogeneous Lorentzian manifold, contains a direct summand s iso-
morphic to heλd , λ ∈ Zd+. Let S be the subgroup generated by s and H be the isotropy
group in G of some x ∈ M .
First, we will choose in Section 5.3.3.1 a slightly different reductive decomposition than
in Section 5.2, which is adapted to the covering space S ×Z(S) N . In Section 5.3.3.2,
we will investigate the isotropy representation of M ∼= G/H. Before finally describ-
ing the local geometry of the manifold M in Section 5.3.3.4, we describe the cur-
vature and holonomy of twisted Heisenberg algebras furnished with the bi-invariant
metric defined by an ad-invariant Lorentzian scalar product on its Lie algebra in Sec-
tion 5.3.3.3.
5.3.3.1 Reductive representation
According to Corollary 1.21 and Theorem 1, the Lie algebra of G decomposes as a
κ-orthogonal direct sum g = s ⊕ k ⊕ a, κ being the induced bilinear form on g. a
is abelian and k is semisimple. Additionally, κ restricted to s × s is an ad-invariant
Lorentzian scalar product on s and the restriction to (k ⊕ a) × (k ⊕ a) is positive defi-
nite.
Due to Proposition 5.1, it holds for the Lie algebra h of H, that h ⊆ z(s) ⊕ k ⊕ a. By
Theorem 4, s∩ h = {0}. Thus, we can consider the κ-orthogonal complement m′ of h in
z(s) ⊕ k ⊕ a. Then m′ is Ad(H)-invariant. Note that z(s) ⊆ m′.
s is an ideal in g and hence Ad(G)-invariant. It follows that m := s + m′ is Ad(H)-
invariant and complementary to h. Thus, g = m⊕h is a reductive decomposition.
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By Theorem 6, M is isometric to Γ\
(
S ×Z(S) N
)
, where N is a compact homogeneous
Riemannian manifold and S is provided with the metric defined by an ad-invariant
Lorentzian scalar product on s. Also, G is a central quotient of S ×Z(S) C, where C is
a subgroup of the isometry group of N acting transitively on N . It follows from the
proof of Corollary 5.3, that C can be identified with the subgroup in G generated by
c := k ⊕ a ⊕ z(s).
Since C ⊂ G, the isotropy group HC of the point x in N (remember that we can consider
N as a leaf in M ; see Section 4.3.3) in the group C is contained in H. Moreover, since
h ⊆ c, it follows that the Lie algebra of HC is h as well. Thus, N ∼= C/HC and c = m′ ⊕h
is a reductive decomposition. Note that the Ad(HC)-invariance of m′ follows from the
fact that the latter space is the κ-orthogonal complement of h.
The metric on N corresponds to an Ad(HC)-invariant Riemannian scalar product (·, ·)
on m′. Let p be the (·, ·)-orthogonal complement of z(s) in m′. We obtain m′ = z(s) ⊕ p
and m = s ⊕ p.
Let 〈·, ·〉 denote the Lorentzian scalar product on m corresponding to the metric on M .
It follows from the construction, that the direct sum m = s ⊕ p is 〈·, ·〉-orthogonal and
〈·, ·〉 restricted to s × s is an ad-invariant Lorentzian scalar product. The restriction to
p × p is Riemannian and equals (·, ·).
Note that S furnished with the metric defined by the restriction of 〈·, ·〉 to s × s, is a
symmetric space.
5.3.3.2 Isotropy representation
Proposition 5.13. In the situation of Section 5.3.3.1, a decomposition of m into a direct
sum of weakly irreducible Ad(H)-invariant subspaces is given by the 〈·, ·〉-orthogonal sum
s ⊕ p1 ⊕ . . . ⊕ pk, where the pj are irreducible subspaces of p. Furthermore, s is not
irreducible, but cannot be decomposed into irreducible invariant subspaces.
Especially, the space G/H is not isotropy irreducible. It is weakly isotropy irreducible if
and only if M ∼= S/Γ.
Proof. By Theorem 6, there is a uniform lattice Γ0 in S/Z(S), such that Γ projects
isomorphically to Γ0. Remember that for [γ, ψγ] ∈ Γ ⊂ S ×Z(S) IsomZ(S)(N), γ is acting
on S ×Z(S) N by
[γ, ψγ]([f, x]) → [fγ, ψγ(x)] (see Section 4.3.3).
5.3. Geometry of homogeneous manifolds 102
Denote by π : S ×Z(S) N → M the covering given by the theorem. Let e be the identity
element of S and γ0 ∈ Γ0. Choose γ ∈ Γ0 · Z(S) ⊂ S and ψγ in IsomZ(S)(N), such that
[γ, ψγ] ∈ Γ.
Since C acts isometrically on N , there is ψ ∈ C, such that ψγ(x) = ψ(x). Consider now
the map ϕγ : M → M defined by
ϕγ(π([f, y])) := π[(fγ, ψ(y))].
Due to Theorem 6, C ⊆ IsomZ(S)(N) centralizes Γ, therefore, ϕγ is correctly defined.
By construction, ϕγ is an isometry and
x = π([e, x]) = π([γ, ψγ(x)]) = π([γ, ψ(x)]),
that is, ϕγ ∈ H.
s is an ideal in g, especially Ad(H)-invariant. p is the 〈·, ·〉-orthogonal complement of s
in m, so it is Ad(H)-invariant as well. Thus, m = s⊕ p is a decomposition into invariant
subspaces. Since the restriction of 〈·, ·〉 to p is positive definite, we obtain by induction
an orthogonal decomposition p = p1 ⊕ . . . ⊕ pk into invariant irreducible subspaces. It
remains to show that s is irreducible.
Because C centralizes s, the adjoint action of C on s is trivial. It follows that Adϕγ |s =
AdSγ , AdS being the adjoint action of S. Since the adjoint action of the center is trivial,
S/Z(S) acts on s through the adjoint action as well. We denote this action by AdS/Z(S).
Thus, any Ad(H)-invariant subspace of s is also AdS/Z(S)(Γ0)-invariant.
Let N denote the nilradical of S/Z(S). N is isomorphic to H˜ed/Z(H˜ed) ∼= R2d. Moreover,
Γ0 ∩ N is a lattice in N (cf. [OV00], Part I, Chapter 2, Theorem 3.6), and Γ0 ∩ N
is Zariski-dense in N since N is simply-connected and nilpotent (cf. [OV00], Part I,
Chapter 2, Theorem 2.4). It follows that any subspace of s invariant under AdS/Z(S)(Γ0)
is ad(hed)-invariant.
Let i ⊆ s be a non-trivial, ad(hed)-invariant subspace. If i ⊆ hed, it follows that Z ∈ i and
i is degenerate. Otherwise, T + X ∈ i, X ∈ hed. But [hed, T ] is equal to the subspace
generated by X1, Y1, . . . , Xd, Yd. Thus, all Xk and Yk, k = 1, . . . , d, are contained in
i +RZ. Applying ad(hed)-invariance another time, we obtain Z ∈ i, so i = s. It follows
that s is weakly irreducible.
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Since hed is an ideal in g, it is Ad(H)-invariant. Thus, s is not irreducible. We have seen
above that any non-trivial Ad(H)-invariant subspace i ⊆ s contains z(s). Therefore, s
cannot be decomposed into irreducible invariant subspaces.
Remark. Note that the subspaces pj in Proposition 5.13 are Ad(HC)-invariant, since
HC ⊆ H.
5.3.3.3 Curvature and holonomy of a twisted Heisenberg group
In the following, we consider a twisted Heisenberg group S furnished with the bi-invariant
metric defined by an ad-invariant Lorentzian scalar product 〈·, ·〉 on s ∼= heλd . In this
case, S is a symmetric space.
Let {T, Z,X1, Y1, . . . , Xd, Yd} be a canonical basis of s. By Proposition 4.21, all ad-
invariant Lorentzian scalar products on s are equivalent. So without loss of generality,
we may assume that {X1, Y1, . . . , Xd, Yd} is 〈·, ·〉-orthonormal,
〈T, T 〉 = 0 and 〈T, Z〉 = 1.
Note that 〈Z,Z〉 = 0.
Using the ad-invariance of 〈·, ·〉, we obtain U ≡ 0, and by Proposition 5.8, we have for
X, Y ∈ s:
R(X, Y, Y,X) = −34〈[X, Y ], [X, Y ]〉 −
1
2〈[X, [X, Y ]], Y 〉 −
1
2〈[Y, [Y,X]], X〉
= −34〈[X, Y ], [X, Y ]〉 +
1
2〈[X, Y ], [X, Y ]〉 +
1
2〈[Y,X], [Y,X]〉
= 14〈[X, Y ], [X, Y ]〉.
Especially, the sectional curvature vanishes for non-degenerate two-dimensional sub-
spaces of hed.
Since
R(X, Y, Y,X) = 14〈[X, Y ], [X, Y ]〉 = −
1
4〈[X, [X, Y ]], Y 〉,
it holds for any X ∈ s, that
Ric(X,X) = −14Tr(ad
2
X) = −
1
4k(X,X),
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k being the Killing form of s. It follows that
Ric(X, Y ) = −14k(X, Y )
for all X, Y ∈ s. Especially,
Ric(X, Y ) = 0 and Ric(T + X,T + Y ) = 12
d∑
k=1
λ2k
for all X, Y ∈ hed. Therefore,
Ric(X) = 0
if X ∈ hed and
Ric(T ) = 12
d∑
k=1
λ2kZ.
It follows that the vector-valued Ricci tensor is totally isotropic.
Furthermore,
{
1
2(T − Z), 12(T + Z), X1, Y1, . . . , Xd, Yd
}
is an orthonormal basis with re-
spect to 〈·, ·〉. Thus, the scalar curvature scal is given by
1
2(Ric(T + Z, T + Z) − Ric(T − Z, T − Z)) +
d∑
k=1
(Ric(Xk, Xk) + Ric(Yk, Yk)),
which is identically 0.
Due to Corollary 5.11, the holonomy algebra of S is given by
holx(S) = ad([s, s]) = ad(hed) ⊆ so(s, 〈·, ·〉).
The kernel of ad is exactly equal to the center of s, therefore, ad(hed) is a 2d-dimensional
abelian subalgebra of so(s, 〈·, ·〉).
5.3.3.4 Local geometry of the manifold
We use the reductive representation of M given in Section 5.3.3.1 and use the same
notations. For X ∈ m = s ⊕ p, we will write Xs for the s-component and Xp for the
p-component.
Let {T, Z,X1, Y1, . . . , Xd, Yd} be a canonical basis of s. By Proposition 4.21, all ad-
invariant Lorentzian scalar products on s are equivalent. Since the scalar product 〈·, ·〉
restricted 〈·, ·〉 to s × s is ad-invariant, we may assume without loss of generality, that
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{X1, Y1, . . . , Xd, Yd} is 〈·, ·〉-orthonormal, 〈T, T 〉 = 0 and 〈T, Z〉 = 1. Note that also
〈Z,Z〉 = 0.
Lemma 5.14. Let X, Y ∈ m. Then [X, Y ]m = [Xs, Ys]+[Xp, Yp]m′ is a sum of commuting
elements.
Proof. The claim follows from [X, Y ] = [Xs, Ys] + [Xp, Yp] and [Xp, Yp] ∈ c.
For X ∈ c = RZ ⊕ p ⊕ h, we will write XZ for the Z-component and for an element
X ∈ g = (RT  hed)⊕k⊕a, we will write XT for the T -component.
Definition. The map V : m × m → m is determined by
2〈V (X, Y ),W 〉 = 〈[Wp, Xp]Z , YT 〉 + 〈XT , [Wp, Yp]Z〉
for all W ∈ m and for any X, Y ∈ m.
Remark. V is symmetric and bilinear. For all X, Y ∈ m, V (X, Y ) ∈ p.
Definition. In the situation above, we call the homogeneous space M special, if V ≡ 0.
Lemma 5.15. In the situation above, the following is true:
(i) M is special if and only if [p, p]Z = {0}.
(ii) If M is special, N is covered isometrically by the metric product Z(S)×N ′ and M
is covered isometrically by the metric product S ×N ′. Here Z(S) is furnished with
a homogeneous metric (which is unique up to multiplication with a constant), S is
provided with the bi-invariant metric defined in the end of Section 5.3.3.1, and N ′
is a homogeneous Riemannian space.
Proof. (i) If [p, p]Z = {0}, the statement is obvious.
Conversely, if V ≡ 0,
〈[W,X]Z , T 〉 = 0
for all W,X ∈ p. Because of 〈T, Z〉 = 1, [p, p]Z = {0} follows.
(ii) As in Section 4.3.2, denote by O the distribution on M orthogonal to the orbits of S
and let Z be the distribution defined by the action of Z(S). We consider N as a leaf of
the foliation defined by the involutive distribution O+Z (see Proposition 4.12) through
the point x, as we did in Section 4.3.3.
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Let v, w ∈ Ox. Since M is a homogeneous space, there are X, Y ∈ m, such that
X˜(x) = v, Y˜ (x) = w. Remember that X˜, Y˜ are complete Killing vector fields defined by
X˜(y) := ∂
∂t
(exp(tX) · y)|t=0 for all y ∈ M , Y˜ is defined in the same way. Because O is
orthogonal to the orbits of S and p is orthogonal to s, X, Y ∈ p.
Let us consider the vector-valued symmetric bilinear form ω : O × O → s defined in the
proof of Proposition 4.12. For any y ∈ M , ωy : Oy × Oy → s is defined as
ωx(v, w) = projSy
(
[V˜ , W˜ ] (y)
)
,
where projSy denotes the orthogonal projection to Sy ∼= s and V˜ and W˜ are vector
fields in O extending v and w, respectively. We have shown in the proposition that ω
takes only values in z(s). But by (i), [p, p]Z = {0}, so ωx is trivial. Using that M is
homogeneous, it follows that ω is trivial, hence, O is involutive.
Now choose N ′ to be a leaf of the foliation defined by O through the point x. We furnish
N ′ with the induced metric of N . Due to Corollary 5.3 (ii), IsomZ(S)N acts transitively
on N . Clearly, IsomZ(S)N preserves ZN by definition, so it also preserves ON . Thus,
if an isometry in IsomZ(S)N maps x to y ∈ N ′, it preserves N ′. It follows that N ′ is
homogeneous.
Since the action of S is locally free by Corollary 4.6 and O = S⊥, any leaf of O in a
neighborhood of y ∈ M is given by f · N ′y for some f ∈ S and N ′y being the leaf of
the foliation defined by O through y. Thus, the image of the map p : S × N ′ → M ,
(f, y) → f · y, is open as well as the complement of the image of p in M . But M is
connected and the image is non-empty, hence, p is surjective.
By construction of the metric on S ×Z(S) N , S → S · x ⊆ M is an isometric covering.
It follows that p is a local isometry. Because S × N ′ is a homogeneous space, it is
geodesically complete. Using that p is surjective and locally isometric, p is a Lorentzian
covering map.
If we restrict p to Z(S) × N ′, its image is contained in N . But the action of Z(S) is
locally free, so any leaf of ON in a neighborhood of y ∈ N is given by f · N ′y for some
f ∈ Z(S) and N ′y being the leaf through y. Thus, the image of the restriction of p is
open as well as the complement of the image is open in N . But N is connected and the
image is non-empty, hence, the restriction p|Z(S)×N ′ : Z(S) ×N ′ → N is surjective. The
metric on Z(S) is determined by pulling back the metric of an Z(S)-orbit of N . Because
the action of Z(S) is isometric, this metric makes Z(S) into a homogeneous space.
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Remark. As a converse of Lemma 5.15, if N is covered isometrically by the metric
product Z(S)×N ′ and the action of Z(S) is defined as the action on the Z(S)-component,
it is easy to see that M will be special.
Note that N ′ in Lemma 5.15 does not have to be compact. For example, a leaf of
the orthogonal distribution of a S1-action on a two-dimensional torus lies dense if the
homogeneous metric is chosen appropriately.
Proposition 5.16. Let X, Y ∈ m. Then
U(X, Y ) = UN(Xp, Yp) + V (X, Y ).
Here UN corresponds to the homogeneous space N .
Proof. Let W ∈ m. Since hed is 〈·, ·〉-orthogonal to p,
〈[Ws, Xs], Yp〉 = 0.
Also,
〈[Wp, Xp]m′ , Ys〉 = 〈[Wp, Xp]Z , YT 〉.
Because of (Yp)Z = 0,
〈[Wp, Xp]m′ , Yp〉 = ([Wp, Xp]m′ , Yp).
Since 〈·, ·〉 is ad(s)-invariant, 〈[Ws, Xs], Ys〉 + 〈Xs, [Ws, Ys]〉 = 0. Using the definition of
U , it follows with Lemma 5.14 that
2〈U(X, Y ),W 〉 = 〈[W,X]m, Y 〉 + 〈X, [W,Y ]m〉
= 〈[Ws, Xs] + [Wp, Xp]m′ , Ys + Yp〉
+ 〈Xs + Xp, [Ws, Ys] + [Wp, Yp]m′〉
= 〈[Ws, Xs], Ys〉 + 〈Xs, [Ws, Ys]〉
+ 〈[Wp, Xp]m′ , Yp〉 + 〈Xp, [Wp, Yp]m′〉
+ 〈[Wp, Xp]Z , YT 〉 + 〈XT , [Wp, Yp]Z〉
= 2〈V (X, Y ),W 〉 + ([Wp, Xp]m′ , Yp) + (Xp, [Wp, Yp]m′)
= 2(UN(Xp, Yp),Wp) + 2〈V (X, Y ),W 〉.
Since (UN(Xp, Yp), Z) = 0, it follows that UN(Xp, Yp) ∈ p. Using that V (X, Y ) in p as
well, we see that
2〈U(X, Y ),W 〉 = 0
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if W ∈ s and
〈U(X, Y ),W 〉 = (UN(Xp, Yp),W ) + (V (X, Y ),W )
if W ∈ p. The result follows.
Proposition 5.17. Let X, Y ∈ m. Then
R(X, Y, Y,X) = RS(Xs, Ys, Ys, Xs) + RN(Xp, Yp, Yp, Xp)
− 12〈[Xp, [Xp, Yp]m′ ]Z , YT 〉 −
1
2〈XT , [Yp, [Yp, Xp]m′ ]Z〉
+ 34([Xp, Yp]Z , [Xp, Yp]Z) + 2(V (X, Y ), U
N(Xp, Yp))
+ (V (X, Y ), V (X, Y )) − (V (X,X), V (Y, Y ))
− (V (X,X), UN(Yp, Yp)) − (UN(Xp, Xp), V (Y, Y )).
Here RS and RN correspond to the homogeneous spaces S and N .
Proof. We investigate the terms appearing in Proposition 5.8 separately.
Using Lemma 5.14 and the 〈·, ·〉-orthogonality of hed and p, we have
〈[X, Y ]m, [X, Y ]m〉
=〈[Xs, Ys], [Xs, Ys]〉 + 〈[Xp, Yp]m′ , [Xp, Yp]m′〉
=〈[Xs, Ys], [Xs, Ys]〉 + ([Xp, Yp]m′ , [Xp, Yp]m′) − ([Xp, Yp]Z , [Xp, Yp]Z),
where in the end we used that Z is orthogonal to p in both metrics, but 〈·, ·〉-isotropic.
Because of (Yp)Z = 0, an easy calculation similar to the ones before yields
〈[X, [X, Y ]m]m, Y 〉
=〈[Xs, [Xs, Ys]], Ys〉 + 〈[Xp, [Xp, Yp]m′ ]m′ , Yp〉 + 〈[Xp, [Xp, Yp]m′ ]m′ , YT 〉
=〈[Xs, [Xs, Ys]], Ys〉 + ([Xp, [Xp, Yp]m′ ]m′ , Yp) + 〈[Xp, [Xp, Yp]m′ ]Z , YT 〉.
Because 〈·, ·〉 is ad(h)-invariant,
〈YT , [[Xp, Yp]h, Xp]〉 = 〈[YT , [Xp, Yp]h], Xp〉 = 0.
Therefore, 〈Y, [[X, Y ]h, X]〉 = (Ym, [[Xp, Yp]h, Xp]m).
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Finally, for the U -terms in Proposition 5.8, we use Proposition 5.16 and the fact, that
the image of V lies in p. The result now follows by summing up the corresponding
terms.
Corollary 5.18. For X, Y ∈ hed ⊂ g, R(X, Y, Y,X) = 0.
Proof. By Proposition 5.17,
R(X, Y, Y,X) = RS(X, Y, Y,X) + (V (X, Y ), V (X, Y )) − (V (X,X), V (Y, Y )).
We have seen in Section 5.3.3.3, that RS(X, Y, Y,X) = 0. Also, it is obvious that
V (X, Y ) = 0 for any X, Y ∈ hed ⊂ m. Thus, R(X, Y, Y,X) = 0.
Corollary 5.19. Suppose M is special. Then for X, Y ∈ m,
R(X, Y, Y,X) = RS(Xs, Ys, Ys, Xs) + RN(Xp, Yp, Yp, Xp).
As above, RS and RN correspond to the homogeneous spaces S and N .
Proof. The claim follows directly from Lemma 5.15 and Proposition 5.17.
Proposition 5.20. Let {W1, . . . ,Wm} be any orthonormal basis of p and X ∈ m. Then
Ric(X,X) = RicS(Xs, Xs) + RicN(Xp, Xp) − 1(Z,Z)(U
N(Xp, Z), UN(Xp, Z))
− 12
m∑
j=1
〈XT , [Wj, [Wj, Xp]m′ ]Z〉 + 34
m∑
j=1
([Xp,Wj]Z , [Xp,Wj]Z)
+ 2
m∑
j=1
〈XT , [UN(Xp,Wj),Wj]Z〉 + 14
m∑
j,k=1
(〈XT , [Wk,Wj]Z〉)2
−
m∑
j=1
〈XT , [UN(Wj,Wj), Xp]Z〉
Here RicS and RicN correspond to the homogeneous spaces S and N .
Proof.
{
1
2(T − Z), 12(T + Z), X1, Y1, . . . , Xd, Yd,W1, . . . ,Wm
}
is a basis of m being 〈·, ·〉-
orthonormal. By definition,
Ric(X,X) = − R(X,T − Z, T − Z,X) + R(X,T + Z, T + Z,X)
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+
d∑
j=1
(R(X,Xj, Xj, X) + R(X, Yj, Yj, X)) +
m∑
j=1
R(X,Wj,Wj, X).
We will treat the terms involved in Proposition 5.17 separately. For any basis element
Y , YT = 0 or Yp = 0. Furthermore, Yp = 0 if and only if Y = Wj for some j. Also,⎧⎨⎩ Z√(Z,Z) ,W1, . . . ,Wm
⎫⎬⎭
is an orthonormal basis for m′ with respect to (·, ·). So by definition,
RicN(Xp, Xp) =
1
(Z,Z)R
N(Xp, Z, Z,Xp) +
m∑
j=1
RN(Xp,Wj,Wj, Xp).
Since Z lies in the center, UN(Z,Z) = 0. So using Proposition 5.8, it follows that
RN(Xp, Z, Z,Xp) = (UN(Xp, Z), UN(Xp, Z)).
This allows us to calculate the corresponding sum of the terms in Proposition 5.17 not
involving a V -expression.
Because of YT = 0 or Yp = 0 for any basis element Y , V (Y, Y ) = 0. By definition,
(V (X,X),W ) = 〈[W,Xp]m′ , XT 〉
for any W ∈ m′ and for all 1 ≤ j ≤ m,
(V (X,Wj), UN(Xp,Wj)) = 〈XT , [UN(Xp,Wj),Wj]Z〉.
If Y is a basis element in s,
2(V (X, Y ),W ) = 〈[Wp, Xp]Z , YT 〉
for all W ∈ m. Thus,
V (X, Y ) = 0 if Y ∈ hed and V (X,T − Z) = V (X,T + Z).
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It is easy to see that
V (X,Wj) =
1
2
d∑
k=1
〈XT , [Wk,Wj]Z〉Wk.
Therefore, it holds
(V (X,Wj), V (X,Wj)) =
1
4
d∑
k=1
(〈XT , [Wk,Wj]Z〉)2
for all j. This finishes the consideration of the terms in Proposition 5.17 involving a
V -expression.
Corollary 5.21. Let {W1, . . . ,Wm} be any orthonormal basis of p.
(i) If X, Y ∈ hed, Ric(X, Y ) = 0 and
Ric(T + X,T + Y ) = 12
d∑
k=1
λ2k +
1
4
m∑
j,k=1
(〈T, [Wk,Wj]Z〉)2 > 0.
(ii) The vector-valued Ricci tensor is totally isotropic if and only if
RicN(X,X) = 1(Z,Z)(U
N(X,Z), UN(X,Z)) − 34
m∑
j=1
([X,Wj]Z , [X,Wj]Z)
and
m∑
j=1
{
[Wj, [Wj, X]m′ ] − 4[UN(X,Wj),Wj] + 2[UN(Wj,Wj), X]
}
Z
= 0
for all X ∈ p. In this case, we have for all X ∈ m, that
Ric(X,X) = RicS(Xs, Xs) +
1
4
m∑
j,k=1
(〈XT , [Wk,Wj]Z〉)2.
Proof. (i) This directly follows from Proposition 5.20 and the results of Section 5.3.3.3.
(ii) Assume that the image of the vector-valued Ricci tensor is a totally isotropic subspace
of m. Since 〈·, ·〉 is a Lorentzian scalar product, it follows that the image of Ric has
dimension at most one. By (i), Ric(X, Y ) = 0 if X, Y ∈ hed. Therefore, if X ∈ hed,
Ric(X) is 〈·, ·〉-orthogonal to hed, that is,
Ric(X) ∈ RZ ⊕ p.
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Because of Ric(T, T ) > 0 and due to the totally isotropic image of the Ricci tensor, the
image of Ric is equal to RZ. Hence, Ric(X,X) = 0 for all X ∈ p (which proves the first
equation) and Ric(T + X,T + X) = Ric(X,X) for all X ∈ p (which proves the second
equation).
Conversely, if both equations are fulfilled, it holds
Ric(X,X) = RicS(Xs, Xs) +
1
4
m∑
j,k=1
(〈XT , [Wk,Wj]Z〉)2
for all X ∈ m by Proposition 5.20. Using the results of Section 5.3.3.3, we see that for
any X ∈ m, Ric(X) = 0 unless XT = 0. Thus, the image of the vector-valued Ricci
tensor is contained in RZ, especially totally isotropic.
Corollary 5.22. In the situation of this section, the following is true:
(i) M is not Ricci-flat.
(ii) If M is special,
Ric(X, Y ) = RicS(Xs, Ys) + RicN(Xp, Yp)
for all X, Y ∈ m. In this case, the vector-valued Ricci tensor is totally isotropic if
and only if N is Ricci-flat, that is, flat.
Proof. The first part follows from Corollary 5.21 (i). For the second part, note that
[p, p]Z = {0} due to Lemma 5.15 (i). Hence, by Proposition 5.20,
Ric(X,X) = RicS(Xs, Xs) + RicN(Xp, Xp) − 1(Z,Z)(U
N(Xp, Z), UN(Xp, Z)).
For all W ∈ m′,
2(UN(Xp, Z),W ) = ([W,Xp]m′ , Z) + (Xp, [W,Z]m′) = 0,
because Z lies in the center and [p, p]m′ ⊆ p is orthogonal to Z. Thus,
Ric(X, Y ) = RicS(Xs, Xs) + RicM(Xp, Xp)
for all X ∈ m.
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By Corollary 5.21 (ii), Ric is totally isotropic if and only if the two equations given in
the corollary are fulfilled. The second one is true because of [p, p]Z = {0}, the first one
is now equivalent to RicN(X,X) = 0 for all X ∈ p.
Using UN(Z,Z) = 0 and Proposition 5.8, it follows that
RN(X,Z, Z,X) = (UN(X,Z), UN(X,Z)) = 0
for all X ∈ m′. Thus, RicN(Z,Z) = 0, which finishes the proof. Note that any homoge-
neous Riemannian manifold that is Ricci-flat, is also flat.
Proposition 5.23. Let {W1, . . . ,Wm} be any orthonormal basis of p. Then the scalar
curvature is given by
scal = scalN − 2(Z,Z)
m∑
j=1
(UN(Wj, Z), UN(Wj, Z)) +
3
4
m∑
j,k=1
([Wj,Wk]Z , [Wj,Wk]Z).
Here scalN denotes the scalar curvature of the homogeneous space N .
Proof. For the calculation of the scalar curvature, we choose the 〈·, ·〉-orthonormal basis{
1
2(T − Z), 12(T + Z), X1, Y1, . . . , Xd, Yd,W1, . . . ,Wm
}
.
Because of Corollary 5.21 (i),
Ric(X,X) = 0 if X ∈ hed and Ric(T + Z, T + Z) = Ric(T − Z, T − Z).
Using Proposition 5.20,
scal =
m∑
j=1
RicN(Wj,Wj) − 1(Z,Z)
m∑
j=1
(UN(Wj, Z), UN(Wj, Z))
+ 34
m∑
j,k=1
([Wj,Wk]Z , [Wj,Wk]Z)
=scalN − 1(Z,Z)Ric
N(Z,Z) − 1(Z,Z)
m∑
j=1
(UN(Wj, Z), UN(Wj, Z))
+ 34
m∑
j,k=1
([Wj,Wk]Z , [Wj,Wk]Z).
Now
RicN(Z,Z) =
m∑
j=1
RN(Z,Wj,Wj, Z) =
m∑
j=1
RN(Wj, Z, Z,Wj).
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Using the fact that Z lies in the center, U(Z,Z) = 0, and by Proposition 5.8,
RN(X,Z, Z,X) = (UN(X,Z), UN(X,Z))
for X ∈ p. The claim follows.
Corollary 5.24. If M is special, scal = scalN .
Proof. Due to Lemma 5.15 (i), [p, p]Z = {0}. So for all W ∈ m′,
2(UN(Xp, Z),W ) = ([W,Xp]m′ , Z) + (Xp, [W,Z]m′) = 0,
because Z lies in the center and [p, p]m′ ⊆ p is orthogonal to Z. The claim now follows
immediately from Proposition 5.23.
We conclude with determining the holonomy algebra of M in the special case, that M
is special.
Proposition 5.25. Let M be special and x ∈ N ⊂ M as in Section 5.3.3.1. Then
holx(N) ⊆ so(p, (·, ·)), so there is a natural injection holx(N) → so(m, 〈·, ·〉). Also,
ad(hed) ⊆ so(m, 〈·, ·〉). The holonomy algebra of M is then determined by
holx(M) = ad(hed) ⊕ holx(N) ⊆ so(m, 〈·, ·〉).
Proof. We know already, that 〈·, ·〉 restricted to s × s is ad(s)-invariant. But p com-
mutes with s and is orthogonal to s, thus, 〈·, ·〉 is ad(s)-invariant. Especially, ad(hed) ⊆
so(m, 〈·, ·〉).
By Proposition 5.10,
holx(N) = m′0 + [Λm′(m′),m′0] + [Λm′(m′), [Λm′(m′),m′0]] + . . . ,
where m′0 is the subspace in so(m′, (·, ·)) spanned by{
[Λm′(X),Λm′(Y )] − Λm′([X, Y ]m′) − ad[X,Y ]h | X, Y ∈ m′
}
.
Now
Λm′(X)Y =
1
2[X, Y ]m
′ + UN(X, Y )
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for all X, Y ∈ m′. Using
2(UN(X, Y ), Z) = ([Z,X]m′ , Y ) + (X, [Z, Y ]m′) = 0,
we have UN(X, Y ) ∈ p, and it follows from the first part of Lemma 5.15, that [m′,m′]m′ ⊆
p. Thus, Λm′(X)Y ∈ p for all X, Y ∈ m′.
Since Z lies in the center and UN(X,Z) = 0 for all X ∈ m′ as shown in the proof of
Corollary 5.24, Λm′(X)Z = 0. Hence, Λm′(m′) ⊆ so(p, (·, ·)).
For any X, Y,W ∈ m′,
([[X, Y ]h,W ], Z) = −(W, [[X, Y ]h, Z]) = 0
because (·, ·) is ad(h)-invariant. Therefore, ad[X,Y ]h, which annihilates Z, is in so(p, (·, ·))
as well. We conclude that holx(N) ⊆ so(p, (·, ·)), so there is an injection holx(N) →
so(m, 〈·, ·〉) using the canonical injection of so(p, (·, ·)) into so(m, 〈·, ·〉).
For all X, Y ∈ m,
Λm(X)Y =
1
2[X, Y ]m + U(X, Y ) = Λs(Xs)Ys + Λm
′(Xp)Yp
by Lemma 5.14 and Proposition 5.16 and because of V ≡ 0. Additionally, we have
[X, Y ]h = [Xp, Yp]h.
We have seen in Section 5.3.3.3, that the holonomy algebra of S is given by ad(hed).
The required result now follows from Proposition 5.10.
5.3.4 Isotropy representation and Ricci-flat manifolds
Propositions 5.12 and 5.13 show Theorem 8.
Also the proof of Theorem 9 is now immediate: Due to the results of Section 5.3.2, a
compact homogeneous Lorentzian manifold M is not Ricci-flat, if the Lie algebra of its
isometry group contains a direct summand isomorphic to sl2(R). By Corollary 5.21,
the same is true in the case of a direct summand isomorphic to heλd , λ ∈ Zd+. So by
Theorem 6, Isom0(M) is compact.
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Let V be a real vector space and g ⊂ gl(V ) a semisimple subalgebra. In the following,
we will introduce a Jordan-type decomposition of elements of g:
Proposition A. 1. For any X ∈ g, there are commuting elements E,H,N ∈ g, such
that X = E + H + N , E and H are semisimple with only purely imaginary and real
eigenvalues, respectively, and N is nilpotent. We call this the complete additive Jordan
decomposition.
Moreover, X is nilpotent or semisimple with only purely imaginary or real eigenvalues,
respectively, if and only if adX is nilpotent or semisimple with only purely imaginary or
real eigenvalues, respectively.
Proof. We follow [Hel92], Chapter IX, Paragraph 7. According to Lemma 7.1, there is
a unique decomposition
exp(X) = ehu
with commuting elements e, h, u in GL(V ) and e is semisimple with all its (complex)
eigenvalues having modulus one, h is semisimple with only positive eigenvalues and
(u − idV ) is nilpotent. This decomposition is called the complete multiplicative Jordan
decomposition. The Further Result A.6 at the end of Chapter IX states that e, h, u are
contained in the adjoint group Int(g).
Using the usual additive Jordan decomposition of X, we can write X uniquely as a sum
X = E ′ + H ′ + N ′
of commuting elements E ′, H ′, N ′ ∈ gl(V ), where N ′ is nilpotent, E ′ and H ′ are semisim-
ple and have purely imaginary or real eigenvalues only, respectively. (If J ∈ GL(V ) such
that JXJ−1 is in Jordan canonical form, take JN ′J−1 to be the strictly upper trian-
gular matrix, JE ′J−1 and JH ′J−1 to be the imaginary and real part of the diagonal,
respectively.)
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Then e′ := exp(E ′), h′ := exp(H ′), u′ := exp(N ′) commute and
exp(X) = e′h′u′.
Clearly, e′ and h′ are semisimple and all its eigenvalues have modulus one or are positive,
respectively, and (u′ − idV ) is nilpotent. By uniqueness of the multiplicative Jordan
decomposition,
e = e′, h = h′, u = u′.
Lemma 7.3 and the subsequent remark assert that e, h, u are contained in one-parameter
groups of Int(g), so
e = exp(E), h = exp(H), u = exp(N)
with E,H,N ∈ g. From the proof of Lemma 7.3 it is clear that
H = H ′.
Since u = u′, exp(N − N ′) = idV . But N − N ′ is nilpotent, therefore
N = N ′.
Thus, also
E = E ′.
In summary, we have shown that for any X ∈ g, the elements of its complete additive
Jordan decomposition are in g as well.
It is clear that adX is nilpotent if X ∈ g is nilpotent. The following is an adaptation of
the proof of Lemma 2 in [Bou07], Paragraph 5.4. Let X ∈ g be semisimple, such that
its eigenvalues λ1, . . . , λj are all purely imaginary or real, respectively. Let v1, . . . , vj
be corresponding eigenvalues in V C, the complexification of V . Consider the basis
{Mkl}k,l=1,...,j of gl(V ) defined by
Mklvm = δlmvk
for all k, l,m. Then
adX(Mkl)vm = XMklvm − MklXvm = δlm(λk − λm)vk.
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Therefore,
adX(Mkl) = (λk − λl)Mkl
, so adX is semisimple with only purely imaginary or real eigenvalues, respectively. So if
X = E + H + N
is the complete additive Jordan decomposition of X ∈ g,
adX = adE + adH + adN
is the one of adX . Since g is semisimple, the adjoint representation of g is injective.
Thus, X ∈ g is nilpotent or semisimple with only purely imaginary or real eigenvalues,
respectively, if and only if adX is nilpotent or semisimple with only purely imaginary or
real eigenvalues, respectively.
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Errata
These errata were added after the submission and the defense of the thesis.
• p. v, line 17: we also assume that κ is ad-invariant and symmetric
• p. v, line 33: change “nilradical” to “radical”
• p. 7, line 22: change “H˜ed/Λ” to “H˜ed” (thanks to H. Baum)
• p. 15, line 7: change “Heλd acts” to “Heλd or H˜eλd , respectively, acts”
• p. 23, line 15: we also assume that κ is symmetric
• p. 26, line 19 and p. 77, line 14: we consider the metric g(x,·) = hx × (σ2(x)k)
(thanks to H. Baum)
• p. 38, line 2: change “semidefinite” to “definite”
• p. 70, line 8: adX is nilpotent (but non-trivial), if and only if X = 0 is κ-isotropic
• p. 77, line 9: M is diffeomorphic to Γ\
(
N × S˜L2(R)
)
(thanks to H. Baum)
• p. 83, lines 14-19: that σ and m have to be constant will be clear after the proof
of Proposition 5.2, using that C acts transitively on N
• p. 87, line 4: change “Theorem 6” to “Theorem 5”
• p. 96, line 24: change “Γ” to “Γ0”
• p. 104, line 22: the following argument was missing: “We have seen in the proof
of Proposition 5.2, that any element of Isom0(M) preserves the orbits S and O. It
follows that X˜ and Y˜ lie in O.”
• p. 105, lines 10-11: S as a symmetric space and N ′ as a homogeneous Riemannian
manifold are geodesically complete, therefore, S × N ′ is geodesically complete
(thanks to H. Baum)
