product of the dual groupsẐ p i of the p i -adic integers Z p i . Here, we allow not necessarily distinct prime bases p i in each coordinate. We prove a version of Weyl's criterion for Γ p , from which the uniform distribution of the Halton sequence in base p follows as a simple corollary. Further, we define a new version of diaphony, the p-adic diaphony, prove its essential properties, show an Erdős-Turán-Koksma-type inequality, and compute the p-adic diaphony of regular grids.
2. The function system Γ p . Throughout this paper, p denotes a prime, and p = (p 1 , . . . , p s ) denotes a vector of s primes p i , 1 ≤ i ≤ s, not necessarily distinct. N stands for the positive integers, and we put N 0 = N ∪ {0}.
If ω = (x n ) n≥0 is a-possibly finite-sequence on the torus [0, 1[ s with at least N elements, and if f : [0, 1[ s → C, we define
For a nonnegative integer a, let a = j≥0 a j p j , a j ∈ {0, 1, . . . , p − 1}, be the unique p-adic representation of a in base p. With the exception of at most finitely many indices j, the digits a j are zero.
Every real number x ∈ [0, 1[ has a p-adic representation of the form x = j≥0 x j p −j−1 , x j ∈ {0, 1, . . . , p − 1}. If x is a p-adic rational, which means that x = ap −g with a and g integers, 0 ≤ a < p g , g ∈ N, and if x = 0, then there are two such representations.
The p-adic representation of x is uniquely determined under the condition that x j = p − 1 for infinitely many j. In the following, we will call this particular representation the regular (p-adic) representation of x.
Let Z p denote the compact group of p-adic integers. We refer the reader to the monograph of Robert [10] for details. An element z of Z p will be written as z = j≥0 z j p j , with digits z j ∈ {0, 1, . . . , p − 1}.
Remark 2.1. The set of integers Z is embedded in Z p . If z ∈ N 0 , then at most finitely many digits z j are different from zero. If z ∈ Z, z < 0, then at most finitely many digits z j are different from p − 1. In particular,
2. An element z ∈ Z p will be called regular if infinitely many digits z j are different from p − 1. Otherwise, z is called irregular.
Remark 2.3. It is easy to see that the set of irregular elements of Z p coincides with the set {−1, −2, . . .} of negative integers and that N 0 is contained in the set of regular elements of Z p . Definition 2.4. We define the p-adic Monna map ϕ p by
Remark 2.5. The restriction of ϕ p to N 0 is often called the radicalinverse function. The Monna map is surjective, but not injective. Furthermore, ϕ p gives a bijection between the subset N of Z p of positive integers and the set {ap −g : 0 < a < p g , g ∈ N, (a, p g ) = (a, p) = 1} of all reduced p-adic fractions.
The Monna map may be inverted in the following sense. Definition 2.6. We define the pseudoinverse ϕ + p of the p-adic Monna map ϕ p by
where j≥0 x j p −j−1 stands for the regular p-adic representation of the element 
The dual groupẐ p of Z p is given byẐ p = {χ k : k ∈ N 0 }, where
see Hellekalek [4] . If infinitely many digits z i are different from zero, we will interpret the value of χ k as an infinite product of complex numbers. All factors of this product except at most finitely many will be equal to one, and hence the value of χ k is well-defined. We now "lift" the characters χ k to the torus. As in Hellekalek [4] , the following function system will be the main tool in our analysis.
There is an obvious generalization of the preceding notions to the higherdimensional case. In the following, let p = (p 1 , . . . , p s ) be a vector of s not necessarily distinct primes
It is elementary to show that the family of functions Γ p is an orthonormal system in L 2 ([0, 1[ s ). We will see below that it is even an orthonormal basis.
The results.
For an integrable function f on [0, 1[ s , the kth Fourier coefficient of f with respect to the function system Γ p is defined aŝ
0 , we define the following summation domains:
We will use the standard convention that empty sums have the value zero.
Further, we define the following weight functions. For an integer vector
Lemma 3.1. Let p and g be as above. Then:
(ii) For the truncated sum σ p (g),
).
Proof. The claim is easily established by elementary calculations.
The following function will allow for a compact notation. For k ∈ N 0 , with p-adic
where the parameters are subject to the conditions g = (g 1 , . . . , g s ) ∈ N s 0 , c = (c 1 , . . . , c s ) ∈ N s 0 , and 0 ≤ c i < p
In the "classical" form, the p-adic elint I c,g is written as
The following lemma shows that, in the language of Fourier analysis, the characteristic function 1 I of a p-adic elint I is a Γ p -polynomial.
Lemma 3.4. Let I c,g be a p-adic elint, and let f = 1 Ic,g − λ(I c,g ). Then:
(ii) The following identity holds pointwise:
Proof. The proof of this lemma is completely analogous to the proof of Lemma 3.5 in Hellekalek [4] , and hence will be omitted.
Lemma 3.5. For every k = 0, γ k is a step function given by
where ϕ p (k), c denotes the inner product of the two vectors ϕ p (k) and c.
Proof. Let g = v p (k). The family of p-adic elints {I c,g : c ∈ ∆ p (g)} is a partition of [0, 1[ s . From the definition of the function γ k it follows that γ k is constant on each I c,g with value e 2πi ϕp(k),c . This establishes our claim.
Remark 3.6. Lemmas 3.4 and 3.5 generalize results of Hellekalek [4] , where the interested reader will find further details on this topic. Definition 3.7. The sum S N (γ k , ω) will be called the kth Weyl sum associated with the sequence ω and the function system Γ p .
In the following corollary, we establish an interesting relation between the Weyl sums S N (γ k , ω) and the so-called local discrepancies S N (1 I − λ(I)
(ii) For every nontrivial function γ k (i.e., k = 0),
where g is defined as g = v p (k).
Proof. This is easy to see. Identity (2) follows directly from Lemma 3.4. To verify identity (3), we note that c∈∆p(g) e 2πi ϕp(k),c λ(I c,g ) = 0, which is elementary to prove. Lemma 3.5 then implies the result. Consider the following approximation argument, adapted from the proof of Theorem 3.6 in Hellekalek [4] . Let g = (g 1 , . . . , g s ) ∈ N s be arbitrarily chosen. We consider the partition of [0, 1[ s given by the family of p-adic elints I g = {I c,g : c ∈ ∆ p (g)}. Define J as the union of those elints I ∈ I g that are contained in J, J = I : I⊆J I. Further, let J denote the union of all elints I ∈ I g with nonempty intersection with J, J = I : I∩J =∅ I. Then J ⊆ J ⊆ J, where J may be void. It is elementary to see that
In every coordinate i, the side lengths of J and J differ at most by 2p
Hence, by an application of Lemma 3.9 of Niederreiter [8] , we obtain the bound λ(J) − λ(J) ≤ sδ, where δ = max 1≤i≤s 2p
The sets J and J are finite disjoint unions of elints I ∈ I g . As a consequence, S N (1 J − λ(J), ω) is a finite sum of terms S N (1 I − λ(I), ω), with appropriate elints I ∈ I g . The same is true for S N (1 J − λ(J), ω). From the underlying assumption it follows that lim sup
The parameter g was arbitrary. Hence, δ can be made arbitrarily small. This implies that lim N →∞ S N (1 J − λ(J), ω) exists and is equal to zero. Proof. This follows from identity (1) and from the proof of Lemma 3.9 above. Hence, Γ p is not only an ONS, but even an ONB of
In [4, Theorem 3.8], Weyl's criterion was proved in the special case p = (p, . . . , p). We generalize this result as follows and give a slightly different proof. Proof. Let ω be uniformly distributed in [0, 1[ s . Then, by Lemma 3.9, lim N →∞ S N (1 I − λ(I), ω) = 0 for any p-adic elint I. In identity (3) of Corollary 3.8, the summation domain ∆ p (g) is finite. Hence, the uniform distribution of ω implies relation (4) .
For the inverse direction, let us assume relation (4). In identity (2) of Corollary 3.8, the summation domain ∆ * p (g) is finite. As a consequence, relation (4) implies lim N →∞ S N (1 I − λ s (I), ω) = 0 for any p-adic elint I. From Lemma 3.9, the uniform distribution of ω follows.
Corollary 3.12. Let ω = (x n ) n≥0 , x n = (ϕ p 1 (n), . . . , ϕ ps (n)), be the Halton sequence in base p = (p 1 , . . . , p s ), with different primes
Proof. This is easily seen by Weyl's criterion for Γ p . We have γ k (x n ) = s j=1 e 2πiϕp j (k j )n . Hence, for every k = 0,
where 1 = (1, . . . , 1), and thus,
We now introduce the p-adic diaphony, which is defined as the following sum of weighted Weyl sums for Γ p . Definition 3.13. Let p = (p 1 , . . . , p s ) , where all p i are prime, not necessarily distinct. The p-adic diaphony F N (ω) of the first N elements of a sequence ω = (x n ) n≥0 in [0, 1[ s is defined by
In the following theorem, we prove that F N is a measure of uniform distribution of sequences in [0, 1[ s .
Theorem 3.14. Let ω be a sequence in [0, 1[ s . Then, for the p-adic diaphony F N :
Proof. For every k, |S N (γ k , ω)| ≤ 1. Thus, Lemma 3.1 implies (i). In (ii), let lim N →∞ F N (ω) = 0. As a consequence, lim N →∞ S N (γ k , ω) = 0 for all k = 0. Theorem 3.11, Weyl's criterion, implies the uniform distribution of ω.
On the other hand, let ω be uniformly distributed in [0, 1[ s . Let g = (g 1 , . . . , g s ) ∈ N s be arbitrary. Then we have the following upper bound:
This yields the inequality
From the uniform distribution of ω it follows, by an application of Weyl's criterion, that lim N →∞ S N (γ k , ω) = 0 for all k = 0. The summation domain ∆ * p (g) is finite, hence lim sup
The difference σ p − σ p (g) can be made arbitrarily small, by increasing every component g i of the vector g. This implies the existence of lim N →∞ F 2 N (ω). Further, lim N →∞ F 2 N (ω) = 0, which establishes claim (ii).
From inequality (5), we derive the inequality of Erdős-Turán-Koksma for the p-adic diaphony:
Proof. This is due to the fact that, by applying Lemma 3.9 of Niederreiter [8] ,
which is easily seen to be bounded by sw.
The next result shows that the diaphony of a regular p-adic grid consisting of N = p gs points has an order of magnitude of N −1/s , up to a power of log N . Theorem 3.16. Let p = (p, . . . , p), where p is a prime, let g ∈ N, and let ω denote the regular p-adic grid with mesh width p −g in every coordinate,
..,as=0 . Then, with N = p gs denoting the number of elements of ω:
(i) The p-adic diaphony F N (ω) is given by the identity
(ii) There exist positive constants C 1 and C 2 , explicitly computable and depending only on the dimension s and on the base p, such that
log p N N 1/s , where log p N denotes the logarithm of N to the base p.
Remark 3.17. The number p −1/2 Σ 1/2 is the p-adic diaphony of the one-dimensional sequence (ap −g )
a=0 . This follows from identity (6) below. Proof of Theorem 3.16. It is easy to see that
with g = (g, . . . , g). Because of the independence of the coordinates, we may write
For the one-dimensional sum
), we get
The domain N s 0 \ {0} can be split into disjoint subsets A and V (t), 0 ≤ t ≤ s − 1, where A = {k ∈ N s 0 : ∃i, 1 ≤ i ≤ s, such that 1 ≤ k i < p g }, and V (t) is defined as the set of all k ∈ N s 0 such that exactly t coordinates of the vector k are zero and the remaining s − t coordinates are larger or equal to p g , 
This proves part (i) of the theorem. For the lower bound for F N (ω), we note that ((p + 1) s − 1)F 2 N (ω) ≥ sΣ. We will show that Σ ≥ 4π −2 p −2g = 4π −2 N −2/s .
If we consider only the first term in Σ, for k = p g , then we obtain the bound
We have ρ p (p g ) = 1/p 2g and ϕ p (p g ) = 1/p g+1 . Further, for any x, 0 ≤ x ≤ 1, we have 2 x ≤ sin πx ≤ π x , where x denotes the distance of x to the written, and Harald Niederreiter, University of Salzburg, and RICAM, Austrian Academy of Sciences, Linz, for several helpful comments.
