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Introduzione 
 
 
 
I sistemi meccanici rigidi e flessibili sono molto diffusi nel mondo civile ed industriale, in 
particolare nelle industrie manifatturiere. 
Per poterne valutare il comportamento nelle varie condizioni operative più significative, per 
poter progettare efficienti leggi di controllo, implementarle e validarle, è necessario avere un 
buon modello. 
Per quanto riguarda la modellazione dei sistemi rigidi mobili e/o articolati, anche se vi sono 
numerosi studi e alcuni metodi già assestati in merito, c’è ancora molto da fare, specie per 
quelli articolati,  nel rendere semplice, generale ed efficiente tale modellazione.  
In merito alla modellistica dei sistemi meccanici articolati flessibili non vi sono ancora in 
letteratura metodi assestati e generali in proposito. 
In tal senso si sono orientati ed incanalati lo studio e la ricerca oggetto della  Parte I e II della 
presente tesi di dottorato. 
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1 Metodi Classici di Modellazione  
 
 
 
1.1 Modellistica Matematica dei Sistemi Dinamici nello Spazio di 
Stato 
 
Verosimilmente, al tempo d’oggi, il principale compito di un sistema di automazione, sempre 
più programmabile e flessibile, consiste nel dotare un qualsiasi processo o impianto naturale o 
artificiale di sensori ed attuatori elettrici in modo da poterlo monitorare, diagnosticare, 
proteggere, gestire, velocizzare, identificare, controllare, far interagire con altri sistemi, etc., o 
da conferirgli “intelligenza artificiale”, vitalità mediante circuiti analogici e/o digitali 
programmabili, posti a volte anche in luoghi remoti, grazie alle moderne tecnologie delle 
telecomunicazioni. 
Per capire perché ciò sia credibile e come si possa concretamente realizzare si può far 
riferimento al  seguente schema concettuale di un moderno sistema di supervisione e controllo 
 
 
 
Fig. 1.1 Schema concettuale di un moderno sistema di supervisione e controllo. 
 
o a quello più astratto che segue. 
 
 
 
 
Fig. 1.2 Schema a blocchi di un sistema di supervisione e controllo. 
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A tal proposito, requisito indispensabile è quello di saper descrivere matematicamente sia il 
sistema o i sottosistemi che già esistono in natura, sia quelli realizzati dall’uomo, sia i circuiti 
intelligenti di integrazione. 
La modellistica matematica dei sistemi dinamici gioca un ruolo fondamentale in molti 
problemi dell’ingegneria perché serve ad effettuare l’analisi delle prestazioni, la progettazione 
e la realizzazione di sistemi con le caratteristiche desiderate; infatti, non è pensabile che si 
possa intervenire su un ammalato, su un aereo, su una base dati senza averne una conoscenza 
più o meno dettagliata sia perché le nuove tecnologie, al tempo d’oggi, consentono di 
realizzare facilmente sofisticatissimi sistemi o sue parti partendo dal loro modello 
matematico, sia perché quest’ultimo consente di valutare le prestazioni di un sistema prima 
ancora che esso venga realizzato facilitandone in tal modo la sua ottimizzazione. 
Più in generale, lo studio dei sistemi dinamici naturali o artificiali mediante modelli 
matematici risulta estremamente vantaggioso perché essi riescono a rappresentare in maniera 
molto sintetica (con poche formule o algoritmi e pochi dati) realtà molto complesse (basti 
pensare alle equazioni di Maxwell o, banalmente, all’equazione di una retta), sono più 
sintetici ed accurati rispetto ad altri modelli (verbali, testuali, grafici,…), consentono di 
unificare culture a prima vista diverse, vi sono molti risultati teorici di analisi e di sintesi di 
modelli matematici, vi sono svariati pacchetti software che consentono di studiare facilmente i 
modelli matematici; inoltre essi consentono di comprendere meglio il funzionamento dei 
sistemi dinamici che si propongono di descrivere, di ottimizzare la progettazione di nuove 
parti, di fare una scelta ottima dei componenti disponibili sul mercato e di sviluppare efficienti 
algoritmi di supervisione, diagnosi e controllo. 
In linea generale un modello è un insieme di coppie di dati (ascissa, ordinata; input, output; 
causa, effetto) che descrivono il comportamento di un sottosistema o di un intero sistema (cfr. 
schema concettuale di un moderno sistema di supervisione e controllo). 
Tale definizione, però, è poco operativa perché richiede molta memoria e fornisce un modello 
che mal si presta ad essere usato o modificato. Per cui si cerca sempre di trovare un legame di 
tipo ingresso-uscita basato su leggi scientifiche (fisiche, economiche,…) e/o su considerazioni 
di tipo logico. 
In tal modo si riesce quasi sempre a mettere il modello in una forma del tipo 
 
( ) 0 0( ) ' , ( ), ( ) , ( )x t f t x t u t x t x= =  (1a) 
( )( ) , ( ), ( ) ,y t t x t u tη=  (1b) 
 
ove (cfr. schema sottostante) 
 
 
 
Fig. 1.3 Rappresentazione schematica di un sistema. 
 
t  è una variabile ordinata, chiamata usualmente tempo 
( )u t è l’ingresso del sistema 
( )x t è lo stato del sistema 
( )y t è l’uscita del sistema 
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0x è lo stato iniziale del sistema 
( )x t ′ è la derivata di ( )x t (rispetto al tempo) o, per i sistemi a tempo discreto, il “valore 
prossimo” 
,f η sono operatori di tipo analitico (anche di derivazione parziale rispetto a coordinate 
spaziali), logico, tabellare, … . 
 
Da tutte queste considerazioni si comprende come il principale problema che si deve risolvere 
è quello di associare ad un dato oggetto, fenomeno o processo un modello matematico. 
Questo problema può essere risolto usando uno dei seguenti metodi: 
1. a scatola trasparente; 
2. a scatola opaca; 
3. a scatola nera. 
Il metodo di modellazione a scatola trasparente viene applicato quando un dato oggetto o 
processo può essere scomposto in parti elementari di cui si conoscono le leggi che ne regolano 
il comportamento ed i legami tra tutte le variabili interagenti. 
Il metodo a scatola opaca può essere applicato quando sono note le relazioni matematiche che 
legano tra loro le variabili di interesse ma risultano incogniti i parametri che in esse 
compaiono, in tal caso il metodo viene detto di identificazione parametrica. 
Infine, il metodo a scatola nera, detto anche sperimentale, si applica quando non si riesce ad 
individuare una scomposizione del sistema in parti elementari per le quali si conoscono le 
relazioni matematiche tra le relative variabili e/o non si conoscono i legami tra le variabili 
interagenti ma quando si conoscono i dati di input-output relativi al funzionamento del 
sistema complessivo. 
I metodi di modellazione più usuali sono i metodi a scatola trasparente e quella che viene 
abitualmente effettuata è la modellistica matematica dei sistemi dinamici nello spazio di stato, 
prendendo in considerazione varie classi di sistemi fisici quali i sistemi meccanici, elettrici, 
idraulici, pneumatici e termici. 
L’associazione ad ognuno di questi sistemi di un modello implicito I-S-U del tipo presentato 
( X , f , η ) viene effettuata in quattro passi successivi: 
1. individuazione delle variabili di ingresso ed uscita; 
2. scelta delle variabili di stato; 
3. scrittura delle relazioni costitutive; 
4. elaborazione delle relazioni costitutive per pervenire alla scrittura dell’equazione di 
stato e della trasformazione d’uscita. 
Tra queste operazioni particolare attenzione richiede la scelta delle variabili di stato; infatti 
essa è un’operazione abbastanza delicata per i seguenti motivi fondamentali: 
1. essa è fortemente legata alla tipologia del sistema oggetto di studio e, talvolta, richiede 
una notevole esperienza operativa su di esso; 
2. non è unica, per cui esistono più modelli associati ad uno stesso sistema; 
3. il numero delle variabili di stato dipende dalla maggiore o minore accuratezza con cui 
si vuole descrivere il comportamento del sistema in esame; 
4. il numero delle variabili di stato non sempre può essere fissato a priori per cui si 
possono porre questioni di ridondanza. 
Un metodo a scatola trasparente, di portata abbastanza generale, che consente di associare una 
rappresentazione lineare ad alcuni usuali sistemi fisici è il metodo basato sui Principi di 
Kirchhoff generalizzati. 
Infatti un sistema fisico usuale può essere scomposto in sistemi fisici elementari variamente 
interconnessi. A ognuno di tali elementi si possono associare tre variabili generalizzate , , 
, con 
q i
v dqi
dt
= , dette rispettivamente di quantità (variabile dell’elemento), di flusso (variabile 
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che attraversa l’elemento) e di forzamento (variabile agli estremi dell’elemento), che, nel caso 
di un elemento di tipo elettrico, sono la carica contenuta nell’elemento, la corrente che 
attraversa l’elemento e la tensione ai capi dell’elemento. Inoltre, tali elementi sono 
caratterizzati dal fatto che si può ritenere costante una delle grandezze , ,  rispetto alle 
altre due, in tal caso l’elemento viene detto generatore, oppure ritenere costante uno dei tre 
rapporti 
q i v
v
i
, vdi
dt
, idv
dt
ed in questo caso l’elemento viene detto utilizzatore e si può associare al 
singolo elemento un parametro di facile misura che ne riesce a caratterizzare il 
comportamento esterno (nel caso di un elemento elettrico un parametro può essere una 
resistenza, un’induttanza, una capacità). 
Per quanto riguarda i legami tra tutte le variabili interagenti, con riferimento ad una rete di 
elementi variamente collegati tra loro, si può mostrare che le variabili di flusso e di potenziale 
sono vincolate dai Principi di Kirchhoff generalizzati, enunciati allo stesso modo del caso 
elettrico. 
Resta ora il problema della scelta delle variabili di stato; ad esempio, nell’ipotesi in cui gli 
ingressi siano generatori di flusso e/o di forza e le uscite siano variabili di flusso e/o di forza, 
si possono usare come variabili di stato le variabili di flusso per gli elementi per i quali risulta 
costante il rapporto vdi
dt
e le variabili di forza per gli elementi per i quali idv
dt
è costante. 
Applicando opportunamente i Principi di Kirchhoff, con tale scelta delle variabili di stato, le 
equazioni che si ottengono possono essere messe nella ben nota forma 
 
x Ax Bu= +?   (2a)  
y Cx Du= + . (2b) 
 
L’approccio generale di modellazione usando il metodo a scatola trasparente si basa 
sull’interazione tra i sottosistemi. 
Dati  sistemi, collegandoli tra loro si ottiene un sistema complessivo che, in genere, ha 
proprietà molto diverse rispetto ad ognuno dei sistemi componenti (ad esempio collegando in 
retroazione due sistemi stabili il sistema risultante può anche risultare instabile) ed inoltre il 
modello del generico sistema 
n
jS  in genere cambia perché interagisce con altri sistemi. 
 
 
Fig. 1.4 Sistemi interagenti. 
 
Nel caso in cui si interpongono tra i vari sistemi interagenti dei sistemi disaccoppianti, tipo 
amplificatori operazionali ideali per i sistemi elettrici, si parla di collegamento non interagente 
ed il modello del sistema complessivo si può ottenere facilmente a partire dai modelli dei 
singoli sottosistemi, altrimenti si parla di collegamento interagente ed il modello del sistema 
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complessivo non si può ottenere facilmente dal modello dei singoli sottosistemi ed, in 
generale, risulta molto oneroso da ottenere, a volte addirittura impossibile, da un punto di 
vista pratico. 
Se si introducono per ogni sottosistema delle opportune variabili ausiliarie di ingresso e di 
uscita (ad esempio, per un doppio bipolo per tener conto della corrente assorbita dal doppio 
bipolo a valle, si considera un ingresso addizionale composto da un generatore di corrente e 
per portare in conto la corrente che assorbe dal doppio bipolo a monte si considera un’uscita 
addizionale composta dalla corrente assorbita), allora il modello del sistema complessivo si 
può ancora ottenere facilmente a partire dai modelli dei singoli sottosistemi [6, 7]. 
 
 
1.1.1 Approccio Newtoniano 
 
Quando si applica il metodo di modellazione a scatola trasparente ai sistemi meccanici usuali 
l’approccio più utilizzato per modellare i singoli sottosistemi e le relative interazioni è quello 
Newtoniano. 
A tal proposito si ricordi che le equazioni del moto di un corpo rigido si possono scrivere 
applicando la seconda legge di Newton nella prima o nella seconda forma a seconda che la 
massa e/o il momento d’inerzia degli elementi inerziali sia indipendente o dipendente dal 
tempo. 
Per la scrittura del modello matematico di un sistema meccanico relativamente semplice con 
l’approccio Newtoniano si può procedere mediante i seguenti passi: 
1. individuazione del numero di gradi di libertà del sistema; 
2. scelta delle coordinate posizionali da utilizzare per la scrittura delle leggi di Newton; 
3. scrittura delle equazioni del moto e/o di eventuali equazioni di vincolo ottenendo 
l’insieme delle relazioni costitutive del sistema; 
4. scelta delle variabili di stato e manipolazione delle relazioni costitutive in modo da 
pervenire ad una rappresentazione I-S-U del sistema. 
E’ da tener presente, però, che questo approccio presenta una serie di inconvenienti tra cui 
quello fondamentale di portare in conto, per la scrittura della legge di Newton relativa a 
ciascun elemento, tutte le forze che agiscono sull’elemento, comprese le forze di interazione 
con altri componenti la cui scrittura richiede una certa esperienza e comporta un aumento del 
numero di incognite complessive rendendo necessaria l’aggiunta di altre equazioni (equazioni 
di vincolo) al sistema [1,2,6]. 
 
 
1.1.2 Approccio Lagrangiano 
 
Per evitare gli inconvenienti che presenta l’approccio Newtoniano, soprattutto quando i 
sistemi meccanici sono complessi, in particolare per sistemi meccanici non lineari, tipo i 
sistemi articolati tra cui rientrano anche i robots, ed anche, come verrà illustrato in seguito, 
per ottenere facilmente un modello dinamico a dimensione finita del moto di un sistema 
meccanico deformabile, può essere usato l’approccio Lagrangiano. 
Esso considera il sistema nel suo insieme piuttosto che nei suoi componenti individuali e lo 
caratterizza in termini di coordinate relative tra i vari corpi piuttosto che in termini di 
coordinate assolute. 
Tale metodo si basa sulle seguenti Equazioni di Eulero-Lagrange scritte nella forma usuale 
 
i
i i
d L L Q
dt q q
∂ ∂− =∂ ∂? , (3) 
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ove 
 
L T U= −  è la Lagrangiana del sistema, in cui T  è l’energia cinetica ed U l’energia 
potenziale complessiva del sistema 
iq  sono le coordinate lagrangiane del sistema 
iQ  sono le componenti delle forze generalizzate (forze e/o coppie) lungo gli assi lagrangiani, 
 
o nella forma alternativa 
 
i
i i
d T T
dt q q
γ∂ ∂− =∂ ∂? , (4) 
 
ove 
 
iγ  sono tutte le componenti lungo gli assi lagrangiani delle forze generalizzate, quelle 
applicate dall’esterno, quelle gravitazionali, elastiche e di attrito. 
 
Una scelta sicuramente molto delicata ai fini della scrittura delle equazioni del moto di 
Lagrange è quella delle coordinate lagrangiane. In genere, si sceglie un sistema di coordinate 
posizionali che risulti essere comodo per il calcolo dell’energia cinetica e potenziale del 
sistema e poi si sceglie un insieme di coordinate lagrangiane indipendenti legate agevolmente 
al sistema di coordinate posizionali scelto. 
Occorre tener presente, però, che l’approccio Lagrangiano, seppur semplice da applicare e 
sistematico, in genere dà luogo ad un modello analitico con molti termini, soprattutto nel caso 
di sistemi meccanici articolati. Inoltre, nel caso di robots reali con molti bracci un ingegnere 
non molto esperto può incontrare delle difficoltà nell’applicarlo, oltre al fatto che il modello 
analitico che ne deriva è molto oneroso [1,2,6]. 
 
 
 
1.2 Modellistica di un Sistema Robotico 
 
La deduzione del modello dinamico di un robot è estremamente importante in relazione a 
problemi di simulazione del moto, di analisi delle strutture robotiche e di determinazione di 
algoritmi di controllo. 
Ad esempio la simulazione del moto di un robot consente di provare strategie di controllo e 
tecniche di pianificazione  di traiettoria senza la necessità di riferirsi ad una struttura 
fisicamente disponibile; l’analisi del modello dinamico può essere di ausilio al progetto 
meccanico di prototipi; la conoscenza di forze e coppie richieste per l’esecuzione di 
movimenti tipici fornisce informazioni utili al progetto di giunti e trasmissioni e alla scelta di 
attuatori. 
Il modello dinamico di un robot può essere ricavato nello spazio dei giunti o direttamente 
nello spazio operativo.  
In letteratura i metodi più usati per ricavare il modello dinamico di un robot sono quelli basati 
sulla formulazione di Lagrange e su quella di Newton-Eulero. 
Relativamente alla determinazione del modello nello spazio dei giunti, la formulazione di 
Lagrange e la formulazione di Newton-Eulero consentono di calcolare le relazioni esistenti tra 
le coppie di attuazione ai giunti, ed eventualmente le forze all’organo terminale, ed il moto 
della struttura. 
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I metodi basati sulla formulazione di Lagrange presentano i vantaggi fondamentali di essere 
sistematici, di facile comprensione e di fornire le equazioni del moto in una forma analitica 
compatta. 
I metodi basati sulla formulazione di Newton-Eulero sono intrinsecamente ricorsivi e 
risultano in generale efficienti da un punto di vista computazionale. 
Nello studio della dinamica di un robot vi sono due principali tipologie di problemi.  
Il problema della dinamica diretta che consente di determinare le accelerazioni risultanti ai 
giunti, quando siano assegnate le coppie ai giunti, ed eventualmente le forze all’organo 
terminale, e sia noto lo stato iniziale del sistema in termini di posizione e velocità iniziale ai 
giunti. La soluzione di questo problema risulta particolarmente utile in fase di simulazione del 
robot. 
Il problema della dinamica inversa consiste nel determinare le coppie ai giunti necessarie alla 
generazione del movimento richiesto assegnando le accelerazioni, le velocità e le posizioni 
dei giunti, note le eventuali forze all’organo terminale. La soluzione del problema della 
dinamica inversa risulta utile ai fini della pianificazione di traiettorie e dell’implementazione 
di algoritmi di controllo. 
I metodi basati sulla formulazione di Lagrange e sulla formulazione di Newton-Eulero sono 
utilizzati per la risoluzione di questi importanti problemi [4,5]. 
 
 
 
 
 
 
 
 
  
2 Nuovi Risultati  
 
 
 
2.1 Introduzione al Problema 
 
Il problema della modellistica e simulazione dei sistemi robotici è stato studiato intensamente 
negli ultimi tre decenni [8-15]. 
A riguardo sono stati ottenuti molti importanti risultati, a partire dalla formulazione delle 
dinamiche di un robot in termini di un insieme di equazioni di moto, metodo ben noto nel 
caso in cui il sistema robotico possa essere considerato come un sistema di corpi rigidi 
variamente connessi.  
D’altro canto il problema della dinamica diretta in termini di efficienti algoritmi di calcolo, 
che siano anche semplici da sviluppare ed implementare è ancora di rilevante interesse, 
soprattutto per robots realistici e con molti bracci. Infatti, in tali casi i metodi basati sulla 
formulazione di Lagrange danno luogo ad un modello analitico con moltissimi termini e si 
possono incontrare delle difficoltà oggettive nel suo uso; i metodi basati sulla formulazione di 
Newton-Eulero non risultano molto semplici da applicare, non portano a formule analitiche 
semplici da gestire pur risultando efficienti da un punto di vista computazionale. 
Quando sono considerate configurazioni meccaniche semplici, un approccio classico consiste 
nel derivare analiticamente l’espressione della lagrangiana del robot e, successivamente, delle 
sue derivate facendo uso del calcolo simbolico [13]. Questo metodo, che fu storicamente 
applicato per primo alle dinamiche di un robot in [14], che costituisce una generalizzazione 
della formulazione precedente in [9], attrae particolarmente per la sua natura intuitiva. Il 
fondamentale svantaggio dell’approccio simbolico è la crescita esplosiva della complessità 
delle equazioni all’aumentare del numero di corpi coinvolti. Inoltre le equazioni sono 
composte da un numero molto elevato di termini non facilmente semplificabili che porta ad 
un notevole ammontare di calcoli ridondanti. Quindi, è chiaro che una siffatta formulazione è 
computazionalmente inefficiente, anche se si può utilizzare una più recente formulazione 
ricorsiva del metodo Lagrangiano, che garantisce un miglioramento sostanziale dell’efficienza 
a fronte di uno sforzo di riformulazione non trascurabile [15]. 
In alternativa il metodo composite-rigid-body (o metodo di Walker-Orin), originariamente 
descritto in [10], può essere adottato per la sua caratteristica di essere un metodo di 
modellazione molto efficiente in svariate situazioni pratiche [8,11]. Si tenga presente però che 
questo metodo è relativo al calcolo della sola matrice d’inerzia; poi viene utilizzato un 
algoritmo ricorsivo di calcolo della dinamica inversa. 
Infine un’altra categoria di approcci consente nel risolvere il problema della dinamica diretta 
mediante un’opportuna propagazione dei vincoli di forza e di moto lungo la struttura 
meccanica del robot. Un esempio di questi approcci è il metodo articulated-body che, anche 
se presenta notevoli difficoltà per la sua derivazione, garantisce una complessità 
computazionale relativamente bassa [8,11].  
Nel paragrafo successivo e nelle pubblicazioni in merito [25] è stata proposta una nuova, 
semplice ed efficiente metodologia di analisi, valida per tutti i robots, che fa uso di un 
modello matematico contenente un minor numero di termini algebrici e che consente anche di 
calcolare, con prefissato errore massimo, il gradiente dell’energia cinetica a partire dalla 
conoscenza numerica della sola matrice d’inerzia anziché, come solitamente è in uso in 
letteratura, usare complessi sviluppi di tipo analitico dell’espressione in forma chiusa di tale 
matrice. 
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2.2 Nuovi Risultati sulla Modellistica e Simulazione dei Robots 
 
In questo paragrafo viene dimostrata la possibilità di simulare un robot conoscendo solo la 
matrice d’inerzia ed il gradiente dell’energia cinetica. Poiché esistono efficienti metodi per 
calcolare la matrice d’inerzia, calcolando il gradiente dell’energia cinetica numericamente, si 
ha che un robot generico può essere  simulato sapendo calcolare numericamente solo la 
matrice d’inerzia. 
Tale metodologia risulta più semplice e più efficiente numericamente rispetto all’approccio 
classico. 
Per robots planari con bracci con baricentro appartenente al piano passante per gli assi di 
rotazione dei giunti vengono formulati e dimostrati in modo molto semplice dei teoremi che 
consentono di calcolare velocemente analiticamente o numericamente sia la matrice d’inerzia 
che il gradiente dell’energia cinetica. 
Ciò consente ad uno studente, ad un ricercatore e ad un professionista di modellare e simulare 
in maniera semplice ed efficiente robots realistici con bracci rigidi; inoltre può anche 
costituire un metodo particolarmente utile per studiare i robots a bracci flessibili. 
Con l’ausilio di questi risultati è stato facilmente implementato il modello di un robot planare 
realistico, disegnato con l’utilizzo del CAD CATIATM.  
Sono state messe a confronto anche le simulazioni ottenute calcolando il gradiente 
dell’energia cinetica analiticamente e numericamente e si è riscontrato che i costi 
computazionali sono relativamente bassi e l’accuratezza è elevata. 
I risultati presentati in questo paragrafo sono stati pubblicati (cfr. 25). 
 
 
 
2.2.1 Una Nuova Formulazione dell’Equazione di Eulero-Lagrange 
 
Nel seguito è presentata una nuova formulazione del modello dinamico di un robot in una 
forma più efficiente per il suo studio analitico e/o numerico. 
 
E’ ben noto che di solito l’equazione di Eulero-Lagrange di un generico robot con n gradi di 
libertà è del tipo [3, 5] 
 
uuTT
dt
d
a +=∂
∂−∂
∂
ββ , (1) 
 
ove: 
 
β  è il vettore delle coordinate lagrangiane , 
T  è l’energia cinetica, data da βββ  )(
2
1 BT T= ,  B = matrice d’inerzia,  
au  è il vettore delle coppie di gravità  e di quelle non  conservative (e.g. coppie d’attrito, etc.), 
u è il vettore delle coppie di attuazione, 
 
viene sviluppata come segue 
 
uuCB a +=+ βββββ  ),()( ,  (2) 
 
ove un’espressione della matrice C è la seguente: 
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⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
∂
∂
∂
∂
−∂
∂= ∑
=
n
T
T
i
n
i i B
B
BC
ββ
ββ
ββββ 
#

 1
1 2
1),( . (3)                           
Ponendo  
 { } { }ijij cCbB == ,                                                                                                        (4) 
 
si ha anche 
 
k
n
k i
ik
k
ij
ij
bbc βββ
∑
= ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
∂
∂−∂
∂=
1 2
1 .                                                                                            (5) 
 
Un’altra matrice { }ijcc cC =  equivalente, cioè tale che , che fa uso dei simboli di 
Christoffell, è quella meno efficiente data da 
ββ  CCc =
 
k
i
jk
j
ik
k
ij
n
k
cij
bbbc ββββ
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂−∂
∂+∂
∂= ∑
=1 2
1 .                                                                                (6) 
 
Vi sono vari metodi per calcolare sia )(βB  che . Quelli più semplici da un punto di 
vista concettuale, che usano le espressioni analitiche, sono estremamente complessi ed 
onerosi, anche se si fa ricorso a linguaggi di manipolazione simbolica. Altri metodi più 
efficienti richiedono conoscenze più approfondite di meccanica. 
),( ββ C
 
Il seguente teorema fornisce un metodo efficiente per modellare e simulare un robot. 
 
Teorema 2.1. Se l’equazione di  Eulero Lagrange viene sviluppata come segue 
 
uucB
dt
d
a ++=)( β  ,   (7) 
 
ove c è il gradiente dell’energia cinetica rispetto a β , cioè 
 
β∂
∂= Tc  ,  (8)    
 
essa può essere efficientemente integrata mediante l’innovativo schema d’integrazione di Fig. 
2.1, in cui β d F n’opportuna funzione che consente di calcolare βBg =  e  uè β  e gβ  a partire 
da u , β  e gβ . 
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∫
∫
u
β β
F
gβ gβ
 
 
Fig. 2.1 Schema a blocchi di integrazione del modello di un robot. 
 
Dimostrazione. È semplice verificare che l’algoritmo che descrive la funzione dello 
schema a blocchi di Fig. 2.1 è: 
F
 
Passo 1 
Si calcola )(βB  mediante uno dei metodi classici proposti in letteratura o, nel caso di robot 
planari, applicando i Teoremi 2.2 e 2.3 e la (32) della prossima sezione 
 
Passo 2 
Si calcola  mediante la relazione  β gB ββ  1−=
 
Passo 3 
Si calcola     ed  ua ),( ββ c
 
Passo 4 
Si calcola  uucB
dt
d
ag ++== ββ )( . 
  ♦ 
Osservazione 2.1. La metodologia proposta consente di risparmiare il calcolo del primo 
addendo della (5) o dei primi due addendi della (6). 
Tale risparmio è significativo perché l’onere computazionale di questo termine non è 
trascurabile rispetto a quello richiesto per il calcolo di 1−B . 
Ciò emerge chiaramente dalla Fig. 2.2, ove vengono riportate le percentuali di flops 
risparmiati a fronte del numero di flops richiesti per il calcolo di 1−B  (in ambiente 
MATLABTM) con riferimento ai coefficienti in (5), calcolati per un considerevole numero di 
robots con bracci a parametri random alquanto realistici. 
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Fig. 2.2 Percentuali di flops risparmiati nel calcolo del modello 
 di robots con bracci a parametri random. 
 
 
Osservazione 2.2. Poichè in letteratura esistono molti algoritmi efficienti per calcolare 
numericamente la matrice B , il gradiente dell’energia cinetica , anziché essere calcolato 
utilizzando una sua espressione simbolica, può essere calcolato in modo molto semplice e 
preciso numericamente. 
c
A tal proposito si fa notare che, poiché l’energia cinetica per la maggioranza dei robots è una 
funzione quadratica rispetto a , i cui coefficienti sono termini costanti rispetto a β β  o 
dipendono da iβ  secondo funzioni del tiposin( )iaβ ϕ+ , con a=1 per robots planari, a=2 per 
robots spaziali, è utile il seguente  
 
Lemma 2.1. La derivata di )sin( iaβ  può essere calcolata numericamente mediante la formula 
di derivazione a due (tre) punti:  
 [ ]sin ( ) sin( )sin( ) i ii
i
a ad a
d
β βββ
+ Δ −= Δ    (8) 
[ ] [ ]sin ( ) sin ( )sin( )
2
i i
i
i
a ad a
d
β βββ
⎡ ⎤+ Δ − −Δ=⎢ ⎥Δ⎣ ⎦
 
  
con errore pari a 
 
2
2
1 sin( ) ,
2
e a aχ= − Δ     22 2e a
Δ< ,       ( ),i iχ β β∈ + Δ , (9)   
( )22 3 33 31 cos( ), , ,6 6 i ie a a e aχ χ β β
⎡ ⎤Δ= − Δ < ∈ −Δ + Δ⎢ ⎥⎣ ⎦
 
 
Dimostrazione. Si consulti un qualunque libro di calcolo numerico. 
  ♦ 
In virtù del Lemma 2.1 è possibile calcolare, con un prefissato errore massimo, il gradiente 
dell’energia cinetica partendo dalla conoscenza numerica della matrice d’inerzia B  piuttosto 
che usare, come solitamente è in uso in letteratura, complessi sviluppi di tipo analitico 
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dell’espressione in forma chiusa di B . In dettaglio, un buon valore di β∂∂T  si può ottenere 
usando una  formula a due (tre) punti con  310 10 4− −Δ = ÷  [ con ]  e  calcolando  210 10−Δ = ÷
n
3−
n-1 [2(n-1)] volte la matrice d’inerzia B numericamente. 
 
 
2.2.2 Modellistica dei Robots Planari 
 
Nel caso di robots planari con giunti rotoidali, vengono stabiliti e dimostrati dei teoremi che 
forniscono un metodo sufficientemente semplice ed efficiente per esprimere sia la matrice 
d’inerzia che il gradiente dell’energia cinetica in una forma analitica chiusa ed elegante. 
 
 
2.2.2.1  Ipotesi e Notazioni 
 
Nel seguito saranno considerati robots planari generalizzati costituiti da  bracci, ognuno dei 
quali con assi di rotazione paralleli C− +,C e baricentro  appartenente al piano passante per 
i due assi di rotazione (cfr. Fig. 2.3). In Fig. 2.4 è mostrato un robot planare con tre bracci e 
piano di lavoro orizzontale. 
G
 
 
 
 
Fig. 2.3.  Il generico braccio del robot planare 
considerato. 
 
Fig. 2.4. Il robot planare considerato con 
tre bracci e piano di lavoro orizzonale. 
 
Saranno inoltre utilizzate le seguenti notazioni (cfr. Fig. 2.5 e 2.6): 
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.
iα
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iGGiL
iL
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O
 
Fig. 2.5 Caratteristiche geometriche del braccio i -esimo. 
 
11 αβ =
2β
3β
4β
nβ
1
2
3
4
n
1L
2L
3L
nL
2α
3α
4α
nα
X
Y
 
 
Fig. 2.6 Rappresentazione schematica di un robot planare con  bracci. n
 
T
iiii yxq ][ α= = coordinate assolute del braccio i-esimo, 
iI     =  matrice d’inerzia del braccio i-esimo rispetto alle coordinate , iq
iM   =  massa totale del braccio i-esimo, 
iJ  =  momento d’inerzia del braccio  i-esimo  rispetto all’asse di rotazione , 
−
iC
iρ  =  raggio d’inerzia del braccio  i-esimo  rispetto all’asse di rotazione , −iC
iN   =  momento statico del braccio i-esimo  rispetto al  piano  passante per  
   e normale  al  −iC
       piano  passante per    e , −iC
+
iC
GiL  =  distanza del baricentro  del braccio i-esimo dall’asse ,
   iG
−
iC
T
ii ]...[ 21...1 αααα =  = vettore delle  coordinate  angolari  assolute della  catena  costituita dai  
        primi i  bracci, 
T
ii ]...[ 21...1 ββββ =  = vettore delle coordinate angolari relative della catena costituita dai 
primi i  bracci, 
=iA  matrice d’inerzia del braccio i-esimo rispetto alle coordinate 1...iα , 
iB = matrice d’inerzia del braccio i-esimo rispetto alle coordinate 1...iβ , 
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T
n ]...[ 21 αααα =  = vettore delle coordinate angolari assolute del robot, 
T
n ]...[ 21 ββββ =  = vettore delle coordinate angolari relative del robot, 
=A  matrice d’inerzia del robot  rispetto alle coordinate α , 
B = matrice d’inerzia del robot  rispetto alle coordinate β . 
 
 
2.2.2.2  Risultati Fondamentali 
 
Si consideri  un generico braccio di un robot planare, con giunti rotoidali. Vale il seguente  
 
Teorema 2.2. L’energia cinetica Ti del braccio di un robot planare, con assi di rotazione 
paralleli e baricentro appartenente al piano passante per i rispettivi assi di rotazione (cfr. Fig. 
2.3 e 2.5), si  può  calcolare  mediante  la relazione 
 
ii
T
ii qIqT 2
1= ,  (10) 
 
ove: 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
2cossin
cos10
sin01
cossin
cos0
sin0
iiGiiGi
iGi
iGi
i
iiiii
ii
iii
i
LL
L
L
M
JNN
NM
NM
I
ραα
α
α
αα
α
α
(11) 
 
 
Dimostrazione. Omettendo per semplicità di notazione il pedice , le coordinate di un 
generico punto P  del braccio  risultano (cfr. Fig. 2.7) 
i
L
.
.
α
x
y
G
.
−C
+C.P
px
py
ξη d
L
X
Y
 
Fig. 2.7 Determinazione delle coordinate di un generico punto del braccio . P L
 
αηαξ
αηαξ
cossin
sincos
++=
−+=
yy
xx
p
p  ,   (12) 
 
da cui è facile dimostrare che il quadrato della  velocità di  P  vale 
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).sincos(2)cossin(2
)sincos(2)cossin(2)(
222
22222222
αηαξααηαξαα
αηαξααηαξαηξα
−++−+=
=−++−+++=+=
− 

yxdV
yxyxyxV
C
ppp  
  (13) 
 
Poiché l’energia cinetica del braccio  risulta L dmVT
B
p∫= 221  , e per le ipotesi fatte sulle 
caratteristiche del braccio, segue  facilmente la dimostrazione.  
  ♦ 
 
Si consideri ora un robot planare costituito da n  bracci (cfr. Fig. 2.6). Vale il seguente  
 
Teorema 2.3. L’energia cinetica del braccio i-esimo di un generico robot planare si può 
calcolare mediante la relazione 
 
ii
T
ii AT ...12...122
1 αα =  ,  (14) 
        
ove la matrice d’inerzia rispetto alle coordinate angolari 1...iα , espresse da { },i i hkA a= , si può 
calcolare usando la formula:                   
 
ii
T
ii RIRA = , (15)        
   
in cui: 
  
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡ −−−
= −−
−−
10.00
0cos.coscos
0sin.sinsin
112211
112211
ii
ii
i LLL
LLL
R ααα
ααα
,                                         (16) 
 
o più direttamente mediante le formule: 
 
⎩⎨
⎧
==
<=
ihseMJ
ihseLM
a
iii
hi
hhi ,
,
2
2
, ρ   (17a) 
 
,
cos( ),
cos( ),
i h k k h
i hk
i h Gi i h
M L L se h k i
a
M L L se h k i
α α
α α
− <⎧= ⎨ − <⎩
<
=
i
. (17b) 
 
Un’espressione alternativa equivalente più mnemonica per le (17a)-(17b) è 
 
1)  ,h i∀ ≤
2
,
,
,
,
h
i hh i h h
i
L if h
a M L L
if h iρ
<⎧= = ⎨ =⎩
  , (18a) 
2)  ,h k i∀ < ≤
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,
, ,
, ,
cos( ),
, ,
h k
i hk i h k k h h k
Gi
L if h k
a M L L L
L if h k i
α α i<⎧= − = ⎨ =⎩
   .  (18b) 
Dimostrazione. Per il  generico braccio i-esimo, nell’ipotesi che 1 1 0x y= = , si ha 
 
iii LLLx ααα cos...coscos 2211 +++=  
iii LLLy ααα sin...sinsin 2211 +++=
ii
 ,  (19)                         
αα =  
 
da cui 
 
iiii LLLx αααααα sin...sinsin 222111  −−−−=  
iiii LLLy αααααα cos...coscos 222111  +++= ,                                                           (20) 
ii αα  =  
 
ossia 
 
iii Rq ...1α = .  (21) 
 
Ne segue che 
 
iii
T
i
T
iii
T
ii RIRqIqT ...1...122
1
2
1 αα  ==  (22)   
                   
e quindi la (15). 
 
Dalla (15) si ha 
 
1)  ikh <≤∀
[ ]
;)cos(
0
cos
sin
cossin
cos0
sin0
0cossin,
hkkhi
kk
kk
iiiii
ii
iii
hhhhhki
LLM
L
L
JNN
NM
NM
LLa
αα
α
α
αα
α
α
αα
−=
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡−
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
−=
(23) 
           
2)  ikh =<∀
[ ],
0 sin
sin cos 0 0 cos 0
sin cos 1
cos( )
i i
i hi h h h h i i
i i i i i
h i i h
M N
a L L M N
N N J
L N
α
α α α
α α
α α
− 0i⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥= − =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦= −
; (24) 
                                  
3)   ikh ==
[ ] i
iiiii
ii
iii
iii J
JNN
NM
NM
a =
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
1
0
0
cossin
cos0
sin0
100,
αα
α
α
 (25) 
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e quindi le (17a), (17b). 
  ♦ 
 
In base al Teorema 2.3, l’energia cinetica del robot risulta 
 
1 2
1...
2
T
nT T T T Aα α= + + + =   , (26) 
 
ove 
 
T
nn ]...[ 21...1 ααααα ==  (27) 
 
e la matrice d’inerzia )(αAA =  del robot rispetto alle coordinate angolari α  si ottiene 
assemblando le matrici  Ai  come mostrato in Fig. 2.8 (cioè sommando a tutti i minori 
principali di di ordine i  i rispettivi minori ). nA n< iA
 
 
1A
2A
1−nA
nA
 
Fig. 2.8 Rappresentazione grafica dell’algoritmo che calcola la matrice d’inerzia del robot. 
 
 
In Matlab-like l’algoritmo per calcolare la matrice d’inerzia risulta 
 
A=An; 
for i=n-1:-1:1 
A(1:i,1:i)=A(1:i,1:i)+Ai; 
end. 
 
Inoltre, poiché βα U= , dove  
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
1111
....
0.11
0.01
U ,    (28) 
 
l’energia cinetica del robot si può calcolare anche mediante la relazione 
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ββ  BT T
2
1= ,   (29) 
 
ove la  matrice d’inerzia )(βBB =  del robot rispetto alle coordinate angolariβ  si ottiene 
mediante la relazione:  
 
UUAUUAUB TT ))(()( 1 βα −== .                                                                    (30) 
 
Si noti che il calcolo della matrice d’inerzia viene effettuato usando congiuntamente le 
coordinate assolute e relative. Questo consente di semplificare, in maniera naturale, 
l’espressione algebrica del modello analitico. 
Chiaramente, se per un dato β  e quindi per un dato βα U=  interessa conoscere solo il valore 
numerico di B si può calcolare numericamente prima la matrice A (a partire da α  mediante il 
Teorema 2.3 e l’algoritmo illustrato in Fig. 2.8) e poi la matrice B mediante la relazione 
B=UTAU o mediante il seguente algoritmo molto efficiente scritto in linguaggio Matlab-like: 
 
for i=n-1:-1:1 
        A(:,i)=A(:,i)+A(:,i+1); 
   end 
   for i=n-1:-1:1 
        A(1:i,i+1)=A(i+1,1:i)'; 
        A(i,1:i)=A(i,1:i)+A(i+1,1:i); 
   end 
   B=A. 
 
 
Osservazione 2.3. E’ importante notare che, sebbene in virtù del Teorema 2.3 l’espressione 
analitica di Ai è relativamente semplice, per contro l’espressione analitica di A è molto 
complessa e quella di B  risulta estremamente complessa (e.g. l’elemento B(1,1) di B  è la 
somma di tutti gli elementi di tutte le matrici Ai !). 
 
Una volta ottenuta la matrice d’inerzia B , il modello dinamico del robot si ottiene mediante 
l’equazione di Eulero-Lagrange nella forma usuale (1) o nella nuova forma (6). Nel caso di 
un robot planare, con bracci come richiesto dal Teorema 2, l’efficienza del metodo stabilito 
dal Teorema 2.1 può essere ulteriormente migliorata facendo uso del seguente  
 
Teorema 2.4. Il gradiente dell’energia cinetica del braccio i -esimo rispetto a [ ]12... 12...i iα β  
può essere calcolato mediante la relazione 
2
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e la scrittura  lkh βvar:<
hk
, , denota l’insieme delle coppie  , con ,  tali che 
l’angolo 
il ,,2 …= kh, kh <
hk ααα −= h= kh βββ +++ ++ 21 ...   compreso tra i bracci  h  e  k  varia con lβ . 
 
Dimostrazione. Per il Teorema 2.3, l’energia cinetica del generico braccio i-esimo risulta 
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ove  è l’aliquota di energia cinetica indipendente da cT i...12β . 
Dalla  (32) segue  facilmente l’espressione  (31a)  del gradiente di  Ti  rispetto a 12...iα [ 12...iβ ]. 
  ♦ 
 
Il vettore  c si può ottenere facilmente assemblando i vari vettori  ci (i.e. sommando 
progressivamente alle prime i  componenti di , inc n< , i rispettivi vettori c ). i
 
In Matlab-like: 
 
c=cn; 
for i=n-1:-1:2 
c(1:i)=c(1:i)+ci; 
end. 
 
Infine si fa notare che se il piano del robot è verticale, le coppie gravitazionali si possono 
facilmente calcolare usando il seguente risultato. 
 
Teorema 2.5. Se il piano del robot è verticale, il peso del braccio i -esimo dà luogo ad una 
coppia sul giunto -esimo, , pari a: k ik ≤
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cos
i
ag k i m m
m k
u M g L α
=
= ∑  ,    (33) 
 
ove g è l’accelerazione di gravità e le lunghezze mL
~  sono date dalla (31b). 
 
Dimostrazione. Segue facilmente tenendo presente la Fig. 2.6. 
  ♦ 
Osservazione 2.4. L’efficienza del metodo proposto è stata esplicitamente confrontata con 
l’efficienza del metodo Articulated-Body in termini di numero di flops (in ambiente 
MATLABTM), per eseguire lo stesso passo elementare di integrazione usando le coordinate 
lagrangiane assolute (cfr. Fig. 2.9). Da questa figura risulta che, per robots industriali con un 
limitato numero di bracci, il metodo proposto è più efficiente. 
 
 
Fig. 2.9 Confronto tra l’efficienza del metodo Articulated-Body e quella del metodo proposto. 
 
Osservazione 2.5. Le espressioni analitiche derivate sopra, in forma esplicita, di B ,  ed  
sono utili per velocizzare la simulazione, per confrontarle con l’approccio numerico proposto 
ed infine valutare quali termini possono essere semplificati o trascurati nel caso di robots con 
molti bracci e/o bracci flessibili. Per esempio, per modelli di robots a bracci flessibili, ottenuti 
discretizzando i bracci, i termini relativi agli angoli di deformazione possono essere 
semplificati sostituendo la funzione seno con il rispettivo argomento o perfino essere 
completamente trascuratati, considerando soltanto i termini relativi al moto. 
c agu
 
 
2.2.2.3  Caso di Studio 
 
Sulla base dei  Teoremi 2.2 e 2.3 e della (30), gli elementi ( , )B i j , con  e 1,...,i n= 1,...,j n= , 
della matrice d’inerzia di un robot planare con tre bracci risulta 
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Inoltre le componenti del gradiente dell’energia cinetica, calcolate usando la (31a) del 
Teorema 2.4, sono 
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È importante notare che l’espressione del gradiente dell’energia cinetica Tβ
∂
∂ contiene un più 
elevato numero di termini quando vengono usate le coordinate β piuttosto che le coordinate 
α , come risulta dalla (35) e, più in generale, dalle (31a) e (31b). 
L’efficienza del metodo proposto è illustrata implementando le espressioni (34) e (35) per 
modellare e simulare le dinamiche del robot planare realistico a tre bracci mostrato in Fig. 2.4. 
Ogni componente meccanica del robot è stata progettata usando il software CATIATM, con il 
quale si sono calcolati i parametri inerziali dei bracci necessari per la modellazione del robot.  
Quando sono applicate le coppie di ingresso di Fig. 2.10, vengono riportati in Fig. 2.11 i 
risultati di simulazione, in termini di traiettoria dell’organo terminale nello spazio di stato. 
È importante notare che come profili di coppia applicati ai giunti sono stati considerati dei 
segnali chirp caratterizzati da uno spettro relativamente ampio, che produce un movimento 
oneroso e significativo. 
Per calcolare il gradiente dell’energia cinetica sono stati implementati sia un approccio 
analitico, cioè basato sulla (35), che un approccio numerico (cioè le derivate sono 
approssimate con i loro rapporti incrementali con un passo di 310−  rad). Nelle Fig. 2.12 e 2.13 
sono riportate la percentuale degli errori normalizzati, rispettivamente in termini di angoli e 
velocità angolari dei bracci, quando è usato il metodo numerico a confronto con il metodo 
analitico; da ciò è possibile notare che i risultati dei due metodi sono praticamente coincidenti. 
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Fig. 2.10 Coppie d’ingresso applicate ai giunti. 
 
 
Fig. 2.11 Traiettoria dell’organo terminale nello spazio di stato. 
 
 
 
Fig. 2.12 Errori normalizzati in termini di angoli dei bracci quando è usato il metodo 
numerico a confronto con il metodo analitico. 
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Fig. 2.13 Errori normalizzati in termini di velocità angolare dei bracci quando è usato il 
metodo numerico a confronto con il metodo analitico. 
 
 
 
2.3 Vantaggi dei Nuovi Risultati Rispetto ai Metodi Presenti in 
Letteratura 
 
I risultati del lavoro, che ben motivano la sua validità e consistenza, si possono sintetizzare 
come segue: 
 
1) Viene presentato uno schema di integrazione innovativo che fa uso di un modello 
matematico contenente un minor numero di termini algebrici (cfr. Teorema 2.1: (7) e 
Figs. 2.1 e 2.2). 
2) Viene fornito un efficiente metodo numerico che consente di calcolare, con prefissato 
errore massimo, il gradiente dell’energia cinetica a partire dalla conoscenza numerica 
della matrice d’inerzia B anziché, come solitamente è in uso in letteratura, usare 
complessi sviluppi di tipo analitico dell’espressione in forma chiusa di B (cfr. Lemma 
2.1: (8) e (9)).  
La precisione e l’efficienza di tale metodo viene messa in evidenza nel sottoparagrafo 
2.4; a tal proposito si fa notare che i test effettuati per il confronto tra il metodo 
analitico e quello numerico risultano particolarmente significativi per la scelta 
opportuna delle coppie di ingresso: segnali chirp caratterizzati da  spettri abbastanza 
ampi. 
3) Dato che: 
a) in letteratura esistono metodi veloci ed efficienti per calcolare la matrice 
d’inerzia,  
b) ci sono molte situazioni in cui l’energia cinetica è praticamente stazionaria 
rispetto ad alcune variabili lagrangiane e/o alcune componenti delle forze 
centrifughe e di Coriolis danno luogo ad un effetto trascurabile, quali, ad 
esempio, quelle di deformazione, 
c) i termini centrifughi e di Coriolis, calcolati usando le formule analitiche, sono 
molto onerosi, 
può essere utile calcolare β∂
∂T  numericamente ed in questo lavoro sono state fornite le 
formule  numeriche per il suo calcolo con la relativa precisione. 
 
 Capitolo 2  Nuovi Risultati                                                                                                          27
4) Il calcolo della matrice d’inerzia viene condotto mediante l’uso congiunto di 
coordinate assolute e relative. Ciò consente di semplificare in modo naturale 
l’espressione algebrica del modello analitico (cfr. (26), (30) e Teorema 2.4: (31a,b)). 
5) L’aver fornito un’espressione analitica dei termini del modello consente di 
semplificare il modello di un robot flessibile, ottenuto per discretizzazione dei bracci, 
in quanto i termini in sin degli angoli di deformazione si possono approssimare con i 
loro argomenti o addirittura trascurare e così i termini in cos degli angoli di 
deformazione si possono approssimare con i termini costante e del secondo ordine o 
addirittura con il solo termine costante dello sviluppo in serie (cfr. (26) e (31)). 
6) Il metodo presentato, sebbene per comodità è illustrato per un robot planare con piano 
non necessariamente orizzontale (e, quindi, con modello contenente anche i termini di 
gravità (cfr. 33) consente ad uno studioso e/o ad un ingegnere non molto esperto di 
meccanica di modellare facilmente (cfr. Teorema 2.2) robots con bracci realistici (cfr. 
Fig. 2.4) e, con un minimo sforzo, anche robots spaziali. Inoltre si è anche mostrato 
che tale metodo è più efficiente, soprattutto quando il numero dei bracci non è molto 
elevato, rispetto ad uno dei metodi di ordine N ritenuti più efficienti in letteratura (vedi 
Osservazione 2.4). 
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3 Metodi Classici di Modellazione  
 
 
3.1 Metodi Classici di Modellazione 
 
La maggior parte delle strutture flessibili può essere considerata come un sistema a parametri 
distribuiti. 
Per i sistemi a parametri distribuiti, cioè quando la banda del segnale di ingresso è molto 
ampia e/o il sistema è composto da elementi distribuiti (ad esempio masse distribuite,  
induttanze e/o capacità distribuite, …) o matematicamente quando il sistema è descritto da 
equazioni differenziali alle derivate parziali nello spazio e/o nel tempo, il problema della 
modellistica è sentito e abbastanza complesso. 
Infatti, poiché i modelli con equazioni alle derivate parziali sono difficili da trattare sia 
analiticamente che numericamente (esistono dei metodi analitici, e.g. il metodo per serie o per 
modi, ma non sono sempre applicabili e quando lo sono risultano particolarmente difficili) 
nella pratica si sono sviluppati diversi metodi semplificati, che approssimano un sistema a 
parametri distribuiti o a dimensione infinita con uno a parametri concentrati o a dimensione 
finita  effettuando una discretizzazione spaziale, tra cui il metodo alle differenze ed il metodo 
agli elementi finiti. 
Questi metodi sono validi per i sistemi flessibili trattati dagli strutturisti ma per quanto 
riguarda i sistemi meccanici articolati flessibili il problema è ancora aperto in quanto non vi 
sono ancora in letteratura metodi assestati e generali in proposito [1-4]. 
 
 
3.1.1 Metodo per Serie o per Modi 
 
Alla base del metodo per serie o per modi vi è l’idea di considerare il moto del sistema come 
la sovrapposizione di un’infinità numerabile di oscillazioni elementari dette modi.  
In genere un sistema a parametri distribuiti è descritto da un sistema di equazioni alle derivate 
parziali del tipo: 
 
2 2
1 1 1 1 1 1
1 2 2 1
1 2 1 1 2 1 1 2
, , , .., , , .., , , .., , , .., , , ..
1, 2, ..,
p p
i
i d cp pf t u ut s s s s s s s s
i n
ξ ξ ξ ξ ξ ξ ξξ ξ −⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂ ∂= ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠=
 (1) 
 
ove: 
 
( , ) nt s Rξ ∈  è il vettore delle incognite, 
s Rυ∈  è il vettore delle “coordinate spaziali”, 
( , ) hdu t s R∈  è il vettore degli ingressi distribuiti, 
( ) kcu t R∈  è il vettore degli ingressi concentrati, 
 
con opportune condizioni iniziali e/o al contorno che possono coinvolgere gli eventuali 
ingressi distribuiti e concentrati. 
 
La determinazione delle soluzioni e delle proprietà del sistema considerato, di solito, presenta 
notevoli difficoltà anche quando esso è lineare. 
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In alcuni casi la soluzione viene cercata nella classe delle funzioni 
 
1 2 1 1 2 2( , , , ..) ( ) ( ) ( )..i i it s s x t p s p siξ =  , (2) 
 
ossia con il metodo di separazione delle variabili. 
La soluzione per serie può essere ottenuta anche con sistemi completi di funzioni modali 
diverse da quelle trigonometriche. Di solito è opportuno operare con sistemi completi 
ortogonali. 
Inoltre, è stato mostrato che esso risulta particolarmente utile per problemi in cui la geometria 
è sufficientemente semplice in modo da consentire una buona selezione dell’insieme delle 
funzioni spaziali [1]. 
Tale metodo, però, non è sempre agevole e/o applicabile, basti pensare che la determinazione 
dei modi, qualora essi esistano, presenta notevoli difficoltà, e quando lo è per avere una buona 
soluzione in genere occorre considerare molti modi a causa della debole convergenza della 
serie [3].  
 
 
3.1.2 Metodo alle Differenze 
 
Nei metodi alle differenze le derivate rispetto allo spazio che compaiono nel sistema vengono 
approssimate mediante operatori alle differenze. 
Per esempio per una funzione regolare ξ la derivata spaziale ( , )m nt s
s
ξ∂
∂  può essere 
approssimata sia dalla differenza in avanti 
 
( , ( 1) ) ( , )s mh n k mh nk
s k
ξ ξ ξ+Δ + −=Δ , (3) 
 
che dalla differenza all’indietro 
 
( , ) ( , ( 1) )s mh nk mh n k
s k
ξ ξ ξ−Δ − −=Δ , (4) 
  
che, infine, dalla differenza centrata 
 
( , ( 1) ) ( , ( 1) )
2
s mh n k mh n k
s k
ξ ξ ξΔ + − −=Δ . (5) 
  
Analogamente si procede nel caso di più variabili spaziali. In particolare la derivata seconda 
spaziale può essere ben approssimata dalla differenza seconda 
 
2
2 2
( , ( 1) ) 2 ( , ) ( , ( 1) )
( )
s mh n k mh nk mh n k
s k
ξ ξ ξ ξΔ + − + −=Δ . (6) 
 
Ovviamente la scelta del passo di discretizzazione , la convergenza e la consistenza di tali 
approssimazioni quando sono applicate ai sistemi flessibili da trattare rappresentano un 
problema rilevante [3-4]. 
k
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3.1.3 Metodo agli Elementi Finiti 
 
Il metodo agli elementi finiti consiste nel 
1. suddividere il dominio “spaziale” di definizione dell’incognita in elementi di forma 
opportuna, generalmente semplice, quali ad esempio: 
• caso monodimensionale (1D): segmenti; 
• caso bidimensionale (2D): triangoli o quadrilateri; 
• caso tridimensionale (3D): tetraedri o esaedri; 
2. considerare la funzione incognita, all’interno di ciascun elemento, come 
interpolazione, mediante funzioni note, dei valori incogniti nei punti nodali; 
3. calcolare i valori incogniti nei punti nodali mediante un modello a dimensione finita 
ottenuto minimizzando un opportuno funzionale. 
Per i sistemi meccanici questo metodo si applica come segue [3-4]: 
1. come valori incogniti nei punti nodali si prendono, in generale, gli spostamenti e/o le 
rotazioni dei nodi; 
2. come funzioni note si considerano quelle che, combinate linearmente con i valori 
incogniti, forniscono la soluzione statica all’interno dell’elemento soggetto al sistema 
di sollecitazione nodale associato ai valori incogniti; 
3. come funzione da minimizzare si considera la Lagrangiana , ove T  è 
l’energia cinetica di tutti gli elementi ed U  è l’energia potenziale totale (elastica, 
gravitazionale, …). 
L T U= −
La minimizzazione di  si ottiene risolvendo le ben note equazioni di Eulero-
Lagrange. 
L
I modelli dinamici che così si ottengono sono del tipo 
 
Mq Kq f+ =??  (7) 
 
ove: 
 
M è la matrice d’inerzia del sistema, 
K  è la matrice di rigidezza del sistema, 
q  è il vettore delle coordinate lagrangiane, 
f è il vettore delle forze generalizzate, 
 
oppure nella forma I-S-U 
 
1
0 0
0
I
1x xM K M−
⎡ ⎤ ⎡= +⎢ ⎥ ⎢−⎣ ⎦ ⎣
? f−
⎤⎥⎦  (8) 
 
con . 
q
x
q
⎡ ⎤= ⎢ ⎥⎣ ⎦?
 
 
  
4 Nuovi Risultati  
 
 
4.1 Una Tecnica Modulare per Modellare una Struttura 
Flessibile a Catena 
 
In questo paragrafo viene  presentata una tecnica modulare per modellare una struttura 
composta da un numero finito di bracci flessibili. La tecnica consiste nel modellare in maniera 
efficiente il generico braccio flessibile (nel caso planare il suo asse deformato viene 
approssimato con una spline), soggetto a generiche forze e coppie terminali, in coordinate di 
movimentazione assolute e coordinate di deformazione relative. Il modello risultante viene 
ottenuto facilmente assemblando i modelli dei vari bracci mediante la tecnica della 
congruenza con l’ausilio del nuovo schema di integrazione proposto per i rigidi e/o con il 
metodo fornito per il calcolo del gradiente dell’energia cinetica. Il metodo viene illustrato 
derivando prima il modello di un braccio flessibile, poi tale modello viene utilizzato per 
ottenere il modello di un robot planare con due bracci flessibili, giunti anch’essi flessibili, con 
un carico di massa concentrato nella mano e due controllori PD. 
Non sono state riportate la formulazione e la dimostrazione dei risultati presentati in questo 
paragrafo perché contenute in [12], che non è stato ancora pubblicato. 
 
 
4.1.1 Modello di un Braccio Flessibile 
 
Al fine di derivare il modello di una struttura flessibile a catena si consideri il generico 
braccio, per brevità supposto omogeneo, ad asse rettilineo e a sezione costante.   
Si indichino con  
 
rq  le coordinate lagrangiane (rispetto ad un riferimento assoluto) che consentono di 
descrivere il movimento (cfr. Fig. 1.1), 
 
dq  le coordinate lagrangiane (rispetto ad un riferimento solidale al corpo rigido) che 
consentono di descrivere la deformazione (cfr. Fig. 1.2), 
 
Fig. 1.1 Braccio flessibile e sue coordinate di movimentazione. 
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Fig. 1.2 Braccio flessibile e sue coordinate di deformazione. 
 
 
 
Fig. 1.3 Bracci collegati ad un motore con giunti elastici. 
 
si veda per la deformata di un elemento di lunghezza    la  Fig. 1.4, l
 
 
 
Fig. 1.4 Deformata di un elemento di lunghezza l . 
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si ricavi l’energia cinetica e l’energia elastica di un elemento di  lunghezza  in funzione delle 
coordinate di deformazione. 
l
 
 
Dividendo il braccio in  n  elementi, ciascuno di lunghezza  l=L/n, prendendo come 
coordinate  le grandezze  di Fig. 1.2, ed utilizzando il metodo di Eulero-Lagrange si ottiene il 
modello del braccio nella forma classica.   
 
A tale modello si può far corrispondere un blocco Simulink  del tipo di Fig. 1.5, ove: 
 
 
 
Fig. 1.5 Schema Simulink rappresentante il generico braccio flessibile. 
 
 
+++−−− CFFCFF yxyx ,,,,,   sono le forze e le coppie agenti agli estremi, 
( , , , , , )rq x y x yα α− − − + + += ,      
1 1 2 2( , , , ,..., , )f n nq v v vγ γ γ= . 
 
 
4.1.2 Caso di Studio 
Utilizzando la tecnica presentata è stato modellato un robot planare con due bracci flessibili,  
giunti anch’essi flessibili, con un carico di massa concentrato nella mano e due controllori 
PD. 
 
Nelle Fig. 1.6, 1.7, 1.8, 1.9  sono stati riportati gli andamenti di alcuni modi relativi ad una 
postura fissata. 
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Fig. 1.6-1.9 Vari modi di evoluzione del braccio con carico e controllore. 
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Nella Fig. 1.10 è riportata la risposta in frequenza: spostamento verticale/coppia primo giunto. 
  
 
Fig. 1.10 Risposta in frequenza: spostamento verticale/coppia primo giunto. 
 
Infine, nella Fig. 1.11 è riportata la risposta impulsiva: spostamento verticale/ coppia primo 
giunto. 
 
 
Fig. 1.11 Risposta impulsiva: spostamento verticale/ coppia primo giunto. 
 
 
Osservazione 1.1. Dalla Fig. 1.10 (e da altri casi esaminati) segue che un robot flessibile può 
presentare dei picchi di risonanza notevoli anche alle basse frequenze e che possono quindi 
essere facilmente eccitati.  Ciò comporta che l’errore di inseguimento di alcune traiettorie 
risulta alquanto elevato e che, inoltre, vengono richieste coppie ad elevato contenuto 
armonico, non sempre facili da ottenere con i normali motori di coppia (cfr. Fig. 1.12, 1.13). 
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Fig. 1.12 Errore di inseguimento di traiettorie significative. 
 
 
Fig. 1.13 Andamento di coppia. 
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Introduzione 
 
 
 
 
Il controllo dei sistemi lineari e non soggetti a disturbi e ad incertezze è sicuramente il 
problema più importante e più studiato nella letteratura passata e recente del settore [1-46]. 
Quando il sistema è non lineare e anche quando esso è lineare ed il segnale di riferimento e/o 
il disturbo non è di tipo polinomiale i risultati teorici esistenti sono veramente pochi  e non 
sempre di utilità pratica, sia perché l’errore di inseguimento, in generale, non può essere 
nullo, sia perché si riferiscono a classi di sistemi di scarsa rilevanza ingegneristica, sia perché 
tali metodi di progetto spesso sono complessi, poco robusti e non  consentono facilmente di 
soddisfare più  di una  specifica [4-6], [11-22]. 
A riguardo si pensi ai problemi per ridurre le vibrazioni e/o le oscillazioni di strutture di 
ingegneria meccanica, civile, navale ed aeronautica e spaziale, al problema dell’inseguimento 
di una traiettoria da parte di un robot, di un veicolo o un velivolo [30-36], [43-46]. 
Ecco perché nasce l’esigenza di affrontare il problema a partire da nuove definizioni di 
stabilità pratica, di stabilità esponenziale, di velocità relativa pratica di convergenza ed 
occorrono nuovi risultati che siano validi per una categoria di sistemi abbastanza ampia, di 
rilevante interesse ingegneristico, per traiettorie di riferimento qualsiasi, semplici da applicare 
e poco conservativi e robusti. 
In tal senso si sono orientati ed incanalati lo studio e la ricerca oggetto di questa fondamentale 
sezione della tesi di dottorato. 
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5 Metodi Classici per il Controllo 
dei Sistemi Lineari e non 
 
 
 
5.1 Metodi Classici per l’Analisi della Stabilità Robusta e loro 
Utilizzo per il Progetto di un Controllore Robusto 
 
Quasi tutti i sistemi “naturali” (presenti in natura) e/o non controllati sono stabili e soggetti a 
disturbi e/o incertezze parametriche e per annullare o ridurre il loro effetto vengono quasi 
sempre retroazionati. 
Infatti, tenendo presente il classico sistema di controllo in controreazione rappresentato dal 
seguente schema a blocchi 
 
 
 
Fig. 1.1 Schema concettuale di un classico sistema di controllo in controreazione. 
 
si comprende come la controreazione abbia un effetto linearizzante sul processo, faccia 
diminuire la sensibilità alle variazioni dei parametri del processo ed attenui notevolmente i 
disturbi. 
E’ importante, però, tener presente che la controreazione, se non opportunamente progettata, 
può essere causa di instabilità; ecco perché nella teoria del controllo lo studio della stabilità è 
di fondamentale importanza. 
Le definizioni di stabilità più affermate ed utilizzate in letteratura sono la stabilità BIBO come 
stabilità esterna e quella nel senso di Lyapunov come stabilità interna. 
Entrambe si enunciano a partire dalla rappresentazione esplicita di un sistema dinamico 
rispettivamente nella forma I-U 
 
)),(,,()( ],[00 ttoutxttty γ=  (1) 
 
e nella forma I-S-U 
 
)),(,,()( ),[00 ttoutxtttx ϕ=  (2a) 
))(),(,()( tutxtty η= , (2b) 
 
ove 
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XxYyUuTt ∈∈∈∈ ;;; . 
 
Definizione 5.1. Un sistema S con rappresentazione esplicita nella forma I-U (X, γ ) si dice 
stabile ingresso limitato-uscita limitata nello stato se, 0x Tt ∈∀ 0 , considerando le norme 
u
. in U e 
y
. in Y , si ha 
 
00
0,
>∃>∀ tεδε  tale che ε<utu )( ,  0tt ≥∀ , (3) 
 
implica 
 
0,
)( tyty εδ< ,  . (4) 0tt ≥∀
 
Definizione 5.2. Uno stato di equilibrio , corrispondente ad un ingresso u  , di una 
rappresentazione esplicita nella forma I-S-U  (X, 
ex ˆ
ϕ , η ) di un sistema S si dice localmente 
stabile nel senso di Lyapunov se, Tt ∈∀ 0 e 00 0 >,∃>∀ tεδε  tale che 
 
εϕ <− exuxtt )ˆ,,,( 00 ,   tale che 0x∀ 0,0 texx εδ<− ,  0tt ≥∀ ; (5) 
 
se, inoltre, vale la seguente proprietà, detta di attrattività 
 
0)ˆ,,,(lim 00 =−∞+→ et xuxttϕ , (6) 
 
lo stato ex  si dice asintoticamente localmente stabile. 
 
Dalla precedente deriva poi la definizione di regione di asintotica stabilità (RAS) di uno stato 
di equilibrio localmente asintoticamente stabile per un sistema S. 
 
Definizione 5.3. Data una rappresentazione esplicita I-S-U (X, ϕ , η ) di un sistema S, si 
definisce regione di asintotica stabilità di uno stato di equilibrio 
0 ˆ( , , , )e ex t t x uϕ= asintoticamente localmente stabile l’insieme degli stati che soddisfano 
la proprietà di attrattività e la relazione per cui 
)( exS
)( exS
0x
)ˆ,,,( 00 uxtt ∈ϕ .  
Nel caso in cui il sistema si dice globalmente asintoticamente stabile. XxS e =)(
 
A partire da queste definizioni occorre chiarire cosa si intende per stabilità robusta di un 
generico sistema dinamico S. 
La robustezza di stabilità, per grandi linee, può essere sia rispetto 
1. a variazioni dei parametri di alcuni componenti del sistema 
(si pensi al momento d’inerzia di un sistema, al guadagno di un amplificatore, alla 
costante di tempo di un attuatore o di un sensore, …) 
o a variazione di alcuni parametri globali del sistema 
(ad esempio il guadagno di anello, la fase di anello, …) 
o alla presenza di nonlinearità non perfettamente note o ben modellate 
sia rispetto 
2. al soddisfacimento di determinate specifiche (ad esempio sulla velocità di 
convergenza, sulla precisione statica e/o dinamica, …) nonostante la presenza di 
variazioni parametriche e/o disturbi. 
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Propedeutici per l’analisi della stabilità robusta di un sistema ed utili per il progetto di un 
sistema di controllo robusto sono i metodi di analisi di stabilità presenti in letteratura per i 
sistemi LTI e per i sistemi non lineari. 
I metodi di analisi della stabilità per i sistemi lineari e stazionari possono dividersi in: 
1. metodi legati ai poli della f.d.t. del sistema e/o agli autovalori della matrice dinamica, 
2. metodi frequenziali, cioè legati all’analisi quasi sempre grafica della risposta in 
frequenza del sistema a ciclo aperto, 
3. metodi che intrinsecamente tengono conto di variazioni di alcuni parametri del 
sistema. 
 
Per quanto riguarda i metodi di analisi della stabilità legati ai poli della f.d.t. del sistema e/o 
agli autovalori della matrice dinamica nel caso dei sistemi a tempo continuo, valgono i 
seguenti risultati: 
 
 
Teorema 5.1  Condizione necessaria e sufficiente per la globale asintotica stabilità 
L’origine dello spazio di stato del sistema LTI 
 
Axx =?  (7) 
 
è globalmente asintoticamente stabile se gli autovalori di  sono a parte reale negativa, cioè 
se  
A
 
0)(Re <aiλ ; (8) 
 
è stabile se gli autovalori di  sono a parte reale non positiva, A 0)(Re ≤aiλ , e gli autovalori 
con parte reale nulla hanno molteplicità geometrica unitaria. 
 
 
Criterio 5.1 Condizione necessaria per la globale asintotica stabilità 
Condizione necessaria per la globale asintotica stabilità di un sistema LTI  è che tutti i 
coefficienti del polinomio caratteristico della matrice dinamica abbiano lo stesso segno. 
Axx =?
A
 
 
Criterio 5.2 Criterio di Routh 
Dato il polinomio monico di ordine n 
 
n
nnn asasassp ++++= −− ...)( 2211  (9) 
 
si costruisca la tabella di Routh nel seguente modo 
 
            ns              1              2a              4a             … 
            1−ns              1a              3a              5a             … 
            .              1b              2b              3b             … 
            .              1c              2c              3c             … 
            .             …             …             …             … 
           1     
 
ove 
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1
31
2
1
1
a
aa
a
b −= ,                 1
51
4
2
1
a
aa
a
b −= ,            … (10a) 
 
1
21
31
1 b
bb
aa
c −= ,                 1
31
51
2 b
bb
aa
c −= ,            … (10b) 
 
fino ad ottenere righe, 1+n
 
allora condizione necessaria e sufficiente affinché le radici del polinomio considerato abbiano 
tutte parte reale negativa è che gli elementi della prima colonna della Tabella di Routh siano 
positivi; più dettagliatamente il numero delle radici con parte reale positiva è dato dal numero 
delle variazioni di segno che si presentano nella prima colonna della tabella. 
Occorre tener presente anche il caso in cui il primo elemento di una riga è nullo ma non quelli 
successivi della stessa riga ed il caso in cui risultano nulli tutti gli elementi di una riga. 
Ovviamente se il polinomio considerato è il polinomio caratteristico della matrice dinamica 
A  di un sistema LTI o il denominatore della f.d.t. di un sistema completamente controllabile 
ed osservabile, il Criterio di Routh fornisce un metodo operativo che dà anche una condizione 
necessaria e sufficiente per valutare la stabilità o l’asintotica stabilità dell’origine dello spazio 
di stato di un sistema LTI. 
Un metodo più generale e più potente per l’analisi della stabilità dei sistemi è il metodo di 
Lyapunov, che consente di verificare la stabilità interna di un sistema dinamico qualsiasi a 
partire da una sua rappresentazione implicita senza bisogno di calcolare analiticamente, 
ammesso che ciò sia possibile, o numericamente  l’insieme delle traiettorie, cioè senza 
conoscere il modello esplicito. 
Per i sistemi LTI esiste una condizione necessaria e sufficiente per l’asintotica stabilità basata 
sul metodo di Lyapunov più conveniente da utilizzare rispetto al Criterio di Routh quando si 
conosce la matrice dinamica del sistema e non esplicitamente il suo polinomio caratteristico. 
 
 
Teorema 5.2 Equazione di Lyapunov dei sistemi continui 
Condizione necessaria e sufficiente affinché il sistema 
 
Axx =?  (11) 
 
sia asintoticamente stabile è che per ogni matrice simmetrica P definita positiva esiste una 
sola matrice simmetrica definita positiva soluzione dell’equazione  Q
 
PQAQAT −=+ . (12) 
 
 
Analogamente, anche per i sistemi a tempo discreto esistono dei metodi di analisi della 
stabilità legati ai poli della f.d.t. del sistema o agli autovalori della matrice dinamica. 
 
 
Teorema 5.3 Condizione necessaria e sufficiente per la globale asintotica stabilità 
L’origine dello spazio di stato del sistema LTI 
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kk Axx =+1  (13) 
 
è globalmente asintoticamente stabile se gli autovalori della matrice A sono in modulo minore 
di 1, cioè 1)( <Aiλ ; 
globalmente stabile se gli autovalori della matrice sono in modulo minore o uguale di 1 e 
quelli con modulo unitario hanno molteplicità geometrica unitaria. 
A
 
 
Criterio 5.3 Criterio di Routh esteso ai sistemi discreti 
Dato il polinomio in z 
 
n
nn azazazp +++= − ...)( 110  (14) 
 
condizione necessaria e sufficiente affinché le radici del polinomio siano in modulo 
minore di uno è che le radici del polinomio , ottenute da applicando la seguente 
trasformazione conforme 
)(zp
)(sq )(zp
 
⎟⎠
⎞⎜⎝
⎛
−
+−=
1
1)1()(
s
spssq n , (15) 
 
siano a parte reale minore di zero. 
 
Esiste anche il Criterio di Jury, analogo a quello di Routh, che non fa uso di alcuna 
trasformazione conforme. 
 
 
Teorema 5.4 Equazione di Lyapunov dei sistemi discreti 
Condizione necessaria e sufficiente affinché il sistema  
 
kk Axx =+1  (16) 
 
sia asintoticamente stabile è che per ogni matrice simmetrica P definita positiva esista una 
sola matrice simmetrica definita positiva soluzione dell’equazione Q
 
PQQAAT −=− . (17) 
 
 
Per quanto riguarda i metodi frequenziali di analisi della stabilità essi si prestano 
particolarmente per analizzare la stabilità di un sistema di controllo a ciclo chiuso a partire 
dalla conoscenza dei dati del sistema a ciclo aperto e la robustezza di stabilità del sistema di 
controllo complessivo rispetto al soddisfacimento di determinate specifiche o a variazione di 
alcuni parametri globali del sistema; quindi sono molto adatti per la sintesi di un sistema di 
controllo robusto. 
Ricordando che lo schema a blocchi tipico e più semplice di un sistema di controllo in 
retroazione che si considera nella teoria classica del controllo è il seguente 
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Fig. 1.2 Schema a blocchi di un semplice sistema di controllo in controreazione. 
 
e tenendo presente i vari tipi di rappresentazione della risposta armonica di un sistema 
1. diagrammi polari o di Nyquist, 
2. diagrammi logaritmici o di Bode, 
3. diagrammi di Nichols, 
a partire dalla f.d.t. di anello )()()( sGsKsF = è possibile ottenere informazioni sull’asintotica 
stabilità del sistema di controllo. 
 
 
Criterio 5.4 Criterio di Nyquist 
Nell’ipotesi in cui la f.d.t. di anello non sia a fase minima, cioè senza zeri e poli a parte 
reale positiva e senza elementi di ritardo, condizione necessaria e sufficiente per l’asintotica 
stabilità del sistema di controllo a ciclo chiuso è che il diagramma polare della circondi 
il punto critico 
)(sF
)(sF
01 j+− in senso antiorario tante volte quanti sono i poli di con parte reale 
positiva. 
)(sF
 
Uno strumento molto utile per l’analisi della stabilità di un sistema di controllo a ciclo chiuso 
al variare della costante di guadagno della f.d.t. di anello è il luogo delle radici. )(sF
Sia la f.d.t. di anello espressa nella forma poli-zeri )(sF
 
)(
)(
)(
)( 111 sFKps
zs
KsF
i
i =−Π
−Π=  (18) 
 
il luogo delle radici di dà i poli di )(sF )(1 11 sFK+ al variare di tra e , quindi i poli 
del sistema di controllo a ciclo chiuso al variare della costante di guadagno di anello. 
1K 0 ∞+
Esso è descritto da tante curve o rami nel piano dei numeri complessi quanti sono i poli di 
; ogni ramo parte da un polo di e termina in uno zero di  o all’infinito. )(sF )(sF )(sF
 
 
Criterio 5.5 Criterio di Bode 
Nell’ipotesi in cui la f.d.t. di anello sia a fase minima, condizione necessaria e 
sufficiente affinché il sistema di controllo sia asintoticamente stabile è che il margine di 
ampiezza ed il margine di fase 
)(sF
mk mϕ risultino entrambi positivi. 
 
Nel caso di sistemi LTI affetti da incertezze parametriche, in particolare nel caso in cui la 
matrice dinamica del sistema dipende da parametri fissi ma incerti, oltre ai metodi di analisi 
della stabilità fin qui presentati che, opportunamente utilizzati, possono dare un contributo 
anche in questo caso, vi è un particolare criterio che può essere usato nel caso in cui i 
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coefficienti del polinomio caratteristico sono funzioni lineari di più parametri, il Criterio di 
Karitonov. 
Tale criterio consente di verificare la stabilità del sistema applicando il Criterio di Routh 
soltanto ai quattro polinomi che si ottengono dando ai coefficienti i valori massimi (+ + 
+…+), i valor minimi (- - -…-), i valori massimi e minimi in maniera alternata (+ - + -…) e 
minimi e massimi in maniera alternata (- + - +…). 
C’è comunque da notare che anche in quest’ultimo caso di analisi di stabilità di un sistema 
LTI con incertezze parametriche di struttura nota ed abbastanza semplice i metodi classici 
(Routh, Kharitonov, Lyapunov) seppur applicabili diventano subito inefficienti con 
l’aumentare della complessità della matrice dinamica, del numero dei parametri e dell’ordine 
del sistema. 
Da ciò si comprende come anche per il classico problema della stabilità dei sistemi LTI in 
realtà c’è ancora molto da fare. 
 
I metodi di analisi della stabilità per i sistemi non lineari possono essere classificati a 
seconda del tipo di nonlinearità come segue: 
1. il sistema presenta una sola nonlinearità appartenente ad un settore, 
2. il sistema è debolmente non lineare, 
3. il sistema è fortemente non lineare. 
 
Definizione 5.4 
Si consideri il seguente sistema 
 
 
 
Fig. 1.3 Sistema oggetto di studio. 
 
ove: 
 
L è un sistema lineare con funzione di trasferimento del tipo  BAsICsG 1)()( −−=
N.L. è una nonlinearità istantanea, ad un sol valore, passante per l’origine e contenuta nel 
settore [  del tipo riportato in figura, ]21 , KK
 
 
 
Fig. 1.4 Nonlinearità f . 
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si dice che tale sistema è assolutamente stabile rispetto al settore [ ]21 , KK  se l’origine dello 
spazio di stato è globalmente asintoticamente stabile per ogni nonlinearità contenuta nel 
settore [ ]. 21 , KK
A tal proposito il Criterio di Popov  fornisce una condizione sufficiente per l’assoluta 
stabilità. 
 
Criterio 5.5 Criterio di Popov 
Il sistema considerato, se L è stabile e la  ha costante di guadagno positiva, è 
assolutamente stabile nel settore 
)(sG
[ ]K,0 se esiste un numero reale  finito tale che sia 
soddisfatta la condizione 
q
 
( ){ } 01)(1Re >++
K
jGqj ωω                                              ),0( ∞+∈∀ω . (19) 
 
Se la nonlinearità contenuta nel settore [ ]K,0  è qualsiasi la condizione di Popov deve essere 
verificata per , cioè la retta di Popov deve risultare verticale. 0=q
 
Se il sistema è debolmente non lineare nell’intorno di un suo punto di equilibrio, cioè quando 
nel suo sviluppo in serie attorno al punto di equilibrio le derivate seconde sono molto piccole 
rispetto alle derivate prime e le possibili condizioni iniziali non distano molto dal punto di 
equilibrio, la sua analisi di stabilità può essere fatta invocando la tecnica della linearizzazione 
mediante l’utilizzo del seguente 
 
 
Teorema 5.5  Stabilità via linearizzazione 
Dato il sistema non lineare 
 
)()( xhJxxfx +==?  (20) 
 
ove 
 
0=∂
∂=
xx
fJ   con    (21) 0)0( =f
 
)(xh infinitesimo di ordine superiore al primo, 
 
se il suo modello linearizzato  è stabile asintoticamente (instabile) il punto di equilibrio 
 del sistema originale è asintoticamente localmente stabile (instabile). 
Jxx =?
0=ex
Se il sistema è debolmente non lineare la RAS sarà grande e quindi comprende le possibili 
condizioni iniziali.  
Si tenga presente che il risultato precedente in generale non consente di dire nulla circa la 
stabilità del modello originale se il sistema linearizzato risulta localmente stabile ma non 
localmente asintoticamente stabile. 
Se il sistema è fortemente non lineare e/o le condizioni iniziali non sono molto distanti dal 
punto di equilibrio il metodo più utilizzato in letteratura è quello di Lyapunov. 
Esso si basa sulla generazione di una funzione energia fittizia, detta funzione di Lyapunov, 
che, per definizione, deve essere definita positiva (d.p.) nel senso precisato di seguito 
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0)0,( =tV       (22a) t∀
)(),()( xbxtVxa <<               xt ∀∀ ,  tale che 0, >< rrx  (22b) 
 
ove e sono funzioni di classe ).(a ).(b K (nulle nell’origine e con derivate prime sempre 
positive) 
 
e sulla variazione di V lungo le traiettorie del sistema, la funzione W . 
Considerate le rappresentazioni implicite 
 
),(1 kk xkfx =+         con kkf ∀= 0)0,(  (23a) 
))(,()( txtftx =?        con  ttf ∀= 0)0,( , (23b) 
 
sia V una data funzione di Lyapunov, la W risulta 
 
),()),(,1(),(),1(),(),( 1 kkkkkk xkVxkfkVxkVxkVxkVxkW −+=−+=Δ= +  (24a) 
( , ) ( , ( )) ( , ) ( , ) ( ) ( , ) ( , ) ( , ( ))T TW t x V t x t V t x V t x x t V t x V t x f t x t
t x t x
∂ ∂ ∂ ∂= = + = +∂ ∂ ∂ ∂
? ? .(24b) 
 
I teoremi di Lyapunov si basano sull’esame congiunto di V e W e forniscono delle condizioni 
sufficienti per la stabilità, asintotica stabilità ed instabilità. 
 
 
Teorema 5.6 Condizione sufficiente per la locale stabilità 
Dato un sistema non lineare descritto da una rappresentazione implicita del tipo presentato, se 
esiste una funzione di Lyapunov V la cui variazione W sia minore o uguale a zero xt ∀∀ ,  tale 
che 0, >< rrx , allora la rappresentazione è localmente stabile. 
 
 
Teorema 5.7 Condizione sufficiente per la locale asintotica stabilità 
Dato un sistema non lineare descritto da una rappresentazione implicita del tipo presentato, se 
esiste una funzione di Lyapunov V  la cui variazione W  verifica la condizione 
 
0)( ≤−< xgW                   tale che xt ∀∀ , 0, >< rrx , (25) 
 
ove è una funzione di classe ).(g K , allora la rappresentazione è localmente asintoticamente 
stabile. 
 
 
Teorema 5.8 Teorema di Cetaev 
Il punto di equilibrio del sistema non lineare in esame non è asintoticamente stabile se 
esiste una funzione V che ammette le seguenti proprietà 
ex
 
1. 0)0( =V e l’insieme dei punti in cui 0<V è di accumulazione per 0=ex ; 
2. 0,0 IxW ∈∀≤  ove 0I è un intorno di ex in cui x
V
∂
∂ è continuo; 
è instabile se valgono le 1. e 2. e in aggiunta W è d.n. oppure non esiste una traiettoria 
( )x t tale che . 0))(( =txW
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C’è da dire che poiché queste sono delle condizioni sufficienti la scelta della funzione di 
Lyapunov è determinante. 
Una funzione di Lyapunov molto utilizzata è la norma quadratica  
 
xtQxxtV T )(),( =  (26) 
 
con  
 
TQQ =  (27) 
 
ed un criterio molto semplice per stabilire se una matrice simmetrica è d.p. è dato dal Test di 
Silvester. 
L’elemento fondamentale che rende vincente il metodo di Lyapunov è che esso consente di 
dare in qualche modo una risposta al problema della stabilità riconducendo un problema 
differenziale, quale è quello della determinazione di tutte le traiettorie di un sistema e di 
valutare la loro evoluzione, a quello della risoluzione di una disuguaglianza di tipo algebrico 
che, in casi particolari quali ad esempio quello in cui la nonlinearità è di tipo algebrico 
abbastanza semplice, può anche non essere risolta esplicitamente ma in maniera più semplice, 
però restrittiva, determinando il segno dei singoli fattori. 
Se la nonlinearità è più complicata e ci sono variazioni parametriche il metodo di Lyapunov 
può solo essere applicato numericamente valutando in un certo numero di punti abbastanza 
significativo ed elevato il valore di V con i notevoli limiti che ciò comporta. ?
Nel caso della sintesi di un sistema di controllo l’applicabilità reale di questi risultati è ancora 
più difficile perché dei risultati non buoni da un punto di vista dell’analisi di stabilità 
potrebbero dipendere non dalla scelta della particolare funzione di Lyapunov ma dalla scarsa 
bontà del controllore che, quindi, deve essere riprogettato; inoltre, è difficile rendersi conto se 
ci si trova nell’uno o nell’altro caso. 
 
 
 
5.1.1 Utilizzo dei Metodi di Analisi della Stabilità Robusta per il Progetto di 
un Controllore Robusto 
 
Per quanto riguarda i metodi di analisi della stabilità robusta dei sistemi dinamici, tra quelli 
esposti finora sia per i sistemi lineari e stazionari che per i sistemi non lineari ve ne sono 
alcuni che danno direttamente un contributo alla risoluzione di specifici problemi di 
robustezza di stabilità ed altri che, opportunamente applicati e/o riformulati, forniscono delle 
metodologie generali per l’analisi della stabilità robusta. 
Tra i primi si ricordi il metodo basato sul luogo delle radici che rientra nei metodi di analisi 
della stabilità robusta rispetto a variazione di alcuni parametri globali del sistema perché 
studia la stabilità di un sistema di controllo a ciclo chiuso al variare di una costante di 
guadagno, il Criterio di Kharitonov che anch’esso rientra nei metodi di analisi della stabilità 
robusta rispetto a variazione di alcuni parametri del sistema perché fornisce un criterio per 
l’analisi della stabilità dei sistemi LTI nel caso in cui i coefficienti del polinomio caratteristico 
sono funzioni lineari di più parametri ed, infine, il Criterio di Popov che dà un contributo alla 
risoluzione del problema della stabilità robusta rispetto alla presenza di nonlinearità non 
perfettamente note o ben modellate perché fornisce una condizione sufficiente per l’assoluta 
stabilità. 
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I metodi di analisi della stabilità finora esposti, opportunamente applicati e/o riformulati, cioè 
con dei piccoli accorgimenti ed una certa abilità, costituiscono dei validi strumenti per 
l’analisi della robustezza di stabilità rispetto a variazioni dei parametri di alcuni componenti 
del sistema, a variazione di alcuni parametri globali del sistema o rispetto al soddisfacimento 
di determinate specifiche nonostante la presenza di variazioni parametriche e/o disturbi. 
Ad esempio il Criterio di Routh può essere applicato anche quando il polinomio caratteristico 
ha uno o più coefficienti incerti, specie quando si tratta dei coefficienti di grado più basso, 
risolvendo o verificando opportune disuguaglianze. 
Per quanto riguarda i metodi frequenziali, il Criterio di Bode ed il Criterio di Nyquist 
consentono di verificare facilmente se, a seguito di variazione dei parametri della f.d.t. di 
anello che producono variazione del diagramma dei moduli e/o delle fasi, la stabilità del 
sistema a ciclo chiuso si conserva. 
Il luogo delle radici consente di verificare la stabilità del sistema a ciclo chiuso quando si 
hanno variazioni dei parametri della f.d.t. di anello che producono una variazione di poli e/o 
zeri e, naturalmente, della costante di guadagno. 
I risultati basati sull’approccio via Lyapunov si possono facilmente applicare anche quando il 
sistema è dipendente da parametri; in particolare quando il sistema si può mettere nella forma 
 
xpxAx ),(=? , (28) 
 
con  lineare o multilineare rispetto ad A x  e p , 
scegliendo opportunamente una funzione di Lyapunov di tipo quadratico V , la definita 
negatività di W deve essere verificata in un numero finito di punti particolari. 
Per quanto riguarda l’analisi della stabilità robusta rispetto al soddisfacimento di determinate 
specifiche nonostante la presenza di variazioni parametriche applicando opportune 
trasformazioni conformi, tipo ⎟⎠
⎞⎜⎝
⎛ =−=
a
zzass ˆˆ , è possibile garantire l’appartenenza dei poli 
della f.d.t. del sistema ad una regione del tipo 
 
                                         
 
Fig. 1.5 Regioni di appartenenza degli autovalori per la stabilità robusta 
 di sistemi a tempo continuo ed a tempo discreto. 
 
garantendo in tal modo un limite sulla massima costante di tempo.  
In modo simile è possibile garantire un limite sul coefficiente di smorzamento del sistema. 
I metodi frequenziali si prestano molto bene a questo tipo di analisi di stabilità robusta; infatti, 
utilizzando i diagrammi di Bode della f.d.t. di anello o il suo diagramma di Nichols riportato 
sulle rispettive Carte di Nichols è possibile garantire il soddisfacimento di determinate 
specifiche con una certa robustezza in termini di margini di fase e di ampiezza, banda 
passante e picco di risonanza. 
Se il sistema è non lineare la sua robustezza rispetto alla velocità di convergenza può essere 
garantita imponendo la definita negatività di ,  TV x xα−? 0<α . 
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Per quanto riguarda la robustezza di stabilità di un sistema rispetto alla presenza di disturbi, 
se il disturbo lo si può generare con un sistema in evoluzione libera si può studiare la stabilità 
del sistema risultante che si ottiene sostituendo al disturbo il suo modello di generazione; in 
caso contrario, il problema può essere affrontato, se il sistema è lineare considerando la 
stabilità del sistema senza disturbo e poi verificando la poca influenza dell’effetto del 
disturbo, magari utilizzando l’approccio frequenziale, se il sistema è non lineare utilizzando la 
teoria della stabilità pratica per valutare se l’evoluzione del sistema converge verso un intorno 
sufficientemente piccolo dell’origine. 
Se il disturbo è ben caratterizzato da un punto di vista frequenziale, un modo per poterlo 
fortemente contrastare è quello di inserire nel ciclo di controllo prima del disturbo uno o più 
integratori (reali) e/o un amplificatore ad elevato guadagno in modo che il guadagno di anello 
risulti molto elevato in corrispondenza delle frequenze del disturbo. Qualora il sistema a ciclo 
chiuso risultante non fosse asintoticamente stabile si possono inserire delle appropriate reti di 
correzione in modo da non alterare il guadagno in corrispondenza delle frequenze del disturbo 
e stabilizzare il sistema a ciclo chiuso. 
 
Si tenga presente che, data una traiettoria da inseguire, il sistema di controllo deve soddisfare 
la seguente proprietà: l’origine dello spazio di stato del sistema errore deve essere 
asintoticamente stabile o praticamente stabile nel caso in cui il sistema è non lineare e/o la 
traiettoria da inseguire è non polinomiale. 
Pertanto, fissata la struttura del controllore, i suoi parametri devono essere scelti in modo che 
l’origine dello spazio di stato del sistema errore sia asintoticamente stabile o praticamente 
stabile e ciò può essere fatto utilizzando i metodi ed i criteri di analisi della stabilità robusta 
precedentemente richiamati applicati al sistema di controllo robusto. 
Un altro requisito che il sistema di controllo deve possedere è che la durata pratica (tempo di 
assestamento pratico) dell’errore di inseguimento sia sufficientemente piccola e che la norma 
dell’errore presenti oscillazioni abbastanza piccole. 
Quindi i parametri del controllore devono essere scelti anche in modo da soddisfare questo 
secondo requisito e ciò viene effettuato usando i metodi di studio della stabilità robusta 
rispetto alla modalità di convergenza dell’errore precedentemente presentati. 
Un altro requisito fondamentale che il sistema di controllo deve soddisfare in presenza di 
disturbi è che il loro effetto deve essere molto limitato. 
Per verificare o imporre ciò possono essere utili le indicazioni fornite in precedenza 
sull’analisi della stabilità robusta in presenza di disturbi. 
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5.2 Metodi più Diffusi in Letteratura per il Controllo di Sistemi 
Lineari Tempo Varianti e/o a Parametri Incerti 
 
Un problema fondamentale, che ancora oggi impiega molte risorse nell’ambito della ricerca 
internazionale, è quello della stabilità e del controllo robusto di sistemi lineari tempo varianti 
e/o a parametri incerti, cioè di sistemi del tipo 
 
( , ) ( , )x A p t x B p t u= +?  (29a) 
( , )y C p t x= , (29b) 
 
senza controllo addizionale u o con controllo addizionale. 
 
Se la matrice A  è tempo-invariante e dipende da parametri fissi ma incerti il problema della 
stabilità robusta, se A  dipende multilinearmente da più parametri può essere risolto 
applicando opportunamente il criterio di Routh, il metodo di Lyapunov, il criterio di 
Kharitonov e vari risultati abbastanza assestati in letteratura [1-3]. Essi, comunque, 
presentano svariati limiti (ad esempio, l’approccio via Routh diventa subito inefficiente con 
l’aumentare della complessità della matrice A , del numero dei parametri e dell’ordine del 
sistema; l’approccio che utilizza il criterio di Karithonov nella pratica è scarsamente 
applicabile e fornisce risultati fortemente restrittivi; …). 
Se la matrice A  è tempo-variante e/o dipendente da parametri incerti e tempo varianti vi sono 
risultati in letteratura soprattutto quando i parametri sono lentamente variabili o comunque 
limitati in norma [1, 9]. 
Tra gli approcci più utilizzati per la stabilità ed il controllo robusto di tali sistemi vi è quello 
della quadratica stabilità e stabilizzazione ed il controllo H∞ .Vi sono numerose tecniche in 
letteratura basate su tali approcci, di controllo robusto via retroazione di stato, via retroazione 
d’uscita, controllo stocastico, etc. [1-2] e [4-10]. 
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5.3 Controllo dei Sistemi con Dinamiche Incerte 
 
Le dinamiche incerte di un sistema possono essere classificate in due principali categorie: 
incertezze strutturate e non strutturate.  
Si parla di incertezze strutturate quando alcuni parametri del sistema non sono perfettamente 
noti o sono lentamente tempo-varianti. 
Mentre le incertezze non strutturate sono dovute principalmente a dinamiche non modellate a 
causa della estrema difficoltà nel modellare precisamente il sistema fisico a certe frequenze, 
solitamente alle alte frequenze. 
Gli algoritmi di controllo delle dinamiche incerte possono essere classificati in due classi 
principali: algoritmi di controllo robusto e di controllo adattativo. 
Dato un sistema descritto dall’equazione differenziale 
 
( )x f x u= +? , (30) 
 
una tipica relazione tra l’incertezza sΔ ed il sistema è 
 
0 sf f= + Δ , (31) 
 
ove 0f  rappresenta la parte nominale o modellata del sistema, che può essere lineare o non 
lineare, in genere con { }0 0( , ) /f f f f fμ μ∈Δ = − ≤ . 
Il controllo robusto [5] e [11-12] si propone il difficile compito di progettare accurati sistemi 
di controllo a fronte di incertezze anche molto severe; quindi, dato 0( , )f μΔ , mira a trovare 
un controllore che soddisfi le specifiche assegnate 0( , )f f μ∀ ∈Δ . 
Uno dei metodi di controllo robusto più studiati ed utilizzati in letteratura è sicuramente lo 
Sliding Mode Control [12-13], con tutte le varianti che ne seguono. 
Una delle più accreditate definizioni di Sistema Adattativo [14] è quella di un sistema che 
monitora le sue prestazioni ed aggiusta i suoi parametri nella direzione di migliori prestazioni. 
Il compito del Controllo Adattativo è, quindi, quello di trovare un controllore opportuno che 
consente di soddisfare le specifiche assegnate e sia applicabile per ogni valore dei parametri. 
Questo può essere ottenuto definendo una funzione di stima parametrica nel controllore ed 
adattandola opportunamente in risposta ai cambiamenti nelle dinamiche del processo. 
Sicuramente per sistemi soggetti solo ad incertezze parametriche il controllo adattativo risulta 
la scelta migliore. 
Alcuni controllori adattativi molto usati sono gli Switching Controllers ed, in particolare, 
sembrano essere particolarmente utili l’Hysteresis Dead-Zone [15], la Soft Projection [16], 
etc. 
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5.4 Metodi più Diffusi in Letteratura per il Controllo di Sistemi 
Non Lineari ed a Parametri Incerti 
 
Anche se al tempo d’oggi le conoscenze teoriche e la notevole potenza computazionale degli 
elaboratori consentono di trattare in modo soddisfacente i sistemi non lineari a partire da 
opportune approssimazioni con sistemi lineari, è comunque indispensabile avere una teoria 
per i sistemi non lineari. Il motivo fondamentale di ciò è che le dinamiche dei sistemi lineari 
non sono abbastanza ricche per poter descrivere adeguatamente la maggior parte dei fenomeni 
presenti in natura [17]. 
Alcune classi esemplificative di siffatti sistemi sono: 
• sistemi con punti di equilibrio o con punti di lavoro multipli;  
• sistemi che hanno variazioni periodiche delle variabili di stato o hanno cicli limite; 
• sistemi con biforcazioni; 
• sistemi che hanno sincronizzazioni; 
• sistemi con dinamiche complesse. 
Al di là dei metodi classici per l’analisi della stabilità robusta dei sistemi non lineari ed a 
parametri incerti presentati nel Paragrafo 5.1, in letteratura sono stati proposti metodi di 
stabilizzazione e di controllo che non risultano sufficientemente generali, robusti e nella 
maggior parte dei casi risultano complessi da applicare. 
Uno di questi metodi è la linearizzazione via retroazione di stato [17, 18, 20]. Essa non si 
riferisce all’usuale linearizzazione di un sistema non lineare mediante l’uso dello Jacobiano, 
ma all’azione di rendere lineare la risposta ingresso-uscita del sistema non lineare. Infatti, lo 
studio di un’ampia classe di sistemi  non lineari può essere ricondotto a quello di un 
comportamento lineare ingresso-uscita attraverso la scelta di un’opportuna legge di controllo 
non lineare a retroazione di stato. 
Poiché il processo di linearizzazione mediante retroazione di stato implica l’esatta 
cancellazione delle nonlinearità, esso richiede una descrizione piuttosto precisa delle funzioni 
non lineari e richiede un attento studio di robustezza rispetto a disturbi ed incertezze 
parametriche. Quindi il controllo robusto, ad esempio lo sliding mode control per i sistemi a 
fase minima ed i metodi di Devasia, Chen e Paden per i sistemi a fase non minima, ed il 
controllo adattativo rivestono un ruolo fondamentale in tale contesto. 
Un approccio avanzato alternativo al controllo di sistemi non lineari è l’Approccio 
Geometrico [17]. 
Essa è una metodologia sviluppata, a partire dalle basi dell’algebra lineare, per favorire una 
comprensione facile ed intuitiva delle principali caratteristiche dei sistemi dinamici lineari 
multivariabili in relazione ai problemi di sintesi di compensatori e regolatori. La principale 
caratteristica dell’approccio geometrico consiste nel fatto che la maggior parte dei concetti 
sono sviluppati prescindendo dalla scelta di uno specifico sistema di coordinate nello spazio 
degli stati, il che consente di enunciare le proprietà ed i teoremi necessari per la soluzione dei 
problemi di controllo in maniera molto semplice ed elegante. L’approccio geometrico, proprio 
in quanto riferito allo spazio degli stati, è suscettibile di naturale estensione al caso dei sistemi 
non lineari, basti pensare ai problemi dell’espansione ingresso-uscita per i sistemi non lineari 
ed al disaccoppiamento delle azioni di disturbo risolti usando appropriatamente le definizioni 
di distribuzioni invarianti. 
Pur essendo le procedure dell’approccio geometrico molto semplici e fin dall’inizio 
associate ad efficienti algoritmi computazionali, è relativamente difficile poter dedurre dalla 
letteratura una loro trattazione completa ed esauriente, in quanto la loro presentazione da parte 
di vari autori in un periodo di circa trent’anni è risultata frammentaria e disomogenea [40, 41]. 
Per quanto riguarda i sistemi meccanici non lineari sono stati proposti vari approcci per 
categorie particolari, quali ad esempio il controllo a dinamica inversa [22], utilizzato 
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soprattutto per i manipolatori con bracci e giunti rigidi, o i sistemi di controllo Hamiltoniani 
[18]. 
  
6 Nuovi Risultati 
 
 
 
6.1 Nuovi Risultati sulla Stabilità Pratica 
 
In questo capitolo vengono date nuove definizioni e stabiliti nuovi teoremi sulla stabilità 
pratica per un’importante classe di sistemi lineari e non con incertezze e/o nonlinearità 
addizionali e/o segnali esterni limitati. Per i sistemi lineari vengono stabiliti importanti teoremi 
ed algoritmi efficienti che consentono di calcolare per un qualsiasi istante appartenente ad un 
assegnato intervallo limitato i valori massimi e minimi dell’uscita per tutte le condizioni 
iniziali e per tutti i segnali esterni con valori appartenenti ad assegnati iper-rettangoli. Per 
un’importante classe di sistemi non lineari e a parametri incerti vengono altresì stabiliti, via 
Lyapunov, nuovi importanti teoremi ed algoritmi efficienti che consentono di stimare la 
velocità di convergenza e i valori massimi e minimi dell’uscita per tutte le condizioni iniziali 
appartenenti ad assegnati insiemi limitati e per tutti i segnali esterni e/o le nonlinearità 
addizionali e/o i valori dei parametri incerti appartenenti ad assegnati iper-rettangoli. Tali 
teoremi consentono di risolvere numerosi problemi sia di analisi che di sintesi, in particolare 
consentono di progettare leggi di controllo molto semplici per costringere un sistema lineare o 
non lineare e a parametri incerti di categoria abbastanza generale ad inseguire traiettorie 
sufficientemente regolari con prefissati errori e velocità di convergenza. 
Le dimostrazioni dei risultati presentati in questo paragrafo non sono state riportate perché 
contenute in [44], che non è stato ancora pubblicato. 
 
 
 
6.1.1 Formulazione del Problema 
 
Si consideri,  a titolo di esempio,  il sistema di controllo di Fig. 1.1, ove 
 
 
 
Fig. 1.1 Sistema di controllo considerato. 
 
cn
cz R∈  è lo stato del controllore, pnpz R∈  è lo stato del processo, hu R∈  è il segnale di 
controllo del processo, kd R∈  è l’eventuale disturbo agente sul processo, my R∈  è l’uscita del 
processo da controllare,  mr R∈   è il segnale di riferimento, p Rν∈  è il vettore dei parametri 
incerti del processo.  
Si ha 
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( , , )
( , ( , , ), , )
c c c p p
p p p c c p p
z g z r C x r
z g z z r C x r d pη
= −
= −

 , (1)                             
 
ovvero, in forma compatta 
 
( , , , )z g z r d p= , (2)   
ove c
p
z
z
z
⎛ ⎞= ⎜ ⎟⎝ ⎠
. 
 
Nell’ipotesi che ( )prango C m=  si consideri una matrice ( ) ( )2 c p c pn n m n nT R + − × +∈  tale che la 
matrice quadrata 
 
2
0pCT
T
−⎛ ⎞= ⎜ ⎟⎝ ⎠
 (3)  
   
   
sia non singolare. 
 
Effettuando il cambiamento di variabile 
 
1
2 2 0
c
p
zx e I
x T r Tz Vr
zx x
⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞= = = + = +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (4) 
 
si ha 
 
1( ( ), , , )x Tz Vr Tg T x Vr r d p Vr−= + = − +    . (5)                        
 
In definitiva il sistema di controllo di Fig. 1.1 può essere descritto da equazioni del tipo 
 
( , , , ( , , ))x f t x p w t x p
e Cx
=
=

  , (6)                        
 
ove ( , , )w t x p  è una opportuna funzione dipendente, in generale, dal particolare riferimento 
( )r t , dal particolare disturbo ( )d t , da x   e da  p   e   ( )0C I= . 
 
Per tale sistema è importante stabilire se per condizioni iniziali limitate e, quindi, realistiche e 
per tutti i segnali di riferimento ( )r t , appartenenti ad una data classe di segnali limitati con la 
loro derivata, l’errore d’inseguimento ( )e t  risulta  limitato e diventa definitivamente 
accettabile, da un punto di vista pratico, dopo un tempo finito aT , nonostante l’azione di 
disturbi ( )d t , appartenenti ad una data classe di segnali limitati, e di variazioni parametriche 
limitate.  
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Tale importante problema, il fatto che nella pratica spesso il riferimento ed il disturbo di un 
sistema di controllo non sono segnali polinomiali e/o sinusoidali, che anche un sistema lineare 
non sempre va a regime, ecc. inducono a dare le definizioni che seguono. 
 
Definizione 1.1. Sia dato il sistema dinamico non lineare, tempo variante ed a parametri incerti 
 
( , , , ( , , ))x f t x p w t x p=  (7a)    
( , )e C t p x= , (7b)                        
                                 
dove 0, ft T R⎡ ⎤∈ = ⊂⎣ ⎦T   è il tempo, nx R∈  è lo stato, p Rν∈℘⊂  è il vettore dei parametri 
incerti, con ℘ insieme compatto, lw R∈   è una funzione, appartenente ad una data classe W , 
che modella eventuali segnali esterni e/o particolari nonlinearità del sistema  ed  me R∈  è 
l’uscita. 
Tale sistema si dice stabile praticamente nell’uscita  e   rispetto a 0( , , , )ea aX W E T , ove 0X  è 
un insieme compatto di possibili condizioni iniziali all’istante iniziale 0t , supposto nullo per 
semplicità,  meaE R⊂  è un insieme compatto di  valori accettabili dell’uscita e , ( )0,a fT T∈  è 
un istante finito di assestamento dell’uscita, se 0 0, , ,t x X p w W∀ ∈ ∀ ∈ ∀ ∈℘∀ ∈T  (cfr. Fig. 
1.2): 
 
 
 
Fig. 1.2 Rappresentazione grafica della stabilità pratica nell’uscita e rispetto a 0( , , , )ea aX W E T . 
 
( ) ,x t X t∈ ∀ ∈ T  (8a) 
 
( ) , ,ea a fe t E t T T⎡ ⎤∈ ∀ ∈⎣ ⎦ , (8b)                        
 
ove nX R⊂  è un insieme compatto.                                                                                                           
♦ 
Definizione 1.2.  Il sistema (7) si dice stabile praticamente in tempo finito nell’uscita  e   
rispetto a 0( , , )eaX W E  se esiste un istante  ( )0,a fT T∈   finito tale che esso sia stabile 
praticamente nell’uscita  e   rispetto a 0( , , , )ea aX W E T . 
♦ 
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Definizione 1.3.  Il sistema (7) si dice stabile esponenzialmente praticamente nell’uscita  e   
rispetto a 0( , , , )ea aX W Tρ , ove 0eaρ >  e ( )0,a fT T∈ , se è stabile praticamente nell’uscita  e   
rispetto a 0( , , , )ea aX W S T  , dove { }:mea eaS e R e ρ= ∈ ≤ , e se esiste un v 0>  tale che  (cfr. 
Fig. 1.3): 
 
 
 
Fig. 1.3 Evoluzione di un sistema stabile esponenzialmente praticamente  
nell’uscita e  rispetto a 0( , , , )ea aX W Tρ . 
 
[ ]v( ) v v 0 0( ) ( ) ,     0 , , , ,a at T T te ea ea ae t t e e e t T x X p w Wρ ρ ρ− − −≤ = = ∀ ∈ ∀ ∈ ∀ ∈℘∀ ∈ . (9) 
♦ 
Definizione 1.4.  Il sistema (7) si dice stabile esponenzialmente praticamente in tempo finito 
nell’uscita  e  rispetto a 0( , , )eaX W ρ  se esiste un istante ( )0,a fT T∈  finito tale che esso sia 
stabile esponenzialmente praticamente nell’uscita  e   rispetto a 0( , , , )ea aX W Tρ . 
♦ 
Definizione 1.5.  Se il sistema (7) è stabile esponenzialmente praticamente nell’uscita  e   
rispetto a 0( , , , )ea aX W Tρ , allora il più piccolo v 0>  per cui vale la (9), denotato con v p , 
dicesi velocità relativa pratica di convergenza (o tasso pratico di decadimento) di ( )e t  ad eaS , 
rispetto a 0( , , , )ea aX W Tρ . 
♦ 
Osservazione 1.1. L’utilità e la convenienza della definizione 1.5 scaturiscono dal fatto che 
 
( )v
( )
e
e
t
t
ρ
ρ= −

 (10) 
                                  
e dalle considerazioni che seguono. 
Se la maggiorazione ( ) ( )ee t tρ≤ , anziché mediante la (9), venisse fatta usando una funzione 
più generale del tipo  
 
v
1 2( )
t
e e et eρ ρ ρ−= +  (11) 
 
vi sarebbero i seguenti inconvenienti: 
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1. se 2 0eρ ≠  allora si avrebbe ve
e
ρ
ρ− ≠

 e, quindi, a v  non si potrebbe dare il significato di 
velocità relativa pratica di convergenza; 
2. di siffatte funzioni ne esisterebbero tantissime. Se tra le tante si scegliesse quella con la v  
massima, in generale la 1eρ  diventerebbe molto più grande di 2eρ  e, quindi, la maggiorazione 
risulterebbe poco significativa. 
In merito si consideri il seguente esempio illustrativo. 
 
Esempio 1.1. Si consideri il sistema lineare e stazionario positivo 
 
1 1 0
0 1 1
x x w
−⎡ ⎤ ⎡ ⎤= +⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦
 ;    [ ]1 0e x= , (12) 
 
è facile dimostrare che  
 
0 0
0
( ) ( )
t
t te t e e e te e w t dττ τ τ− − −= + + −∫ . (13) 
 
Se 
 
0
0
0
0 1.1
,
0 1.1
e
x
e
⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤= ∈ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦
 e [ ]0, 0.1w∈  (14) 
 
è facile mostrare che si ha  
 
( ) 0, 0.1 0, ( )t te t e te e t− − +⎡ ⎤ ⎡ ⎤∈ + + =⎣ ⎦ ⎣ ⎦ . (15) 
                                        
Per 5aT =  ed un qualsiasi 5fT >  la maggiorazione di ( )e t  proposta risulta 
 
0.451.33 tpm e
−= . (16) 
 
Alcune possibili maggiorazioni del tipo (11) che fanno uso della costante di tempo del sistema 
risultano 
 
1
2
6 0.1
8.97 0.08
t
t
m e
m e
−
−
= +
= + . (17) 
 
Tali  maggiorazioni,  come  si  vede   chiaramente   dalla   Fig. 1.4,  risultano  nettamente  
peggiori   di  
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Fig. 1.4 Confronto tra alcune maggiorazioni di ( )e t del tipo (11) e la maggiorazione proposta. 
 
quella proposta, oltre al fatto che non godono della proprietà (10). 
 
Le definizioni di stabilità pratica date trovano numerosissime ed importantissime applicazioni. 
Basta tener presente che se un sistema è stabile praticamente vuol dire che la sua evoluzione è 
sempre limitata e l’uscita diventa definitivamente accettabile dopo un tempo al più pari a aT ; 
inoltre se il sistema (7) è un sistema di controllo e l’uscita è l’errore di inseguimento di una 
traiettoria di riferimento (che quasi sempre non è polinomiale) la stabilità pratica di tale 
sistema assicura che l’errore di inseguimento per errori di start realistici (limitati) è sempre 
contenuto e tende a valori accettabili da un punto di vista pratico in un tempo finito e per il 
restante tempo della sua “vita”  rimane tale, nonostante l’azione dei disturbi e le variazioni 
parametriche. 
 
Nel  seguito verranno forniti alcuni metodi operativi per analizzare la stabilità pratica di 
sistemi del tipo 
 
( , , ) ( , , ) ( , , )
( ) ( , )
x A t x p x B t x p w t x p
e t C t p x
= +
=

 . (18) 
 
 
 
6.1.2 Caso dei Sistemi Lineari 
 
Si supponga che il sistema (18)  sia lineare  
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
x t A t x t B t w t
e t C t x t
= +
=

, (19) 
   
                     
ove  ,  e n n n l m nA R B R C R× × ×∈ ∈ ∈  sono matrici continue rispetto a t. Vale il seguente  
 
Teorema 1.1. Sia dato  il sistema lineare (19) o equivalentemente il suo modello esplicito 
 
 
Capitolo 6  Nuovi Risultati                                                                                                        65 
{ } { }
0
0
0
0
( ) ( ) ( ,0) ( ) ( , ) ( ) ( )
( ) ( ) ( )
t
t
ij ij
e t C t t x C t t B w d
t x h t w d
τ τ τ τ
ψ τ τ
= Φ + Φ =
= +
∫
∫
 (20) 
                      
e si supponga che 
  { }+− ≤≤= 000 : xxxxX oo  (21a)         
                                     { }:W w w w w− += ≤ ≤ ; (21b)  
 
allora 
 
( ) [ ( ), ( )]e t e t e t− +∈  (22a) 
 
ove:    
 
1
1
( ) ( ) [ ( ) ( ) ]
( ) ( ) [ ( ) ( ) ]
n l
m
i ij jo ik k ik k
j k
n l
M
i ij jo ik k ik k
j k
e t t x t u t w
e t t x t w t w
ψ ϕ ϕ
ψ ϕ ϕ
− − + + −
=
+ − − + +
=
= + +
= + +
∑ ∑
∑ ∑
, (22b) 
 
in cui: 
 
⎪⎩
⎪⎨⎧ <
≥= +
−
0)(,
0)(,
tifx
tifx
x
ijjo
ijjom
jo ψ
ψ
 ,      ⎪⎩
⎪⎨⎧ <
≥= −
+
0)(,
0)(,
tifx
tifx
x
ijjo
ijjoM
jo ψ
ψ
, (22c) 
 
0 0
( , ) , ( , ) , 1,..., , 1,...,
t t
ik ik ik ikh t d h t d i m k lϕ τ τ ϕ τ τ− − + += = = =∫ ∫  , (22d) 
 
essendo ( , )ikh t τ− la componente non-positiva e ( , )ikh t τ+  la componente non-negativa di 
( , )ikh t τ  date da 
 
( , ) ( , )
( , )
2
( , ) ( , )
( , ) ( , ) ( , )
2
ik ik
ik
ik ik
ik ik ik
h t h t
h t
h t h t
h t h t h t
τ ττ
τ ττ τ τ
−
+ −
−=
+= = −
 . (22e)                        
♦ 
Dal Teorema 1.1 seguono facilmente i seguenti  
 
Corollario 1.1. Se gli insiemi  oX  e W  del  Teorema 1.1 sono simmetrici, cioè se 
 
−+ −= oo xx  (23a) 
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w w+ −= − , (23b) 
 
allora 
 
{ } { }. .0| ( ,0) | | ( , ) | ;ti i o i i ie t x h t d u e eψ τ τ− + + + −= − − = −∫ . (24) 
♦ 
Corollario 1.2. Se  il sistema lineare (19) è  positivo e 
 { }0 0: 0o o oX x x x x− += ≤ ≤ ≤  (25a)    
                                          { }: 0W w w w w− += ≤ ≤ ≤  (25b)  
 
allora 
 
{ } { }. .( ,0) ( ) , ( ,0) ( )i i o i i i o ie t x t w e t x t wψ ϕ ψ ϕ− − − + + += + = + , (26) 
 
ove 
 
.0
( ) ( , )
t
i it h t dϕ τ τ= ∫ . (27) 
♦ 
Esempio 1.2. Dato il sistema 
 
[ ]
0 1 0 0 0
0 0 1 0 0
; 1 0 0 0
0 0 0 0 0
80 56 26 6 5
x x w e x
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥= + =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− − − −⎣ ⎦ ⎣ ⎦
 , (28) 
                                 
con  
 
[ ] [ ]{ }0 0 0: 5 5 5 5 5 5 5 5T TX x x= − − − − ≤ ≤  (29a) 
                                  
e  
 
{ }: 5 5W w w= − ≤ ≤ , (29b)                     
 
gli estremi dell’intervallo [ ][ ( ), ( )],  0, 5 ,e t e t t− + ∀ ∈  risultano quelli in tratto continuo di Fig. 
1.5 in cui vengono riportati in tratto e punto anche alcuni andamenti di  e   per 0 e  x w  
soddisfacenti le condizioni (30a,b). 
Ne segue, ad esempio, che tale sistema è stabile praticamente rispetto a 0( , , )a aX E T , con 
3.1  aT = ed [ ]1, 1eaE = − .  Ciò vuol dire che il valore assoluto dell’uscita del sistema, 
0 0x X∀ ∈  e per ogni segnale sinusoidale o onda quadra di qualsiasi frequenza e di ampiezza 
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massima pari a  5,  o per un  qualsiasi  altro   segnale   in   valore   assoluto   non   maggiore  di   
5,   dopo  un   tempo   pari   a   3.1,   diventa  
 
 
Fig. 1.5 Andamenti di ( )e t per 0x e w soddisfacenti le (30a,b). 
 
definitivamente minore di  1. Durante l’intervallo [ ]0, 5  l’evoluzione avviene con un tasso 
pratico di decadimento del 78.4%. 
 
Se il sistema lineare (19) è a parametri incerti, solo in alcuni casi particolari (ad esempio 
quando la matrice dinamica A è indipendente da  p  e le matrici C e B dipendono linearmente 
da  p) l’analisi della stabilità pratica può essere fatta agevolmente mediante il Teorema 1.1 ed i 
Corollari 1.1 e 1.2. 
In generale l’analisi della stabilità pratica è molto complessa con l’approccio che fa uso del 
modello esplicito. Nel seguito verrà presentato un metodo abbastanza generale basato sul 
modello implicito. 
 
 
 
6.1.3 Caso dei Sistemi non Lineari 
 
Nel seguito si considera la classe di sistemi dinamici non lineari del tipo 
 
( , , ) ( , , ) ( , , )x A t x p x B t x p w t x p= +  (30a)                         
                                 
( , ) ,e C t p x=  (30b)                        
                                 
dove 0, ft T R⎡ ⎤∈ = ⊂⎣ ⎦T   è il tempo, nx R∈  è lo stato, p Rν∈℘⊂  è il vettore dei parametri 
incerti, con ℘ insieme compatto, lw R∈   è una funzione, appartenente ad una data classe W , 
continua rispetto a ,x p  e generalmente continua rispetto a t , che modella eventuali segnali 
esterni e/o particolari nonlinearità del sistema, me R∈  è l’uscita ed 
,  e n n n l m nA R B R C R× × ×∈ ∈ ∈  sono matrici continue rispetto ai loro argomenti, con C  di rango 
pieno. 
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Per chiarezza espositiva si premettono le seguenti notazioni: 
 
,  ove P è una matrice n n reale, simmetrica e d.p.T
P
x x Px= ×  
 
( )=autovalore generico di n nF F Rλ ×∈  
 
min ( )=minimo autovalore di 
n nF F Rλ ×∈  
 
max ( )=massimo autovalore di 
n n
F F Rλ ×∈ . 
 
Si premettono, inoltre, i seguenti lemma.  
 
Lemma 1.1. Se n nP R ×∈  è una matrice simmetrica e d.p., ( ) n nQ x R ×∈  è una matrice 
simmetrica e continua rispetto a nx R∈  e ( ) ng x R∈  è un vettore continuo rispetto ad  x  allora  
0ρ∀ ≥  si ha: 
 
{ } { }2 2
1 2
min
: :
min ( ) min ( ( ) )
T T
T
x x x Px x x x Px
x Q x x Q x P
ρ ρ
λ ρ−
∈ = ∈ =
≥  (31)  
   
      
{ } { }2 2: :max ( ) max ( ) ( )T T
T T
x x x Px x x x Px
x g x g x Pg x
ρ ρ
ρ
∈ = ∈ =
≤ . (32)  
     
♦ 
Osservazione 1.2. Chiaramente se ( )Q x   e ( )g x  sono indipendenti da x  le (31), (32) valgono 
con il segno di eguaglianza. Se ( )Q x  dipende da x  il { }2:min ( )T
T
x x x Px
x Q x x
ρ∈ =
 risulta alquanto 
difficile da calcolare in quanto ( )Tx Q x x , con { }2: ( )Tx x x Q x x ρ∈ = , presenta in generale 
diversi punti di massimo relativo, di minimo relativo e di “flesso”. Il secondo membro della 
(31) consente di calcolare più facilmente  un minorante proporzionale a 2ρ , come si vedrà 
inseguito. Un discorso analogo vale se ( )g x  dipende da x . 
 
Lemma 1.2.   Si  supponga che il sistema (30) goda della seguente proprietà: 
 
esiste una matrice costante  P  d.p.  ed un  0 0ρ >  tali che la matrice   
 
)( PAPAQ T +−=  (33) 
 
risulta  d.p. 
0
, ,t p x Sρ∀ ∈ ∀ ∈℘ ∀ ∈T , ove 
 { }0 20: TS x x Pxρ ρ= ≤  , (34)  
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e 
 
0
0
0
max, ,
0 1
, , ,min, ,
2 max ( )
sup
min ( )
T
t x S p
f
t x S p w W
t x S p
B PB
w
QP
ρ
ρ
ρ
λ
ρ ρ λ
∈ ∈ ∈℘
− ∈ ∈ ∈℘ ∈∈ ∈ ∈℘
> = T
T
T
 ; (35) 
     
allora si ha 
 
minv
0( ) ( )
t
f fP
x t e ρ ρ ρ−≤ − + ,  
00
, , ,t x S p w Wρ∀ ∈ ∀ ∈ ∀ ∈℘∀ ∈T  (36)                        
 
ove 
 
0
1
min, ,
min
min ( )
v
2
t x S p
QP
ρ
λ −∈ ∈ ∈℘= T . (37)  .                  
     
♦ 
Osservazione 1.3. Il Lemma 1.2, dimostrato utilizzando l’approccio di Lyapunov,  è valido 
anche quando i parametri p  sono tempo-varianti. 
 
Lemma 1.3. Sia data una matrice  n nP R ×∈   d.p.  ed  una matrice m nC R ×∈  di rango m .  Se 
 
P
x ρ≤ , (38) 
                                 
allora il più piccolo α   tale che 
 
P
e xα αρ≤ ≤ , (39) 
 
ove e Cx= , risulta 
 
1
max ( )
TCP Cα λ −= . (40) 
 
♦ 
Si possono ora stabilire i seguenti fondamentali Teoremi. 
 
Teorema 1.2. Si supponga che il sistema (30) soddisfi le ipotesi del Lemma 1.2 e che per un 
dato ε  tale che 
 
0(1 ) fε ρ ρ+ <  (41)   
                     
si ha che 
 
0
max max
1log log fa f
f
T T
ρ ρτ τε ρ
−= + < , (42)   
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ove 
 
0
max 1
min min, ,
1 2
v min ( )
t x S p
QP
ρ
τ λ −∈ ∈ ∈℘
= =
T
. (43)        
 
Allora il sistema (30) è stabile esponenzialmente praticamente nell’uscita e  rispetto a 
0( , , , )ea aX W Tρ , ove 
 
( )
0 0
1
max max max, , , , , ,
1 max ( ) max ( ) supT Tea t p t x S p t x S p w W
CP C B PB w
ρ ρ
ρ ε λ τ λ−
∈ ∈℘ ∈ ∈ ∈℘ ∈ ∈ ∈℘ ∈
= +
T T T
. (44) 
 
Inoltre una stima della velocità relativa pratica di convergenza  risulta 
 
max
0
0
log
( )
v
aT
f f
p
a
e
T
τ
ρ
ρ ρ ρ−− += . (45)                        
 
 (vedi anche la Fig. 1.6) 
 
 
 
Fig. 1.6 Stima della velocità relativa pratica di convergenza. 
♦ 
Osservazione 1.4.  Se 0.05ε =  si ha  
 
0
5% max max3 log
f
a a
f
T T
ρ ρτ τ ρ−
−= = + . (46) 
 
Se inoltre 0 2 fρ ρ=  si ha 
 
5% max3aT τ− = , (47)   
    
cioè se 0 2 fPx ρ≤ , dopo un tempo al più pari a max3τ , la norma dell’uscita del sistema, a 
meno del 5%, è non maggiore del  “valore di regime”  dato da 
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1
max max max( ) ( ) sup
T T
e CP C B PB wρ λ τ λ−∞ = , (48)      
                          
in cui per semplicità di notazione sono stati omessi gli insiemi rispetto a cui vengono calcolati i 
massimi e l’estremo superiore. 
 
Osservazione 1.5.  Dalla (48) segue facilmente che una stima per eccesso del “valore di 
regime” di ciascuna uscita  , 1,..., ,i ie C x i m= = , ove iC  è la riga i-esima della matrice C ,  
risulta 
 
1
max max ( ) sup
T T
e i i iC P C B PB wρ τ λ−∞ = . (49) 
                              
La (49) consente di avere informazioni molto più dettagliate circa i valori cui converge l’uscita 
del sistema  e   come risulta dal seguente esempio. 
 
Esempio 1.3. Si consideri il sistema  
 
0 1 0
;
10 2 1
x x w e x⎡ ⎤ ⎡ ⎤= + =⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦
 . (50) 
 
Scegliendo  
  
P=
10 1
1 1
⎡ ⎤⎢ ⎥⎣ ⎦  (51) 
 
ed applicando le (43), (48) e (49) si ha: 
 
max 1τ =  
1
2
1.06sup
0.333sup
1.05sup .
e
e
e
w
w
w
ρ
ρ
ρ
∞
∞
∞
=
=
=
 (52) 
                     
Quindi, ad esempio, per una qualsiasi : 1w w ≤  , dipendente eventualmente anche da x,  e per 
un qualsiasi stato iniziale 0 0: 2.12Px x ≤  , dopo  un tempo al più pari a 3 sec , a meno del 5%, 
1 2( ) 1.06, ( ) 0.333, ( ) 1.05x t x t x t≤ ≤ ≤  . E’ facile constatare per via numerica che se si 
applica un’onda quadra di ampiezza unitaria e periodo pari a 2sec  , a regime,  il valore 
massimo di 1x  risulta pari a .205 , mentre la maggiorazione calcolata risulta pari a 0.333 . 
Se invece : 0.1w w ≤  e 0 0: 2.12Px x ≤  , applicando le (46) e (49), si ha che dopo un tempo al 
più pari a 11,83 sec , a meno del 5%, 1 1( ) ( ) .0333e t x t= ≤ . 
 
Osservazione 1.6. Le approssimazioni fatte per determinare un minorante di V−  hanno 
consentito di “approssimare” un sistema lineare o non con un sistema del primo ordine 
caratterizzato da una “costante di tempo” maxτ   data da 
 
  72                                                     Controllo dei Sistemi Lineari e non a Parametri Incerti 
max 1
min
2
min ( )QP
τ λ −= , (53)        
 
e da un “guadagno” dato da 
 
1
max max max( ) ( )
T T
eg CP C B PBλ τ λ−∞ = . (54)        
 
I seguenti risultati consentono di semplificare la determinazione di una buona matrice P  ed il 
calcolo sia di maxτ   che di  eg ∞ . 
 
Teorema 1.3.  Si  supponga che la matrice  
 
ˆ ˆ(0,0, )A A p= , (55) 
 
ove p  è il valore nominale dei parametri del sistema, abbia ν  autovalori reali e 
distinti , 1, ,i iλ ν= … , ed 2
n νμ −=  coppie distinte di autovalori complessi coniugati 
, 1, ,h h hj hλ α ω μ± = ± = … . 
Inoltre, siano , 1, , ,iu i ν= …  e , 1, , ,h ah bhu u ju h μ± = ± = …  gli autovettori corrispondenti. 
Allora, denotando con *Z  la trasposta  coniugata di n nZ C ×∈ , le matrici: 
( ) ( ) 11*
1 1
2T T Ti i ah ah bh bh
i h
P ZZ u u u u u u
μυ −−
= =
⎡ ⎤= = + +⎢ ⎥⎣ ⎦∑ ∑  (56)                          
( ) ( ) ( ) 11* * 1
1 1
1 1 1
2
T T T
i i ah ah bh bh
i hi h
Q Z Z u u u u u u
μυ
λ α
−
− −
= =
⎡ ⎤= − Λ +Λ = − + +⎢ ⎥⎣ ⎦∑ ∑ , (57) 
con 1 1 1 1 1a b a b a b a bZ u u u ju u ju u ju u juυ μ μ μ μ⎡ ⎤= + − + −⎣ ⎦… … , soddisfano l’equazione di 
Lyapunov  
ˆ ˆTA P PA Q+ = −  (58) 
Inoltre, se gli autovalori di  Aˆ  sono tutti a parte reale negativa allora le matrici  P  e Q  sono 
entrambe d.p. e 
 
( ) ( ){ } ( )1max max
1,2, ,
1 1 ˆ
22 max Re ii n
Q P Aλ τλ
−
=
= − =⋅
…
. (59) 
♦ 
Lemma 1.4. Siano P e Q due matrici simmetriche, con P d.p.  Allora la matrice 1−= PQR , in 
generale non simmetrica, è simile ad una matrice simmetrica, cioè esiste una matrice non 
singolare T tale che 
 
STPQTRTT == −−− 111 ,  con  SS T = . (60)                        
♦ 
 
Capitolo 6  Nuovi Risultati                                                                                                        73 
Osservazione 1.7. Dal Lemma 1.4 segue che gli autovalori di 1−= PQR  sono uguali a quelli 
di S e, quindi, reali. 
 
Esempio 1.4. Date le matrici 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
0.8436    0.7823    0.2472
0.7823    1.0216    0.2055
0.2472    0.2055    0.0931
P  (d.p.),  
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
55.6251   62.2943   38.6312
62.2943   82.6832   42.1349
38.6312   42.1349   18.3542
Q
   
(61)
 
                         
si ha 
 
31
0.4236-   0.1359    1.2403
0.5131-   0.1954    1.3843
0.1222-   0.0537    0.4033
1 eQPR
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
== −
 
(62) 
 
i cui autovalori sono 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
 39.70250  
 126.7492-
  262.1522  
)(Reig . (63)                         
 
E’ facile verificare che tali autovalori coincidono con quelli della matrice simmetrica 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
83.9382     8.4681-  193.5817-
8.4681-    39.6039    0.8417-  
193.5817-  0.8417-   51.5633   
S . (64)                         
   
   
Lemma 1.5. Siano 0S  ed 1S due matrici simmetriche e Rppp ⊂∈ +− ],[  un parametro. Allora 
 
)(min 10min],[ pSSppp ++−∈ λ = )(min 10min, pSSppp ++−= λ  (65a) 
)(max 10max
],[
pSS
ppp
++−∈ λ = )(max 10max, pSSppp ++−= λ , (65b) 
 
cioè  gli autovalori minimi e massimi di 10)( pSSpS +=  al variare di Rppp ⊂∈ +− ],[  
vengono assunti in uno degli estremi dell’intervallo  ],[ +− pp . 
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Fig.  1.7 Andamento di min ( )Sλ rispetto a p . 
♦ 
 
Esempio 1.5. Nella Fig. 1.8 vengono riportati tipici andamenti di  )( 10min pSS +λ  rispetto a p. 
 
 
Fig. 1.8 Tipici andamenti di )( 10min pSS +λ rispetto a p . 
 
Lemma 1.6. Sia  
 
0 1,A A pA= +      0 1, ,nxnA A R p R∈ ∈ , (66)                         
 
e  nxnRP∈  una matrice simmetrica  d.p.  Allora esistono due matrici simmetriche 0S  ed  1S  
tali che la matrice 
 
10 pSSS +=  (67)                         
 
ha gli stessi autovalori (reali) della matrice 
 
1,R QP−=  (68) 
 
ove ( )TQ A P PA= − + .  
♦ 
 
Si può, infine, stabilire il seguente fondamentale risultato 
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Teorema 1.4. Sia 
 
{ }
1 2
1 2
1 2
... 1 2
, ,..., 0,1
... ii ii i i
i i i
A A μμ
μ
μπ π π
∈
= ∑  (69) 
 
una matrice reale n n×  dipendente multilinearmente dai parametri 
 { }1 2[ ... ] :T Rμμπ π π π π π π π− += ∈∏ = ∈ ≤ ≤  (70) 
 
e n nP R ×∈  una matrice simmetrica d.p. Allora il minimo (risp. il massimo) di )( 1min −QPλ  
(risp. di )( 1max
−QPλ ), ove ( )TQ A P PA= − + , viene assunto in uno dei 2μ  vertici di  ∏ . 
 
♦ 
Il Teorema 1.4 si può generalizzare come segue  
 
Teorema 1.5. Sia 
 
{ }
1 2
1 2
1 2
... 1 1 2 2
, ,..., 0,1
( ) ( ) ... ( )i i ii i i
i i i
A A g g gμ
μ
μ
μ μπ π π
∈
= ∑  (71) 
                                 
una matrice reale n n× , in cui  
 { }1 2[ ... ] :T Rμμπ π π π π π π π− += ∈∏ = ∈ ≤ ≤  (72)                           
                                
e ciascuna funzione , 1,..., ,ig i n=  è continua rispetto al suo argomento, e  n nP R ×∈  è una 
matrice simmetrica d.p. Allora il minimo (risp. il massimo) di )( 1min
−QPλ  (risp. di 
)( 1max
−QPλ ), ove ( )TQ A P PA= − + , viene assunto in uno dei 2μ  vertici di  Γ , ove 
 { }1 1: min[ ... ] max[ ... ]R g g g gμ μ μγ γΓ = ∈ ≤ ≤ . (73) 
♦ 
 
Osservazione 1.8. Il Teorema 1.4 è particolarmente utile per l’applicazione del Teorema 1.2 
nell’ipotesi che la matrice A  del sistema (30) sia multilineare rispetto a  
1 2 1 1 1[ .... ] [ ... ... ]n nt x x p pυ υπ π π π + += =  o rispetto a funzioni continue 
( ), 1, 2,..., 1,i ig i nπ υ= + + . 
 
Nel seguito viene riportato un semplice esempio che illustra abbastanza bene l’utilità e 
l’efficienza dei risultati stabiliti in questa sezione. 
 
Esempio 1.6. Si supponga che il moto del braccio di un robot, del carico di una gru, del rollio 
di una nave sia descritto dalle seguenti equazioni 
 
2
1 1 1 1 2 1 3 2 2 1
0 1 0
; ,
( ) ( ) 0.0104
x x w e x
g x p p p p p g x p
⎡ ⎤ ⎡ ⎤= + =⎢ ⎥ ⎢ ⎥− − − ⎣ ⎦⎣ ⎦
  (74) 
                                 
ove: 
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1
1 1
11 1 2 2 2 2
1
sin( ) , 0
( ) , ( ) (100 )
1, 0
x se x
xg x g x tg x x
se x
−
⎧ ≠⎪= =⎨⎪ =⎩
, (75a) 
                      
[ ] [ ] [ ]1 2 30.9, 1.1 , 0.95, 1.05 , 0.09, 0.11p p p∈ ∈ ∈ . (75b) 
                      
Se 
 
1 2 11, 1, 0.1p p p= = =   , (76) 
                            
applicando il  Teorema 1.3 si ha 
 
1 0.5
0.5 1
P ⎡ ⎤= ⎢ ⎥⎣ ⎦ . (77) 
 
Per 
 
1 2, , ,3 3 3 3
x xπ π π π⎡ ⎤ ⎡ ⎤∈ − ∈ −⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ , (78) 
                                  
calcolando, secondo il Teorema 1.5,  solo in 32  punti l’autovalore minimo di  1QP−   (cfr. Fig. 
1.9  in cui    
 
 
Fig. 1.9 1min ( )QPλ − al variare dei parametri e 1min ( )QPλ − calcolato in 32 punti. 
 
vengono riportati tali valori insieme a quelli in circa 20000  punti) si ha  
 
max 3.34τ =  .  (79) 
     
Applicando la (54) i  “guadagni 1 2, ,w e w e w e→ → → ” risultano  
 
0.0594eg ∞ = ,  1 0.0420eg ∞ = ,  2 0.0420eg ∞ = . (80) 
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     Fig. 1.10 Insieme degli stati iniziali. 
 
Quindi per una qualsiasi : 5w w ≤  , dipendente eventualmente anche da x,  e per un qualsiasi 
stato iniziale (cfr. Fig. 1.10) 0 0: 0.8225Px x ≤  o, anche, per 
10 [ , ] [ 30 , 30 ]6 6
x rad radπ π∈ − = − ° ° , 20 [ / sec, / sec] [ 30 / sec, 30 / sec]6 6x rad rad
π π∈ − = − ° °  o, 
infine, con 10 [ 52 , 52 ]x ∈ − ° ° , 20 0 / secx = ° ,  con una max 3.34secτ = ,  1( )x t  tende ad un valore 
non maggiore di 0.210 12.0rad = ° . 
 
Osservazione 1.9.  Le stime dei guadagni 1, ,...,e e emg g g∞ ∞ ∞ e della costante di tempo maxτ  che 
si ottengono con i risultati stabiliti dipendono dalla funzione di Lyapunov e, quindi, dalla 
matrice P . Se si considera più di una matrice P  chiaramente conviene scegliere i valori più 
piccoli sia dei guadagni che della costante di tempo. Si vuol far notare che scegliendo P  
secondo il Teorema 1.3, in virtù anche dei Lemma 1.1 e 1.3, si ottengono in generale delle 
buone stime sia dei guadagni che della costante di tempo.  
Per il sistema dell’Esempio 1.3, che è lineare e stazionario,  la P  data dalla (51), determinata 
con il Teorema 1.4, ha fornito proprio la max ( ) 1secAτ =  ed un guadagno 1 0.333eg ∞ = , che può 
ritenersi buono visto che il guadagno ad un’onda quadra di periodo pari a 2sec  è di 0.205 .  
Per tale esempio, considerando 1000 matrici P  ottenute risolvendo 1000 volte l’equazione 
T TA P PA S S Q+ = − = − , con S  random non singolare, la più piccola maxτ  ottenuta è risultata 
pari a max 1.10secτ =  ed il relativo  1eg ∞  pari a 1 0.374eg ∞ = , mentre il più piccolo guadagno 
1eg ∞  è risultato pari a  1 0.365 eg ∞ =  e la relativa maxτ   uguale a max 1.13secτ = .  
Per il sistema dell’Esempio 1.6, che non  è lineare e stazionario,  la P  data dalla (77), 
determinata con il Teorema 1.4, ha fornito max 3.34secτ =  ed un guadagno 1 0.0420eg ∞ = .  Per 
tale esempio, considerando 1000 matrici P  ottenute risolvendo 1000 volte l’equazione 
T TA P PA S S Q+ = − = −  , con S  random non singolare, solo in 438 casi si è ottenuta una 
( , )Q x p  d.p. Per le P  per cui le Q  sono risultate d.p., la più piccola maxτ  ottenuta è risultata 
pari a max 2.66secτ =  ed il relativo  1eg ∞   pari a 1 0.0557eg ∞ = , mentre il più piccolo guadagno 
1eg ∞  è risultato pari a 1 0.0501 eg ∞ =  e la relativa maxτ  uguale a max 3.07secτ = .  
 
Esempio 1.7. Si consideri il sistema di controllo di Fig. 1.11 
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Fig. 1.11 Sistema di controllo considerato. 
 
ove: 
 
r  è il riferimento, 
d  è il disturbo, 
y  è l’uscita, 
e  è l’errore, 
u  è il segnale di controllo, 
1p  è un parametro incerto del processo, 
2p  è un parametro incerto del guadagno del controllore, [ ]1,1−∈α . 
 
Dallo schema di Fig. 1.11 si ha 
 
epetkVpVtyrpetkVpVtV ),,(),,())(,,(),,( 2121 +−=−+−= αα . (81) 
 
Ponendo 
 
Vdryrex −−=−== , (82) 
 
si ha 
 
[ ] bwaxdrpxdrtdrxpxtkpxdrtx +=−−−+−++−−−= ))(,,(),,(),,( 121 αα  ; (83a)  
cxe = , (83b) 
 
ove: 
 [ ]ka +−= α , 
1=b , 
1=c , (84) 
)( drdrw −+−= α . 
 
Scegliendo 
 
1=P  (85) 
 
si ha, applicando la (43) 
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)min(
1
max k+= ατ , (86) 
 
ed applicando la (48) 
 
)(maxmax drdre e −+−=≤ ∞ ατρ  . (87) 
 
Per garantire la stabilità del sistema di controllo è necessario che 1>k e, per ottenere a regime 
un errore non maggiore del %5 , ad esempio per tutti i riferimenti ed i disturbi tali che 
 
1≤r ,  1≤r ; (88) 
 
1≤d ,  1≤d , (89) 
 
si deve avere 
 
81min >k . (90) 
 
 
Osservazione 1.10. Dall’Esempio 1.7, come preannunciato nella Formulazione del Problema, 
si comprende come la teoria sviluppata sia estremamente utile per progettare controllori di 
sistemi non lineari che garantiscono prefissati errori massimi e velocità di convergenza per una 
classe di segnali e di disturbi abbastanza generale purché limitati con la loro derivata. 
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6.2 Un Metodo Molto Efficiente di Stabilizzazione Robusta per 
un’Importante Classe di Sistemi Non Lineari a Parametri Incerti 
 
In questo paragrafo vengono stabiliti nuovi teoremi sulla stabilizzazione pratica per 
un’importante classe di sistemi non lineari ed a parametri incerti comprendente i sistemi 
meccanici articolati e non. Tali teoremi consentono di progettare facilmente leggi di controllo 
del tipo PD più un eventuale termine di compensazione imperfetta delle nonlinearità e/o dei 
disturbi che consentono di soddisfare specifiche di robustezza rispetto alle incertezze, rispetto 
alla velocità di convergenza e rispetto ai valori a “regime” dell’uscita e della sua derivata. 
Le dimostrazioni dei risultati presentati in questo paragrafo non sono state riportate perché 
contenute in [45], che non è stato ancora pubblicato. 
 
 
6.2.1 Formulazione del Problema e Preliminari 
 
Si consideri il seguente 
 
Problema 2.1. Dato il sistema dinamico non lineare 
 
),,,(),,,( yyptfuyyptFy  += , (1) 
 
dove Rt ∈  è il tempo, my R∈  è l’uscita, lu R∈  è l’ingresso di controllo, p Rυ∈℘⊂  è il 
vettore dei parametri incerti, con ℘ insieme compatto, m lF R ×∈ , mf R∈  sono 
rispettivamente una matrice ed un vettore non lineari, continui rispetto ai loro argomenti e 
limitati rispetto a t  con 
 
rango ( )F m= ,  (2)         
   
un sottoinsieme compatto 20
mX R⊂  di condizioni iniziali ammissibili, una costante di tempo 
massima 0τ > , dei valori 0, 0i iy y> >  che ( ) , ( ) , 1,..., ,i iy t y t i m=   per t →∞  , non 
devono superare, si progetti una legge di controllo continua del tipo 
 
( )p d cu H K y K y u= − + + ,   (3)     
                                       
dove pK ,
m m
dK R
×∈  sono matrici costanti e l mH R ×∈ , lcu R∈  sono una matrice ed un vettore 
dipendenti in generale da , , ,t y y p ,  tale che (cfr.  Fig. 2.1) 
 
0
( ) (0)
, , , 0
(0)
( )
t
i i i
t
i i i
y t c e y y
X p t
y
y t c e y
τ
τ
−
−
⎧ ≤ + ⎡ ⎤⎪ ∀ ∈ ∀ ∈℘∀ ≥⎨ ⎢ ⎥⎣ ⎦⎪ ≤ +⎩
  
, (4) 
 
con i ic e c  costanti opportune. 
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Fig. 2.1 Rappresentazione grafica del Problema 2.1. 
  
Per risolvere il Problema 2.1 si noti che il sistema (1) retroazionato mediante la legge di 
controllo (3) può essere messo nella forma 
 
0 0
p d
I
x x w
GK GK I
⎡ ⎤ ⎡ ⎤= +⎢ ⎥ ⎢ ⎥− − ⎣ ⎦⎣ ⎦
  (5) 
 
ove: 
 
y
x
y
⎡ ⎤= ⎢ ⎥⎣ ⎦ , (6a) 
 
FHG =  , (6b) 
 
fFuw c +=  (6c) 
 
ed I  è la matrice identità di ordine m . 
Se la matrice F  è perfettamente nota, scegliendo 
 
1( )T TH F F FF+ −= = , (7) 
 
il sistema (5) diventa 
 
w
I
x
KK
I
x
dp
⎥⎦
⎤⎢⎣
⎡+⎥⎦
⎤⎢⎣
⎡
−−=
00 , (8) 
 
che è lineare e stazionario, se w  è indipendente da x .  
 
Se si sceglie 
 
2
pK a I=  (9a) 
2dK aI=  (9b) 
 
allora  il sistema (8) è composto da  m  sottosistemi non interagenti identici ognuno descritto 
da 
  82                                                     Controllo dei Sistemi Lineari e non a Parametri Incerti 
  
iii wxaa
x ⎥⎦
⎤⎢⎣
⎡+⎥⎦
⎤⎢⎣
⎡
−−= 1
0
2
10
2  (10) 
 
ove: 
 
,ii i
i
y
x w componente i esima di w
y
⎡ ⎤= = −⎢ ⎥⎣ ⎦
 . (11) 
 
I parametri caratteristici di ciascun sottosistema lineare e stazionario (10) sono: 
 
1. autovalori di Butterworth di modulo a, cioè 
 
            )
2
2
2
2( ja ±−=λ   (12) 
 
2. costante di tempo 
 
            
a
2=τ  (13) 
 
3. coefficiente di smorzamento 
 
            
2
2=ς  (14) 
 
•  considerando come uscita iy : 
 
4. guadagno in continua 
 
             G= 2
1
a
 (15a) 
5. banda passante 
 
            / secs a radω =  (15b) 
 
6. sovraelongazione 
 
            0.43%s =  (15c) 
 
7. risposta forzata massima  
 
            
max2max
09.1
ii wa
y ≤  (15d) 
 
•  considerando come uscita iy : 
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8. guadagno in continua  nullo 
  
9. pulsazione di risonanza  
 
            / secr a radω =  (16a) 
 
10. picco di risonanza  
 
            1
2r
M
a
=  (16b) 
 
11. banda passante 
 
            [ ] [ ], 0.518 ,1.93 / seci s a a radω ω =  (16c) 
 
12. risposta forzata massima  
 
            
maxmax
95.0
ii wa
y ≤  . (16d) 
 
Se  F  non è perfettamente nota allora il sistema (5) in generale è non lineare e non 
stazionario. Scegliendo  pK  e dK  sempre  secondo le (9) il sistema (5) diventa 
 
2
0 0
( ) ( , , ) ( , , )
2 c
I
x x Fu f A t x p x Bw t x p
Ia FH aFH
⎡ ⎤ ⎡ ⎤= + + = +⎢ ⎥ ⎢ ⎥− − ⎣ ⎦⎣ ⎦
  (17) 
 
La stabilità pratica di tale sistema, una stima della costante di tempo di convergenza e delle 
uscite massime per t →∞  per un qualsiasi w  limitato possono essere ottenute via Lyapunov. 
A tale scopo sono necessari i seguenti risultati preliminari. 
 
Teorema 2.1. Siano P e Q due matrici simmetriche, con P d.p.  Allora Q  è d.p. se e solo se la 
matrice 1R QP−= , in generale non simmetrica, ha tutti gli autovalori positivi.                            
 ♦ 
Teorema 2.2. Si  supponga che il sistema (17) goda della seguente proprietà: 
 
esiste una matrice costante  P  d.p.  ed un  0 0ρ >  tali che la matrice   
 
)( PAPAQ T +−=   (18) 
 
risulta  d.p. 
0
0, ,t x S pρ∀ ≥ ∀ ∈ ∀ ∈℘, ove 
 { }0 2 00: TS x x Px Xρ ρ= ≤ ⊇  ,  (19)  
 
e 
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0
0
max
1
0, ,min0, ,
2 ( )
sup
min ( )
T
f
t x S p
t x S p
B PB
w
QP ρ
ρ
λρ λ − ≥ ∈ ∈℘≥ ∈ ∈℘
=   (20) 
    
è minore di 0ρ . 
Allora si ha 
 
max
0( ) ( )
t
f fP
x t e τ ρ ρ ρ−≤ − + , 
0
0, ,t x S pρ∀ ≥ ∀ ∈ ∀ ∈℘ (21)                    
ove: 
 
T
P
x x Px= ,  (22) 
 
0
max 1
min0, ,
2
min ( )
t x S p
QP
ρ
τ λ −≥ ∈ ∈℘
= . (23)                          
   ♦ 
 
Teorema 2.3. Sia data una matrice  n nP R ×∈   d.p.  ed  una matrice r nC R ×∈  di rango r .  Se 
 
P
x ρ≤ , (24) 
                                 
allora il più piccolo α   tale che 
 
v
P
xα αρ≤ ≤ , (25) 
 
ove v Cx= , risulta 
 
1
max ( )
TCP Cα λ −= . (26) 
  ♦ 
6.2.2 Risultati Fondamentali 
 
Teorema 2.4.  Sia 
 
2 2
2
0
( , , )
( , , ) ( , , ) 2 ( , , ) ( , , )
m m
I
A A t x p R
a F t x p H t x p aF t x p H t x p
×⎡ ⎤= = ∈⎢ ⎥− −⎣ ⎦
  (27) 
 
e   
 
2 2
2
2
m m
aI I
P R
I I
a
×
⎡ ⎤⎢ ⎥= ∈⎢ ⎥⎢ ⎥⎣ ⎦
.  (28) 
 
Allora la matrice . . 0P è d p a∀ >  ; inoltre  
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min min1
min
min
2 [ ( ) 1], ( ) 2
( )
2 , ( ) 2
T T T T
T T
a H F FH se H F FH
QP
a se H F FH
λ λλ λ
− ⎧ + − + <⎪= ⎨ + ≥⎪⎩
 , (29) 
 
ove 
 
( )TQ A P PA= − + .  (30) 
 ♦ 
Teorema 2.5. Si consideri il sistema (1) retroazionato mediante la legge di controllo 
 
2( 2 ) cu H a Iy aIy u= − + + . (31)     
  
Si supponga che , , ca H u  siano tali che 
 
( )0 0 0min min0, , ,
min ( ) 1T T
t y y S p
l H F FH
ρ
λ≥ ∈ ∈℘= + > , (32) 
 
( )
0
2
0 0 0 0 0 0 0 0 0
2, : 2 2T T TS y y ay y y y y y
aρ
ρ⎧ ⎫⎪ ⎪= + + ≤⎨ ⎬⎪ ⎪⎩ ⎭
     (33) 
 
contiene l’insieme delle condizioni iniziali ammissibili e 
 
4
min
min
4
min
8 , 2
( 1)
8 , 2
f
W se l
a a l
W se l
a a
ρ
⎧ <⎪ −⎪= ⎨⎪ ≥⎪⎩
 (34) 
 
è minore di 0ρ , ove 
 
fFuw c += , (35a) 
 
0 0 00,( , ) ,
sup
t y y S p
W w
ρ≥ ∈ ∈℘
=

. (35b) 
 
Allora ( )
00 0
,y y Sρ∀ ∈  si ha 
 
( )
, , 0
( )
t
i i i
t
i i i
y t y c e y
p t
y t y c e y
τ
τ
−
−
⎧ ≤ ≤ +⎪ ∀ ∈℘∀ ≥⎨⎪ ≤ ≤ +⎩    
 (36) 
 
ove: 
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min
min
2 , 2
( 1)
2 , 2
min
se l
a l
se l
a
τ
⎧ <⎪ −⎪= ⎨⎪ ≥⎪⎩
, (37) 
 
min2
min
min2
2 , 2
( 1)
2 , 2
i
W se l
a ly
W se l
a
⎧ <⎪ −⎪= ⎨⎪ ≥⎪⎩
, (38) 
 
 
min
min
min
2 , 2
( 1)
2 , 2
i i
W se l
a ly ay
W se l
a
⎧ <⎪ −⎪= = ⎨⎪ ≥⎪⎩
 . (39) 
  ♦ 
Osservazione 2.1. Si noti che una delle condizioni sufficienti affinché si abbia convergenza è 
che min ( ) 1
T TH F FHλ + > . Se è soddisfatta la condizione più forte 
 
min ( ) 2
T TH F FHλ + ≥ , (40)  
 
detta condizione di stabilità robusta, si ha che 
 
• τ  risulta 
 
2
a
τ = ,  (41) 
 
cioè dipende solo dal parametro di progetto a  e coincide con la (13), che si ottiene 
scegliendo la H  secondo la (7), la quale richiede la conoscenza esatta di F; 
 
• i legami ingresso uscita di “regime” risultano: 
 
2
2( )iy t y Wa
≤ ≤  (42) 
 
2( )iy t y Wa
≤ ≤  , (43) 
 
 
mentre, se si sceglie la H  secondo la (7), nell’ipotesi che w  sia indipendente da e y y , 
dalle (15d), (16d) si ha: 
 
2
1.09y W
a
≤  (44) 
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      .95y W
a
≤ , (45) 
 
      dimostrando quanto le (42) e (43) siano poco conservative. 
 
Osservazione 2.2. Dalle (3), (42) (43) si ha: 
• se il sistema (1) non ha nonlinearità addizionali ( )0f =  o se si riesce a compensarle 
perfettamente,  ( ) ed ( )y t y t , per t →∞ , tendono a zero; 
• i valori limite di ( ) e ( )y t y t  si possono ridurre aumentando a  e/o compensando 
maggiormente, con azioni di cu  semplici, la nonlinearità f . 
 
Per quanto concerne la scelta di una matrice H  che soddisfa la condizione di stabilità robusta 
(40) vale il seguente 
 
Teorema 2.6. Alcune possibili scelte della matrice H  che soddisfano la condizione (40) 
sono: 
 
1. Se m l= , TF F+  è . .d p  e si desidera una legge di controllo (3) di tipo PD (o a 
reazione di stato, se è misurabile sia che y y ) disaccoppiata, lineare e tempo 
invariante allora H  si può scegliere pari a 
 
      H hI= ,  (46) 
 
      con  
 
      
min
2
( )T
h
F Fλ≥ + , (47) 
 
      oppure pari a 
 
      1 2( , , ..., )mH diag h h h= ,  (48) 
 
      con  1 2, , ..., mh h h   tali da soddisfare la (40).  
 
2.   Se si può far ricorso ad un controllore PD accoppiato allora H  si può scegliere pari a 
 
      TH hF= ,  (49) 
 
      con h  tale che: 
 
      
min
1
( )T
h
FFλ≥ , (50) 
 
      se F  è perfettamente nota ed il suo calcolo in linea non è oneroso, pari a 
 
      TH hF=  ,  (51) 
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      con F , opportuna approssimazione di F , ed  h  tali che: 
 
      
min
2
( )T T
h
FF FFλ≥ +  , (52) 
 
      se F  non è  perfettamente nota e/o il suo calcolo in linea  è oneroso. 
  ♦ 
6.2.3 Caso dei Sistemi Meccanici 
 
E’ ben noto che il modello di un generico sistema meccanico, articolato o non, con eventuali 
elasticità che si possano ritenere concentrate, (ad esempio un robot, una struttura portante di 
un’opera di ingegneria civile, …),  può essere descritto da un’equazione del tipo 
 
( , ) ( , , ) ( , , )B y p y Tu c y y p g t y p= + +  ,  (53) 
 
ove my R∈  è il vettore delle coordinate lagrangiane, m mB R ×∈ è la matrice d’inerzia, che è 
simmetrica e . .d p , mc R∈  è il vettore delle forze di Coriolis, di attrito viscoso ed isteretico, 
mg R∈  è il vettore delle eventuali forze elastiche, di gravità e delle varie azioni di disturbo, 
lu R∈  è il vettore delle forze sviluppate dagli attuatori e m lT R ×∈  è la matrice di trasmissione 
dell’azione di controllo. In questo lavoro, per brevità, si suppone che .T I=    
Per tali sistemi, essendo 
 
1F B−= ,  (54) 
 
la determinazione di una matrice H  che soddisfa la (40) è abbastanza semplice. 
Infatti valgono i  seguenti teoremi. 
 
Teorema 2.7. Un valore di h  che soddisfa la (47) risulta 
 
max ( )h Bλ≥ .  (55) 
  ♦ 
Teorema 2.8. Sia 
 
{ }
1 2
1 2
1 2
... 1 1 2 2
, ,..., 0,1
( ) ( ) ... ( )i i ii i i
i i i
B B g g gμ
μ
μ
μ μπ π π
∈
= ∑  (56) 
                                 
una matrice reale, simmetrica, di dimensioni m m× , ove  
 { }1 2[ ... ] :T Rμμπ π π π π π π π− += ∈∏ = ∈ ≤ ≤  (57)                          
                                
e ciascuna funzione , 1,..., ,ig i μ=  è continua rispetto al suo argomento. Allora il massimo di 
max ( )Bλ  viene assunto in uno dei 2μ  vertici di  Γ , ove 
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{ }1 1: min[ ... ] max[ ... ]R g g g gμ μ μγ γΓ = ∈ ≤ ≤ . (58) 
  ♦ 
Osservazione 2.3. Poiché per un robot la matrice d’inerzia è funzione lineare dei parametri 
(cfr. [39]) e dei coseni degli angoli relativi tra i vari bracci (cfr. [46]), dal Teorema (2.8) segue 
che il max
,
max ( ( , ))
mp y R
B y pλ
∈℘ ∈
 viene assunto in corrispondenza dei valori dei parametri estremali 
e per quella configurazione per cui il robot risulta più spiegato. 
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6.3 Un Metodo Generale ed Efficiente di Controllo Robusto per 
Sistemi Meccanici Non Lineari a Parametri Incerti 
 
In questo paragrafo, tenendo conto che vi sono moltissimi sistemi meccanici lineari e non, 
soggetti a disturbi e ad incertezze, che necessitano di essere controllati efficacemente, viene 
presentata una nuova tecnica di progetto molto generale, che consente di determinare 
facilmente leggi di controllo semplici e robuste per costringere un sistema meccanico a 
seguire una preassegnata traiettoria, limitata in accelerazione, con prefissati errori massimi in 
posizione e in velocità e preassegnata velocità massima di convergenza. L’efficienza  del 
metodo viene illustrata mediante la progettazione di una legge di controllo decentralizzata del 
tipo PD per un robot industriale a tre bracci che deve periodicamente effettuare lavorazioni in 
determinati punti di un corpo in rotazione. 
I risultati presentati in questo paragrafo sono stati pubblicati (cfr. [43]). 
  
 
6.3.1 Risultati Teorici Preliminari 
 
Problema 3.1.  Dato il sistema dinamico non lineare 
 
),,,(),,,( yyptfuyyptFy  += ,                                    (1) 
 
dove Rt ∈  è il tempo, νRy∈ è l’uscita, mRu∈  è l’ingresso di controllo, μRp ⊂∈℘  è il 
vettore dei parametri incerti del sistema, con ℘ insieme compatto, mRF ×∈ ν  e νRf ∈ sono  
rispettivamente una matrice ed un vettore non lineari con 
 
 rango ν=)(F ,                             (2) 
 
e due sottoinsiemi compatti ν2RTT ⊆⊂ +− , 
 
si progetti una legge di controllo continua del tipo:  
 
cdp uyKyKHu ++= )(  ,                                                (3) 
 
dove pK ,
νν×∈ RKd  sono matrici costanti e ν×∈ mRH , νRuc ∈ , dipendenti in generale da 
yypt ,,, , sono tali che (cfr. Fig. 3.1) 
 
,0
+∈∀ Tx +∈Ttx )( and −∞→ ∈Ttxt )(lim ,  (4) 
 
dove 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
y
y
x  .  (5) 
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+T
−T y
y
0x •
)(tx
 
Fig. 3.1 Rappresentazione grafica di un sistema stabile praticamente. 
 
  
Il Problema  3.1 può essere risolto usando il seguente teorema (cfr. Paragrafi 6.1 e 6.2). 
 
 
Teorema 3.1. Il Problema 3.1 può essere risolto scegliendo la matrice H in modo che 
 
1)(min −<+ TT FHFHλ , (6) 
 
pK e dK come segue: 
 
IaK p
2= ,    0,2 >= aaIK d ,  (7) 
 
dove  I denota la matrice identità ν xν , 
cu  ed  a  tali che 
 
8
32
2
awwwT <⎟⎟⎠
⎞
⎜⎜⎝
⎛= ρρ , ⎪⎩
⎪⎨
⎧
∈℘∀
−∈∀
∈∀
−+
+−
p
CCx ρρ
ρρρ ],(
  , (8) 
 
dove 
 
fFuw c += , (9) 
 { }
{ } ++
−−
⊇≤=
⊆≤=
+
−
TxdxC
TxdxC
ρ
ρ
ρ
ρ
)(:
)(:
 , (10) 
                                       
in cui )(xd  è la distanza di x  dall’origine, definita dalla forma quadratica d.p.  
 
,222
2/22),()( 22
n
T
nn
T
nn
T
n
TTT
yyyyyy
yyyyayayyydxd


++=
++==
  (11) 
 
ove 
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, /n ny a y y y a= =  .                                             (12) 
 
Inoltre, se  
 
2)(min −≤+ TT FHFHλ                                                (13) 
 
La velocità di convergenza al generico iper-cerchio (secondo la metrica d ) ρC di raggio ρ  e 
centro (0,0) 
 { }ρρ ≤= ),(:),( yydyyC  ,     +− ≤< ρρρ             (14) 
 
è non maggiore di quella di un esponenziale caratterizzato da una costante di tempo (cfr. Fig. 
3.2) 
 
ρ
ρ
ττ ρ −∞
−
=
1
,      
a
2=∞τ .                                           (15) 
  ♦ 
1ρτ
2ρτ
3ρτ
y
2ρ3ρ
y
1ρ
 
Fig. 3.2 Rappresentazione grafica della velocità di convergenza. 
 
 
Osservazione 3.1. Mediante un teorema dimostrato in [42] e nel Paragrafo 6.1 l’iper-cerchio 
−ρC  può essere approssimato con il più pratico iper-rettangolo che lo contiene (cfr. Fig. 3.3): 
 { }υρ ,...,2,1,,:),( =<<=− iyyyyyyR iiii  ,    (16) 
 
dove 
 
4 2
iy a
ρ−=     
-4 2i iy a ayρ= = ,                                    (17)   
 
in cui 
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℘∈∀
Γ∈∀
−
−
==
p
yywWWaa ρ
ρ ),(
4
max,8  ,                 (18)                           
                                               
ove −Γρ  denota la frontiera di −ρC , ossia l’iper-circonferenza di raggio −ρ  
 { }−==Γ − ρρ ),(:),( yydyy  .     (19) 
 
Fig. 3.3 Approssimazione di −ρC con Rρ− . 
 
6.3.2 Risultati Fondamentali 
 
E’ ben noto che un sistema meccanico eventualmente articolato (edificio, robot, …) si può 
descrivere mediante l’equazione 
 
TudcqB ++= , (20)  
               
ove: 
 
νRSq L ⊆∈  è il vettore delle coordinate lagrangiane,  con LS  spazio di lavoro, delimitato da 
vincoli fisici dipendenti dal sistema e/o dal mondo circostante, 
 
),( qpB  è la matrice d’inerzia, in cui μRp ⊂∈℘  con ℘ compatto, è il vettore dei parametri 
incerti del sistema meccanico, 
 
qqqpCc ),,(=  è il vettore delle forze generalizzate centrifughe, di Coriolis e d’attrito, 
 
),,( qptdd =  è il vettore delle forze generalizzate gravitazionali e di eventuali azioni esterne, 
 
u  è il vettore delle forze generalizzate di controllo sviluppate mediante attuatori, 
 
T è la matrice di trasmissione delle forze generalizzate di controllo. 
 
In questa trattazione si suppone per brevità che  T=I. 
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Sia  )(ˆ tq  la traiettoria che il sistema meccanico deve seguire. 
Ponendo 
 
eqqqqe
eqqqqe
 −=−=
−=−=
ˆ,ˆ
ˆ,ˆ   ,                                                  (21) 
 
ove  e  è l’errore in posizione ed  e  è l’errore in velocità, il  sistema (20) si può scrivere nella 
forma: 
 
fFue += ,   (22) 
 
ove: 
 
)(ˆ),,,(
)ˆ,(),(),,(
1
111
dcBqeeptf
eqpBqpBBeptF
+−=
−−=−=−=
−
−−−
 .  (23)                           
 
Come si può notare il modello dell’errore di inseguimento (22), (23) è un caso particolare del 
sistema (1) e, quindi, anche per esso si può porre il Problema 3.1 ed applicare opportunamente  
il Teorema 3.1 per poterne determinare facilmente delle buone soluzioni. 
 
A tal proposito si noti che, mediante la legge di controllo 
 
cdp ueKeKHu ++= )(   ,                                              (24) 
 
con  
  
IaK p
2= ,    0,2 >= aaIK d ,  (25) 
 
la condizione (13) di robustezza della stabilità, che consente di avere una 
 
a
2=∞τ   ,                                                                         (26) 
 
tenendo presente che la matrice d’inerzia B è simmetrica, diventa 
 
2)]([ 1min ≥+− THHBλ ,  (27) 
 
mentre il vettore w che consente di calcolare, mediante la (8), i raggi −+ ρρ e   e/o  solo 
 
℘∈∀
Γ∈∀
−
−
==
p
yywWWaa ρ
ρ ),(
4
max,8  ,                    (28)                           
 
che permette di stimare i valori massimi a regime degli errori ie  in posizione ed  ie  in 
velocità mediante le relazioni 
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ii
i
eaW
a
e
W
a
e
==
=
2
2
2

       ,  υ,...,2,1=i  ,                               (29) 
 
risulta 
 
)).ˆ,,(
)ˆ)(ˆ,ˆ,()(ˆ,(
)(ˆ),,,(
1
1
eqptd
eqeqeqpCueqpB
dcuBqeeptww
c
c
−+
+−−−+−=
=++−==
−
−


       (30)   
 
Ciò premesso si possono stabilire alcuni fondamentali risultati. 
 
 
Teorema 3.2. Delle possibili scelte della matrice H che garantiscono la condizione (13) di 
robustezza della stabilità ed una ∞τ data dalla (26) sono: 
 
A. se si vuole un’azione PD della legge di controllo (24) (o di reazione dello stato se è 
disponibile oltre la misura di e  anche quella di e ) disaccoppiata,  lineare e 
stazionaria: 
 
 A. 1  hIH = ,                                                      (31) 
  
 con 
          
      )(max Bh λ≥ ;                                                      (32) 
 
       A.2   ),...,,( 21 νhhhdiagH = ,                         (33)                           
                 
             con  νhhh ,...,, 21  tali che 
 
             11,...,1,1
21
max ≤⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
B
hhh
diag
ν
λ ;                (34) 
 
B. se invece si decide di utilizzare un’azione PD accoppiata : 
 
            B. 1   BH = ,                                                      (35) 
  
            se B è perfettamente nota ed il suo calcolo in linea non è oneroso;    
 
            B.2 += ),...,,(~ 02010 νhhhdiagBH        
 
 ),...,,( 21 νhhhdiag+ , (36) 
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              con B~  (opportuna approssimazione di B), 0ih  e ih , υ,...,2,1=i , tali che sia soddisfatta 
la (27), 
 
            se  B  non è  perfettamente  nota  e/o  il suo calcolo  in  linea è oneroso.      
 
Dimostrazione. La dimostrazione segue facilmente tenendo presente che la matrice d’inerzia 
B  è sempre d.p. e che ( ) nnRAAeigAeig ×− ∈∀= ,/.1)( 1 non singolare. 
  ♦ 
Osservazione 3.2.   Se  BH =   e  w è indipendente da  ),( ee   (cfr. 6.2.1),  il sistema (22) è 
lineare e stazionario composto da  ν   sottosistemi non interagenti aventi tutti, considerando 
come uscita ie , guadagno in continua  
21 a , pulsazione di taglio  superiore  a ,  costante di 
tempo  a2== ∞ττ , coefficiente di smorzamento  22=ς , sovraelongazione 
%43.0=s  e, considerando come uscita ie , picco di risonanza  a21 . 
 
Teorema  3.3.  Se le forze di attrito, centrifughe, di Coriolis, di gravità e di disturbo sono 
trascurabili, o vengono perfettamente compensate mediante un’azione 
 
dcuc −−=  ,                                                                    (37) 
 
allora: 
 
q
aa
ˆmax8
4
=
∞=
−
+
ρ
ρ
  (38) 
 
e quindi: 
 
ii
ii
eaq
a
e
eq
a
e
=≤
=≤


ˆmax2
ˆmax22
    ,  υ,...,2,1=i ,                         (39) 
 
Dimostrazione. La dimostrazione segue facilmente dalle (8), (28), (29), notando che B è 
sempre non singolare e che, se 00 ==+ cuedc   o  cu  è tale che  0=++ cudc , per la 
(30), si ha 
 
eeptqw  ,,,,ˆ ∀=  . (40)      
   ♦ 
Osservazione 3.3.  Le ipotesi del Teorema 3.3 sono soddisfatte  senza  nessuna azione di 
compensazione in  molti sistemi di rilevante interesse ingegneristico, quali diversi sistemi 
meccanici costituiti da corpi rigidi connessi con elementi elastici molto rigidi e di massa 
trascurabile (edifici, …), diversi robot  (cartesiani con opportuni contrappesi  per annullare le 
forze di gravità, …). 
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Osservazione 3.4. Le (24), (39) consentono di fare diverse importanti considerazioni. Ad 
esempio, per ridurre gli errori a regime bisogna aumentare i guadagni dei PD o ridurre 
l’accelerazione massima della traiettoria che si vuole seguire. 
 
 
Teorema  3.4.  Se qˆ  e i disturbi sono limitati, 0=cu , le forze d’attrito sono limitate in un 
intorno δℑ  di )ˆ,ˆ( qq   di raggio δ  allora 
 
0lim =−∞→ ρa  ,                                                                     (41) 
 
cioè gli errori a regime si possono rendere piccoli a piacere. 
 
Se in aggiunta le forze d’attrito sono continue nell’intorno δℑ   ed  a  è sufficientemente 
grande allora  
 
nwaa
max8
4
≅−ρ  ,                                                     (42)                  
 
ove: 
 
))ˆ,(ˆ)ˆ,ˆ,()(ˆ(ˆ)0,0,,( 1 qtdqqqpCqBqptwwn +−== −  . (43) 
 
Dimostrazione.  Si noti che se qˆ  e i disturbi sono limitati  e 0=cu , poiché la matrice 
d’inerzia e le forze di gravità sono continue rispetto ad  e ,  le  forze centrifughe e di Coriolis  
sono continue rispetto ad ee ,  e quelle d’attrito sono limitate nell’intorno δℑ  di )ˆ,ˆ( qq  , esiste 
sicuramente un  W   tale che 
 
δℑ∈∀< ),(, eeWw   .                                                         (44) 
                                 
Pertanto, per la (8), un possibile valore di −ρ  risulta 
 
W
aa
4 8=−ρ                                                  (45) 
 
se 
 { } δρ ρ ℑ⊆==Γ −− ),(:),( eedee  .                             (46) 
 
 Poiché per l’Osservazione 3.1 e la (29)  −Γρ −⊆ ρR , ove 
⎭⎬
⎫
⎩⎨
⎧ =≤≤=− νρ ...,2,1,2,2:),( 2 iWaeWaeeeR ii              (47) 
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si ha che la (46) può essere sicuramente soddisfatta se si sceglie  a  sufficientemente grande. 
Da  ciò e dalla (45)  segue la  (41). Se le forze d’attrito sono continue rispetto ad ee ,  
nell’intorno δℑ di )ˆ,ˆ( qq   si ha anche che se  nwwa →∞→ ,   e quindi la (42). 
  ♦ 
Osservazione 3.5.  E’ possibile seguire traiettorie molto velocemente con piccoli errori anche 
con valori di  a  non molo grandi se si fa ricorso ad un’opportuna azione di compensazione cu  
in modo da ridurre  w. 
 
Osservazione 3.6.  Per quanto concerne il calcolo di  +ρ ,  per brevità di trattazione, si fa 
notare che esso aumenta con  a , ossia con i guadagni dei PD,  e/o con una maggiore azione di 
compensazione. Si fa tuttavia notare che nella pratica, per ridurre l’ampiezza delle forze di 
controllo, che non sempre sono sopportabili dal sistema e che richiedono attuatori costosi ed 
ingombranti, si preferisce avviare il sistema di controllo con errori non molto elevati. 
 
 
 
6.3.3 Caso di Studio 
 
I risultati presentati nei sottoparagrafi precedenti sono stati utilizzati per progettare un 
controllore di un robot planare a tre bracci il cui compito è quello di effettuare 
periodicamemte una traiettoria di andata, costituita da un arco di circonferenza, ed una di 
ritorno, costituita da un arco di ellisse con  profili di velocità trapezoidali (cfr. Fig.  3.4, 3.5). 
Tale tipologia di lavoro è molto frequente nella pratica ingegneristica, ad esempio per 
realizzare gabbie per pali in c.a.,  per effettuare lavorazioni su determinati punti di  oggetti  
che si muovono su un nastro che presenta un tratto circolare, etc.  (cfr.  Fig. 6, 7).  
 
 
 
Fig. 3.4 Traiettoria di andata e di ritorno. 
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Fig. 3.5 Profilo della velocità. 
 
 
 
 
Fig. 3.6  Gabbia per pali in c.a. 
 
 
 
 
Fig. 3.7  Fase di saldatura dell’elica con una barra. 
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Per un robot con  
 
KgMM
mKgmmmLL
KgMmKgmmL
5.0
/5.0,5.0
1,/1,1
32
3232
111
==
====
===
 ,                         (48) 
 
ed un corpo da  lavorare in un determinato punto che si muove su una circonferenza di raggio 
 
mR 3.0= , (49)  
                          
nell’ipotesi di compensazione delle sole coppie di gravità o di piano del robot orizzontale,  
nw  è riportato in Fig. 3.8. Con un controllore costituito da tre PD disaccoppiati con  5.7h =  
ed 10=a  si ha: 
 
,2.0,02.0sec,1414. WeWe ii ===∞ τ             (49) 
 
ove  W  è il massimo di  nw . 
 
 
Fig. 3.8   Andamento di nw . 
 
 
Nella Fig. 3.9 vengono riportati gli errori in posizione ed in velocità del primo braccio 
partendo da errori nulli. Nella Fig. 3.10 vengono riportati gli errori in posizione ed in velocità 
del primo braccio partendo da un errore in posizione di detto braccio di rad1.0 .  
Tali risultati di simulazione ed altri ottenuti con  disturbi  tali che i massimi di nw  durante le 
fasi di andata e ritorno siano gli stessi confermano i risultati di previsione degli errori massimi 
e della velocità di convergenza. 
In Fig. 3.11 è riportata la coppia di controllo applicata al primo braccio partendo da 
condizioni iniziali nulle. Si noti che, a causa della mancanza di chattering e a causa del valore 
di ς  per il modello ideale, la massima coppia di controllo non è troppo elevata. 
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Fig. 3.9  Errore in posizione e velocità del primo braccio. 
 
 
 
Fig. 3.10  Errore in posizione e velocità del primo braccio con errore iniziale non nullo. 
 
 
 
 
Fig. 3.11 Coppia di controllo applicata al primo braccio con condizioni iniziali nulle. 
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6.3.4 Conclusioni  
 
In questo paragrafo sono stati presentati e dimostrati alcuni teoremi che   consentono   di   
progettare  leggi di controllo, del tipo PD più un’eventuale azione di compensazione, che 
consentono di soddisfare facilmente specifiche di progetto sulla robustezza della stabilità 
rispetto ad incertezze (agendo su H), sulla velocità di convergenza dell’errore (agendo su  a ), 
sulla precisione in posizione e in velocità (agendo su  a  ed eventualmente sull’azione di 
compensazione).  
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