We apply the theory of random Schrödinger operators to the analysis of multi-users communication channels similar to the Wyner model, which are characterized by short-range inter-cell broadcasting. With H the channel transfer matrix, HH † is a narrow-band matrix and in many aspects is similar to a random Schrödinger operator. We relate the per-cell sum-rate capacity of the channel to the integrated density of states of a random Schrödinger operator; the latter is related to the top Lyapunov exponent of a random sequence of matrices via a version of the Thouless formula. Unlike related results in classical random matrix theory, limiting results do depend on the underlying fading distributions. We also derive explicit results in the high-SNR regime for some particular cases.
I. INTRODUCTION
We study communication channels similar to the Wyner model, a simplistic model that captures inter-cell interference which is considered to be a central factor in cellular networks. See [1] for a tutorial review.
The model is characterized by short-range inter-cell broadcasting, thus making possible the use of random Schrödinger operator techniques. Note that standard random matrices techniques ( [2] ) are not applicable because they concern random matrices built from a number of independent random variables of the order of the number of entries. Moreover, due to the particular (sparse) structure of the underlying random channel matrix, limiting results presented here do depend on the underlying distributions as opposed to standard results in random matrices theory.
The full proofs of the results are given in [3] . The rest of the paper is organized as follows. In Section II, we present the problem statement. In Section III, we prove the convergence of the per-cell sum-rate capacity when the number of cells and Base Stations (BSts) goes to infinity and we express the limit in terms of the Lyapunov exponent of a sequence of random matrices (Theorem III.2). In Section IV, we give a reformulation of this result. In Section V, we specialize the results and make them explicit in some particular cases. The relevant background on the theory of Lyapunov exponents is given in Section B of the Appendix, and the relevant background on exterior products is given in Section C of the Appendix.
II. PROBLEM STATEMENT
In this paper we consider the following setup. 
where ζ i,j are 1 × K row vectors. For s ∈ N * , we will denote by ζ s the vector (ζ s−d,s , . . . , ζ s,s ) and we denote by π it distribution. We assume in the rest of the paper that for n ∈ N * and 0 ≤ i ≤ d the vectors (ζ n−i,n ) are distributed according to π i . We define Ω = (ζ n ) n∈N * and P, the probability distribution on Ω associated to the above problem. We denote by E the associated expectation. We also use the 2 norm for vectors and matrices. For matrices, it is the Froebenius norm, which is a sub-multiplicative norm.
Throughout this paper, we assume a subset of the following hypotheses. 
Id m is the m × m identity matrix. Although G m depends on λ, we will not write that dependence unless there is an ambiguity. Under the assumption that H m (i) is ergodic with respect to the time index i, that the Channel State Information (CSI) is known at the receiver whereas the users know the statistics of the CSI, and that the channel varies fast enough so as to allow each transmitted codeword to experience a large number of fading states, we follow [4] and study the per-cell sum-rate capacity that is given by the following formula ( [5] )
where λ = 1/ρ.
III. MAIN RESULT
We set for i ∈ N *
We thereby get the following block description of H
Under the hypothesis (H2), in order to study the limit in m of Cap m (ρ), it is enough to study Cap nd (ρ).
Note that under (H3),
For i ∈ N * , we denote by M i the matrix given by (III.1) and denote
Note that by Theorem A.5, γ(N ) is deterministic. See Section B of the Appendix for the definitions concerning the Lyapunov exponents and Section C of the Appendix for the relevant background on exterior products. Recall that (M i ) i∈N * and (N i ) i∈N * depend on λ.
Theorem III.2. Assume (H1), (H2) and (H3)
, and set λ = 1/ρ.
We have
where the expectation is taken such that
is distributed according to π.
As ρ goes to infinity,
Point 1 is partially proved in Section A of the Appendix. The proof of point 2 is based on the properties of the integrated density of states of G m (the limit of its eigenvalue distribution). It is omitted and is given in [3] .
IV. REFORMULATION
We now derive an alternative formulation for γ(N ). Note that for a given i ∈ N, N i depends on
that is, the fading coefficients of 2d different cells. We now want to reduce the product of the N i to a product of random matrices (that we denote by Ξ i ) depending on the fading coefficients of only d cells.
By doing so, we achieve two goals: first, we express γ(N ) as the Lyapunov exponent of simpler matrices. Second, if the fading coefficients are i.i.d for different cells, then the Ξ i are i.i.d. Products of i.i.d random matrices have been studied extensively (see for example [6] ), moreover, their study can be reduced to the study of a Markov chain on an appropriate space, which can lead to actual analytic expressions (see [7] for an example of study of such a Markov chain).
For i ∈ N * , we denote by Δ i the matrix defined by IV.1 and define
Proposition IV.2. Assume (H1), (H2) and (H3). For every
Moreover, as ρ goes to infinity,
and therefore,
.
Proof:
We define for i ∈ N * ,
For i ∈ N * , Δ i is defined so that
Therefore, γ(N ) ≤ γ(Ξ).
Since P 1 (1) and P 2 (n + 1) are invertible, we get the opposite inequality, which finishes the proof.
V. RESULTS FOR PARTICULAR CASES IN THE HIGH-SNR REGIME
As a consequence of Proposition IV.2, we get the following results for two particular cases.
V-A. Case d = 1 and K = 1

Proposition V.1. Assume (H1), (H2) and (H3). Then, as ρ goes to infinity,
Note that a similar result was already proved by other techniques in [7] under much stronger hypothesis, in particular, independence of the fading coefficients was assumed there. In contrary, our result depends only on the marginal distributions of the fading coefficients and is valid for a larger class of joint distributions.
We want to compare the per-cell sum-rate capacity of the random-fading and non-fading channels. For a random variable ζ, by Jensen's inequality,
Therefore, under the constraints
the non-fading channel achieves the best per-cell sum-rate capacity in the high SNR regime.
V-B. Case d = 2 and K = 2
We now assume that d = 2 and K = 1 and that the fading coefficients have the following form; for i ∈ N * ,
where a i , b i and c i are random variables distributed according to π a , π b and π c respectively and α and β are parameters such that α > 0 and β ≥ 0. Moreover, take the following normalization that can always be achieved by modifying α and β. 
VI. CONCLUDING REMARKS
In this paper, we study the per-cell sum-rate capacity of a channel communication with multiple cell processing. The main tools is a version of the Thouless formula for the strip. It allows us to prove that the per-cell sum-rate capacity converges as the number of cells and antennas goes to infinity. We give several expressions of the limiting capacity in terms of Lyapunov exponents.
Note that the model here applies verbatim to randomly varying inter-symbol interference channels.
Some of the tools of this article can be used to derive CLT-type results on the capacity in order to study the outageprobability. Details will appear elsewhere [8] . In order to prove point 1 of Theorem III.2, we need to prove that as n goes to infinity
Note that the eigenvalues of G dn are bounded away from zero. To compute log |det G dn |, we write the following decomposition: 
L dn is a lower triangular by block matrix whose d × d blocks on the diagonal are
That decomposition allows us to write log |det G dn | as a determinant by block,
We are left with the study of (X i ) i∈N .
We emphasize that the derivation of (A.2) is inspired by Narula's thesis ( [9] ).
The X i are defined by (A.1). We can reformulate it in the following way.
Denote f = Using (A.2), it is enough to prove the opposite inequality to conclude the proof. The end of the proof is inspired by [10] . It is omitted and is given in [3] .
B. Lyapunov exponents theory
We use the theory of product of random matrices. For a general introduction to the aspects of the theory we use here, the reader may consult [6] , [11] and references in [3] . See Section C of the Appendix for the relevant background on exterior products. 
