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EINSTEIN SOLVMANIFOLDS: EXISTENCE AND
NON-EXISTENCE QUESTIONS
JORGE LAURET AND CYNTHIA WILL
Abstract. The aim of this paper is to study the problem of which solvable
Lie groups admit an Einstein left invariant metric. The space N of all nilpo-
tent Lie brackets on Rn parametrizes a set of (n + 1)-dimensional rank-one
solvmanifolds {Sµ : µ ∈ N}, containing the set of all those which are Einstein
in that dimension. The moment map for the natural GLn-action on N , eval-
uated at µ ∈ N , encodes geometric information on Sµ and suggests the use of
strong results from geometric invariant theory. For instance, the functional on
N whose critical points are precisely the Einstein Sµ’s, is the square norm of
this moment map. We use a GLn-invariant stratification for the space N and
show that there is a strong interplay between the strata and the Einstein con-
dition on the solvmanifolds Sµ. As an application, we obtain criteria to decide
whether a given nilpotent Lie algebra can be the nilradical of a rank-one Ein-
stein solvmanifold or not. We find several examples of N-graded (even 2-step)
nilpotent Lie algebras which are not. A classification in the 7-dimensional,
6-step case and an existence result for certain 2-step algebras associated to
graphs are also given.
1. Introduction
The study of homogeneous Einstein manifolds breaks into two very distinguish-
able parts, compact and noncompact cases, according to the sign of the Einstein
constant. Known and expected results as well as approaches and techniques are
quite different in one and other case, although they both share the same basic
general question:
Problem 1. Which homogeneous spaces G/K admit a G-invariant
Einstein metric?
In the noncompact case, the only known examples until now are all of a very
particular kind; namely, simply connected solvable Lie groups endowed with a left
invariant metric (S, 〈·, ·〉) (solvmanifolds). According to the long standing Alek-
seevskii conjecture (see [B, 7.57]), every noncompact homogeneous Einstein mani-
fold should be of this kind. It has recently been proved in [L6] that any Einstein
solvmanifold is standard: if s = a ⊕ n is the orthogonal decomposition of the Lie
algebra s of S with n = [s, s], then [a, a] = 0. Standard Einstein solvmanifolds
were extensively studied by J. Heber in [H], who proved very nice structural and
uniquenes results. Since a solvable Lie group admits at most one standard Einstein
metric up to isometry and scaling (see [H, Theorem 5.1]), a substantial part of
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Problem 1 in the noncompact case (probably the whole of it) can be reformulated
as
Problem 2. Which solvable Lie groups admit a standard Einstein
metric?
To approach this problem is the goal of the present paper. We first recall that
the study of standard Einstein solvmanifolds reduces to the rank-one case, that
is, dim a = 1 (see [H, Sections 4.5,4.6]). Our second observation is that actually
everything is determined by the nilpotent Lie algebra n = [s, s]. Indeed, a nilpotent
Lie algebra n is the nilradical of a rank-one Einstein solvmanifold if and only if n
admits a nilsoliton metric (also called a minimal metric), meaning that its Ricci
operator is a multiple of the identity modulo a derivation of n. We call such an n
an Einstein nilradical. A nilsoliton metric on a nilpotent Lie algebra is also known
to be unique up to isometry and scaling (see [L1, Theorem 3.5]), and so we can
reformulate Problem 2 as the equivalent
Problem 3. Which nilpotent Lie algebras are Einstein nilradicals?
Any nilpotent Lie algebra of dimension at most 6 is an Einstein nilradical (see
[L3, W]), and the only known obstruction up to now is that any Einstein nilradical
n has to admit an N-gradation, that is, n = n1 ⊕ ... ⊕ nr, [ni, nj ] ⊂ ni+j (see [H,
Theorem 4.14]). The N-gradation comes from the eigenspace decomposition for the
derivation defined by a as its eigenvalues form a set of natural numbers without a
common divisor called the eigenvalue type of the standard Einstein solvmanifold.
A new natural question then arises:
Problem 4. Is every N-graded nilpotent Lie algebra an Einstein
nilradical?
We shall give a negative answer to this problem by exhibiting several counterex-
amples with many different features. This will show in particular the high difficulty
of Problem 3.
The following approach allows us to use several results from geometric invariant
theory. Fix an inner product vector space
(s = RH ⊕ Rn, 〈·, ·〉), 〈H,Rn〉 = 0, 〈H,H〉 = 1.
For each nilpotent Lie bracket µ : Rn×Rn −→ Rn, there exists a unique derivation
Dµ ∈ Der(µ) such that the (n+1)-dimensional rank-one solvmanifold Sµ modelled
on (s = RH ⊕ Rn, 〈·, ·〉) by
[H,X ] = DµX, [X,Y ] = µ(X,Y ), X, Y ∈ Rn,
has a chance of being Einstein (see [L2] or Section 2, where a background of Einstein
solvmanifolds is given). Thus the space N of all nilpotent Lie brackets on Rn
parametrizes a set of (n+ 1)-dimensional rank-one solvmanifolds
{Sµ : µ ∈ N},
that contains the much smaller set of all those which are Einstein in that dimension.
N is an algebraic subset of the vector space V = Λ2(Rn)∗ ⊗Rn, which is invariant
with respect to the change of basis action of GLn on V and Lie algebra isomorphism
classes correspond to GLn-orbits. Other than the solvmanifold Sµ, there is another
Riemannian manifold naturally associated to each µ ∈ N ; namely, the nilmanifold
(Nµ, 〈·, ·〉), where Nµ is the simply connected nilpotent Lie group with Lie algebra
(Rn, µ) endowed with the left invariant metric determined by 〈·, ·〉|Rn×Rn . The orbit
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GLn.µ can be viewed as a parametrization of the set of all left invariant metrics on
Nµ, and hence
µ is an Einstein nilradical if and only if Sg.µ is Einstein for some
g ∈ GLn.
The set GLn.µ is in general huge, even up to the O(n)-action (or equivalently
up to isometry when viewed as a set of Riemannian metrics), and here is where one
finds the main difficulty in trying to decide whether a given nilpotent Lie algebra
is an Einstein nilradical or not. Such a problem is considerably easier to tackle if
one knows a priori the eigenvalue type.
In geometric invariant theory, a moment map for linear actions of complex re-
ductive Lie groups has been defined in [N] and [K]. A remarkable fact is that, in our
situation (i.e. for the GLn-action on V ), this moment map m : V −→ gln encodes
geometric information on Sµ; indeed, it was proved in [L4] that
m(µ) = 4||µ||2 Rµ, ∀µ ∈ N ,
where Rµ is the Ricci operator of (Nµ, 〈·, ·〉). We also know that Sµ is Einstein if
and only if µ is a critical point of the functional F : V −→ R defined by
F (µ) =
16 trR2µ
||µ||4
(see [L2]). Thus F is precisely the square norm of the moment map, a function ex-
tensively studied in symplectic geometry and with very nice properties of convexity
and minimality relative to the orbit structure of the action. Some of the structural
and uniqueness results on standard Einstein solvmanifolds obtained in [H] follow
indeed as applications of such properties (see [L5]).
In Section 3, we consider a GLn-invariant stratification for the vector space V
with certain frontier properties defined in [L6]. The strata are parametrized by a
finite set B of diagonal n × n matrices. We prove that if µ ∈ N belongs to the
stratum Sβ , β ∈ B, then F (µ) ≥ ||β||2 and equality holds if and only if Sµ is
Einstein, if and only if 4||µ||2 Rµ is conjugate to β. Conversely, if Sµ is Einstein
then µ ∈ Sβ for β = 4||µ||2 Rµ, and its eigenvalue type equals β + ||β||2I (up to a
positive scalar). In this way, the stratum to which a given solvmanifold Sµ belongs
determines the eigenvalue type of a potential Einstein solvmanifold Sg.µ (if any).
We give some criteria to find such a stratum, and hence the stratification provides
a tool to produce existence results as well as obstructions for nilpotent Lie algebras
to be the nilradical of an Einstein solvmanifold.
As a first application, we determine in Section 4 all 6-step nilpotent Lie algebras
of dimension 7 which are Einstein nilradicals, obtaining three explicit examples
which provide a negative answer to Problem 4, as well as a new curve of examples.
Secondly, we consider in Section 5 certain 2-step nilpotent Lie algebras attached
to graphs and prove that they are Einstein nilradicals if and only if the graph is
positive (i.e. when certain uniquely defined weighting on the set of edges is positive).
We next prove that any tree such that any of its edges is adjacent to at most three
other edges is positive. This gives an existence result for Einstein solvmanifolds.
On the other hand, we prove that a graph is not positive as soon as it contains
a subgraph of a certain class (see Proposition 5.6). This provides a great deal of
counterexamples to Problem 4 in the 2-step nilpotent case, the simplest N-graded
Lie algebras. Any dimension greater than or equal to 11 is attained.
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2. Preliminaries on Einstein solvmanifolds
A solvmanifold is a simply connected solvable Lie group S endowed with a left
invariant Riemannian metric. A left invariant metric on a Lie groupG will be always
identified with the inner product 〈·, ·〉 determined on the Lie algebra g of G, and the
pair (g, 〈·, ·〉) will be referred to as a metric Lie algebra. A solvmanifold (S, 〈·, ·〉) is
called standard if a := n⊥ is abelian, where n = [s, s], s is the Lie algebra of S and
n⊥ is relative to 〈·, ·〉. Up to now, all known examples of noncompact homogeneous
Einstein spaces are standard Einstein solvmanifolds.
Let us now review the results proved by Jens Heber in [H]. Any solvable Lie
group admits at most one left invariant standard Einstein metric up to isometry
and scaling, and if it does, then it does not admit nonstandard Einstein metrics.
If (S, 〈·, ·〉) is standard Einstein, then for some distinguished element H ∈ a, the
eigenvalues of adH |n are all positive integers without a common divisor, say k1 <
... < kr. If d1, ..., dr denote the corresponding multiplicities, then the tuple
(k; d) = (k1 < ... < kr; d1, ..., dr)
is called the eigenvalue type of S. It turns out that RH ⊕ n is also an Einstein
solvmanifold (with just the restriction of 〈·, ·〉 on it). It is then enough to consider
rank-one (i.e. dim a = 1) metric solvable Lie algebras as every higher rank Einstein
solvmanifold will correspond to a unique rank-one Einstein solvmanifold and certain
abelian subalgebra of derivations of n containing adH .
In every dimension, only finitely many eigenvalue types occur. IfM is the moduli
space of all the isometry classes of Einstein solvmanifolds of a given dimension with
scalar curvature equal to −1, then the subspaceMst of those which are standard is
open inM (in the C∞-topology). Each eigenvalue type (k; d) determines a compact
path connected component M(k;d) of Mst, homeomorphic to a real semialgebraic
set.
It has been proved in [L6] that actually Mst = M. In particular, all the nice
structural and uniqueness results given in [H] are valid for any Einstein solvmani-
fold, and possibly for any noncompact homogeneous Einstein manifold if the Alek-
seevskii’s conjecture turns out to be true.
We now describe some interplays found in [L1, L2, L5] between standard Einstein
solvmanifolds, critical points of moment maps and Ricci soliton metrics.
Given a metric nilpotent Lie algebra (n, 〈·, ·〉), a metric solvable Lie algebra
(s = a⊕ n, 〈·, ·〉′) is called a metric solvable extension of (n, 〈·, ·〉) if the restrictions
of the Lie bracket of s and the inner product 〈·, ·〉′ to n coincide with the Lie
bracket of n and 〈·, ·〉, respectively. It turns out that for each (n, 〈·, ·〉) there exists
a unique rank-one metric solvable extension of (n, 〈·, ·〉) which stands a chance of
being an Einstein manifold (see [L2] or below). So a rank-one Einstein solvmanifold
is completely determined by its (metric) nilpotent part. This fact turns the study
of rank-one Einstein solvmanifolds into a problem on nilpotent Lie algebras.
Definition 2.1. A nilpotent Lie algebra n is said to be an Einstein nilradical if it
admits an inner product 〈·, ·〉 such that there is a standard metric solvable extension
of (n, 〈·, ·〉) which is Einstein.
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In other words, Einstein nilradicals are precisely the nilradicals (i.e. the maximal
nilpotent ideal) of the Lie algebras of standard Einstein solvmanifolds. Up to
now, the only known obstruction for a nilpotent Lie algebra to be an Einstein
nilradical is that it has to admit an N-gradation, that is, a direct sum decomposition
n = n1⊕...⊕nr (some ni’s might be zero) such that [ni, nj ] ⊂ ni+j for all i, j, i+j ≤ r
and zero otherwise. Such N-gradation is defined by the eigenspaces of the derivation
adH mentioned above. In this paper, we show that this is far from being the only
obstruction, by presenting several examples of N-graded (even 2-step) Lie algebras
which are not Einstein nilradicals.
Our approach to this problem is to vary Lie brackets rather than inner products;
our main tool is the moment map for the action of the linear group on the algebraic
variety of all nilpotent Lie algebras. This gives us the possibility to use strong
results from geometric invariant theory.
We fix an inner product vector space
(s = RH ⊕ Rn, 〈·, ·〉), 〈H,Rn〉 = 0, 〈H,H〉 = 1,
such that the restriction 〈·, ·〉|Rn×Rn is the canonical inner product on Rn, which
will also be denoted by 〈·, ·〉. A linear operator on Rn will be sometimes identified
with its matrix in the canonical basis {e1, ..., en} of Rn. The metric Lie algebra
corresponding to any (n+ 1)-dimensional rank-one solvmanifold, can be modelled
on (s = RH⊕n, 〈·, ·〉) for some nilpotent Lie bracket µ on Rn and some D ∈ Der(µ),
the space of derivations of (Rn, µ). Indeed, these data define a solvable Lie bracket
[·, ·] on s by
(1) [H,X ] = DX, [X,Y ] = µ(X,Y ), X, Y ∈ Rn,
and the solvmanifold is then the simply connected Lie group S with Lie algebra
(s, [·, ·]) endowed with the left invariant Riemannian metric determined by 〈·, ·〉. We
shall assume from now on that µ 6= 0 since the case µ = 0 (i.e. abelian nilradical)
is well understood (see [H, Proposition 6.12]).
If D is symmetric, then (S, 〈·, ·〉) is Einstein if and only if
(2) cµI + tr(D)D = Rµ,
where Rµ is the Ricci operator of (Nµ, 〈·, ·〉), the simply connected nilpotent Lie
group Nµ with Lie algebra (R
n, µ) endowed with the left invariant Riemannian
metric determined by 〈·, ·〉, and cµ = trR
2
µ
trRµ
(see [L3, Lemma 2]). Since
(3) Rµ ⊥ Der(µ) ∩ sym(n),
relative to the usual inner product trαβ on the space of symmetric n× n matrices
sym(n) (see [L3, (2)]), it follows from (2) that if (S, 〈·, ·〉) is Einstein then necessarily
(4) cµI + tr(D)D ⊥ Der(µ) ∩ sym(n).
But for a given µ, there exists a unique (up to a sign) symmetric derivation Dµ
satisfying (4) (possibly zero), so we can associate to each nilpotent Lie bracket µ
on Rn a distinguished rank-one solvmanifold Sµ := (Sµ, 〈·, ·〉), defined by the data
µ,Dµ as in (1), trDµ ≥ 0, which is the only one with a chance of being Einstein
among all those metric solvable extensions of (µ, 〈·, ·〉).
Note that conversely, any (n + 1)-dimensional rank-one Einstein solvmanifold
is isometric to Sµ for some nilpotent µ (it follows from [H, 4.10] that we can as-
sume, without loss of generality, that adH is symmetric). Thus the set N of all
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nilpotent Lie brackets on Rn parametrizes a space of (n+ 1)-dimensional rank-one
solvmanifolds
{Sµ : µ ∈ N},
containing all those which are Einstein in that dimension.
If we consider the vector space
V = Λ2(Rn)∗ ⊗ Rn = {µ : Rn × Rn −→ Rn : µ bilinear and skew-symmetric},
then
N = {µ ∈ V : µ satisfies Jacobi and is nilpotent}
is an algebraic subset of V as the Jacobi identity and the nilpotency condition can
both be written as zeroes of polynomial functions. There is a natural action of
GLn := GLn(R) on V given by
(5) g.µ(X,Y ) = gµ(g−1X, g−1Y ), X, Y ∈ Rn, g ∈ GLn, µ ∈ V.
Note that N is GLn-invariant and Lie algebra isomorphism classes are precisely
GLn-orbits. Concerning the identification µ←→ (Nµ, 〈·, ·〉), this GLn-action on N
has the following geometric interpretation: each g ∈ GLn determines a Riemannian
isometry
(6) (Ng.µ, 〈·, ·〉) −→ (Nµ, 〈g·, g·〉)
by exponentiating the Lie algebra isomorphism g−1 : (Rn, g.µ) −→ (Rn, µ). Thus
the orbit GLn.µ may be viewed as a parametrization of the set of all left invariant
metrics on Nµ. By a result of E. Wilson, two pairs (Nµ, 〈·, ·〉), (Nλ, 〈·, ·〉) are iso-
metric if and only if µ and λ are in the same O(n)-orbit (see [L4, Appendix]), where
O(n) denotes the subgroup of GLn of orthogonal matrices. Also, two solvmanifolds
Sµ and Sλ with µ, λ ∈ N are isometric if and only if there exists g ∈ O(n) such
that g.µ = λ (see [L2, Proposition 4]). From (6) and the definition of Sµ we obtain
the following result.
Proposition 2.2. If µ ∈ N then the nilpotent Lie algebra (Rn, µ) is an Einstein
nilradical if and only if Sg.µ is Einstein for some g ∈ GLn.
Recall that being an Einstein nilradical is a property of a whole GLn-orbit in N ,
that is, of the isomorphism class of a given µ.
The canonical inner product 〈·, ·〉 on Rn defines an O(n)-invariant inner product
on V , denoted also by 〈·, ·〉, as follows:
(7) 〈µ, λ〉 =
∑
ijk
〈µ(ei, ej), ek〉〈λ(ei, ej), ek〉.
Theorem 2.3. [L1, L2] For µ ∈ N , the following conditions are equivalent:
(i) Sµ is Einstein.
(ii) µ is a critical point of the functional F : V −→ R defined by
F (µ) =
16 trR2µ
||µ||4 .
(iii) µ is a critical point of F |GLn.µ.
(iv) Rµ ∈ RI ⊕Der(µ).
(v) Rµ = cµI +Dµ.
Under these conditions, the set of critical points of F lying in GLn.µ equals O(n).µ
(up to scaling).
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A Cartan decomposition for the Lie algebra gln of GLn is given by gln = so(n)⊕
sym(n), that is, in skew-symmetric and symmetric matrices respectively. We use
the standard Ad(O(n))-invariant inner product on gln,
(8) 〈α, β〉 = trαβt, α, β ∈ gln.
Remark 2.4. We have made several abuses of notation concerning inner products.
Recall that 〈·, ·〉 has been used to denote an inner product on s, Rn, V and gln,
and sometimes also a left invariant metric on Sµ or Nµ.
The action of gln on V obtained by differentiation of (5) is given by
(9) π(α)µ = αµ(·, ·)− µ(α·, ·) − µ(·, α·), α ∈ gln, µ ∈ V.
In geometric invariant theory, a moment map for linear reductive Lie group
actions over C has been defined in [N] and [K]. In our situation, it is an O(n)-
equivariant map
m : V r {0} −→ sym(n),
defined implicitly by
(10) 〈m(µ), α〉 = 1||µ||2 〈π(α)µ, µ〉, µ ∈ V r {0}, α ∈ sym(n).
Recall that N ⊂ V and each µ ∈ N determines two Riemannian manifolds Sµ
and (Nµ, 〈·, ·〉). A remarkable fact is that this moment map encodes geometric
information on Sµ and (Nµ, 〈·, ·〉); indeed, it was proved in [L4] that
(11) m(µ) =
4
||µ||2 Rµ .
This allows us to use strong and well-known results on the moment map due to F.
Kirwan [K] and L. Ness [N], and proved by A. Marian [M] in the real case (we also
refer to [L4, Section 3] for an overview on such results). As a first application, we
note that the functional F defined in Theorem 2.3, (ii) is precisely F (µ) = ||m(µ)||2,
and so we have the following from [M, Theorem 1, 1)].
Theorem 2.5. For µ ∈ N , Sµ is Einstein if and only if F |GLn.µ attains its mini-
mum value at µ.
It should be pointed out that actually most of the assertions in Theorem 2.3 also
follow from results proved in [M] (mainly from Lemma 1, Lemma 2 and Theorem
1).
Since GLn.µ parameterizes the space of left invariant metrics on Nµ (see (6))
and the scalar curvature of (Nµ, 〈·, ·〉) equals − 14 ||µ||2, the above result means that
Sµ is Einstein precisely when the left invariant metric 〈·, ·〉 on Nµ is very special;
namely, the norm of its Ricci tensor is minimal along all left invariant metrics onNµ
having the same scalar curvature. Such distinguished metrics are called minimal
(see [L5] for further information) or sometimes nilsoliton metrics (see [L1, P]).
Corollary 2.6. A nilpotent Lie algebra is an Einstein nilradical if and only if it
admits a minimal metric.
Let t denote the set of all diagonal n× n matrices. If {e′1, ..., e′n} is the basis of
(Rn)∗ dual to the canonical basis then
{vijk = (e′i ∧ e′j)⊗ ek : 1 ≤ i < j ≤ n, 1 ≤ k ≤ n}
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is a basis of weight vectors of V for the action (5), where vijk is actually the bilinear
form on Rn defined by vijk(ei, ej) = −vijk(ej , ei) = ek and zero otherwise. The
corresponding weights αkij ∈ t, i < j, are given by
π(α)vijk = (ak − ai − aj)vijk = 〈α, αkij〉vijk , ∀α =
[
a1
. . .
an
]
∈ t,
where αkij = Ekk −Eii −Ejj and 〈·, ·〉 is the inner product defined in (8). As usual
Ers denotes the matrix whose only nonzero coefficient is 1 in the entry rs.
For any µ =
∑
µkijvijk ∈ N , we fix an enumeration of the set
{
αkij : µ
k
ij 6= 0
}
and define the symmetric matrix
(12) U =
[〈
αkij , α
k′
i′j′
〉]
.
We recall the following useful result.
Theorem 2.7. [P, Theorem 1] Assume that µ ∈ N satisfies Rµ ∈ t. Then Sµ is
Einstein if and only if
U
[
(µkij)
2
]
= ν[1], ν ∈ R,
where
[
(µkij)
2
]
is meant as a column vector in the same order used in (12) to define
U , and [1] is the column vector with all entries equal to 1.
It turns out that the equations U
[
(µkij)
2
]
= ν[1] are precisely the ones given by
the Lagrange method applied to find critical points of the functional F .
3. A stratification for the space N
In this section we consider a GLn-invariant stratification of the vector space V
defined in [L6]. Such a stratification is an adaptation of one given by F. Kirwan
in [K, Section 12] for complex reductive Lie group representations that is strongly
related to the moment map for the action. Although the definition of the strata as
well as the statement of the main theorem are of an algebraic nature, we will show
that when restricted to the space N the stratification reveals an important inter-
play with geometric aspects of the solvmanifold Sµ and the nilmanifold (Nµ, 〈·, ·〉)
attached to each µ ∈ N . The stratum where a given solvmanifold Sµ lies deter-
mines the eigenvalue type of a potential Einstein solvmanifold Sg.µ (if any) and so
this stratification will provide a very useful tool to verify whether a given nilpotent
Lie algebra is an Einstein nilradical or not.
Given a finite subset X of t, we denote by CH(X) the convex hull of X and
by mcc(X) the minimal convex combination of X , that is, the (unique) vector of
minimal norm (or closest to the origin) in CH(X). Each nonzero µ ∈ V uniquely
determines an element βµ ∈ t given by
βµ = mcc
{
αkij : µ
k
ij 6= 0
}
, where µ =
∑
i<j
µkijvijk.
Recall that we always have βµ 6= 0. Indeed, trαkij = −1 for all i < j and thus
trβµ = −1. Since, if µ runs through V , there are only finitely many possibilities
for the vectors βµ, then we can define for each β ∈ t,
Sβ =
{
µ ∈ V : β is an element of maximal norm in {βg.µ : g ∈ GLn}
}
.
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It is clear that Sβ is GLn-invariant for any β ∈ t, V =
⋃
β∈t
Sβ , and the set {β ∈ t :
Sβ 6= ∅} is finite.
For each β ∈ t we define
Wβ = {µ ∈ V : 〈β, αkij〉 ≥ ||β||2 ∀µkij 6= 0},
that is, the direct sum of all the eigenspaces of π(β) with eigenvalues ≥ ||β||2. We
also consider
B = {β ∈ t+ : Sβ 6= ∅},
where t+ denotes the Weyl chamber of gln given by
(13) t+ =
{[
a1
. . .
an
]
∈ t : a1 ≤ ... ≤ an
}
,
and we can now state the result on the stratification.
Theorem 3.1. [L6] The collection {Sβ : β ∈ B} is a GLn-invariant stratification
of V r {0}:
(i) V r {0} = ⋃
β∈B
Sβ (disjoint union).
(ii) Sβ r Sβ ⊂
⋃
||β′||>||β||
Sβ′ , where Sβ is the closure of Sβ relative to the usual
topology of V . In particular, each stratum Sβ is a locally closed subset of
V r {0}.
Furthermore, for any β ∈ B we have that
(iii) Wβ r {0} ⊂ Sβ ∪
⋃
||β′||>||β||
Sβ′ .
(iv) Sβ ∩Wβ = {µ ∈ Sβ : βµ = β}.
(v) Sβ = O(n). (Sβ ∩Wβ).
In what follows, by using the fact that the moment map satisfiesm(µ) = 4||µ||2 Rµ,
we derive a series of consequences of Theorem 3.1 concerning the Ricci operator Rµ
of (Nµ, 〈·, ·〉) and the Einstein condition on Sµ. We first study the behavior of F
relative to the strata and give some criteria to decide, for a given µ ∈ V , in which
stratum Sβ lies.
Since any µ ∈ N is nilpotent, the Ricci operator Rµ of (Nµ, 〈·, ·〉) is given by
(see [B, 7.38]),
(14)
〈RµX,Y 〉 = − 12
∑
ij
〈µ(X, ei), ej〉〈µ(Y, ei), ej〉
+ 14
∑
ij
〈µ(ei, ej), X〉〈µ(ei, ej), Y 〉,
for all X,Y ∈ Rn. We note that, in turn, the scalar curvature of (Nµ, 〈·, ·〉) is
sc(µ) = trRµ = − 14 ||µ||2. This formula can actually be used to define a symmetric
operator Rµ for any µ ∈ V .
Let pt(α) denote the orthogonal projection on t of an α ∈ sym(n) (i.e. the
diagonal part of α).
Proposition 3.2. Let µ =
∑
i<j
µkijvijk be a nonzero element of V .
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(i) pt
(
4
||µ||2 Rµ
)
= 2||µ||2
∑
i<j
(µkij)
2αkij ∈ CH
{
αkij : µ
k
ij 6= 0
}
and consequently
F (µ) ≥ ||βµ||2.
(ii) F (µ) ≥ ||β||2 for any µ ∈ Sβ.
(iii) If µ ∈Wβ and inf F (GLn.µ) = ||β||2 then µ ∈ Sβ.
(iv) If inf F (GLn.µ) = ||βµ||2 then µ ∈ Sβ, where β is the only element in t+
that is conjugate to βµ.
Proof. (i) It follows from (10) and (11) that for any α ∈ t,
〈 4||µ||2 Rµ, α〉 = 1||µ||2 〈π(α)µ, µ〉 = 1||µ||2 〈
∑
µkij〈α, αkij〉vijk ,
∑
µkijvijk〉
= 2||µ||2
∑
(µkij)
2〈α, αkij〉 = 〈 2||µ||2
∑
(µkij)
2αkij , α〉.
This and the fact that 2
∑
i<j
(µkij)
2 = ||µ||2 imply the first part of (i). For the second
part it is enough to recall that βµ = mcc
{
αkij : µ
k
ij 6= 0
}
and so
F (µ) = 16
trR2µ
||µ||4 =
∣∣∣∣∣∣ 4||µ||2 Rµ∣∣∣∣∣∣2 ≥ ∣∣∣∣∣∣pt ( 4||µ||2 Rµ)∣∣∣∣∣∣2 ≥ ||βµ||2.
(ii) By Theorem 3.1, (iv) and (v), we can assume that β = βµ since F is O(n)-
invariant and hence (ii) follows directly from (i).
(iii) It follows from Theorem 3.1, (iii) that µ ∈ Sβ ∪
⋃
||β′||>||β||
Sβ′ and so from (ii)
we get that necessarily µ ∈ Sβ as inf F (GLn.µ) = ||β||2.
(iv) There exists a permutation g ∈ O(n) such that βg.µ = β (see the beginning of
the proof of [L6, Theorem 2.10]), which implies that g.µ ∈ Wβ and we can apply
(iii). 
The next step will be to describe some links with the Einstein condition given
in Theorem 2.7. Note that a linear combination βµ =
∑
ckijα
k
ij is not unique in
general, as the set
{
αkij : µ
k
ij 6= 0
}
might be linearly dependent.
Proposition 3.3. Let µ =
∑
i<j
µkijvijk be a nonzero element of V and consider the
matrix U =
[
〈αkij , αk
′
i′j′〉
]
after fixing an enumeration of the set
{
αkij : µ
k
ij 6= 0
}
.
(i) If [ckij ] is any solution to U [c
k
ij ] = ν[1], ν ∈ R, such that
∑
ckij = 1 and all
ckij ≥ 0, then βµ =
∑
ckijα
k
ij and ν = ||βµ||2.
(ii) For each convex linear combination βµ =
∑
ckijα
k
ij , we define a finite set of
λ’s in V associated to µ by λ =
∑±√ckijvijk . If Rλ ∈ t and µ degenerates
to λ (i.e. λ ∈ GLn.µ), then µ ∈ Sβ, for β the only element in t+ conjugate
to βµ.
(iii) If βµ =
∑
ckijα
k
ij satisfies c
k
ij > 0 for any µ
k
ij 6= 0, then [ckij ] is a solution to
U
[
ckij
]
= ν[1] for ν = ||βµ||2.
Proof. (i) It is easy to see that U [ckij ] = ν[1] is precisely the linear system from
the Lagrange multiplier method applied to find critical points of the functional
[ckij ] 7→ ||α||2, α =
∑
ckijα
k
ij , restricted to the leaf
∑
ckij = 1. Since the set {α =
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∑
ckijα
k
ij :
∑
ckij = 1} is a linear variety there is a unique critical point αm which is
a global minimum, and so
∑
ckijα
k
ij = αm for any solution [c
k
ij ]. If in addition all
ckij ≥ 0 then
∑
ckijα
k
ij ∈ CH
{
αkij : µ
k
ij 6= 0
}
and hence αm has to be βµ. Moreover,
||βµ||2 =
∣∣∣∣∣∣∑ ckijαkij∣∣∣∣∣∣2 = 〈U [ckij ], [ckij ]〉 = ν∑ ckij = ν.
(ii) It follows from Proposition 3.2, (i) that for any such λ,
4
||λ||2 Rλ = pt
(
4
||λ||2 Rλ
)
= 2||λ||2
∑
ckijα
k
ij = βµ,
(recall that ||λ||2 = 2) and thus inf F (GLn.µ) ≤ F (λ) = ||βµ||2. Now Proposition
3.2, (iii) implies that µ ∈ Sβ .
(iii) βµ is the closest point to the origin in CH
{
αkij : µ
k
ij 6= 0
}
, so if all the ckij ’s
are positive then βµ is actually a local minimum of the functional mentioned in
the proof of (i). This implies that [ckij ] is a critical point of this functional and
consequently a solution to U
[
ckij
]
= ν[1]. 
We finally show the interplay between the stratification and the Einstein condi-
tion on a solvmanifold Sµ.
Proposition 3.4. Let µ ∈ N , µ 6= 0.
(i) If Sµ is Einstein then µ ∈ Sβ for β the only element in t+ conjugate to
4
||µ||2 Rµ. In such case, the eigenvalue type of Sµ is a positive scalar multiple
of β + ||β||2I.
(ii) For µ ∈ Sβ the following conditions are equivalent:
(a) Sµ is Einstein.
(b) 4||µ||2 Rµ is conjugate to β.
(c) F (µ) = ||β||2.
Proof. (i) There exists g ∈ O(n) such that 4Rg.µ||g.µ||2 = g 4Rµ||µ||2 g−1 = β. Thus ||β||2 =
− 4cµ||g.µ||2 and it then follows from Theorem 2.3, (v) that β + ||β||2I ∈ Der(g.µ). By
using that 〈π(β + ||β||2I)g.µ, g.µ〉 = 0, it is easy to check that 〈β, αkij〉 = ||β||2 for
any µkij 6= 0, that is, g.µ ∈Wβ . Thus g.µ ∈ Sβ (and so µ ∈ Sβ) by Proposition 3.2,
(iii) since F (g.µ) = ||β||2.
(ii) It follows from (i) that (a) implies (b), and (c) follows from (b) trivially. If we
assume (c) then Proposition 3.2, (ii) implies that F (g.µ) ≥ ||β||2 = F (µ) for any
g ∈ GLn since Sβ is GLn-invariant, and hence Sµ is Einstein by Theorem 2.5. 
In the light of Theorem 2.3, another natural approach to find rank-one Einstein
solvmanifolds would be to use the negative gradient flow of the functional F . It
follows from [L2, Lemma 6] that
grad(F )µ = − 16||µ||6
(
δµ(Rµ)||µ||2 + 4 trR2µµ
)
,
where δµ : gln −→ V is defined by δµ(α) = −π(α)µ (see (9)). Since F is invariant
under scaling we know that ||µ|| will remain constant in time along the flow. We may
therefore restrict ourselves to the sphere of radius 2, where the negative gradient
flow µ = µ(t) of F becomes
(15) ddtµ = δµ(Rµ) + trR
2
µµ.
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Notice that µ(t) is a solution to this ODE if and only if g.µ(t) is so for any
g ∈ O(n) (use that g.δµ(Rµ) = δg.µ(gRµ g−1) = δg.µ(Rg.µ)), in accordance with the
O(n)-invariance of F . The existence of a solution µ(t), t ∈ [0,∞), is guaranteed by
the compactness of the sphere, and the existence of a unique limit lim
t→∞
µ(t) follows
from the fact that F is a polynomial (see [KMP] or [Ms]).
Proposition 3.5. For µ0 ∈ V , ||µ0|| = 2, let µ(t) be the flow defined in (15) with
µ(0) = µ0 and put λ = lim
t→∞
µ(t). Then
(i) Sλ is Einstein.
(ii) λ ∈ GLn.µ0 (i.e. µ0 degenerates to λ).
(iii) If β := Rλ ∈ t+ and µ0 ∈Wβ then µ0 ∈ Sβ.
Proof. Part (i) follows from Theorem 2.3 by using that λ is a critical point of F .
Since grad(F )µ ∈ TµGLn.µ for any µ ∈ V we have that µ(t) ∈ GLn.µ0 for all t,
which proves (ii). For (iii), we just apply (ii) and Proposition 3.2, (iii). 
In order to show the interplay between the geometry of the moment map and
algebra, we will apply the results of this section in two specific cases. More involved
applications will be given in Sections 4 and 5.
Example 3.6. Let (R7, µ) be the 7-dimensional 2-step nilpotent Lie algebra defined
by
µ0(e1, e2) =
√
2
3e5, µ0(e2, e3) =
√
2
3e6, µ0(e3, e4) =
√
2
3e7.
The scaling by
√
2
3 is just to get ||µ0|| = 2. A curve µ = µ(t) of the form
µ(e1, e2) = a(t)e5, µ(e2, e3) = b(t)e6, µ(e3, e4) = c(t)e7,
satisfies (15) if and only if
a′ = − 12a(3a2 + b2) + 14 (3a4 + 3b4 + 3c4 + 2a2b2 + 2b2c2)a,
b′ = − 12b(a2 + 3b2 + c2) + 14 (3a4 + 3b4 + 3c4 + 2a2b2 + 2b2c2)b,
c′ = − 12c(b2 + 3c2) + 14 (3a4 + 3b4 + 3c4 + 2a2b2 + 2b2c2)c.
Assume that µ(0) = µ0, that is, a(0) = b(0) = c(0) =
√
2
3 . By subtracting the last
equation to the first one we obtain that a(t) = c(t) for all t, and then by letting
x := a2, y = b2, we get the equivalent system
x′ = x
(
1
2 (6x
2 + 3y2 + 4xy)− 3x− y) , x(0) = 23 ,
y′ = y
(
1
2 (6x
2 + 3y2 + 4xy)− 2x− 3y) , y(0) = 23 .
This implies that(
x
y
)′
=
x
y
(2y − x), x
y
(0) = 1,
(
x
y
)′
(0) = 43 > 0,
and hence lim
t→∞
x(t) = 2 lim
t→∞
y(t). Since 4x + 2y = ||µ||2 = 4 for all t we conclude
that λ = lim
t→∞
µ(t) is given by
λ(e1, e2) =
2√
5
e5, λ(e2, e3) =
√
2
5e6, λ(e3, e4) =
2√
5
e7.
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Evidently λ ∈ GL7.µ0 and so µ0 is an Einstein nilradical by Proposition 3.5, (i)
and Proposition 2.2.
We now use the geometric technique to present an example of a 2-step nilpotent
Lie algebra which is not an Einstein nilradical. This is the first known example of
this kind to our best knowledge.
Example 3.7. Let (R11, µ0) be the 11-dimensional 2-step nilpotent Lie algebra de-
fined by
µ0(e1, e2) =
√
2
5e7, µ0(e1, e4) =
√
2
5e9, µ0(e2, e6) =
√
2
5e11.
µ0(e1, e3) =
√
2
5e8, µ0(e2, e5) =
√
2
5e10,
A curve µ = µ(t) of the form
µ0(e1, e2) = b(t)e7, µ0(e1, e4) = a(t)e9, µ0(e2, e6) = a(t)e11,
µ0(e1, e3) = a(t)e8, µ0(e2, e5) = a(t)e10,
satisfies (15) if and only if
a′ = − 12a(4a2 + b2) + 14 (16a4 + 3b4 + 8a2b2)a,
b′ = − 12b(4a2 + 3b2) + 14 (16a4 + 3b4 + 8a2b2)b.
Assume that µ(0) = µ0, that is, a(0) = b(0) =
√
2
5 and let x := a
2, y = b2, to get
the equivalent system
x′ = x
(
1
2 (16x
2 + 3y2 + 8xy)− 4x− y) , x(0) = 25 ,
y′ = y
(
1
2 (16x
2 + 3y2 + 8xy)− 4x− 3y) , y(0) = 25 .
This implies that(y
x
)′
=
y
x
(−2y), y
x
(0) = 1,
(y
x
)′
(0) = − 45 < 0,
and hence lim
t→∞
y(t) = 0. Since 8x + 2y = ||µ||2 = 4 for all t we obtain that
lim
t→∞
x(t) = 12 and λ = limt→∞
µ(t) is therefore given by
λ(e1, e2) = 0, λ(e1, e4) =
1√
2
e9, λ(e2, e6) =
1√
2
e11,
λ(e1, e3) =
1√
2
e8, λ(e2, e5) =
1√
2
e10,
Thus λ /∈ GL11.µ0 since its derived algebra is 4-dimensional, one less than for µ0.
An easy computation yields that β := Rλ is the element in t
+ with entries
− 12 ,− 12 ,− 14 ,− 14 ,− 14 ,− 14 , 0, 14 , 14 , 14 , 14 .
It is not hard to check that µ0 ∈ Wβ and so µ0 ∈ Sβ by Proposition 3.5, (iii).
Assume now that µ0 is an Einstein nilradical. Then there must exist µ ∈ GL11.µ0
such that Sµ is Einstein (see Proposition 2.2) and so
4
||µ||2 Rµ is necessarily conjugate
to β by Proposition 3.4, (ii). This implies that Rµ has zero as an eigenvalue, a
contradiction by Lemma 3.8 since the derived algebra of µ must coincide with its
center (recall that µ ≃ µ0).
To conclude this section, we give some general results on the Ricci operator of
nilmanifolds which will be useful in the results in the next sections.
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Lemma 3.8. Let (n, 〈·, ·〉) be a metric 2-step nilpotent Lie algebra. Then [n, n]
coincides with the center of n if and only if the eigenvalues of the Ricci operator
R〈·,·〉 are all nonzero.
Proof. Consider the orthogonal decomposition of the form n = v⊕ [n, n]. It follows
from (14) that R〈·,·〉 leaves v and [n, n] invariant and it is positive definite on [n, n]
and negative semidefinite on v. Moreover, R〈·,·〉X = 0 for X ∈ v if and only if X
is in the center of n. This concludes the proof. 
Lemma 3.9. For µ ∈ V , the following two conditions are sufficient to have R〈·,·〉 ∈
t:
• for all i < j there is at most one k such that µkij 6= 0,
• if µkij and µki′j′ are nonzero then either {i, j} = {i′, j′} or {i, j}∩{i′, j′} = ∅.
Proof. The lemma follows directly from (14). 
4. Applications in dimension 7
It is known that, up to dimension 6, any nilpotent Lie algebra is an Einstein
nilradical (see [L3, W]), thus 7 is the first dimension to consider Problem 4. We will
determine in this section the 7-dimensional 6-step Einstein nilradicals, obtaining in
particular three examples which can not be so.
If µ ∈ V = Λ2(R7)∗ ⊗ R7 satisfies µ(ei, ej) = aijei+j , i < j, and zero otherwise,
then it will be denoted by the 9-tuple
(16) µ = (a12, a13, a14, a15, a16, a23, a24, a25, a34)
(i.e. µi+jij = aij). Assume that all the aij ’s are nonzero. Thus the set
{
αkij : µ
k
ij 6= 0
}
is given by
{(−1,−1, 1, 0, 0, 0, 0), (−1, 0,−1, 1, 0, 0, 0), ..., (0, 0,−1,−1, 0, 0, 1)},
and with respect to this enumeration the matrix U defined in (12) is
U =


3 0 1 1 1 0 1 1 −1
0 3 0 1 1 1 −1 0 0
1 0 3 0 1 1 1 −1 1
1 1 0 3 0 −1 1 1 0
1 1 1 0 3 0 −1 1 1
0 1 1 −1 0 3 1 0 1
1 −1 1 1 −1 1 3 1 1
1 0 −1 1 1 0 1 3 1
−1 0 1 0 1 1 1 1 3


.
It is easy to check that Rµ ∈ t for any µ of the form (16) by using Lemma 3.9. It
follows from Theorem 2.7 that Sµ is Einstein if and only if U

 a212...
a2
34

 = ν
[
1
...
1
]
for
some ν ∈ R. We solve this linear system and get that Sµ is Einstein if and only if
there exists a, b, c ∈ R such that
µ=µa,b,c:=(±
√
a,±√2−b,±√3−a−b−c,±
√
b,±√b+c−1,±
√
b,±√c,±√3−a−b−c,±√a)
up to a scalar multiple, where all the numbers under a square root must be of course
nonnegative. Recall that these are precisely the critical points of the functional
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F (a12, ..., a34) =
16 tr R2µ
||µ||2 restricted to any leaf of the form
∑
a2ij = constant. By
Proposition 3.3, (i) we have that for any µ = µa,b,c,
βµ =
1
7
(
aα312 + (2− b)α413 + ...+ aα734
)
= 17 (−4,−3,−2,−1, 0, 1, 2).
This element of t+ will be denoted by β from now on. Thus 4||µ||2 Rµ = β (see
Proposition 3.2, (i)), µ ∈ Sβ (see Proposition 3.4, (i)) and the corresponding eigen-
value type equals (1 < 2 < 3 < 4 < 5 < 6 < 7; 1, ..., 1) for any µ = µa,b,c. Recall
that the Jacobi identity adds some conditions on a, b, c.
It follows from [GH, Theoreme 2] and [Ml, Theorem 5.17] that any 7-dimensional
6-step nilpotent real Lie algebra admitting an N-gradation is isomorphic to one and
only one of the following:
• µ1 = (1, ..., 1, 0, 0, 0, 0),
• µ2 = (1, ..., 1, 0, 1, 1, 1),
• λt = (1, ..., 1, t, 1− t), t ∈ R,
• µ3 = µ1 + v237,
• µ4 = µ1 + v236 + v247.
It should be noticed that this list differs a little from the one given in [Ml]. The
translation is as follows: µ1 = m0(7); µ2 ≃ m0,1(7) = g7,−2; λt ≃ g7,α, α = 2t−11−t ,
t 6= 1; λ1 = m2(7). We also recall that although the ground field in [GH] is C, the
result we need is still valid on R since it only uses Lemme 2, which is clearly valid
for the real numbers as well.
Let g ∈ GL7 be the diagonal matrix with entries
g1 = 1, g5 =
√
a(3−a−b−c)(2−b)√
b
,
g2 =
√
3−a−b−c√2−b√
b
, g6 =
√
a(3− a− b− c)(2− b),
g3 =
√
a
√
3−a−b−c√2−b√
b
, g7 =
√
a(3−a−b−c)√2−b√b+c−1√
c
.
g4 =
√
a
√
3−a−b−c(2−b)√
b
,
It is a straightforward calculation to prove that if c = b
2
2−b then
g−1.µa,b,c =
(
1, ..., 1,± b(3−a−b−c)
c
√
b+c−1√2−b ,± a√c√b+c−1
)
,
where a positive square root has already been chosen in all the coordinates of µa,b,c
except in the last two. It is not hard to check that g−1.µa,b,c is as follows depending
on a, b, c:
• λt, 0 < t < 1, if t = 1 − a, b = c = 1 (positive square roots chosen in
µa,b,c);
• λt, 1 < t <∞, if t = b(3−a−b−c)c√b+c−1√2−b , 1 − t = − a√c√b+c−1 , a = 6−5b−b
√
3b−2
2(2−b) ,
c = b
2
2−b ,
2
3 < b < 1;
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• λt, −∞ < t < 0, if t = − b(3−a−b−c)c√b+c−1√2−b , 1− t = a√c√b+c−1 , a = 6−5b+b
√
3b−2
2(2−b) ,
c = b
2
2−b ,
2
3 < b < 1.
This implies that λt is an Einstein nilradical for any t 6= 0, 1. On the other hand, it
is proved in [L3, Theorem 4.2] that µ1 is an Einstein nilradical, as it is isomorphic
to µ′1 = (
√
5,
√
8, 3,
√
8,
√
5, 0, 0, 0, 0) with Sµ′
1
Einstein of eigenvalue type (1 < 16 <
17 < 18 < 19 < 20 < 21; 1, ..., 1) (see also [P, Theorem 27]). We also have that µ3
and µ4 are both Einstein nilradicals as they are isomorphic to the critical points
µ′3 = (
√
5,
√
5, 3,
√
8,
√
2, 0, 0, 0, 0) + 3v237,
µ′4 = (
√
10,
√
21,
√
18, 4,
√
18, 0, 0, 0, 0) +
√
21v236 +
√
18v247,
of eigenvalue type (1 < 4 < 5 < 6 < 7 < 8 < 9; 1, ..., 1) and (1 < 3 < 4 < 5 < 6 <
7 < 8; 1, ..., 1), respectively. Recall that µ′1, µ
′
3, µ
′
4 are all different from any µa,b,c,
in accordance with the fact that they belong to other strata.
It then only remains to consider the cases µ2, λ0 and λ1. Let us first consider
µ2. If U1 is the matrix associated to the ordered set of weights {α312, ..., αˆ523, α734}
(i.e. only α523 is missing), then the solutions to U1[c
k
ij ] = ν[1] are given up to a
scalar multiple by
(a, 2, 3− a− c, 0, c− 1, c, 3− a− c, a).
It follows from Proposition 3.3, (i) that βµ2 = β =
1
7 (−4, ..., 2) and hence in order
to apply part (ii) of the same proposition we should try to find a degeneration
µ2 → λ for some of the λ′s defined there, that is, λ = µa,0,c for some a, c ∈ R such
that a, 3− a− c, c ≥ 0. This may be done by defining a curve gt ∈ GL7 of diagonal
matrices such that lim
t→0
gt.µ2 = µa,0,c. By assuming that the square of the entries of
g−1t are of the form sit
ri , we get the following necessary and sufficient conditions
to get such a degeneration:
s1s2
s3
= a, s2s4
s6
= c, ri + rj = ri+j ∀(i, j) 6= (1, 5), (2, 3),
s1s3
s4
= 2, s2s5
s7
= 3− a− c, r1 + r5 > r6.
s1s4
s5
= 3− a− c, s3s4
s7
= a,
s1s6
s7
= c− 1,
It is easy to see that this is equivalent to c =
√
28−1
3 , a =
√
c(c− 1), all the ri’s are
in terms of r1, r2 and 2r1 > r2. So that we can take gt with entries
1, t,
√
at,
√
2at,
√
2a(3− a− c)t,
√
2act2,
√
2a3t2,
with a, c as above. It then follows from Proposition 3.3, (ii) that µ2 ∈ Sβ .
We now suppose that µ2 is an Einstein nilradical, that is, there exists µ ∈ GL7.µ2
such that Sµ is Einstein (see Proposition 2.2). By Proposition 3.4 we can assume
that
β + ||β||2I = 17


1
2
3
4
5
6
7


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is a derivation of µ. This implies that µ has the form (16) and since Sµ is Einstein
there must exist a, b, c such that µ = µa,b,c. Recall that µ is isomorphic to µ2.
Thus µ is 6-step nilpotent, which implies that µ1+j1j 6= 0 for j = 2, ..., 6 and so µ523
is nonzero as well since µ523 = ±
√
b = ±µ615. We finally arrive at a contradiction
since the Lie algebra invariant given by g/C4(g), where C4(g) is the fourth term
in the descending central series of the Lie algebra g, gives rise to non-isomorphic
5-dimensional Lie algebras when computed for µ and µ2, respectively (note that
µ523 6= 0 = (µ2)523 and see [Mg]). We then conclude that µ2 is not an Einstein
nilradical.
Since λ0 ∈ Wβ we can prove that λ0 ∈ Sβ by using the following degeneration:
lim
t→∞ gt.λ0 = µ1,1,1, gt = e
−tα, α ∈ t with entries (0, 1, 1, 1, 2, 2, 2). Indeed, this
shows that inf F (GL7.λ0) ≤ ||β||2 = 57 = F (µ1,1,1) and we can apply Proposition
3.2, (iii). Once we know that λ0 ∈ Sβ then we argue as in the case of µ2 above
and get that λ0 must be isomorphic to a µ = µa,b,c if we assume that λ0 is an
Einstein nilradical. We use this time the invariant dim{adX |C3(g) : X ∈ g}, which
equals 1 for λ0 and equals 2 for µ since (λ0)
7
25 = 0 and µ
7
25 = ±µ514 6= 0 (µ 6-step),
respectively.
Finally, for λ1 we argue in an analogous way, by using the degeneration lim
t→∞
gt.λ1 =
µ0,1,1, gt = e
−tα, α ∈ t with entries (1, 2, 0, 1, 2, 3, 4), and the invariant C1(g), which
is abelian for λ1 and nonabelian for any µa,b,c with a 6= 0.
The results obtained in this section may be summarized in the following classi-
fication.
Theorem 4.1. A 6-step nilpotent Lie algebra µ of dimension 7 is an Einstein
nilradical if and only if µ 6= µ2, λ0, λ1.
5. Application to 2-step nilpotent Lie algebras attached to graphs
Let G be a graph with set of vertices {v1, ..., vp} and set of edges {l1, ..., lq} ⊂
{vivj : 1 ≤ i, j ≤ p}. We associate to G a 2-step nilpotent Lie algebra (Rn, µG),
n = p+ q, defined by
µG(ei, ej) =


ep+k, if lk = vivj , i < j;
0, otherwise.
Thus the center of µG coincides with the derived algebra µG(Rn,Rn), which is
linearly generated by ep+1, ..., en, if and only if G has no any isolated point. These
Lie algebras have been recently considered in [DM], where their automorphism
groups have been computed. Our aim in this section is to consider the question of
for which graphs G the Lie algebra µG is an Einstein nilradical.
For a1, ..., aq ∈ R we consider the Lie algebra µG(a1, ..., aq) defined by
µG(a1, ..., aq)(ei, ej) =


akep+k, if lk = vivj , i < j;
0, otherwise.
Thus µG = µG(1, ..., 1) and µG is isomorphic to µG(a1, ..., ak) if and only if ak 6= 0
for any k = 1, ..., q. Recall that (µG)
p+k
ij = 1 if lk = vivj and zero otherwise. Thus
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βµG can be written as
βµG =
∑
lk=vivj
ckα
p+k
ij , c1, ..., cq ≥ 0,
q∑
k=1
ck = 1.
If λ = µG(
√
c1, ...,
√
cq) then µG degenerates to λ since lim
t→∞
µG(1t +
√
c1, ...,
1
t
+
√
c1) = λ and
1
t
+
√
ci > 0 for all i and t > 0. We may therefore apply Proposition
3.3, (ii) since Rλ ∈ t by Lemma 3.9 and obtain:
Proposition 5.1. For any graph G the Lie algebra µG ∈ Sβ for β ∈ t+ conjugate
to βµG .
Recall from graph theory that two edges lk, lm of a graph G are called adjacent
if they share a vertex, which will be denoted by lk ∼ lm. The line graph L(G) of
G is the graph whose vertices are the edges of G and where two of them are joined
if and only if they are adjacent. The adjacency matrix AdjG of a graph G with a
labelling {v1, ..., vp} of the set of vertices is defined as the (symmetric) p×p matrix
with 1 in the entry ij if vivj is an edge and zero otherwise.
Since the set
{
αp+kij : lk = vivj , k = 1, ..., q
}
is linearly independent, the matrix
U associated to µG is positive definite and so the linear system
(17) U
[
c1
...
cq
]
= ν
[
1
...
1
]
admits a unique solution satisfying
q∑
k=1
ck = 1. Another way to define such solution
is as a weighting (c1, ..., cq) on the set of edges {l1, ..., lq} of G such that
(18) 3ck +
∑
lm∼lk
cm = ν, ∀k = 1, ..., q.
We note that 〈αp+kij , αp+k
′
i′j′ 〉 = 1 if lk ∼ lk′ and zero otherwise, from which it
follows that U = 3I +AdjL(G), where AdjL(G) is the adjacency matrix of the line
graph of G.
Definition 5.2. A graph G is said to be positive if the vector
(3I +AdjL(G))−1
[
1
...
1
]
has all its entries positive.
Thus a graph is positive if and only if the solution (c1, ..., cq) to (17) (or equiva-
lently the weighting (18)) satisfies ck > 0 for all k = 1, ..., q.
Theorem 5.3. The 2-step nilpotent Lie algebra µG attached to a graph G is an
Einstein nilradical if and only if G is positive.
Proof. We may assume that G has no isolated vertices since such vertices only
determine an abelian factor of µG and hence we can apply [L3, Proposition 3.3].
Thus the center of µG coincides with its derived algebra. If µG is an Einstein
nilradical, that is, there exists µ ∈ GLn.µG such that Sµ is Einstein, then 4||µ||2 Rµ
is conjugate to β and so to βµG (see Proposition 3.4, (ii)). It follows from Lemma 3.8
that Rµ can never have a zero eigenvalue (recall that µ ≃ µG and so its center and
EINSTEIN SOLVMANIFOLDS: EXISTENCE AND NON-EXISTENCE QUESTIONS 19
r r
r
r
r
r
❅
❅
 
 
 
 
❅
❅
1
1
1
1
0
G2,2,0
r r
r
r
r
 
 
 
❅
❅
❅
✁
✁
✁
✁
✁
✁
❆
❆
❆
❆
❆
❆
✂
✂
✂
✂
✂
✂
✂
✂
✂
❇
❇
❇
❇
❇
❇
❇
❇
❇
1
1
1
1
1
1
0
G0,0,3
r r
r
r
r
r
❅
❅
 
 
✁
✁
✁
✁✁
❆
❆
❆
❆❆
15
15
8 14
-1
18
G2,1,1
Figure 1. Nonpositive graphs and their weightings
derived algebra coincide), which implies that βµG =
∑
lk=vivj
ckα
p+k
ij with c1, ..., cq >
0 since these are precisely the eigenvalues of βµG with eigenvectors ep+1, ..., en,
respectively. Thus (c1, ..., cq) is a solution to (17) by Proposition 3.3, (iii), that is,
G is positive.
Conversely, if G is positive then λ = µG(√c1, ...,√cq) ∈ GLn.µG , where (c1, ..., cq)
is the (positive) solution to (17), and Sλ is Einstein by Theorem 2.7. Thus µG is
an Einstein nilradical. 
Canonical examples of positive graphs are those for which L(G) is regular (i.e.
all the valencies val(lk) = ♯{lm : lm ∼ lk} are the same for any k). Indeed, (1, ..., 1)
is a solution to (18) if and only if L(G) is regular (note that this is not equivalent to
G regular, as the graph on the left in Figure 4 shows). It is also clear that a graph
is positive if and only if each of its connected components is so. Automorphisms of
L(G) (i.e. permutations σ of {1, ..., q} such that lk ∼ lm if and only if lσ(k) ∼ lσ(m))
may be used to facilitate the computation of the weighting due to the following
symmetry property.
Lemma 5.4. Let (c1, ..., cq) be the weighting defined in (18). Then ck = cσ(k) for
any automorphism σ of L(G) and k = 1, ..., q.
Proof. By using that lk ∼ lm if and only if lσ(k) ∼ lσ(m) we get that if (c1, ..., cq)
is a weighting with a given ν ∈ R then (cσ(1), ..., cσ(q)) satisfies the equations for a
weighting with the same ν as well, and thus the assertion follows from the unique-
ness of the solution. 
The simplest examples of graphs which are not positive are given in Figure 1,
endowed with their corresponding weightings. Recall that we have already proved
that the 2-step nilpotent Lie algebra attached to G2,2,0 is not an Einstein nilradical
in Example 3.7. It is not hard to see that any graph having at most 5 vertices
is positive, with the only exception of G0,0,3, the one in the middle in Figure 1.
G2,2,0 has n = p+ q = 6+ 5 = 11 and gives the lowest dimensional counterexample
possible to Problem 4 obtained by the graph construction.
If l = vw is an edge of a graph then l is said to be incident at v (or w) and l is
called an end edge if one of the valencies val(v), val(w) equals one.
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Figure 3. Nonpositive graphs.
Definition 5.5. Let Gr,s,t be the graph with p = r + s + t + 2 vertices and q =
r+s+2t+1 edges such that there is an edge l = vw which is adjacent to every other
edge, r and s are the number of edges incident at v and w, respectively, having all
other vertices of valency 1, and 2t is the number of edges adjacent to l but with all
other vertices of valency 2, as in Figure 2. We will always assume that r ≥ s and
also that either s 6= 0 or t 6= 0. We will say that a graph G contains faithfully Gr,s,t
if it has an edge l as above for r, s, t such that the r + s vertices have valency one
and the remaining t vertices have valency two in G.
Proposition 5.6. Any graph G which contains faithfully any of the graphs in Fig-
ures 1 and 3 is not positive.
Proof. We first consider a graph G which contains faithfully G4,1,0. Since the four
edges on the left can be interchanged by an automorphism of G as they are end
edges, their corresponding weights coincide (see Lemma 5.4). So if we call a, b, c to
the weights as in Figure 3 then three of the equations in system (18) with ν = 1
are
6a+ c = 1−R
3b+ c = 1− S
4a+ b+ 3c = 1−R− S,
where R and S denote the sum of the weights of the remaining edges of G which
are incident at v and w, respectively. By solving this linear system we get c =
− 112 (2R+4S). If we now assume that G is positive, then R,S ≥ 0 and consequently
c ≤ 0, a contradiction. We can argue analogously in the other cases, where we
obtain c = − 14 (R + S + d), c = − 14 (R + S + 2d) and c = − 14 (R + S + 12 (d + e))
in the remaining cases in Figure 3 from left to right, and for those in Figure 1 we
get c = − 14 (R + S), c = − 14 (R + S) and c = − 14 (R + S + 12e), respectively. Recall
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that the triangles can also be interchanged by an automorphism of G, and so the
weights of the left sides are all equal to, say, d and those on the right to, say, e. 
This gives us the following
Corollary 5.7. A graph Gr,s,t is not positive if and only if one of the following
holds:
(i) rs ≥ 4.
(ii) t ≥ 3.
(iii) t ≥ 1 and t+ r/2 ≥ 3.
(iv) r ≥ 2, s ≥ 1 and t ≥ 1.
(v) s ≥ 1 and t ≥ 2.
Proof. Any graph Gr,s,t with r, s, t satisfying any of these conditions is not positive
by Proposition 5.6, and the remaining eleven cases are easily seen to be positive. 
An equivalent way to state Proposition 5.6 is as follows: any graph faithfully
containing Gr,s,t such that r, s, t satisfy any of the conditions (i)-(v) in Corollary
5.7 is not positive. This provides a great deal of counterexamples to Problem 4 in
the 2-step nilpotent case, covering all dimensions starting from 11.
In order to obtain an existence result, we are going to study the special case
when G is a tree (i.e. a connected graph with no cycles). We already know that
not every tree is positive (see Figures 1 and 3), but we shall give a simple sufficient
condition. Let us assume from now on that G is a tree with q − 1 vertices and q
edges such that val(l) ≤ 3 for any edge l in L(G). It is easy to see that for q ≤ 5
such graphs are
(i) Ap, p = 2, . . . , 6,
(ii) Dp, p = 4, . . . , 6,
(iii) E6,
(iv) H,
where Ap, Dp and E6 denote the well known Dynkin diagrams and H is the graph
of the family in the left of Figure 4, having 4 edges. Note that H is special in the
sense that, under the hypothesis we have on G, if H is an induced subgraph of G
then G = H. Moreover, H is the only of these graphs having end edges of valency
3. It is easy to prove that all the graphs in (i)-(iv) are positive.
Theorem 5.8. If G is a tree with val(l) ≤ 3 for each edge l, then G is positive.
Proof. We will prove this result by induction on the number of edges q. By the above
discussion, we may assume from now on that q > 5 and our inductive hypothesis
will be that any tree with q − 1 or a smaller number of edges and such that the
valencies of the edges are all at most 3 is positive. Given a graph G with edges
{l1, ..., lq}, for 1 ≤ n ≤ m ≤ q, let U (n,m) denote the (m − n + 1) × (m − n + 1)
minor of U corresponding to rows and columns from n to m. Also, let M
(n,m)
j
denote the matrix obtained by replacing in U (n,m) the j-th column by the column
vector (1, . . . , 1).
By Cramer’s rule, the j-th entries of the solution to the system (17) for U =
U (n,m) and ν = 1 (or equivalently, the j-th weight corresponding to the graph with
edges {ln, ..., lm}) is given by
(19)
detM
(n,m)
j
detU (n,m)
.
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Recall that U (n,m) is positive definite, thus the sign of the j-th weight equals the
sign of detM
(n,m)
j .
Let G be a tree as in the statement and let us consider an edge l of G which
is not an end edge. Since G is a tree there is a labelling such that if l = lj then
li ≁ lk for all i < j < k. Moreover we can also assume that: if val(l) = 2 then we
have lj−1 ∼ lj ∼ lj+1; if val(l) = 3 then lj−1 ∼ lj ∼ lj+1, lj+2. By computing the
determinant by the j-th row, a straightforward calculation shows that
(20)
detM
(1,q)
j = − detM (1,j−1)j−1 detU (j+1,q) + detU (1,j−1) detU (j+1,q)
− detM (j+1,q)1 detU (1,j−1) − uj,j+2 detM (j+1,q)2 detU (1,j−1).
where uj,j+2 equals 1 or 0 according to the valency of lj .
We then have two subgraphs of G to consider: G1 corresponding to the edges
{l1, . . . , lj−1}, and G2 corresponding to {lj+1, . . . , lq}. Let (a1, ..., aj−1) and (bj+1, ..., bq)
denote the weightings of these graphs corresponding to ν = 1. Recall that by in-
ductive hypothesis ak > 0 and bj > 0 for any k, j. Moreover, by (19) the above
equation can be stated as
(21)
detM
(1,q)
j = detU
(1,j−1) detU (j+1,q)
[
(12 − aj−1) + (12 − bj+1 − uj,j+2bj+2)
]
.
By definition, these weightings satisfy
(22)
(a) 3aj−1 + uj−1,j−2aj−2 + uj−1,j−3aj−3 = 1,
(b) 3bj+1 + uj+1,j+2bj+2 + uj+1,j+3bj+3 = 1,
where we have included the uk,l factor to consider all possible cases as for example
when lj−1 is an end edge. It is easy to see that (a) implies that
1
2 − aj−1 = 12 (aj−1 + uj−1,j−2aj−2 + uj−1,j−3aj−3) > 0,
independently of val(lj−1).
To see that the other term in the right hand side of equation (21) is nonnegative,
suppose first that val(lj) = 2 (i.e. uj,j+2 = 0). In this case, by (b) we have that
1
2 − bj+1 = 12 (bj+1 + uj+1,j+2bj+2 + uj+1,j+3bj+3) > 0.
On the other hand, if val(lj) = 3 (i.e. uj,j+2 = 1), we will also consider the equation
corresponding to lj+2 (in G2),
(c) 3bj+2 + bj+1 + uj+2,j+4bj+4 = 1.
Since in this case uj+1,j+2 = 1, from (b) and (c) we now get
1
2 − bj+1 − bj+2 = 14 (uj+1,j+3bj+3 + uj+2,j+4bj+4) ≥ 0.
In either case from (21) we get that detM
(1,q)
j is positive, as was to be shown.
Now, if l is an end edge, we can use the same proof considering just G2 since we
have already excluded the case G = H and therefore val(l) is at most 2. 
The examples in Figure 4 show that the condition in Theorem 5.8 is not necessary
for a tree to be positive.
Clearly, if the graphs G,G′ are isomorphic then µG is isomorphic to µG′ as Lie
algebras. The converse assertion has been proved by M. Mainkar [Mn]. Geomet-
rically, this means that two solvmanifolds SµG , SµG′ are isometric if and only if
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Figure 4. Positive trees with an edge of valency greater than 3.
the graphs G, G′ are isomorphic. In particular, Theorem 5.8 provides a method to
construct a great deal of examples of nonisometric Einstein solvmanifolds.
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