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Abstract
We present an elementary argument that one can shield linearised
gravitational fields using linearised gravitational fields. This is done
by using third-order potentials for the metric, which avoids the need
to solve singular equations in shielding or gluing constructions for the
linearised metric.
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1 Introduction
A fundamental property of Newtonian gravity is that the gravitational field
cannot be localised in a bounded region. This is a simple consequence of
the equation
∆φ = 4πGρ ,
where φ is the gravitational potential, G is Newton’s constant and ρ is the
matter density: The requirement that ρ ≥ 0, and the asymptotic behaviour
−M/r of φ, where M is the total mass, implies that φ vanishes at large
distances along a curve extending to infinity if and only if there is no matter
whatsoever and φ ≡ 0. It is therefore extremely surprising that in general
relativity, gravitational fields can be shielded away by gravitational fields, as
proved recently in a remarkable paper by Carlotto and Schoen [5].
Since Newtonian gravity is part of the weak-field limit of general relativ-
ity (indeed, this is weak-field GR with small velocities), one wonders if a sim-
ilar screening can occur for linearised relativity. As it turns out, the analysis
of Carlotto and Schoen can be readily generalised to linearised gravitational
fields on cone-like sets as considered in [5] (compare [9]). This, however,
requires sophistical mathematical machinery which imposes restrictions to
the sets considered and, as an intermediate step, uses solutions blowing-up
at the relevant boundaries, which leads to difficulties when trying to imple-
ment the method numerically. The object of this note is to point out an
alternative elementary method to perform gluings, or achieve screening of
linearised gravity by linearised gravitational fields near a Minkowski back-
ground. In particular, we give here a very simple proof that at any given
time t, and given any open set Ω ⊂ R3, every linearised vacuum gravitational
field hµν on {t} × R
3 can be deformed to a new linearised vacuum field h˜µν
so that h˜µν coincides with hµν on Ω and vanishes outside a slightly larger
set. In other words, the gravitational field has been screened away outside
of Ω, and this by using gravitational fields only: no matter fields, whether
with positive or negative density, are needed.
We emphasise that the construction of Carlotto-Schoen switches-off the
gravitational field in sets which have a cone-like structure, whether in the
linearised case or in the full treatment. In our approach no restrictions on
the geometry of Ω occur, so that the screening can be done near any set.
Our construction is likely to be useful for the numerical construction of
initial data sets with interesting properties, by providing an efficient way
of making gluings in the far-away zone, where nonlinear corrections become
inessential. Here, as already pointed out, both the Corvino-Schoen and the
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Carlotto-Schoen gluings require solving elliptic equations in spaces of func-
tions which are singular at the boundary of the gluing region (see [10, 8] for a
review), while our gluings are performed by explicit elementary integrations
((2.31) below), multiplication by a cut-off function, and applying derivatives,
once the metric has been put into transverse and traceless (TT)-gauge.
The above leads one naturally to ask similar questions for electric and
magnetic fields. Here we provide a simple proof that Maxwell fields can be
shielded by Maxwell fields. Last but not least, we show how to perform the
screening in practice, in that we prove that all solutions of sourceless Maxwell
equations in a bounded space-time region can be realised by manipulating
charges and currents in an enclosing bounded region.
2 Shielding linearised gravity
Consider R3+1 with a metric which, in the natural coordinates on R3+1,
takes the form
gµν = ηµν + hµν , (2.1)
where η denotes the Minkowski metric. Suppose that there exists a small
constant ǫ such that we have
|hµν | , |∂σhµν | , |∂σ∂ρhµν | = O(ǫ) . (2.2)
If we use the metric η to raise and lower indices one has
Rβδ =
1
2
[∂α{∂βh
α
δ + ∂δh
α
β − ∂
αhβδ} − ∂δ∂βh
α
α] +O(ǫ
2) . (2.3)
Coordinate transformations xµ 7→ xµ + ζµ, with
|ζµ| , |∂σζµ| , |∂σ∂ρζµ| , |∂σ∂ρ∂νζµ| = O(ǫ) , (2.4)
preserve (2.2), and lead to the gauge-freedom
hµν 7→ hµν + ∂µζν + ∂νζµ . (2.5)
Imposing the wave-coordinates condition up to O(ǫ2) terms,
✷gx
α = O(ǫ2) , (2.6)
leads to
∂βh
β
α =
1
2
∂αh
β
β +O(ǫ
2) , (2.7)
as well as
Rβδ = −
1
2
✷ηhβδ +O(ǫ
2) . (2.8)
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2.1 The Cauchy problem for linearised gravity
In what follows we ignore all O(ǫ2)-terms in the equations above and consider
the theory of a tensor field hµν with the gauge-freedom (2.5) and satisfying
the equations
0 = ∂α{∂βh
α
δ + ∂δh
α
β − ∂
αhβδ} − ∂δ∂βh
α
α . (2.9)
Solving the following wave equation
✷ζα = −∂βh
β
α +
1
2
∂αh
β
β ,
where ✷ ≡ ✷η is the wave-operator of the Minkowski metric, and performing
(2.5) leads to a new tensor hµν , still denoted by the same symbol, such that
∂βh
β
α =
1
2
∂αh
β
β , (2.10)
together with the usual wave equation for h:
✷hβδ = 0 . (2.11)
Solutions of this last equation are in one-to-one correspondence with their
Cauchy data at t = 0. However, those data are not arbitrary, which can be
seen as follows: Equations (2.10)-(2.11) imply
✷(∂βh
β
α −
1
2
∂αh
β
β) = 0 . (2.12)
It follows that (2.10) will hold if and only if(
∂βh
β
α −
1
2
∂αh
β
β
) ∣∣∣
t=0
= 0 = ∂0
(
∂βh
β
α −
1
2
∂αh
β
β
) ∣∣∣
t=0
. (2.13)
Equivalently, taking (2.11) into account,
∂0(h00 + h
i
i)|t=0 = 2∂ih
i
0|t=0 , (2.14)
∂0h0i|t=0 =
(
∂jh
j
i +
1
2∂i(h00 − h
j
j)
)∣∣
t=0
, (2.15)
∆hii|t=0 = ∂i∂jh
ij|t=0 , (2.16)
∂j
(
∂0h
j
i − ∂0h
k
kδ
j
i
)∣∣
t=0
=
(
∆h0i − ∂i∂jh
j
0
)∣∣
t=0
. (2.17)
The last two equations are of course the linearisations of the usual scalar
and vector constraint equations.
4
There remains the freedom of choosing ζα|t=0 and ∂tζα|t=0. We choose(
∂0h
k
k − 2∂kh
k
0 − 2∆ζ0
)∣∣
t=0
= 0 ,(
h00 + 2∂0ζ0
)∣∣
t=0
= 0 ,(
h0i + ∂iζ0 + ∂0ζi
)∣∣
t=0
= 0 ,
Di
(
hij −
1
3h
k
kδ
i
j +D
iζj +Djζ
i − 23D
kζkδ
i
j
)∣∣
t=0
= 0 , (2.18)
where Di ≡ D
i ≡ ∂i in Cartesian coordinates. Indeed, given any hµν and
∂0hµν |t=0, the first equation can be solved for ζ0|t=0 under suitable natural
conditions on the data; the second defines ∂0ζ0|t=0; the third defines ∂0ζi|t=0;
finally, the last equation is an elliptic equation for the vector field ζi|t=0
which can be solved [7] if one assumes that the field
∂i
(
hij −
1
3
hkkδ
i
j
)∣∣
t=0
(2.19)
belongs to a suitable weighted Sobolev or Ho¨lder space, the precise require-
ments being irrelevant for our purposes. We simply note that if some com-
ponents of hij behave as 1/r, then ζ will behave like ln r in general, which is
likely to introduce ln r/r terms in the gauge-transformed metric. After per-
forming this gauge-transformation, we end up with a tensor field hµν which
satisfies
∂0h
k
k
∣∣
t=0
= h00
∣∣
t=0
= h0i
∣∣
t=0
= ∂i
(
hij −
1
3
hkkδ
i
j
)∣∣
t=0
= 0 . (2.20)
Inserting this into (2.14)-(2.17) we find
∂0h00|t=0 = 0 , (2.21)
∂0h0i|t=0 = −
1
6∂ih
j
j |t=0 , (2.22)
∆hii|t=0 = 0 , (2.23)
∂j
(
∂0h
j
i − ∂0h
k
kδ
j
i
)∣∣
t=0
= 0 . (2.24)
The further requirement that hii goes to zero as r tends to infinity together
with the maximum principle gives
hii|t=0 = 0 . (2.25)
We conclude (compare [1]) that at any given time t = t0 every linearised
gravitational initial data set (hµν , ∂thµν)|t=t0 can be gauge-transformed to
the TT-gauge: writing kij = ∂0hij , we have
hkk|t=t0 = ∂ih
i
j |t=t0 = k
k
k = ∂ik
i
j = 0 . (2.26)
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From what has been said and from uniqueness of solutions of the wave
equation we also see that in this gauge we will have for all t
h00 = h0i = h
k
k = ∂ih
i
j = 0 , (2.27)
which further implies that (2.26) is preserved by evolution.
It should be pointed out that when the construction is carried out on
the complement of a ball, e.g. because sources are present, or because we
perform the construction at large distances only where the non-linearities
become negligible, then (2.25) will not hold in general, and the trace of hij
will be non-trivial, with the usual expansion in terms of inverse powers of r,
starting with 1/r-terms associated with the total mass of the configuration.
In such cases our construction below still applies to the transverse-traceless
part of the metric.
2.2 Third order potentials
We will need the following result from [3], which can be summarised as
follows: Let hij be a symmetric, transverse and traceless tensor on R
3,
∂ih
i
j = 0 = h
i
i . (2.28)
Then there exists a symmetric traceless “third order potential” uij such that
hmℓ = P (u)mℓ , (2.29)
where (here gij denotes the Euclidean metric andD
i the associated covariant
derivative)
P (u)mℓ :=
1
2
ǫm
ij∂i
(
∆ujℓ − 2∂(ℓD
nuj)n +
1
2
gjℓD
nDkunk
)
, (2.30)
and where u = uijdx
idxj can be constructed by the following procedure:
Letting
σijk(~x) :=
∫ 1
0
ǫij
ℓhℓk(λ~x)λ(1 − λ)
2dλ , (2.31)
we set
ujℓ = 2x
mxnx(jσℓ)mn + r
2xmσm(jℓ) . (2.32)
(This is clearly symmetric, and tracelessness is not very difficult to check.
Other third-order-potentials u are possible, differing by an element of the
kernel of P .) One way to see how (2.30) arises is to note that P (u) is,
apart from a numerical factor, the linearisation at the flat metric of the
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Cotton-York tensor in the direction of the trace-free tensor u. For (2.32),
the formulae follow by successively integrating thrice the two-forms given
in [3], at each step using the Poincare´ formula (3.7) below. We sketch the
construction in Appendix A.
The converse is also true: given any symmetric trace-free tensor uij, the
tensor field P (u) defined by (2.30) is symmetric, transverse and traceless (of
which only the last property and the vanishing of the divergence on the first
index are obvious).
As an example, consider hij describing a plane gravitational wave in
TT-gauge propagating in direction ~k,
hij(~k) = ℜ
(
Hije
i~k·~x
)
, ∂ℓHij = 0 = H
i
i = Hijk
j , (2.33)
with possibly complex coefficients Hij, where ℜ denotes the real part . Then
σijk = ℜ
(
ǫijℓH
ℓ
k
∫ 1
0
eiλ
~k·~x(λ− 2λ2 + λ3)dλ
)
= ℜ
(
WǫijℓH
ℓ
k
)
, where (2.34)
W (~x) =
2iei
~k·~x(~k · ~x+ 3i)− ~k · ~x(~k · ~x− 4i) + 6
(~k · ~x)4
(2.35)
(which tends to 1/12 when ~k · ~x tends to zero) ,
ujℓ = ℜ
(
W
(
2xmxix(jǫℓ)mkH
k
i − r
2xiǫik(jH
k
ℓ)
))
. (2.36)
As another example, consider the family of fields
uij = ln(1 + r
2)
(
Diλj +Djλi −
2
3
Dkλkgij
)
. (2.37)
Tensors of the form (2.37) with the ln(1+ r2) term removed form the kernel
of P for any λi (cf. Appendix A), which easily implies that if λ ∼ O(r
σ) for
large r then hij ∼ O(r
σ−4), for all σ ∈ R.
We also note that if hij is compactly supported to start with, then uij
can also be chosen to be compactly supported; compare Appendix A.
2.3 Shielding gravitational Cauchy data
We are ready to prove now a somewhat more general version of our previous
claim, that at any given time t, and given any region Ω ⊂ R3, every vacuum
initial data set for the gravitational field (hij , kij) can be deformed to a new
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vacuum initial data set (h˜ij , k˜ij) which coincides with (hij , kij) on Ω and
vanishes outside of a slightly larger set.
Indeed, consider any linearised gravitational field in the gauge (2.27).
Denote by (hij , kij) the associated Cauchy data at t, and let (uij , vij) denote
the corresponding potentials discussed in Section 2.2, thus
(hij , kij) = (P (u)ij , P (v)ij) , (2.38)
where P is the third-order differential operator of (2.30). Let Ω be any open
subset of R3 and let Ω˜ be any open set containing Ω. Let χΩ be any smooth
function which is identically equal to one on Ω and which vanishes outside
of Ω˜. Then the initial data set
(h˜ij , k˜ij) = (P (χΩu)ij , P (χΩv)ij) (2.39)
satisfies the vacuum constraint equations everywhere, coincides with (hij , kij)
in Ω and vanishes outside of Ω˜.
When Ω is bounded, the new fields (h˜ij , k˜ij) can clearly be chosen to
vanish outside of a bounded set. For example, consider a plane wave so-
lution as in (2.33). Multiplying the potentials (2.36) by a cut-off function
χB(R1) which equals one on B(R1) and vanishes outside of B(R2) provides
compactly supported gravitational data which coincide with the plane-wave
ones in B(R1). (Alternatively one can replace ~k ·~x in the first line of (2.34),
or in (2.35)-(2.36), by ~k · ~x χB(R1).) In the limit
~k = 0, so that hij is con-
stant and, e.g., kij = 0, one obtains data which are Minkowskian in B(R1),
and outside of B(R2), and describe a burst of radiation localised in a spher-
ical shell. Note that the Minkowskian coordinates for the interior region
are distinct from the ones for the outside region. The closest full-theory
configuration to this would be Bartnik’s time symmetric initial data set [2]
which are flat inside a ball of radius R1, and which can be Corvino-Schoen
deformed to be Schwarzschildean outside of the ball of radius R2; here R2
will be much larger than R1 in general, but can be made as close to R1 as de-
sired by making the free data available in Bartnik’s construction sufficiently
small.
For Ω’s which are not bounded it is interesting to enquire about fall-off
properties of the shielded field. This will depend upon the geometry of Ω
and the fall-off of the initial field:
For cone-like geometries, as considered in [5, 9], and with hµν = O(1/r),
the gravitational field in the screening region will fall-off again as O(1/r).
This is rather surprising, as the gluing approach of [5] leads to a loss of
decay even for the linear problem. One should, however, keep in mind that
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the transition to the TT-gauge for a metric which falls-off as 1/r is likely to
introduce ln r/r terms in the transformed metric, which will then propagate
to the gluing region.
As another example, consider the set Ω = (a, b) × R2, which is not
covered by the methods of [5]. Our procedure in this case applies but if
hµν = O(1/r), and if the cut-off function is taken to depend only upon the
first variable of the product Ω = (a, b)×R2, one obtains a gravitational field
h˜µν vanishing outside a slab Ω˜ = (c, d)×R
2, with [a, b] ⊂ (c, d), which might
grow as r2 ln r when receding to infinity within the slab.
So far we have been concentrating on “shielding”. But of course the
above can be used to glue linearised field across a gluing region, by inter-
polating the respective u’s to each other in the gluing zone. Equivalently,
screen each of the fields which are glued to zero across the gluing region,
and add the resulting new fields.
3 Shielding Maxwell fields
Maxwell equations in Minkowski space-time share at least two features with
linearised gravity: existence of constraint equations, and existence of gauge
transformations. It might therefore be unsurprising that there exists a ver-
sion of the Carlotto-Schoen construction which applies to the Maxwell equa-
tions; compare [11, 10] for a discussion of the Maxwell equivalent of the
Corvino-Schoen construction, which generalises without further ado to the
Carlotto-Schoen setting. We wish to show here how to carry-out the shield-
ing of Maxwell fields with Maxwell fields in an elementary way.
Recall that solutions of the source-free Maxwell equations are in one-to-
one correspondence with their initial data at time t; these are simply the
electric field ~E and the magnetic field ~B at t. These fields are not arbitrary,
but satisfy the constraints
div ~E = div ~B = 0 . (3.1)
On R3, these imply the existence of vector potentials ~ω and ~A such that
~E = curl ~ω , ~B = curl ~A . (3.2)
In fact there is an explicit formula for ~ω,
ωi = ǫjikx
j
∫ 1
0
Ek(λx)λdλ , (3.3)
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similarly for ~A. Using (3.2) it is straightforward to show that at any given
time t, and given any region Ω ⊂ R3, every sourceless Maxwell fields ( ~E, ~B)
can be deformed to new sourceless Maxwell fields which coincide with ( ~E, ~B)
on Ω and vanish outside a slightly larger set. Indeed, letting Ω˜ and χΩ be
as in the paragraph following (2.38), the new Maxwell fields at t
~E = curl (χΩ~ω) and ~B = curl (χΩ ~A) (3.4)
are divergence-free, coincide with the original fields on Ω, and vanish outside
of Ω˜.
One can solve the Cauchy problem for the Maxwell equations with the
new initial data (3.4) to obtain the associated space-time fields, if desired.
The question then arises1 if every such configurations can be realised by
an experimentalist in the lab. Here “an experimentalist” is defined as some-
one whose laboratory equipment can produce any desired electric charges ρ
and currents ~j subject to the conservation law
∂ρ
∂t
+ div~j = 0 . (3.5)
These, in turn, will produce Maxwell fields as dictated by the Maxwell equa-
tions written in their tensorial special-relativistic form:
∂νF
µν = 4πjµ , where (jµ) = (ρ,~j) . (3.6)
More specifically, let us describe the lab as the following “world-volume”:
U˜ := [t0, t3]× Ω˜ ⊂ R
4 .
The region within the lab where the desired Maxwell fields need to be pro-
duced will be the set
U := [t1, t2]× Ω ⊂ U˜ ,
with t0 < t1 ≤ t2 < t3 and Ω ⊂ Ω˜. Let Fµν be a source-free solution of the
Maxwell equations in U , as needed to carry out the desired experiments.
The following prescription tells us what are the charges and currents
outside of U which will produce a Maxwell field F˜µν coinciding with Fµν in
U , out of a vacuum configuration at t ≤ t0: Let χU be a smooth function
which is identically one on U and which vanishes outside of U˜ . Let Aµ be
any four-vector potential associated with Fµν , e.g.
Aµ(x
α) = xν
∫ 1
0
Fνµ(λx
α)λdλ . (3.7)
1We are grateful to Peter Aichelburg for pointing-out the issue to us.
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Set A˜µ = χU Aµ, F˜µν = ∂µA˜ν − ∂νA˜µ, and
jµ :=
1
4π
∂νF˜
µν . (3.8)
Then F˜αβ vanishes outside of the lab world-volume U˜ , and coincides with
the desired field Fαβ in the world-volume U of the experiment. If the
experimenter can produce the four-current (3.8) with her apparatus, she
will be able to create the desired Maxwell field in the region where the
experiment will take place.
It would be of interest to devise an analogous procedure for the gravi-
tational field, keeping in mind the supplementary difficulty of maintaining
positivity of energy density.
4 The Weyl tensor formulation
As is well-known, the vacuum Einstein equations imply a system of equations
for the metric and the Weyl tensor [13],
∇µC
µ
αβγ = 0 . (4.1)
which implies a symmetrizable-hyperbolic system of equations in dimension
1 + 3 (cf., e.g., [12]). In the linearised case the equations for the metric
and the Weyl tensor decouple, so that one can consider the Weyl tensor
equations linearised on Minkowski space-time on their own. We show in
Appendix C the equivalence of this approach to the metric one, in the sense
that a linearised Weyl tensor is always accompanied by a linearised metric
(the reverse property being obvious).
In space-time dimension four (C.1) can be rewritten in Maxwell-like
form. In this approach (compare [13]) the evolution equations for two sym-
metric trace-free tensors Eij and Bij ,
∂tEij = −ǫi
kℓ∂kBℓj , ∂tBij = ǫi
kℓ∂kEℓj , (4.2)
are complemented by the constraint equations
DiEij = 0 = D
iBij . (4.3)
Here Eij is the electric part and Bij the magnetic part of the Weyl tensor:
Eij = C0i0j , Bij = ⋆C0i0j , (4.4)
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with
⋆Cαβγδ =
1
2
ǫαβ
µνCµνγδ .
The symmetry and tracelessness of Eij , as well as tracelessness of Bij are
obvious from the symmetries of the Weyl tensor. The symmetry of Bij
follows from the less-obvious double-dual symmetry of the Weyl tensor (cf.,
e.g., [6, Proposition 4.1])
ǫαβ
µνCµνγδ = ǫγδ
µνCµναβ .
We show in Appendix C how the vanishing of the divergence of Eij relates
to the linearised scalar constraint equation, and how the symmetry of Bij
relates to the vector constraint equation.
Since both Eij and Bij are transverse and traceless, each of them comes
with its own third-order potential uij as described in Section 2.2, so that
shieldings and gluings can be performed on each of them directly, without
having to invoke the metric tensor.
A Integrating 2-forms on R3
In this Appendix we address the question of asymptotic behaviour of poten-
tials for closed two-forms. The analysis below has obvious generalizations
to p-forms on Rn (n > 3) with 1 < p < n.
Lemma A.1 Let ωij(x) = ω[ij](x) be a closed 2-form on R
3 with ωij = O(r
σ),
α ∈ R. Then there exists a 1-form ωi(x) with ∂[iωj] = ωij satisfying ωi(x) =
O(r1+σ) if σ 6= −2, ωi(x) = O(r
−1 ln r) otherwise.
Proof: Consider first the case σ ≥ −2. Then
ωi(x) = 2x
j
∫ 1
0
ωji(λx)λdλ = O(r
1+α) when σ > −2 , (A.1)
and ωi(x) = O(r
−1 ln r) when σ = −2. To see this, use spherical coordinates
(r, θ, ϕ) in the argument of ωij and substitute s/r for λ. When σ < −2,
consider
µi(x) = −2x
j
∫ ∞
1
ωji(λx)λdλ , (A.2)
which converges and has the right decay at infinity, but blows up at the
origin. The previous expression ωi is still defined and, in the shell B(2, 0) \
B(1, 0), differs from µi by a closed 1-form. Since this shell is simply con-
nected, this difference ∆i := ωi − µi satisfies ∆i = ∂if for some function
12
f . Now extend f smoothly to a function F on all of B(2, 0). Then the
1-form given by ωi + ∂iF in the interior and by µi in the exterior satisfies
our requirements. ✷
An essentially identical argument shows that if ωij has compact support,
then ωi can also be chosen with compact support (which also follows from
standard results in algebraic topology [4, Corollary 4.7.1]).
B Construction of the potential u
For the convenience of the reader we review the construction in [3], and
take this opportunity to correct a minor mistake in the presentation there,
namely the second sentence after (3.12) there. Let us define
τijk := ǫij
lhlk . (B.1)
Since D[iτjk]l =
1
3ǫijkDmh
m
l = 0, there exists a tensor field Uij such that
τijk := D[iUj]k . (B.2)
Symmetry of hij implies that all traces of τijk vanish, which implies in turn
that
D[lUi
[kδj]
l] = 0 . (B.3)
Hence there exists a tensor field Uijk, which can be chosen to be antisym-
metric in jk, so that
D[iUj]
kl + U[i
[kδj]
l] = 0 . (B.4)
From tracelessness of hij one finds τ[ijk] = 0, which shows that there exists
a vector field Vi such that
−
1
3
U[jk] +D[jVk] = 0 . (B.5)
Equations (B.4)-(B.5) together with some algebra give
D[l
(
2Uij]
k − 3Viδj]
k
)
= 0 , (B.6)
which implies existence of a potential Vij :
2
3
U[ij]
k − V[iδj]
k +D[iVj]
k = 0 . (B.7)
Setting
uij := −3V(ij) + δijVk
k ,
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a lengthy calculation shows that
Uij = 3DiVj +
1
2
gijD
kDlukl +∆uij
− 2DkD(iuj)k −DiDjVd
d . (B.8)
Thus neither V[ij], nor Vi
i, nor Vi contribute to D[iUj]k and we finally obtain
(2.30). For (2.31), we have to successively write down expressions for (i)
Uij , (ii) (Uijk, Vi), and (iii) Vij , at each step using formula (A.1), and take
the symmetric, tracefree part of −3Vij at the end. In going from (i) to (ii)
and (ii) to (iii) one uses the identities∫ 1
0
∫ 1
0
F (λλ′x)λλ′2dλdλ′ =
∫ 1
0
F (λx)λ(1 − λ)dλ (B.9)
and ∫ 1
0
∫ 1
0
F (λλ′x)λ(1− λ)λ′3dλdλ′ =
∫ 1
0
F (λx)λ
(1 − λ)2
2
dλ , (B.10)
respectively. The rest is index gymnastics.
If hij = O(r
σ) for large r, from what has been said here and in Sec-
tion A, or by analysing (2.31) for σ ≥ −4, we find that uij can be chosen
to be of O(rσ+3) when σ 6∈ {−4,−3,−2}, and uij of O(r
σ+3 ln r) otherwise.
Furthermore, if hij is compactly supported, then uij can also be chosen to
be compactly supported.
We end this Appendix with an analysis of the kernel of P on a simply
connected region. For this we follow through the steps starting from (B.2)
with τijk = 0, which implies existence of a potential Mi such that
Uij = DiMj . (B.11)
Next, from (B.4), there exists an antisymmetric tensor field Mkl = M [kl]
such that
Uj
kl +M [kδj
l] = DjM
kl . (B.12)
Equation (B.5) implies the existence of a function φ such that
Vi −
1
3
Mi = Diφ . (B.13)
Inserting into (B.7) we find that the terms involving Mi cancel so that
D[i
(
2
3
Mj]
k + Vj]
k − φ δj]
k)
)
= 0 . (B.14)
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Consequently
Vij = −
2
3
Mij + φ δij +DiNj , (B.15)
so that
V(ij) −
1
3
Vk
k = D(iNj) −
1
3
DkN
k . (B.16)
Setting λi = −3Ni/2, we conclude that any tensor field satisfying P (u) = 0
on a simply connected region can be written as
uij = Diλj +Djλi −
2
3
Dkλkgij . (B.17)
C A potential for the linearised Riemann tensor
In this appendix we show that every linearised Riemann tensor on a star-
shaped subset of Rd arises from a linearised metric hµν , in arbitrary dimen-
sion > 2, where hµν is defined uniquely up to the usual gauge transforma-
tions. We leave it as an exercise to the reader to obtain an explicit formula
for hµν by following the steps of our calculation below.
Suppose, thus, that Rµνρσ is a field on Minkowski space-time having
the algebraic symmetries of the Riemann tensor and satisfying the Bianchi
identity ∂[µRνρ]στ = 0. Then
Rµνρσ = ∂[µFν]ρσ (C.1)
with Fµνρ = Fµ[νρ]. But, since R[µνρ]σ = 0,
F[µν]ρ = ∂[µHν]ρ . (C.2)
Inserting the identity
Fνρσ = F[σν]ρ + F[σρ]ν − F[ρν]σ (C.3)
into (C.2), and the resulting equation into (C.1), we find the identity:
Rµνρσ = 2 ∂[µhν][ρ,σ] , (C.4)
where
hµν = H(µν) .
The right-hand side of (C.4) multiplied by ǫ is, up to O(ǫ2) terms, the
Riemann tensor of the metric ηµν+ǫhµν . Equivalently, Rµνρσ is the linearised
Riemann tensor associated with hµν .
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The addition of a pure-trace tensor to h does not change the trace-
free part of Rµνρσ . So, for a tensor Cµνρσ with Weyl-symmetries satisfying
∂[µCνρ]στ = 0, there exists a second-order potential hµν as in (C.4), which
is trace-free.
It is instructive to show equivalence of (C.1) to the metric formulation
of the theory. For this we note that, in space-time dimension four, (C.1) is
equivalent to [6, Proposition 4.3]
∂[αCβγ]µν = 0 . (C.5)
As already pointed out, this implies existence of a symmetric tensor field
hµν such that
Cµνρσ = 2 ∂[µhν][ρ,σ] . (C.6)
But the right-hand side of (C.6) is the linearised Riemann tensor associ-
ated with the linearised metric perturbation hµν . Since the left-hand side of
(C.6) has vanishing traces, we conclude that the linearised Ricci tensor asso-
ciated with hµν vanishes. Equivalently, hµν satisfies the linearised Einstein
equations.
To understand the nature of the divergence constraint DiEij = 0, let
us denote by rijkl the linearised Riemann tensor of the three-dimensional
metric δij + hij , with the associated linearised Ricci tensor rij = r
k
ikj. We
have just seen that Cαβγδ = Rαβγδ for solutions of ∂αC
α
βγδ = 0, which gives
for such solutions
0 = Rij = R
α
iαj = C
α
iαj = −C0i0j + rij = −Eij + rij . (C.7)
Here we have used the fact that the three-dimensional Riemann tensor differs
from the four-dimensional one by quadratic terms in the extrinsic curvature,
hence both tensors coincide when linearised at Minkowski space-time. The
vanishing of the divergence of the Einstein tensor implies
Dirij =
1
2
Djr ,
which together with (C.7) shows that the constraint equation DiEij = 0 is,
for asymptotically flat solutions, equivalent to the linearised scalar constraint
r = 0.
Let us show that symmetry of Bij is equivalent to the vector constraint
equation. For this let
kij =
1
2
(∂0hij − ∂ih0j − ∂jh0i)
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denote the linearised extrinsic curvature tensor of the slices t = const. By
a direct calculation, or by linearising the relevant embedding equations, we
find
R0ijℓ = ∂ℓkij − ∂jkiℓ . (C.8)
Again for solutions of ∂αC
α
βγδ = 0 it holds that
ǫnℓmBℓm =
1
2
ǫnℓmǫmrsC0ℓ
rs =
1
2
ǫnℓmǫmrsR0ℓ
rs = 2δ[nr δ
ℓ]
s D
skℓ
r
= Dℓ(kℓ
n − kmmδ
n
ℓ ) , (C.9)
as claimed.
Let us finally consider the kernel of the map sending hµν into Rµνρσ .
Namely, when Rµνρσ = 0, from (C.4) we infer
hµ[ν,ρ] = ∂µAνρ , (C.10)
where Aνρ = A[νρ]. But, since ∂[µAνρ] = 0,
Aµν = ∂[µBν] . (C.11)
Now defining kµν = hµν + ∂µBν , there results
kµ[ν,ρ] = hµ[ν,ρ] + ∂µ∂[ρBν] = 0 , (C.12)
so that kµν = ∂µDν , whence hµν = ∂µ(Dν−Bν). Finally, using the symmetry
of hµν , it follows that
hµν = ∂(µΛν) (C.13)
with Λµ = Dµ −Bµ.
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