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We study the effect of the synthetic spin-orbit coupling in a two-component Bose-Hubbard model
in one dimension by employing the density-matrix renormalization group method. A ferromagnetic
long-range order emerges in both Mott insulator and superfluid phases resulting from the sponta-
neous breaking of the Z2 symmetry, when the spin-orbit coupling term becomes comparable to the
hopping kinetic energy and the intercomponent interaction is smaller than the intracomponent as
well. This effect is expected to be detectable with the present realization of the synthetic spin-orbit
coupling in experiments.
PACS numbers: 67.85.-d, 71.70.Ej, 03.75.Hh
I. INTRODUCTION
Since the first experimental realization of Bose-
Einstein condensation (BEC) in dilute atomic gas in
19951,2, a research area of ultracold atomic systems has
opened and rapidly expanded to interplay with other
physics. In particular, optical-lattice systems of ul-
tracold atoms has become a very powerful platform
for systematical investigations on the nature of novel
ground states and quantum phase transitions for vari-
ous strongly correlated bosonic and fermionic systems.
The advantages over solids such as controllability and
purity allow us to explore various fundamental physics of
strongly interacting tight-binding models associated with
the long-standing issues of condensed matter physics.
Appealing examples are Bose-Hubbard model3 and its
generalizations4,5. The Mott-superfluid transition pre-
dicted theoretically has been experimentally observed6.
More recently, a synthetic spin-orbit (SO) coupling has
been successfully engineered in BEC of an ultracold
atomic system7. The capability of the platform is thus
greatly enhanced to simulate more complicated corre-
lated systems with SO couplings.
Relativistic SO couplings can be crucial for the pres-
ence of unusual magnetic properties in solids, where the
well-known Dzyaloshinsky-Moriya (DM) interaction8,9
can be derived to explain different magnetic ground
states and excitations10–12. In recently discovered topo-
logical insulator13,14, a SO coupling is substantial for un-
derstanding gapless topological edge states, similar to the
edge states in quantum Hall effects, but without breaking
time-reversal symmetry. Although a increasing number
of new phenomena are seemingly related to SO couplings,
full investigations on SO coupling effects are hindered by
the fact that SO couplings can seldom be manipulated
artificially in solids. In ultracold atom systems7,15,16,
however, the SO coupling becomes adjustable since it
is engineered with a pair of tunable lasers via creating
momentum-dependent interaction between two internal
atomic states. This vigorously activates intensive inves-
tigations on intriguing SO coupling effects for various cor-
related bosonic and fermionic systems17–23.
In the presence of optical lattices, several theoret-
ical groups have studied phase diagrams of the two-
component bosonic Hubbard model mainly with Rashba
SO couplings in two dimensions and with various
approximations24–28. However, at present, the realizable
SO coupling in experiments is along one direction. It
seems that little attention has been paid to the experi-
mentally realizable one because it can be eliminated by a
gauge transformation. However, in the presence of spin-
dependent interaction, such a SO coupling can not be
simply gauged away and we found that a ferromagnetic
phase can be induced in both Mott insulator (MI) and
superfluid (SF) phases when the intercomponent interac-
tion is smaller than the intracomponent one.
In Sec. II, we introduce the Hamiltonian that we study;
in Sec. III, we present the phase diagrams. Excitation
gaps, correlation functions and entanglement entropy are
discussed; in Sec. IV, we give our conclusions.
II. HAMILTONIAN
Since the synthetic SO coupling currently realized in
experiments is of the one-dimensional nature, we focus on
a one-dimensional two-component Bose-Hubbard model
with such a synthetic SO coupling term. Each component
represents one hyperfine state of ultracold atoms. The
Hamiltonian reads
Hˆ = −t
∑
iτ
(
cˆ†iτ cˆi+1τ + h.c.
)
+ Tˆso +
U
2
∑
iτ
nˆiτ (nˆiτ − 1)
2+U ′
∑
i
nˆi↑nˆi↓ − µ
∑
i
(nˆi↑ + nˆi↓). (1)
where i indicates i-th lattice site and runs from 1 to
L, and a spin index τ is either ↑ or ↓ to denote two
components of bosonic atoms. cˆiτ (cˆ
†
iτ ) is the annihila-
tion (creation) operator at the site i with a spin τ , t
the hopping integral between the nearest neighbour sites
and nˆiτ = cˆ
†
iτ cˆiτ the boson number operator for site-i
with spin τ . U is for an on-site intracomponent inter-
action, while U ′ is the one for opposite spins, i.e. an
inter-component interaction. µ is the chemical potential
to control the filling factor of bosons. TˆSO represents the
SO coupling term and takes a form of pˆxσ
y which corre-
sponds to the current experimental realization7, and σy
is the y-component of Pauli matrix. In a tight-binding
form, we have TˆSO = −λ
∑
i(cˆ
†
i↑cˆi+1↓ − cˆ
†
i↓cˆi+1↑) + h.c.,
where λ is the SO coupling strength.
In the isotropic interacting case, i.e. U ′ = U , it
has been shown that TˆSO can be eliminated by a site-
dependent rotation in the internal space24. The Hamil-
tonian (1) reduces to the standard two-component Bose-
Hubbard model(TBHM), whose properties have been
studied extensively in literature29–32. In this sense, the
SO coupling is trivial in the isotropic interacting case.
Thus, only in combination with a Zeeman term the SO
coupling may lead to interesting physics. However, when
U ′ 6= U , TˆSO cannot be gauged away. Even in the ab-
sence of a Zeeman term, we found that new magnetic
phases emerge from both MI and SF phases with U ′ < U .
While the spiral magnetic phase24 for U ′ = U is seem-
ingly inherited for U ′ > U , below we focus on the most
unexpected case of U ′ < U and leave those discussions
with U ′ > U elsewhere. For the convenience, we take
U ′ = 0.2U in the following discussions.
III. NUMERICAL RESULTS AND
DISCUSSIONS
A. Symmetry and phase diagrams
To establish the phase diagram of the Hamiltonian (1),
here we employ density-matrix renormalization group
(DMRG)33. This is a quasi-exact numerical method
which has been very successfully used to investigate
various properties of quasi-one dimensional correlated
systems34,35. In our calculations, we impose an open
boundary condition and restrict the filling factor to n =
1. In the application to bosonic systems, it is necessary to
truncate the Hilbert space for each site. For the present
computation, the dimension of each component at each
site is truncated to 4 so that the degree of freedom is 16
per site36. 500 ∼ 1200 states are kept to ensure trunca-
tion errors are no larger than 10−7. Moreover, we utilize
an accurate finite-size algorithm with 2-6 sweeps at the
chain length of L = 128, to reach the convergence of the
seventh digit for the ground state energy per site37.
We first examine how the SO coupling affects the phase
diagram for the MI-SF transition. Fig. 1 shows a t − µ
phase diagram with λ = 0.1t, 1.0t, 4.0t. The upper and
lower boundaries of MI phase are determined by chemical
potentials38 µ+ = E0(N + 1, L) − E0(N,L) and µ
− =
E0(N,L)−E0(N − 1, L), respectively, where E0(N,L) is
the ground state energy with N bosons for given L. MI
is characterized by a finite single-particle excitation gap
∆c = µ
+−µ−. We note that at t = 0, λ = 0, Hamiltonian
(1) is decoupled so that one can obtain exactly the MI
boundaries with µ+ = 0.2U , µ− = 0.0. For other values
of t, λ, the Hamiltonian is not exactly solvable even in
one dimension, and hence we determine them numerically
by using the DMRG techniques. One can see that the
MI region shrinks with increasing λ, although the phase
boundary for each λ looks similar. This implies that the
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FIG. 1: (Color online) Phase diagrams with the first Mott
lobe for λ = 0.1t, 1.0t, 4.0t. For each λ, the region of the Mott-
insulator phase is surrounded by the µ-axis and a colorful
curve connecting symbols, and the rest in the t− µ plane for
the superfluid phase.
hopping integral t is renormalized effectively larger for
larger λ. Unfortunately, this effect cannot sufficiently
disclose internal structures in both MI and SF phases.
We note that the symmetry of the Hamiltonian (1) is
readily helpful in exploring the nature of the magnetic
states in both MI and SF phases. TBHM possesses a
U(1) × U(1) symmetry to conserve the particle number
for each component. When TˆSO is added to TBHM, this
symmetry is reduced to U(1)×Z2 described by the trans-
formation
cˆiτ ′ →
∑
τ
[eiθe−ipiσy/2]τ ′τ cˆiτ . (2)
In this case, only the total particle number is conserved.
Moreover, Eq. (1) is unchanged by interchanging t and
λ with the following transformation
cˆiτ → sgnτ cˆiτ , cˆi+1τ → cˆi+1τ¯ ,
3cˆi+2τ → −sgnτ cˆi+2τ , cˆi+3τ → −cˆi+3τ¯ (3)
for every 4-sites with sgn↑ = 1 and sgn↓ = −1 and τ¯
represents the opposite spin of τ . It turns out that we can
establish a (t+λ, η)-phase diagram with η = λ/(t+λ) ∈
[0, 1]. In Fig. 2, the phase diagram is presented only
for the part of 0.5 ≤ η ≤ 1, since the part of 0 ≤ η <
0.5 is given by interchanging t and λ. One can see that
new y-axis Ising ferromagnetic (FM) MI and SF phases
appear in addition to paramagnetic (PM) MI and SF
phases, respectively. These two FM phases essentially
reveal the spontaneous breaking of the Z2 symmetry and
occur in the region where the SO coupling term TˆSO is
comparable to the hopping kinetic energy, while two PM
phases correspond to either t≪ λ or t≫ λ.
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FIG. 2: (Color online) A (t+λ, η)−phase diagram with U ′ =
0.2U . The phase diagram shows only η ∈ [0.5, 1] owing to its
symmetry with respect to the axis of η = 0.5 (see text). A
star stands for a representative point in each phase.
B. Criticality of the phase transitions
In this subsection, we will discuss how to determine
the phase boundary between PM phases and FM phases.
The PM phases are actually critical. It turns out that
it is rather difficult to determine accurately the criti-
cal value ηc for the transition numerically from the alge-
braically decayed correlation function (order parameter).
Instead, we determine ηc by the entanglement entropy
39
Sρ, which is defined as Sρ = −trρ ln ρ via the reduced
density-matrix ρ of a half-chain. For this purpose, we
first determine η with maximum Sρ for each length, and
then deduce the critical value of η in the thermodynamic
limit by making an extrapolation with respect to 1/L.
Fig. 3 shows such an extrapolation for different η with
chain length L = 24, 32, 48, 64 at given t+λ to determine
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FIG. 3: (Color online) Finite-size scaling of the maximum of
Sρ to determine the critical values. Symbols represent η with
maximum Sρ for the chain length L = 24, 32, 48, 64.
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FIG. 4: (Color online) Determining the critical value of the
BKT transition between the FM MI phase and the FM SF
phase at η = 0.5. Top panel shows the charge gap ∆c as
a function of t + λ. Bottom panel gives a finite-size scaling
analysis of ∆c. The critical value is estimated as t + λ ≃
0.12U .
ηc, which follows well a linear scaling behavior. We ob-
tain ηc = 0.745(20) at t+ λ = 0.04U (in the MI phases)
and ηc = 0.913(20) at t+ λ = 0.16U (in the SF phases).
In the meanwhile, we also examine the energies of the
ground and two excited states as a function of η for each
t+ λ and did not find level-crossing. Therefore the tran-
sition from the PM (MI or SF) phases to the FM (MI or
SF) phases is continuous.
Secondly we discuss the nature of the transition be-
tween the MI phases and the SF phases. Since the bo-
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FIG. 5: (Color online) The same as Fig. 4 but for η = 0.95, a
transition from the PM MI phase to the PM SF phase. The
critical value is estimated as t+ λ ≃ 0.115U .
son density is fixed in our computation, a global density
fluctuation is prohibited and only phase fluctuation is al-
lowed. We expect that the Mott-superfluid transitions
in both PM phases and FM phases are of Berezinskii-
Kosterlitz-Thouless(BKT)40 type. This can be verified
by a finite-size scaling analysis41,42 of the charge gap ∆c.
Close to the critical point, the gap ∆c scales as
43
L∆c ∼ f(L/ξ),
where ξ is the correlation length, which diverges in the
superfluid phase. For sufficiently large and different L,
L∆c collapse into one curve in superfluid phase. Fig. 4
illustrates how to determine the transition point from a
FM MI phase to FM SF phase at η = 0.5. In the top
panel, we show ∆c at L =∞ as a function of t+λ. In the
bottom panel, we show L∆c as a function of t+λ. With
different chain lengthes L, L∆c collapse for sufficiently
large values of t+λ, and divorces otherwise, showing the
BKT type transition at t+λ ≃ 0.12U , in agreement with
that obtained from the upper panel. By the same way,
we found also the BKT type transition for the PM case.
Fig. 5 gives a critical value of t+λ ≃ 0.115U at η = 0.95.
C. Excitation gaps and correlation functions
In this subsection, we will interpret the nature of four
different phases in Fig. 2 in details. For our purpose, we
take one point in each phase and calculate several impor-
tant quantities such as two kinds of excitation gaps, three
different correlation functions. Four points (see stars in
Fig. 2) correspond to (t, λ) being (0.004U, 0.036U) for
PM MI, (0.02U, 0.02U) for FM MI, (0.008U, 0.152U) for
PM SF and (0.08U, 0.08U) for FM SF.
In addition to the single-particle excitation gap ∆c for
determining the boundaries of the MI phases of Fig.1, we
calculate longitudinal gaps ∆kl = Ek(N,L) − E0(N,L)
where Ek(N,L) is the energy of the kth excited state
with N bosons for given L. We take k = 1, 2 to identify
whether the ground states are two-fold degenerate in the
MI-phases. The one-body density-matrix to distinguish
SF states from MI ones is defined as
nτij = 〈ψ0|cˆ
†
iτ cˆjτ |ψ0〉, (4)
and the spin-spin correlation function to justify possible
magnetic orders is given by
Sνij = 〈ψ0|Sˆ
ν
i Sˆ
ν
j |ψ0〉, (5)
where the spin operator is defined by Sˆν =∑
τ,τ ′ cˆ
†
τσ
ν
ττ ′ cˆτ ′/2 with ν = x, y, z, and a particle-hole
pairing correlation function to show peculiar feature of
PM phases is defined as
Cij = 〈ψ0|cˆ
†
i↑cˆi↓cˆj↑cˆ
†
j↓|ψ0〉, (6)
for the ground state |ψ0〉, and i being one of two central
sites and j in the system block when the DMRG sweeping
process is completed33,37.
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FIG. 6: (Color online) Excitation gaps ∆c, ∆
1
l and ∆
2
l are
shown as a function of 1/L for the representative points in
two Mott insulator phases. Lines denote the results of FM MI
with symbols, and those of PMMI without symbols otherwise.
Both PM MI and FM MI phases involve a finite ∆c
shown in Fig. 6 (a) and the exponentially behavior of nτij
shown in Fig. 7(a), as for the usual MI phase of TBHM.
However, a quantum phase transition exists between PM
MI and FM MI phases, which is driven by tuning the SO
coupling. In PM MI phase, the SO coupling term TˆSO
is dominant over the hopping kinetic energy. As afore-
mentioned this region is equivalent to the one where the
hopping kinetic energy is dominant over TˆSO via inter-
changing t and λ. In this case, the low energy properties
5are qualitatively the same as those of TBHM such that
the SO coupling effectively renormalizes the hopping in-
tegral. In particular, ∆1l = ∆
2
l = 0 in the thermody-
namic limit shown in Fig. 6 (b) indicates the existence
of a gapless mode in PM MI phase. This is verified by
the algebraical behavior of Cij with |i − j| as shown in
Fig. 7 (c). The power-law behavior can be interpreted
as a kind of counterflow superfluid of composite particles
consisting of one particle from one component and one
hole from the other component such that the net parti-
cle transfer is zero44. However, in FM MI phase, where
-0.20
0.00
0.20
n
τ
ij
0 16 32 48 64
|i-j|
0.00
0.08
0.16
Cij
0.18
0.24
S
y
ij
(a)
(b)
(c)
FIG. 7: (Color online) Characteristic correlation functions
are shown as a function of |i − j| in corresponding phases.
Black triangles for PM MI phase, red dots for FM MI phase,
magenta circles for PM SF phase and blue squares for FM SF
phase. (a) nτij are shown for four phases. In two SF phases,
nτij are shown for |i − j| ≥ 10. Blue solid and magenta dot-
dashed lines fit numerical results (see text). (b) Syij are shown
in both FMMI and FM SF phases. They are finite in the large
|i − j| limit. (c) Cij is shown for PM MI phase. Algebraic
dependence of Cij on |i− j| is found for the two PM phases,
but almost shows no qualitative difference between such two
phases so that we displays Cij only for PM MI phase.
TˆSO becomes comparable to the hopping kinetic energy,
we found that the Z2 symmetry is spontaneously broken,
leading to a y-axis Ising FM long-range order confirmed
by a finite Syij shown in Fig. 7(b). Moreover, the ground
state is two-fold degenerate and a finite ∆2l shown in Fig.
6 (b) reveals gapful excitation despite of that the total
Sz is no longer a conserved quantity at λ 6= 0.
In both PM SF and FM SF phases of Fig. 2, we found
that ∆c = 0, ∆
1
l = ∆
2
l = 0 and n
τ
ij ∼ cos((i − j)pi/ς −
δ)/|i−j|γ for large |i−j| as shown in Fig. 7(a). Such pow-
law behaviors mark the SF phases in one dimension, and
ς , δ and γ depend upon the values of t/U , U ′/U and λ/t.
For instances, with given U ′ = 0.2U , we obtain that ς =
2.02, δ = 0.02pi and γ = 0.8 for t = 0.008U, λ = 0.152U ,
and ς = 3.98, δ = 0.05pi and γ = 0.45 for t = λ = 0.08U .
Obviously, nτij behaves similarly in both FM SF and PM
SF phases. The difference between these two phases is
reflected by Syij . Only in FM SF phase, S
y
ij is finite for
large |i− j| as seen in Fig. 7 (b) to display a long-range
FM order along y-axis. This FM order also results from
the spontaneous breaking of the Z2 symmetry.
1 2 3 4 5
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FIG. 8: (Color online) Entanglement entropy Sρ are shown
as a function of lnL for four representative points in different
phases, from which the central charges are deduced with the
logarithmic law Eq. (7) and given in Table I.
D. Central charge
We remark that low energy properties in both FM
MI and FM SF phases are similar to those of a one-
component system, owing to the spontaneously breaking
of the Z2 symmetry. In this subsection, we will clarify
this issue by the entanglement entropy. According to
conformal field theory, Sρ follows up a universal scaling
law45
Sρ =
c
6
lnL+ C, (7)
where c is the central charge, a quantity that can indicate
the number of gapless modes46 and C is a nonuniversal
constant. Fig. 8 shows Sρ as a function of lnL for four
representative points of Fig. 2. Sρ is ideally a straight
line for both FM MI and FM SF phases so that one can
easily extract the central charges based on Eq.(7). How-
ever, for either PM MI or PM SF phases, Sρ oscillates
with respect to increasing L and the oscillations reduce
for large |i − j|. In this case, we use the central values
of oscillating Sρ to fit Eq. (7). Up to the second digit
accuracy, we obtain the central charges presented in Ta-
ble I. One can see that two neighbor phases differ from
each other with different c. In the PM-MI and PM-SF
phases, c is found to be 1 and 2, respectively. However,
in the FM-MI phase c = 0 and in the FM-SF phase c = 1,
6which are in agreement with that of one-component Bose-
Hubbard model. It is interesting to notice that the values
of c are consistent with what ∆c, ∆
2
l and S
y
ij show as seen
in Table I, elegantly elaborating on the nature of the four
phases.
TABLE I: The central charge c extracted from the logarithmic
law of Sρ in Fig. 8, the single particle excitation gap ∆c, the
longitudinal gap ∆2l , and the spin correlation function S
y
ij at
large |i − j| are listed together to further elucidate different
natures of the four phases.
PM-MI FM-MI PM-SF FM-SF
c 1.0 0.0 2.0 1.0
∆c > 0 > 0 0 0
∆2l 0 > 0 0 0
Syij 0 > 0 0 > 0
E. Discussions
Here we discuss relevant issues to experimental obser-
vation on the SOC effects for the present systems. For a
general case of U ′ < U , the ferromagnetic order emerges
in both the MI and the SF phases when the kinetic energy
and the SOC are comparable. To understand intuitively
this phenomenon, we discuss the Hamiltonian (1) in the
deep Mott insulator region, where t, λ ≪ U,U ′. In this
region, Hamiltonian (1) can be easily mapped to a spin-
1/2 Heisenberg model. In particular, at λ = 0, i.e. η = 0
it is an XXZ Heisenberg model29 with its ground state in
a critical phase. However, when λ = t, corresponding to
η = 0.5, the Hamiltonian reads
Heff =
−8t2
U ′
∑
i
Sˆyi Sˆ
y
i+1 −
8t2
U
∑
i
(
Sˆzi Sˆ
x
i+1 − Sˆ
x
i Sˆ
z
i+1
)
,(8)
which can be further simplified into an exactly solvable
XYX Heisenberg model11. In the present case of U ′ < U ,
its ground state has a ferromagnetic long range order
with a polarization along the y-axis. The FM order is
stabilized by a finite gap so that it can exist in a finite
range of η. Therefore, one can expect that a phase transi-
tion occurs when η varies from 0 to 0.5. This is consistent
with our numerical results.
In ultracold atomic experiments, a harmonic trap po-
tential Vi =
1
2
ω2
(
i− L
2
)2
is necessary to load bosonic
atoms into optical lattices. The effects of a weak trap
potential can be understood approximately by local den-
sity approximation47,48. Under such approximation, the
local density is determined by the local chemical poten-
tial µi = µ − Vi. By adjusting the interaction, proper
Mott plateaus would emerge. Notice that the harmonic
trap does not break the symmetries given by Eq. (2) and
(3) and the FM order we predicted is protected by an
excitation gap ∆2l , therefore we can expect that the FM
order is robust in the Mott region even in the presence
of a trap potential.
It is a highly nontrivial effect of the SOC that the FM
phases result from the spontaneous breaking of the dis-
crete Z2 symmetry. This phenomenon actually cannot be
ruled out by the Mermin-Wigner theorem for finite tem-
peratures even in one dimension. In particular, the finite
excitation gap stabilizes such an FM order against not
only quantum fluctuations but also thermal fluctuations.
For instance, at t = λ = 0.02U (see Fig. 6), the FM
order would be robust when a temperature is below the
excitation gap ∆2l ≈ t/3 and is expected to be detectable
via Bragg scattering of light49.
IV. CONCLUSIONS
In conclusion, the phase diagram for one dimensional
two-component bosonic Hubbard model with the syn-
thetic SO coupling is presented to show two ferromag-
netic long-range order phases in addition to the param-
agnetic MI and SF phases. The nature of the four phases
are well described in terms of excitation gaps, the cor-
relation functions and the entanglement entropy. Since
the new phases are inherently related to the spontaneous
breaking of the Z2 symmetry, but occur only when the SO
coupling becomes comparable to the hopping kinetic en-
ergy and the intercomponent interaction smaller than the
intracomponent one as well, they should also occur in two
dimensions and for continuous models. Moreover, experi-
mental setups are expected to detect such intrinsic effects
of the SO coupling in the near future since SO coupling
has been realized in experiments7, and two-component
bosonic systems have already been loaded into a one-
dimensional optical lattice5.
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