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We study the emergence of dissipation in an atomic Josephson junction between weakly-coupled superfluid
Fermi gases. We find that vortex-induced phase slippage is the dominant microscopic source of dissipation
across the BEC-BCS crossover. We explore different dynamical regimes by tuning the bias chemical potential
between the two superfluid reservoirs. For small excitations, we observe dissipation and phase coherence to
coexist, with a resistive current followed by well-defined Josephson oscillations. We link the junction trans-
port properties to the phase-slippage mechanism, finding that vortex nucleation is primarily responsible for the
observed trends of conductance and critical current. For large excitations, we observe the irreversible loss of
coherence between the two superfluids, and transport cannot be described only within an uncorrelated phase-
slip picture. Our findings open new directions for investigating the interplay between dissipative and superfluid
transport in strongly-correlated Fermi systems, and general concepts in out-of-equlibrium quantum systems.
The frictionless flow of particles in superfluids and super-
conductors is a direct manifestation of macroscopic quantum
phase coherence. But such systems, in certain conditions, ex-
hibit a non-zero resistivity stemming from dissipative micro-
scopic processes [1–4]. In particular, when superfluids flow
through constrictions or channels, the maximum flow is lim-
ited by the stochastic nucleation of vortices [4, 5]. Vortices
traversing the channel cause the phase to slip and remove
energy from the superflow, that ceases to be dissipationless
[4, 6, 7]. Phase slips represent the fundamental dissipation
mechanism in superfluid helium [4, 6, 7], and play also an im-
portant role for the resistivity of thin superconducting wires
and two-dimensional films [3, 8–10]. Understanding and con-
trolling dissipation in superfluids is crucial for developing
novel quantum devices with ultimate sensitivity [11, 12]. In
this context, ultracold atomic gases in tailored optical poten-
tials have emerged as a powerful platform [13]. Dissipative
dynamics has been observed in Bose-Einstein condensates
[6, 14–19], and in superfluid Fermi gases in the presence of ei-
ther weak obstacles [21–23] or bosonic counterflow [24, 25].
Recently, quantum transport through weak links connecting
two strongly interacting fermionic superfluids has also been
realized, observing different dissipation mechanisms akin to
those typical of solid-state devices [1, 26, 27]. In particu-
lar, for a planar Josephson junction, we revealed the onset
of vortex-induced dissipation upon reducing the coupling be-
tween the reservoirs [1].
In this work, we demonstrate the direct connection be-
tween phase slips and dissipative transport across a Joseph-
son junction between atomic superfluids throughout the Bose-
Einstein condensate (BEC) – Bardeen-Cooper-Schrieffer
(BCS) crossover. Notwithstanding the different nature of the
superfluids herein investigated, we find that phase slippage is
the dominant mechanism fostering dissipation of the super-
fluid energy. We directly detect phase-slip events, emerging
as vortex excitations created within the junction and shed into
the bulk, and we show the link between the phase-slippage
rate and the chemical potential difference across the junction.
In the regime of low phase-slippage rate, when few excita-
tions are nucleated, the system exhibits a transient resistive
current followed by Josephson plasma oscillations. For larger
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FIG. 1. (a) In situ density profile of an atomic superfluid bisected by
a thin barrier with z0 ' 0.23. (b) Sketch of a phase-slip event: a vor-
tex ring is created within the junction at time t, and it subsequently
penetrates into the superfluid bulk after shrinking. (c)-(d) Typical
population imbalance z and relative phase ϕ evolutions for a molec-
ular BEC at 1/(kF a) = 4.6 and V0/µ = 0.7. Both solid curves are
obtained by a single fit of the measured z(t) with the solution of a
RSJ-like circuit model (see text). Error bars in panel (c) denote stan-
dard errors over at least five independent measurements, while light
(dark) circles in panel (d) represent single (averaged) experimental
realizations. (e) Standard deviation of the measured ϕ. The two
peaks at short times are associated with stochastic phase-slip events,
where shot-to-shot fluctuations are maximized.
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FIG. 2. (a)-(c) Evolution of the relative population imbalance with z0 ' 0.2 for (a) a molecular BEC at V0/µ ' 1, (b) a unitary Fermi gas
at V0/µ ' 0.9 and (c) a BCS superfluid at V0/µ ' 0.9. Solid lines are fitted to the data with the solution of the circuital model described
in the text. Error bars denote standard errors over at least five measurements. (d)-(f) Evolution of average vortex counts 〈Nv〉 for the same
experimental conditions as in panels (a)-(c). The error bars are estimated as
√
σ2Nv + 1/Z, with σNv the standard deviation of the mean and
Z the number of experimental measurements. The insets (i)-(iii) show typical time-of-flight images after 20 ms of evolution, where vortex
defects are clearly visible. Residual images are also displayed, obtained by subtracting the density distribution of a cloud without excitations.
initial excitations, instead, strong dissipation irreversibly sup-
presses the Josephson coupling across the junction. We fully
characterize the junction by extracting the conductance G and
the critical current Ic through a resistively-shunted junction
model, similar to that used for ordinary superconducting junc-
tions [1, 2]. We find G to depend linearly on the superfluid
density in the weak-link region, whereas Ic is bounded by
the value of the local Landau critical velocity. Our observa-
tions deviate from the behaviour of typical superconducting
junctions [1, 2] or unitary superfluids connected by a quan-
tum point contact [27], where dissipation is governed by pair-
breaking effects that hinder phase coherence.
We produce fermionic superfluids of N ' 105 atom pairs,
cooling a balanced mixture of the two lowest spin states of
6Li to T/TF ' 0.1 [29, 30]. Here, TF is the Fermi tem-
perature, kBTF = EF = ~ (6Nωxωyωz)1/3, where kB and
~=h/(2pi) are the Boltzmann and reduced Planck constants,
and (ωx, ωy, ωz) ' 2pi × (14, 140, 160) Hz are the trapping
frequencies. Interactions are parametrized by 1/(kFa), where
a is the s-wave scattering length and kF is the Fermi wave-
vector defined by EF = ~2k2F /(2m), with m being 6Li
atomic mass. The scattering length between the two spin
states is adjusted via a broad Feshbach resonance located at
832 G [37]. Hereafter, we focus on three distinct regimes of
superfluidity: (i) a molecular BEC at 1/(kFa) ' 4.6, (ii) a
unitary superfuid at 1/(kFa) ' 0.05, and (iii) a BCS super-
fluid at 1/(kFa) ' −0.6. We realize the atomic Josephson
junction by splitting the superfluid into two weakly coupled
reservoirs using a thin Gaussian optical barrier of variable
height V0 and 1/e2 width w ' 2µm, few times wider than the
superfluid coherence length across the BEC-BCS crossover
[1, 30]. The dynamics is described by the relative population
imbalance z = (NR − NL)/N , corresponding to a chem-
ical potential difference ∆µ = µR − µL across the junc-
tion, and the relative phase ϕ = ϕL − ϕR between the two
reservoirs, where NR (NL) and ϕR (ϕL) are the pair popu-
lation and phase of the right (left) reservoir, respectively (see
Fig. 1(a)). Experimentally, we monitor the relative population
imbalance and phase evolutions by absorption imaging of the
in-situ density and of the interfering reservoirs during a time-
of-flight expansion from the trap, respectively [1].
For barrier strengths V0 ∼ µ, the system dynamics is deter-
mined essentially by the competition between the Josephson
tunnelling and charging energy [38–40]. When the tunnelling
dominates, for small initial excitations, z and ϕ undergo
Josephson plasma oscillations. In the opposite limit of large
∆µ0 and in the absence of dissipation, the atomic system is
expected to enter the macroscopic self-trapping state (MQST),
where a linear increase of ϕ drives small-amplitude oscilla-
tions of z around a non-zero value at a frequency ∼ ∆µ0/~
[38, 39, 41–44]. To explore the latter regime, we prepare a
tunable initial imbalance z0, corresponding to ∆µ0/µ ≤ 0.4,
with µ denoting the bulk chemical potential at equilibrium. By
lowering the barrier height to the target value V0 at time t = 0,
we induce a current I = k˙, where k = zN/2 (see Fig. 1(a) and
[30] for details). In Fig. 1(c)-(d), z(t) and ϕ(t) are displayed
for a molecular BEC with z0 ' 0.23 and V0/µ ' 0.7. We ob-
serve that z displays an initial decay alongside a fast variation
of ϕ in the range (−pi, pi). Thereafter, both z(t) and ϕ(t) os-
cillate around zero at the Josephson plasma frequency ω < ωx
with a relative phase shift of about pi/2. A similar behaviour
is observed in all explored regimes of superfluidity, as shown
in Fig. 2(a)-(c), where z(t) is compared for BEC, unitary and
BCS superfluids with z0 ' 0.2 and V0/µ ' 1. While the ob-
served initial variation of ϕ is consistent with a running-phase
evolution, the irreversible decay of z reflects the instability
of MQST [39–41, 45]. This highlights the presence of dissi-
pation mechanisms, that could stem from either thermal [14]
or collective excitations [1], which however do not destroy
the coherent coupling across the junction, as demonstrated
3by the Josephson dynamics emerging after dissipation. The
combination of running-phase evolution and dissipative flow,
closely resembling the dynamics of strongly coupled super-
fluid 4He reservoirs at T < Tλ [12], suggests the occurrence
of stochastic phase-slip events (see Fig. 1(b)). This is also
supported by the significant fluctuations of ϕ detected at short
times (see Fig. 1(e)).
We gain further insight into the microscopic origin of dis-
sipation by monitoring the atomic cloud in time-of-flight af-
ter adiabatically removing the barrier [1, 30]. We observe
the initial drop of z to be accompanied by the presence of
vortex defects in the superfluid bulk, detected as local den-
sity depletions predominantly located within the reservoir at
lower initial chemical potential (see insets of Fig. 2(d)-(f)). In
Fig. 2(d)-(f), we show the time evolution of the mean vortex
count 〈Nv〉 extracted from typically 15 time-of-flight images,
acquired in the same experimental conditions as in Fig. 2(a)-
(c). In all explored interaction regimes, 〈Nv〉 is found to de-
cay within the same timescale as z. Such correlated trend
of z(t) and 〈Nv〉(t) strongly supports the scenario of dissi-
pation driven by vortex-induced phase-slip events, where the
vortex nucleation rate γ, i.e. the phase-slip rate, follows the
Josephson-Anderson relation, γ ' ϕ˙/(2pi) = ∆µ/h [6, 7].
Accordingly, for a given z0, 〈Nv〉 becomes larger when mov-
ing from the BEC to the crossover regime, reflecting the in-
crease of ∆µ0. Once z(t) has dropped below a critical value,
the vortex nucleation rate is strongly reduced, so that 〈Nv〉 re-
mains low and pure Josephson dynamics is established. 〈Nv〉
is also determined by the vortex lifetime, which depends on
the interaction strength and is limited by vortex decay into
sound-like excitations, favored by the density kink at the bar-
rier position [30, 46, 47]. Although sound waves must ulti-
mately dissipate into heat, we do not observe any related ap-
preciable reduction of the condensed fraction within the mea-
surement timescale [30].
Our observations agree with simulations of weakly-linked
three-dimensional bosonic superfluids, showing that phase
slippage typically arise from vortex rings nucleated within
the barrier at the edge of the atomic cloud, which shrink
and cross the junction region perpendicularly to the flow
(see Fig. 1(b)) [11, 15, 16]. We confirm this scenario by
performing numerical simulations in the BEC and unitary
regimes with the zero-temperature extended Thomas-Fermi
model (ETFM), based on a generalized Gross-Pitaevskii equa-
tion for the pairs wavefunction including the chemical poten-
tial from Quantum Monte-Carlo calculations across the entire
crossover [9, 30]. The simulations correctly capture the decay
of z due to vortex shedding into the bulk, which is favored
by the multimode character of our junction [30, 47]. Exper-
imentally, we observe defects predominantly oriented along
the tighter confining trap axis, i.e. the imaging line-of-sight
(see Fig. 2(d)-(f)). This is consistent with the instability of
vortex rings towards breaking up into vortex lines in a radially
asymmetric trap with ωy < ωz [4], assisted also by the slow
barrier removal prior to imaging [30, 47].
To quantitatively characterize the transport through the
junction, we model it with an equivalent circuit made of three
parallel elements: a Josephson weak link with a current-phase
relation IJ = −Ic sin(ϕ), a shunt resistance R and a series
LC [6, 30]. In this way, we extract the conductanceG = R−1
and critical current Ic. The use of this model is justified,
as we find the dissipative current to be ohmic with a lin-
ear current-bias relation [30]. This approach is equivalent
to the resistively-shunted junction (RSJ) model [1, 53, 54],
and it incorporates both a Josephson and a resistive current
IR = −G∆µ, where the resistance R can account for vari-
ous dissipation mechanisms. For superconducting junctions,
these typically involve the breaking of Cooper pairs [1, 55].
Here instead, we argue that resistivity originates from vortex-
induced phase slippage rather than from unpaired fermions.
The measured z(t) is well fitted by the numerical solution of
the model, where R and Ic are left as free parameters (see
solid lines in Fig. 1, 3 and 4) [30]. For initial bias poten-
tials ∆µ0/µ between 0.05 and 0.2, and barrier heights ranging
from V0/µ ∼ 0.6 to 1.5, we find that G and Ic do not depend
appreciably upon ∆µ0 at a given V0/µ. This is expected for
phase-slip-driven dissipation [7, 18], in a regime where only
few, uncorrelated topological excitations are nucleated into
the superfluid (see Fig. 2(d)-(f)). For the largest values of V0,
where Ic is strongly reduced [1] and Josephson oscillations
are not experimentally resolved, G is extracted using a simple
RC circuit model. To directly connect the measured conduc-
tances with the phase-slippage mechanism, we express the re-
sistive current as IR ∝ Nexγ, whereNex is the number of par-
ticles participating to each excitation [18]. For phase slippage,
γ ' ∆µ/h, that yields G = −IR/∆µ ∝ Nex/h. Therefore,
we expect G ∝ n0, where n0 is the central density inside the
barrier where the excitations form. Even though we are not
able to directly measure n0, due to the 1.5µm imaging reso-
lution and to light-induced atom diffusion during the imaging
pulse, we efficiently estimate n0 = n0(V0/µ) by the equilib-
rium solution of the ETFM [30]. In this way, we can relate the
values G and Ic extracted for each value of V0/µ to n0.
Figure 3(a) displays the conductance G in units of h−1 as
a function of n0 for BEC, unitary and BCS superfluids. To
test the linearity of the measured G, we fit the experimen-
tal data with a power law, G ∝ nα0 . For BEC and unitary
regimes, we indeed find α = 1.0(3) and α = 1.1(2), respec-
tively. For BCS superfluids, we instead obtain α = 1.5(2).
This non-linearity may stem from the limited accuracy of our
n0 estimate in the BCS regime and from additional dissipa-
tion sources such as single-particle excitations. Importantly,
we observe approximately matching conductances at fixed n0
regardless of the specific nature of the superfluid, evidencing
the dominant role of phase slippage. The large values of G
highlight the composite bosonic nature of the tunnelling parti-
cles carrying the current. Furthermore, our findings elucidate
the origin of the finite resistance measured for unitary super-
fluids connected via a quasi-two-dimensional channel [26]. In
Fig. 3(b), the extracted critical current Ic is presented as a
function of n0 in the different interaction regimes. In con-
trast to G, we find that Ic depends on the nature of the con-
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FIG. 3. (a) Conductance G and (b) critical current Ic as a func-
tion of the central pair-density n0 inside the barrier for BEC (blue
circles), unitary (green squares) and BCS (red triangles) superflu-
ids. For filled (empty) symbols, G is obtained through the RSJ-like
(RC) circuit model (see text). The dashed lines in panel (b) represent
the calculated upper bound Ic0 [30], shown for comparison for BEC
(blue) and unitary (green) superfluids. In both panels, horizontal er-
ror bars account for the typical 20% uncertainty on atom number,
while vertical ones combine this with fitting standard errors.
densate across the BEC-BCS crossover. Resonant superfluids
display the largest Ic at a given n0, confirming their enhanced
robustness [1, 21, 23], also in the presence of dissipation. Ic is
expected to be associated with the critical velocity for vortex
nucleation at the superfluid surface inside the barrier [14, 22].
For BEC and unitary superfluids, the latter is predicted to be
lower than the local sound speed c [14, 15, 22], yielding an
upper bound Ic0 = c n0x, where n0x is the radially-integrated
central density [30]. The experimental data approach the cal-
culated Ic0, with trends in qualitative agreement (see dashed
lines in Fig. 3(b)). Even though c increases moving towards
the BCS limit, the measured Ic for BCS superfluids is not
larger than at unitarity, evidencing the decrease of the (Lan-
dau) critical velocity for vortex nucleation, which becomes
bounded by the fermionic excitation branch [14, 41]. This is
consistent with the drop of Josephson energy EJ ∝ Ic ob-
served for a BCS superfluid in the tunnelling regime, where
such effect is associated with condensate depletion [1].
For ∆µ0/µ & 0.2 the junction enters a qualitatively dif-
ferent regime, where transport properties depend on ∆µ0.
In Fig.4(a)-(c) typical evolutions z(t) are shown for unitary
gases at three different values of ∆µ0/µ with V0/µ ' 0.9.
By increasing ∆µ0/µ, we observe the gradual loss of the
Josephson oscillation visibility, with the onset of purely dissi-
pative transport around ∆µ0/µ ≈ 0.2. We connect the resis-
tance with vortex nucleation by measuring 〈Nv〉 (t) at vary-
ing ∆µ0/µ, for a unitary Fermi gas and BEC at V0/µ ' 0.9
and V0/µ ' 1.3, respectively. The results are displayed
in Fig. 4(d). In Fig. 4(d) we present also the measured G
as a function of ∆µ0/µ. In both cases, G decreases for
∆µ0/µ & 0.2. The increase of the bias potential leads to
the increase of γ and therefore of 〈Nv〉. However, the de-
crease of G is unexpected in a linear, uncorrelated phase-slip
picture, where ϕ˙ ∝ ∆µ: the observed behavior implies that
our system cannot support an arbitrary large nucleation rate.
Moreover, the disappearance of Josephson oscillations sug-
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FIG. 4. (a)-(c) Crossover from Josephson to purely dissipative dy-
namics in a unitary superfluid at V0/µ ' 0.9. The initial bias po-
tentials ∆µ0/µ are: (a) 0.02, (b) 0.10 and (c) 0.39. (d) Average
vortex counts 〈Nv〉 and (e) conductance G as a function of ∆µ0/µ
for BEC superfluids at V0/µ ' 1.3 (blue circles) and unitary su-
perfluids at V0/µ ' 0.9 (green squares). The central density n0 is
about three times larger for BECs with respect to unitary gases. The
green shaded region indicates the range of ∆µ0/µ where Ic > 0 at
unitarity. Vertical error bars are computed as described in the caption
of Fig. 2 and 3, while horizontal ones result from the experimental
uncertainty on z0, that is typically of ±2%. Inset: time-of-flight im-
age of an expanding unitary superfluid for ∆µ0/µ ' 0.35, where
several vortex defects are visible.
gests that the coherent coupling between the reservoirs is irre-
versibly affected by phase-slip proliferation [4]. The presence
of several vortices interacting nearby the barrier may create a
local turbulent pad region [57, 58], where the superfluid den-
sity is locally suppressed. On the other hand, the accumulation
of vortices may locally scramble the relative phase, thereby
suppressing the critical current akin to thermal fluctuations in
superconducting junctions [2]. The saturation of the vortex
production rate may arise from vortex reconnections and in-
teractions [58, 59]. Our observations cannot be ascribed to an
increase of the sample temperature, since the condensed frac-
tion in the BEC regime remains above 0.7, limited only by the
intrinsic lifetime of the gas [30].
In conclusion, our findings extend the vortex-induced
phase-slippage picture of dissipation typical of liquid 4He to
weakly coupled, strongly correlated atomic Fermi gases. We
have found that in BEC-BCS crossover superfluids phase co-
herence can coexist with dissipation, afforded by topological
excitations that, not depleting the condensate, do not cause
the breakdown of Josephson dynamics. Future experiments
will further explore the far-from-equilibrium regime, address-
ing the role of vortex proliferation and mutual interactions.
Moreover, it will be interesting to investigate the effect of fluc-
tuations around the superfluid critical temperature [60]. Our
system offers a promising platform for exploring dissipative
fermionic transport phenomena like quantum turbulence [58]
and dissipation-driven quantum phase transitions [10, 61, 62].
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EXPERIMENTAL METHODS
Sample preparation
Fermionic superfluids are produced by evaporating a
two-component mixture of the lowest hyperfine states of
6Li in a crossed optical dipole trap. We employ the
|F = 1/2,mF = ±1/2〉 states, labeled as |1〉 and |2〉. Fol-
lowing the procedure described in Refs. [1, 2], the atomic
sample is evaporatively cooled at the |1〉-|2〉 Feshbach scat-
tering resonance located at a magnetic field of approximately
832 G. In this way, we obtain superfluid samples of N ≈ 105
atoms per spin state [2]. At the end of the evaporation, the
magnetic field is adiabatically ramped to the desired value, al-
lowing to fine tune the inter-atomic scattering length a, eval-
uated using the magnetic-field dependence a(B) reported in
Ref. [3]. The optical dipole trap is formed by two laser beams
crossing horizontally with an angle of 14◦ (see Fig. S1): the
primary beam has a wavelength λ1 = 1064 nm and a beam
waist w1 ' 45µm, while the secondary beam has a wave-
length λ2 = 1070 nm and it is elliptic with beam waists
w2 ' 45µm and w′2 ' 100µm. The position of the sec-
ondary trapping beam can be finely adjusted by tuning the
radio-frequency driving an acousto-optic modulator (AOM),
allowing to displace the centre of the total trapping poten-
tial along the axial x-direction (see Fig. S2). The magnetic
curvature of the Feshbach coils provides an additional weak
confinement along both the x- and y-axis and a weak anti-
confinement along the z-axis. The overall harmonic poten-
tial is characterised by radial frequencies ωz ' 160 Hz and
ωy ' 140 Hz, and an axial frequency ωx ≈ 14 Hz. Since the
magnetic contribution is not fixed but depends on the magni-
tude of the Feshbach field, spanning from the BEC (∼700 G)
to the BCS regime (∼875 G), the total value of the axial con-
finement frequency varies by about 10%.
The tunnelling barrier is created as described in detail in
Ref. [1]. An anisotropic laser beam at 532 nm propagating
along the z-axis is focused on the atomic sample by using a
single aspheric lens (NA ' 0.6). This produces a repulsive
Gaussian sheet of light that bisects the trapped atomic cloud,
with a waist of w = 2.0(2)µm and w′ = 840(30)µm along
the x- and y-axis, respectively. The barrier width w is only a
few times larger than the superfluid coherence length across
the BEC-BCS crossover and has been characterized by study-
ing the cloud in situ density profile, yielding results consistent
with numerical simulations of the coherent oscillatory dynam-
ics between the two reservoirs, where the barrier width is set
to a fixed value (see Ref. [1]). Since the barrier is almost
homogeneous along the radial directions on the scale of the
atomic sample, the total trapping potential acting on the pairs
can be approximated as:
V (r) =
1
2
M(ω2xx
2 + ω2yy
2 + ω2zz
2) + V0 e
−2x2/w2 (S.1)
where M = 2m is the mass of an atomic pair and V0 is the
barrier height.
Preparation of the initial population imbalance
As described in the main text, the system dynamics is
triggered by creating a non-zero initial population imbalance
FIG. S1. Sketch of the experimental setup. The crossed optical
dipole trap is formed by two laser beams crossing in the xy-plane
with an angle of 14◦. The focus position of one of the beams can be
precisely adjusted over a range of approximately 200µm by tuning
the radio-frequency (RF) used to drive an acusto-optical modulator
(AOM). To create a Josephson junction, a repulsive sheet of light (de-
picted in green) is shone along the z-axis, bisecting the atomic cloud
into two initially disconnected reservoirs.
8FIG. S2. Procedure for the preparation of the initial population im-
balance. (a) In order to create the initial population imbalance be-
tween the two atomic reservoirs, the gas is evaporated in a crossed
dipole trap whose center is displaced with respect to the tunnelling
barrier position. (b) Once the crossed dipole trap center has been
shifted to match the barrier position, yielding a symmetric trapping
potential with the desired population imbalance, the evolution is
started by rapidly lowering the barrier to the target height V0.
z0 = (NR − NL)/(NR + NL), where NR and NL are the
number of pairs on the right and on the left reservoir, respec-
tively. In order to prepare the system with 0 < z0 ≤ 0.5,
we follow the procedure depicted in Figs. S2-S3. First, after
a superfluid has formed through evaporative cooling, we adi-
abatically raise the optical barrier, keeping the center of the
harmonic trap conveniently shifted with respect to the barrier
position (Fig. S2a). Subsequently, by finely adjusting the hor-
izontal position of the focus of one of the trapping beams, the
harmonic trap center is superimposed to the barrier position to
obtain an overall symmetric double-well potential (Fig. S2b).
During this procedure the height of the barrier potential V0
is kept well above the value of the gas chemical potential µ,
so as to completely suppress particle tunnelling and preserve
the desired target imbalance between the two reservoirs. The
value of the initial imbalance z0 can be controlled by varying
the initial relative displacement of the harmonic trap center.
Finally, the inter-reservoir dynamics is started by rapidly low-
ering V0 to the target value in 5 ms (see Fig. S3).
Experimental protocol for the imaging of vortex-defects
To detect vortex defects in the cloud at a given evolution
time during the dynamics, we release the cloud from the trap
and image it after a short time-of-flight expansion. The ex-
perimental sequence is sketched in Fig. S3. After initially
preparing a population imbalance z0, the system evolves for
a variable time in the symmetric potential with a target bar-
rier height V0target. Subsequently, the barrier is adiabatically
ramped down in 35 ms, and the magnetic field is ramped to
the BEC side of the Feshbach resonance at BmBEC ' 700 G.
The visibility of vortices in crossover superfluids is strongly
reduced by the sharp decrease of the condensed fraction while
approaching the BCS limit: the slow sweep of the Feshbach
magnetic field to the BEC side of the resonance allows to con-
vert all fermionic pairs into tightly bound molecules, empty-
ing out the vortex cores and enhancing the defect visibility [4].
30 ms
100 ms200 ms
5 ms
Evolution
time
35 ms
85 ms
Magnetic field
Dipole trap depth
Barrier height
Harmonic trap displacement
B target
BmBEC
TOF
V0 ≫ µ
Displaced dipole trap
Centered dipole trap
V0target
off
time
FIG. S3. Sketch of the experimental sequence. The Feshbach mag-
netic field (blue) is set to Btarget during the preparation and the evolu-
tion time, corresponding to different regimes of superfluidity across
the BEC-BCS crossover. To enhance the visibility of vortex excita-
tions, the field is ramped to BmBEC on the BEC side of the Feshbach
resonance before imaging. The dipole trap potential (red) is expo-
nentially ramped down during the evaporation and then kept con-
stant. The potential barrier (green) heigth is ramped up in 200 ms at
the value V0high  µ during the population imbalance preparation.
Subsequently, it is rapidly ramped down to the chosen value V0target.
After the variable evolution time, either (i) the in situ profile is ac-
quired for monitoring the imbalance dynamics, or (ii) the barrier is
turned completely off in 35 ms and the cloud is released for imaging
vortices.
At this point, the trapping potential is turned off. The expand-
ing sample is then detected through high-intensity absorption
imaging after a time-of-flight of 3-4 ms.
Evolution of the condensed fraction
The phase-slippage mechanism removes energy from the
superflow, which will eventually be dissipated into heat. For
our confined reservoirs, vortex excitations are coupled to col-
lective sound excitations, into which they can decay to sub-
sequently dissipate into thermal excitations. In our simula-
tions (see Section ), we observe the instability of vortices to-
wards the decay into short-wavelength density modulations.
However, sound-like waves are not allowed to dissipate into
thermal energy within the T = 0 extended Thomas-Fermi
model. Experimentally, we monitor the condensate fraction
during the dissipative dynamics to reveal any possible signif-
icant heating of the system. The condensate fraction is ex-
tracted by fitting the recorded density profile of the expanding
gas with a bi-modal distribution. As shown in Fig. S4, we do
not observe any significant change in the evolution of the con-
densate fraction with respect to that recorded in the absence
of the potential barrier (and thus in the absence of vortex nu-
cleation). We conclude that no significant observable heating
occurs during the dynamics.
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FIG. S4. Evolution of the condensed fraction for a molecular BEC
in the absence of the barrier (red), and in the presence of a barrier of
height V0/µ ' 1.3 (blue) and with z0 ' 0.4 (∆µ0/µ ' 0.32). For
such values of z0 and V0, the evolution of the population imbalance
z(t) consists of a purely dissipative decay to zero. The inset dis-
plays the evolution of the ratio between the two measured condensed
fractions. The condensed fraction appears to be limited only by the
molecular BEC lifetime, with no markedly different trend detected
in the presence of the barrier potential.
CURRENT-BIAS RELATION ACROSS THE JUNCTION
We characterize the dependence of the dissipative current
I(t) as a function of the chemical potential difference across
the barrier ∆µ(t). By performing a numerical derivative of
the time-evolving population imbalance, we obtain the instan-
taneous current I(t) as a function of the instantaneous bias
potential ∆µ(t), which corresponds to the current-voltage re-
lation of the equivalent circuit. In Fig. S6(a), the population
imbalance z(t) is shown for a gas at unitarity, with z0 ' 0.45
and V0/µ ' 1.35. As shown in Fig. S6(b), I(t) exhibits a lin-
ear dependence on ∆µ, associated with an ohmic dissipative
current. The observed linear behaviour of I(∆µ) rules out
any significant non-linear dissipation effects, differently for
instance from what reported in Ref. [5]. There, a non-linear
current-bias relation was observed for unitary superfluids con-
nected via a quantum point-contact and attributed to multiple
Andreev reflections.
RESISTIVELY-SHUNTED JUNCTION CIRCUIT
In order to characterize the transport properties of our junc-
tion, we model its dynamics using a RSJ-like circuit made of
three parallel elements: a Josephson weak link with a current-
phase relation IJ = −Ic sin(ϕ), a shunt resistance R and a
series LC (see Ref. [6] and Fig. S5). The capacitance channel
is associated with the potential energy stored in the junction,
with C = 12
∂N
∂µ , i.e. the gas compressibility [7], that it is eval-
uated using the superfluid equation of state [8]. The induc-
tance L represents the kinetic energy of the atoms trapped in
the harmonic potential, and it is obtained experimentally by
C
L
Ic R
FIG. S5. Diagram of the RSJ-like circuit model described by
Eqs. (S.2)-(S.3). The Josephson junction allows a dissipationless
current to flow up to a value of Ic, while an additional dissipative
current is allowed to flow through the resistor R.
measuring ωx = 1/
√
LC. The circuit is described by two
coupled differential equations for k(t) and ϕ(t) [6]:
Lk¨ +R(k˙ + Ic sinϕ) + k/C = 0 , (S.2)
~ϕ˙+R(k˙ + Ic sinϕ) = 0. (S.3)
Eq. (S.2) represents the circuit Kirchhoff’s law, while
Eq. (S.3) is the generalized Josephson-Anderson relation. By
numerically solving Eqs. (S.2)-(S.3), we can obtain z(t) and
ϕ(t). We fit the measured evolution of z with the calculated
one, leaving R and Ic as fitting parameters; in this way, we
also obtain the corresponding evolution of φ for the best fit
parameters (see Fig. 1 in the main text).
CONDUCTANCE AND CRITICAL CURRENT AS A
FUNCTION OF BARRIER HEIGHT
By fitting the measured relative imbalance evolution z(t)
with the numerical solution of the RSJ-like circuit model in
Eqs. (S.2)-(S.3) (see Fig. S5), we extract the conductance G
and critical current Ic of the junction. Figure S7 displays
the extracted values of G and Ic as a function of the bar-
rier strength V0/µ in the different regimes of superfluidity,
for 0.05 < ∆µ0 < 0.2. In the main text, we present in-
stead the dependence of G and Ic upon the central density
n0, which is obtained by solving Eq. (S.4) at a given V0/µ
(see Section ). At a fixed V0/µ, G decreases from the BEC
to the BCS side of the crossover. On the other hand, at equal
central density n0 the different superfluids exhibit approxi-
mately matching conductances over all the explored range of
barrier strengths (see Fig. 3 in the main text). In Fig. S7(a),
the conductance of an attractive Fermi gas at 1/(kFa) = −1
is also displayed for comparison. The superfluid fraction of
our sample at 1/(kFa) = −1 is small, since the gas temper-
ature T ' 0.1TF corresponds to T/Tc ∼ 1. Similarly to
what observed for a non-interacting Fermi gas [1], no Joseph-
son oscillations are detected for barrier strengths larger than
V0/µ ' 0.6 (empty symbols), corresponding roughly to the
mean energy per particle at 1/(kFa) = −1. The extracted G
lies well below that of BCS superfluids at 1/(kFa) = −0.6
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(a) (b)
FIG. S6. Current-bias relation for a superfluid in the strongly dissipative regime. (a) Evolution of the population imbalance z(t) for a unitary
Fermi gas with z0 ' 0.45 and V0/µ ' 1.35. (b) Particle current I as a function of ∆µ/h obtained by numerical derivation of the experimental
data shown in (a). The dashed black line is a linear fit to the data.
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FIG. S7. (a) Conductance G as a function of the normalized barrier height V0/µ for molecular BECs at 1/(kF a) = 4.6 (blue circles),
unitary Fermi gases (green squares), BCS superfluids at 1/(kF a) = −0.6 (red triangles), and an attractive Fermi gas at 1/(kF a) = −1
(purple triangles). For filled (empty) symbols, G is obtained through a RSJ-like (RC) circuit model. (b) Critical current Ic as a function
of the normalized barrier height V0/µ (same symbols as in (a)). The dashed curves denote the calculated critical current upper bounds Ic0
(see Section ), shown for BEC (blue) and unitary (green) superfluids. In both panels, the horizontal error bars are given by the typical 20%
uncertainty on the total atom number, while the vertical ones combine this with standard fitting errors.
despite the very similar chemical potential µ, with a 10-fold
reduction at V0/µ ' 1. These observations point to a different
microscopic mechanism dominating the conduction in non-
superfluid samples, most likely associated with single-particle
tunnelling. Figure S7(b) shows that, for all superfluids, Ic de-
creases upon increasing V0, as expected by the exponential
reduction of the tunnelling strength (shaded lines in the fig-
ure denote exponential fits to the data). The calculated upper
bounds Ic0 for the critical current in the weak barrier regime
(see Section ) are also plotted (dashed lines).
THEORETICAL METHODS:
THE EXTENDED THOMAS-FERMI MODEL
We use the extended Thomas-Fermi model (ETFM) [9] for
determining the bulk properties of the gas and for theoretically
investigating the onset of dissipation at T = 0. This model is
an extension of the Gross-Pitaevskii equation (GPE) for atom
pairs, where the local chemical potential is parametrized as a
function of the scattering length a, according to the equation
of state in the BEC-BCS crossover [10]. In this framework,
the condensate wave function ψ(r, t), normalized to the total
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FIG. S8. Central density n0 as a function of V0/µ, calculated
through the ETFM in Eq. (S.4). The curves shown refer to the molec-
ular BEC at 1/(kF a) = 4.6 (blue) and unitary gas (green). The
shaded regions delimit the typical intervals of atom numbers used in
the experiment: N = 0.6 − 1 × 105 pairs for BEC superfluids, and
N = 1− 2× 105 pairs for unitary superfluids.
number of condensate pairs N , obeys the following equation:
i~∂tψ(r, t) =
(
− ~
2
2M
∇2 + V (r) + f(|ψ(r, t)|2, a)
)
ψ(r, t) ,
(S.4)
where M = 2m is the mass of an atomic pair, V (r) is the
trapping potential and f(|ψ(r, t)|2, a) is the local chemical
potential. On the BEC side of the Feshbach resonance, for
small repulsive interactions, it holds that f
(|ψ(r, t)|2, a) →
g |ψ(r, t)|2, where g = 4pi~2aM/M , and aM = 0.6 a is the
inter-molecular scattering length. In this limit, the ETFM co-
incides with the GPE for weakly interacting bosonic parti-
cles. On the other hand, at unitarity a diverges and it dis-
appears from the equation of state, which depends only on
the Bertsch parameter ξ. Here, one has that f(|ψ(r, t)|2) =
α(|ψ(r, t)|2)2/3, where α = 2ξ ~2/M (6pi2)2/3, and ξ is set
to the experimentally determined value ξ = 0.37 [3? ].
Equilibrium properties of the superfluid
Since the ETFM does not include any fermionic degree of
freedom, it cannot correctly describe the system dynamics
throughout the whole BEC-BCS crossover. Notwithstanding
this limitation, it still provides a useful platform for evalu-
ating the static properties of the superfluid [9]. As already
done in Ref. [1], we follow this approach to calculate the
gas compressibility for different values of 1/ (kFa). Addi-
tionally, on the BEC side of the resonance and at unitarity,
where the condensed fraction is still large, the ETFM yields
a good estimation of the ground-state wave function ψ0(r),
which is obtained by solving Eq. (S.4) with the initial condi-
tion z0 = 0. This allows us to estimate the equilibrium pair
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FIG. S9. Radially integrated density n0x as a function of the axial
position x: (a) molecular BEC at 1/(kF a) = 4.6 with V0/µ ' 0.6
and N ' 6.8 × 104, and (b) unitary Fermi gas with V0/µ ' 0.7
and N ' 1.1 × 105. The experimental data points are obtained by
integrating a single in-situ absorption image with z0 ' 0 along the
y direction. The theoretical n0x(x) is obtained by numerically solv-
ing the ETFM in Eq. (S.4) without any free parameters (dashed gray
line). To include the effect of the imaging resolution, the calculated
density profile is convoluted with the imaging PSF (solid black line).
density n0(r) = |ψ0(r)|2 in the presence of the trapping po-
tential of Eq. (S.1). Since the barrier parameters and the total
pair number N are obtained experimentally, n0(r) can be de-
rived without any free parameters. For the molecular BEC
at 1/(kFa) = 4.6 and the unitary Fermi gas, we calculate
the density in the center of the barrier potential, i.e. n0(0)
with 0 = (0, 0, 0), for different values of V0/µ (see Fig. S8).
In this way, we can express the conductance G, which is ex-
tracted by fitting the experimental data with the circuit model
for different values of the barrier strength V0/µ (see Fig. S7),
as a function the central density n0 ≡ n0(0) (see Fig. 3 in the
main text). This method is more accurate than experimentally
extracting n0 from the recorded in-situ absorption images and
inverse Abel transform: the aperture of our imaging system
and the effect of atom diffusion during the typical 5µs-long
imaging pulse ultimately limit the imaging resolution to about
1.5µm, compromising the accuracy of such measurement for
barrier heights V0 ∼ µ. To directly validate the ETFM cal-
culation of the central density at equilibrium, we compare the
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experimental in-situ density profiles to the calculated radially
integrated density profiles n0x(x) =
∫
dy dz n0(r), taking
into account the effect of the finite imaging resolution. To
this purpose, we perform a convolution between the calculated
density profiles and a Gaussian function with a 1/e2 radius
of 3µm, roughly corresponding to the imaging point-spread
function HWHM of 1.5µm. The result of such a compari-
son is displayed in Fig. S9, showing good agreement between
the data and the calculated profiles, both for BEC and uni-
tary superfluids. For the BCS superfluid at 1/(kFa) = −0.6,
we roughly estimate the central density by rescaling the val-
ues previously calculated for the unitary gas, using a constant
scaling factor given by the ratio between the maximum den-
sity of the BCS gas and that of the unitary gas confined in a
purely harmonic potential.
Theoretical estimation of the critical current
We provide an estimate for the critical current of both the
BEC and unitary gas by setting, as an upper bound for the su-
perfluid critical velocity, the average local speed of sound c
in the plane of the junction. It has been numerically shown
that a bosonic superfluid flowing through a barrier becomes
unstable above this kinematic threshold: once the superfluid
velocity exceeds c, vortex excitations are nucleated inside the
barrier at the edge of the superfluid [11]. For bosonic and uni-
tary superfluids confined in an elongated trap, as in our case, c
is given by c0/
√
2 [12] and c0
√
3/5 [13], respectively. Here,
c0 denotes the speed of sound in a homogeneous superfluid,
and it is given by c0 =
√
(γβ/M)(n0(r0))γ with β = g
and γ = 1 for a Bose gas, and β = 2ξ ~2/M (6pi2)2/3 and
γ = 2/3 for a unitary Fermi gas. An upper bound for the criti-
cal current Ic is then derived using the hydrodynamic relation
Ic0 = n0x c, where n0x ≡ n0x(0) is the radially integrated
pair density at the center of the barrier potential. Therefore,
Ic0 depends on the nature of the superfluid considered, on the
central density n0, and on the effective area of the junction,
which is associated to the radial size of the superfluid. Within
this calculation, the superfluid density is assumed to be equal
to the condensate one, completely neglecting quantum deple-
tion. Such crude approximation yields only an upper bound
for Ic. Nonetheless, for BEC and unitary superfluids, we find
that the calculated Ic0 values to lie reasonably close to our
data points, for which Ic is extracted using the circuit model
(see Fig. 3(b) in the main text and Fig. S7(b)). We thus con-
clude that the larger values of Ic at fixed pair density observed
at unitarity is due, in addition to the increase of the area of
the junction, to the rise of c. This is expected since the speed
of sound in the fluid is maximum for resonant interactions.
On the other hand, moving to the BCS side of the crossover,
even if both the speed of sound and the radii of the cloud fur-
ther increase, we do not observe a detectable increase of the
critical current, but rather a reduction. This behaviour could
be attributed to the decrease of the critical superfluid velocity,
which in the BCS limit is bounded by the pair-breaking veloc-
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FIG. S10. Relative population imbalance z (blue circles) measured
as a function of time for a molecular BEC at 1/(kF a) = 4.6 and
V0/µ ' 0.7. The solid line is the corresponding ETFM predictions
for a BEC. In the numerical simulation, the particle number is set to
N = 6× 104, in agreement with the experimental conditions.
ity [14]. Deep in the tunnelling regime, where the hydrody-
namic relation for the critical current is no longer reliable, the
reduction of Ic moving from unitarity to the BCS limit is ex-
pected as a consequence of increasing condensate depletion,
as shown in Ref. [1]. These complementary pictures, which
are correct only in the two limiting regimes of transport, are
consistent within one another, since both the critical velocity
for superfluid instability and the condensate fraction are ulti-
mately determined by the fermionic-pairing gap.
Simulation of the junction dynamics
In Ref. [1], the T = 0 ETFM was already shown to cor-
rectly predict the Josephson plasma frequency for BEC and
unitary superfluids at small initial population imbalance z0.
Here, we use the ETFM for simulating the junction dynamics
once the initial population imbalance z0 is increased above a
critical threshold zc for the emergence of dissipation. For the
molecular BEC, we find that the model predicts properly the
value of zc and qualitatively reproduces the evolution of z for
V0 < µ. In Fig. S10, we compare the ETFM simulation with
the experimental data reported in Fig. 1(c) of the main text.
In the simulation, the initial population imbalance is created
following the procedure detailed in Ref. [1]. In both the simu-
lated and experimental evolution, we observe an initial decay
of z followed by Josephson plasma oscillations. We point out
that the theory does not contain any free parameter or addi-
tional ad hoc dissipative terms, and the reasonable agreement
between data and simulations demonstrates therefore that the
resistive particle flow does not arise from thermal excitations.
The T = 0 model has however an intrinsic limitation in
comprehensively describing dissipative processes, due to im-
possibility of exchanging or transferring energy to a thermal
bath. As a matter of fact, the starting excitation energy in
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FIG. S11. Snapshots of the simulated condensate phase (top) and density (bottom), in the xy plane, for a molecular BEC at 1/(kF a) = 4.6
after an evolution time of 13.6 ms, with z0 = 0.2, V0/µ = 0.7 and N = 6× 104. The pair density is expressed in dimensionless form using
a3x as volume unit, with ax =
√
~/Mωx being the harmonic oscillator length. In both density and phase contours, a vortex ring is visible in
the left reservoir.
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FIG. S12. Snapshots of the simulated condensate phase (top) and density (bottom), in the xy plane, for a unitary Fermi gas after an evolution
time of 10.2 ms, with z0 = 0.2, V0/µ = 0.5 and N = 8× 104. The pair density is expressed in dimensionless form using a3x as volume unit,
with ax =
√
~/Mωx being the harmonic oscillator length. Two vortex rings, one on the left side of the barrier and another just detaching
from the barrier, are observed in both density and phase contours.
the simulations is completely converted into density modula-
tions, as shown in Fig. S10, where in addition to the Joseph-
son plasma mode, we observe the presence of other dynami-
cal modes, which are not resolved in the experiment. There-
fore, even if the superfluid instability is not caused by thermal
effects, a complete theoretical description should include the
dynamical coupling of the condensate to the thermal cloud.
As we move from the BEC to the unitary limit, the predictions
of the ETFM start to deviate from the experimental results. In
particular, even though the general trend of an initial decay
followed by an oscillating behavior is confirmed, the model
does not correctly estimate the value of zc. This is not sur-
prising because the quantum depletion of the condensate and
finite-temperature effects could start playing a role that can no
more be completely neglected.
Despite these shortcomings, it is enlightening to investigate
the microscopic mechanism underlying the particle current
decay observed in the ETFM simulations, both in BEC and
unitary regime. Previous simulations of three-dimensional
weakly linked bosonic superfluids already showed that phase
slips arise from vortex rings nucleated within the barrier at the
cloud edge and oriented perpendicular to the flow [11, 15, 16].
The combination of low density and inhomogeneity in the bar-
rier region causes the vortex core to shrink radially in size,
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crossing the junction region [11]. In Fig. S11 and Fig. S12,
we show some typical results of ETFM simulations of vor-
tex dynamics. The pair density n(x, y) = |ψ(x, y, 0)|2 and
the phase of the order parameter Φ(x, y, 0) are displayed for
a molecular BEC and a unitary gas after an evolution time
of 13.6 ms and 10.2 ms, respectively. In both cases z0 is set to
0.2 and V0/µ to 0.7 for the BEC and to 0.5 for the unitary gas.
The simulations reveal the presence of vortex rings appearing
as vortex-antivortex pairs in the horizontal plane.
The topological defects are nucleated at the edge of the super-
fluid in the barrier region, and enter into the bulk by shrink-
ing in size, giving rise to phase slips across the junction. The
phase-slippage rate, which is proportional to ∆µ, is consistent
with the number of observed vortices for the BEC and the uni-
tary Fermi gas. For the BEC (see Fig. S11), only one vortex
ring moves along the direction of the flow, corresponding to
the first phase slip. In the unitary gas (see Fig. S12), while the
first vortex ring propagates into the bulk, a second one starts
to detach from the barrier. The increase of vortex population
moving from the BEC limit to unitarity is a consequence of
the increase of ∆µ at fixed z0.
Our numerical results show that, for sufficiently high barri-
ers, vortex rings are unstable: after entering into the bulk, they
shrink and disappear. We have also investigated the effect of
adiabatically removing the barrier, following the experimen-
tal procedure for vortex detection (see Fig. S3). We find that
the barrier removal after nucleation stabilizes the vortices. In
BEC and unitary superfluids, the number of vortices observed
in the experiment completely decays within ∼ 50 ms, with
essentially no vortices detected during the Josephson plasma
oscillations. On the other hand, we observe a sporadic sur-
vival of vortices in BCS superfluids at long evolution times
(see Fig. 2(f) in the main text). While we lack a complete
understanding of this feature, this may result from the combi-
nation of the higher nucleation rate and the different effective
mass and core-size of vortices in the crossover region [1, 4].
A detailed study of vortex dynamics and decay in BEC su-
perfluids, with and without barrier, is presently ongoing [17].
We point out that, for both BEC and unitary gases, the agree-
ment between theory and experiment is lost for barrier heights
V0 > µ. In this range, the values of the conductance extracted
from the simulations are finite but significantly lower than the
experimentally measured ones. Furthermore, we find that in
these conditions the vortex rings do not escape the barrier re-
gion and annihilate inside it. The only excitations propagating
into the superfluid bulk are sound-like waves, leading to a very
low conductance. The failure of the T = 0 ETFM approach in
the tunnelling regime suggests that both thermal and quantum
fluctuations may significantly influence the system dynamics.
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