Control of a Car-Like Robot Using a Virtual Vehicle Approach by Egerstedt, Magnus B. et al.
WP14 17:OO 
Proceedings of the 37th IEEE 
Conference on Decision & Control 
Tampa, Florida USA December 1998 
Control of a Car-Like Robot Using a Virtual Vehicle Approach’ 
M. Egerstedt, X. Hu and A. Stotsky 
{ magnuse, hu, stot sky )amat  h. kt h.se 
Optimization and Systems Theory 
Royal Institute of Technology 
SE - 100 44 Stockholm, Sweden 
Abstract 
A solution to the problem of controlling a car-like non- 
holonomic robot is proposed using a “virtual” vehicle 
approach, which is shown to be robust with respect to 
errors and disturbances. The proposed algorithms are 
model independent, and the stability analysis is done 
using a dynamical model, in which, for instance, the 
side slip angles are taken into account. 
1 Introduction 
In this paper the problem of controlling a car-like robot 
is studied. Many industrial applications need problems 
like this to be solved in order to have good and robust 
path tracking algorithms for different types of mobile 
robot tasks. Naturally, this has been a well studied 
topic [2, 5, 10, 11, 9, 3, 41. A few methods have been 
proposed to solve the problem, for example, the cur- 
vature steering method (see for example [ll]) and the 
flatness approach [4]. However, all these methods use 
an open-loop control, which is quite sensitive to mea- 
surement errors and disturbances, and are model de- 
pendent. 
In this paper we propose two similar, generic path fol- 
lowing control strategies, which are model independent, 
and use position and orientation error feedback. One 
strategy gives, in a way that can easily be derived, a di- 
rect adjustment of the steady state position error, but 
has the disadvantage that it only works locally. The 
other strategy offers a more implicit way for adjusting 
the steady state position error but works globally. 
Our approach can be viewed as a combination of the 
conventional trajectory tracking, where the reference 
trajectory is parameterized in time, and the dynamic 
path following in [SI, where the criterion is to stay close 
to the geometric path, but not necessarily close to an 
a priori specified point a t  a given time. In our ap- 
proach a reference point on the reference path is cho- 
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sen and a simple control algorithm is used to steer the 
robot toward that point. What is different from [9] in 
our approach is that the time evolution of the refer- 
ence point is governed by a differential equation which 
contains the position error. One of the advantages of 
our approach is that it is quite robust with respect to 
measurement errors and external disturbances. If both 
errors and disturbances are within certain bounds, the 
reference point is going to move along the reference 
trajectory while the robot follows it,  otherwise, the ref- 
erence point might ((stop” to wait for the robot. For 
this reason we call the reference point together with 
the associated differential equation a virtual vehicle. 
In this paper we also analyze the path following control 
first proposed, by using a dynamic model, instead of a 
kinematical car model, while we still are working on the 
stability analysis of the second control algorithm. From 
Figure 1 one can see that on a plastic floor, even at a 
fairly low speed (0.2m/s), for a rubber tire mini-car the 
difference between the dynamic model and kinematic 
model is significant. Since there are some state vari- 
ables and coefficients in the model which are difficult 
to measure in practice, it would not be feasible here to 
utilize linearization techniques from for example [3, 41, 
to simplify the analysis. 
Once again we emphasize that we design our virtual 
vehicle in a “closed-loop” fashion, namely, the travel- 
ing of the reference point on the reference path does 
not only dependent on the speed of the robot but also 
on the robot’s current position. Although the focus 
of the paper is on control of a car-like robot, for the 
sake of completeness, we also propose a path planning 
method in which only the nonholonomic kinematic con- 
straints are used. Since our control strategy is model 
independent , this simplification in path planning seems 
not very restrictive. 
This paper is organized as follows: In section 2 we 
present our two control algorithms, and in section 3 
we present the dynamic model that we, in section 4, 
use for the stability analysis of the first control algo- 
rithm. In section 5, the first controller is implemented 
on a small car-like robot that shows that our proposed 
solution does not only work in theory, but also in prac- 
tice, and we also show the results of implementing the 
second algorithm on a quite different platform. In this 
case, we choose to  work with a Nomad 200 mobile robot 
in order to  stress the fact that our proposed solution is 
really model independent. 
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Figure 1: In this figure, the need for a dynamic model 
when analyzing the performance of a proposed 
control algorithm is illustrated. A circular pa- 
rameterized path (dotted) is being tracked, and 
in the dash-dotted case, the velocities of the 
robot are derived based on a kinematic model, 
while the solid path corresponds to velocities 
derived from a dynamic model. 
2 Control algorithms 
which implies that 
1 
-(AS(;. - i d )  + A y ( y  - y d ) )  = - y ( p  - d) .  
P (6) 
Taking into account that x d  = gS, y d  = 2s and 
solving (6) with respect to  S, we get that 
a p  aq -l S = [AZ- + A y - ]  [Azv? + Ayvy-I- y p ( p  - d ) ] .  (7) as 8 s  
Assuming that A Z ~  + A Y %  # 0 (it will be zero only if 
( A X ,  AY)’ is normal to the curve at ( Z d ,  Y d ) ) ,  together 
with (7 )  gives us s as a function of time, and then 
( Z d ( S ( t ) ) ,  Y d ( s ( t ) ) )  can be calculated. Solving (6) gives 
us that 
p ( t )  - d = (p(0)  - d)e-7t (8) 
and thus (2) is realized. 
Naturally in order for (8) to  hold, A X %  + A Y %  should 
stay nonzero, and the robot should be steered close to 
the virtual vehicle. For this we propose the following 
steering control: 
df = - k ( $  - $ d ) ,  (9) 
where Sf is the steering angle, and k should be cho- 
sen to  reflect the constraint on the maximum steer- 
ing angle (since $ - $d E [ - T , T ] ) .  Here $d and 
( Z d ( S ( t ) ) ,  Y d ( S ( t ) ) )  are calculated via (7). 
Our problem is to find a steering angle 6f ( t )  SO that the 
car follows a virtual vehicle s( t )  moving on a smooth 
reference path (i.e. p” + 4’’ # 0 
2.2 Control Algorithm 2 
&om (1) we directly get that 
Vs) 
5 ,  = p‘(s)s  
x d  = P(s)  
Y d  = q’(s)S, 
Y d  = q ( s )  (1) 
In other words, we require which implies that 
where 
p ( t )  = J-
A X  = X - t d ,  A y  = y - Y d .  (4) 
Here $ is the yaw angle (orientation of the car), $d = 
arctan is the desired orientation, and (2, y) is a 
reference point on the car, for example the center of 
gravity or the middle point on the front axle. Further- 
more, A > 0 is a small number that depends on the 
maximum curvature of the reference path, and d is the 
“look-ahead” distance. 
This suggests that if the car ( x ,  y) tracks the path per- 
fectly we would have 
On the other hand, if the velocity of the car (i, y)’ is 
perpendicular to  the tangential direction of the refer- 
ence path at index s then S in (12) would be zero. In 
order to avoid the situation where the virtual vehicle 
might get stuck, and make the algorithm work globally, 
we introduce the following perturbation in s 
S = kvpe -Pf  + P’(S)  x + 
p‘”s) + q’2(s) p’’(s) + P ( S )  y1 2.1 Control Algorithm 1 In order to realize the control aim (2) we define y and 
d and require [6] 
b - d = - y ( p  - d ) ,  (5) 
(13) 
where k and d are two positive constants that need be 
tuned. The first term in (13) would give the virtual 
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vehicle a positive (‘push” when the the real car is ap- 
proaching it. In this, we also do not allow the virtual 
vehicle to go backwards, and therefore we set 
v i f r ] > O  
s = {  0 i fV<O,  
where 17 = k ~ p e - P / d + p ~ x + p , Z ( J , ~ ~ l ~ c s ,  q1 ’ y. For 
this control algorithrrr., we also use the same steering 
control (9) as for the previous algorithm. 
Although we are still working on the stability analysis 
of this algorithm, it is shown, in section 5 ,  that this 
global approach at least seems to work well in practice 
as it is implemented on a Nomad 200 mobile platform. 
3 Vehicle Model 
In order to analyze the control algorithm, we use the 
so called single track dynamical model [l,  81, which is 
based both on a description of the balanced forces act- 
ing on the vehicle in longitudinal and lateral directions, 
and on the torque conditions. Although the single track 
model has its limitations, in a low speed scenario like in 
our application, it should suffice. If we group the front 
and the rear wheels together as one single wheel (single 
track), and let fc and fy be the forces acting on the 
center of gravity of the car, and m, be the torque, we 
get a vehicle model that can be seen in Figure 2, where 
I ,  I f  
Figure 2: The single track model. 
f j  and fr are the side forces on each wheel, and S j  
is the steering angle of the car. Calculating the forces 
and the torque gives us that 
-mv@ + r )  sin 
r n ’ ~ ( , B i r ) c o s B + r n l i . i n P )  J i  = ( k )  mz , (15) 
where r is the yaw rate, v the longitudinal velocity and 
,B the side slip angle. Furthermore, m is the vehicle 
mass and J is the moment of inertia. 
+ r n ~  cos P 
The tire characteristics of the car can be approximated 
by 
where c j  and cr are something called “cornering stiff- 
ness” of the car, and p is the so called adhesion coef- 
ficient, that depends on what type of surface the road 
has. In (16), and Pr are front and rear chassis side 
slip angles respectively. 
In order to get an accurate description of what mo- 
tion it is possible for the car to perform, the following 
constraints are also needed: 
a : =  ‘U cos($ + P)  (17) 
y =  ‘Usin($ + P I ,  (18) 
where ( r ,  y) is the center of gravity of the vehicle 
3.1 Simplification of Model 
Using the assumptions that the velocity of the car is 
constant, the side slip angle is small, chassis side slip 
angles are small and that the cornering stiffness is the 
same for the front and the rear wheels, we get a sim- 
plified model of the vehicle that can be written as 
where 
Here Zj and 1, are the distances between the center of 
gravity and the front and rear wheels respectively. 
4 Stability analysis 
In this section we want to show that the first of our pro- 
posed control algorithms is in fact a stable one, based 
on an analysis using the dynamic car model. If we plug 
in the control algorithm (9) 
where k > 0, and denote 
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then our first step is to present the error model for e 
and e+.  The equation (23) can be written as 
(29) 
a21a22 ' 
e = 61226 - P - S , ,  
b2l 
and equation (22) as 
. b21 b21 e+ = -e+ - k-e - k $ d .  
a22 a22 
Finally, we present equation (21) in terms of e and e+ ,  
which gives us 
(a21 - l ) b 2 1  P = al lP  - 
a22 
We thus get an error model 
b = (  ::) 
Straight forward calculations show that det(p1- A )  is 
a Hurwitz polynomial for all U > 0 and k > 0, and thus 
the equation (31) represents a stable dynamics driven 
by a bounded input if $d is bounded. In that case we 
would have that control aim (3) is realized. Moreover, 
the positive number A can be reduced by reducing the 
velocity. 
Boundedness of $d 
Here, in order to simplify the notation, we only con- 
sidered the following family of reference paths in our 
analysis: 
x d  = S 
Y d  = f (s) 
It is however obvious that the conclusions can be easily 
extended to the general case. 
Evaluating ?)d gives us 
d A Y  
$d = -(arctan-) d t  A X  
' (32) 
1 (y - y d ) A X  - (& - i d ) A y  - ~. 
1 + %  A X 2  
Now, taking into account that a x 2  + a y 2  = d2 gives us, 
after the transients (see (5)), 
Using that 1 ~ x 1  5 d, 
evaluate the bound for (33). 
5 d together with (7), we can 
From (34) we conclude that ? j d ( t )  is bounded provided 
that is bounded and that A X  + $AY is bounded 
away from zero. 
We have thus shown that the first of our proposed con- 
trol algorithms is in fact a stable one. 
5 Implementation 
5.1 Implementation of the First Control Algo- 
rithm 
In order to implement the first algorithm, questions 
concerning robustness, measure and modeling errors, 
A/D and D/A conversions and numerical complexity 
need to be addressed before it is possible to get a real 
system that actually does what it is supposed to. We 
chose to try our control algorithms on a small, radio 
controlled car, where we have connected the transmit- 
ter to a computer. 
Figure 3: The radio controlled car used for trying out the 
proposed control algorithms. 
However, our car system is based on a fairly cheap toy 
car with a coarse A/D and D/A conversion as well as a 
dead zone in the servo system. Therefore the steering 
is far from precise, so what is working in simulations 
may not work at all here. 
The virtual vehicle is given by ( x d ,  f ( x d ) )  and are mov- 
ing along the planned, known trajectory. x d  is calcu- 
lated, as shown in the previous section (7), in such 
a way that the distance between the actual car and 
the virtual vehicle converges exponentially to a pre- 
specified distance d .  Since we have a sampled sys- 
tem, we have to use some kind of discretized version 
of the continuous expression, and we just use a simple 
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first order approximation to calculate the new point 
x d ( k  + 1) = z d ( k )  + T i d ( k ) .  In our system, the frame 
grabber for the camera, used for tracking the car, sets 
the sample-interval, T ,  to be 20ms. 
Since the velocity of the car is noise contaminated, we 
have to to make some kind of estimation, and in our 
case, it turned out that a straight-forward averaging 
over a fixed number of sample periods worked suffi- 
ciently well. 
This gives us all we need in order to determine (zd, yd), 
and the control 6f = -k ($  - $ d )  that we found in the 
previous section, can be implemented. 
5.2 Path Planning 
For the sake of simplicity, we only consider the kine- 
matic constrains of a car-like robot when doing the path 
planning. Based on [7], we use a type of planner that 
combines splines with a bang-bang planner. The gen- 
eral idea is that splines are used to plan a path that 
takes the car close enough to the place where we want 
to do fine maneuvering, such as parallel parking. We 
then switch to a different planning mode where we use 
a bang bang type of planner, using parts of circles, pro- 
duced by a maximal steering of the car, combined with 
straight lines. The results from such an approach can 
be seen in figure 4. One main advantage with this type 
U c_- 
Figure 4: The planned parallel parking path for our actual 
car-like robot, where the rectangles represent 
other cars. 
of planner is that it is based on algebraic calculations 
only. We do not need to solve any programming prob- 
lems and our solutions depend explicitly on the desired 
safety margins, since the interpolation points can be 
specified directly, depending on how far away from the 
obstacles, such as other parked cars, we want to be. 
The reason why we chose to use cubic splines as our 
choice of curves for the free space planner is that they 
minimize 
(35) 
where f(z) is the path that we want the car to follow. 
This is obviously very useful when the car-like robot 
has a maximal steering angle constraint. 
(a) Car position and the 
tracked trajectory 
(b) Orientationof thecar 
Figure 5: In the left figure, the tracked trajectory (dot- 
ted) and the front point (solid) on the car can 
be seen, as well as the front and the rear points 
plotted together. In the left figure, the orien- 
tation of the car can be seen. 
(a) Car position and the 
tracked trajectory 
(b) Orientationof thecar 
Figure 6: In the left figure, the tracked trajectory (dotted) 
and the front point (solid) on  the car can be 
seen, as well as the front and the rear points 
plotted together. The rectangles corresponds 
to obstacles, and the picture shows an actual 
parallel parking experiment. In the left figure, 
the orientation of the car can be seen. 
5.3 Implementation of the Second Algorithm on 
a Nomad 200 
In oder to stress the fact that our proposed control al- 
gorithms are really model independent, we choose to 
implement the second algorithm on a Nomad 200 plat- 
form (see Figure 7) instead of on a car-like robot. The 
dynamics of this platform differ quite a lot from our 
nonholonomic RC-car, but the approach still seems to 
work well. This can be seen in Figure 7, where we have 
plotted different test runs on the Nserver, the Nomad 
simulator. These test runs, where the robot tracks a 
circle from different initial positions and configurations, 
clearly indicates that our proposed second control al- 
gorithm works globally in a stable and robust way. It 
should be emphasized that if we were to use the first, 
local algorithm on the two first of these test runs, it 
would fail since the initial positions and orientations in 
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those cases would make A Z ~  + AY% = 0 and thus S 
would not be defined anymore. 
Figure 7: The Nomad 200 and three different initial po- 
sitions when tracking a circular path. 
6 Conclusions 
In this paper two model independent path following 
control strategies are proposed and one of them is an- 
alyzed on a dynamical model. What is new here is 
that by combining the conventional trajectory tracking 
approach and the more recent geometric path follow- 
ing approach, we design a “virtual vehicle” that moves 
on the reference path and is regulated in a closed-loop 
fashion both by the position error and speed. 
Implementing these ideas on actual robots gives US 
some real experimental systems that behave satisfac- 
torily. Some examples can be seen in the Figures 5-7. 
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