The history of a trait within a lineage may influence its future evolutionary trajec-2 tory, but macroevolutionary theory of this process is not well developed. For example, consider the simple binary trait of living in cave versus surface habitat. The longer 4 a species has been cave-dwelling, the more may accumulated loss of vision, pigmentation, and defense restrict future adaptation if the species encounters the surface 6 environment. However, the Markov model of discrete trait evolution that is widely adopted in phylogenetics does not allow the rate of cave-to-surface transition to de-8 crease with longer duration as a cave-dweller. Here, we describe three models of evolution that remove this 'memory-less' constraint, using a renewal process to gen-10 eralize beyond the typical Poisson process of discrete trait macroevolution. We then show how the two-state renewal process can be used for inference, and we investi- 
Introduction
One style of studying trait macroevolution is to investigate commonalities in how a trait evolves 18 across diverse lineages. By abstracting away the ecological and evolutionary processes that act on short timescales, a single question can be posed across hundreds of species and millions of 20 years. For example, one big question is whether the evolution of certain traits is irreversible (Bull and Charnov 1985) . Existing models of transitions among categorical trait values can test this Beaulieu et al. 2013 ), or whether traits tend to change more during ticular, it could take longer to reverse the evolution of more extensive adaptations or losses. This could perhaps be other situations in which an increasing hazard function is appropriate, and our 110 derivations also allow for this. For example, a parasite may be more likely to switch hosts after enough time has passed that its current host has adapted to reduce its efficacy.
112
The renewal process in general can operate with any hazard function. What is an appropriate renewal function for trait evolution? We next describe three models that abstract the process of 114 trait evolution with different forms of 'memory. ' We derive the hazard function for each and then compare across models.
116

Threshold models
There is currently one phylogenetic model of discrete trait evolution that inherently causes the 118 duration in one state to affect the chance of flipping to the other state: the Threshold model (Felsenstein 2005) . This model tracks the evolution of an unobserved continuous-valued quantity 120 called the 'liability.' The observed discrete-valued trait takes state A when the liability is below a certain threshold value and state B when it is above the threshold ( fig. 2A ). This model represents 122 the situation in which a trait can only take discrete observable states, such as presence or absence, but a large number of genetic and environmental factors together determine the state (Wright 124 1934).
It is intuitive that memory is built into the evolution of such a trait. The longer the state has 126 remained A, the farther is the liability expected to have wandered from the threshold, making a transition to B less likely. The Threshold model has been used to compute correlations between
Random walk model
We describe a different model for the liability, which retains the spirit of the Threshold model 142 but avoids the artificial pathological path properties of Brownian motion. Consider a onedimensional random walk in which steps of size one to the left or the right are equally likely, 144 and the waiting time between steps is exponentially distributed with rate θ. For convenience, we place the threshold at 0.5: the trait thus flips from A to B when the liability steps from 0 to 1,
146
vice versa for the other direction, and the liability spends no time directly on the threshold.
We are interested in the probability distribution of τ, the amount of time it takes to flip to B if A has just been acquired. (It is the same for flips in the reverse direction because our random walk is symmetric, but we pick one case for clarity.) Let f τ and F τ be the PDF and CDF, respectively, of τ. Let N be the number of steps taken by the random walk before hitting 1 for the first time, starting from 0; this is the number of steps between threshold crossings. Then for positive integers i, the probability mass function of N is given by (Lalley 2016) P(N = i) = 2 1−i (i + 1)
, if i is odd, and P(N = i) = 0 for all even values of i due to the parity of the random walk.
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The times between steps of our random walk are exponentially distributed with rate θ, so the time τ can be interpreted as a sum of N independent exponential random variables each with rate θ, where N is itself a random variable. The sum of independent identical exponential random variables has a Gamma distribution (Ross 2010, Ch. 5). Therefore, conditioned on N taking some particular value i, the distribution of time to the next flip is τ = Y i where Y i is a Gamma random variable with shape parameter i and rate parameter θ. Allowing for all possible values of N, we can then write the PDF or CDF of τ as a mixture of PDFs or CDFs of the Y i , for i = 1, 2, . . .. The hazard function of τ thus becomes
.
(
The hazard function for the symmetric random walk Threshold model (eq.
[1]) is illustrated in figure 3A . The rate of flips to state B always decreases with time spent in A. requiring fewer steps to return but taken at a slower rate.
Multi-state models
160
Another way to conceptualize a process that produces memory in trait evolution is an accumulation of changes in other traits ('subtraits') that support the focal trait. To derive the distribution of τ, we consider all the possible paths a lineage could take from A 0 to B 0 . For three substates, these are:
Define the random variable Y as the substate of A just before the flip to B. For the three paths above, Y = 0, 1, or 2, respectively. In addition, define independent random variables for the transition time to the next substate, Z i ∼ exp(ρ) (for i = 1, 2), and for the next flip to the other state, Q i ∼ exp(η i ) (for i = 0, 1, 2). Then we can rewrite τ in terms of these random variables, conditioned on Y:
We next define random variables representing renewal times for each of the possible paths:
Then we obtain the PDF and CDF of each D i :
provided η 1 = ρ; otherwise D 1 is distributed as a Gamma random variable with shape 2 and rate
214
ρ.
In addition to the above expressions for the renewal time along each possible path, we need to know how likely it is to take each path. The conditioning probabilities are the probabilities of each path from A 0 to B 0 , i.e., the probabilities that Y = i:
The PDF and CDF of τ are then obtained as the distributions for each possible path weighted by the probability of taking that path,
from which we obtain the hazard function,
Examples of the hazard function for the Retain model (eq.
[2]) are illustrated in figure 3B .
A variety of hazard function shapes are possible even when it is increasingly hard to leave
. When no time has passed in A, the rate of flipping to B is always η 0 /(η 0 + ρ), which is the probability of transitioning to B rather than to A 1 . When a long to the other observed state (from A 0 to B 0 , with rate η 0 ), because the dynamics can be initially drawn into a longer overall path from A to B by first taking a step to A 1 .
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Retain model
We next consider the case where a species 'retains' the value of its subtrait when flipping to the 
with conditioning probabilities
Then we have the PDF and CDF of τ 1 :
Lastly, τ 2 is simply an exponential random variable with rate η 2 , with the corresponding constant that the flip to B will occur from the last substate, A 2 , so the hazard rates all approach η 2 .
Choice of renewal function 254
All three models considered above contain the idea that changes in many unobserved components accumulate to inhibit changes in the focal binary trait. Each model represents this process 256 differently, however, and we found that the effect is not always the same. The most consistent outcome is a hazard function that declines steeply at first and then more gradually, so that the 258 effect of memory on trait evolution is strongest shortly after a trait change. This is true always for the Threshold model, but only sometimes for the Reset and Retain models. In these latter 
Inference
276
We now consider the question of whether memory in trait evolution can be inferred from phylogenetic comparative data. First, we derive the likelihood of tip character states given the tree 278 and a renewal model of trait evolution. Then, we present a small set of simulation results to test the efficacy of this approach. That is, we investigate whether a Poisson process can be distin-
280
guished from a more general renewal process for trait evolution based on commonly-available phylogenetic data.
282
Likelihood
To calculate the likelihood of observed tip states on a phylogeny, we employ the pruning algo-284 rithm (Felsenstein 1981) . Working from the tips of the tree toward the root, this algorithm combines the probabilities of state changes along each branch while summing over possible states 286 at each node. For any model using this algorithm, the key quantity is the transition probability function. Given that a lineage is in state s 0 at time t, the transition probability P s 0 ,s 1 (t, t + v) is the 288 probability that the lineage is in state s 1 at time t + v. We next derive this transition probability for the renewal model.
290
Our derivation assumes that there are two possible states, and that transitions between them are governed by the same renewal process in each direction. We further assume that we specify 292 directly the renewal function, with PDF f and CDF F.
To begin, suppose a renewal occurs right at time t, creating state s 0 ( fig. 5A ). The probability of ending up in state s 1 at v units of time later is
The first case describes an even number of flips during that time, and the second case describes 294 an odd number of flips. The following property of the renewal process is used in equation (3):
If a renewal occurs at time 0, let N(t) be the number of renewals until time t. Then P(N(t) = 296 n) = F n (t) − F n+1 (t), where F n (t) is the CDF for the sum of n independent copies of the renewal process (Ross 2010, eq. 7.3). That is, F n (t) is the probability that n or more renewals have occurred 298 by time t, and it is the n-fold convolution of F with itself. (Note that this convolution is trivial for the Gamma distribution, which is another reason we suggested above that it could be used 300 as the renewal function.)
However, it is in general not the case that a renewal occurs right at time t. Let τ be the amount of time elapsed from t to the next renewal; this is the residual time ( fig. 5B ). The PDF of τ is given by
where m(t) = E[N(t)] is the expected value, and m (t) = dm/dt is the probability that there was 302 a renewal between times t and t + dt. In equation (4), the first term applies when no renewal has happened at all (since time 0), and the second term applies when there was a previous renewal
304
(at time t − u). This second term integrates over all times that previous renewal could have happened, weighting each by the probability of a renewal then.
306
If we assume that the trait evolution process is in the limiting regime, we can simplify equation (4):
where µ is the mean of the distribution F. Under this limit, the first term in equation (4) goes to zero because at least one renewal would have happened by t. Also, the density of renewal events, 308 m (t), goes to its mean value of 1/µ, the reciprocal of the mean time between renewals. Thus, we have dropped the dependence on the absolute time t, so that f τ can be interpreted as the amount 310 of time we wait until the next renewal, regardless of the current time. In the following we will retain the assumption that we are concerned only with the limiting regime t → ∞, which means 312 assuming that the trait evolution process has run for a long time before the root of the tree.
We now construct the transition probabilities. One possibility is that the first renewal after time t occurs before or at time t + v ( fig. 5B ). In this case, we must also consider subsequent renewals that may or may not occur by t + v. Then, the probability of observing state s 1 at time t + v, conditioned on knowing s 0 at time t, is given by:
The notation s ! i means the state that is not s i , and F τ is the CDF of τ. We have dropped the 314 t dependence from the above equation based on the limiting approximation of the PDF of τ (eq.
[5]).
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The other possibility is that the first renewal after time t happens after time t + v. Then,
where the Kronecker δ function is 1 if the states are equal and 0 otherwise.
Putting these two possibilities (eq.
[6]) together, the probability of observing state s 1 at v units of time after observing s 0 is given by:
Armed with the transition probability function for our renewal model (eq.
[7]), we can use the 318 pruning algorithm to compute the likelihood of the tip state data given the tree and the model, conditional on the state at the root (Felsenstein 1981 ). Because we have assumed that transitions 320 between the states are symmetric, and that the trait evolution process has been running for a long time before the root, each root state is equally probable. The full likelihood is thus the sum 322 of the conditional likelihoods with weight one-half each.
Simulation tests
324
In principle, the likelihood function derived in the previous section could be used to infer the parameters of the two-state symmetric renewal process model from phylogenetic data. To test In our testing procedure, we first simulated a large phylogeny under a simple birth-death 338 model (500 tips, speciation rate 10× larger than extinction rate, tree scaled to a root age of 1). Then we simulated the evolution of a trait under the renewal process on that tree, using
340
Gamma-distributed waiting times for flips of the binary trait. Our simulations and inference all assume symmetric trait evolution, with flips from A to B governed by the same distribution as 342 flips from B to A. We then computed the likelihood of the tip state data on the tree using the likelihood function derived above, again with a Gamma distribution for the renewal function.
344
We used Bayesian inference to estimate the shape and rate parameters of each simulation of trait evolution. We fit the model with Markov chain Monte Carlo (MCMC) using a slice sampler (Neal 346 2003). We assigned a prior on each parameter that was exponential with rate − ln(1/2) = 0.693, which gives equal weight to shape parameters less than or greater than 1 over the age of the 348 tree, and which is also relatively uninformative over reasonable values of the rate parameter. To visualize how the data provide information about the shape and rate parameters, we additionally 
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Estimates were less accurate and less precise when the true rate parameter was low ( fig. 6 , left columns). With a low rate, flips are rarer overall so less of the total branch length on the tree lies 364 shortly after a trait flip. Because the hazard function changes most rapidly shortly after a trait flip, lower rates provide less potential to see the influence of trait duration on the instantaneous 366 rate of change. Accuracy also appears to be worse for shape parameters larger than 1. Again, the distinguishing portion of time is shortly after a flip, but this is when the rate is low ( fig. 2iii) fig. S3 ), but this type of extra information may be difficult to obtain for real-world applications.
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In summary, the Threshold, Reset, and Retain models discussed earlier provide some general guidance on the form the renewal function would take under various assumptions of the cause of 382 memory in trait evolution. Based on that guidance, we chose one functional form for the renewal function, simulated trait evolution under it, and tested whether those simulated phylogenetic 384 data revealed whether the true hazard function was flat, decreasing, or increasing. We found that phylogenetic comparative data do bear some signal of the shape of the hazard function,
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though precision and accuracy are not especially great. Thus, for future empirical studies, it may be possible to estimate the strength of memory in trait macroevolution, but further work would 388 be needed, as discussed below.
Discussion
390
Here we have considered whether trait evolution on long timescales might not be 'memory-less,'
such that the longer a lineage has held a trait value, the harder it is for that value to change. Our 392 goal was to describe a new macroevolutionary model of trait evolution that incorporates sufficient complexity to open up the study of this question, while retaining sufficient simplicity that it can 394 represent evolution on many different lineages and be fit to phylogenetic data. We compared different mathematical models that incorporate memory in trait evolution, and we showed how 396 a fairly general model can be fit to a phylogeny. We found that phylogenetic comparative data can in principle bear the signature of trait evolution memory, but that in practice there may be 398 substantial uncertainty in the inference of this process. We end by discussing how future work might build on our approach by extending the mathematics employed, the data provided, and on the difficulty of moving between substates, the transitions could be adjusted accordingly (e.g.,
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replacing ρ with ρ i , or using a non-Poisson process). The allowed transitions could also be altered, to provide, for example, a mix of the Reset and Retain dynamics.
408
In many applications, trait evolution is expected to proceed differently in one direction than another. All of our models could be extended to accommodate this change. For the Reset and
410
Retain models, asymmetric flips in the focal trait could be introduced by adding parameters (replacing η i with η Ai and η Bi ). For the Threshold model, an asymmetric random walk could be 412 used. For inference with a directly-chosen renewal function, the likelihood calculation could be expanded to allow an alternating renewal process.
414
To infer from data whether there is memory in trait macroevolution, the key inference goal is the value of the parameter that governs the presence of memory. In our simulation tests, model, which we also computed, might provide a more efficient means of fitting the threshold model to phylogenetic data.
434
Extending the data in phylogenetic comparative analyses
The simulation tests we reported are a first indication of whether one could hope to infer the 436 presence of memory in trait macroevolution from typical phylogenetic comparative data. We find that there is indeed some signal, but that precision and accuracy may not be high. One tack case where all species on a simulated birth-death tree are retained, whether or not they survive to the present, along with their terminal trait values. We found that on a tree with half extant 446 tips and half extinct tips, parameter estimates were better than when the same tree was pruned to only extant tips, and that estimates were comparable to those on a different tree with the 448 same total number of tips, all extant. (Detailed results are not shown. But more specifically, we increased the extinction rate to half the speciation rate to obtain a simulated tree with 250 extant 450 tips and 247 extinct tips. Then we simulated the binary trait on this tree with shape = 0.25 or 1.75 and rate = 3 and used all 497 taxa for inference. We compared this to inference on the same 452 tree pruned to the 250 extant tips, and to our main results for the same parameter values on a tree with 500 extant tips.) Thus, our brief tests indicate that fossil data do help by increasing the 454 number of species with known state, but that the insight of extinct tips into past states does not seem to provide a particular benefit. 
Extending questions about memory in trait evolution
Our focus has been on the mathematical form and phylogenetical signal of memory in trait 474
evolution. The models presented here may, however, also be useful in other settings.
One question in molecular evolution is whether the rate of sequence evolution depends on A renewal model could extend this question to whether the rate of sequence evolution increases 478 after a change in the organismal trait, perhaps reflecting adaptation that is most rapid initially.
For example, one could use standard Poisson models for the organismal-level trait and for se- 
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The memory model of trait evolution could also be coupled with models of lineage diversification. For example, increasing inability to adapt to a shift in selective regime could result 
488
An implementation would involve replacing transition probabilities with differential equations for clade and extinction probabilities (as in Maddison et al. 2007 ).
490
An initial motivation in developing the renewal model of trait evolution was that it might alleviate problems of phylogenetic pseudoreplication in studying trait evolution. For testing Finally, we will be curious to see if this approach to modeling trait evolution has utility in 498 other areas of ecology and evolution. For example, consider a theoretical investigation of when competitors can coexist on resources that change with time. A renewal process could capture the 500 idea that the longer one participant has specialized on a single resource, the harder it is to switch to another. The coexistence dynamics of such a model might differ from formulations with other 502 inhibitions to resource switching.
Conclusion
504
Our premise has been that the longer a lineage holds a trait value, the harder may become evolution away from that value. This is, however, only a hypothesis. Evolution does indeed take 506 time, but whether the 'memory' dynamic of trait evolution emerges at a macroevolutionary scale depends on how elapsed time relates to extent of fit with the environment, and the degree to 508 which increased fit to one regime inhibits evolution in a new direction. We hope that the present work will enable broad comparative tests that complement system-specific investigations of these 510 questions.
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