Abstract. We describe an algorithm for the numerical computation of the rank-one convex envelope of a function f : M m×n → R. We prove its convergence and an error estimate in L ∞ .
Introduction.
A real valued function f defined on the space M m×n of all real m × n matrices is said to be rank-one convex if the functions ϕ : R → R defined by ϕ(t) = f(F + tR) are convex ∀F, R ∈ M m×n , rank R ≤ 1. If a given function f is not rank-one convex, how can one compute the rank-one convex envelope f rc of f , i.e., the largest function f rc ≤ f that is rank-one convex? This is a difficult problem since, in general, the value of f rc for a given matrix F depends on the values of f on the whole space M m×n and not just on the values of f on a bounded neighborhood of F .
The problem of computing the rank-one convex envelope of a function arises, for example, in the mathematical analysis of models in nonlinear elasticity or homogenization: The fundamental question here consists in finding a deformation u : Ω ⊂ R n → R n which minimizes an energy functional
subject to suitable boundary conditions, e.g., u(x) = F x on ∂Ω.
Here Ω is the reference configuration of an elastic body and W ≥ 0 is a stored energy density. In general this problem has no solution (in appropriate Sobolev spaces) if W is not quasiconvex. Here W is said to be quasiconvex if for affine boundary conditions the homogeneous deformation is minimizing, i.e.,
(see [M] , [BJ] ). The fundamental theorem in relaxation (see [Da] ) states that
where A is a suitable class of functions, e.g., A = {u ∈ W 1,∞ (Ω; R n ) : u(x) = F x on ∂Ω}. Here W qc is the quasiconvex envelope of W , i.e., the largest quasiconvex minorant of W . Therefore we can compute the relaxed or effective energy by minimizing the relaxed functional where one replaces W by W qc . However, W qc is difficult to compute and analytically only known in very special cases where W qc and W rc coincide (see, e.g., [KS2] , [Pi] , [LDR] ). It is unknown whether this is always true if, for example, the function W has additional symmetries like those implied by frame indifference. Since quasiconvexity implies rank-one convexity (the converse is not true; see [Sv2] Numerical schemes for the computation of the relaxed energy based on these identities require approximations of W rc or W qc . This is an extremely complex task since in the cases of physical interest (n = m = 2 and n = m = 3) these functions are defined on four-and nine-dimensional matrix spaces, respectively. There are no reasonable numerical schemes for the computation of the quasiconvex envelope known. Here we describe a reliable algorithm for the computation of W rc restricted to a grid in M m×n and give a rigorous convergence proof. The numerical examples in section 5 show even better convergence properties than those predicted analytically. Unfortunately it is unknown whether the discrete function can be extended from the grid to the whole space preserving suitable convexity properties; see section 3 for a short discussion of this issue. Thus it remains a challenging problem to combine the numerical rank-one convexification with the original minimization problem. For numerical methods to treat the nonconvex problem see the recent survey article [L] . A closely related problem concerns the computation of certain generalized convex hulls of sets K ⊂ M m×n . Define the quasiconvex hull K qc of a given set K by
(see [Sv3] ); we define the rank-one convex hull K rc and the separately convex hull K sc of K analogously. Here we say that f is separately convex if it is convex in each variable. If K = {X, W (X) = 0}, then K qc is closely related to the set of (affine) boundary conditions for the variational problem above for which there exist Lipschitz continuous functions u with I(u) = 0 (see [DM] , [MS] ). Again it is, in general, very difficult to compute the quasiconvex hull of a given set explicitly (see, e.g., [BJ] , [Sv3] ). Since K rc ⊂ K qc , the rank-one convex hull gives an inner bound for the quasiconvex hull. If K is compact, then
. For further generalization of notions of convexity and convex hulls as well as their properties see, for example, [MP] , [T] , and [Z] .
In this paper we propose an algorithm A that computes a discrete rank-one convex envelope f h of f on a given uniform grid G h ⊂ M m×n . If f is bounded from below by a rank-one convex function, we prove that the functions f h converge to f rc in the grid points as the mesh size h tends to zero. The algorithm is based on the idea that it is possible to compute f rc by successively rank-one convexifying f on all rank-one lines in M m×n (see [KS2, Section 5C] for a discussion of this and related ideas). One problem in numerical schemes based on this approach is that given two matrices in the grid it is difficult to decide whether they lie on a rank-one line or not. This is due to the fact that the set {det X = 0} is not open in M m×n and thus not stable with respect to perturbations. We solve this problem by defining a suitable set R h of rank-one matrices with the property that
It is crucial for the proof of the convergence of the algorithm that the numerical scheme performs one-dimensional convexifications only on rank-one lines and not on "approximate" rank-one lines defined by a condition of the form |det R| < τ, where τ is a given tolerance. A closely related approach was independently analyzed in [Pl] .
The paper is organized as follows: In section 2 we introduce the relevant notation and recall important facts concerning rank-one convexity. In section 3 we define the algorithm and state the convergence theorems. The proofs of the theorems are contained in section 4. We present some numerical examples in section 5.
Preliminaries.
In this section we recall basic facts concerning rank-one convexity and rank-one convex envelopes of functions f :
An equivalent definition of rank-one convexity can be given using the following property of matrices [Da, Section 4 
The geometric interpretation of the definition above is given by a graph G(λ i , F i ) with leaves F i , inner nodes H i , and edges that are rank-one lines in M m×n ; see Figure 2 .1. Conversely, any graph of this form defines a set of pairs (λ i , F i ) with the properties above. Removing the edge that contains H N −1 as an inner point one obtains two disjoint trees with the following properties.
Remark 2.1. If (λ i , F i ) ∈ H N with N > 2, then there exists k ∈ {1, . . . , N − 1} such that, up to a permutation,
and if
r (
(ii) The rank-one convex envelope f rc is given by
It is not possible to bound the number N in the definition of f rc . We denote by E N (K) the set of all functions for which the rank-one convex envelope can be computed using no more than N matrices F i ∈ K.
The next two lemmas show that it is sufficient to use matrices Lemma 2.3. Assume that f, g rc :
Proof. It suffices to consider rank-one lines that intersect ∂B r (0). Let
We first show thatf and g rc satisfy the assumptions of Lemma 2.3. Clearlỹ f ≥ g rc . Using the same arguments as in the proof of Theorem 5.1.1 in [Da] it is easy to see thatf is rank-one convex on B r (0) and hence continuous on B r (0). We finally check thatf is continuous on ∂B r (0). To see this fix F 0 ∈ ∂B r (0), ε > 0 and choose 3. Discretization and description of the algorithm. In this section we describe the algorithm for the computation of the rank-one convex envelope of a given function f on a ball
For each h define a discrete set of rank-one directions R h,r by
Finally denote by h,r (F, R), rank (R) = 1, the intersection of the grid G(h, r) with the rank-one line F + tR,
(which can now be considered as a function of one variable given at finitely many points). A function f h is called rank-one convex on G(h, r) if the piecewise affine interpolation
is convex for all rank-one lines h,r (F, R). It seems to be unknown whether one can extend a function f h which is rank-one convex on G(h, r) to a rank-one convex function on B r (0). However, it is easy to see that simple multilinear interpolation does not work. Consider, for example, the convex function f (X) = (−X 11 − X 12 − X 21 − X 22 + 1) + , where a + = max{a, 0}. Let f h be its restriction to G(1, ∞). Since f h vanishes at all corners of the four-dimensional unit cube except for zero, the multilinear interpolation
Since m(t) = t 2 (1−t) 2 fails to be convex on [ 0, 1 ] we conclude that M is not rank-one convex.
We are now in a position to describe the algorithm A as follows.
In the description of the algorithm A we use a subroutine convexify (g, F, R, G(h, 2r) ) that computes the convexification of g restricted to h,2r (F, R)(see, e.g., [B, Co] ). The parameter ε is a given precision. The following two theorems describe the properties of the algorithm A. 2r) ) converges to f rc in the following sense: 
Proof.
We postpone the proofs of the theorems to section 4 and conclude this section with some remarks concerning generalizations and the necessity of the assumptions in the theorems.
Remarks.
(1) The lower bound for f is needed in order to avoid f h i −∞ in the algorithm.
(2) The assumption f = g rc outside B r (0) can be replaced by the assumption that f rc restricted to B r (0) does not depend on the values of f outside B r (0). There are nontrivial examples of functions which are not rank-one convex outside B r (0), for which the rank-one convex envelope can be computed on B r (0) with the values of f on B r (0) only; see section 5 for an example. The lower bound f ≥ g rc for some rank-one convex function g rc is not too restrictive; there exist rank-one convex functions with linear growth at infinity (see [Sv1] ).
(3) The fact that f rc can be computed locally is crucial for the convergence in Theorem 3.2. If, e.g.,
with a(r) = ke −r 2 /r 2 and k > 0 then the rank-one convexification of f on (−r, r) can be any rank-one convex function h with a(r)r
has recently been obtained in [DW] .
Convergence of the algorithm.
In this section we prove the theorems stated in section 3.
Proof of Theorem 3.1. We first show that f
rc , it suffices to show that
By the rank-one convexity of g rc we have P 1 (w| h,2r (F,R) ) ≥ P 1 (g rc | h,2r (F,R) ) and the inequality follows directly from the definition of the rank-one convex envelope since P 1 (g rc | h,2r (F,R) ) is convex. Thus f h i is a monotone decreasing sequence on G(h, 2r) bounded from below and converges pointwise to a function f h . It remains to show that f h is rank-one convex. Assume otherwise. Then there exist matrices
Choose i large enough such that f
The computation of f 
The proof of Theorem 3.2 relies on the following two lemmas, which allow us to construct for a given rank-one tree in M m×n a rank-one tree supported on the grid which is close to the given one.
Lemma 4.1. Let h i be a sequence as in Theorem 3.2. Assume that
1/2 a and b byb = (|a|/|b|) 1/2 b if necessary, we may assume that |a| = |b|. Since |a ⊗ b| = |a||b| = |F 1 − F 2 | ≤ 2r we deduce |a|, |b| ≤ √ 2r. For k > 0 (k will be chosen later) choose
it follows that p ∈ N. For δ λ > 0 given (δ λ will be chosen later) we may choose big enough such that there exists q ∈ N with |λ − q p | < δ λ . Let λ = q p and define F 1 and F 2 by
The claim of the lemma follows with 
Proof. The idea is to construct the matrices F
The claim of the lemma follows for = N since G(h, r) .
Proof. This follows easily by induction using Remark 2.1. Note that the matrices G 1 , G 2 defined in Remark 2.1 are contained in G(h, 2r) if one splits the graph removing the edge containing the matrix H N −1 .
Proof of Theorem 3.2. Since G(h j , r) contains only finitely many points it suffices to show that for F h ∈ G(h j , r) and ε > 0 given there exists k 0 ∈ N big enough such that
Since f is uniformly continuous on B 2r (0) we may choose η ∈ (0, r) such that |F |,
It follows from Lemma 4.2 and Lemma 4.3 that for k
If f ∈ E N (B r (0)), then there exists for all matrices F ∈ G(h k0 , r) a family of pairs
This proves the theorem.
Numerical experiments.
In this section we briefly describe the implementation of the algorithm and discuss numerical examples. We used a uniform grid in the cube [ −a, a ] 4 ⊂ M 2×2 with up to 67 points on each of the coordinate axes and the following sets of rank-one directions,
for k = 1, 2, 3. One obtains 16, 64, and 256 directions, respectively. In our implementation we used a lexicographic ordering of the points on the grid and the rank-one directions. The discrete function f h defined on G(h, r) was stored as a one-dimensional vector, which was updated after each one-dimensional convexification. These can be done with O(n) operations if n is the number of points on h,r (F, R). The following method [K] uses the fact that g h := f h (F, R) is not convex at some point x i if
The implementation uses a FIFO stack: for a loop over all matrices and all rank-one directions with m = n = 2, k = 2, and 33 points on the one-dimensional axes. Approximately 75 million one-dimensional convexifications were performed. Clearly all rank-one lines were considered more than once during this cycle. However, bookkeeping seems to be more time and memory consuming than allowing for these additional convexifications.
The Kohn-Strang example.
Our first example arises in the context of homogenization and has been studied in detail in [KS1] , [KS2] . Let
The rank-one convex envelope can be computed explicitly (see [KS2, Section 5C] ) and is given by
where D = |det (ξ)| and = |ξ| 2 + 2D. Since W does not satisfy the assumptions in Theorem 2.2 (W is not continuous at zero) we define the following modification:
Then W rc ≤W ≤ W and thereforeW rc = W rc . The proof in [KS2] shows that W and henceW belong to E 2 and Theorem 3.2 guarantees the convergence of the algorithm. Figure 5 .1 shows the L ∞ -norm of f hi − f rc on a uniform grid with h i = 2/N i , N i ∈ {5, 9, 17, 25, 33, 41, 49}, R h = R h,3 , and ε = 10 −5 in the algorithm. The empirical convergence rate (with the error computed on the full grid, not just on a subgrid as in Theorem 3.2; it is impossible to get reasonable data on a sequence of properly nested grids) seems to be superlinear and thus much better than predicted.
5.2.
A function related to the four gradient problem. The following example has been studied by different authors independently (see [AH] , [CT] , [T] ). Let
and define q 1 = (1, −1), q 2 = (−1, −1), q 3 = (−1, 1), and q 4 = (1, 1). It follows from the references aboveK
where [ a, b ] 
Following [BFJK] we extend this example to M 2×2 by defining K = {diag(s, t), (s, t) ∈K}. This set is of particular interest, since despite the fact that K does not contain any rank-one direction, K rc is nontrivial. Indeed
Since rank-one convexity implies separate convexity, the inclusion "⊃" is clear; the other follows, for example, from the following proposition, Proposition 5.1. Let Proposition 5.1. Let Φ : M 2×2 → R be given by
Moreover, if
Proof. It is easy to see that We computed Φ rc on a uniform grid in [ −4, 4 ] 4 . This example demonstrates the sensitive dependence of the quality of the approximation on the position of the grid. If K is contained in the grid, then the L ∞ -error is immediately of order 10 −5 , while we observe only linear convergence if K is not a subset of the grid points; see Figure 5 .2 and 5.3. Does rank-one convexity imply quasiconvexity? . This is still a fundamental open problem in the calculus of variations if the dimension m of the target is 2. A counterexample for m ≥ 3 has been given byŠverák in [Sv2] . Our rigorous convergence proof justifies the following test for m ≥ 2. Guess, for example, on a triangulation of the unit cube Q a piecewise affine test function which vanishes on ∂Q. Define K = {∇f (x) : x ∈ Q} and f (X) = 0 if X ∈ K, ∞ else.
It is clear that f qc (0) = 0. If the algorithm shows that the numerical approximation of f rc in zero is positive, this could give some evidence that rank-one convexity does not imply quasiconvexity. Unfortunately, we did not discover any promising examples in (2 × 2)-matrices. However, we found the following set of eighteen gradients in (3 × 2)-matrices which could lead to a new counter example for m = 3: 
