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Abstract
The Hull-Strominger system for supersymmetric vacua of the heterotic string
allows general unitary Hermitian connections with torsion and not just the Chern
unitary connection. Solutions on unimodular Lie groups exploiting this flexibility
were found by T. Fei and S.T. Yau. The Anomaly flow is a flow whose stationary
points are precisely the solutions of the Hull-Strominger system. Here we examine
its long-time behavior on unimodular Lie groups with general unitary Hermitian
connections. We find a diverse and intricate behavior, which depends very much on
the Lie group and the initial data.
1 Introduction
The Hull-Strominger system [19, 20, 32] is a system of equations for supersymmetric
vacua of the heterotic string which generalizes the well-known Calabi-Yau compactifica-
tions found by Candelas, Horowitz, Strominger, and Witten [5]. It is also of considerable
interest from the point of view of non-Ka¨hler geometry and non-linear partial differential
equations [13, 14, 26, 28, 29]. While more special solutions continue to be constructed (see
e.g. [7, 8, 9, 12, 10, 11, 25, 13, 14, 15, 23] and references therein), the complete solution of
the Hull-Strominger system still seems distant. In [27], a general strategy was proposed,
namely to look for solutions as stationary points of a flow, called there the Anomaly flow.
Despite its unusual original formulation as a flow of (2, 2)-forms, the Anomaly flow turns
out to have some remarkable properties, including some suggestive analogies with the Ricci
flow [30], and the fact [31] that it can recover the famous solutions found in 2006 by Fu
and Yau [13, 14]. Even so, very little is known at this time about the Anomaly flow in
general, and it is important to gain insight from more examples.
Part of the interest in the Hull-Strominger system lies in it allowing metrics on complex
manifolds which have non-vanishing torsion. For such metrics, there is actually a whole
line of natural unitary connections, namely the Yano-Gauduchon line [17] passing by the
Chern unitary connection and the Bismut connection. The Hull-Strominger system can
be formulated with any specific choice along this line [20], and not just the Chern unitary
connection. This flexibility is essential in the solution found by Fei and Yau on unimodular
Lie groups [10], using an ansatz originating from [2] and [4]. The advantage of unimodular
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Lie groups is that any left-invariant Hermitian metric is automatically balanced, so if
we fix a holomorphic vector bundle with a Hermitian-Yang-Mills invariant metric, the
Hull-Strominger will reduce to a single equation. A difficulty in using general Hermitian
connections is that their Riemannian curvature tensor Rm will in general have components
of all (2, 0), (1, 1), and (0, 2) types. But Fei and Yau discovered that, for unimodular Lie
groups, the term Tr(Rm ∧ Rm) reduces to a (2, 2)-form, and that solutions to the Hull-
Strominger system can be found with any connection on the Yano-Gauduchon line, except
for the Chern unitary connection and the Lichnerowicz connection.
The purpose of this paper is analyze the Anomaly flow on unimodular Lie groups. As
had been stressed earlier, the study of the Anomaly flow has barely begun, and there is
a strong need for good examples. Even in the case of toric fibrations analyzed in [31],
the convergence of the flow was established only for a particular type of initial data,
and a fuller understanding of the long-time behavior of the flow is still not available.
Unlike the more familiar cases of the Ka¨hler-Ricci and the Donaldson heat flows, which
are known to converge whenever a stationary point exists, the Anomaly flow is expected
to behave differently depending on the initial data. This can be traced back to the fact
that the conformally balanced condition is weaker than the Ka¨hler condition, and that the
positivity and closedness of a (2, 2)-form seem to carry less information than the positivity
and closedness of a (1, 1)-form. The case of Lie groups is particular appealing, as the
flow reduces then to a system of ordinary differential equations, and its formalism can be
readily extended to general connections on the Yano-Gauduchon line. Our main results
are as follows.
Let X be a complex 3-dimensional Lie group. Fix a basis {ea} of left-invariant holo-
morphic vector fields on X , and let {ea} be the dual basis of holomorphic forms. Let cdab
denote the structure constants of X defined by this basis
[ea, eb] =
∑
d
ed c
d
ab. (1.1)
The Lie group X is said to be unimodular if the structure constants satisfy the condition∑
a
caab = 0 (1.2)
for any b. This condition is invariant under a change of basis of holomorphic vector fields
(see e.g. Section §3.1 for a proof). The basis {ea} also defines a holomorphic, nowhere
vanishing (3, 0)-form on X , given by
Ω = e1 ∧ e2 ∧ e3. (1.3)
We define the norm of Ω with respect to any metric ω by
‖Ω‖2 = iΩ ∧ Ω¯
(
ω3
3!
)−1
. (1.4)
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Theorem 1 Let X be a unimodular complex 3-dimensional Lie group. Let t → ω(t) be
the Anomaly flow on X, as defined in (3.4) below. Set ω(t) = iga¯b(t) e
b ∧ e¯a. Then the
Anomaly flow is given explicitly by
∂tga¯b =
1
2‖Ω‖ω g
dp¯
(
gi¯sciapc
s
bd − α
′τ
4
gℓ¯ig
nj¯ cmapcℓmjc
i
snc
s
bd
)
. (1.5)
Here α′ is the string tension, and τ = 2κ2(2κ−1), where κ indicates the connection (2.11).
In three dimensions, as listed in Fei and Yau [10] and Knapp [22], the unimodular
complex Lie groups consist precisely of those whose Lie algebra is isomorphic to that
of either the Abelian Lie group C3, the nilpotent Heisenberg group, the solvable group
of (complexfications of) rigid motions in R2, or the semi-simple group SL(2,C). The
Anomaly flow behaves differently in each case. Fixing the structure constants in each case
as spelled out in §3, we have:
Theorem 2 Assume that α′τ > 0.
(a) When X = C3, any metric is a stationary point for the flow, and the flow is
consequently stationary for any initial metric ω(0).
(b) When X is nilpotent, there is no stationary point. Consequently the flow cannot
converge for any initial metric. If the initial metric is diagonal, then the metric remains
diagonal along the flow, the lowest eigenvalue is constant, while the other two eigenvalues
tend to +∞ at a constant rate.
(c) When X is solvable, the stationary points of the flow are precisely the metrics with
g1¯2 = g2¯1 = 0,
α′τ
4
g33¯ = 1. (1.6)
The Anomaly flow is asymptotically instable near any stationary point. However, the
condition g1¯2 = g1¯2 = 0 is preserved along the flow, and for any initial metric satisfying
this condition, the flow converges to a stationary point.
(d) When X = SL(2,C), there is a unique stationary point, given by the diagonal
metric
ga¯b =
α′τ
2
δab. (1.7)
The linearization of the flow at the fixed point admits both positive and negative eigenvalues.
In particular, the flow is asymptotically instable.
The paper is organized as follows. In §2, the terms in the main equation in the Hull-
Strominger system, namely the anomaly cancellation condition, are worked out in detail for
connections on the Yano-Gauduchon line for left-invariant metrics. While the arguments
are directly inspired by those of Fei and Yau, we have adopted a more explicit component
formalism that should make the proof as well as the resulting formulas more accessible and
convenient for geometric flows. The Anomaly flow is analyzed in §3. Theorem 1 is proved
in §3.2, and Theorem 2 is proved in §3.3, beginning in each case with the identification of
the stationary points, and ending with the analysis of the Anomaly flow proper.
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2 The curvature of unitary connections with torsion
on Lie groups
In this section, we derive formulas for the curvature of an arbitrary connection on the
Yano-Gauduchon line for Lie groups. They have been obtained before by Fei and Yau [10],
but we need a formulation convenient for our subsequent study of the Anomaly flow.
2.1 Unitary connections with torsion
Let (X,ω) be a complex manifold of complex dimension n, equipped with a Hermitian
metric ω. We shall denote by zj , 1 ≤ j ≤ n, local holomorphic coordinates on X , and by
ξα, 1 ≤ α ≤ 2n, real smooth local coordinates on X . In particular gk¯j denotes the metric in
holomorphic coordinates, and gαβ the metric in real coordinates. We consider only unitary
connections on X , that is connections ∇ on T 1,0(X) which preserve the metric, ∇gk¯j = 0.
Our notation for covariant derivatives is
∇αV γ = ∂αV γ + AγαβV β. (2.1)
and our conventions for the curvature Rαβ
γ
δ and the torsion tensors T
γ
αβ are,
[∇β,∇α]V γ = RαβγδV δ + T δαβ∇δV γ, (2.2)
with similar formulas when using the complex coordinates zj , z¯j , 1 ≤ j ≤ n. For example,
in complex coordinates, the components of the torsion are
T pj¯m = A
p
j¯m, T
p¯
j¯m = −Ap¯mj¯ ,
T pjm = A
p
jm − Apmj , T p¯j¯m¯ = Ap¯j¯m¯ −Ap¯m¯j¯. (2.3)
Among the unitary connections, of particular interest are the following three special
connections:
(1) The Levi-Civita connection ∇L on T (X), characterized by the fact that its torsion
is 0. In general, it does not preserve the complex structure, and in particular, it does
not induce a connection on the complex tangent space T 1,0(X). It preserves the complex
structure J if and only if ω is Ka¨hler.
(2) The Chern connection ∇C , characterized by the fact that it preserves the complex
structure, and that ∇Cj¯ W k = ∂j¯W k, i.e., Apj¯m = 0. By unitarity, it follows that Apjm =
gpq¯∂jgq¯m. Thus the components of the torsion of the Chern connection in the first line of
(2.3) vanish, and the torsion reduces to a section of the following bundle
T = T + T¯ ∈ (Λ2,0 ⊗ T 1,0)⊕ (Λ0,2 ⊗ T 0,1). (2.4)
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with
T =
1
2
T ℓjk
∂
∂zℓ
⊗ (dzk ∧ dzj), T¯ = 1
2
T¯ ℓ¯j¯k¯
∂
∂z¯ℓ
⊗ (dz¯k ∧ dz¯j) T¯ ℓ¯j¯k¯ = T ℓjk.
The torsion of the Chern connection is 0 exactly when ω is Ka¨hler.
(3) The Bismut connection ∇H. Connections obtained by modifying the Levi-Civita
connection by a 3-form seem to have been written down first by Yano in his book [35],
which became the standard reference for it in the physics literature on supersymmetric
sigma models (see e.g. [16, 21, 19, 32] and references therein). They were subsequently
rediscovered by Bismut [3], who also identified among them the connection preserving
the complex structure, which is now known as the Bismut connection. Thus the Bismut
connection can be written in two different ways, depending on whether we use ∇L or∇C as
reference connection. To write it with ∇L as reference connection, introduce the following
real 3-form 2,
H = 1
4
(H + H¯) ∈ Λ2,1 ⊕ Λ1,2 ⊂ Λ3 (2.5)
where
H =
1
2
gm¯ℓ T
ℓ
jk dz
k ∧ dzj ∧ dz¯m, H¯ = 1
2
gℓ¯m T¯
ℓ¯
j¯k¯ dz¯
k ∧ dz¯j ∧ dzm,
Hm¯jk = gm¯ℓT
ℓ
jk, H¯mj¯k¯ = gℓ¯mT¯
ℓ
j¯k¯. (2.6)
Note that, in terms of the Hermitian form ω = igk¯jdz
j ∧ dz¯k, we have
H = i∂ω, H¯ = −i∂¯ω. (2.7)
Next, introduce the 1-form SH = (SHα )dξ
α valued in the space of endomorphisms anti-
symmetric with respect to the metric gαβ by setting
3
H ≡ 1
3!
Hαβγ dξγ ∧ dξβ ∧ dξα,
(SHα )
β
γ = 2Hαργ gρβ. (2.8)
The Bismut connection is then defined by
∇H = ∇L + SH. (2.9)
2It is important to distinguish the form H ∈ Λ2,1 from the torsion tensor T ∈ Λ2,0 ⊗ T 1,0, although
their coefficients are the same, and they can be recovered from one another. Perhaps a good analogue
is the metric gk¯j and the corresponding symplectic form ω = igk¯j dz
j ∧ dz¯k, which are distinct objects,
although they can be recovered from one another, once the complex structure is fixed.
3An endomorphism Sβγ is antisymmetric with respect to a metric gρβ if 〈SW,U〉 = −〈W,SU〉, which
means that gβρS
β
γ = −Sµρgγµ, which means that Sργ is anti-symmetric, if we raise and power indices
using the metric gβρ.
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This formulation shows that it is unitary and that its torsion can be identified with a
3-form. If we use the Chern connection as the reference connection, we can also write
∇Hj W p = ∇Cj W p − T pjkW k, ∇H¯j W p = ∇Cj¯ W p + gpq¯gm¯rT¯ m¯j¯q¯W r. (2.10)
This formulation shows that the Bismut connection is unitary and that it manifestly pre-
serves the complex structure. The equivalence of (2.9) and (2.10) can be found in [3].
The two connections ∇C and ∇H determine a line of connections ∇(κ) which are all
unitary and preserve the complex structure. Indeed, in terms of an orthonormal frame, a
unitary connection is characterized by a Hermitian matrix, and a real linear combination
of Hermitian matrices is again Hermitian. Also a linear combination of connections on
T 1,0(X) is again a connection on T 1,0(X), hence our assertion. We refer to this line
of connections as the Yano-Gauduchon line of canonical connections [17]. With ∇C as
reference connection, the connection ∇(κ) can be expressed as
∇(κ)j W p = ∇Cj W p − κT pjkW k, ∇(κ)j¯ W p = ∇Cj¯ W p + κ gpq¯gm¯rT¯ m¯j¯q¯W r. (2.11)
Clearly κ = 0 corresponds to the Chern connection and κ = 1 to the Bismut connection.
The case κ = 1/2 is known as the Lichnerowicz connection.
2.2 Evaluation of curvature forms
Let (X,ω) be now a complex Lie group with left-invariant metric ω. Let e1, . . . , en ∈ g be
an orthonormal frame of left-invariant holomorphic vector fields on X , and let e1, . . . , en
be the dual frame of holomorphic 1-forms, so that
ω = i
∑
a
ea ∧ e¯a. (2.12)
The structure constants of the Lie algebra g in this basis are defined in (1.1) and denoted
by cdab. They satisfy the Jacobi identity
cqirc
r
jk + c
q
krc
r
ij + c
q
jrc
r
ki = 0. (2.13)
By Cartan’s formula for the exterior derivative, we have
∂ea =
1
2
cabd e
d ∧ eb (2.14)
which is the Maurer-Cartan equation.
Our goal is to determine the torsion and curvature of an arbitrary connection ∇(κ) on
the Yano-Gauduchon line in terms of the frame e1, · · · , en and the structure constants cdab.
First, we express the connection forms for ∇(κ) in terms of the structure constants of X :
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Lemma 1 Let ∇(κ) be a connection on the Yano-Gauduchon line for a left-invariant Her-
mitian metric ω on the Lie group X. Let e1, · · · , en be a left invariant orthonormal basis
for ω, and let cdab be the corresponding structure constants, as defined above. Then for
any vector field V = V aea,
∇(κ)b V a = ∂ebV a + κcabdV d, ∇(κ)b¯ V a = ∂e¯bV a − κcdbaV d. (2.15)
Proof. We use the expression for ∇(κ) with the Chern connection ∇C as reference connec-
tion. For this, we need the torsion form H of the Chern connection. Taking the exterior
derivative of ω and applying (2.14) gives
H = i∂ω = −1
2
∑
cdab e
b ∧ ea ∧ e¯d. (2.16)
Therefore
Hd¯ab = (i∂ω)d¯ab = −cdab. (2.17)
Next, since the coefficients of the metric ω are constant in an orthonormal frame, the
Chern connection reduces to the exterior derivative: ∇Cj = ∂j in this frame. The lemma
follows now from the formula (2.11) giving ∇(κ) in terms of ∇C , H , and the parameter κ.
Henceforth, we shall denote ∇(κ) by just ∇ for simplicity. We obtain
Aabd = κc
a
bd, A
a
b¯d = −κcdba, Aa¯bd¯ = −κcdba, Aa¯b¯d¯ = κcabd. (2.18)
Lemma 2 The components of the curvature of the connection ∇(κ) in the orthonormal
frame e1, · · · , en are given by
Rkj
p
q = (κ− κ2)crkjcprq, Rk¯j¯pq = −(κ− κ2)crkjcqrp
Rk¯j
p
q = κ
2(−cpjrcqkr + crkpcrjq). (2.19)
Proof. The defining formula (2.2) for the curvature and the torsion tdba of the connection
∇(κ) in coordinates becomes the following formula in the frame {ea},
[∇a,∇b]W c = RbacdW d + tdba∇dW c + cdab∇dW c (2.20)
where the last term on the right hand side is the contribution of the commutator [ea, eb].
H We now compute the left hand side using the formulas of the previous lemma. We find
Rkj
p
qW
q + tqkj∇qW p + cqjk∇qW p = [∇j ,∇k]W p
= cqjk∂eqW
p + κ2(−cpkrcrjs + cpjrcrks)W s
+2κcrkj∇rW p. (2.21)
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By (2.15) and the Jacobi identity (2.13), we see that the (2, 0) component is
Rkj
p
q = −κcrjkcprq + κ2(−cpkrcrjq + cpjrcrkq) = (κ− κ2)crkjcprq. (2.22)
This proves the first formula in the lemma. Next, we have
Rk¯j¯
p
qW
q + t¯q¯ k¯j¯∇q¯W p + cqjk∇q¯W p = [∇j¯,∇k¯]W p
= cqjk∂e¯qW
p + κ2(crjpcskr − crkpcsjr)W s
−2κcrkj∇r¯W p. (2.23)
We see that the (0, 2) component is
Rk¯j¯
p
q = κcrjkcqrp + κ
2(crjpcqkr − crkpcqjr) = −(κ− κ2)crkjcqrp. (2.24)
which is the second formula in the lemma. Finally, we have
Rk¯j
p
qW
q −Aq¯jk¯∇q¯W p + Aqk¯j∇qW p = [∇j ,∇k¯]W p
= κckjr∇r¯W p − κcjkr∇rW p
+κ2(−cpjrcqkr + crkpcrjq)W q. (2.25)
We see that the (1, 1) component is
Rk¯j
p
q = κ
2(−cpjrcqkr + crkpcrjq). (2.26)
This completes the proof of the lemma.
We note our expressions satisfy the usual symmetries
Rkj
p
s = −Rjkps, Rk¯j¯ ps = −Rj¯k¯ps (2.27)
Rk¯j¯
p
q = −Rkjqp, Rk¯jpq = Rj¯kqp. (2.28)
Next, we compute Tr (Rm∧Rm) on the Lie group X . This computation was first done
by Fei-Yau [10]. Their computation showed in particular that Tr (Rm ∧ Rm) is a (2, 2)
form along the Yano-Gauduchon line. Here we recover their result using our formalism.
Lemma 3 Let ∇(κ) be an arbitrary connection on the Yano-Gauduchon line, as before.
Assume that dimX = 3. Then Tr (Rm ∧ Rm) is a (2, 2)-form, given explicitly by
Tr (Rm ∧ Rm)k¯ℓ¯ij = τ crkℓcsrpcqijcsqp. (2.29)
where we have set as before τ = 2κ2(2κ− 1).
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Proof. Because X is assumed to have dimension 3, the (4, 0) and (0, 4) components of
Tr(Rm ∧Rm) are automatically 0. Next, we show the vanishing of the (3, 1)-component,
Tr (Rm ∧ Rm)ℓ¯ijk = 2(RijpsRℓ¯ksp +RkipsRℓ¯j sp +RjkpsRℓ¯isp). (2.30)
Fixing an index (ijk, ℓ), we use the previously computed formulas for the curvature of a
Lie group to obtain
Rij
p
sRℓ¯k
s
p = (κ− κ2)κ2crijcprs(−cskqcpℓq + cqℓscqkp). (2.31)
Applying the Jacobi identity (2.13),
Rij
p
sRℓ¯k
s
p (2.32)
= κ3(1− κ)(−cpircrjscskqcpℓq + cpjrcriscskqcpℓq − cqkpcpjrcriscqℓs + cqkpcpircrjscqℓs)
= κ3(1− κ)(−cpircrjscskq + cpjrcriscskq − cpkscsjrcriq + cpkscsircrjq)cpℓq. (2.33)
If we denote Fijk
p
q = c
p
irc
r
jsc
s
kq, then
Rij
p
sRℓ¯k
s
p = κ
3(1− κ)(−Fijkpq + Fjikpq − Fkjipq + Fkijpq) cpℓq. (2.34)
Upon cyclically permuting (ijk), we see that
Rij
p
sRℓ¯k
s
p +Rki
p
sRℓ¯j
s
p +Rjk
p
sRℓ¯i
s
p = 0. (2.35)
Therefore
Tr (Rm ∧ Rm)ℓ¯ijk = 0 (2.36)
as claimed. Next, we compute the (1, 3) component,
Tr (Rm ∧ Rm)¯ij¯k¯ℓ = 2(Ri¯j¯ psRk¯ℓsp +Rj¯k¯psRi¯ℓsp +Rk¯i¯psRj¯ℓsp). (2.37)
Using the symmetric property (2.28) and the vanishing of the (3, 1) part, we see that the
(1, 3) part also vanishes.
Finally, we evaluate the (2, 2)-component,
Tr (Rm ∧ Rm)k¯ℓ¯ij = 2Rk¯ℓ¯psRijsp + 2(Rk¯jpsRℓ¯isp − Rk¯ipsRℓ¯j sp). (2.38)
From the previously established formulas, we have
Rk¯ℓ¯
p
sRij
s
p = −(κ− κ2)2 crkℓcsrpcqijcsqp. (2.39)
Next,
Rk¯j
p
sRℓ¯i
s
p = κ
4(−cpjrcskr + crkpcrjs)(−csiqcpℓq + cqℓscqip) (2.40)
= κ4(cpjrcskrc
s
iqcpℓq + c
q
ipcrkpc
r
jscqℓs − cpjrcskrcqℓscqip − csiqcpℓqcrkpcrjs).
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Some cancellation occurs and we are left with
(Rk¯j
p
sRℓ¯i
s
p −Rk¯ipsRℓ¯jsp)
= κ4(−cskrcqℓscqipcpjr − cpℓqcrkpcrjscsiq + cskrcqℓscqjpcpir + cpℓqcrkpcriscsjq)
= κ4 (cskrcqℓs(−cqipcpjr + cqjpcpir) + cpℓqcrkp(−crjscsiq + criscsjq))
= κ4(cskrcqℓsc
q
rpc
p
ij − cpℓqcrkpcrqscsij)
= κ4(cskrcqℓs − csℓrcqks)cqrpcpij
= κ4cqrscskℓc
q
rpc
p
ij. (2.41)
Adding these two equations together, the terms of order κ4 cancel and we obtain the
desired formula.
Recall that we view the Lie algebra of X as generated by a given basis of left-invariant
holomorphic vector fields ea, with structure constants c
d
ab. So far we have considered only
the metric ω = i
∑
ea ∧ e¯a defined by the condition that ea be orthonormal. We consider
now the general left-invariant metric given by
ω =
∑
gb¯a ie
a ∧ e¯b, (2.42)
where gb¯a is a positive-definite Hermitian matrix. We have
Lemma 4 Let X be a 3-dimensional complex Lie group, with a given basis of left-invariant
holomorphic vector fields ea with structure constants c
d
ab. Let ω be the metric given by
(2.42), and let ∇(κ) be the Hermitian connection on the Gauduchon line with parameter
κ. Then
Tr (Rm ∧Rm) = τ
4
gℓ¯ig
nj¯ cmabcℓmjc
i
snc
s
cd e
d ∧ ec ∧ e¯b ∧ e¯a. (2.43)
and
i∂∂¯ω−α
′
4
Tr (Rm∧Rm) = 1
4
(
gi¯sciabc
s
cd−α
′τ
4
gℓ¯ig
nj¯ cmabcℓmjc
i
snc
s
cd
)
ed∧ec∧e¯b∧e¯a. (2.44)
Proof. These formulas for general metrics follow from the ones obtained earlier for the
metric i
∑
a e
a ∧ e¯a after performing a change of basis. More specifically, we let P be a
matrix such that
P¯ a¯p¯ga¯bP
b
q = δp¯q. (2.45)
Therefore, denoting gab¯ to be the inverse of gb¯a, we have
gb¯a = (P¯
−1)r¯ b¯(P
−1)ra, gab¯ = P arP¯ b¯r¯. (2.46)
We now perform a change of basis and define
fi = erP
r
i, [fi, fj ] = frk
r
ij . (2.47)
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The induced transformation laws are
fi = erP
r
i, f
i = (P−1)ire
r, ei = fr(P
−1)ri, e
i = P irf
r, (2.48)
kℓij = (P
−1)ℓsP riP qjcsrq. (2.49)
By construction, ω is diagonal in the basis {fa}. From (2.29), we can compute the curvature
in the basis {fa},
Tr (Rm ∧Rm) = τ
4
krabksrpk
q
cdk
s
qp f
d ∧ f c ∧ f¯ b ∧ f¯a. (2.50)
Using the above transformation laws, Tr (Rm∧Rm) can be rewritten in terms of the {ea}
basis. A straightforward computation gives the first formula in the lemma. To obtain
the second formula, we begin by computing i∂∂¯ω in the model case where the metric is∑
a ie
a ∧ e¯a. We had already found i∂ω in (2.16). Differentiating again gives
i∂∂¯(i
∑
a
ea ∧ e¯a) = 1
4
∑
cℓab c
ℓ
cd e
d ∧ ec ∧ e¯b ∧ e¯a. (2.51)
Reverting to the general metric ω given by (2.42) and performing the same change of bases
as before, we find
i∂∂¯ω =
1
4
gi¯sciabc
s
cd e
d ∧ ec ∧ e¯b ∧ e¯a. (2.52)
Combining this formula with the one found previously for Tr(Rm ∧ Rm), we obtain the
second formula stated in the lemma. Q.E.D.
3 Hull-Strominger systems and Anomaly flows
We come now to the study of the Anomaly flow on the complex Lie group X .
3.1 The Hull-Strominger system on unimodular Lie groups
First we recall the Hull-Strominger system [19, 20, 32]. Let X be a 3-dimensional complex
manifold with a nowhere vanishing holomorphic (3, 0)-form Ω. The Hull-Strominger system
is a system of equations for a Hermitian metric ω on X and a holomorphic vector bundle
E → X equipped with a Hermitian metric Hα¯β satisfying
F 0,2 = F 0,2 = 0, ω2 ∧ F 1,1 = 0
i∂∂¯ω − α
′
4
Tr(Rm ∧Rm− F ∧ F ) = 0
d†ω = i(∂ − ∂¯) log ‖Ω‖ω (3.1)
where F p,q are the components of the Chern curvature F ∈ Λ2 ⊗ End(E) of the metric
Hα¯β, and ‖Ω‖ω denotes the norm of Ω with respect to the metric ω as defined in (1.4). The
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first equation in (3.1) is the familiar Hermitian-Yang-Mills equation, and its solution is
well-known for given metric ω by the theorem of Donaldson-Uhlenbeck-Yau [6, 33]. Thus
the most novel aspects in the Hull-Strominger system resides in the other two equations.
It has been pointed out by Li and Yau [23] that the last equation is equivalent to the
following condition of “conformally balanced metric”,
d(‖Ω‖ωω2) = 0 (3.2)
which is a generalization of the balanced condition introduced in 1981 by Michelsohn [24].
We shall take the bundle E → X to be trivial, F to be 0, and restrict ourselves to left-
invariant metrics. In this case, the first equation in (3.1) is trivially satisfied. Furthermore,
the norm ‖Ω‖ω is a constant function onX , and the conformally balanced condition reduces
to exactly the balanced condition of Michelsohn [24], i.e., dω2 = 0.
A key observation, also exploited earlier in the work of Fei and Yau [10], is that, on a
unimodular complex Lie group, any left-invariant metric is unimodular. This statement
is well-known and to our knowledge first appeared in [1]. For the reader’s convenience,
we provide the brief argument. Recall that a complex Lie group is said to be unimodular
if there exists a left-invariant basis of holomorphic vector fields with structure constants
cdab satisfying the condition (1.2). In view of the transformation rule (2.49) for structure
constants under a change of basis of left-invariant vector fields, this statement holds for all
bases if and only if it holds for some basis. Let now ω be any invariant Hermitian metric
on X , and express it in terms of any basis of holomorphic ea forms as (2.42). A direct
calculation using (2.14) gives
∂ω2 =
∑ 1
2
(gp¯rgq¯c − gp¯cgq¯r)crab ea ∧ eb ∧ ec ∧ e¯p ∧ e¯q. (3.3)
Choosing ea to be orthonormal with respect to ω, we can assume that gb¯a = δba, and we
readily see that the condition dω2 = 0 is equivalent to the unimodular condition (1.2).
Thus, on unimodular Lie groups, the Hull-Strominger system for a left-invariant metric
reduces to the middle equation in (3.1).
3.2 Proof of Theorem 1
The Anomaly flow, introduced in [27], is a parabolic flow whose stationary points are
solutions of the Hull-Strominger system. In the present setting, X is a 3-dimensional
unimodular complex Lie group with a basis {ea} of left-invariant holomorphic vector fields,
Ω = e1 ∧ e2 ∧ e3, and the bundle E → X is taken to be trivial. Then the Anomaly flow
[27] is defined to be the following flow of (2, 2)-forms,
∂t(‖Ω‖ωω2) = i∂∂¯ω − α
′
4
Tr (Rm ∧ Rm). (3.4)
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with any given initial data of the form ‖Ω‖ω0ω20.
Theorem 1 of [30] shows how to rewrite this flow as a curvature flow for the Hermitian
metric ω. Setting Φ = i∂∂¯ω − α′
4
Tr (Rm ∧ Rm), we obtain
∂tga¯c = − 1
2‖Ω‖ω g
db¯Φa¯b¯cd. (3.5)
Substituting in the formulas obtained in Lemma 4 for Φ, we obtain Theorem 1.
3.3 Proof of Theorem 2
We discuss the unimodular Lie group case by case, as listed in Theorem 2.
3.3.1 The Abelian Case
In this case, we have for all a, b,
[ea, eb] = 0 (3.6)
and all the structure constants cdab vanish. The flow (1.5) is static for all initial data, and
part (a) of Theorem 2 is immediate.
3.3.2 Nilpotent case
In this case, we may assume the Lie algebra satisfies the commutation relations
[e1, e3] = 0, [e2, e3] = 0, [e1, e2] = e3. (3.7)
It follows that c312 = 1 and all other structure constants vanish. Substituting these
structure constants into the flow (1.5) gives the following system
∂tg1¯1 =
g22¯g3¯3
2‖Ω‖ , ∂tg1¯2 = −
g12¯g3¯3
2‖Ω‖ , ∂tg2¯2 =
g11¯g3¯3
2‖Ω‖ , ∂tgp¯3 = 0. (3.8)
We see that there are no stationary points in this case. This proves part (b) of Theorem
2. In this case, we can also describe completely the flow for diagonal initial data. The
diagonal property is preserved, and setting gb¯a(t) = λa(t)δab, we find that λ3(t) = λ3(0) is
constant in time, while λ1(t) and λ2(t) satisfy the ODE system,
∂tλ1 =
√
λ3(0)
2
√
λ1
λ2
, ∂tλ2 =
√
λ3(0)
2
√
λ2
λ1
. (3.9)
In particular,
∂t
λ1
λ2
= 0 (3.10)
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Thus the ratio λ1(t)/λ2(t) is constant for all time. Substituting in the previous equation,
we can solve explicitly for λ1(t) and λ2(t),
λ1(t) = λ1(0) +
1
2
t
√√√√λ1(0)λ3(0)
λ2(0)
, λ2(t) = λ2(0) +
1
2
t
√√√√λ2(0)λ3(0)
λ1(0)
(3.11)
which tend both to ∞ as t→∞.
3.3.3 Solvable case
In this case, we may assume the Lie algebra satisfies the commutation relations
[e3, e1] = e1, [e3, e2] = −e2, [e1, e2] = 0 (3.12)
that is, c131 = 1, c
2
32 = −1, and all the other structure constants vanish. Substituting
these structure constants into the flow (1.5) gives the following system
∂tg1¯1 =
1
2‖Ω‖
(
g33¯g1¯1 − βg33¯g33¯g1¯1
)
, (3.13)
∂tg1¯2 =
1
2‖Ω‖
(
g33¯g1¯2 − βg33¯g33¯g1¯2
)
, (3.14)
∂tg1¯3 =
1
2‖Ω‖
(
− g13¯g1¯1 + g32¯g1¯2 + βg13¯g33¯g1¯1 + βg32¯g33¯g1¯2
)
, (3.15)
∂tg2¯2 =
1
2‖Ω‖
(
g33¯g2¯2 − βg33¯g33¯g2¯2
)
(3.16)
∂tg2¯3 =
1
2‖Ω‖
(
g13¯g2¯1 − g23¯g2¯2 + βg13¯g33¯g2¯1 + βg23¯g33¯g2¯2
)
, (3.17)
∂tg3¯3 =
1
2‖Ω‖
(
g11¯g1¯1 + g
22¯g2¯2 − g21¯g1¯2 − g12¯g2¯1
−βg11¯g33¯g1¯1 − βg22¯g33¯g2¯2 − βg21¯g33¯g1¯2 − βg12¯g33¯g2¯1
)
. (3.18)
Here we set
β =
α′τ
4
. (3.19)
We begin by identifying the stationary metrics. Let ga¯b be a stationary metric. From
(3.13) we see that β > 0 and g33¯ = β−1. Substituting into (3.15), we obtain
2g32¯g1¯2 = 0. (3.20)
If g1¯2 = 0, the stationary point is of the desired form. Hence we must have g
32¯ = 0.
Similarly, substituting g33¯ = β−1 into (3.17) leads to either g2¯1 = 0 or g13¯ = 0. Hence we
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may assume that g32¯ = g31¯ = 0 which implies that g3¯1 = g3¯2 = 0 and g3¯3 = β. Next, by
(3.18), we conclude
0 = 2(g21¯g1¯2 + g
12¯g2¯1) = 4Re {g21¯g1¯2}. (3.21)
By the formula for inverse matrices, we have
g21¯g1¯2 = −
|g2¯1|2g3¯3
detg
. (3.22)
Therefore g1¯2 = 0 and the solution is of the desired form.
It follows that the stationary metrics are exactly the metrics which satisfy
g1¯2 = 0, g
33¯ = β−1. (3.23)
These equations can also be rewritten as
g1¯2 = 0,
|g1¯3|2
g1¯1
+
|g2¯3|2
g2¯2
= g3¯3 − β. (3.24)
In particular, there are stationary points gb¯a which are not diagonal. For example, setting
g1¯2 = g2¯1 = 0, g3¯3 = 2 + β and all other entries to 1 gives a stationary point. More
generally, the moduli space of solutions requires locally two complex parameters g1¯3 and
g2¯3, and two real parameters g1¯1, g2¯2.
Next, we examine the Anomaly flow. First, we consider the case of initial metrics with
g1¯2(0) = 0. This condition is clearly preserved under the flow, and the flow for the other
components of the metric becomes
∂tg1¯1 =
1
2‖Ω‖g
33¯g1¯1(1− βg33¯), (3.25)
∂tg2¯2 =
1
2‖Ω‖g
33¯g2¯2(1− βg33¯), (3.26)
∂tg3¯3 =
1
2‖Ω‖(g
11¯g1¯1(1− βg33¯) + g22¯g2¯2(1− βg33¯)), (3.27)
∂tg1¯3 =
1
2‖Ω‖g
13¯g1¯1(−1 + βg33¯), (3.28)
∂tg2¯3 =
1
2‖Ω‖g
23¯g2¯2(−1 + βg33¯). (3.29)
We shall use the following simple formulas for the entries of the inverse metric gab¯,
g11¯ =
g2¯2g3¯3 − |g2¯3|2
detg
, g22¯ =
g1¯1g3¯3 − |g1¯3|2
detg
, g33¯ =
g1¯1g2¯2
detg
g13¯ = −g2¯2g1¯3
detg
, g23¯ = −g1¯1g2¯3
detg
. (3.30)
We note the following identities:
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• g2¯2 = ag1¯1 with a = g2¯2g1¯1 (0). This follows directly from equation (3.25) and (3.26).
• |g1¯3| = bg1¯1 with b = |g1¯3|g1¯1 (0). Indeed, putting g
13¯ into equation (3.28) and g33¯ into
(3.25), we obtain
∂tg1¯3 =
1
2‖Ω‖
g1¯3g2¯2g1¯1
detg
(1− βg33¯), ∂tg1¯1 =
1
2‖Ω‖
g1¯1g2¯2g1¯1
detg
(1− βg33¯). (3.31)
Hence
∂t ln |g1¯3| = ∂t ln g1¯1 (3.32)
and this implies the desired relation.
• |g2¯3| = cg1¯1 with c = |g2¯3|g1¯1 (0). The proof is similar to the previous case.
• g33¯ = d
g2
1¯1
with d = g21¯1(0)g
33¯(0). First, we compute
∂tg
33¯ =
g2¯2∂tg1¯1
detg
+
g1¯1∂tg2¯2
detg
− g1¯1g2¯2
(detg)2
∂tdetg
=
1
‖Ω‖g
33¯g33¯(1− βg33¯)− g1¯1g2¯2
(detg)2
∂tdetg. (3.33)
It follows from (3.28) and (3.29) that
∂t|g1¯3|2 = 1‖Ω‖g
33¯(1− βg33¯)|g1¯3|2, ∂t|g2¯3|2 = 1‖Ω‖g
33¯(1− βg33¯)|g2¯3|2. (3.34)
Next,
∂t detg = ∂t(g1¯1g2¯2g3¯3 − g1¯1|g2¯3|2 − g2¯2|g1¯3|2)
= ∂tg1¯1g2¯2g3¯3 + g1¯1∂tg2¯2g3¯3 + g1¯1g2¯2∂tg3¯3 − ∂tg1¯1|g2¯3|2
g1¯1∂t|g2¯3|2 − ∂tg2¯2|g1¯3|2 − g2¯2∂t|g1¯3|2
=
1
2‖Ω‖(1− βg
33¯)
(
2g33¯g1¯1g2¯2g3¯3 + g1¯1g2¯2(g
11¯g1¯1 + g
22¯g2¯2)
)
− 3
2‖Ω‖g
33¯(1− βg33¯)(g1¯1|g2¯3|2 + g2¯2|g1¯3|2). (3.35)
Using (3.30) yields
∂t detg =
1
2‖Ω‖(1− βg
33¯)g33¯
(
2g1¯1g2¯2g3¯3 + (detg)(g
11¯g1¯1 + g
22¯g2¯2)
−3g1¯1|g2¯3|2 − 3g2¯2|g1¯3|2
)
=
2
‖Ω‖(1− βg
33¯)g33¯detg. (3.36)
16
Combining (3.33) and (3.36),
∂tg
33¯ = − 1‖Ω‖g
33¯g33¯(1− βg33¯). (3.37)
Comparing this equation with (3.25), it follows that
∂tg
33¯ = −2∂tg1¯1
g1¯1
g33¯, ∂t ln g
33¯ = 2∂t ln
1
g1¯1
, (3.38)
which implies g33¯ = d
g2
1¯1
with d = g21¯1(0)g
33¯(0).
Denote λ = g1¯1. Using the previously derived formulas and solving for g3¯3 from the
expression for detg, it follows that
g1¯1 = λ, g2¯2 = aλ, |g1¯3| = bλ, |g2¯3| = cλ, detg = a
d
λ4, g3¯3 =
λ2
d
+
(
c2
a
+ b
)
λ. (3.39)
Putting the above relations into equation (3.25),
∂tλ =
(detg)1/2
2
g33¯g1¯1(1− βg33¯) =
1
2
√
a
d
λ2 · d
λ2
· λ(1− βd
λ2
) (3.40)
Then
∂tλ
2 =
√
ad (λ2 − βd), (3.41)
and hence
|λ2(t)− βd| = |λ2(0)− βd| · e
√
ad t. (3.42)
Suppose β > 0. Then λ is uniformly bounded above and away from zero as t→ −∞, hence
from (3.39) we see that the metric gb¯a is uniformly bounded and remains non-degenerate.
Thus the flow exists for all time t < 0 and g21¯1(t) → βd as t → −∞ for any initial data.
In particular, this implies that g33¯ → β−1. This completes the description of the flow for
initial data satisfying the condition g1¯2(0) = 0.
We consider now the case of initial data with g1¯2 6= 0. In this case, we claim that
the flow cannot converge to a non-degenerate metric. Indeed, if ∂tgb¯a → 0 then g1¯2 → 0.
However, from (3.13) and (3.14), we deduce
∂tg1¯1
g1¯1
=
∂t|g1¯2|
|g1¯2|
. (3.43)
Therefore for all times,
|g1¯2| = Cg1¯1, C =
|g1¯2(0)|
g1¯1(0)
. (3.44)
The convergence to 0 of g1¯2 implies then the convergence to 0 of g1¯1 → 0, which contradicts
the requirement that the limit be a non-degenerate metric. In particular, given a stationary
solution g∞, if we perturb it in the g1¯2 direction and run the Anomaly flow, the flow will
not take the metric back to g∞. This completes the proof of part (c) of Theorem 2.
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3.3.4 The Semi-Simple Case
This is the case of X = SL(2,C), whose standard basis {ea} has structure constants
ckij = ǫkij , the Levi-Civita symbol.
We begin by showing that the metrics ga¯b = 2βδab are the only stationary points of
the flow, where β is defined in (3.19). In particular, the existence of a stationary point
requires β > 0.
Assume then that ga¯b is a stationary point of the flow. Let P be a matrix such that
P¯ a¯p¯ga¯bP
b
q = δp¯q, and perform a change of basis by defining fi = erP
r
i, [fa, fb] = fck
c
ab.
As previously discussed (2.46), in this new frame {fa} we have ω = ifa ∧ f¯a. The fixed
point equation for the flow (1.5) becomes
ha¯b = β kmaphm¯sk
s
bp, (3.45)
where we defined
ha¯b = kmapk
m
bp. (3.46)
If we let κa¯b = cmapc
m
bp, by symmetry of the Levi-Civita symbol we obtain κa¯b = 2δab. By
using the transformation laws (2.49), we derive
kℓij = (P
−1)ℓsP
r
iP
q
jǫsrq, ha¯b = P¯
q¯
a¯P
p
bκq¯p = 2P¯
r¯
a¯P
r
b. (3.47)
If we substitute (3.47) into (3.45) and use gab¯ = P arP¯
b¯
r¯, cancellation occurs and we are
left with
ha¯b = 2β P¯
p¯
a¯P
q
bg
rs¯ǫℓpsǫℓqr. (3.48)
We note the formula ∑
ℓ
ǫℓpsǫℓqr = δpqδsr − δprδqs. (3.49)
Combining (3.48) and (3.49), we obtain
ha¯b = 2β P¯
p¯
a¯P
q
bg
rs¯ (δpqδsr − δprδqs)
= 2β (P¯ r¯ a¯P
r
b)Tr(g
−1)− 2β P¯ p¯a¯gpq¯P qb. (3.50)
Substituting the relations ha¯b = 2P¯
r¯
a¯P
r
b and g
ab¯ = P arP¯
b¯
r¯, it follows that
ha¯b = β ha¯b(P
m
rP¯
m¯
r¯)− 2β P¯ p¯a¯P pmP¯ q¯m¯P qb = 1
2
β ha¯bTrh− 1
2
β ha¯mhm¯b. (3.51)
Hence
ha¯b(βTrh− 2) = βha¯mhm¯b. (3.52)
By multiplying hba¯ on both sides of the equation, we obtain β hb¯b = βTrh−2. In particular,
Trh = 3β−1. Putting this back into equation (3.52),
ha¯b = βha¯mhm¯b. (3.53)
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Thus, βha¯b is an invertible idempotent matrix. This implies that β h = I and hence
P¯ r¯ a¯P
r
b =
1
2
ha¯b =
1
2β
δab. Therefore,
ga¯b = (P¯
−1)r¯ a¯(P−1)rb = 2β δab (3.54)
as was to be shown.
Next, we show that the stationary metric is asymptotically unstable 4. For this, it
suffices to show that the flow can be restricted to a submanifold of Hermitian metrics, and
that restricted to this submanifold, the flow is asymptotically unstable. We choose this
submanifold to be the submanifold of metrics ga¯b which are diagonal with respect to the
given basis of invariant holomorphic vector fields,
ga¯b = λbδab. (3.55)
Using the explicit form (1.5) of the flow and the fact that the structure constants are given
by εabc, it is easy to verify that the diagonal form of metrics is preserved along the flow.
The flow reduces to the following ODE system for the eigenvalues λa,
∂tλ1 =
(λ1λ2λ3)
1/2
2
(
λ−12 λ3 + λ
−1
3 λ2 − 2β λ−11 − β λ1(λ2)−2 − β λ1(λ3)−2
)
,
∂tλ2 =
(λ1λ2λ3)
1/2
2
(
λ−11 λ3 + λ
−1
3 λ1 − 2β λ−12 − β λ2(λ1)−2 − β λ2(λ3)−2
)
,
∂tλ3 =
(λ1λ2λ3)
1/2
2
(
λ−11 λ2 + λ
−1
2 λ1 − 2β λ−13 − β λ3(λ1)−2 − β λ3(λ2)−2
)
.
The linearization of the flow at the stationary point λ1 = λ2 = λ3 = 2β is easily worked
out,
∂tλa =
∑
b
Qab(δλb) (3.56)
where the matrix Q = (Qab) is given by
Q =
√
β
2


0 1 1
1 0 1
1 1 0

 (3.57)
The matrix Q has eigenvalues −
√
β/2 and 2
√
β/2 with multiplicities 2 and 1 respectively.
By a classical theorem on ordinary differential equations (see e.g. Theorem 3.3 in [34]), the
presence of an eigenvalue with strictly positive real part implies that the flow is asymp-
totically unstable. Part (d) of Theorem 2 has now been proved, completing the proof of
the theorem.
4Recall that a stationary point for a flow is said to be asymptotically stable if the flow will converge
to the stationary point for any initial data in some neighborhood of the point. The flow is said to a
asymptotically unstable if it is not asymptotically stable.
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3.3.5 Remarks
We conclude with several remarks.
• For simplicity, we have formulated Theorem 2 under the assumption that α′τ > 0.
The behavior of the Anomaly flow can be readily worked out as well by similar methods
when α′τ ≤ 0. The arguments are in fact simpler in that case, because there is then no
cancellation between the two terms on the right hand side (1.5) of the flow. We leave the
details to the reader.
• In general, the sign of the right hand side in the Anomaly flow is dictated by the
requirement that the flow be weakly parabolic. But in the case of Lie groups, the flow
reduces to an ODE, and both signs are allowed. The opposite sign can be obtained from
the sign we chose here simply by a time-reversal.
• The remaining remarks are about the semi-simple case SL(2,C). The eigenvalues of
the linerarized operator at the stationary point imply that there is a stable surface and an
unstable curve near this point. The stable surface appears difficult to identify explicitly,
but the unstable curve is easily found. It is given by the line of metrics proportional to
the identity matrix, ga¯b = λ δab. This line is preserved under the flow, which reduces to
∂tλ = λ
3
2
(
1− 2β
λ
)
. (3.58)
This equation can be solved explicitly by
λ(t) = 2β
(
Ce
√
2βt + 1
1− Ce
√
2βt
)2
, if λ(0) > 2β, (3.59)
λ(t) = 2β
(
1− Ce
√
2βt
Ce
√
2βt + 1
)2
, if λ(0) < 2β, (3.60)
where
C =
∣∣∣∣
√
λ(0)−√2β√
λ(0) +
√
2β
∣∣∣∣ < 1. (3.61)
This shows that the flow terminates in finite time at T = 1√
2β
log 1
C
, with λ(t) → +∞ as
t→ T if λ(0) > 2β, and λ(t)→ 0 as t→ T if λ(0) < 2β.
• More generally, if two eigenvalues are equal at some time, then they are equal for all
time. This follows from rewriting the flow as
∂tλ1 = −(λ1λ2λ3)
1
2
2
(
β(
2
λ1
+
λ1
λ22
+
λ1
λ23
)− λ
2
2 + λ
2
3
λ2λ3
)
(3.62)
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with similar formulas for ∂tλ2 and ∂tλ3. In particular, we have
∂t log
λ1
λ2
= −(λ1λ2λ3)
1
2
2
(β(
1
λ21
− 1
λ22
)− λ
2
2 − λ21
λ1λ2λ3
)
= −(λ1λ2λ3)
1
2
2
λ22 − λ21
λ21λ
2
2
(β − λ1λ2
λ3
). (3.63)
Let [0, T ) be the maximum time of existence of the flow. This equation implies that if any
two eigenvalues are equal at some time t0, then they are identically equal on the whole
interval [0, T ). Indeed, by the Cauchy-Kowalevska theorem, the eigenvalues are analytic
functions of t near any time where they are all strictly positive. The equation (3.63) implies
that, if say λ1 and λ2 are equal at t0, then all derivatives in time of λ1 and λ2 at t0 are
also equal, as we can see by differentiating the equation (3.63). By analyticity, they must
be equal in a neighborhood of t0. Thus the set where λ1 and λ2 coincide is both open and
closed. This establishes our claim.
• It follows that if the eigenvalues at the initial time are ordered as
λ1 ≥ λ2 ≥ λ3 (3.64)
then this ordering is preserved by the flow. The configuration space can be divided into the
invariant and mutually disjoint subsets {λ1 > λ2 > λ3}, {λ1 = λ2 > λ3}, {λ1 > λ2 = λ3},
{λ1 = λ2 = λ3}. We have already shown that the flow diverges to +∞ on the last invariant
subset. We shall next make a few remarks on the other sets.
• On each of the other invariant subsets, we have the following: (a) If λ1(0) < 2β, then
λ1(t) is monotone decreasing, and in particular less than λ1(0) for all time t ∈ [0, T ); (b)
If λ3(0) > 2β, then λ3(t) is monotone increasing, and in particular greater than λ3(0) for
all time t ∈ [0, T ). To see this, we express the flow as
∂tλ1 =
(λ1λ2λ3)
1
2
2
(
λ2
λ3
+
λ3
λ2
− β( 2
λ1
+
λ1
λ22
+
λ1
λ23
)
)
. (3.65)
We shall make use of the following two estimates
λ1
λ2
+
λ2
λ1
− β( 2
λ3
+
λ3
λ21
+
λ3
λ22
) ≥ λ1
λ2
+
λ2
λ1
− β( 2
λ3
+
λ3
λ23
+
λ3
λ23
) =
λ1
λ2
+
λ2
λ1
− 4β 1
λ3
(3.66)
and
λ2
λ3
+
λ3
λ2
− β( 2
λ1
+
λ1
λ22
+
λ1
λ23
) ≤ λ2
λ3
+
λ3
λ2
− β 2
λ2
− β 2
λ3
=
1
λ2
(λ3 − 2β) + 1
λ3
(λ2 − 2β).
(3.67)
We can now establish (a). First, we claim that λ1(t) < 2β for any time t ∈ [0, T ).
Otherwise, let t0 be the first time when λ1(t0) = 2β. Then λ1(t) < 2β on the interval
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[0, t0). On the interval [0, t0], we have then λ3 ≤ λ2 ≤ λ1 ≤ 2β, and the inequality
(3.67) implies that ∂tλ1 < 0 on this interval. It follows that λ1(t0) ≤ λ1(0) < 2β, which
contradicts our assumption. But now that we know that λ1(t) < 2β for all time t, the
same inequality (3.67) shows that λ1(t) is a strictly monotone decreasing function of time.
Next, we establish (b). Again, let t0 be the first time when λ3(t0) = 2β. On the interval
[0, t0), we can apply the inequality (3.66) and obtain
∂tλ3 ≥ (λ1λ2λ3)
1
2
2
(
λ1
λ2
+
λ2
λ1
− β 4
λ3
)
> 0 (3.68)
where we used the inequality λ1
λ2
+ λ2
λ1
≥ 2. It follows that λ3(t0) > λ3(0) > 2β, which is a
contradiction. Thus λ3(t) is a strictly monotone increasing function of time.
Acknowledgements The authors would especially like to thank Teng Fei for many stim-
ulating discussions.
References
[1] E. Abbena and A. Grassi, Hermitian left invariant metrics on complex Lie groups and
cosymplectic Hermitian manifolds, Bollettino della Unione Matematica Italiana-A, 5(6)
(1986), 371-379.
[2] B. Andreas and M. Garcia-Fernandez, Note on solutions of the Strominger system from
unitary representations of co-compact lattices of SL(2,C), Commun. Math. Physics 332 (3)
(2014) 1381-1383.
[3] J.M. Bismut, A local index theorem for non Kahler manifolds, Mathematische Annalen,
284(4) (1989), 681-699.
[4] I. Biswas and A. Mukherjee, Solutions of the Strominger system from unitary representations
of co-compact lattices of SL(2,C), Commun. Math. Physics 332 (2) (2013) 373-384.
[5] P. Candelas, G. Horowitz, A. Strominger, and E. Witten, Vacuum configurations for super-
strings, Nucl. Phys. B 258 (1985) 46-74.
[6] S.K. Donaldson, Anti-self-dual Yang-Mills connections on a complex algebraic surface and
stable vector bundles, Proc. London Math. Soc. 50 (1985) 1-26.
[7] T. Fei, A construction of non-Ka¨hler Calabi-Yau manifolds and new solutions to the Stro-
minger system, Adv. in Math., Vol. 302, 22 (2016), 529-550.
[8] T. Fei, Some Torsional Local Models of Heterotic Strings, preprint, arXiv:1508.05566.
[9] T. Fei, Z. Huang, and S. Picard, A Construction of Infinitely Many Solutions to the Stro-
minger System, preprint, arXiv:1703.10067 .
22
[10] T. Fei and S.T. Yau, Invariant solutions to the Strominger system on complex Lie groups
and their quotients, Comm. Math. Phys., Vol 338, Number 3 (2015), 1-13
[11] M. Fernandez, S. Ivanov, L. Ugarte, and R. Villacampa, Non-Kahler heterotic string com-
pactifications with non-zero fluxes and constant dilaton, Comm. Math. Phys. 288 (2009),
677-697.
[12] J. Fu, L.S. Tseng, and S.T. Yau, Local heterotic torsional models, Communications in Math-
ematical Physics, 289 (2009), 1151-1169.
[13] J. Fu and S.T. Yau, The theory of superstring with flux on non-Ka¨hler manifolds and the
complex Monge-Ampe`re equation, J. Differential Geom, Vol 78, Number 3 (2008), 369-428.
[14] J. Fu and S.T. Yau, A Monge-Ampe`re type equation motivated by string theory, Comm.
Anal. Geom., Vol 15, Number 1 (2007), 29-76.
[15] M. Garcia-Fernandez, Lectures on the Strominger system, preprint, arXiv: 1609.02615
[16] S. Gates, C. Hull, and M. Rocek, Twisted multiplets and new supersymmetric non-linear
sigma models, Nuclear Physics B 248.1 (1984), 157-186.
[17] P. Gauduchon, Hermitian connections and Dirac operators. Bollettino della Unione Matem-
atica Italiana-B, Vol 11, Number 2 (1997), 257-288.
[18] G. Grantcharov, Geometry of compact complex homogeneous spaces with vanishing first
Chern class, Advances in Mathematics, 226 (2011), 3136-3159.
[19] C. Hull, Superstring compactifications with torsion and space-time supersymmetry, in the
Proceedings of the First Torino Meeting on Superunification and Extra Dimensions, edited
by R. D’ Auria and P. Fre, (World Scientific, Singapore, 1986).
[20] C. Hull, Compactifications of the Heterotic Superstring, Phys. Lett. 178 B (1986) 357-364.
[21] C. Hull and E. Witten, Supersymmetric sigma models and the heterotic string, Physics
Letters B, Vol 160, Number 6 (1985), 398-402.
[22] A.W. Knapp, Lie Groups beyond an Introduction, 2nd Edition. Progress in Mathematics
Vol. 140. Birkhauser, 2002.
[23] J. Li and S.T. Yau, The existence of supersymmetric string theory with torsion, J. Differential
Geom. 70 (2005), no.1, 143-181
[24] M.L. Michelsohn, On the existence of special metrics in complex geometry, Acta Math. 149
(1982), no. 3-4, 261-295.
[25] A. Otal, L. Ugarte, and R. Villacampa, Invariant solutions to the Strominger system and
the heterotic equations of motion on solvmanifolds, preprint arXiv:1604.02851.
[26] D.H. Phong, S. Picard, and X.W. Zhang, On estimates for the Fu-Yau generalization of a
Strominger system, arXiv:1507.08193, to appear in J. Reine Angew. Math.
23
[27] D.H. Phong, S. Picard, and X.W. Zhang, Geometric flows and Strominger systems,
arXiv:1508.03315, to appear in Math. Z. (2017)
[28] D.H. Phong, S. Picard, and X.W. Zhang, A second order estimate for general complex
Hessian equations, Analysis and PDE, Vol 9 (2016), No. 7, 1693-1709.
[29] D.H. Phong, S. Picard, and X.W. Zhang, The Fu-Yau equation with negative slope parame-
ter, arXiv:1602.08838, to appear in Invent. Math. (2017)
[30] D.H. Phong, S. Picard, and X.W. Zhang, Anomaly flows, arXiv:1610.02739
[31] D.H. Phong, S. Picard, and X.W. Zhang, The Anomaly flow and the Fu-Yau equation,
arXiv:1610.02740
[32] A. Strominger, Superstrings with torsion, Nuclear Phys. B 274 (1986), no. 2, 253-284.
[33] K. Uhlenbeck and S.T. Yau, On the existence of Hermitian-Yang-Mills connections in stable
vector bundles, Comm. Pure Appl. Math. 39 (1986), no. S, suppl., S257-S293. Frontiers of
the mathematical sciences: 1985 (New York, 1985).
[34] F. Verhulst, Nonlinear differential equations and dynamical systems, Springer Science and
Business Media, 2006.
[35] K. Yano, Differential geometry on complex and almost complex spaces, Vol. 10. Oxford:
Pergamon press, 1965.
Department of Mathematics, Columbia University, New York, NY 10027, USA
phong@math.columbia.edu
Department of Mathematics, Columbia University, New York, NY 10027, USA
picard@math.columbia.edu
Department of Mathematics, University of California, Irvine, CA 92697, USA
xiangwen@math.uci.edu
24
