Recently, many scholars have proposed recommendation models to alleviate the sparsity problem by transferring rating matrix in other domains. But different domains have different rating scales. Simple process for the rating scale does not reflect the real situation. The diversity of rating scales may cause the opposite effect, making the recommendation results more imprecise. In this paper, we propose a feature tags learning model which learning the common feature tags from other domain. This model ignores the difference of rating scales between two domains, and focus on studying the feature tags. Using its own rating values to fill the missing value. We perform extensive experiments to show that our proposed model outperforms the state-of-the-art CF methods for the cross-domain recommendation task.
Introduction
A major problem in Collaborative filtering (CF) is the data sparsity problem. It can easily lead to over-fitting problems by the collaborative filtering technology, and resulting in a bad recommendation result. Thus, some recommendation models which use the thinking of transfer learning have been proposed to alleviate the data sparsity problem. Singh and Gordon proposed a model that using matrix factorization to obtain the potential user-item rating pattern between different domain, and filling the missing value by these rating patterns [1] . Li, Yang, and Xue establish a bridge between the two domains at a cluster-level of user-item rating patterns in order to transfer more useful knowledge from the auxiliary domain [2] . But these methods do not consider the difference of rating between auxiliary domain and target domain. In this paper, we propose an cross-domain CF algorithm based on feature tags learning which connect different domain by the shared tags of these domains. The method can alleviate the data sparsity problem, and improve the recommendation accuracy.
Feature tags learning model
Feature tags learning model (FTLM) ignores the difference of rating scales between two domains. It focus on studying the feature tags. Using its own rating values to fill the missing value.
User clustering
Under normal circumstances, the same type of user will have a similar rating on the same type of items. We can use the feature to classify the users into different types. In this paper, We get the different types of users based on non-negative matrix tri-factorization (ONMTF) [3] . As show in formula (1) . The rating matrix of auxiliary domain can be decomposed into three non-negative matrix F, S and G. F is a m×k non-negative rating matrix. And row vector represents the feature information of each user. The same or similar row vector means they are the same types of users. So we can get the types of every users through the similarity threshold p.
Feature tags learning
After user clustering, we can get different types of users. So we have many tag samples to describe a type of user. And we can get a model which can judge the type of user according to their tags by learning these tag samples. In this paper, we adopt BP neural network for feature learning. We establish a three layers BP neural network which input layer node number is n (the size of n is the number of features of the user), the number of output layer nodes is m (the size of m is the type of user). And we quantify the features of user and the type of user. After the training, we can get the BP neural network which can judge the type of user by their tags. We can judge the type of each user from target domain by the trained BP neural network. As show in Figure 1 . （u1,u3,u6）  X, （u2,u4,u5）  Y, Thus, we can predict the missing value in target domain by the average rating value.
Predicting the missing value

Experiments
In this section, we examine how our proposed model behaves on real-world rating datasets and compare it with several state-of-the-art single-domain recommendation models and cross-domain recommendation models.
Data sets and compared models
Our experiments have the requirement that the two domains must have the common tags.So we decide to divide the datasets into two parts. For the experiments we have used two benchmark real-world datasets for performance evaluation:MovieLens dataset and Book-Crossing dataset. We adopt mean absolute error (MAE) as the evaluation metric. The compared models as follows:  NMF (Non-negative Matrix Factorization) based model [4] :a single-domain model which uses non-negative matrix factorization method to learn the latent factors in each domain and predict the missing value.  CBS (Scalable cluster-based smoothing) based model:a single-domain model which takes the average of the observed ratings in the same user cluster to fill in the missing values.  CBT (CodeBook Transfer) based model [1] : a cross-domain model which fill in the missing values with corresponding entries in the reconstructed rating matrix by expanding the codebook.  CLFM (Cluster-Level Latent Factor Model ) [5] :a cross-domain model which can not only learn the common rating pattern shared across domains with the flexibility in controlling the optimal level of sharing,but also learn the domain-specific rating patterns of users in each domain.  FTLM (Feature Tags Learning Model): our proposed model. The comparison results are reported in Table 1 .The minimum MAE were represented in bold. We can see that our method clearly outperforms all the other compared methods under all the testing configurations on all the two data sets. From the figure 2, we can see the impact of the similarity threshold p on MAE values. When the similarity threshold p reach 0.65, The MAE values gets the minimum.
Experiments results
Conclusions and Future Work
In this paper, we propose a cross-domain CF model based on feature tags learning. The advantages of our proposed model are that we ignore the diversity of different domain, and it is easy to understand the model in our mind. The experimental validated that the method outperform the state-of-the-art methods for cross-domain recommendation task. There are still several extensions to improve our work. For example, our proposed model need two domains have the common tags which used to describe the features of user. But in practice, this is difficult to achieve. So we need to find the correlation of tags in different domains. In the next work, we will study the correlation of tags between different domains.
