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a b s t r a c t
In this work, a functional approximation method for calculating the linear functional of
the solution of second-kind Fredholm integral equations is developed. When the method
is applied to the collocation method or to the multi-projection method, it generates
approximations which exhibit superconvergence.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
This work discusses the calculation of linear functionals of the solution u of the second-kind integral equation
u−Ku = f , (1.1)
whereK is a compact linear integral operator from Banach space X to itself, f is a given function. These types of equations
cover many important applications. There is a huge and growing literature on numerical methods for solving the Eq. (1.1),
and some of these methods exhibit superconvergence (see, for example, [1,2,5,7,11,12]). In [3,4], a theoretical framework
was developed for the analysis of convergence for projection methods and superconvergence for iterated projection
methods. Recently, projection methods of a new kind, the so-called multi-projection method and its discrete versions, were
developed in [6,9], and exhibited global superconvergence results.
In many physical phenomena and applications, we are often not so much interested in the solution u itself, but rather
in the calculation of some linear functional of u, such as the inner product (g, u), where g is given, or the point value of
u(s0), with given point s0 (see, [1,8,10,12]). [10] developed an approximation method associated with Galerkin methods for
calculation of upper and lower bounds for linear functionals of the solutions u, and the order of accuracy of prediction is
four times the rate of convergence of the best approximation of the spline subspaces for sufficiently smooth kernels.
The purpose of this work is to develop a superconvergent method, which is called a functional approximation method
(or simply FAM), for calculating the linear functional of the solutions of (1.1). When we apply this method to collocation
methods andmulti-projectionmethods, we obtain approximationswhich exhibit superconvergence.We organize this work
as follows. In Section 2, we first describe functional approximation methods, and then we apply this method to collocation
methods and multi-projection methods to obtain superconvergence of the linear functional of the solution in Section 3.
Section 4 is devoted to a presentation of numerical examples.
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2. Functional approximation methods
In this section, we introduce functional approximation methods for Fredholm integral equations of the second kind. To
this end, we let X be a Banach space with its norm ‖ · ‖. We consider the equation
u−Ku = f , (2.1)
whereK : X → X is a compact linear integral operator defined by (Ku)(s) = ∫D K(s, t)u(t)dt, s ∈ D, and D ⊂ Rd, d ≥ 1
is a bounded closed domain. For any function g ∈ X , we also consider the equation adjoint to (2.1)
v −K∗v = g, (2.2)
where K∗ is a compact integral operator from X to X , which satisfies (K∗v)(s) = ∫D K(t, s)v(t)dt . We assume that the
solutions of (2.1) and (2.2) uniquely exist.
We are interested in calculating the linear functional of the solution u. To do this,we define the linear functionF : X → C
as the bilinear form
F (g) := 〈g, u〉 =
∫
D
g(s)u(s)ds, (2.3)
for any g ∈ X . It follows from (2.1) that u = K2u+Kf + f , which leads to
F (g) = 〈g,K2u〉+ 〈g, (I+K)f 〉 = H(g)+ E(g), (2.4)
whereH(g) := 〈g,K2u〉 and E(g) := 〈g, (I+K)f 〉.
In order to calculate (2.3), we develop a superconvergentmethod by constructing functional approximations forF (g). In
this work we call such a method the functional approximation method (FAM). To do this, we letKn and K˜n be approximation
operators forK andK∗ in norm, respectively, and consider the approximation schemes for (2.1) and (2.2), that is, seeking
unknown functions un ∈ X and vn ∈ X such that
un −Knun = fn, (2.5)
and
vn − K˜nvn = gn, (2.6)
where fn and gn are the approximations of f and g . We assume that the Eqs. (2.5) and (2.6) have unique solutions un and vn,
respectively.
Making use of the approximation solutions un and vn, we define the approximation function Fn : X → C for F by
Fn(g) = Hn(g)+ E(g), for any g ∈ X, (2.7)
whereHn(g) :=
〈
g,K2un
〉+ 〈K∗2vn, f − (I−K)un〉.
In the following theorem, we provide the estimate of the error between Fn(g) and F (g).
Theorem 2.1. Let Kn and K˜n be the approximation operators for K andK∗ in norm, and u, v be the unique solutions of (2.1)
and (2.2), respectively. Then for any g ∈ X, there exists a constant c independent of n such that
|F (g)− Fn(g)| ≤ c‖K∗(v − vn)‖ ‖K(u− un)‖. (2.8)
Proof. It follows from (2.4) and (2.7) that
F (g)− Fn(g) =
〈
g,K2u
〉− 〈g,K2un〉− 〈K∗2vn, (I−K)(u− un)〉
= 〈(I−K∗)v,K2(u− un)〉− 〈K∗2vn, (I−K)(u− un)〉
= 〈K∗v, (I−K)K(u− un)〉− 〈K∗vn, (I−K)K(u− un)〉
= 〈K∗(v − vn), (I−K)K(u− un)〉 .
Hence we obtain |F (g)− Fn(g)| ≤ c ‖K∗(v − vn)‖ ‖K(u− un)‖,where c = 1+ ‖K‖, which completes the proof. 
Using Theorem 2.1, we have the following straightforward corollary.
Corollary 2.2. Assume the conditions of Theorem 2.1 hold, and choose g = Ks, where Ks = K(s, ·), s ∈ D, is the kernel of
integral operator K with K(s, s) 6= 0. Then for any s ∈ D, it holds that
u(s) = F (Ks)+ f (s). (2.9)
Let u′n(s) = Fn(Ks)+f (s) be the approximation for the solution u at point s ∈ D. Then it holds that u(s)−u′n(s) = F (Ks)−Fn(Ks),
and there exists a constant c independent of n such that
|u(s)− u′(s)| ≤ c‖K∗(v − vn)‖‖K(u− un)‖. (2.10)
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3. Superconvergence orders
In this section, we choose collocation methods and multi-projection methods to give the approximation schemes for
(2.1) and (2.2), and investigate the superconvergence order of the corresponding FAM.
We assume that D is divided into Nn simplices ∆n := {En,1, . . . , En,Nn} such that D = ∪Nni=1 En,i, for any i 6= j,
meas(En,i, En,j) = 0, and
h = hn := max{diamEn,i : i = 1, 2, . . . ,Nn} → 0, as n→∞.
Let Xn ⊂ X be the piecewise polynomial space of total degree r−1 related to∆n, and assume thatPn : X → Xn are bounded
linear projection operators converging to the identity operator I pointwise.
3.1. Collocation methods
Let X = L∞(D), and Pn : X → Xn be a sequence of bounded interpolation projections such that for each u ∈ X ,
limn→∞ ‖Pnu − u‖∞ = 0. The approximation schemes (2.5) and (2.6) can be written as seeking un ∈ Xn and vn ∈ Xn such
that
un − PnKun = Pnf , and vn − PnK∗vn = Png. (3.1)
It is known that for both equations of (3.1) there exist unique solutions [1,2].
We next investigate the error estimate of functional approximations Fn(g) and F (g) employed with approximation
solutions of (3.1), and the estimate of the point value of the solution u. To this end, we quote the following lemma from [1,
12].
Lemma 3.1. Assume that (I −K)−1 and (I −K∗)−1 exist on X, with the kernel K(·, ·) ∈ C2r(D× D). Let u, v ∈ C2r(D) and
un, vn ∈ Xn be solutions of (2.1), (2.2) and (3.1). Then there exists a constant c such that
‖K(u− un)‖∞ ≤ ch2r , and ‖K∗(v − vn)‖∞ ≤ ch2r . (3.2)
By Theorem 2.1, Corollary 2.2 and Lemma 3.1, we have the following estimates.
Theorem 3.2. Assume that the conditions of Lemma 3.1 hold. Then for any function g ∈ X, it holds that
|F (g)− Fn(g)| = O(h4r).
In particular, when g = Ks, where Ks = K(s, ·), s ∈ D, then for any s ∈ D it holds that
|u(s)− u′n(s)| = O(h4r).
3.2. Multi-projection methods with Galerkin methods
In this subsection, we apply multi-projection methods to the Galerkin case for (2.5) and Galerkin methods for (2.6) as
approximation schemes, and investigate the corresponding FAM.
To do this, we let X := L2(D) with 〈·, ·〉 denoting the inner product, and Pn : X → Xn be orthogonal projection
operators. It is known that there exists a constant c independent of n such that ‖Pn‖L∞→L∞ ≤ c , and for any φ ∈ C r(D),
‖(I− Pn)φ‖∞ ≤ chr‖φ(r)‖∞ (see, for example, [1]). We define approximation operatorsKMn : X → X by
KMn := PnKPn + (I− Pn)KPn + PnK(I− Pn). (3.3)
The multi-projection method(MPM) for solving (2.1) is to seek a function un ∈ X such that
un −KMn un = f , (3.4)
and the Galerkin method for solving (2.2) is to seek a function vn ∈ X such that
vn − PnK∗vn = Png. (3.5)
It is clear that KMn approximates K in norm, and the inverses (I − KMn )−1 and (I − PnK∗)−1 exist and are uniformly
bounded (see [1,2,6]).
Lemma 3.3. Assume that (I − K)−1 and (I − K∗)−1 exist on X, with the kernel K(·, ·) ∈ C r(D × D) defined by (3.3). Let
u, v ∈ C r(D) and un, vn ∈ X be solutions of (2.1), (2.2), (3.4) and (3.5) respectively. Then there exists a positive constant c
independent of n such that
‖K(u− un)‖∞ ≤ ch4r , and ‖K∗(v − vn)‖∞ ≤ ch2r . (3.6)
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Table 1
Numerical results
n |u(s)− u′n(s)|CC OrderCC |u(s)− u′n(s)|MG OrderMG
2 6.595608× 10−5 1.850513× 10−6
4 4.562466× 10−6 3.853619 3.045326× 10−8 5.925184
8 2.926003× 10−7 3.962810 4.821743× 10−10 5.980898
16 1.840629× 10−8 3.990659 7.569930× 10−12 5.993130
32 1.152269× 10−9 3.997649 1.292022× 10−13 5.872577
Proof. It follows from u = (I−K)−1f and un = (I−KMn )−1f that
u− un = (I−KMn )−1(K −KMn )u,
which withK(I−KMn )−1 = K +K(I−KMn )−1KMn leads to
K(u− un) = K(K −KMn )u+K(I−KMn )−1PnK(K −KMn )u. (3.7)
Note that
‖K(I− Pn)K(I− Pn)u‖∞ ≤ c inf
y∈Xn
‖K(s, t)− y(t)‖∞‖(I− Pn)K(I− Pn)u‖∞
≤ ch2r‖(K(I− Pn)u)(r)‖∞
≤ ch2r inf
y∈Xn
‖∂
rK(s, t)
∂sr
− y‖∞‖u− Pnu‖∞ ≤ ch4r . (3.8)
This implies that ‖K(u− un)‖∞ ≤ ch4r . Similarly, we have ‖K∗(v − vn)‖∞ ≤ ch2r . 
Theorem 3.4. Assume that the conditions of Lemma 3.3 hold. Then for any function g ∈ X, it holds that
|F (g)− Fn(g)| = O(h6r).
In particular, when g = Ks, where Ks = K(s, ·), s ∈ D, then for any s ∈ D it holds that
|u(s)− u′n(s)| = O(h6r).
We remark that under the conditions of Lemma 3.3, the estimate of |F (g)− Fn(g)| and |u(s)− u′n(s)| can reach O(h8r),
when we choose the projection schemes of (2.5) and (2.6) both to be multi-projection methods.
4. Numerical examples
We consider the Fredholm integral equations of the second kind
u(s)−Ku(s) = f (s), s ∈ [0, 1],
where (Ku)(s) = ∫ 10 K(s, t)u(t)dt with K(s, t) = (1/2)est and f (s) = e−s cos s.
Let Xn be the space of piecewise constant functions (r = 1) with respect to the uniform partition 0 < 1n < 2n < · · · <
n−1
n < 1, with h = 1n . We choose g = Ks, s = 3512 and calculate the estimate of |F (g)−Fn(g)|, which equals |u(s)− u′n(s)|.
For the collocation method, interpolation points on [0, 1] are given by tp = 2p−12n , p = 1, 2, . . . n. In Table 1, we give
the numerical results and use |u(s) − u′n(s)|CC and OrderCC to represent the error estimate and convergence order of the
collocation methods, and |u(s)−u′n(s)|MG and OrderMG for the error estimate and convergence order of the multi-projection
methods with Galerkin methods, respectively.
From the numerical results, we observe that the rate of convergence agrees with theoretical estimates, which are
OrderCC = 4 and OrderMG = 6, respectively.
Acknowledgements
The first author was supported in part by Guangxi Provincial Natural Science Foundation of China under grant 0728044,
and the Foundation of the Education Department of Guangxi Province. The second author was supported in part by the
Foundation of the Doctoral Program of National Higher Education of China under grant 20030558008, and Sun Yat-sen
University under a grant of the postdoctoral program.
G. Long, G. Nelakanti / Applied Mathematics Letters 22 (2009) 401–405 405
References
[1] K.E. Atkinson, The Numerical Solution of Integral Equations of the Second Kind, Cambridge University Press, Cambridge, UK, 1997.
[2] M. Chen, Z. Chen, G. Chen, Approximate Solutions of Operator Equations, World Scientific Publishing Co., Singapore, 1997.
[3] Z. Chen, Y. Xu, J. Zhao, The discrete Petrov–Galerkin method for weakly singular integral equations, J. Integral Equations Appl. 11 (1999) 1–35.
[4] Z. Chen, Y. Xu, The Petrov–Galerkin and iterated Petrov–Galerkinmethod for second kind integral equations, SIAM J. Numer. Anal. 35 (1998) 406–434.
[5] Z. Chen, C.A. Micchelli, Y. Xu, Fast collocation methods for second kind integral equations, SIAM J. Numer. Anal. 40 (2002) 344–375.
[6] Z. Chen, G. Long, G. Nelakanti, The discrete multi-projection method for Fredholm integral equations for the second kind, J. Integral Equations Appl.
19 (2007) 143–162.
[7] Z. Chen, G. Long, G. Nelakanti, Richardson extrapolation of iterated discrete projection methods for eigenvalue approximation, J. Comput. Appl. Math.
(in press).
[8] I.G. Graham, G. Chandler, High-order methods for linear functionals of solutions the second kind integral equations, SIAM J. Numer. Anal. 25 (1988)
1118–1137.
[9] N Gnaneshwar, Spectral approximation for integral operators, Ph.D. Thesis, Indian Institute of Technology, Bombay, India, 2003.
[10] F.-K. Hebeker, J. Mika, D.C. Pack, Application of the superconvergence properties of the Galerkin approximation to calculation of upper and lower
bounds for linear functionals of solutions of integral equations, IMA J. Appl. Math. 38 (1987) 61–70.
[11] G. Long, G. Nelakanti, Iteration methods for the Fredholm integral equations of second kind, Comput. Math. Appl. 53 (2007) 886–894.
[12] I.H. Sloan, Superconvergence, in: M. Golberg (Ed.), Numerical Solution of Integral Equations, Plenum, New York, 1990, pp. 35–70.
