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We show that a Poisson structure can be induced on the aﬃne
moduli space of (semisimple) representations of an associative al-
gebra from a suitable Lie algebra structure on the zeroth Hochschild
homology of the algebra. In particular this applies to necklace Lie
algebra for path algebras of doubled quivers and preprojective al-
gebras. We call such structures H0-Poisson structures, and show
that they are well behaved for Azumaya algebras and under Morita
equivalence.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Suppose that A is a ﬁnitely generated associative algebra over an algebraically closed ﬁeld K of
characteristic zero. For each natural number n there is an aﬃne variety Rep(A,n) classifying A-module
structures on Kn , there is an action of the general linear group GL(n) on this variety, with orbits cor-
responding to isomorphism classes of n-dimensional A-modules, and there is an aﬃne moduli space
Rep(A,n)//GL(n) which classiﬁes the isomorphism classes of semisimple n-dimensional A-modules.
There are interesting examples of noncommutative algebras A with the property this moduli space
has a natural Poisson structure for each n. The question is, what structure on A should be used to
induce these Poisson structures?
Recall that a Poisson bracket on a commutative ring A is a Lie bracket {− ,−} on A which satisﬁes
the Leibnitz rule {a,bc} = b{a, c} + {a,b}c. The same deﬁnition can be used for a Poisson bracket on a
noncommutative ring, but this is a very restrictive notion, as by a theorem of Farkas and Letzter [9]
E-mail address:w.crawley-boevey@leeds.ac.uk.0021-8693/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2010.09.033
206 W. Crawley-Boevey / Journal of Algebra 325 (2011) 205–215the only Poisson brackets on a genuinely noncommutative prime ring are the commutator bracket
[a,b] = ab − ba and multiples of it (in a suitable sense). Thus this is not the structure we seek.
There is a notion of a “noncommutative Poisson structure” introduced by Xu [14] and Block and
Getzler [2], but it is not clear how such structures might induce Poisson structures on moduli spaces.
Instead, we introduce the notion of an “H0-Poisson structure”. It is the weakest structure we know
which induces Poisson structures on moduli spaces.
Let A be an associative K -algebra (with 1), where K is a commutative base ring. Where appro-
priate, maps are assumed to be K -linear, etc. Recall that the zeroth Hochschild homology of A is
H0(A) = A/[A, A], where [A, A] is the subset of A spanned by the commutators. We write a for the
image of a ∈ A in A/[A, A]. Observe that if d : A → A is a derivation, then since
d
([a,b])= [a,d(b)]+ [d(a),b] ∈ [A, A],
there is an induced linear map d : A/[A, A] → A/[A, A], a → d(a).
Deﬁnition 1.1. By an H0-Poisson structure on A we mean a Lie bracket 〈− ,−〉 on A/[A, A], such that
for each a ∈ A the map
〈a,−〉 : A/[A, A] → A/[A, A]
is induced by a derivation da : A → A.
Remark 1.2. If A is commutative, then an H0-Poisson structure on A is exactly the same thing as a
Poisson bracket on A.
Remark 1.3. Observe that d = 0 if d is an inner derivation, so if the ﬁrst Hochschild cohomology of A
vanishes, any H0-Poisson structure on A must be zero.
Our main results are as follows. They all show that H0-Poisson structures are a natural notion for
noncommutative algebras.
Theorem 1.4. If A is an Azumaya algebra over its center Z(A), then there is a 1–1 correspondence between
H0-Poisson structures on A and Poisson brackets on Z(A).
Theorem 1.5. If A and B are Morita-equivalent algebras, then there is a 1–1 correspondence between H0-
Poisson structures on A and B.
Theorem1.6. If A is a ﬁnitely generated associative algebra over an algebraically closed ﬁeld K of characteristic
zero, 〈− ,−〉 is an H0-Poisson structure and n is a natural number, then there is a unique Poisson structure
{− ,−} on the coordinate algebra of Rep(A,n)//GL(n) with the property that
{tra, trb} = tr〈a,b〉
for all a,b ∈ A. Here tra denotes the trace of the multiplication action of a ∈ A on a representation, which is a
regular function on the moduli space.
Some results were previously announced in [7]. Note that what are here called H0-Poisson struc-
tures were called “noncommutative Poisson structures” in [7] and “Poisson structures” in [13]. I would
like to thank M. Van den Bergh, who raised this problem, and G. Van de Weyer and Pu Zhang for some
useful discussions.
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Example 2.1. Any Poisson bracket {− ,−} on A induces an H0-Poisson structure via 〈a,b〉 = {a,b}.
Example 2.2. The necklace Lie algebra of [3] and [10] is an H0-Poisson structure. Let Q be a quiver
with vertex set {1,2, . . . ,m}, and let Q be its double, obtained by adjoining a reverse arrow a∗ :
w → v for each arrow a : v → w in Q . We extend ∗ to an involution on the set of all arrows in Q
by deﬁning a∗∗ = a. Deﬁne (a) for all arrows a ∈ Q by (a) = 1 if a ∈ Q , and (a) = −1 if a∗ ∈ Q . If
p is a path in Q , we write (p) for its length. For 1 i  (p), we write p = p<i pi p>i , where pi is
an arrow and p<i and p>i are paths of lengths i − 1 and (p) − i respectively.
If p is a path, then the assignment
dp(q) =
(q)∑
i=1
(p)∑
j=1
(qi)δq∗i ,p j q<i p> j p< jq>i,
for q a path, deﬁnes a derivation dp : K Q → K Q . Here δ is the Kronecker delta function, so
δq∗i ,p j =
{
1 (if q∗i = p j)
0 (otherwise).
The necklace Lie algebra on K Q /[K Q , K Q ] is given by the bracket
〈p,q〉 = dp(q).
This construction shows that it is an H0-Poisson structure on the algebra K Q .
Example 2.3. The deformed preprojective algebra [6] of weight λ ∈ Km is the algebra Πλ = K Q / J ,
where J is the ideal generated by w − λ,
w =
∑
a∈Q
[
a,a∗
]= ∑
a∈Q
(a)aa∗
and λ is identiﬁed with the corresponding linear combination
∑m
v=1 λvev of trivial paths.
It is shown in [5] that the necklace Lie algebra structure on K Q /[K Q , K Q ] descends to a Lie
algebra structure on Πλ/[Πλ,Πλ]. To show that this is an H0-Poisson structure, it suﬃces to show
that the derivation dp descends to a derivation of Πλ . Now
dp(w − λ) =
∑
a∈Q
(a)
(
dp(a)a
∗ + adp
(
a∗
))
=
∑
a∈Q
(a)
(
(a)
(p)∑
j=1
δa∗,p j p> j p< ja
∗ + (a∗) (p)∑
j=1
aδa,p j p> j p< j
)
=
(p)∑
j=1
p> j p< j p j −
(p)∑
j=1
p j p> j p< j = 0.
It follows that dp( J ) ⊆ J , as required.
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A as a bracket
{{− ,−}} : A × A → A ⊗K A
satisfying
{{a,b}} = −{{b,a}}◦,
{{a,bc}} = b{{a, c}} + {{a,b}}c
and an analogue of the Jacobi identity. Here (x⊗ y)◦ = y ⊗ x.
Any double Poisson bracket induces an H0-Poisson structure via
〈a,b〉 =m({{a,b}})
where m : A ⊗K A → A is the multiplication map. See [13, Lemma 2.6.2].
The necklace structure in Example 2.2 arises from a double Poisson bracket on K Q , see [13, Sec-
tion 6.4].
Note that double Poisson brackets have the advantage that they induce Poisson structures on rep-
resentation varieties Rep(A,n), and so also on moduli spaces given by stability notions. But not all
H0-Poisson structures arise from a double Poisson bracket. For example any double Poisson bracket
on the polynomial ring A = K [x, y] must satisfy
x{{x, y}} + {{x, x}}y = {{x, xy}} = {{x, yx}} = y{{x, x}} + {{x, y}}x.
Identifying A ⊗K A ∼= K [x, y] ⊗K K [xr, yr] ∼= K [x, y, xr, yr], this gives
(x − xr){{x, y}} = (y − yr){{x, x}},
so y − yr divides {{x, y}}, and hence m({{x, y}}) = 0, forcing the induced Poisson bracket on A to be
zero.
Example 2.5. Multiplicative preprojective algebras have H0-Poisson structures. Namely, van den Bergh
also introduced in [13] the notion of a double quasi-Poisson bracket, and showed that they induce
H0-Poisson structures. He showed that a suitable localization of K Q has a double quasi-Poisson
bracket and hence also an induced H0-Poisson structure. He showed moreover that this descends
to the multiplicative preprojective algebra. See [13, Proposition 6.8.1].
3. Azumaya algebras and Morita equivalence
Let R be a commutative K -algebra. If A is an Azumaya R-algebra, we identify R = Z(A), and there
is a “reduced trace” map t : A/[A, A] → R which is an isomorphism of R-modules. See Cortiñas and
Weibel [4].
Lemma 3.1. If A is an Azumaya R-algebra and ω ∈ A is an element with t(ω) = 1, then d(ω) ∈ [A, A] for any
derivation d : A → A.
Proof. The statement is local on the base Spec R , so replacing R by a suitable localization we may
suppose that there is an étale extension of commutative K -algebras R ⊂ S with A ⊗R S ∼= Mn(S),
see [11, Théorème 5.1]. Passing to this algebra, the reduced trace map corresponds to the trace map
on Mn(S).
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R-algebra, R is a direct summand of S , see [8, Lemma 3.1]. Thus it suﬃces to show that d′(ω ⊗ 1) is
contained in
[A, A] ⊗R S ∼= [A ⊗R S, A ⊗R S] ∼=
[
Mn(S),Mn(S)
]
.
Now ω ⊗ 1, considered as an element of Mn(S), and the matrix unit E11 are both sent to 1 by
the trace map. Thus their difference is in [Mn(S),Mn(S)]. Thus d′ evaluated on their difference is in
[Mn(S),Mn(S)]. Thus it suﬃces to prove that d′(E11) ∈ [Mn(S),Mn(S)].
Now any derivation on Mn(S) differs by an inner derivation from one of the form d′′(x) = (δ(xij))i j ,
for some derivation δ : S → S . Now δ(1) = 0, so d′′(E11) = 0. Thus, since any inner derivation has
image contained in [Mn(S),Mn(S)], we have d′(E11) ∈ [Mn(S),Mn(S)], as required. 
We now have a more precise version of Theorem 1.4.
Theorem 3.2. If A is an Azumaya R-algebra then the reduced trace isomorphism t : A/[A, A] → R induces a
1–1 correspondence between H0-Poisson structures on A and Poisson brackets on R.
Proof. If 〈− ,−〉 is an H0-Poisson structure on A, we need to show that the bracket
{x, y} = t(〈t−1(x), t−1(y)〉)
is a Poisson bracket on R . Clearly we just need to show that it is a derivation in, say, the second
argument. Given x ∈ A, by assumption there is a derivation dx of A with
〈x, y〉 = dx(y)
for y ∈ A, so if x, y ∈ R , then
{x, y} = t(dx(y) ).
Now if y, z ∈ R , then
{x, yz} = t(dx(yz) )= t(ydx(z) + dx(y)z )
= yt(dx(z) )+ t(dx(y) )z = y{x, z} + {x, y}z
as required.
Conversely, suppose that {− ,−} is a Poisson bracket on R . Fix ω ∈ A with t(ω) = 1, as in the
lemma. We deﬁne
〈a,b〉 = t−1({t(a,b)}).
Given a ∈ A, the assignment x → {t(a), x} is a derivation of R . By [1] it lifts to a derivation d : A → A.
Then for b ∈ A we have
d(b) = d(b) = d(t−1(t(b)))= d(t(b)ω)= d(t(b)ω)= t(b)d(ω) + d(t(b))ω.
By the lemma the ﬁrst term in the sum can be omitted. Also d sends R = Z(A) into itself, so
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= t−1(d(t(b))1)= t−1({t(a), t(b)})= 〈a,b〉.
This shows that 〈− ,−〉 is an H0-Poisson structure. 
Lemma 3.3. If A is an algebra with an H0-Poisson structure and B is an Azumaya R-algebra, then A⊗K B has
an H0-Poisson structure deﬁed by
〈
a ⊗ b,a′ ⊗ b′ 〉= 〈a,a′ 〉⊗ t−1(t(b)t(b′ ))
where we identify
(A ⊗K B)/[A ⊗K B, A ⊗K B] = A/[A, A] ⊗K B/[B, B].
Proof. Clearly 〈− ,−〉 is skew symmetric, and it is easy to see that it satisﬁes the Jacobi identity.
Given a ∈ A there is a derivation da with 〈a,a′〉 = da(a′) for all a′ ∈ A. Given b ∈ B , the assignment
d(a′ ⊗ b′) = da(a′) ⊗ t(b)b′ deﬁnes a derivation of A ⊗K B since t(b) ∈ R = Z(A). Now
d
(
a′ ⊗ b′)= da(a′)⊗ t(b)b′ = 〈a,a′ 〉⊗ t(b)b′
= 〈a,a′ 〉⊗ t−1(t(b)t(b′ ))= 〈a ⊗ b,a′ ⊗ b′ 〉.
This shows that 〈− ,−〉 is an H0-Poisson structure. 
Example 3.4. An H0-Poisson structure 〈− ,−〉 on A induces an H0-Poisson structure on Mn(A) using
the isomorphism
Mn(A)/
[
Mn(A),Mn(A)
]→ A/[A, A]
induced by the trace map.
Proof. Apply the lemma to A ⊗K Mn(K ). 
Theorem 3.5. Suppose that e ∈ A is an idempotent with AeA = A. Then an H0-Poisson structure on A induces
one on eAe by restriction.
Proof. Choose elements αi ∈ Ae and βi ∈ eA with ∑i αiβi = 1. If x ∈ eAe then x = xe, so
x−
∑
i
βi xαi = x−
∑
i
βi xeαi = x−
∑
i
[βi x, eαi] − eαiβi x
= −
∑
i
[βi x, eαi] ∈ [eAe, eAe].
Now if x ∈ [A, A], then x =∑k[ak,bk] for some ak,bk ∈ A, and then
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i
βi xαi =
∑
i, j,k
βiakα jβ jbkαi − βibkα jβ jakαi
=
∑
i, j,k
βiakα jβ jbkαi − β jbkαiβiakα j
=
∑
i, j,k
[βiakα j, β jbkαi] ∈ [eAe, eAe].
Thus if x ∈ eAe ∩ [A, A] then x ∈ [eAe, eAe]. It follows that eAe ∩ [A, A] = [eAe, eAe], so that the
inclusion of eAe in A induces an isomorphism
eAe/[eAe, eAe] → A/[A, A].
Now if a ∈ eAe then by assumption there is a derivation da : A → A with
〈a,b〉 = da(b).
Now since e2 = e we have da(e) = eda(e)+da(e)e, so eda(e)e = 0, and by subtracting the inner deriva-
tion x → [da(e)e − eda(e), x], we may assume that da(e) = 0. Then da induces a derivation d′a of eAe,
and
〈a,b〉 = d′a(b)
for a,b ∈ eAe. This shows that the induced bracket on eAe/[eAe, eAe] is an H0-Poisson structure. 
Now Theorem 1.5 follows. Any Morita equivalence induces an isomorphism H0(A) ∼= H0(B), and
we just need to show that this carries an H0-Poisson structure for A to one for B . Now B can be
identiﬁed with eMn(A)e for some n and some idempotent e ∈ Mn(A), so the assertion follows from
the last example and theorem.
4. Representation schemes
Let A be a K -algebra and suppose that e1, . . . , em is a complete set of orthogonal idempotents
in A, that is,
e2i = ei, eie j = 0 (i = j), e1 + · · · + em = 1.
If α ∈ Nm , then there is an aﬃne scheme Rep(A,α) whose set of S-valued points, where S is a
commutative K -algebra, is the set of A ⊗K S-module structures on
Sα1 ⊕ · · · ⊕ Sαm
such that the idempotents ev act as projection onto the vth summand. Equivalently, it is the set of
K -algebra homomorphisms A → Mn(S), where n = α1 + · · · + αm , such that the image of ev is the
matrix 
v , where

vi j =
{
1 (if i = j and∑w<v αw < i ∑wv αw )
0 (otherwise).
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subject to the relations
(ab)i j =
n∑
k=1
aikbkj, (λa + μb)i j = λaij + μbij, (ev)i j = 
vi j
for all a,b ∈ A, λ,μ ∈ K , 1 i, j  n and 1 v m.
Remark 4.1. As a special case one gets the scheme Rep(A,n) of A-module structures on Kn , for any
K -algebra A, by taking m = 1 and e1 = 1.
Deﬁnition 4.2. For a ∈ A, we deﬁne the element
trα a =
n∑
i=1
aii ∈ K
[
Rep(A,α)
]
.
Observe that trα(ab) = trα(ba), so trα induces a map A/[A, A] → K [Rep(A,α)] which we also denote
trα . We deﬁne T(A,α) to be the subalgebra of K [Rep(A,α)] generated by the elements trα a.
Remark 4.3. Suppose that K is an algebraically closed ﬁeld and A is a ﬁnitely generated K -algebra.
The group
GL(α) = GLα1(K ) × · · · × GLαm (K ),
embedded as diagonal blocks in GLn(K ), acts naturally on Rep(A,α), and the closed points of the
aﬃne quotient scheme Rep(A,α)//GL(α) classify isomorphism classes of semisimple A-modules M of
dimension vector α (that is, with dim evM = αv for all v).
Now if K has characteristic zero, T(A,α) is the coordinate ring of this quotient scheme. Namely,
the coordinate ring is the ring of invariants K [Rep(A,α)]GL(α) , where the action of GL(α) is given by
g.aij =
n∑
k=1
n∑
=1
gik
(
g−1
)
 jak
(
g ∈ GL(α), a ∈ A, 1 i, j  n).
Clearly trα a is an invariant, and in fact the elements trα a generate the ring of invariants. For a path
algebra K Q this holds by a theorem of Le Bruyn and Procesi [12]. In general, there is a surjective
homomorphism from a path algebra θ : K Q → A, and hence a surjective homomorphism
θα : K
[
Rep(K Q ,α)
]→ K [Rep(A,α)]
with θα(xij) = θ(x)i j . Since GL(α) is linearly reductive, it induces a surjection
K
[
Rep(K Q ,α)
]GL(α) → K [Rep(A,α)]GL(α).
Thus K [Rep(A,α)]GL(α) is generated by the elements θα(trα x) = trα θ(x), and so it is equal to T(A,α).
Lemma 4.4. Given a derivation d : A → A with d(ev) = 0 for all v, there is a unique derivation dα :
K [Rep(A,α)] → K [Rep(A,α)] with dα(aij) = d(a)i j for all i, j and a ∈ A.
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derivation on the polynomial ring K [aij]. This descends to a derivation on K [Rep(A,α)] since
dα
(
(ab)i j
)= d(ab)i j = (ad(b) + d(a)b)i j =
n∑
k=1
aikd(b)kj + d(a)ikbkj
=
n∑
k=1
aikdα(bkj) + dα(aik)bkj = dα
(
n∑
k=1
aikbkj
)
,
and clearly dα((λa + μb)i j) = dα(λaij + μbij), and dα((ev)i j) = 0 = dα(
vi j). 
Theorem 4.5. If 〈− ,−〉 is an H0-structure on A, then for any α there is a unique Poisson bracket {− ,−} on
T(A,α) with the property that
{trα a, trα b} = trα〈a,b〉
for all a,b ∈ A.
Proof. Uniqueness is clear since the elements trα a generate T(A,α).
Given a ∈ A, choose a derivation da : A → A inducing 〈a,−〉. We may assume that da(ev) = 0 for
all v . Namely, if R denotes the product of m copies of K and φ : R → A is the K -algebra homomor-
phism sending (λ1, . . . , λm) to λ1e1 + · · · + λmem , then daφ(−) is a K -derivation R → A, and hence
inner since R is a separable K -algebra. Thus daφ(−) = [a′, φ(−)] for some a′ ∈ A, and we can replace
the representative da by the derivation x → da(x) − [a′, x].
By the previous lemma there is a derivation ψa of K [Rep(A,α)] deﬁned by ψa = (da)α . Now if
b ∈ A then ψa(bij) = da(b)i j , so
ψa(trα b) = trα
(
da(b)
)= trα〈a,b〉 ∈ T(A,α).
For each f ∈ T(A,α), choose an expression
f =
∑
λ
f
a1,...,ak trα a1 . . . trα ak
where the sum is over various collections of elements a1, . . . ,ak ∈ A, and the coeﬃcients λ fa1,...,ak are
in K . Since ψa is a derivation,
ψa( f ) =
∑
λ
f
a1,...,ak
k∑
i=1
(∏
j =i
trα a j
)
ψa(trα ai)
=
∑
λ
f
a1,...,ak
k∑
i=1
(∏
j =i
trα a j
)
trα〈a,ai〉,
which shows that ψa restricts to a derivation of T(A,α), and that this restriction does not depend on
the choice of da .
We deﬁne a bracket {− ,−} on T(A,α) by
{ f , g} =
∑
λ
f
a1,...,ak
k∑
i=1
(∏
j =i
trα a j
)
ψai (g).
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{ f , trα b} =
∑
λ
f
a1,...,ak
k∑
i=1
(∏
j =i
trα a j
)
trα〈ai,b〉
= −
∑
λ
f
a1,...,ak
k∑
i=1
(∏
j =i
trα a j
)
trα〈b,ai〉
= −ψb( f ).
Writing
g =
∑
λ
g
b1,...,b
trα b1 . . . trα b,
the fact that { f , g} is a derivation in g implies that
{ f , g} =
∑
λ
g
b1,...,b
∑
i=1
(∏
j =i
trα b j
)
{ f , trα bi}
= −
∑
λ
g
b1,...,b
∑
i=1
(∏
j =i
trα b j
)
ψbi ( f )
= −{g, f }.
As well as showing skew symmetry, this shows that { f , g} is a derivation in f , and that it does not
depend on the expression for f .
Clearly we have {trα a, trα b} = trα〈a,b〉. Since 〈− ,−〉 is an H0-Poisson structure, we have
〈
a, 〈b, c〉〉+ 〈b, 〈c,a〉〉+ 〈c, 〈a,b〉〉= 0
for all a,b, c ∈ A. This implies that the Jacobi identity
{
f , {g,h}}+ {g, {h, f }}+ {h, { f , g}}= 0
holds for f = trα a, g = trα b and h = trα c. Now an induction shows that it holds when f , g,h are
products of elements of the form trα x, and hence for all f , g,h ∈ T(A,α). Namely, if the Jacobi iden-
tity holds for f1, g,h, and for f2, g,h, then
{
f1 f2, {g,h}
}+ {g, {h, f1 f2}}+ {h, { f1 f2, g}}
= f1
{
f2, {g,h}
}+ { f1, {g,h}} f2 + f1{g, {h, f2}}+ {g, f1}{h, f2} + {h, f1}{g, f2}
+ {g, {h, f1}} f2 + f1{h, { f2, g}}+ {h, f1}{ f2, g} + { f1, g}{h, f2} + {h, { f1, g}} f2 = 0.
In case 12 /∈ K , a similar induction shows that { f , f } = 0 for all f ∈ T(A,α). 
In view of the remarks above, this theorem includes Theorem 1.6 as a special case.
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