Abstract. This paper deals with the control design for a class of nonlinear distributed parameter systems, i.e. convection-diffusion-reaction systems, encountered under the form of non-isothermal tubular reactors in chemical engineering applications. More specifically the design concentrates on the boundary control of the temperature profile in an exothermic chemical reactor under input constraints. Our objective is to analyze the global stability of the closed-loop system by considering a simple control structure, i.e. an adaptive λ-tracking controller. It is shown that for all initial temperature and under simple feasibility assumptions, the tracking error tends asymptotically to a ball of arbitrary prescribed radius λ > 0, centered at the given temperature profile.
Introduction
In this paper we consider an input constrained adaptive output feedback control for a class of nonlinear distributed parameter system, i.e. a non-isothermal tubular chemical reactor model in which the state variables are the temperature and the reactant concentration, the inputs are the coolant and the inlet temperatures and the reactant feedrate. Our objective is a reference profile control of the reactor temperature. Recently, a constrained adaptive output feedback has been developed with the objective to regulate the temperature profile of exothermic tubular reactors, using a nonlinear distributed parameter model so that it converges to a prefixed neighborhood of a given reference profile [1] . It was shown that by acting only on the temperature equation, the convergence is local in the sense that the initial state is constrained to live in a prefixed set. In the present paper, we consider the same model as in [1] (axial dispersion exothermic tubular reactor model) and we show that under an extra control action via the reactant feedrate we can obtain the global convergence of the temperature profile towards a ball of arbitrary prefixed radius λ > 0 centered at the given temperature profile. The main difficulty for emphasizing the global convergence to the prefixed temperature profile without an extra coolant control action is due to the fact that when the initial state is too far from the desired profile, the control input is saturated, possibly at its lower bound. In such a situation, as the coolant temperature is constrained to be positive, an extra coolant action is needed, otherwise the temperature might converge to an undesirable equilibrium profile. The only approximation needed for the designed controller is to approximate the point input operators acting on the inlet temperature and the inlet reactant concentration by bounded ones, in line with the practical application viewpoint.
The paper is organized as follows. The basic dynamical model is presented in Section 2. We then develop a global constrained adaptive feedback controller of the reactor temperature and we end the section by explicitly formulating the hypothesis under which the tracking objective is achievable and by introducing a numerical simulation to justify the need for an extra control action (coolant temperature) to achieve the global convergence. In the third section, we state and prove our main results on the global λ-tracking. The paper is ended by numerical simulations for illustration purpose.
State space framework and statement of the control problem
Let us consider a non-isothermal reactor with the following chemical reaction:
where b > 0, A and B are the stoichiometric coefficient of the reaction, the reactant and the product, respectively. The dynamics of the process in an exothermic tubular reactor with axial dispersion are readily obtained from energy and mass balances and are given by the following partial differential equations (e.g. [1] [5]):
with the boundary conditions :
In the above equations, t (>0) and z (∈ [0, L] with L = 1 > 0) hold for the time and the reactor length,respectively.
, T c , T in and C in are the temperature reactor, the reactant concentration, the energy and mass dispersion coefficients, the superficial fluid velocity, the heat of the reaction, the density, the specific heat, the wall heat transfer coefficient, the reactor diameter, the coolant temperature, the inlet temperature, and the inlet concentration, respectively. f (T (t, z), C(t, z)) is a nonlinear, positive and locally Lipshitz function that characterizes the reaction kinetics defined by f (T (t, z), C(t, z)) = kC(t, z)e − E RT (t,z) , with k, E and R the kinetic constant, the activation energy and the ideal gas constant, respectively. In order to write the model (1)- (5) in an abstract semigroup formulation in Hilbert space, we consider the Hilbert space H = L 2 [0, 1] endowed with the usual inner product and the usual partial order. The positive cone H + of H is defined by H + = {y ∈ H, s.t y ≥ 0}. In this paper we consider that T in (t), T c (t) and C in (t) are system inputs, they appear in the boundary conditions, in order to obtain an appropriate boundary control problem in the abstract semigroup formulation given the system equations (2)- (5) are approximated as in [7] by:ẋ
with
defined on:(for i=1,2)
In the present paper we design and analyze a simple constrained adaptive controller with the objective to track a prefixed temperature profile, without violating the physical constraints and with global convergence properties.
To this end, we recall the following results. First of all, it is shown in [7] that A 1 and A 2 are Riesz spectral operators and infinitesimal generators of exponentially stable strongly continuous semigroups (T 1 (t)) t≥0 and (T 2 (t)) t≥0 of bounded operators in H. Besides, for all x ∈ D(A 1 ) the inner product A 1 x, x ≤ 0, i.e. A 1 is dissipative. Moreover, the following properties of (T i (t)) t≥0 , (i =1, 2) are quoted from [7] [5] and will be used for the proof of our main results.
We consider the following initial value problem in H:
where A is the infinitesimal generator of a C 0 -semigroup,E is a closed subset of H and N is a continuous function from E into H. For y ∈ H, the distance from y to E is defined by d(y; E) = inf
N is continuous on E and there exists l n ∈ R + such that the operator (N − l n I) is dissipative on E, i.e (N − l n I)(x) − (N − l n I)(y), x − y ≤ 0 (I denotes the identity operator on H).
Then the system (10) has a unique mild solution x(t, x 0 ) ∈ E for all x 0 ∈ E and t ≥ 0. Moreover, if S(t) is defined on E by S(t)x 0 = x(t, x 0 ), for all t ≥ 0 and x 0 ∈ E, it is a nonlinear semigroup on E, with (A + N ) as its generator.
Let us recall that we consider here the following input vector:
For physical reasons, we assume that u i (i = 1, 3) are constrained as follows:
where the inequalities hold in H and where u i , u i (i = 1, 2), u 3 are positive constants. We further consider the following assumptions:
(H 1 ) The positive cone H + × H + is positively invariant under (6)(7) for all nonnegative control u i (.) (i = 1, 3) satisfying the above constraints. (H 2 ) The desired profile x * ∈ H + ∩D(A 1 ) and there exist ρ > 0, x ∈ H, x ∈ H + ∩D(A 1 ) with 0 < x < x * < x such that for all x 1 , x 2 in H satisfying x ≤ x 1 ≤ x and 0 ≤ x 2 ≤ u 3 :
where
There exists a continuous function Φ 1 : H → H such that for all y 1 ≥ 0 and all y 2 satisfying 0 ≤ y 2 ≤ u 3 :
For a given λ > 0, we define the tracking error by e(t) and the control law u i (t) (i = 1, 2) as follows:
(e(t)(z)) (16)
As in [4] , a possible choice of the extra control action u 3 is given by:
with δ a sufficiently small positive constant and:
The saturation function sat [u i ,ui] (y) is defined for all y ∈ R by:
• The feedback (17)- (21) has the following features : if x 1 ≥ x, we choose β 0.i (i = 1, 2) so that u i (t) = u i and u 3 (t) = 0 and hence we can obtain an upper bound of x 1 and x 2 .
• The kinetics function has the following form [3] :
bounded and globally Lipschitz, and the function C −→ ϕ(C) is nonnegative, continuous and vanishes if C = 0. This ensures the feasibility of (H 3 ).
• To illustrates the limitations in the performance of the controller with only two control actions u 1 and u 2 , and with initial conditions far enough from the desired steady state profile, we consider same data under which the local convergence is obtained see [1] : 
The global λ-tracking
To achieve the main control objective of this work, we consider two feedback strategies that will drive the temperature profile into a λ-neighborhood of the given reference temperature profile. Before considering the non adaptive version of the controller given by (17)(21) where for i = 1 to 3, β i : R + → [β * i , +∞) are a fixed continuous functions. The main result in this case is to show that there exists a t > 0 such that for all t ≥ t , e(t) ≤ λ.
Proposition 2.1. Assume that (H 1 ) and (H 3 ) hold. Then the feedback control (17)(18)(21) applied to (6)(7) produces a unique global solution that satisfies:
Proof. It follows from standard existence and uniqueness theorems on the solutions of ordinary differential equations in Hilbert space ( [2] , pp 56-57; [6] , Theorem 1.4, pp 185-186) that for any initial condition (x 1 (0), x 2 (0)) ∈ 
there exists an unique maximal solution (x 1 (t), x 2 (t)) of (6)(7) with u i , (i = 1 to 3) given by (17)(18)(21). This solution is defined on a maximal half-open interval [0, w), w ∈ (0, +∞]:
The positivity of T 2 (t) and f implies that:
Consider the following system: y(t) = A 2 y(t) + v ξ u 3 ; y(0) = x 2 (0) and E = {x in H such that x(z) ≤ u 3 for almost all z ∈ [0, 1]}. and apply Lemma 1.1, we obtain 0 ≤ T 2 (t)x ≤ T 2 (t)u 3 ≤ u 3 ; for all x ∈ E. Thus T 2 (t)E ⊂ E, by Lemma [theorem 2.1 p 172 [5] ] with N (y) = v ξ u 3 , we have:
For x 1 , we have:
The positivity of T 1 (t) and f (x 1 (t), x 2 (t)) ≤ Φ 1 (x 2 (t))x 1 (t)) implies that:
is exponentially stable, then there exist a negative constant w 1 and M ≥ 1 such that T 1 (t) ≤ M e ω1t . Consequently:
The Gronwall's lemma implies that there exist M 2 > 0 such that:
e ω1(t−s) ds). The boundedness of x 1 , x 2 ensures that w = +∞, we can conclude then that the closed-loop system has a global solution (x 1 (.), x 2 (.)) such that x 1 ≥ 0 and 0 ≤ x 2 ≤ u 3 for all t ≥ 0.
The following proposition will be used in the sequel. Proposition 2.2. Assume that (H 1 )(H 2 )(H 3 )(H 4 ) hold and that for i= 1, 2,3 :
Then there exists t 1 > 0 such that x 1 (t) ≤ x for all t ≥ t 1
Proof. 1) We first show that if there exists t 1 such that x 1 (t 1 ) ≤ x, then x 1 (t) ≤ x; ∀t ≥ t 1 , or equivalently ∆ 1 = {x in H such that x ≤ x} is positively invariant with respect to (6) . From (H 3 ) we know that there exists a function Φ 1 such that f (x 1 , x 2 ) ≤ Φ 1 (x 2 )x 1 for all x 1 ≥ 0 and 0 ≤ x 2 ≤ u 3 , this implies that f (x 1 , x 2 ) + v∆ ξ u 1 + k 0 u 2 is upper bounded by a positive constant M. Then
T 1 (t − t 0 − s)M ds Let us consider the following system defined in ∆ 1 :ẏ = A 1 y + M ; y(t 0 ) = x 1 (t 0 ). It is easy to show that this system verifies the properties of Lemma 1.2. Consequently ∆ 1 is positively invariant with respect to (6) . Therefore x 1 (t 1 ) ≤ x, then x 1 (t) ≤ x for all t ≥ t 1 .
2) Let us now show the existence of t 1 such that
From (26) and (H 4 ) we obtain for i = 1, 2 and s ∈ [0, t]:
From (17)(18)(21), we can conclude that :
First we show that: lim t−→+∞ r−→+∞ x 2 (r)(z t ) = 0 (6)(7)(28) imply that :
Since T 2 is positive, we have x 2 (r)(z t ) ≤ (T 2 (t)x 2 (0))(z t ) ∀r ∈ [0, t]. By using the fact that x 2 (r) ≤ u 3 and Lemma 1.2, we have :
for all r ∈ [0, t]. Moreover T 2 is exponentially stable. Therefore :
Assumption (H 3 ) implies that there exists t 0 > 0 such that ∀r ∈ [t 0 , t] Φ 1 (x 2 (r)(z t )) ≤ . Hence
And from the exponential stability of T 1 and Lemma 1.2, we have :
And (27) leads to : lim (1) which contradicts the fact that x 1 (t)(z t ) > x(z t ) ∀t ≥ 0. Therefore there exists t 1 such that the proposition holds.
Remark 2.3.
• Proposition 2.1 ensures the global existence and the positive invariance of H + × {x 2 ∈ H such that0 < x 2 < u 3 } under (6)(7) and (17)(18)(21) while the Proposition 2.2 ensures that x 1 ≤ x.
• In order to meet the assumption (27) of Proposition 2.2, the inverse operator of A 1 has to be computed.
From Lemma 1.1 we can replace this assumption by the following one :
The following notations are of interest for the proof of our main result:
Where ∆ 1 and ∆ 2 are given by :
and (27) hold, and that :
Then there exists t > 0 such that:
Proof. We know from Proposition 2.2 that there exists t 1 such that x 1 (t) ≤ x for all t ≥ t 1 . Let us define the function :
If e(t) > λ, then :
Since Ae, e ≤ 0, we have :
where:
Let us show that there exists a positive constant c such that:
If z ∈ G 1 , then (29) implies that u 2 (t)(z) = u 2 and by (H 2 ) :
If z ∈ G 2 , using (29) we obtain u 1 (t) = u 1 u 2 (t)(z) = u 2 . Assumption (H 2 ) implies:
If z ∈ G 3 , and without loss of generality, we suppose that u 2 (t)(z) = β 2 (t)e(t) + u * 2 . In order to obtain an upper bound of III, two cases of mes(G 1 ) + mes(G 2 ) are possible :
In the first case, by using Proposition 2.1 and (29) it easy to show that:
Therefore there exists a positive constant θ 1 such that :
In the second case we have :
From (29), we can show that:
Finally, there exists a positive constant θ 2 such that :
So in all cases, there exists a positive constant c such that the time derivative of V λ satisfy for all t ≥ t 1 :
We can conclude that there exists t > t 1 such that: ∀ t > t e(t) ≤ λ
In the above proposition, we have shown that for a sufficiently large lower bound β * i of β i (.) (i=1, 2) there exists a finite time such that the norm of the error is smaller than λ. We now turn to the adaptive version of the controller (17)(18)(21). Our objective in this case is to emphasize the asymptotic convergence of the temperature into a λ−neighborhood of a given temperature x * with arbitrary initial states x 1 (0) > 0 and x 2 (0) ∈ E Theorem 2.5. Assume that (H 1 )(H 2 )(H 3 )(H 4 ) and (27) hold. Then for i = 1, 2, 3, the closed loop system has the following properties :
(1) x 1 (.), x 2 (.), β i (.) :
exists and is finite. Proof. Let us first note that the theory of ordinary differential equations in Hilbert space ensures the existence and uniqueness of the maximal solution in a maximal interval [0, w). In Proposition 2.1 we have shown that H + × {x 2 ∈ H such that 0 ≤ x 2 ≤ u 3 } is positively invariant under (6)(7), u i (i = 1, 2) and u 3 given by (17)(18)(21), and the adaptation gain in (19)(22) cannot exhibit a finite escape time on [0, w) and so w = +∞. Let us show that β i (t) (i = 1, 2) is bounded. Suppose that β i (t) is unbounded. Then there exists t ≥ 0 such that for i = 1, 2 :
Defining V λ as in Theorem 2.4 for all t ≥ t. We obtain:
for some positive constant C 3 . In summary we obtain for all t ≥ t, d dt V λ (t) ≤ −C 3 V λ (t), and so there exists t ≥ t such that ∀t ≥ t e(t) ≤ λ. Hence for i = 1 to 3,β i (t) = 0 ∀t ≥ t , which contradicts the fact that β i is unbounded. The result follows from the monotonicity of β i .
Finally, it remains to prove the assertion (3) of the theorem, for y ∈ H. Let This completes the proof of the theorem.
Numerical simulation results
Let us now illustrate the above results in numerical simulations. Let us consider the model equations (6)(7) with reaction kinetics modelled by third order with respect to the reactant concentration C and the Arrhenius law in temperature :
f (x 1 , x 2 ) = kx Note that the temperature in the reactor tends asymptotically to a ball centered at the reference signal x * = 480 K and of radius λ = 2, along with the convergence of the adaptation gains.
Conclusion
In this paper we have considered a modification of the λ-tracking control approach developed in an earlier paper for a nonlinear distributed parameter exothermic chemical reaction in tubular reactor with axial dispersion in presence of input constraints. The aim of this modified version is to obtain global convergence properties. This gain of performance is obtained at the price of the introduction of an extra control action. The controller structure remains rather simple and its convergence properties are global in the sense that the initial temperature is only positive. Under simple feasibility assumptions, we have shown that the tracking objective is achievable. The performance of the controller are illustrated in numerical simulation.
