We examine the system-size scaling behavior for performing nonlocal operations in first-principles totalenergy and force computations. A procedure is derived and demonstrated for computing the nonlocal part of the total energy and its derivatives in O(N a 2 log 2 N a ) operations ͑where N a is the number of atoms͒ for calculations involving separable, nonlocal pseudopotentials. This procedure is performed in reciprocal space and is equivalent to the conventional approach, which scales as O(N a 3 ). Thus no approximations or new sources of error are introduced. ͓S0163-1829͑98͒06528-X͔
The plane-wave pseudopotential ͑PWPP͒ implementation of density-functional theory ͑DFT͒ has become one of the most widely used approaches for first-principles investigations of materials. This method is particularly well suited to electronic self-consistency strategies that involve direct minimization of the Kohn-Sham energy functional ͑e.g., CarParrinello dynamics 1 or conjugate-gradient minimization 2 ͒. These strategies require repeated evaluations of the energy functional as well as its gradient with respect to basisfunction coefficients. Furthermore, if information on forces and stresses is desired, derivatives with respect to atomic positions and unit-cell strains must also be computed. It is well known that some terms in the total energy and its derivatives are conveniently computed in reciprocal space whereas others favor a direct-space treatment. Therefore, a significant efficiency is achieved by using fast Fourier transforms ͑FFT's͒ in conjunction with a plane-wave basis set to evaluate each term in its natural space. As a result the kinetic energy, the local potential energy, and their derivatives can be computed in O(N a 2 log 2 N a ) operations, where N a is the number of atoms.
Computations involving the nonlocal part of the electronion pseudopotential are generally regarded as scaling less favorably with system size than O(N a 2 log 2 N a ). For nonlocal pseudopotentials in fully separable form, as introduced by Kleinman and Bylander, 3 the calculations of the nonlocal energy and its derivatives are performed in reciprocal space and have a manifest scaling of O(N a 3 ). Due to ongoing improvements in computational hardware and algorithms, the state of the art in first-principles investigations using the PWPP method has passed the threshold in system size at which the nonlocal operations dominate the calculations, 4 both in CPU time and in memory requirements. As a result, it would be very valuable to construct a method that improves the scaling of the nonlocal calculations.
King-Smith, Payne, and Lin 5 ͑KPL͒ have developed a direct-space method for performing nonlocal pseudopotential operations in O(N a 2 ) steps. Their method replaces reciprocalspace sums appearing in the nonlocal energy expression with direct-space integrals over a nonscaling region surrounding each atom. In order to compute these integrals without introducing substantial discretization errors, KPL have constructed a procedure for projecting the true integral onto a sum over the direct-space FFT grid. One drawback of this procedure is that the resulting direct-space functions are no longer rigorously localized within the nonscaling region around each atom. KPL are able to partially compensate for this by exploiting the flexibility of the projection functions to minimize the delocalization.
The advantage of the KPL method is its efficiency. It scales quadratically with system size, and becomes computationally preferrable to the conventional method for unit cells containing about ten atoms. However, this method also has its drawbacks. Since the delocalization can never be completely eliminated, despite a complicated optimization procedure, the resulting nonlocal energy and its derivatives will always differ somewhat from those obtained using the conventional procedure. KPL have shown that the difference is quite small for the case of silicon, but this conclusion has to be tested for each new material studied. Other direct-space methods, with similar advantages and disadvantages, have also been proposed. 6, 7 In this paper we demonstrate that the nonlocal terms of the total energy and its derivatives can be evaluated in reciprocal space in O(N a 2 log 2 N a ) operations. Our procedure makes no approximations; the improved scaling is achieved through a judicious rearrangement of the sums involved in computing these terms. As a result, the values obtained agree exactly with those given by the conventional O(N a 3 )-scaling procedure. No new sources of error are introduced, and the power and flexibility of reciprocal space is maintained. In addition, this procedure provides a physically transparent representation of atomic forces in terms of the spatial variation of the electronic charge density, as is discussed elsewhere. 8 We begin by detailing the prescription for achieving the O(N a 2 log 2 N a ) scaling of nonlocal pseudopotential operations. This method is then applied to increasingly large supercells of silicon, and its scaling and crossover behavior are compared to those of the conventional procedure.
The Kleinman-Bylander ͑KB͒ construction expresses the nonlocal pseudopotential as a superposition of projector operators formed from norm-conserving, semilocal pseudopotentials. 9 In the context of ab initio pseudopotential theory, ''semilocal'' refers to a potential that is local in the radial variable, but nonlocal in the angular variables, whereas a ''nonlocal'' potential is nonlocal in all three degrees of freedom. The form of the KB nonlocal potential is
͑1͒
where the indices a and l label atoms and angular momentum components, respectively, ⌬V a,l SL is a semilocal pseudopotential, and ͉ a,l ps ͘ is the corresponding pseudo-wavefunction. The second equality in Eq. ͑1͒ defines the symbol ͉ a,l ͘. For simplicity we assume that there is only one atomic species in the system, although the results easily generalize to the case of multiple atom types. The nonlocal contribution to the total energy is given by
where n and k are band and k-point indices, respectively, and nk is a single-particle Kohn-Sham eigenstate. Equation ͑2͒ is expressed in reciprocal space as
͑3͒
where G and GЈ are wave vectors in the plane-wave basis. The indices k and l do not scale with the size of the system, whereas a, n, and G each scale linearly, i.e., O(N a ). The form of the nonlocal energy in Eq. ͑3͒ demonstrates the original motivation for employing separable pseudopotentials. Since the two bracketed terms can be computed independently ͑indeed, they are complex conjugates of each other͒, evaluating the expression in Eq. ͑3͒ is manifestly an O(N a 3 ) operation. This, along with the memory saved by not having to store the entire pseudopotential matrix, was a significant computational improvement over the earlier, semilocal-pseudopotential calculations, which required O(N a 4 ) operations. We now show, however, that by disregarding the independence of the two bracketed terms in Eq. ͑3͒, and instead fruitfully rearranging the four O(N a )-scaling sums, a yet Therefore, the index a serves only to attach ͉ a,l ͘ to a particular atom site. In direct space, we say that the function a,l (r) only depends on the atomic index a through a relative coordinate: a,l (r)ϭ l (rϪR a ), where R a is the position of the ath atom. This introduces a phase factor in reciprocal space:
Inserting Eq. ͑4͒ into Eq. ͑3͒, and defining new symbols f nk,l (G)ϭ l *(G) nk (G) and ⌬ϭGЈϪG gives
The second equality in Eq. ͑5͒ defines the function ⍀ k,l (⌬). The sum over GЈ in Eq. ͑5͒ is a convolution, which can be performed for all reciprocal-space grid points ⌬ in O(N a log 2 N a ) steps using FFT's and the convolution theorem. Thus, only O(N a 2 log 2 N a ) operations are required for computing the function ⍀ k,l (⌬), which is a universal function of ⌬, independent of atomic site or band. The sums over a and ⌬ require O(N a 2 ) steps, and are independent of the calculation of ⍀ k,l (⌬). The overall scaling of the nonlocal energy calculation is therefore O(N a 2 log 2 N a ). There is a second way to achieve O(N a 2 log 2 N a ) scaling for the nonlocal energy. We again insert Eq. ͑4͒ into Eq. ͑3͒ and make the substitution f nk,l (G)ϭ l *(G) nk (G). However, we now define ⌬ϭGϪGЈ and perform the sums over a and ⌬ first. This gives
where S(G)ϭ ͚ a exp(iG•R a ), and the second equality defines the symbol ⌳ nk,l (G). The structure factor S(G) is independent of all indices, and requires O(N a 2 ) steps. It is computed once at the beginning of the run. Therefore, computing ⌳ nk,l (G) at all grid points G scales as O (N a log 2 N a ) . Since this must be performed for each band, there is another factor of N a in the scaling. The sums over n and G are independent of the a and ⌬ sums, and require O(N a 2 ) steps. Thus the overall scaling is O(N a 2 log 2 N a ). The reason for illustrating two methods for achieving O(N a 2 log 2 N a ) scaling of nonlocal energy calculations is that each formulation is useful for demonstrating the improved scaling of gradient calculations of the nonlocal energy. Effi-cient atomic force calculations make use of Eq. ͑5͒, whereas the gradient with respect to plane-wave coefficients is computed using Eq. ͑6͒.
The force on a given atom is the gradient of the total energy with respect to its position. Since there are N a atoms, each atomic force calculation may only scale linearly in N a in order to achieve O(N a 2 ) overall scaling. The expression for E KB in Eq. ͑5͒ shows that this is possible for the nonlocal part of the force. For a given atom,
which indeed scales linearly in N a . The gradient of the total energy with respect to planewave coefficients is required for electronic self-consistency methods which directly minimize the energy functional. Therefore it is important that this quantity be computed at least as efficiently as the total energy. For each band there are as many gradient components as there are plane-wave basis functions, and since the number of bands and the number of plane waves each scales linearly with the number of atoms, the total number of terms to be computed is of order N a 2 . Therefore, in order to achieve an overall scaling of O(N a 2 ), the calculation of each term must not scale with system size. The expression for E KB in Eq. ͑6͒ demonstrates that this is possible. For a given plane wave, band, and k point,
which does not scale with N a , since ⌳ nk,l (G) has already been computed separately. In order to illustrate the improved overall scaling that this new procedure achieves, and to investigate the system size at which it becomes more efficient than the conventional O(N a 3 )-scaling approach, we have performed a series of timed total-energy calculations, using each approach in turn, for increasingly large supercells of silicon, up to 160 atoms. The basis set consists of plane waves up to a 15 Ry cutoff energy, and the Brillouin zone is sampled at only one point. For each supercell, only a single electronic self-consistency iteration is performed, in which the total energy, its gradient with respect to plane-wave coefficients, and the atomic forces are all computed. As expected, the two computational procedures yield numerical values that agree with each other exactly to within roundoff. Calculations using modern pseudopotential techniques have plane-wave basis sets that contain 250-1000 plane waves per atom, depending on the system being studied. Solving Eq. ͑9͒ for N PW in this range gives a crossover in the range of 250-300 atoms. We see that the slow crossover is a result of the new method's reliance on FFT's.
Calculations on large systems increasingly take advantage of massively parallel computer architectures. Since our method for computing the nonlocal energy consists of computational elements common to other parts of PWPP codes ͑e.g., summation loops and FFT's͒, its parallelization ͑whether by k points, bands, plane waves, or a combination͒ should require little additional coding effort.
In this article we have demonstrated that calculations involving separable, nonlocal pseudopotentials can be per- formed in reciprocal space in O(N a 2 log 2 N a ) steps, instead of the O(N a 3 ) steps required in the conventional procedure. This new procedure results from a judicious rearrangement of the sums involved in calculation of the nonlocal part of the total energy and its derivatives, and therefore introduces no new errors or approximations. The crossover system size at which the present method becomes faster than the conventional method is several hundred atoms, which is at the frontier of current pseudopotential-based total-energy methods. 
