parameters, to fit the experimental spectrum and thus to improve the potential. Given a potential energy surface, the calculation of the spectra involves two steps: first, one has to calculate the bound states (and sometimes resonances) of the van der Waals complex; next one has t o compute the intensities of the transitions between these states from their wave functions and dipole (for emission or absorption spectra) or polarizability function (for Raman spectra). We concentrate on the calculation of the vibration-rotation-tunneling (VRT) states from a given potential surface, i.e. on the nuclear motion problem, the second step in the Born-Oppenheimer approximation.
In van der Waals complexes there is, by definition, a hierarchy in the nuclear motions. Within the stable, chemically bound molecules that constitute such a complex, the atoms (nuclei) vibrate fast. The motions of the molecules in the complex, against the weak van der Waals forces (or the somewhat stronger hydrogen bonding) that hold it together, are much slower. This allows another Born-Oppenheimer-like separation between the intramolecular vibrations and the intermolecular motions. The latter usually have large amplitudes and, since there are often multiple minima in the potential surface with only low barriers between them, the intermolecular "vibrations" may look more like hindered rotations or tunneling motions. In practically all cases there is a strong coupling between the different intermolecular degrees of freedom. Sometimes, the stable molecules that constitute the complex are flexible. In that case, some of the intramolecular modes may have low frequencies and large amplitudes as well, and will couple strongly to the intermolecular or van der Waals modes. In the Born-Oppenheimer-like separation of the intra-and intermolecular modes they may have to be included with the latter. It will be clear from this description that the more or less standard methods, based on the harmonic oscillator/ rigid rotor model with (perturbation) corrections, which are used to study the rovibrational spectra of nearly rigid molecule^^-^ are not applicable to the intermolecular modes in van der Waals complexes. A new set of methods especially designed to compute the VRT states of van der Waals molecules is, and is still being, developed. These methods have much in common with the quantum theory of molecule scattering. This is natural since the scattering states of a pair of molecules are in fact the continuum states of a van der Waals molecule. In the present paper we describe these methods and illustrate their application on several examples. This paper is organized as follows. First we discuss the different choices of coordinate systems that are being used in the study of van der Waals molecules and give the corresponding kinetic energy expressions. The derivations of these expressions are outlined in Appendix A. We then discuss the analytic forms of the intermolecular potential energy surfaces. Since heavy emphasis will be on fits in terms of Legendre functions and their more-dimensional generalizations, we summarize the more important facts of the spherical functions in Appendix B. Given the Hamiltonians, we go on to discuss how to obtain their eigenstates. From the eigenstates we may obtain dimer properties and transition intensities. This is the topic of the next section. Permutation-inversion symmetry plays an important role in van der Waals molecules, which are highly nonrigid. We touch briefly on this subject, and in Appendix C we go deeper into this aspect of the theory. The next section is devoted to concrete results of calculations and their comparison with experiment. As examples we discuss the argon atom in interaction with Hz, NH3, HzO, and benzene. We look a t He-HF and finally at the strange case of the ammonia dimer.
I/. The Calculation of VRT States and Spectra

A. Choice of Coordinates
The development of an optimum strategy for the calculation of the bound (and scattering) states of a van der Waals molecule begins with the choice of coordinates. The nature of the motions in such a complex implies that one has to use mostly curvilinear coordinates. If the monomers in the weakly bound complex are considered to be rigid, then this follows immediately from this constraint. But, even if the monomers are not frozen, it is better t o use curvilinear coordinates, in order to achieve the best separability between the internal motions of the monomers and the van der Waals motions. For the fast vibrations of the nearly rigid monomers it is customary to use the standard (harmonic) normal coordinates. These are linear combinations of the (mass weighted) atomic displacements that satisfy the Eckart conditions. Their coefficients might be determined by the standard Wilson GF-matrix A natural choice of van der Waals coordinates in a dimer is given by the distance R between the centers of mass of the monomers A and Spectra from Intermolecular Potentials B and the Euler angles (A = (4,4,6A,VA) and ( B = (4B,&,qB) that define the orientations of the Eckart frames on the monomers. These Euler angles may be defined with respect to a laboratory (or spacefixed) frame or with respect to a frame that is somehow embedded in the dimer. The latter has advantages if one tries to separate the "Vibrations" of the dimer, Le. its internal (van der Waals) motions, from its overall rotations. This separation of vibrations and rotations always involves an approximation, even in the case of nearly rigid molecules. For a highly nonrigid van der Waals complex there will be strong vibration-rotation coupling. Still, in calculations it may be advantageous to introduce this separation in first instance, and then to include the coupling terms in the second step. We will return to this point later, when we discuss the dimer Hamiltonians. It will be explained that the optimum choice of the angular coordinates is in fact determined by some characteristic properties of the system at hand, such as the rotational constants of the monomers and the anisotropy of the intermolecular potential. These properties determine already to some extent the kind of VRT motions in the complex, the approximate constants of the motion and, thereby, the coordinates that achieve the best separability. It may occur that the rotations of the monomers are strongly hindered in some directions and less in others, so that the van der Waals motions follow certain (curved) pathways. In such a case one can introduce special curvilinear coordinates that describe the motions along these pathways and the motions orthogonal to them. Examples are given by the semirigid bender coordinates in the HF dimer4 and the specific tunneling pathways in the H20 dimer.5,6 Also it may happen that certain intramolecular motions are relatively easy so that they lead to observable tunneling splittings and coupling to the van der Waals motions. An example of this is the umbrella inversion tunneling in NH3, which occurs also (but more or less hindered) in van der Waals complexes such as A~-N H S~-~ and NH3-NH3.10-12 These examples will be treated in section 111 . An additional curvilinear coordinate in that case is the NH3 umbrella angle; in the calculationsg this coordinate is treated along with the intermolecular coordinates.
Chemical Reviews, 1994, Vol. 94 , No. 7 1933 dependence on the intramonomer coordinates is to assume that the monomers are rigid, and even this seemingly crude model works well in many cases, especially if one adopts the vibrationally averaged geometries of the nearly rigid monomers, instead of their equilibrium geometries. And, in the treatment of the example Ar-NH3 in section 111, we will discuss how to reintroduce a monomer coordinate that corresponds to a large amplitude motion.
The kinetic energy expression for a set of general curvilinear coordinates qi has been given by Podolsky,14 see also ref 15,
B. The Hamiltonian, Kinetic Energy Expressions
Even when we choose a set of intramolecular and intermolecular coordinates as described in section II.A, the nuclear motion Hamiltonian in a van der Waals complex depends on both. In this review we will not explicitly write its dependence on the intramolecular (normal) coordinates of the nearly rigid monomers. If one assumes the standard Eckart or Watson forms3J3 of the Hamiltonians for these monomers, then it is easy, if necessary, to reintroduce the intramonomer coordinates into the Hamiltonian of the complex. Often one may get rid of the intramonomer coordinates by averaging the Hamiltonian of the complex over a given vibrational state of each monomer, as the monomer vibrations are usually faster by 1 or 2 orders of magnitude than the van der Waals motions. The simplest way to avoid the 
and cf. eqs A54, A39, and A56. AX, Bx, and CX are the rotational constants of monomer X, the jiF are the usual monomer angular momentum operators given in eq A52, is the dimer reduced mass, and ZSF is the end-over-end angular momentum operator. Although this choice of SF coordinates leads to the simplest kinetic energy expression, the problem is that the intermolecular potential is not easily expressed in these coordinates. Instead, the potential is naturally dependent on the internal angles of the complex, i.e the angles that-relate the monomer orientations to the dimer axis R. These are the Euler angles in the embedded dimer frame of Appendix A. 4 . Still, it may be advantageous, when the end-overend rotational constant ( 2 ,~&~) -~ of the dimer is large in comparison with the strength of the anisotropy in the intermolecular potential, to use the space-fixed coordinates that lead to eqs 2-4. This situation is called coupling case ( a ) in the early paper on van der Waals molecules by Bratoz and Martin16 and case 1 in a review by Hutson.17 It corresponds to the nearly free rotation of the monomers in the complex. In other words, the monomer rotational quantum num-bers (e.g. j~ and j~ in the case of linear molecules) and the end-over-end angular momentum I are nearly good quantum numbers to describe the dimer states. The price one has to pay when using these SF coordinates is that the intermolecular potential has to be expressed in a specific analytic form, in terms of the Euler angles ciF and cy of Appendix A.4 , and then to be transformed to an expression in terms of the angles E and gF. This will be discussed in section 1I.C. In practice this coupling case arises only for H2, HD, or D2 containing van der Waals complexes.
In most other cases it is convenient to use the dimer-embedded frame of Appendix A. 4 . The expression of the potential causes no problems then, and the kinetic energy operator reads where J is the total angular momentum of the dimer, (JSFI2 is given by eq A80 and is related to 3 via eq A79. This expression has been derived from eqs 2-4 by Brocks et aZ.18 with the use of chain rules. An alternative derivation is given in Appendix A. 4 . At first sight it seems that one may simply obtain eq 5 by introducing the dimer (BF) frame and substituting (ZBF)2 = (J -j A -j~) ( J -jA -j~) into eq 4. This is unusual and which do not obey the standard, eq A30, or even the so-called anomalous,22 eq A37, commutation relations. It implies that one must accept without proof that J acts in the usual manner on rotation functions, but, as was shown by Brocks et aZ.18 and in Appendix B this only holds for a specific choice of basis and is not true in general. The dimer frame of Appendix A.4 is embedded by using only two extqnal Euler angles: the polar angles of the vector R. It is shown in the Appendix of ref 18 how to introduce the third external Euler angle as an embedding angle. The resulting kinetic energy expression becomes rather complicated, however, and it has the drawback that, in the case of identical monomers A and B, the interchange symmetry is no longer explicitly visible. Moreover, the resulting G tensor becomes singular for linear configurations of the dimer. Yet, in certain cases it may be useful to apply this form.
For dimers that consist of a rather large nonlinear molecule and an atom, such as b e n~e n e -A r~~3~~ it may be advantageous to use an Eckart frame which is embedded in the molecule. The corresponding van der Waals coordinates are CA = (f#JA,OA,+A), the Euler angles that describe the orientation of the moleculeembedded frame with respect to a space-fured frame, and the Cartesian or polar components of the vector 5 E a with respect to the molecule frame. If one prefers to use still other coordinates to describe the motions in van der Waals complexes, one has to derive the metric tensor that corresponds to these coordinates and, according to the recipe of Appendix A, to substitute this tensor into the Podolsky formula for the kinetic energy. The same prescription can be followed if one wishes to include specific internal motions in flexible monomers, or if one considers van der Waals complexes consisting of more than two monomers.
C. (A6 Initio) Intermolecular Potentials, Representations
Since there are several in this issue which deal with the ab initio calculation of intermolecular potentials, we will not discuss this problem in our contribution. Let us just mention that these computations can be divided in two categories: they are based on the supermolecule approach or on symmetry-adapted perturbation theory (SAP"). Both methods have already shown to be able to yield accurate potentials for (small) van der Waals dimers. We have some preference for the SAPT a p p r o a~h ,~~p~~-~~ because it gives directly the individual contributions to the potential. Its accuracy is achieved by a well-balanced inclusion of the (intraand intermonomer) electron correlation in these contributions. Moreover, the knowledge of the individual short-range and long-range terms makes it easier to obtain accurate analytical fits of the potential surface. This, in turn, greatly facilitates the calculation of the VRT states. It is relevant, in this respect, that, because of the occurrence of multiple minima in the potentials of most van der Waals molecules, and due to the floppiness of these systems, the calculation of the VRT states usually requires the knowledge of the complete potential surface. Later in this section we will make some comments on the various possible ways to represent the potential, which depend on the strategy that is chosen to calculate the VRT states. First, we want to mention the spherical expansion of the intermolecular potential for a dimer.35 This expansion is a generalization of the well-known Legendre expansion17 for atom-diatom systems or the expansion in spherical harmonics7 for atom-(nonlinear) molecule dimers. In its most general form it is expressed in the Euler angles E and gF of the monomers and the polar angles f2 = @,a) with respect to a space-fixed frame
The orthogonal set of angular functions, labeled by uIA1(R) which are thus obtained define the potential, both with respect to the BF frame, via eqs 7 and 9, and with respect to the SF frame, via eqs 7 and 8. The transition from eq 9 to eq 8 is in fact the most general way to describe the transformation of a potential from BF coordinates to SF coordinates. For the Legendre expansion in atom-diatom systems this transformation is described in refs 17 and 20. Also in practical calculations of the VRT states of a van der Waals dimer the spherical expansion of the potential may be very convenient. If the angular basis in such calculations is chosen as (coupled) products of monomer and overall rotor functions, all the angular integrals in the matrix elements of the potential are just 3n-j symbols, see section 1I.D. For the same reason the spherical expansion is used in most scattering calculations. Only when the potential is too strongly anisotropic this procedure becomes inefficient, since one needs too many terms in the spherical expansion and too large a basis.
We can also explain now why in most cases the use of BF coordinates is the most convenient. As it follows from the relation MB = -MA in eq 9 and from the definition of the Wigner D functions in eq B1, the intermolecular potential depends only on the difference angle 4~ -@A, not on @A itself. Hence, in the BF angular basis of eq B18, functions with different K are not mixed by the potential. Offdiagonal matrix elements between such functions are given only by the Coriolis terms f j~ -t j~) . J / ( p~&~) in the BF kinetic energy operator, eq 5. In practically all cases (except for Hz containing dimers or very high values of J), these terms are much smaller than the anisotropy of the potential. This anisotropy is dominated by the leading terms u { A~( R )
with
In all these cases K, which is the eigenvalue of both J, and j , in Appendix A.4, is a nearly good quantum number in the dimer. These cases are treated as coupling case ( b ) by Bratoz and Martin16 and as cases 2 and 3 by Hutson.17 Even when the complex becomes nearly rigid, K is still a good quantum number in many van der Waals dimers, because such dimers are often prolate near-symmetric tops due to the relatively large van der Waals bonding distance R. Coupling case ( c ) of Bratoz and Martin16 is not explicitly treated here, since this is the case where a van der Waals dimer is considered as a nearly rigid molecule to which the standard formalism for vibrations and r~t a t i o n s l -~ can be applied. One must be careful, however, because the vibrations in van der Waals molecules have large amplitudes and rotation-vibration coupling is strong, so that the usual perturbation expansions for the effects of anharmonicity and rotation-vibration coupling may not converge. Still, in some cases like Arbenzene (see section 1II.D) one may use the harmonic oscillator-rigid rotor quantum numbers to label the (lowest) VRT states. At the end of this section, we make some observations regarding other, analytic or discrete, representations of the potential. (-B. .r.,) 1J V -C u r~-~. A conceptual advantage of atom-atom potentials is that they also model the dependence of the intermolecular potential on the intramolecular degrees of freedom. In the standard applications of this model it is assumed that the atom-atom potentials are isotropic, which is a serious limit on its accuracy. In few cases, anisotropic atom-atom potentials have been i n t r o d~c e d . ~~ Another manner to represent the anisotropy of the intermolecular potential is to choose a parametrized R-dependent form with parameters that depend on the orientations of the molecules. An example is the Lennard-Jones potential with the parameters E and R, depending on the Euler angles CA and 5 '~.~~ In potentials that are used especially to fit the spectra of van der Waals molecule^,^^-^^ the short-range repulsion is modeled by
(13)
and the long-range electrostatic, induction, and dis- ,[B) of eq 9. The actual fitting parameters are the coefficients in these expansions. So these occur in the potential in a highly nonlinear way. This procedure is chosen to reduce the number of fitting parameters and to avoid a high correlation between them.
D. Methods for the Calculation of VRT States
The methods developed to calculate the VRT states in van der Waals molecules can be divided into two classes: variational and nonvariational. In variational methods one has to choose a basis, the form of which, of course, will depend on the choice of the (intermolecular) coordinates, see Section IIA. With the space-fured coordinates, for instance, the basis for a dimer consisting of two arbitrary nonlinear molecules can be written as cf. eq B15. The angular momentum coupling in this basis, by means of the Clebsch-Gordan coefficients (j1ml&m2/jm), takes already into account that the total angular momentum J and its space-fured z component M are exact quantum numbers, see Appendix B. For the radial basis Q,(R) one uses analytic functions, such as the associated Laguerre functions4' which resemble the eigenfunctions of a Morse oscillator, or distributed G a u s s i a n~,~~,~~ or numerical functions defined on a grid of R points. If the intermolecular potential is just weakly anisotropic, a convenient numerical basis may be obtained by solving the one-dimensional Schrodinger equation with the isotropic potential and the radial terms in the kinetic energy. If, on the other hand, the dimer potential has a deep well at a certain orientation of the monomers, one may solve the one-dimensional equation with the R-dependent potential at fured angles SA and CB. expanding the potential as in eqs 7 and 9, the potential matrix elements over the BF basis in eq 16 are ( n ' j a , k ' A j ' B , k ' B j b B~K ' ; J , M I V l n j A , k A j B , k B j m~, J~ = remember that it is necessary to generate also numerical basis functions that represent the continuum (for instance, by enclosing the system in a spherical box with finite or infinite walls), otherwise the set of functions @,(R) is not complete. A similar procedure, i.e. the solution of an effective onedimensional radial Schrodinger equation, has also been usedlO with the analytic radial basis sets. The eigenvectors from the secular equation for the onedimensional problem can be used as contraction coefficients for the radial basis functions in the full problem.
In the case of somewhat stronger anisotropy it is more natural (because of the nearly conserved quantum number K, see section II.C), and also more convenient, to use the BF basis It is shown in Appendix B that, for fixed jA, k A , jB, kB,jm, J , M , and K running from -min(Jjm) to + min(Jjm) the BF basis in eq 16 spans the same space as the SF basis in eq 15 with 1 running from IJjml to J + j m . So the final VRT states will be the same in both bases.
In the SF coordinate system one has to use the kinetic energy operator of eq 2. The monomer terms, TA and TB in eq 3, act on the functions DekA(s",")* and D?;,(g)* and they yield the standard rigid rotor e x p r e s s i~n s .~~~~ For example, for symmetric tops with AX = BX the operator TX is diagonal, with eigenvalues A X~~J X + 1) + (CX -Ax)k?. Since the basis functions in eq 15 are eigenfunctions of (ZSFI2, with eigenvalue Z(l + 11, the dimer term TAB in eq 4 is diagonal in the angular basis. If the potential is expanded as in eqs 7 and 8, its matrix elements are (n'~A,k'A~B,k'Bj'm,l';J,Ml VlnjA,kAjB,kB,k,,z;J,M) = where the expressions in large braces are 6 -j and 9 -j symbols,36 respectively.
In the two-rotor BF coordinate system one should use the kinetic energy operator of eq 5 . The monomer terms TA and TB yield the same standard rigid rotor Besides the fact that it gives a very simple kinetic energy expression and angular integrals over the potential which are just 3n -j coefficients, the use of the free rotor functions in the basis has another advantage. It does not introduce any bias for specific orientations of the monomers in the complex; these are free to find their most favorable orientational wave functions, depending on the barriers in the potential surface. Often, in van der Waals complexes, the orientations of the monomers are quite different in different VRT states.
When the monomers in a van der Waals complex are strongly aspherical (very long or flat) and are larger than the van der Waals bonding distance, the potential becomes too strongly anisotropic and the use of the free rotor basis is no longer appropriate. A border case is A r -b e n~e n e ,~~ where the spherical expansion of the potential needs terms up to L g = 36 and the convergence of the VRT states requires angular basis functions as high asj, = 27. Other types of basis functions have to be applied in such cases, and it may be better to use other coordinates too. For atom-molecule systems, the BF frame may be embedded in the molecule, see Appendix A.3 , which leads to the kinetic energy expression of eq 6. Instead of polar coordinates for the vector R, it is advantageous to use its Cartesian components R = (x,y,z) and to apply a product basis of harmonic oscillator functions Hk(x)Hl(y)Hm(z), centered at the equilibrium position Re = (xe,ye,ze). Or, if the atom is assumed to be less well localized, one could use a basis of distributed G a u~s i a n s . ~~ 
it is still possible to evaluate all the kinetic energy matrix elements analytically. For the matrix elements of the potential V(xy,z) over the harmonic oscillator basis it is appropriate to use GaussHermite-type quadrature37 with the same center and scaling as the basis functions Hdx), Hl(r), and Hm(z).
This procedure works well, even if the molecule becomes as large as fluorene.23 In other systems, e g . the van der Waals trimer Ar-Ar-HC1,21 one has proposed to combine the different types of analytical basis functions for the different intermolecular coordinates. This depends on the expected degree of localization in these coordinates.
Let us now discuss some nonvariational methods. The traditional nonvariational method to obtain the bound states of van der Waals dimers is the closecoupling method, as implemented for scattering calculation^.^^^^^ The angular basis functions used in such calculations are the same as in eq 15, for SF coordinates, and eq 16, for BF coordinates. The angular matrix elements are the same as in eqs 17 and 18, respectively. The radial functions are not expanded in a basis, however, but they are written as the R-dependent "coefficients" in the expansion of the exact wave function in the complete set of angular (channel) functions. When this expansion is substituted into the Schrodinger equation one obtains a set of coupled differential equations for the radial functions of the different ~hanne1s.l~ In practice, this set is truncated, of course. The coupled with the N x N transformation matrix T given by
(23)
The theory of orthogonal polynomials tells us that the integrals over products of these polynomials are evaluated exactly by the corresponding Gaussian quadrature. As a result we find that T is orthogonal N-dimensional basis: Y(x) = C,q,(x>C,. The Schrodinger equation is required to be satisfied exactly, for N points xi in the coordinate space. 74 For a basis q, of orthogonal polynomials with the associated quadrature points xi, this method can be easily related to the DVR described earlier. In the DVR method, it is only the potential energy matrix which is assumed to be approximated by numerical quadrature. This matrix can then be evaluated in the grid basis. The kinetic energy is evaluated in the analytic basis q, and then transformed to the grid basis yji by multiplication with TT from the left and with T from the right. In the collocation method the complete Hamiltonian matrix H,, is approximated by numerical quadrature. We define an alternative grid basis yj'i = V~W~"~. Just as yji, the ith element of this basis vanishes at all grid points except xi, cfi eq 25, but its value at this grid point is w;'. The basis q'i is obtained from the analytic basis qn by transformation with T' = W-l'z, where W is the diagonal matrix with elements equal to the weights wi. The matrix (TIT is just the "overlap" matrix in the collocation equation, eq 28, and it is not difficult to show now that eq 28 can be obtained from the " The essential assumption in the DVR method38,52*65
is that the potential energy matrix elements can be approximated by the corresponding quadrature formula (26) k Then, with the use of eq 25, it is easy to show that the potential becomes diagonal in the grid basis
(27)
It is readily demonstrated that the transformation to the analytic basis, see eq 22, would recover the normal quadrature formula, eq 26. In reality, it is more advantageous to keep the potential matrix diagonal, however. The kinetic energy matrix is calculated with the analytic basis q,(x) (if this basis is conveniently chosen it may even be diagonal), transformed to the grid basis by multiplication with
TT from the left and with T from the right, and then added to the potential matrix. This route is preferable because, in multidimensional systems, the kinetic energy is better separable. In Cartesian coordinates it separates exactly; in curvilinear coordinates the kinetic energy matrix retains a relatively simple structure too. Moreover, it stays sparse. In applying DVR to multidimensional systems it is most common to use a direct product basis, and a direct product of quadrature grids in the individual coordinates. Improvements of this scheme have been proposed recently.72 Or, one may use discrete representations in some coordinates and analytic bases in others. For instance, in atom-diatom systems the DVR in the angular coordinate-with Legendre functions Pl(cos 0) as the basis and Gauss-Legendre quadrature for cos 8-has been ~o m b i n e d~~,~~ with a basis of distributed Gaussians for the radial coordinate R. DVR is not a variational method: due to the approximation of the potential matrix elements by the quadrature formula the lowest DVR eigenvalue is not necessarily an upper bound to the exact ground state energy.
A closely related nonvariational method is the collocation In this method the exact wave function is expanded in a finite (analytic) not the most efficient from the computational point of view. If the diagonalization of the H matrix is the most time-consuming step (as it is in most calculations, even with the variational methods), the time gained by the easier construction of the matrix is more than lost by the slower diagonalization of a nonsparse, nonsymmetric matrix.
A common property of all basis set and discrete representation methods is that, finally, one has to solve the (symmetric or nonsymmetric) matrix eigenvalue problem. Standard library routines are available for this purpose. If the basis becomes too large to store the Hamiltonian matrix in the computer memory, one may also use a different type of iterative procedure, such as the L a n c~o s~~,~~ or D a v i d~o n~~ algorithm. If the system has many degrees of freedom, or if the construction and diagonalization of the H matrix has to be repeated many times in the process of improving the potential by fitting the experimental spectrum, it is desirable to reduce the size of the basis. Early work in this dire~tion'~ used BOARS: the Born-Oppenheimer (or adiabatic) separation of the angular and radial motion. More recently, it has become common practice to use (sequential) adiabatic reduction method^:^^,^^ one or more coordinates are clamped and the eigenvalue problem is solved for the remaining degrees of freedom. The eigenvalues, for different values of the clamped coordinates, form the effective potentials for the second step in the calculation. Adiabatic (or quasiadiabatic) reduction implies that in this second step, which yields the final wave function, one uses a truncated set of eigenfunctions from the first step. In multidimensional systems this procedure may be followed sequentially, in the different coordinates. It is easily implemented in DVR methods, which already use a finite grid representation for some of the coordinates. But, as we have been seen in the treatment of the off-diagonal Coriolis coupling in the scheme with the BF free rotor basis, similar simplifications can be achieved in other methods.
We end this discussion of methods for the calculation of the VRT states of van der Waals molecules by briefly mentioning the quantum Monte Carlo method. The variational Monte Carlo p r~c e d u r e ,~~,~~ in essence, is a method for the numerical computation of the multidimensional integrals of the Hamiltonian over a trial wave function. So, the accuracy of this method is limited by the trial function chosen. The Green's h c t i o n or diffusional Monte Carlo methods0t8' is very powerful, however, and it will converge to the exact quantum states of the system. In its "standard" version, which converges to the ground state, it has been applied to several van der Waals complexes including even multiple monomers.80,82 Also excited states can be studied, if they have a different symmetry from the ground state, so that their nodal planes are fixed, or if one applies the following adiabatic separation scheme?' A special coordinate in which the wave hnction is expected to have a node is clamped (at different values) and the Monte Carlo method is applied to the remaining degrees of freedom. The Schrodinger equation for the special coordinate is solved in the traditional manner (numerically or in a basis) with the effective potential van der Avoird et al.
given by the energies from the Monte Carlo calculations. This adiabatic separation involves an approximation, however, and it may be difficult to define the special (curvilinear) coordinate beforehand.
A new, "correlation function" quantum Monte Carlo method which, by the use of the operator exp(-tH), will converge directly to vibrationally excited states (at the expense of a higher computational cost), has been devised also, 83 but not yet applied to van der Waals molecules. For a more detailed description of these Monte Carlo methods we refer to the papers mentioned in this paragraph.
E. Properties, Transitions, and Intensities
Most of the methods used for the calculation of the VRT states yield explicitly the wave functions of these states. It becomes relatively easy, then, to compute the different measurable properties and to evaluate the intensities of the transitions observed in spectra. The (infrared) absorption coefficient for the transition between two thermally populated VRT levels (i,J) and (z',J') is given byS4
where E~, J is the energy of the VRT state (i,J) and 2 is the partition function The angular functions B{*pm must transform as a vector quantity. In terms of the space-fured orientation angles eF and eF and end-over-end angles l?
they read If the monomers have large dipole moments, the infrared transitions are strongly determined by these, and the corresponding coefficients in eq 35 become simply For the most common cases of a dipole moment induced by a monopole (charge), dipole, or quadrupole through the normal dipole polarizability we have listed the numerical values of the coefficients in Table 2 strengths, eq 31, are calculated in the BF basis of eq 16 by the use of eqs 35 and 36 for the dipole moment, the computation of the radial integrals over eqs 39 and 40, and the evaluation of the angular integrals in terms of 3n -j symbols. Again, the result is similar to the expression, eq 18, for the potential matrix elements, but slightly more complicated. For other (tensorial) properties, such as the polarizability function needed for the calculation of Raman intensities, it is easy now to write similar expressions.
As the van der Waals or hydrogen bonds are weak, the transitions between different VRT levels in a van der Waals complex are observed in the far-infrared, typically below 200 cm-l. They may also be seen in the mid-or near-infrared, however, or even in visible or W spectra, if they occur simultaneously with vibrational or electronic transitions in the monomers. van der Waals complexes are formed in relatively high concentrations during the expansion of a supersonic nozzle beam; the use of such beams for spectroscopy has two other important advantages. First, when the spectra are taken somewhat downstream from the expansion, they are practically free of collision and Doppler broadening. The spectral resolution can be enormously increased, so that the individual rotational J -J' transitions are resolved, even for rather large complexes. This yields a wealth of detailed and accurate i n f o r m a t i~n .~~~~-~~ Second, the molecules have become very cold, typically a few degrees Kelvin. Only some J levels of the ground state are populated, which leads to simple spectra that can be (relatively) easily interpreted. Also the calculation of such spectra from the VRT states presents no special problems, once the wave functions of these states are
In gas phase spectra higher states are populated too, which causes a multitude of hot bands. In combination with the lower resolution this leads to very complex spectra, with composite, overlapping b a n d~.~~-' O~ Also the computation of such spectra from the VRT states becomes a major task.88J04J05
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F. Symmetry Aspects
In "normal" nearly rigid molecules it is customary to use the point group of the equilibrium structure t o classify the vibrations and the electronic states. This is just an approximate symmetry, however. In van der Waals molecules with multiple minima in the potential surface and large amplitude vibrations it is no longer valid. The symmetry group of such molecules contains (i) permutations of identical nuclei, (ii) space inversion, and (iii) products of i and ii. Usually not all permutation inversions (PI'S) are physically meaningful in the sense that they give rise to observable splittings; one only has to consider the s o -~a l l e d~~~J~~ feasible PI'S. There are two kinds of these. The first kind is equivalent to a rotation of the (rigid) complex in isotropic space. In this case no energy barrier has to be surmounted. The second kind of feasible PI'S requires the tunneling through some barrier, deforming the complex to another equivalent structure that is distinguished from the earlier structure by the change in one or more internal coordinates. It is very hard t o predict a priori if an operation of the second kind is feasible. Detailed experiments or elaborate calculations are required to do so. Furthermore, whether or not an operation is considered to be feasible depends on the resolution of the measuring device.
The application of the molecular symmetry group, i.e. the group of all feasible PI's, is treated in several t e x t b o o k~.~~~J~~ In Appendix C we have shown, for the various coordinate systems commonly used in van der Waals molecules, how to derive the action of the PI's on the coordinates. The action on the different basis functions then follows rather easily from the well-known analytic properties of these functions, see Table 1 . In SF coordinates this derivation is rather trivial, and not much can be learned from it, since it is not possible in these coordinates to separate the overall rotations of the complex from its internal motions. With the use of BF coordinates such a separation is possible, although approximate. The action of the PI's becomes more complicated: each PI corresponds with an "equivalent rotation" of the BF framelos and a transformation of the internal coordinates of the complex. If the complex is nearly rigid and has a single equilibrium structure, the PI group contains just the operations of the first kind and it is isomorphic to the point group of the equilibrium structure. The action of the PI's on the internal coordinates is equivalent to that of the point group operations on the small vibrational displacements. It is the additional PI'S, of the second kind, which make the VRT states of van der Waals molecules so interesting, however.
The PI group symmetry can be used for different purposes. In the calculation of the VRT states, the adaptation of the basis to the irreducible representation (irreps) of the PI group leads to a separation of the Hamiltonian matrix into smaller blocks. In some examples, such as (NH3)2,1° this simplification was essential to make the calculations practically feasible. Also the VRT states are symmetry adapted and, since the dipole operator is invariant under all permutations of identical nuclei and antisymmetric under space inversion E*, this causes the (exact) selection rules. Further, approximate selection rules may be derived as well, by considering the separate PI group adaptation of the overall rotation functions and of the internal VRT wave functions. For this purpose, the components of the dipole operator should be expressed with respect to the BF frame, as in eq 35. The PI group symmetry of the "parallel" and "perpendicular" dipole components follows easily from the transformation properties of the coordinates.
Finally, we note that also the nuclear spin eigenfunctions must be adapted to the permutations of (all) identical nuclei. The spin functions are invariant under space inversion. Since the nuclei are bosons (for integer I ) or fermions (for half-integer I), it follows from the Pauli principle that the spatial wave functions of the VRT states are explicitly related, through their permutation symmetry, to the occurrence of specific nuclear spin quantum numbers. It is this relation that determines the nuclear spin statistical weightlo8 of each VRT level. For the vibrational spectra of nearly rigid molecules this is not relevant, but for floppy van der Waals molecules the permutation symmetry of the VRT states will strongly affect the spectra. So, the spectra that pertain to the different nuclear spin species will be rather different. As, practically always, the various nuclear spin species occur simultaneously, the measured spectra in fact consist of a set of overlapping spectra for all the species. In high-resolution spectra The examples given are by no means complete. We forgo a discussion of the simplest of all van der Waals molecules: the rare gas (Rg) pairs. 113 . Further, we might mention the experimental and theoretical studies of the (HF)2 dimer. This system is a typical example of a diatom-diatom complex, for which the whole trajectory from a b initio calculations of the potential surface to the spectra has been followed. We list only two p a p e r~,~l J l~ which describe the calculation of the spectra from the potential and the comparison with the experimental data. For further information we refer to these papers and the references therein.
it is no problem to separate the individual species and to relate their spectra to the spectra calculated for the corresponding species.
Ill. Comparison with Experimental High-Resolution Spectra, Verification of ab lnitio Poten tials, Semiempirical Potential Fits, Examples
The route from the intermolecular potential to the spectra and vice versa, for which the map has been laid out in the preceding sections, will now be illustrated on several examples. These examples are mostly taken from our own work, as we have illustrative material available for these systems. First, we will describe two atom-diatom complexes, Ar-H2 and He-HF, for which the route has been followed very precisely in both directions: recently calculated ab initio potentials reproduce the spectra with great precision, accurate semiempirical potentials were constructed already some time ago.
Next we discuss two atom-polyatom dimers, Ar-NH3 and Ar-H20, where both directions were taken too, but the anisotropy of the a b initio potential still had to be scaled to get agreement with the spectra. The semiempirical potentials which were obtained from fits to the spectra are probably more accurate, but this is still being established by using them to calculate other observed data (such as state-to-state inelastic scattering cross sections). Higher quality a b initio potentials are now becoming available for these complexes. In the example of Ar-NH3 an internal motion, the NH3 umbrella vibration and inversion, was included in the calculations of the farand mid-infrared spectra.
We then consider systems, some rare gas atomaromatic molecule dimers, for which the use of "scattering" coordinates is better abandoned. This is because, for these large flat molecules, the distance to the rare gas atom is not too large at the van der Waals minimum, but at the same distance and other values of the angles, the atom feels a strong "steric" repulsion. The problem separates much better and is treated more naturally in Cartesian coordinates: z is the height of the rare gas atom above the molecular plane and x and y describe the lateral motions. For such systems, it proved to be convenient to embed the BF frame in the molecule and to use the kinetic energy operator in eq 6.
Finally, as an example of a dimer consisting of two nonlinear molecules, we discuss NH3-NH3. The question whether hydrogen bonding occurs in this complex, and whether the (average) structure found from microwave spectra is significantly different from the (calculated) equilibrium structure, has been subject to much debate. Far-infrared spectra became recently available, but it was not obvious which conclusions regarding the structure and the internal motions of this dimer had to be drawn from the various experimental data. Also the (incomplete) information about the potential surface from different a b initio calculations was partly contradictory. We will show that, with the use of the two-rotor BF coordinates and a sufficiently large basis of symmetrized free-rotor functions, this problem can be solved and these questions can be answered.
A. Ar-H2
The Ar-H2 van der Waals molecule is one of the most thoroughly investigated atom-diatom complexes, and the empirical potential energy surface for this system is probably the most accurately determined of any atom-diatom potentials. One of the earliest studies of the anisotropic interactions in Ar-H2 was the work of Le Roy and van Kranendonk.l15 They derived an anisotropic potential energy surface for Ar-Hz by fitting the potential to the near-infrared spectra of McKellar and Welsh.llG Although these spectra were measured in the gas phase, with very long path cells, the rotational structure could still be resolved because H2 is extremely light. Complementary work was later reported by Dunker and Gordon,85 who also based their fits on the McKellar and Welsh data. In 1980 Le Roy and Carleylg published further improved potentials based on these data. In the 1980s high-resolution near-infrared spectra,l17 hyperfine spectra,l18 and molecular beam differential cross sections11s have been measured. Using these data Le Roy and Hutson120 gave a new multiproperty fitted potential for Ar-Hz. Their final potential fit has been very successful. It reproduces the results of all the measurements to within the experimental error bars, including the data not utilized in the fit. The authors give the value of the potential at the minimum to an astonishing accuracy of four figures, and the free parameters of the potential have uncertainties of about 1%. Very recently McKellar121J22 was able to measure also the far-infrared spectra which correspond to the pure van der Waals transitions, not accompanied by a vibrational excitation of the H2 molecule.
Surprisingly, there is only one, very recent, full a b initio study of the potential and VRT states of this dimer. Williams et aL31 performed symmetry-adapted perturbation theory (SAPT) calculations of the complete (i.e., including variation of the H-H distance) potential energy surface for Ar-H2. For a detailed discussion of the resulting potential we refer the reader to ref 31 . Here, we only want to stress that high-level theory and large spdfgh-symmetry basis sets carefully optimized for intermolecular interac- tions have been used to achieve converged results. For a broad range of the configuration space the SAPT potential agrees to almost two significant digits with the empirical potential of Le Roy and Hutson120 (see Figure 1 ). In particular, at the van der Waals minimum the two potentials agree within 3%.
Although the SAPT potential surface agrees very well with the empirical potentials, its accuracy is better judged by direct comparison with experiment.
The aualitv of the ab initio SAPT ~otentiaPl was ing the observed high-resolution near-and farinfrared spectra of M~Kellar.ll'J~~ Since for Ar-H2 nearly exact calculations of the VRT states can be performed, any discrepancy between the observed and calculated transition frequencies can be attributed to possible deficiencies of the intermolecular potential.
Since the anisotropy in the potential for this system is very weak, relative to the large rotational constant of the HZ subunit, we use the SF coordinates. The kinetic energy operator is given by eqs 2-4 with TA = 0 and TB = C(r)jB2, where C(r) is the rotational constant of HZ which depends on the H-H bond length r. The potential can be expanded as in eq 7; the expansion functions would simply be Legendre functions Pdcos 6,) when expressed in BF coordinates, cf. eqs 9 and 10, but they must be transformed to the SF coordinates, cf. Table 4 we see illustrated that these splittings are very small. This is not surprising in view of the small anisotropy in the potential. In the presentation of the computed transition frequencies we follow the spectroscopic notation which is common for the H2 transitions. The symbols Q(j) and S(j) denote Aj = 0 and Aj = 2 transitions, respectively, that depart from a state j . The change in the vibrational quantum number is indicated by a subscript. For example, Ql(0) stands for a u = 0 -1 transition in para (evenj) hydrogen in which the rotational state does not change. The QJO) transitions probe mainly the isotropic part of the potential and its dependence on the diatom stretching distance. The levels with higherj are also perturbed by the anisotropic part of the potential, so that the QUO') and S,(j) transitions contain information about the anisotropy in the interaction.
In Tables 5 and 6 we present the near-infrared transitions of the Ql(0) and Sl(0) spectra of Ar-Dz.
Note that both upper states are resonances that undergo vibrational predissociation and that the second upper state also decays via internal rotation predissociation. The lifetimes of these compound resonances are so long123J24 that the associated line broadenings have not been observed experimentally and a bound state method can be safely applied. Table 7 gives the far-infrared transitions in the So(0) spectrum of Ar-D2. ( Tables  5-7 shows that the SAPT potentia131 produces very accurately the transition frequencies for both the Ql(0) and S,(O) bands: typical errors are of the order of 0.1 cm-l. This very good agreement between the results of ab initio calculation^^^ and high-resolution mea~urementsll'J~~ suggests that not only the dominant isotropic part of the SAPT p~t e n t i a l ,~~ but also its dependence on the diatom stretching distance and the weak anisotropic term are very accurate.
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B. He-HF
The He-HF complex is very weakly bound and until recently it was investigated only by scattering techniques.lz6Jz7 In 1990 Lovejoy and Nesbitt128 reported the first study of the high-resolution nearinfrared vibration-rotation spectra, corresponding to the simultaneous excitation of the vibration and rotation of HF within the He-HF complex, and of the rotational predissociation.
The few dynamical calculations for this comp l e~~~~-~~~ were based on the ab initio potential of Rodwell et aZ. 131 The most advanced of these studies was reported by Lovejoy and Nesbitt.128 Their calculations of bound and quasibound rovibrational levels and of the line widths revealed that the ab initio potential131 does not correctly reproduce the near-infrared spectrum of the complex. Comparison of the experimental results with the ab initio predictions suggested that the van der Waals well in this potential is 11% too shallow and that its anisotropic terms are 30% too large in the repulsive region. This is not entirely surprising since the potential developed by Rodwell et aZ. follows the "Hartree-Fock plus dispersion' ' and neglects important intramonomer correlation effects. However, by a simple scaling of the long-range dispersion coefficients in this potential Lovejoy and Nesbitt128 were able to obtain an anisotropic potential surface which reproduced all spectroscopic data available for He-HF.
Recently, Moszynski et ~1 .~~ reported a SAF'T calculation of the three-dimensional potential energy surface for the He-HF complex. This potential was represented by an expansion in Legendre polynomials PL(COS OB). The expansion coefficients uL(R,r), calculated for different values of the HF bond length r, were fitted by analytic functions of R which represent the various long-range R-" and short-range (exponential) contributions. Further improvement of the important dispersion term was achieved by the computation of high-quality long-range dispersion coefficients at the same level of electron correlation132-134 in a large spdfg basis set. The SAF'T potential surface is in very good agreement with the semiempirical potential of Lovejoy and Nesbitt128 (see Figure 2) . In ref 34 the SAPT potential was checked by direct comparison with experiment,128 after computation of the near-infrared spectrum and line widths. Here, we present a brief summary of the VRT states and spectrum of He-HF, as calculated with the SAPT33 and semiempirica1128 interaction potentials.
Although the He-HF interaction potential in the region of the van der Waals minimum is only weakly anisotropic, it is most convenient to use the BF coordinates, with the kinetic energy operator given by eq 5 with TA = 0 and TB = C(r)jB2. The Legendre expansion of the potential can be directly used in where i. = (OB,@B) and p is the spectroscopic parity. This parity is related to the conventional parity 0 under space inversion E* as p = ~( --l ) ~. l~~ The potential matrix elements are given by eq 18, with the 9 -j symbol substituted as indicated below this equation and the labels k '~, KA, k~ and k '~, KB, k~ in the 3 -j symbols equal to zero The only truly bound states in He-HF are those e levels which lie below the j = 0 states of the free HF, and since the parity must be conserved, the flevels which lie below t h e j = 1 state of HF. Other states are either so-called "shape" or "orbiting" resonances which dissociate directly by tunneling through the centrifugal barrier, or Feshbach or "compound" reson a n c e~~~ which decay via rotational predissociation. The latter mechanism implies that the energy of the rotational excitation to j = 1 is converted into translation energy of the dissociating fragments. Of Energy Levels (in cm-I) 136 In Table 8 we report the results of bound state and close-coupling calculation^^^ of the energy levels in He-HF obtained from the ab initio potential energy surface.33 As expected, the He-HF complex is very weakly bound. The potential energy surface for u = 0 supports only five bound states: the ground rovibrational state (J = 0) and four rotationally excited levels. The energy levels computed128 from the semiempirical potential are also included in Table 8 The computed transition f r e q~e n c i e s~~ corresponding to the experimentally observed128 Z -P, -ne, and I: -IIf bands are presented in Table 9 . The
SAPT potential surface33 predicts all infrared transitions with errors smaller than 0.1 cm-l. For comparison we also report in Table 9 the transition frequencies computed from the semiempirical potentia1. 128 In general, the ab initio SAPT potential reproduces the experimental data with similar accuracy as the semiempirical potential, which is fitted 1 to these data. Some transition frequencies are predicted even more accurately by the SAPT potential.
For dimers consisting of linear molecules, and in particular for an atom-diatom system (with LA In Table 10 we report the widths of the 2 and ne resonances computed on the ab initio potential. The agreement here is less satisfactory: all computed widths are too large by a factor of 2. This suggests that the small L = 1 anisotropy in the ab initio potential is not correct. To confirm this assumption, the short-range contribution t o the L = 1 angular component of the potential was scaled by a factor of 0.95 and the widths of the 2 and ne resonances were recomputed. The results are given in parentheses in Table 10 . The agreement with the measured line widths128 is very good now: almost all widths computed from the scaled potential agree with the experimental data within the error bars. Also the agreement with the widths computed from the semiempirical potential128 is very satisfactory. It should be noted that this scaling introduces a very 
C. Ar-NH3 and Ar-H20
A considerable amount of high-resolution spectral data is available for both Ar-NH3138-146 and Ar-H2043,44J46-150 in the infrared, far-infrared, and microwave regions. Also the isotopomers Ar-D20 and Ar-HDO have been investigated. Ab initio potentials have been calculated for both dimers by the supermolecule MBPT2 method (second-order manybody perturbation t h e~r y ) , l~l J~~ as well as by an approximate SAPT a p p r~a c h . '~~J~~ The supermolecule r e s~l t s~~' J~~ can only be used for comparison with other ab initio or semiempirical potentials.
They cannot be tested in calculations of the VRT states and spectra, since they did not represent complete potential surfaces, but only some specific cuts. The perturbational a p p r~a c h l~~J~~ used large (spdfg) basis sets and it did produce complete intermolecular potential surfaces. For Ar-NH3 the NH3 umbrella angle was varied too. The potential was represented as the sum of electrostatic, first-order exchange, induction, and dispersion interactions. The electrostatic and first-order exchange interaction was defined by the well-known Heitler-London formula (neglecting intramonomer correlation effects), while the second-order induction and dispersion interactions were calculated as damped multipole expansions. Tang-T~ennies-type~~ damping functions were used to correct the second-order interactions for overlap effects; the damping parameters in these functions were derived from the exponential fits of the first-order exchange repulsion in the HeitlerLondon energy. The permanent multipole moments of the monomers were obtained from SCF calculations, while their static-and frequency-dependent polarizabilities were computed by the time-dependent coupled Hartree-Fock (TDCHF) method, followed by second-order many-body perturbation theory (MBPT) to account for the effects of (true) electron correlat i~n . l~~ Alternative calculations156 were performed for Ar-H20 by the "Hartree-Fock plus damped dispersion'' approach, with the same basis. The resulting potential differed only slightly from the perturbational result. The calculations were performed on a Gauss-Legendre quadrature grid37 of angles OB and Gauss-Chebyshev grid of angles V B , so that the anisotropy of the potential could be expanded in spherical harmonics, cf. eq 10, and the coefficients ULSJR) in the expansion could be directly obtained by numerical integration, cf. eq 11. Analytic fits were made of the short-range (exponential) contributions to these coefficients. The different long-range R-" terms were given automatically in the spherical expansion. 35 The results for Ar-NH3 are shown in Figure 5 .
In the paper on Ar-H20154 it was shown how to transform the anisotropic potential to Ar-D20, i.e. how to correct for the shift of the monomer center of mass. The long-range contributions can be transformed analytically, a numerical transformation procedure was described for the short-range terms. If also the principal inertia axes of a monomer are Chemical Reviews, 1994 rotated by isotope substitution, as in Ar-HDO, it is possible to transform the potential by the use of the well-known rotation properties of spherical harmoni c~.~~ Or, alternatively, one may retain the offdiagonal components of the inertia tensor in the kinetic energy expression.
The calculation of the VRT states and spectra for Ar-NH3 from the ab initio potential153 was described in refs 7-9. Similar calculations were performed for Ar-HzO, Ar-D20, and It was most convenient to use the BF coordinates with the kinetic energy expressed as in eq 5 with TA = 0, the potential expanded as in eq 10 and the basis of eq 16 With& = m A = k A = 0. The inclusion of the monomer umbrella angle 0 I Q I n as a dynamical variable in Ar-NH3 can be based on the existing theory for NH3.3 The principal moments of inertia, which are the inverse of the rotational constants (times h2/2) in the kinetic energy TB of the NH3 monomer are given by The v2 vibrational ground state 0 ' is split by 23.8 GHz = 0.793 cm-l by tunneling through the NH3 inversion barrier,160 and the first excited 1* state splits by 35.8 cm-l. Since the v2 fundamental frequency is about 950 cm-l, the inclusion of other than the 0' basis functions in the calculation of the VRT states has very little e f f e~t .~ In the calculation of the mid-infrared s p e~t r u m~~~J~~ of Ar-NH3, which corresponds to excitation of the v2 mode, the 1* functions must be taken into account. Note, incidentally, that the simple basis functions sin(me) are not orthogonal, since the volume element is g(g)lI2 dg.
The consideration of permutation inversion symmetry is important in these dimers. For Ar-H20 the feasible symmetry operations are (12), the interchange of the two protons, and space inversion, E*. The PI group is isomorphic with the point group CzV and it may be designated as PI(C2,). The VRT states of Ar-HzO with A1 and A2 symmetry correspond to p-HzO, states with 231 and B2 symmetry to o-H~O. Transitions within each dimer species are observed in the spectrum in the weight ratiopara:ortho = 1:3. Since deuterons are bosons, while protons are fermions, the ortho-para classification of the VRT states is reversed in Ar-D20; the weight ratio is ortho:para = 6:3. For Ar-NH3 the symmetry group is PI(C3,) if the NH3 umbrella is considered to be frozen and PI(D3h) if the umbrella inversion is included; see Appendix C. VRT states with A'I and A"1 symmetry are Pauli-forbidden; states with A2 and A 2 symmetry correspond to o-NH3 and states with E and E" symmetry to p-NH3. The observed spectra are superpositions in the ratio ortho:para = 4:2.
In Figures 6 and 7 we illustrate how the rotor states of NH3, with energies Aj(j + 1) + (C -A)K2, which are (2)' + 1)-fold degenerate in the free monomer, are split by the anisotropic potential in Ar-NH3. We observe that the terms with (LB&B) = (1,O) and (3,3) are the dominant anisotropic interaction terms. States with different j and h are mixed by these interactions, but the symmetry restrictions tell us that the ortho states with K = 0 (mod 3) must remain separate from the para states with k = f l (mod 3).
It is typical for a van der Waals complex that the states with different ortholpara symmetry display a completely different VRT level scheme, although they feel the same interaction potential. For normal, nearly rigid molecules such differences are usually not visible in vibrational spectra, only in rotational Figure 8 , parts A-C. The intensity ratios between the P, Q, and R branches in Figure 8 , parts A and B, are mostly determined by the Honl-London fact o r~,~~~ but in Figure 8C they show a typical deviation from these factors. This was found in the experiment142 also. It turned out, however, that the frequencies of the bands resulting from the ab initio potential153 deviate rather strongly from the measured f r e q u e n c i e~. l~~-I~~ The van der Waals stretch frequency which probes the R dependence of (mainly) the isotropic potential was quite realistic, but the "bending" frequencies which correspond to the level splittings by the anisotropic potential, cf. Figures 6 and 7, were completely wrong. Even the order of these hindered rotor levels was incorrect. A simple scaling by a factor of 1.43 of the short-range contribution to the anisotropic expansion coefficient u3,3(R) produced nearly correct splittings; see Figures 6 and 7. Also the calculated intensities (which could only be measured rather crudely142) and quadrupole splittings agree well with experiment then.
Something similar was experienced for Ar-H20 and Ar-D20: the order of the hindered rotor levels from the ab initio potential154 was incorrect. 158 Here, it was not so easy to obtain the correct splittings, however, since many different anisotropic terms in the potential appeared to contribute to these splittings. Several anisotropic coefficients U L~J R ) change sign, just in the range of R where they are probed, i.e. in the well of the isotropic potential uo,o(R). We may conclude that, indeed, the spectra probe the anisotropy of the potential surface very sensitively. The accurate ab initio prediction of this anisotropy, especially for Ar-H20, is a great challenge. Neither the supermolecule MBPTB m e t h~d , l~l J~~ nor the approximate SAPT,153J54 nor the "Hartree-Fock plus damped dispersion '' can meet this challenge. We have seen in sections 1II.A and III.B, however, that considerably more accurate ab initio potentials are now becoming available for atom-diatom systems, both from a more rigorous version of SAFT31p33 and from supermolecule MBPT4 calculations. 161 It will not take much longer before we will see full ab initio potentials of similar accuracy for atom-polyatom systems such as Ar-H20 and Ar-NH3. Rather soon after the measurement of the highresolution spectra, one tried to extract intermolecular potentials directly from these spectra. At first, this was restricted to an effective angular potential surface (see refs 150 and 162 for Ar-H20 and refs 142 and 144 for Ar-NH3) which yields information about the anisotropy of the potential, without specifying at which (in fact, variable) value of R this anisotropy was probed. Cohen and Saykallv3 were the first to obtain a full three-dimensional intermolecular surface for Ar-H20. This surface was improved44 when more spectral data became available.
A similar semiempirical potential surface was recently c o n~t r u c t e d l~~ for Ar-NH3. The potentials used are of the form of eqs 13 and 14; the long-range coefficients C , were partly fixed at the a b initio va1ues,133J53J54 and typically, about 10 nonlinear parameters were varied. The VRT levels were calculated by the collocation method (see section 1I.D) and the parameters were optimized by a nonlinear least-squares fit to the observed transition frequencies.
For Ar-NH3 a very effective, independent test of the accuracy of the intermolecular potential was applied. A state-selected crossed-beam experimenP3 has provided the cross sections for the inelastic collisions in which the rotational ( j , k ) and the umbrella inversion E = f states of NH3 are changed by the anisotropic interaction with the Ar atoms. These scattering cross sections 00'; -j'i,) could be calculated in a full close-coupling ca1c~lation.l~~ Both the experiments and the scattering calculations were performed foro-andp-NH3, at two different collision energies (280 and 485 cm-l). The results obtained from the scaled a b initio potential8 and from the semiempirical potential of Schmuttenmaer et aZ. 145 are given in Tables 11 and 12 , for o-andp-NH3. We observe that the scaled a b initio potential, as well as the semiempirical potential yield very realistic values of the inelastic scattering cross sections. Without the scaling of the anisotropic ~3 , 3 ( R ) term, the cross sections from the a b initio potential were considerably worse. Especially in the case of the semiempirical potential obtained from the spectra, the agreement with the measured scattering cross sections begins to approach the (estimated) experimental accuracy. Hence, we are justified to believe that the semiempirical potential for Ar-NH3145 and also the one for A~-H z O ,~~ are rather accurate.
D. Ar-Benzene
Although the VRT states of Ar-benzene and Artetrazine have been calculated51 by the same approach as described for Ar-HzO and Ar-NH3 in the preceding section, this approach proved to be rather inefficient. The expansion of the (empirical) intermolecular potential in spherical harmonics required very high values of L (up to 36) and the angular basis had to contain Wigner D functions with values of j up to 27. A different embedding of the BF frame (in the molecule rather than along the intermolecular axis, see Appendix A.3) and a different choice of coordinates (the Cartesian components of the vector R, rather than the polar coordinates R,6J,q5) have been proposed.23 The kinetic energy for these coordinates is given by eqs 6 and 19. This approach can be easily applied to even larger atom-aromatic molecule dimers, such as A r -f l~o r e n e~~ and Ar-naphthalene.52 Different basis sets, harmonic oscillator hncti on^,^^,^^ distributed G a u~s i a n s ,~~~ and discrete variable representations (DVR),52 have been implemented in computer programs. Other dimers for which experimental spectra needed interpretation, such as Ar-styrene and Ar-4-fl~orostyrene,'~~ and Ar-2,3-dimethylnaphthalene166 have been studied too, but we will further concentrate on the prototype system Ar-benzene.
The UV spectrum of Ar-benzene has been recorded in such high r e s o l~t i o n l~~-~~~ that the rotational structure in this spectrum could be well resolved. It corresponds to the excitation of the benzene monomer to its lowest excited electronic singlet SI state. The pure SO -S1 transition is dipole forbidden, however.
The (strong) transition which is actually observed is the vibronic 6; transition from the ground SO state to the S1 state with the Y6 vibration excited simultaneously. For Ar-benzene, formed in a cold molecular beam, three different van der Waals transitions were observed, in combination with the 6; transition. Two of these bands, at relative frequencies of 40.1 and 62.9 cm-l, had essentially the same rotational structure as the pure 6; transition. So, the excited VRT states should have A1 symmetry, just as the ground state, and these transitions were assigned170 to the R stretch fundamental, sl , and overtone, s2. This implies a very strong anharmonicity. The third band, at 31.2 cm-l, has a different rotational structure and was tentatively assigned to the bending overtone b2, which has components ofAl and E 2 symmetry. The observed rotational structure of this band could not be understood, though. Further information is available from the microwave which yields the ground state rotational constants, and from stimulated Raman scattering173 which shows an unresolved band at about 33 cm-l.
It followed from the experimental setup that this band corresponds to the same transition, in the SO ground state, as the transition at 31.2 cm-I in the excited 6l state.
An ab initio potential surface for Ar-benzene was available from supermolecule MBF'TB calculations. 174 Another unsolved problem was that the well depth in this potential was 429 cm-l, while the anharmonicity in the assigned s1 and s2 frequencies would not allow a well depth greater than about 150 cm-l. Two different analytic representations were made of this ab initio p0tentia1.l~~ The first is a "global" fit by an atom-atom potential of generalized Lennard-Jones type the second is an expansion in displacements d,, dy, d, about the minimum at Re = (xeje,ze) = (O,O&)
with a "Morse-type" scaling applied to the z coordinate: w = 1 -exp(-ad,). Given these ab initio potentials and the unsolved questions regarding the interpretation of the experimental high-resolution spectrum, it was worthwhile t o undertake a calculation of the VRT states of h-benzene and to study the symmetry-allowed transitions. Such calculations were made by Bludsky et by van der A~o i r d ,~~ and by Faeder.165 Different numerical and analytic bases were used, and the results of Faeder agree very well with those of van der Avoird. The results of Bludsky et aZ. are different, however, although they used the same potential and kinetic energy expression. The energies and some characteristics of the VRT states are listed in Tables 13 and 14 . The two different analytic fits of the same ab initio potential produce somewhat different results. Especially those from the "Morse-type" expansion agree well with the experimental frequencies, if one makes the assignment24 that the band observed at 40.1 cm-I indeed corresponds to the A1 stretch fundamental sl , but that the band at 62.9 cm-l corresponds to the A1 component of the bending overtone b2 and the band at 31 .2 cm-l to the bending fundamental bl of E1 symmetry. Although the s1 and b2 frequencies are rather different, there is strong mixing (Fermi resonance) between these modes; see also Figures 9 and 10. It must be noted here that the calculations were performed on the ground state potential, whereas the experimental spectra probe the intermolecular potential of the vibronically excited 6l state. It can be inferred from the observed rotational constants and from the relatively small red shift of the 6; band in Ar-benzene (with respect to the benzene monomer) that the intermolecular potential is not strongly altered upon 6; excitation. For an analysis of the experimental spectrum it is very important to use the symmetry and to include the vibronic 6; excitation in the selection rules. The symmetry group of the nearly rigid benzene monomer is isomorphic to the point group D6h . If All the appropriate selection rules can be derived then, and it follows that the assigned transitions are indeed allowed. Still, it was expected that the transition to the bl state of E1 symmetry would be extremely weak, since it is forbidden by the FrankCondon principle (ref 176, p 149) . This principle is based on the assumption that the electronic transition dipole moment does not depend on the nuclear displacements and, hence, that simultaneous vibrational excitations are allowed only when the excited vibrational state has A1 symmetry. We shall return to this point below. First, we note that it was possible to explain the complete rotational structure of the band at 31.2 cm-l based on the assignment of ref 24. Apart from the selection rules, one has to take into account that the VRT levels are split by first and higher order Coriolis coupling between the vibronic angular momentum of the monomer 6l state (remember that this state is degenerate with E1 symmetry), the vibrational angular momentum of the bl state of E1 symmetry and the overall rotations (labeled by J&,M). Calculations of the VRT states have recently been performed177 for different J , in which the coupling to the vibronic angular momentum of the benzene 6l state was explicitly included. The perfect agreement with the observed rotational structure of the band at 31.2 cm-l (see Figure 11) confirms without doubt that the assignment of this band to the (parallel) 6ib1 transition must be correct. The fact that this band, in spite of the Frank-Condon principle, has an appreciable intensity, shows that the vibronic 6; transition dipole moment in benzene is influenced rather strongly by the interaction with the Ar atom. More generally, it might be learned from this conclusion that the applicability of such principles, which are usually based on the experience with "normal" nearly rigid molecules, must be reconsidered in van der Waals molecules with their large amplitude motions. Additional calculations were performed177 for the fully deuterated species Ar-CsDs. These calculations reproduce the observed isotope shifts in the van der Waals frequencies. 170 The observed change in the relative intensities of the s1 and b2 bands can be understood from the calculated change in the extent of Fermi resonance between these modes. Note that the b2 overtone steals intensity from the s1 fundamental through this resonance. This is a further confirmation of the assignment proposed in ref 24.
Finally, let us mention that, also via calculations of the VRT levels, an empirical potential has been fitted178 to the spectra. This potential is, rather crudely, represented by a simplified atom-atom model which omits the hydrogens, but the parameters in this model have been optimized such that the measured vibrational frequencies are reproduced. The well depth in the optimized empirical potential is about 400 cm-l, just as in the ab initio potential. Collecting all these experiences, we think that the latter is of fairly good quality. The local "Morse -type" expansion is better in representing the vibrational frequencies, but it lacks some of the anharmonicity, which in the "global" fit gives rise to additional splittings and shifts and to a slight breaking of the cylindrical symmetry in the ( Z J ) directions.
E. NHB-NH~
It is a fact, well-established t h e~r e t i c a l l f l '~~-~~~ and e~p e r i m e n t a l l y , 6 J~~-~~~ that the dimers (HF)2 and (Hz0)2 have a hydrogen-bonded structure. Until 1985 it was generally believed that the ammonia dimer, too, had a "classical" hydrogen-bonded structure with a proton of one monomer pointing to the nitrogen lone pair of the other. In that year Nelson, Fraser, and K.lempererlg3 interpreted their microwave spectra by assuming that the dimer has a nearly cyclic structure in which the two umbrellas are almost antiparallel. This finding was surprising in view of the fact that most ab initio calculationslg4Jg5 predicted the classical, nearly linear, hydrogen-bonded structure. Although the calculations by Sagarik, Ahlrichs, and Brodelg6 seemed to support the nearly cyclic structure, it was convincingly argued laterlg7 that a slight bending of the linear hydrogen bond in these calculations would have favored the classical hydrogen-bonded structure. And, in fact, it was shown in ref 10 that the analytical model potential which Sagarik et aZ. fitted to their ab initio data indeed supports a slightly bent hydrogen-bonded structure as the most stable one. Two of the most recent calculations differ in the prediction of the equilibrium structure: Hassett, Marsden, and Smithlg7 found a hydrogen-bonded structure, whereas Tao and Klempererlg8 found a cyclic structure thanks to the addition of bond functions.
An obvious explanation of the discrepancy between the outcome of most calculations and the microwave data might be found in the effect of vibrational averaging. Whereas the electronic structure calculations focus mainly on finding the minimum of the intermolecular potential, the experiment gave a vibrationally averaged structure. This question was addressed experimentally by Nelson et aZ89J99 by means of various isotope substitutions. From the fact that the relevant intermolecular bond angles hardly change with isotope substitution they conclude that (NH3)2 is fairly rigid and that also its equilibrium structure must be (nearly) cyclic. They supported this latter conclusion by the observation that the dipole moment of (ND&-in which the vibrational averaging effects are expected to be less than in (NH&-is 0.17 D smaller than the value of 0.74 D found for the (NH3)2 dimer. Nelson and co-workers took this as an indication that, indeed, the equilibrium structure is nearly cyclic. Note, parenthetically, that the dipole of the free ammonia is 1.47 D, which means that the sum of the components of the permanent dipoles along the dimer axis in the linear hydrogen-bonded structure is about 2.0 D.
The effects of vibrational averaging have been assessed theoretically in our group by van Bladel et aZ.1° With the use of the model potential of Sagarik et aZ.,lg6 which was the only full potential surface available from ab initio calculations at the time, the six-dimensional Schrodinger equation for the intermolecular motions was solved in a basis of coupled internal rotor functions and Morse-type stretch functions. Although it was found that the vibrationally averaged structure was shifted from the equilibrium hydrogen-bonded structure toward the cyclic geometry, the work did not produce complete reconciliation with the microwave geometry. Further van Bladel et aZ. obtained indirect evidence that the umbrella inversion of the two monomers is not completely quenched, as was assumed by Nelson et aZ.lg3 The latter conclusion was also reached by Loeser et d.," who reported an extensive set of new farinfrared and microwave measurements and gave a very detailed analysis of these-as well as previous200-experimental data. They conclude that the group of feasible operations (permutations, invervan der Avoird et al.
sion and their products, see Appendix C) is of the order 144, which implies that they observed the tunneling splittings associated with the two umbrella inversions and the interchange tunneling in which the role of the two monomers is reversed. The same conclusion was reached by the NijmegerdBonn group,12 on the basis of infraredfar-infrared double-resonance experiments. The latter authors also measured the dipole moment in the IKI = 1 state of G symmetry. 201 Thus, the various experimental approaches present evidence that seems conflicting regarding the rigidity of (NH3)2 and its equilibrium structure. Also the different ab initio calculations lead to different pictures. Multiple d i s~u s s i o n s~~~~~~~~~ have been devoted to this problem.
Recently Olthof et aZ.203-206 presented a more complete theoretical approach. They constructed a family of model potentials with different barriers in the interchange motion and in the hindered rotations of the two NH3 monomers around their C3 axes. For each of these potentials they calculated the sixdimensional vibration-rotation-tunneling (VRT) states and the various transition frequencies that have been observed. For various states they computed the expectation values of the dipole moment and the nuclear quadrupole splittings, which are indicative of the orientations of the NH3 monomers in the complex. By improving the parameters they arrived at a model potential that was able to reproduce all observed splittings with deviations of less than 0.5 cm-'. Also the dipole and the nuclear quadrupole splittings were in good agreement with the observed values, both for (NH3)2 and (ND3)2.
The potentials used by Olthof et aZ. contain the permanent dipole, quadrupole, and octopole moments (calculated at the MBPT2 on the NH3 monomers to model the electrostatic interactions. In Figure 12A a cut through the electrostatic potential energy surface is shown. The angles Ox are the angles of the respective symmetry axes with the vector connecting the mass centers of the monomers. We observe two equivalent minima, both corresponding to a slightly bent hydrogen bridge, separated by an energy barrier. To this the exp-6 site-site potential was added to account for the exchange repulsion and dispersion interactions. The parameters Ai were tuned to give agreement with the observed quantities. By changing these parameters in the exchange repulsion one is able t o alter the shape of the potential surface and, in particular, to vary the barriers to internal rotation and to interchange of the monomers. Since induction effects are not explicitly included and the parameters are adapted to reproduce the experimental data, the potential must be considered as largely empirical. The presence of an octopole is essential, because the dipole and quadrupole of NHB have only axial components and the octopole yields the first contributions to the electrostatic interactions that depend on the directions of the individual N-H bonds. In addition to the Figure 12B , where we see the considerable lowering of the barrier to 7.5 cm-l. Further the minima are shifted somewhat to a cyclic structure (the saddle point of the barrier) by the addition of the site-site potential, but the equilibrium structures can still rightly be called "hydrogen bonded".
Before use in the calculation of the VRT states the potentials were expanded in the complete set of angular functions of eq 9. The R-dependent coefficients were computed by numerical quadrature, cf. eq 11. Olthof et al. carefully checked that the truncation of these expansions at = Lgax = 5 did not significantly affect the shape of the potential surfaces. The Hamiltonian, which has to be diagonalized in order to obtain the VRT states, is given by eqs 5, 7, and 9. The body-fured basis and the calculation of the matrix elements are described in section 1I.D. In the exploratory calculations, in which the potential parameters were varied in order to get agreement with the experiments, the bases were truncated at j A = j , = 5, cf. eq 16. The final calculations, employing the optimum parameters, were performed in a much larger basis truncated at j A = j B = 7.
Because of the size of the basis, the full symmetry of the system had to be taken into account. The molecular symmetry group is of order 36, provided the umbrella inversions are frozen. Otherwise it is of order 144. These groups are denoted by G36 and GIM, respectively. Olthof et al. mainly focused on G36, which has four one-dimensional irreducible representations (irreps), designated Ai, i = 1, ..., 4, four two-dimensional irreps (Ei, i = 1, ..., 4) , and one four- Ai symmetry belong to two ortho monomers, those of Ei symmetry belong to two para monomers and G kets describe a mixed ortho-para dimer. For more details on symmetry adaptation we refer to Appendix C. See Table 16 for the behavior of the coordinates under the symmetry operations.
The results from the calculations on (NH3)2 are summarized in Table 17 for K = 0 and JKI = 1. Note
plus the two umbrella angles @A and @B. The group of this system is GI44 and the labels GS refer to irreps of this group. These irreps correlate with the irrep G of G36 c G144. A dynamics problem of this size cannot be handled at present, so Olthof that K, which is the projection of the total angular momentum J o n the dimer bond axis, is not an exact quantum number. Since the off-diagonal Coriolis coupling is small, the observed states can be well characterized by K and therefore the Coriolis coupling was neglected. The energy differences EA^ -EA^ and E E~ -E E~ in Table 17 are due to the interchange tunneling. Note that these differences are large, in the order of 20 cm-l, which confirms that the interchange between the donor and the acceptor molecule in the hydrogen bond takes place rapidly. Also the splitting E G -EG between the lowest G states is partly due to this interchange tunneling and partly to the difference between the ortho and the para monomers that form these G states. We present values of 180" -OB in Table 17 , rather than of OB, because whenever OA x 180" -OB, we have a cyclic structure. The observed and calculated energy levels are visualized in Figure 13 , which clearly shows their surprisingly good agreement. Owing to the fact that the G states belong to two nonidentical molecules, uiz. ortho and para, they are localized to some extent on one side of the interchange barrier. This is in contrast with the Ai and E' states, which are either symmetric or antisymmetric with respect to interchange. See Figure 14 for contour plots of the G symmetry wave functions. These plots show clearly that the dimer is highly nonrigid, a fact which is confirmed by the difference between the equilibrium dipole and the G state dipoles, see Table 17 . Another important observation is that the partial localization, which manifests itself in the G state expectation values of the dipole moment, depends also on the barriers to rotation around the symmetry axes over VA and I,OB. It was found that addition of octopole moments to the potential gave a substantial increase in the dipole moment; recall that the first tpx-dependent electrostatic term is due to the octopole on monomer X.
The final two splittings in Table 17 are due to monomer umbrella inversion. An exact calculation would require the solution of an eight-dimensional dynamics problem: six intermolecular coordinates metry, fc@A) and are ground umbrella (1' 2) states of A and B localized in one of the wells of their respective monomers. hsuming that (A@AA)((~~)*I~T@AA))
x 0 and an equivalent relation on B, we obtain for the splitting where A = 0.793 cm-l, the tunneling splitting of the free monomer. 160 This splitting corresponds to the inversion of the para partner in the dimer.
Let us end this section by discussing the decrease of the G state dipole moment observed when going from (NH3)2 to (ND3)2. Since the value of the dipole at the equilibrium geometry is 1.08 D, much larger than the average value of 0.66 D, and since one would expect (ND3)2 to stay closer to equilibrium than (NH3)2, it is not a priori clear that this decrease will also come out of the calculations. However, the rovibrationally averaged computed dipole moment does decrease, from 0.66 D for (NH3)2 to 0.38 D for (ND3)2. This decrease follows nicely the experimentally observedlg9 decrease from 0.74 D for (NH3)2 to 0.57 D for (ND3)2. And, also the accompanying changes in the angles 8 A and OB obtained from the expectation values (Pz(c0s OA)) and (P2(cos OB)) agree well with the changes observed by measuring the nuclear quadrupole splittings in (NH3)2 and (ND3)2: (8~,180"-8~) change from (48.5",64.7") to (5 1.2" ,6 1.7'1, experimentally they change from (48.6",64.5") to (49.6",62.6"). So it appears that (ND3)2 is more nearly cyclic than (NH3)2. In ref 204 this rather unexpected observation is explained by analysis of the wave functions (see Figure 14) . When the wave function of the lowest G state of (ND3)2 is compared with the corresponding wave function of (NH3)2, we clearly observe two effects. First, as expected, the wave function of (ND& has a larger amplitude near the equilibrium position around which it is localized. This leads to an increase of the average dipole moment. Secondly, a substantially larger amplitude of the wave function of (ND3)2 on the side of the other, equivalent, minimum is observed. In order to understand the latter effect one has to remember that, in spite of the equivalence of the two minima in the potential, the G-state wave functions are mainly localized on one side because of the ortho-para differences. This difference in the behavior of ortho and para monomers will be less for ND3 than for NH3, because its rotational constant A, 150. is smaller by a factor of 2. And, consequently, the asymmetry in the G state wave functions which is caused by these ortho-para differences, will be smaller in (ND3)z. In other words, (ND3)2 is more nearly cyclic (in its G state) because of the smaller ortho-para differences. This leads to a smaller average dipole moment. Apparently, for the final potential used in the calculations with its low interchange barrier of 7.5 cm-l the latter effect dominates the first and explains the observed decrease of the dipole moment.
'
Other results from the calculations on (ND3)2 which are most relevant for comparison with the quantities observed by Nelson et aZ.199 are collected in Table 18 . We note that the interchange tunneling frequencies, which have not been measured yet, are about 30% smaller than in (NH3)2.
So, within one consistent computational model and by the use of a single parametrized potential, Olthof et aZ. were able to reproduce the observed level splittings, the observed dimer geometry, and the fact that the deuterated dimer has a smaller dipole than the protonated one. In the explanation of these features there was no need to invoke near-rigidity or a nearly cyclic equilibrium structure.
IV. Summary, Related Work
In the first part of this paper we have given an overview of the methods used to obtain the bound states and the spectra of van der Waals molecules from a given intermolecular potential. The basic theory is outlined in sections 1I.A-F, derivations are given in the appendixes. In the second part we have illustrated that the spectra of van der Waals molecules are very sensitive, but indirect, gauges of intermolecular potentials. Indirect, because one has to use the methods of section I1 with (sometimes extensive) computational efforts to extract the information from this gauge.
In Ar-H2 and He-HF we have seen examples where recent ab initio p~t e n t i a l s~l s~~ perfectly reprod~~e~~l~~ the spectra. Still, a minor improvement in the anisotropy of the ab initio potential could be achieved for He-HF by considering the rotational predissociation line width. Accurate semiempirical potentials are available for these systems too.120J28 For Ar-NH3 and Ar-Hz0 it was f o~n d ' -~J~~ that the available ab initio p~t e n t i a l s '~~J~~ were not yet sufficiently accurate to reproduce the high-resolution spectra. A fairly accurate spectrum could be calculateds,g for Ar-NH3 by scaling one parameter in the short-range anisotropy of the ab initio potential. For Ar-H20 this was not pos~ib1e.l~~ Taking parametrized model potentials and optimizing the parameters in a fit of the spectrum was more successful for these s y~t e m s .~J~~ Yet, it might be said in favor of the electronic structure calculations that the analytic form of these model potentials, as well as a number of their parameters, is fxed in advance on the basis of ab initio calculations. Full close-coupling calculat i o n~~~~ of the measured163 inelastic scattering cross sections have confirmed for Ar-NH3 that the semiempirical potential145 thus obtained is rather accurate. We expect, however, that for these and similar systems with three or four intermolecular degrees of freedom high-quality ab initio potentials will very soon be available also.
For Ar-benzene the ab initio p0tentia1"~J~~ is probably of about the same quality as the ab initio potentials for Ar-NH3 and Ar-HzO, but the requirements to get a correct description of the bound states are less subtle. The reason for this is the much stronger anisotropy in Ar-benzene, which restrains the Ar atom to stay fairly close to its equilibrium position, above the center of the benzene ring. The frequencies of the van der Waals vibrations which were calculated24J65 from this ab initio potential agreed sufficiently well with the measured values to assign the experimental spectrum. To interpret also the rotational structure in this UV ~p e c t r u m ,~~~-~'~ it was necessary177 to include all Coriolis coupling between the (partly degenerate) van der Waals vibrations, the vibronic excitation on the benzene monomer which accompanies these van der Waals vibrations, and the overall rotations of the dimer. Further, it was essential to look in detail at the selection rules based on the permutation inversion symmetry. Another conclusion from this study on van der Waals vibrations in combination with a vibronic transition on the monomer is that the Frank-Condon principle, which determines the intensities of vibronic transitions in normal molecules, is less applicable in van der Waals complexes.
In NH3-NH3 the ab initio calculations196-198 covered only a small fraction of the potential surface, uiz. that part which is critical for the question whether hydrogen bonding occurs in this complex. The calculation of bound states requires a full surface, however, or at least a full scan of the regions with lower energy. A model potential was f o~n d~~~-~~~ which gives an accurate reproduction of the measured far-infrared and microwave spectra. Questions regarding the deviation between the vibrationally averaged structure and the equilibrium structure and regarding the rigidity of this dimer, in relation with isotope substitution studies, could thus be answered. It appeared that the far-infrared frequencies, as well as the dipole moment and nuclear quadrupole splittings derived from the microwave spectrum, are particularly sensitive to the height of the interchange barrier. This barrier separates one hydrogen-bonded structure from the equivalent structure in which the proton donor and acceptor are reversed. The ammonia dimer is one of the cases where it will be hard to get accurate ab initio results, since it was found205 that the height of this barrier is only about 7.5 cm-', less than 1% of the binding energy (De) of NH3-NH3, which is about 1000 cm-l. Another interesting aspect of this study on NH3-NH3 is that it was necessary t o use the full permutation inversion symmetry, in order to make the calculations feasible, but also to get even a qualitative understanding of the measured properties. The fact that the dipole moment, nuclear quadrupole splittings, etc., depend so much on the symmetry of the different rovibrational states which feel the same potential, and on the associated nuclear (ortho-para) spin species, is typical for a van der Waals molecule.
Finally, we wish to give some references to work on van der Waals molecules which was not covered in this review. We have concentrated on dimers, consisting of stable, although sometimes flexible, closed-shell molecules. The angular momentum coupling techniques which are extensively described in this paper are also applicable to open-shell monomers. The coupling scheme has to be extended, however, in order to include the electronic orbital and spin momenta of such monomers. Examples are given by the theoretical studies on Ar-OH,208 Ar- van 
Trimers can also be treated by the dimer methods described in section I1 if two of the monomers are considered as a single subunit. Thus, it was possible, for instance, to describe A r 3 as an atom-diatom system215 and ArzHC1 as a diatom-diatom comp l e~.~~,~~~,~~~ The internal vibration of the A r z diatom must be explicitly included, of course, and the basis provided has to be adequate to take into account that the amplitude of this vibration is as large as that of other motions in the trimer. Alternatively, one may use the quantum Monte Carlo method which was briefly mentioned in section 1I.D. This method was applied to (HF)3,82 but also to van der Waals complexes with more than three monomer^.^^,^^,^^^ Still larger clusters were used to study the onset of macroscopic processes such as melting, evaporation, wetting, etc. The spectra can be used to monitor these processes. 219 The interpretation of these spectra may be supported by classical molecular dynamics of (MD) or Monte Carlo c a l c~l a t i o n s~~~-~~~ or by thermodynamical considerations. 226 Another topic which was mentioned only in passing is the vibrational (or electronic) predissociation of van der Waals complexes. If one of the monomers is vibrationally or electronically excited, the excitation energy will be redistributed among the various intraand intermolecular modes of the complex, in a rather specific manner.227 When the excitation energy is higher than the binding energy of the complex and sufficient energy enters into the intermolecular stretch mode, the complex dissociates. In high-resolution spectra this manifests itself by a broadening of the spectral lines, which is inversely proportional to the time that it takes for the excited state to dissociate. More detailed information can be obtainedg8 by analyzing the velocities and the vibrational and rotational state distributions of the fragments. In time-resolved experiments228 these dynamical processes can be probed directly. In calculations of such processes, especially the angular aspects of the theory presented in this review can still be used. At least one relevant intramolecular degree of freedom must be included, however, and the description of the photodissociation process requires a special treatment of the R stretch coordinate. 208~229-235 An interesting option is the use of van der Waals complexes to study chemical reactions. Thus, one can prepare the impact geometry of the reactants, and by photoexcitation, one can select specific initial states. Also the final state distributions of the reaction products can be monitored through their spectra. Very detailed state-to-state knowledge about a chemical reaction is then becoming available, even more so than in crossed (oriented) beam experiments where the impact parameter cannot be controlled. Interesting experimental work is going on but the theory to describe the dynamics of these van der Waals molecule reactions in equally great detail is still lagging behind.
In closing, we wish to mention the previous issue of Chemical Reviews (ref 239) which was devoted to van der Waals complexes, as well as some other reviews (refs 17, 89, 91-94, and 98) , conference proceedings and books (refs 240-244 
Appendixes
A. Kinetic Energy
In this appendix we sketch the derivation of the kinetic energy in three different frames commonly used in calculations on van der Waals molecules. The first is a space-(or laboratory-) fixed frame, the second is the "two-angle embedded frame" discussed by Brocks et aZ.,18 and the third is a frame fixed to one of the monomers. The derivations depart from a general expression-derived by Beltrami over 125 years ago-for the Laplace operator in general nonorthogonal curvilinear coordinates. In 1928 Podolsky14 pointed out that the Beltrami form of the Laplacian (times -l/2h2) is the proper expression for the quantum mechanical kinetic energy. By its use one avoids tedious applications of the chain rule and is also able to take account of possible holonomic constraints that reduce the number of degrees of freedom. See the excellent review by Essen15 for a discussion of the problems associated with this approach.
First we will review the case of a system of two atoms and point out some problems that appear in body-fixed frames. The diatom is the simplest example by which we can discuss this. Then we review the case of a rigid rotor, because the monomers constituting a van der Waals molecule are often assumed to be rigid. This is followed by a discussion of a rotor-atom system with the frame attached to the rotor. Finally we consider a dimer consisting of two rigid rotors described in the two-angle embedded frame.
We will indicate a geometric-frame independent-vector (an "arrow") by an arrow over the symbol. Usually such a vector points from one particle to another. The coordinate representation (three real numbers) of a vector with respect to a certain frame, is given in bold face. A frame is bold with an arrow on top of it. Thus, the vector pointing from A to B is written as (1
The space-fured opgrator is the proper representation of the observable 1ZI2.
The Rigid Rotor
We next turn to a rigid rotor consisting of N point masses mi w i t . space-fixed coordinate vectors ri. We take a frame f attached to the rotor and define the Euler angles of the rotor by 
(A261 Hence
ZBF, see eq A21. However, the components ofjBF are Hermitian (as are the components ofjSF), although they do not satisfy the usual commutation relations, but rather the so-called anomalous relations Since a relation analogous to eq A31 holds for N, the kinetic energy can be written as where the rotational constants A, B , and C are inversely proportional to the inertia moments of the rotor.
Rotor-Atom
We will now consider the case of a rigid rotor A and a freely moving point mass B . The kinetic energy-operator will be expressed with respect to a frame f attached to A. The Note that pc contains contributions due to the motion of the rotor (the terms linear in IBF), and terms arising from the motion of the "relative particle" (linear in the reduced dimer mass pm). After quantizing, i.e., after replacingp4 by -ih ala& etc., the operator pc depends only on the Euler angles of the rotor. However, we must bear in mind that these angles are also the Euler angles of the frame in which the motion of the whole complex is described, so pc is (the angular part of) the generalized momentum of the whole complex.
which is the total dimer angular momentum. We define the angular momentum of the relative particle P5 to 5') and
In accordance with eq A35 we write JBF = ( N -l I T p 5, by (A501 With these definitions the classical Hamiltonian A48 becomes I BF E R x P R = X . P R Equation A51 has a clear physical interpretation: since JBF-ZBF is the angular momentum of the rotor and IBF is its inertia tensor, the total kinetic energy is the sum of the kinetic energies of the rotor and the relative particle.
In order to obtain the quantum mechanical form we use again the Laplace-Beltrami expression, eq A6, for which we need the determinant g det(G). From eq A47 follows that g = pk det(NI2 det(IBF). Furthermore, on account of eq A34 we have det(N) = -sin 8. By the analogue of eq A31, holding also for N, it follows that g1I2 drops out of the LaplaceBeltrami expression, so that the quantum mechanical kinetic energy obtains the same appearance as the classical expression A51, but with the total angular momenta defined as follows:
ae sin e a4 a J:F = ih(sin q cot e--cos tp$ -
6)
I av and the operators depending on the position of the atom defined as
Two Rotors
We now consider the kinetic energy of the dimer A-B consisting of two rigid rotors. From classical mechanics we know that
where the kinetic energy of the "relative particle" is given by
The kinetic energies of the monomers X are indicated by Tx, X = A , B . In order to obtain quantum mechanical operators we describe the kinetic energies with respect to a frame. The most obvious frame is the space-fixed frame Z, with ,5(t), a@), and R(t) being the spherical polar coordinates of a. Exactly as for the diatom, eq A15, we find with (2SF)2 given by eq A22. The kinetic energies TA and TB are given by eq A32.
The main advantage of a space-fixed frame is that it yields a simple kinetic energy expression. However, the matrix elements of the anisotropic terms in the intermolecular potential are complicated when evaluated space-fixed and require much computer time. Furthermore, the Coriolis coupling between the motions of the monomers and the overall rotation of the dimer is often weak for low angular momentum quantum numbers. Since this coupling does not The kinetic energy TAB has the diatom form, cf. eqs. For these reasons we consider an embedded frame f , with its z axis along a, obtained from the spacefixed frame as in eq A17. Classically the kinetic energy is a rotational invariant, Le. it can be written as, -where P = p& is conjugate to R, j x = R(a,/?)3y (do not confusejx w i t h j y given in eq A36), ZBF is given in eq A19, and Quantum mechanically we must proceed with care because the framezx attached to the rotor X is expressed with respect to the embedded and space fixed frames as follows: 
(A621
The inertia tensor is defined in eq A58, i.e. it has the form of eq A25 with @e particle coordinates expressed with respect to f. The matrix MX is defined in eq A26, with the suffix X reminding us that it depends on &.
Combining eqs A54, A62, and A63 we obtain for the dimer In eq A57 we saw that the Hamiltonian becomes very simple when expressed in terms of angular momenta; we will see that the same is true for the corresponding quantum mechanical expression. In order to make the transition to quantum mechanics we must express the classical angular momenta in terms of linear momenta conjugate to the coordinates. It follows directly from eq A64 that We are free to write TA and TB in the principal axes form of eq A39, but notice that the angular momenta jzF andj;" in this expression are not the operators j A andjB appearing in eq A81. The latter are given by eq A70, that is, they have the space-fixed form of eq A29.
In the calculation of matrix elements of the Hamiltonian A81 it is convenient to introduce step opera- 
B. Angular Basis Functions
When using the irreducible matrices W(a,P,y), which represent the full rotation group S0(3), one must be aware of different conventions used by different authors. In the first place, some authors rotate the reference frame (the "passive" convention) and others rotate the molecule (the "active" convention). Secondly, two Euler parametrizations are in common use: the zxz and the zyz convention. In the first case one rotates around the z , x', and z" axes, successively, and in the second case around the z, y', and z" axes. The third point to be noted is whether the three-dimensional rotations are mapped homomorphically ("Wigner's convention") or anti-homomorphically onto Hilbert space operators. A final point of concern is the phase of the kets carrying the irrep of SO(3). Since we consider only integer quantum numbers in this work, this is tantamount to specifying the phases of the spherical harmonic functions. The physics literature seems to converge to the following convention: (i) active rotations, (ii) zyz Euler angles, (iii) Wigner's convention, and (iv) Condon and S h~r t l e y~~~ phases for spherical harmonics. Making these choices, we define the Wigner rotation matrix depending on the Euler angles 0 I a < 2n, 0 I p I n, and 0 I y < 2n as follows
(B1)
The functions dc,,(P) were first derived by by means of a simple group theoretical argument,
(€32) 
mAmB
which are also eigenstates of (JSFI2 and J Y . An advantage of these basis functions over the spacefixed basis in eq B17 is that they are simultaneously eigenstates of Jz, with eigenvalue K.
We end by saying a few words about the calculation of kinetic energy matrix elements between the basis functions B18. Since and mA + mg = K, by virtue of a selection rule on the Clebsch-Gordan coefficient in eq B18, we see that the basis functions contain the factor exp(iKy) with y = (#A 4-@B)/2. When operating with (pF)2, appearing in the Hamiltonian A81, it is convenient to transfer this factor to the first D matrix, writing it as Drda,P,y)*, after which eq B7 may be used. In order to act with the pseudoshift operators, defined in eq A82, we use their relation to the regular bodyfixed step operators, eq A84, and find JPFda,P,y)* =
C. Symmetry
In this appendix we will discuss a few of the symmetry aspects that play a role in the study of van der Waals molecules. Let us first consider an atomdiatom system from a purely geometric point of view, ie., without introducing a coordinate frame. It consists of three atoms located at points A, B , and C , respectively. Let 0 be an arbitrary point and M be the center of mass of the diatom. The vector m, ( P = A, B, C , or M ) points from point 0 to point P. Obviously 
LE@=DE--TOM (C2)
Space inversion of an arbitrary point P with respect to the point 0 is defined by and so Assume now that the atoms A and B are identical, so that the permutation PAB of A and B is a symmetry operation and M is at the midpoint of the diatom A-B. Since neither M nor C are touched by PAB the vector R is symmetric under Pa. It follows directly from the definition of F, eq C1, that this vector changes sign under PAB.
Next we take the point 0 at the dimer center of mass and erect an arbitrarily oriented space-fixed frame at 0
What happens with the space-fixed coordinates of 3 and 7 (RSF and rSF, respectively) under the two symmetry operations E* and PAB? To answer this question, we note that these operations, as defined above, are active, that is, the frame Z does not change under these operations. The space-fixed Cartesian coordinates therefore transform as Let (r)3SF,$SF) be the polar coordinates of rSF and let (R,P,a) be the same of RSF. The following symmetry properties are easily derived l a -z + a The operation PAB leaves , ! ? a i d a invariant and transforms gSF and $SF in the same way as E*. In Table 1 we find the transformations of the angular functions under these substitutions.
So far the development is completely straightforward, but in the dimer-embedded frame more care is required, as this frame is not invariant under the two symmetry operations-in contrast to the spacefixed frame. In order to show this, we first recall the definition of the rotation matrices, cf. eqs A l l , and the definition, eq A17, of the dimer frame 
The same relations hold also with 2, y, and z permuted. Substitute now the angles (eq C7) transformed by E* into eq C8 defining the dimer-embedded frame, Before leaving the atom-diatom case we wish to point out that E* is a feasible operation of the first kind, because the intermolecular potential does not depend on f#J and E* only affects 4, cfi eq C14. However, PAB gives a tunneling through a possible barrier in 9, see eq C15. Depending on the height of this barrier PAB may, or may not, be feasible. Given the weakness of van der Waals forces, the barrier will in general be so low that the permutation is feasible and the symmetry group of the atom-homonuclear diatom system is of order 4 and isomorphic to CZu.
In the case of a van der Waals molecule containing nonlinear monomers X , we must choose right-handed frames zx attached to the monomers and specify the Euler angles of these frames with respect to another right-handed frame. This latter frame is in practice either a-space-fixed frame Z or a dimerembedded frame f. If a monomer is rigid, any bodyfured frame will do, because in that case the only feasible permutation inversions are of the first kind and equivalent to proper rotations. Recalling that a proper rotation conserves the handedness of a frame, this means that the feasible monomer permutation inversions transform the Euler angles of a rigid monomer in a well-defined way. If, however, the monomer is not (nearly) rigid, or in other words feasible operations of the second kind must be considered, then special care in defining the molecule frame must be taken. For instance, the well-known ammonia (umbrella) inversion transforms a righthanded monomer Eckart frame into a left-handed one, so that the effect of this inversion on the Euler angles of an Eckart frame cannot be defined. In such a case it is better to use the construction that is commonly applied to planar molecules, which consists i +--Jt+f#J of choosing two orthonormal body-fixed vectors, say g, a n d z , and define the third as the vector product: g, = g, x gy. In that case the frame is right-handed by definition, all the feasible permutation inversions are equivalent to rotations of the monomer and their effect on the Euler angles can be given.
We will now exemplify the procedure on the argonammonia van der Waals molecule8 and start by reviewing briefly the symmetry of the free ammonia. Let M be the center of mass of NH3 and let the protons be HI, H z , and 2 3 3 . The following is a bodyfixed frame attached to ammonia: ----van der Avoird et al.
This frame is not necessarily orthonormal, but if we impose the constraints that the N-H bond lengths and the HNH angles stay equal, then the frame becomes orthogonal and can be normalized. It is important to note that the normalization o f z and gy is equal, so that the frame as it stands can be used to derive the effects of the monomer permutation inversions. By some simple algebra it can be derived that (C17) (23@ = g RJn)
(CIS)
The vectorsz a n d z change sign under E* and the vector product This coordinate is related to the umbrella angle e defined in section 1II.C as z = (3/2)r:(l -<)sin2 x cos e, where ro is the N-H bond length and < = m~/ ( 3 m~ + mN). Since Mt\i is invariant under permutation of the protons, z inherits its permutational properties f r o m g , or in other words, z changes sign (and e I ---n -e) under the permutation (23) and both are invariant under (123). Because it does not affect the geometry of the molecule, (123) is a feasible permutation of the first kind. However, the permutation (23) is of the second kind, as it changes the internal coordinate t. The operation E* inverts and leaves alone, so that z changes sign under E*, and E* is also of the second kind. The operations of the second kind yield a tunneling through the umbrella barrier of NH3 and give rise to an observable splitting of about 0.8 cm-l. The group of operations of the first kind consists of {E, (123) , (132),(12)*,(13)* (23)") and is isomorphic to the point group C3" of the nearly rigid molecule. The total molecular symmetry group, generated by (231, (1231, and E*, is of order 12 and is isomorphic to D3h. If we now assume that argon is at the point A, then we observe that the vector KAis invariant under the permutations of the protons, as the center of mass M of ammonia and the position of argon are not affected by the permutations. The operator E* inverts the direction of MA We choose a dimer frame as in eq C8 and let the Euler angles of ammonia be given with respect to that frame z = tf ItZ($)qe)q(v) (C21) By using the rules in eq C9 we easily derive the effect of the operations on the coordinates and by the use of Table 1 we find how the angular functions behave.
The operations which are of the first kind in the free ammonia become of the second kind in the dimer, as ammonia no longer moves in an isotropic space, but experiences a 8-and q-dependent intermolecular potential. In the case of argon-ammonia the q-dependent barriers are so low that all first kind permutation inversions of the free ammonia remain feasible in the dimer. The permutation inversions of the second kind in the free ammonia are hindered by the intermolecular potential and for some time it was not clear whether these latter permutation inversions were feasible, that is, whether the umbrella inversion was quenched by the argon. Microwave experiment^'^^ and computationsg have shown an umbrella splitting almost as large as in the free monomer, however, and hence the argon-ammonia dimer also has a group isomorphic to D3h. As a next example we will discuss briefly the ammonia dimer. Some early spectroscopic worklg3 on this dimer did not show umbrella inversion splittings, and so it was assumed that the intermolecular potential quenches the inversions of both umbrellas. In this case of two identical monomers there are many permutations (the complete permutation inversion group is of the order 2 x 6 ! = 2880), and some of the intermonomer permutations may be feasible. And indeed, an analysis by Nelson and KlempereF2 in the footsteps of earlier by Dyke on (HzO)~, revealed that a few intermolecular permutation inversions give rise to observable tunneling splittings. They found that the feasible operations constitute a group of order 36, which they refer to as G36, following Bunker.lo8 This group is a semidirect product,log designated by 0, of two outer products. Numbering the protons on monomer A by 1, 2, and 3 and those on B by 4, 5, and 6, and designating the respective nitrogens by 7 and 8, we can write the group as follows: G,, = (G 63 e) @ (C2 63 C,) ((222) where Recently the inversions of both monomer umbrellas have been observed'' and hence (23) and (56) must now be considered to be feasible in the dimer. Adding these elements to the molecular symmetry group gives a group of order 144, designated by G144. This group has the following structure Chemical Reviews, 1994, Vol. 94, No. 7 1971 E* 7 = 7 Rz(n) ((31) where S$ contains all six permutations of monomer X, (X = A, B) , CZ is defined in eq C24, and Ci = {E, E*}. The effect of the generators of this group on the spherical polar components R, a, , 8 of MAMB and the Euler angles, defined as in eq C21, of both monomers is given in Table 16 . The umbrella coordinates @A and @B are defined as in section III.C, cf. also eq C20.
As a final example we will discuss the case of argon-benzene, where we choose to describe the motion of argon in a frame fured to benzene, as introduced in Appendix A.3. We number the carbon atoms counterclockwise from 1 to 6 and c h o o s e r a n d c to be Eckart vectors. 254 Thus, we have the frame (C26c) -The notation < is shorthand for MC, , where M is the mass center of the benzene. When the molecule is a regular hexagon, the v e c t o r c lies on the line from atom 4 to 1 and is perpendicular to it. When the molecule does not have 6-fold symmetry, the vectors are not necessarily orthogonal, and an orthogonalization must be performed in order to be able to define Euler angles. A symmetric (Lowdin) orthogonalization leads to an Eckart frame. 254 The permutation inversion group of the free benzene is isomorphic to its point group D6h and is referred to as PI(D6h). This isomorphism arises by virtue of the fact that benzene is nearly rigid, i.e. it does not show observable torsional or inversional splittings. All feasible permutation inversions are of the first kind. The group has the following structure: 
Jt
The interaction'between the benzeie and the argon is not strongly 6 dependent. But it is very 8 dependent, since the plane 8 = 90" is the plane of the benzene and the barrier for the tunneling of argon through this plane is high. We can expect, therefore, that E* will not be feasible, whereas (1 2 3 4 5 6) and (3 5)(2 6)" will very likely be feasible. Indeed, this has been found, both in the ~p e c t r a l~~J '~ and in calculation^.^^ Consequently, the appropriate permutation inversion group for the system argonbenzene is PI(c6"). We wish to emphasize that this symmetry does not imply that argon is restricted to move on the 6-fold axis of the rigid benzene; the atom moves above (or under) the plane of the molecule, hindered only by the weak van der Waals potential. The wave functions of argon below and above the plane are degenerate to all practical purposes.
