We study a recursively defined sequence which is constructed using the least common multiple. It has been conjectured that every term of that sequence is 1 or a prime. In this paper we show that this claim is connected to the strongest version of Linnick's Theorem, which is yet unproved. We also study a generalization on which composite numbers may appear depending on the initial term.
Introduction
In 2003 Matthew Frank introduced the sequence {a n } defined by a n = 7 for n = 1 a n−1 + gcd(n, a n−1 ) for n ≥ 2, , as part of a research in order to find prime-generating recurrences. Computations suggested that the difference between consecutive terms, b n := a n − a n−1 for n ≥ 2, was always 1 or a prime. This result was stated by Eric S. Rowland [Row08] . Moreover, it has been proved that the sequence {b n } contains infinitenly many primes [CRR11] and several interesting variants of this sequence have been studied [Clo11] . In 2008 Benoit Cloitre considered
(1) a n = 1 for n = 1 a n−1 + lcm(n, a n−1 ) for n ≥ 2, and b n = a n a n−1 − 1, n ≥ 2.
Is easy to check that every term of {a n } is a multiple of the previous one. Thus the sequence {b n } is well defined and all its terms are positive integers (see Table 2 on page 10). Let us take a look at the first ones:
{b n } = {2, 1, 2, 5, 1, 7, 1, 1, 5, 11, 1, 13, 1, 5, 1, 17, 1, 19, 1, 1, 11, 23, 1, 5, 13, 1, 1, 29, 1, 31, 1, 11, 17, 1, 1, 37, 1, 13, 1, 41, 1, 43, 1, 1, 23, 47, 1, 1, 1, 17, 13, 53, 1, 1, 1, 1, 29, 59, 1, 61, 1, 1, 1, 13, 1, 67, 1, 23, 1, 71, 1, 73, 1, 1, 1, 1, 13, 79, 1, 1, 41, 83, 1, 1, 43, 29, 1, 89, 1, 13, At first glance we notice two details. It seems that the sequence does not contain any composite number so there are just ones and primes. Moreover, it looks like every prime number appears, except maybe 3. In consequence, one may conjecture these two facts:
Conjecture 1. For any n ≥ 2, b n is either 1 or a prime number.
Conjecture 2. The sequence {b n } contains every prime number other than 3, which never appears.
As far as we know, there is no proof for Conjecture 1, but there is a strong numeric evidence in order to suspect it holds. On the other hand, it has been proved (see Theorem 3.10 in [Sch] ) that for any prime distinct than 3, the term b p equals to p. In consequence, the only open question for Conjecture 2 is if number 3 can ever show up in the sequence.
In this paper we give a full proof for the second Conjecture (direct consequence of Propositions 5 and 6) and a sufficient condition (see Proposition 4) for Conjecture 1 that links it to Linnik's Theorem. This result asserts that there exist positive constants c and L such that the first prime in the arithmetic progression a, a + d, a + 2d, . . . is less than cd L for any coprime integers a and d with 1 ≤ a < d [Lin44] , for some positive constants c and L. The best known bound for L is 5 [Xyl11] , and it is conjectured that the Theorem is still true for L = 2 and c = 1 [Hea92] . This stronger statement implies that for any prime p, the sequence p − 1, 2p − 1, . . . p 2 − 1 should contain at least one prime number. If this claim turns out to be false for even a single prime, then Conjecture 1 would be false too.
Auxiliary tools and proofs of the main results
As we shall prove, the key tool to explain why Conjecture 1 seems to hold is the fact that for any prime p and every integer k ≥ 1, computations suggest that there are at least k primes which are congruent to −1 modulo p and less than p k+1 . And actually this is more than enough. Here and subsequently, π(x; q, a) denotes the number of primer numbers which are less than x and congruent to a modulo q, for integers 1 ≤ a ≤ q and x real.
Conjecture 3. For any prime p and any integer k ≥ 1, we claim that
For k = 1, there are some cases on which the equality in (2) holds. Namely, 2, 5 and 13 seem to be the only ones. For larger values of p, the quantity π(p k+1 ; p, p − 1) grows quickly.
Apparently, (2) is always a strict inequality for k > 1. It is not possible however to assert that no counterexamples can be found.
Proposition 4. If Conjecture 3 holds, then b n can only be 1 or the largest prime factor of b n for every n ≥ 2. Hence, Conjecture 3 implies Conjecture 1.
Proposition 5. For any prime p = 3, we have b p = p.
Proposition 6. Any positive integer n verifies b n = 3.
To prove these three Propositions, we shall employ the following Lemma:
Lemma 7. Sequences {a n } and {b n } verify the following results:
1. a n−1 is greater than n for every n ≥ 4.
2. If a prime p divides a n for a given n ≥ 1, then p ≤ n + 1.
3. Every term in {b n } can be written as
(a n − a n−1 ) = lcm(n, a n−1 ) a n−1 = n gcd(n, a n−1 ) .
In particular, b n is always a divisor of n.
Proof: The first point follows from the fact that every term of {a n } is at least twice as big as the previous one, and from a 3 > 4. For the second one, it is enough to note a n = a n−1 (1+[n, a n−1 ]/a n−1 ) ≤ a n−1 (1+n) and to apply induction. Finally, the last one is obtained from (1) using ab = (a, b)[a, b].
Proof of Proposition 4: Conjecture 1 holds for b 2 and b 3 . Let us fix m ≥ 4 (by Lemma 7, this implies m < a m−1 ), and let p be the largest prime factor of m. We only need to show that m/p is a divisor of a m−1 , since in that case lcm(m, a m−1 ) can only be a m−1 or pa m−1 and thus b m can only be 1 or p. The crucial fact is that every term in the sequence {a n } is a multiple of the preceding one (in fact, of a n for every n < n). From the first equality in (3), it is clear that a n = a n−1 (b n +1), and in consequence every a n can be expressed only in function of the terms of the sequence {b n }, since by induction we have (4) a n = n k=2
(
For a fixed integer m, we take its unique prime factorization,
. By (2), there exist at least α j primes q 1 , q 2 , . . . , q α j less than p α j+1 j (and hence less than m) which are congruent with −1 modulo p j . For each one of them, b q l = q l and therefore a q l = a q l−1 (1 + q l ). Since p j divides 1 + q l , it must divide a q l at least one more time than it divides a q l −1 . Thus a m−1 contains the factor p j at least α j times.
The case p k is very similar, except for the fact that now we cannot guarantee m ≥ p
We apply the same argument as above in order to prove that p k divides a m−1 at least α k − 1 times and the proof is finished.
Proof of Proposition 5:
The case p = 2 is straightforward. For p ≥ 5 prime we write b p = p/(p, a p−1 ) from (3). It is sufficient to prove that p and a p−1 are coprime. Clearly p does not divide a p−2 (as a consequence of the second point of Lemma 7); on the other hand, since p − 1 is even, 2 is a common divisor of it with a p−1 , because a n is even for n ≥ 3. Hence
and then a p−1 /a p−2 ≤ (p + 1)/2 < p. As p is a prime and divides the product (a p−1 /a p−2 )a p−2 , we conclude that it is coprime with a p−1 , which completes the proof.
For the Proof of Proposition 6 we also need an explicit lower bound on the number of prime numbers which are conreugnt to 2 modulo 3. Namely we use [Dus02] (5) π(x; 3, 2) > x 2 log x for x ≥ 151.
Lemma 8. For every integer k ≥ 0, we have
Proof: It is easy to check that (6) holds for 0 ≤ k ≤ 4. For larger values of k we use (5) and the fact that 3 x x −2 is an increasing function from x = 5 onwards:
Note that Lemma 8 actually is a stronger version of (2) for p = 3. This is the only prime such that p − 1 is also a prime, and that is the reason why 3 does not appear in {b n }.
Proof of Proposition 6: By (3), it is sufficient to show that 3 k divides a 3 k for any positive integer k. Lemma 8 implies that there exists primes p 1 , p 2 , . . . p k less than 3 k which are congruent to −1 modulo 3. By Lemma 5, b p j = p j , and hence a p j = p j + 1 is a multiple of 3. The proof is concluded using that every a m is a multiple of a m−1 and applying induction.
Generalization
Now a natural question arises: What happens if the initial condition in (1) is not 1 but any possitive integer? For a fixed s ≥ 1 we define
and b
The relation between differents sequences of this family is surprising (see Table 1 ). First thing we notice is that they all seem to be very similar, with little variations that may depend on common divisors of given values of n and s. Also, it is clear that Conjecture 1 cannot be generalized for every s. We can on Table 1 that for instance the sequence {b 10 n } contains a composite number, a 9. For suitable values of s (that, as we shall discuss later, strongly depend on the composite number m we want to found), many more counterexamples are found. See Tables 5 and 6 from page 13 onwards for more examples. There are also many numbers that never appear. It is not hard to prove (see Proposition 11) that even numbers greater than 2 cannot be found in any sequence. A little more is required to show that, for instance, b s n is not m = 15 for any pair (n, s). In the absence of better names, we call good numbers at these ones (composite positive integers that do not show up on any sequence), and bad numbers at the rest (those that become a counterexample for at least one sequence {b s n } n≥1 ). Table 1 : First values of {b s n } for 1 ≤ s ≤ 11.
So, besides the first open question of this chapter (can Conjectures 1 and 2 be generalized for a fixed s?), another one -which turns out to be much more interesting-arises: can we classify every composite numbers into good ones and bad ones? And the answer is positive; Theorem 13 (among with Propositions 10 and 11) gives a full characterization.
But first things first, let us say what we can now about the presence of composite numbers on the sequence {b s n } n≥1 for a given s. Depending on the factors of this number, sometimes it is possible to establish an algorithm in order to show that s is allowing any bad number to appear. The simplest examples are s = 19 and s = 103 (or many of their multiples), that lead to b 19 5 2 = 5 2 and b 103 13 2 = 13 2 . As we discussed before, this is related to the fact that 5 and 13 are probably the only odd primes such that the equality in (2) holds for k = 1. If we get a negative result for that particular s, then Conjecture 1 can be generalized to this sequence, by using a slighly modified version of (2) (that changes for every s). It seems difficult, however, to establish a general constructive method for any large s. Regarding Proposition 5, it can be extended for any s (see Proposition 10), but not 6 (see the remark after Proposition 11). First, we need to introduce this extended version of Lemma 7:
Lemma 9. Fix s ≥ 1. Sequences {a s n } and {b s n } verify the following results:
1. a s n−1 is greater than n for every n ≥ 4 and s ≥ 1.
2. If a prime p divides a s n for a given n ≥ 1 and p s, then p ≤ n + 1.
3. b s n can be written as
.
In particular, b s n is always a divisor of n.
4. A given a s n for n ≥ 2 can be expressed in terms of b s 2 , b s 3 , . . . , b s n . Namely,
Proof. It is easy to check that (10) , and this proves the first point. For the second one, we use again a n ≤ a n−1 (n + 1) and apply induction. If p divides a n , then either p ≤ n + 1 or p divides s. Finally, (8) is proved in the same way as (3), and (9) as in the proof of Proposition 4.
n } on Lemma 8 (this would need an explicit lower bound for π(x; s, s − 1), which do not always exists for large values of s). Hence a full generalization of Conjecture 2 holds whenever s is not a large prime. Note also that combining these two Propositions it is clear that, if m ≥ 4 is an even integer, then b s n = m for every possible values of n and s.
Proof of Proposition 10: By (10), the Proposition is straightforward for n = 2, 3, 4. For a prime p ≥ 5, if p divides s, then a p−1 is a multiple of p and by (8), b p = p/(a p−1 , p) = 1. And if p s, we can proceed as in the proof of Proposition 5, getting that p and a s p−1 are coprime and hence b s p = p.
Proof of Proposition 11:
We employ an explicit lower bound on the number of primes which are less than a fixed x [Ros41]:
(11) π(x; 2, 1) > x log x + 2 − 1 for x ≥ 55.
Using this inequality and proceeding as in the proof of Lemma 8, it is easy to check that π(2 k , 2, 1) ≥ k for k ≥ 3. Combining this with (10), we have 8|a s 7 and by induction, 2 k |a s
For the next results, we shall use the following notation: for any two integers q = m, we will write q m if every prime divisor of q is also a prime divisor of m. For instance, 9 15, 27 15 or 6 9.
Definition 12. Given an odd integer m ≥ 3, we call it a good number if there exist p and q such that p is a prime divisor of m, q m and q ≡ −1 (mod p). Otherwise, we call it a bad number. For numbers with more than prime divisors, the condition of Definition 12 is tricky and there are several possibilities, even with just two different primes. For instance, 21 is bad, since 7 ≡ −1 (mod 3). But 63 is good, because 3 3 ≡ −1 (mod 7). The smallest good number is 15 and, in the same way, every number of the form 3p for a prime p ≡ 5 (mod 6) is a good one. The more different divisors has m, the smallest are the chances for it to be bad. The following Lemma is straightforward:
Lemma 14. Every multiple of a good number is also good. Also, every divisor of a bad number is bad.
The proof of the Theorem is split in two parts. For the one concerning the good numbers, we use Lemma 15 and a recursive step (Proposition 16).
Lemma 15. If m is a good number for a given pair (p, q), then we can always write m = pqm 0 , and p and q are necessarily odd with p < q and gcd(p, q) = 1. 
If b
Proof: 3. The last case is b t = q. As before, from it we obtain p c q d−1 |a s t−1 and q d a s t−1 . But necessarily a s t = (q + 1)a s t−1 , and since q ≡ −1 (mod p), we conclude p c+1 |a s t and b pt can only be 1 or q.
4. Finally, let us suppose b s t = j ∈ {1, p, q}. As every b s n is a divisor of n, if we want to find k such that k ≥ t and b s k = m, the least possible candidate is t · (pq/j). This proves the fourth and lost point.
Proof of
We are now on one of the three possibilities, for c = d = 1, and land again in one of them, for (c, d) ∈ {(1, 2), (2, 2), (2, 1)}. Iterating this process, we obtain and infinite sequence
The last case is when m is a bad number. Then we take
, and s := l∈S l.
Now let p 1 , . . ., p k be the prime divisors of number m. We employ the following sets:
Note that always 1 ∈ P ⊂ P ⊂ P . Since clearly m and s are coprime, it is enough to prove b s n ∈ P for 2 ≤ n < m because in that case, by (9), m and a s m−1 are coprime too and then b s m = m by (8). We shall prove this by complete induction. For the first step we recall that s is an odd number, and hence b s 2 = 1 = P by Proposition (10). Now, for a given 2 ≤ n < m, let us suppose that b s j ∈ P for j < n, which implies that n and a s n−1 are coprime. Using once more that b s n is a divisor of n, we can restrict ourselves to the case n ∈ P ; in other words, we can assume n to be a multiple of an element of P . Now there are two possibilities. If n is in S, then by (8), b s n is 1, which is not contained in P . Otherwise, we have n ∈ P \ S. Let us call n 0 the greatest multiple of n such that n 0 and m are coprime and write n = n 0 n 1 . Since n ∈ L, this clearly implies n 0 ∈ L and 1 < n 1 m. Then b s n = n 0 n 1 gcd(n 0 n 1 , a s n−1 ) = n 1 . n a n−1 lcm(n, a n−1 ) b n a n /a n− Table 2 : A deeper explanation of how a n and b n do behave.
Finally, every possible prime divisor of n 1 is contained in {p 1 , . . . , p k }. But then there cannot exist j such that n 1 ≡ −1 (mod p j ), since n 1 is a divisor of a bad number, and hence a bad number too by Lemma 14.
Examples and tables
Let us go back to the original sequence, (1). As we can see on Table 2 , {a n } grows very fast. Also, by (4), on every step it is multiplied by (1 + b n ) and thus it plays the role of an accumulator of {b n }. According to the proof of Proposition 4, what b n needs to be 1 or prime is every prime factor of n to appear on a n at least the same number of times, with the single possible exception one of them. According to Conjecture 3, we expect a prime p to appear at least k times before getting to a p k+1 . Since on every step we are multiplying by (1 + b n ), in fact primes appear on a n even more times than expected, specially the smallest. When n grows (Table 3) , it seems like we have much more factors than we need. Anyway, a result like the one stated on the Conjecture is needed if we want to prove that there are no composite numbers on the sequence. As we already saw, there is a very strong numeric evidence in order to suspect that it is true. By looking at Table 4 , in fact it is clear than the case k = 2 is the sharpest one. And for it, the n a n−1 b n a n /a n− Table 3 : Values of a n−1 and b n for 159 ≤ n ≤ 164.
Figure 1: The first 1000 primes p n vs. the quantity π(p 2 n ; p n , p n − 1), which is never 0. number of primes congruent with p − 1 and less then p 2 grows with p (see Figure 1 ). Now, a little about the generalized sequence (7). We know for sure that there are infinitely many values of s such that {a s n } contains composite numbers. But, very strong divisibility conditions are needed in order to find such that numbers, that we called bad (many composite numbers can neved show up, as we stated on Theorem 13). So if we choose a random value for s, the odds say that probably that sequence is clean. Let us begin by taking a look at some examples of good and bad integers. Every power of a prime is bad, the first ones are in Table  5 . Note that, for any fixed bad number m, the value s that we get in the proof of the Theorem is not necessarily the smallest possible. In the case m = p k , actually it is enough to take the product of the primes contained in P , and that is what we do in this Table. If m has more than one different prime divisor, then m can be good or bad, as Definition 12 states. See Table 6 . The first good integers are 15, 33, 45, . . .. We know for sure that we can never find these integers in any generalized sequence. The rest of them are bad, and by the proof of Theorem 13, we can find suitables values of s such that b s m = m. Again, it is not necessary to take so many factor to get s, but taking juts the primes in P is not enough. For instance, taking s = 3 · 13 · 19, we need 43|s to get b s m = m, although 43 is not congruent to −1 modulo 3, 13 or 19.
For larger values of m, usually more numbers are expected to be good, as having more different factors creates more chances. However, picking products of two different large primes, we can always find arbitrarily large bad numers. It is not easy to describe all the pair (n, s) where a bad number m verifies b s n = m; if n is greater than m, there are endless possibilities adding and removing factors from s.
On the other hand, given a specific value of s, is there a way to check if the sequence {b s n } contains bad numbers? Again, there is not a clean answer. As we discussed before, the number of times that a prime p divides a s n depends not only on the primes q less than n and such that q ≡ −1 (mod p), but on the factors b s j with j ≤ n and b s j ≡ −1 (mod p) (and also on the factors of s itself). If s is not a huge number and we can manually check O(s) steps in the sequence b s n , then are able to say if there are bad numbers, or if we can establish the original Conjecture. 
