Abstract Social media plays a fundamental role in the diffusion of information. There are two different ways of information diffusion in social media platforms such as Twitter and Weibo. Users can either re-share messages posted by their friends or re-create messages based on the information acquired from other non-local information sources such as the mass media. By analyzing around 60 million messages from a large micro-blog site, we find that about 69 % of the diffusion volume can be attributed to users' re-sharing behaviors, and the remaining 31 % are caused by user re-creating behaviors. The information diffusions caused by the two kinds of behaviors have different characteristics and variation trends, but most existing models of information diffusion do not distinguish them. The recent availability of massive online social streams allows us to study the process of Web (2016Web ( ) 19:1203Web ( -1230 information diffusion in much finer detail. In this paper, we introduce a novel model to capture and simulate the process of information diffusion in the micro-blog platforms, which distinguishes users' re-sharing behaviors from re-creating behaviors by introducing two different components. Thus, our model not only considers the effect of the underlying network structure, but also the influence of other non-local information sources. The empirical results show the superiority of our proposed model in the fitting and prediction tasks of information diffusion.
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Introduction
Social media platforms represent a fundamental medium for the emergence and diffusion of information. For example, a rumor or a piece of news propagates in the form of users' resharing messages in micro-blog platforms. However, due to the emergence of mass media, like TV stations and online news sites, the information reaches us not only through the social neighbors but also through the influence of non-local information sources [27] . From the early stages of research on information diffusion, there has been the tension between effects carried by social structures and effects from non-local information sources.
However, it is hard to capture and study the effects of the social network and the nonlocal information sources directly. In this paper, we take the posts or messages that users re-share from their social neighbors (i.e., the local sources) as the proxy of the influence of social networks, and use the posts that users re-create based on the information acquired from the non-local sources to represent the effects from the external information sources. For example, when information appears at a node that has no connections to nodes that have previously mentioned the information, the emergence of information at that node can only be explained by the influence of some unobservable exogenous causes, like others' posts or other online sources. This allows us to study processes of information diffusion and emergence in a much finer detail way than ever before.
Take the example of current popular micro-blog systems, Twitter. 1 Users generate a torrent of correlated messages, and these messages can be categorized into two different types based on the sources of information, including re-sharing messages and re-creating messages as shown in Figure 1 .
For one thing, when reading an interesting message posted by a friend, users can reshare and comment it. Figure 1a is a piece of re-sharing message from Twitter. The official account of Twitter re-shared one of its sub channel's new feature announcement. As demonstrated in recent literatures [16, 27, 32, 37, 39] , users' re-sharing actions result from the underlying social network. That is to say, the information propagates over the edges of social network in the form of re-sharing messages.
For another, Figure 1b shows two content-similar messages. Both of them are about NFL Super Bowl XLVIII with similar keywords like "superbowl", "most watched", but they have different posting time. Moreover, there are no explicit connections between these two messages, which is different from the re-sharing case in Figure 1a . Due to the emergence of mass medias, people can acquire information and accept new opinions from various nonlocal information sources. Hence, there are many content-similar messages without explicit social connections in the social media platforms. We call these messages as re-creating messages.
The volume of messages that carries the same or correlated information changes over time, which is an important quantitative measurement for studying phenomenons of information diffusion. Modeling the temporal dynamics of a group of correlated messages is essential to better understand and analyze the public attentions, opinions as well as their trends, which is of great importance for the design of many applications, such as to improve the supervision and perfect net forewarning mechanism [1, 3, 17, 24, 29] .
However, most of existing models of information diffusions in micro-blogs assume that information only passes from a node to another node via the edges of the underlying social network in the form of re-sharing messages [16, 32, 37] , and ignores the influence from non-local sources. Recently, some works have focused on the design of tracking systems to cluster correlated messages based on their hashtags or contents [19, 31] . Although many models are proposed to use these clusters of messages to analyze the information diffusion [12, 14, 24, 39] , they do not distinguish the effects of the underlying social networks (i.e., re-sharing messages) from the influences of the non-local information sources (i.e., recreating messages), and ignore an important observation that these two types of messages have different characteristics and variation trends. In this paper, we will pay more attention to their distinct characteristics, from tracking topics to modeling the temporal dynamics.
In this paper, we first design a tracking framework to collect groups of correlated messages from a real micro-blog system -Sina Weibo. We then categorize messages in each group into re-sharing ones and re-creating ones. The results show that about 69 % of the correlated messages are produced by users' re-sharing behaviors, and the remaining 31% are caused by users' re-creating behaviors. In other words, about 69 % of the information volume in Sina Weibo can be attributed to network diffusion, and the remaining are due to the influences of non-local information sources. After that, we investigate and analyze the two types of correlated messages in the process of information diffusion, and find they have different temporal characteristics. Based on the analysis results, we propose a novel model to capture and simulate the process of information diffusion in the micro-blog platforms, which distinguishes users' re-sharing behaviors from re-creating behaviors by introducing two different components. The empirical results show the superiority of our model.
To sum up, this article focuses on the problem of information diffusion on social media systems. We have presented our preliminary study in [38] which developed a novel model to distinguish users re-sharing behaviors from re-creating behaviors in the process of information diffusion. This article extends [38] with an in-depth investigation and performance analysis. Specifically, this article makes the following new contributions: first, we provide a more comprehensive analysis and review of related work; second, we provide the details about the real-time tracking system in Section 2, which is designed to allocate every in-coming message into an appropriate group; third, we provide more comprehensive description of the model parameter estimation framework; fourth, based on RRM developed in [38] , we propose an enhanced model called A-RRM and conduct more extensive experiments to evaluate the performance of our models.
The remainder of this paper is organized as follows. Section 2 introduces a tracking framework to collect groups of correlated messages. Section 3 investigates and analyzes various temporal characteristics of re-sharing and re-creating behaviors. We present a novel model to capture the process of information diffusion in Section 4. We report the experimental results in Section 5. Section 6 reviews the related work and we conclude the paper in Section 7.
Framework of tracking correlated messages
Billions of users participate in online social networks and generate tons of messages. Social messages are dynamically changing and spreading over social network. To analyze temporal aspects of social stream, an important processing is tracking. Given a stream of social messages, we extract temporal changes and identify the patterns. Unlike traditional event detection [21, 47] or diffusion analysis [19, 31] , the unique characteristics of social stream tracking require a complete re-design. First, the messages posted are of high volume and in fast velocity. Off-line batch processing fails, so fast or even real-time processing is necessary. Second, the noisy actions are pervasive. We need appropriate summarization structures. At last, the complex user interactions, with in it requires suitable analysis support. It should be intuitive to understand the activities.
In this section, we will introduce a method to track temporal changes of social messages, which can group messages and obtain threads of a message stream. Each thread represents the diffusion procedure of a certain topic, which is the basis of temporal characteristic analysis and diffusion modelling.
Similar to Twitter, Sina Weibo is a Chinese microblogging (weibo) website and one of the most popular sites in China. In the following analysis and experiments, we use dataset collected from Sina Weibo, spanning from July 2013 to Dec 2013, with about 60 million messages after sampling. The raw data is about 67G in size. 8 million users are involved, while the distribution of user and messages are depicted in Figure 2 . Each message contains some important information, including the related user, text, date and so on. Given the raw data, we propose a tracking framework to collect and group correlated messages.
There are several different ways to extract topics from messages. Hashtags and re-sharing behavior are two most important clues [13, 16, 22, 23, 28, 34, 39] . They are effective and Figure 2 User-message distribution in log-log scale accurate to some extent. However, they might miss out some topics, like those without hashtags. Meanwhile, these methods cannot distinguish internal and external influence, losing a chance to analyze the user behaviors. In this section, we present a real-time and effective tracking method to bundle up all the messages into groups. The messages inside a stream are not isolated. They might connect with others either through explicit re-sharing relation or implicit semantic relevance. Given two messages m i and m j , and m j posted later than m i , connection types between them can be categorized into "re-share" and "re-create" according to the definitions in Table 1 . RT represents the behavior that one directly re-shares the previous message or adds some comments at the same time, which forms the re-sharing connections. For the re-creating messages, the common URLs, hashtags and words between two messages can be used to measure their semantic similarity, and these similar messages usually take on slightly different appearances. Though there might be no direct connections between those messages, the semantic similarity illustrates the implicit relationship between them. In fact, users might acquire information from exogenous sources such as mass media, and then re-create and propagate it in the form of 
message. Given a piece of re-creating message, there are a lot of semantic-similar messages with it, and we choose the strongest semantic link as the re-creating connection. Re-sharing and re-creating connections group all the messages of a topic into a complete process of information diffusion. The message connections contribute to the continuous development and evolvement of information. Figure 3 shows the propagation way of one topic. Every node represents an informed user posting a piece of correlated message. Through a certain edge that denotes a forwarding connection or an implicit re-creating connection (only the strongest link), information spreads out. Furthermore the nodes with more edges are more attractive to the new ones, so the centric user with bigger circle is more popular.
In order to measure the similarity of re-creating messages, we propose a scoring function as in (1) , which combines various semantic factors (e.g., url , hashtag and text) and time factor. Where m i represents a piece of candidate message and m j is an incoming message. The function aggregates some indicant closeness measuring functions. Intersection is defined as the Jaccard similarity between two texts. The time difference between them is also taken into consideration. The intuition behind is that messages with the same or similar posting time are more likely to describe the same topic, so they are more correlated. Besides, α, β, γ and ρ are parameters to tune the weight, which can be either manually set to reflect system requirements or automatically learnt from labeled message-pair similarity.
It is assumed that between m i and m j exists a kind of re-creating relationship, if the value of S(m i , m j ) is more than a threshold. Obviously, there may be more than one messages which are similar to m j , so we consider the one with maximum scored S(m i , m j ) as the former node who is most similar to it. While clustering correlated messages, they will be put together.
We try to put correlated messages together to get a set of non-overlapping groups, and only retain the message connections inside the group [40] . Connections between two messages m i and m j are derived from re-creating or re-sharing behaviors.
Definition 2 (Message Group).
A message group is a bundle of messages, where messages within the group tend to talk about the same topic. Message re-sharing connections and re-creating connections with maximum score in the group are preserved, and intra-group connections are skipped. In the following, we propose two strategies to preserve the message development trail in a message group: -Every group keeps its own representative information locally. For the efficiency of this allocation task, we will compare the incoming message with the centroids of the existing groups instead of all messages. -One message either follows the forwarding direction, or only retains a maximum scored connections with its prior similar one, while the low scored connection will be omitted.
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Definition 3 (Thread)
A thread is associated with a group, which represents the message volume x 1 , x 2 , ..., x T at each discrete period t = 0, 1, 2, ..., T . Because one group is composed by two kinds of messages (i.e., re-sharing and re-creating ones), one thread can be divided into two classes, Re-share Thread for re-sharing messages, and Re-creation Thread for re-creation messages.
Given a message stream, we try to group correlated messages, and derive threads from groups [19] . Volumes of messages at discrete periods sequentially form a thread in a group, which becomes the foundation of analyzing and modeling the message threads. Figure 4 depicts message group talking about a baseball game between the Yankee and the Redsox. Other irrelevant messages will not be under consideration in the group. The messages between July 21st and July 25th are shown. Here, hashtags, URL and keywords are extracted to represent the original messages. The appearing connections are re-sharing relationships. So red notes are represented for the re-creating messages, while blue ones for the re-sharing messages. Moreover, according to the statistic of messages as Table 2 , Figure 5 Three threads of the baseball group Figure 5 shows the corresponding thread of the baseball group, as well as the re-creation thread and re-share thread during the five days. The time periods {0, 1, 2, 3, 4} match the date {07 − 21, 07 − 22, 07 − 23, 07 − 24, 07 − 25}. Actually, most threads will be longer than the example.
Thread extraction
In this subsection, our task is to allocate every incoming message into an appropriate group, or create a new group. For re-sharing message, the group that its former message belongs to can be found easily, i.e., we can construct an re-sharing table to store the corresponding group. For re-creating message, it is a little bit complicated, because the connection is implicit. Equation (1) depicts the similarity computation between two messages. We need to find the most similar message, and dispatch the incoming message into the suitable group.
However, given an incoming message, finding the one with maximum similarity score from all the messages is time-consuming. Considering that similar messages have been clustered into the same group, it is not necessary to compare with each one in the same group. To improve the efficiency of this allocation task, we propose to compare the incoming message with each group representative, instead of all messages within the group. Specially, a group has a set of social messages, so we extract the representative words by statistical method as the summary of each group for effective matching with the new coming message.
Selecting the first message or the longest message to be the representative of a group, would be over-generalisation. For the better understanding of group, we extract a list of keywords based on the word statistics and keep updating timely. Term Frequency and Inverse Document Frequency are used to evaluate the relative term importance. The structure and temporal span preserved in group can re-weight words. We thus select a list of top ranked words. At the beginning, only the keywords of the first message are used to represent the group. We then keep updating the set of keywords while new messages are coming continually. We can limit its length no longer than the maximum limitation of social messages, i.e., 140 characters. What is more, the hashtags and URLs are treated as words and processed in the same way as the texts. Figure 6 illustrates the structure of representative.
When a new message comes, the stream tracking process contains three steps: 1) prefiltering for the message 2) fetching candidate groups, and 3) ranking group candidates and updating, as Figure 7 shows.
Pre-filtering
In the pre-filtering step, we need to check whether the posting user is a potential spammer, according to the number of followers, re-sharing counts and the length of the message, then determine whether to reserve it.
Fetching candidate groups
For re-sharing message, a RT ID table is constructed to lead the incoming message into its group. For re-creating message, candidate groups will be produced first, for selecting the targeted group more simply in the next step. To fetch candidate groups faster, we adopt a sublinear lookup hashing method. The method follows the line of Locality Sensitive Hashing(LSH) [30, 33] , which is useful in approximate nearest neighbor search.
LSH relies on the concept of locality sensitive hash functions. These functions define a mapping from the raw data space S to a new metric space U . Based on the choice of similarity metric, hashing functions can be used to hash items into buckets, making the probability of collision higher for items that are similar.
Definition 4 Given D(;) as the distance metric between two object, function family H
In the use of LSH for nearest neighbor search, we let d 1 < d 2 and p 1 > p 2 . Under these setting, nearby objects have a greater chance of being hashed into the same hash value (bucket) than objects that are far apart. However, there are several problems that we need to resolve. First, text is not very suitable for hashing directly. Second, using a single hashing function easily leads to either high collision probability or low matching rate. So, we develop the following pipeline of fetching group to improve the performance of basic LSH method. Figure 8 shows the process of fast fetching groups, which includes shingling, min-hash and LSH. In the social stream, we first extract the shingling representation of the messages based on n-shingle extraction, i.e., the consecutive n-grams of each message. A very large list of n consecutive words is maintained, attributing to convert the incoming message into a 0/1 vector. Therefore, shingling can represent the message in a vector form and also preserve the term ordering information.
In order to compact the n-shingle vector for in-memory calculation significantly, and guarantee invariance of the similarity comparison, we use the min-hashing method. r random permutations are selected, and used to represent the message vector into r numbers, i.e., a new vector with length r. Here, the min-hashing function is defined as the smallest value in the permutation whose corresponding position is a non-zero value in the message vector. Mapping process of four vectors with r = 3 is shown as Figure 9 depicts, i.e., new vectors are at a length of 3. For instance, for the first permutation vector and the first message vector, the values matching the non-zero positions are {1, 3, 5, 4}, so the first element of new vector is the minimum "1".
So far, a message is represented as an reasonable-size vector, and a variant LSH hashing method is employed to find similar ones.
To reduce the collision error of hash and increase the matching rate, we select multiple LSH functions and multiple LSH tables. With a LSH functions family H, we construct the similarity search structures as follows:
-For an input number M, we first select a function family G = {g :
, g is concatenation of M LSH functions.) By concatenating multiple LSH functions, the collision probability of far away objects becomes very small, but it also reduces the collision probability of nearby objects. As a result, multiple hash tables are necessary in order to find most of the nearby objects. Objects in the L buckets whose values are hashed into, are selected as the candidates.
In our grouping method, we segment the message vector from min-hash into L snippets, and hash them separately. Relying on M concatenating functions, each snippet points at a hash bucket. Groups in all buckets will be selected as candidates. Nevertheless, the number of these candidates is still much smaller than the complete set of groups, so that the following ranking computation will be efficient.
Ranking group candidates and updating
After locating several group candidates from the LSH matching, we get a list of group candidates. In the next step, we need to choose the most appropriate group to insert the new message. For re-creating message, we use a scoring function where every group substitutes for m i in (1), to rank the most suitable group for the new message. Every group will summarize its key factors to compare to the new messages. If the similarity score between one group and the new message is less than a threshold, the group will be abandoned. If there are groups left, the new message will be inserted into most appropriate one. If no such group exists, a new group will be created. After selecting a targeted group, we place the new message to it, update the date range and summary information about the group.
For each group, the thread is represented by orderly volumes, i.e., the number of messages at each time period. With more and more incoming messages, a growing number of groups will be generated, and every one ties up plenty of correlated messages. Two different kinds of emerging mechanisms of messages require to use different processing methods to track message streams. As we have seen, adding a re-sharing message is not complicated because of the explicit connection with local sources. To the contrary, the relations created by non-local sources are implicit, and hence we introduce semantic similarity into re-creating behaviors, so every re-creating message can be compared with all of the existing groups and find the suitable one. Distinguishing two kinds of messages can form more accurate and integrate groups.
Analysis of re-sharing and re-creating messages
In the following we proceed to analyze characteristics of re-creating messages and resharing messages. The temporal dynamics such as the rise and decay of the thread over time are also analyzed.
Basic property
Group size
After processing the original data, we have gotten 11809 groups. The group size is measured by the number of messages in each group. Figure 10a depicts the size distribution of these (a) Group Size (b) Lifespan Figure 10 Group size and lifespan follow power-law distribution in log-log scale groups. From the figure, we observe that 1) for better evaluation, we removed the groups with size below 100, which are generally noise or outlier; 2) almost 75 % of the groups contain around 200 messages; and 3) about 10 % of groups have more than 500 messages. On the whole, the method provides a clean and well-distributed partition.
Lifespan
We also examine the distribution of group lifetimes. The lifespan indicates the last update time of each group. Figure 10b shows the distribution of life span. Interestingly, around 80 % of correlated texts live for around a week, and almost the whole dynamics die out within a month, while very few can run on for a year. Massive contents of groups cannot become really popular. For instance, 45 % of groups live within one day, and 60 % die out during three days. Meanwhile, a few special kinds of messages can last for a long time, like advertisements, or crucial social events, but different events provide different temporal shapes. For example, some keep steady while others go through sharp increases or declines.
Re-sharing percentage
In each group, around 69 % messages are attributed to the re-sharing action, which means re-sharing action holds the dominate position. Around 86 % messages are reposted, and each one is shared on average for 9.92 times. 55 % of total re-sharing actions happen on the first day, 79 % of them take place in the first week, which is a little slower than Twitter [16] due to the complexity of social network in China. The re-creating action, is of great importance to model the dynamics of information diffusion, although it accounts for about 31 % of messages. Re-creating messages are comparatively scarce because of the complicated thinking and replicating process, while re-sharing behaviors are simpler. Figure 11 shows the volume accumulation at some stages of its life after a smoothing for temporal dynamics. Compared to the basic line connecting diagonal, the volume increases Figure 11 Relation between volume accumulation and lifespan more slowly at the beginning, which is a preparing period and there are only a few messages posted as the information may not spread out, while users become more active at the rear part. On the whole, the volume increases evenly without special jumps.
Temporal analysis
Rise analysis
Decay analysis
We examine how the dynamics decline in every group. Figure 12 illustrates the distribution of volume and time in a log-log scale. We find a stable power-law exponent of around -1.7, which shows a bit slower than the burst nature of human behavior [4] , because longer interactive time is needed between human and media. Compared with the curve trends in Figure 11 , the volume in Figure 12 keeps declining on the whole. In fact, most groups live a short life. These short-lived groups, mainly contribute to the opening part of Figure 12 . So Rise Analysis and Decay Analysis with different horizontal axises draw incomparable shapes.
Correlation analysis
Peak analysis
The peak is the max volume of one variation, at the peak time t p . As we expected, the peak is not always at the median of temporal dynamics. By examination, it appears around 15.0 % of the whole lifecycle. However every peak situates at different positions, so we shift all the peaks at the same position with t p = 0, and normalize the volume of the peak to 1, in order to easily make analysis. Furthermore, we draw the peak dynamics of re-sharing and re-creating messages in the same figure for easy comparison.
Interestingly, the statistical results show that the peaks of two different kinds of messages are basically consistent with that of the whole stream. For sharing actions alone, the peak averagely appears at the 15.3 % of the lifespan. It can be attributed to the leading position of re-sharing behaviors in quantity. For re-creating actions, the volume goes up a bit earlier at the 12.6 % of the lifespan. Actually, Figure 13 also confirms this fact. During 30 hours before the peak time, the trend of re-sharing actions is nearly in accord with the original stream, while the trend of re-creating ones is more active. After the peak time, though we can find a small fluctuation appear, the re-sharing line is close to the original stream all the time, which goes down smoothly. Meanwhile, the re-creating line rises up earlier and falls down a little more slowly than others. This is because this kind of behavior needs to cost some time in acceptance of messages from multiple sources. However, its contrasting performance does act to the original variation.
Figure 13 Volume increases and declines over 30 hours respectively
Usually people prefer to follow others or to share interesting information, and meanwhile significant news is more attractive to people, which makes the high time is shorter while the volume is bigger in the re-sharing situation. However, influenced by mass media, people experience a process of discovery, selection and consideration to post textual similar messages, which costs much more time. In fact, many texts are posted within several hours, including massive junk messages that mostly belong to the re-sharing actions. Therefore we can find that the peak of micro-blog is taller and slender.
Rise analysis
In order to investigate the rise thoroughly, Figure 14 illustrates how many days are needed for the volume to accumulate to the certain percentages of the peak. Meanwhile, the variations of correlated texts with corresponding peaks are shown together in Figure 14 .
Interestingly, the lines are regularly easy to be divided into three periods, for instance, the original one at the percentages 6 % and 40 %. In the first period, it increases very fast, which means the number of messages grows up with much more time than the later periods. After the slow-growth stage, the development steps into the normal period, but also experiences a little stop at half the way to the top. Finally, it goes up to the top faster, which means the trend goes hot. The closer to the peak, the faster the growth changes. Besides, a stop before a peak is found.
The re-sharing action goes into three steps earlier than the original, but keeps step with it soon. We can infer that re-sharing curve increase faster, because they use less time to achieve certain volume, which is harmonious with peak analysis. Meanwhile, compared to the other lines, re-creating actions have a longer and more gentle preparing period, which is because the re-sharing actions show quicker reaction than similar text diffusion in mass media. 
Decay analysis
We derive two kinds of clusters according to the re-sharing behaviors and the re-creating behaviors, respectively. We have found the general decay of correlated texts. Next, we will discuss how the trend persists under the two different kinds of clusters respectively.
For the re-creating messages, users post information when they accept new opinions from the real world, or read texts from other sites. Let N(t) denote the number of the re-creating messages at time t of all groups. Figure 15a presents the distribution of N(t) over t, which perfectly follows a power-law with exponent -1.24. Meanwhile, R(t) denotes the number of the re-sharing messages, and Figure 15b shows the distribution of the R(t) over t, which follows a power-law with exponent -1.92. Re-creating behaviors keep more persistent. We can loosely think that the re-sharing action goes down faster than re-creating action, resulting from the faster diffusion through re-sharing actions.
As above, we have mainly analyzed temporal dynamics of two kinds of messages. These characteristics are the appearances of their different diffusion mechanisms. In the next section, we distinguish users' re-creating behaviors from their re-sharing ones in modeling the process of information diffusion.
Proposed model
We have investigated the different characteristics of re-creating behaviors and re-sharing behaviors. Next, we emphasize how the correlated texts contribute to modeling threads.
Basic model
As in the former definition, we shift all the threads, make them begin at time 0, and assume that time runs in discrete slices t = 0, 1, 2, ..., T . During each time slice, a set of short messages might be published, influenced by different driving factors. Specifically, we use x t to denote the new increasing volume at the time period Usually, it is hard to confirm when a dynamic exactly goes into the state. We define the beginning period of thread as the time period with a set of small and unimportant fluctuates before the topic really raises the common concern. It is the first period discussed in the Rise Analysis of the last section. The begining period is insignificant, but brings lots of noises to model the truly valuable dynamics.
Here, we use variable t 0 to represent the beginning time of a real variation, which is used to divide the original thread into two parts, including the beginning period and the remaining period. After the time t 0 , a wave of users post their opinions, which indicates the real variation begins.
In a group, we can consider that diffusions begin with a source node, and users tend to follow a more popular one, which gradually develops an approximate scale-free network. According to the theory of preferential attachment [2] , we denote (k) as the proportion of existed connection k of a set of nodes to that of all the nodes during a period, representing the existence of preferential attachment. We approximately consider it follows a power law, i.e., (k) ∼ k α . Assumed that there are x t−1 messages (i.e., nodes) at the time t − 1, the number of increasing edges of the updated graph at the time t could be nearly considered as x α t−1 . Here α describes the growth factor of the group. Moreover, besides influence from social network, the influence from unknown sources should be taken into consideration. In every discrete time slice, the outer influence, such as interest or bursts, also leads to several connections and gives the opportunity to the evolvement of social network. Therefore, preferential attachment here has a more appropriate form, (k) ∼ (k + b) β . Besides the effect of the stable social structure, the parameter b controls the likelihood of a new node appearing because of outside unknown reason is discovered. β denotes the speed of growth in this scenario. On the whole, f (x t−1 ) = (x t−1 + b) β is proportional to the incasement of new messages for the time t in the groups.
However, a piece of information cannot spread out indefinitely for a very long time, due to the delay of human response and the capacity of the network. Time directly leads to the limitation [10] , and the delay usually takes a heavy-tail form. The second ingredient, depending on the age of diffusion, should be taken into account while modeling streams. t −γ represents the decay of the attraction of the information. As described above, let g(t) = (t − t 0 ) −γ , adjusting the beginning point of the thread, helps better understanding of diffusion.
So far, two basic ingredients, preferential attachment f (x t−1 ) and decay g(t), have proved to influence the extension in the next time period and should be taken into account while modeling thread.
Based on the above analysis, we can get a basic model as follows:
We use parameter a to denote a normalization constant for the full distribution, which is directly related to the interest degree of the activity of the group. The basic model combines two main factors, which can correctly capture general temporal dynamics.
Though the model considers the generating process of information diffusion, it still cannot bring full expression to the minor variations, just like most current modeling methods. More detailed analysis of the re-creating behaviors and re-sharing behaviors is required to improve the accuracy.
Joint model
In the following, we present a novel model based on above theory to accurately depict the thread. The model tries to capture the ordinary characteristics of correlated texts.
We show the inner structure of one group in Figure 16 . One node associates with an informed user and its posted message. Big green nodes for re-creating messages and blue ones for re-sharing messages, who are linked by two types of main connections. The broken green lines and the full blue lines denote re-creating and re-sharing connections respectively.
In one group, if we ignore the re-creating links, several re-sharing trees are left over. Each node is included in one and only one re-sharing tree, so the volume over time of a thread can be considered as a sum of messages in every re-sharing tree of a group. We can directly represent it as follow:
where #rc denotes the number of re-sharing trees existed at time t, and the formula sums up the re-share volumes. rs(k) t represents the volume of the k-th re-sharing tree at time t.
Considering the procedure that we build up a group, there always comes re-creating messages first. Reading these texts, users may share it if they are interested in. As time goes by, more and more re-sharing messages will emerge. In order to make it simpler at expression and prediction tasks, we have the following two assumptions:
-Re-sharing behaviors in a group follow the same pattern.
-Re-sharing behaviors in a group are distinguished only by the time factor.
So far, re-sharing behaviors can be represented as below:
We denote rs (i) as the re-share thread that begins at time i, and rs
represents the volume of this re-share thread at time t. At time i, a piece of re-creating message comes, it becomes the root of the re-sharing tree, and users may re-share the re-creating texts at the same time. After that, at every other period of time, rs (i) t will be updated from rs
by the re-sharing behavior, because the new re-sharing nodes in this tree rely on the former re-sharing nodes. Besides, t 0 here acts on all the re-sharing behaviors and the re-creating behaviors, implying the beginning time of the thread.
A Re-sharing Tree Figure 16 Group Case On the other side, a group might collect plenty of re-creating messages, which means that one group is very like a re-sharing forest. If the number of re-creating messages at every time slice and the varying pattern of re-share threads are known, the thread of the group can be estimated. For the re-creation thread, we try to model just as the basic model does:
rc t denotes the volume of the re-creation thread at time t. A re-creating node can be considered as a root node, so it corresponds one re-sharing tree with a series of re-sharing nodes. Users who post re-creating messages are influenced by the non-local sources, i.e., the semantic-similar influence collected from the social network, as well as the unknown influence indicated by a small constant b. Unlike the re-sharing behavior, the re-creating behavior has just one variation curve, implying the incoming number of re-sharing trees.
Integrating re-creating and re-sharing behaviors as above, we propose a joint model, named Re-creation and Re-share Model (RRM). Joint model (RRM)
In a conclusion, RRM models a thread by two main steps, as shown in Figure 17 . The curve on the top represents the thread {x t } over time. The rs i , rs j and rs k depict re-share threads that begin at the time i, j and k respectively. rc i denotes the number of re-sharing threads rs i , and therefore two kinds of curves jointly contribute to the thread modeling. Modeling by the RRM, we should fit out the re-creation thread and the re-share threads, so as to induce several possible spreading structures in the group, which can approximately illustrate process of information diffusion. 
Model parameter estimation
Algorithm 1 Parameter Estimation
Input:
1: Life cycle of the thread, 2: Thread to be learned, 1 update the parameters of re-sharing behaviors 18: Like classical optimization methods, we need some initial seeds for subsequent LM operations in Algorithm 1. Line 4-9 describe an iteration. We represent "θ, X ← LM(Y, θ , argv * )" as the procedure calling the LM algorithm to calculate optimization of parameters θ . Here θ is the initial values for parameters, Y is the objective sequence that X needs to fit out, and argv * might contain several updated values participating in calculations. In every iteration, we update new parameters and new fitting sequences, and let them become the seed of the next iteration. There are two steps when update new values: 1) determine the number of re-creating nodes at every period and 2) model the thread while learning re-sharing behaviors.
Re-creation thread is fixed by four values, {a c , b, β, t 0 }. We first learn these parameters to fix the real re-creation thread, and then the re-creating sequence rc 1 , rc 2 , ..., rc T can be obtained by rounding down fitting result. Besides, t 0 of every iteration is fixed at this stage. The new volume of re-creating nodes and t 0 is immediately used to learn the parameters {a s , α} of the re-sharing behavior, which try to minimize D(x, θ). In order to accurate the fitting result, λ is to tune the evolutionary rate, which is manually set as 0.4. Meanwhile, the new x 1 , x 2 , ..., x T might be referred in the next iteration while calculating the re-creating behavior. The optimization will be stopped until updated values converge.
Experimental evaluation
Based on the groups of correlated messages derived from the Sina Weibo dataset, we carry out extensive experiments to evaluate the performance of our model in the following tasks associated with information diffusion: (1) to match the threads of several groups; (2) to make tail-part predictions; and (3) to do successive predictions for the coming time.
Thread fitting
This experiment studies the ability of our model (RRM) in thread fitting, and we first construct threads from the collected groups of messages. For comparison, we implement a state-of-the-art information diffusion model, SpikeM [24] . It is a kind of analytical model over the process of information diffusion, avoiding several problems that prior models may have, as well as following the power-law fall pattern and periodicity. It can match real data, and deal with some meaningful tasks, such as predictions. Moreover, it supports the most similar applications as our model.
To quantitatively evaluate the performance of our model and SpikeM, we adopt the classic metric RMSE (i.e., the root mean square error) that is widely used to measure the difference between the true values and fitting values. In our experiment, RMSE is computed as follows:
where t 1 and t 2 represent the starting and ending time of the test thread, respectively. To make an overall evaluation of RRM and SpikeM, we first test them on all the threads. The RMSEs of RRM and SpikeM are 15.26 and 18.42, respectively. Our model achieves approximately 20 % relative improvement over SpikeM. Although both SpikeM and RRM are based on the law of information diffusion, RRM distinguishes users' re-sharing behaviors from re-creating behaviors, which enables us to model and capture the process of information diffusion in micro-blog platforms more accurately.
To further analyze why our model RRM performs better than SpikeM in an intuitive way, we choose three test threads for case study in Figures 18a-c. Table 3 shows the fitting accuracy of both models. From the results, we observe that RRM achieves higher accuracy although SpikeM can also capture the basic temporal trends of the threads. Specifically, RRM is better at processing small fluctuates before t 0 , and SpikeM might be affected more by the beginning part especially in last two cases. Case (b) is a tough thread, the curve of (a) Group #342679 (b) Group #335717 (c) Group #342958 Figure 18 Results of model fitting on three threads which is difficult to fit since it varies irregularly. Our RRM can still better fit this case, showing the advantage of distinguishing users' re-sharing behaviors from re-creating behaviors, while SpikeM can only fit the cases with periodic patterns.
Tail-part prediction
This experiment studies the performance of our model in the prediction task. Being different from the thread fitting task, we divides each thread into the training part and test part in this task. We first train our model RRM and SpikeM in the training part, and then use the estimated model parameters to predict the test part, i.e., the future variation trend of the curve. The metric RMSE is used to evaluate the prediction accuracy.
We first compared the overall performance of both models, 13.33 for RRM and 26.72 for SpikeM. Then, we choose three cases to perform further analysis, and Figure 19 shows the results of the three cases. We use a vertical line to separate the training and prediction parts. Table 4 present the prediction accuracy of the three cases. From the results, we observe that our proposed RRM achieves more accurate predictions because RRM can capture and model the process of information diffusion in much finer detail. In other words, RRM benefits from distinguishing users' re-sharing behaviors from re-creating behaviors. Specifically, from Figure 19a we observe that RRM can more accurately predict the rising trends of threads, and Figure 19b shows that our RRM performs better than SpikeM in the case that predicts the declining trends of threads. The case in Figure 19b is difficult for SpikeM to accurately predict because of its complicated variation trend, while our RRM still achieves good performance in these complicated cases. In other words, SpikeM can only predict the simple variation trends and fails in the relatively complicated ones because SpikeM cannot capture the weak signal of variation.
Successive prediction
This experiment studies the performance of our RRM in the successive prediction task which is to predict the future volume of a thread in the next time point. That is, we need to predict the volume of a thread at future time t + 1 (i.e., x t+1 ) based on the model parameters learnt at time t. The naive method is to re-train the model from scratch for each prediction time point. However, this method is not suitable for the situation of real-time streams of messages, due to the following reasons:
-Most of the information diffusion models, including RRM and SpikeM, are designed to capture and predict the holistic development trends of threads, instead of the volume at a certain point. -Retraining RRM and SpikeM is time-expensive, which does not meet the requirement of the successive prediction in a real-time manner. -This method is not able to capture the thread's latest trend due to the fact that latest messages used for updating RRM model are often overwhelmed by the large data of the past. In other words, this method assume that the volumes of messages at each time point are equally important for predicting the volume x t+1 . However, an intuitive thought is that the more recent changes can provide more valuable information for predicting the coming volume.
In light of the above considerations, we propose to update our RRM model and adjust the model parameters in real time instead of re-training from scratch, which have improved around six times over RRM in efficiency. Specifically, we first need to initialize the model parameters. In our experiment , we use the first 10 time slices for the model initialization. Then, we predict the value for the next time point. We separate the known and predicted parts into the following form:
where we use the actual values rc i , rather than fitting values, to denote the number of recreating nodes at time i. We adopt the common assumption that the volume of the thread changes smoothly over time, and hencerc t+1 can be approximately estimated based on rc t . Meanwhile,rs (t+1) t+1 can be calculated in the same way withrs (i) t+1 that is updated at each time point. For the re-share thread, only two primary parameters, a s and α, need to be updated in order to make the predicted value at the last time closer to the true value, and they can be taken to calculate out the new re-share threads. When the corresponding real-time value comes, α and a s are updated respectively, by one dimension search method to determine the search update range and binary search to fix the proper values for new parameters. Obviously, α and a s are proportionate to rs, and we try to adjust α first. We call the improved algorithm as Adaptable − RRM(A − RRM). Figure 20 illustrates three cases for the successive prediction task. In every case, the successive prediction starts from the vertical line. Because SpikeM is not good at this situation, we choose a stronger baseline called Autoregressive Model (AR) [26] . The A-RRM and AR try to draw the next value at each point. At the next time point, AR will estimate the model parameters by training on all the historical volumes, while A-RRM only needs to update primary parameters. Table 5 presents the prediction accuracy of four different methods. RRM(t, t + 1) means that we train RRM on the data collected during time period 0 − t, and predict volume at time t + 1. RRM(t − 1, t + 1) is a similar method, and thus the key difference between RRM(t, t + 1) and RRM(t − 1, t + 1) is that the former uses the data collected at time t to train RRM while the latter does not. From the comparison results, we observe that RRM(t, t + 1) performs better than RRM(t − 1, t + 1), showing the vital significance of the latest information for the successive prediction. We also observe that the A-RRM achieves obvious improvement over these two methods, especially at the early prediction stage. As a standard time series regression method, AR learns from all the historical data, but pays more attention to recent data, and hence provides stable prediction accuracy. Compared with A-RRM, AR does not exploit the law of information diffusion and ignores some structural information. That is why our A-RRM achieves higher accuracy than AR.
In order to verify the advantage of our designed tracking framework, we conduct another comparison experiment. We first group the messages based on their contained hashtags instead of using our tracking framework, and then repeat the experiment of successive prediction on these groups. The last column of Table 5 shows the results. We find that all prediction models achieves lower prediction accuracy on the groups collected by the hashtag-based method. This is because the data collection method based on hashtags generally ignores the messages without any hashtag and destroys the law of information diffusion.
Related work
The emergence of social stream has generated huge online contents, and attracted much interest to investigate its mechanism and characteristics [7, 9, 15, 24, 35, 36, 41, 42] . Correlated texts As a kind of correlated texts, memes were broadly studied and applied.
These works find robust ways of extracting and identifying the mutational variants of distinctive phrases, such as phrase graph [19] or provenance-based solution [40] . Current related works pay more attentions to detecting and tracking problems [19, 31, 40] , but there is rear rise-and-fall analysis of correlated texts on micro-blog. They open an opportunity to analyze and model information diffusion in more detail.
Characteristics of temporal dynamics
The statistical mechanics of complex network had been discussed for a long time. Growth and preferential attachment are presented as two important ingredients for generating social network [2] . Leskovec et al. [19] investigated characteristics of memes and considered that the imitation and the recency are the most important factors of temporal dynamics, which also capture the meaning of preferential attachment and decay. The evolvement of social media led to deeply analyze the topics of retweet cascades and following behaviors [5-7, 16, 18, 25, 32, 37] . Kwak et al. [16] treated retweet trees as communication channels of information diffusion, analyzed the tweets of top trending topics and observed the retweets usually spread fast. Suh et al. [32] found that not only content features, URLs and hashtags, but also the contextual features like the age of the account correlate with retweetabllity. Wu et al. [37] pointed out different types of contents and characteristics are emphasized by different categories of users and Bakshy et al. [5] studied the distribution of retweet cascades on Twitter. After proposing that information diffusion also depending on its age [10] , the power-law decays of influence in the different situations have been reported, such as in blogs with -1.5, and -1 for tweets and the human response time [4, 18] .
Modeling temporal dynamics
Traditional approaches were widely applied in the area of modeling and predicting temporal dynamic, including some regression and classification methods [12, 14, 28] . These methods are easy to use, but lack deep understanding of information diffusion. Inferring model by experiments or mathematical theories is more difficult [6, 11, 24, 27, 29, 39, [43] [44] [45] [46] . Lerman et al. [17] worked on the future popularity prediction of social media content on Digg and Youtube. Crane et al. [8] found most activities can be described as a Poisson process using time series of daily views on YouTube, and modeled by the so-called self-excited Hawkes conditional Poisson process, made predictions for dynamic classes and peak fraction. SpikeM [24] is based on the 'Susceptible-Infected' epidemic and Hawkes models, and meanwhile captures power-law fall pattern and periodicity behaviors. It matched numerous real data sets and answered several prediction questions. Besides, some probability based methods were applied to explain information diffusion, such as modeled with exposures [27] and social selection [20] . After years of efforts, these coarse-grained ways for modeling temporal variations had done well. In our paper, we focus on modeling with the re-sharing and re-creating components and put forward a new angle to improve effectiveness of modeling information diffusion.
Conclusions
In this paper, we first designed a tracking framework to collect groups of correlated messages from a real micro-blog system -Sina Weibo, and then divided the messages into re-sharing ones and re-creating ones, which enables the study of the effects of underlying social networks and non-local information sources in information diffusion. We found that 69 % of the information volume in Sina Weibo can be attributed to network diffusion, and the remaining is due to the influences of other non-local information sources. Moreover, we observed that the re-sharing and re-creating messages have different temporal characteristics after our detailed analysis and investigations. Based on the analysis results, we proposed a novel model to capture the process of information diffusion in micro-blog platforms. The experimental results showed the superiority of our model and verified the advantages of distinguishing users' re-sharing behaviors from re-creating behaviors in the information diffusion.
