ABSTRACT In recent years, the multiobjective evolutionary algorithm based on decomposition (MOEA/D) has shown superior performance in solving multiobjective optimization problems (MOPs). In MOEA/D, the adaptive replacement strategy (ARS) plays a key role in balancing convergence and diversity. However, existing ARSs do not effectively balance convergence and diversity. To overcome this disadvantage, we propose a mechanism for adapting neighborhood and global replacement. This mechanism determines whether a neighborhood or global replacement strategy should be employed in the search process. Furthermore, we design an offspring generation strategy to generate high-quality solutions. We call this new algorithm framework MOEA/D-ARS. The experimental results suggest that the proposed algorithm performs better than certain state-of-the-art MOEAs.
I. INTRODUCTION
Multiobjective optimization problems (MOPs) have several objectives that must be optimized [1] . Usually, these objectives conflict with each other and cannot be simultaneously optimized by a single solution. In general, a MOP can be mathematically formulated as follows:
where is the decision space and x ∈ is a decision vector. F(x) consists of m objective functions f i :
→ R, i = 1, · · · , m, and R m is the objective space [2] , [3] .
Evolutionary algorithms (EAs) are widely used to solve MOPs because they are population-based optimization algorithms and can approximate the Pareto front (PF) of the MOP by multiple iterations. In the last two decades, a large number of multiobjective evolutionary algorithms (MOEAs) have been proposed, and these MOEAs can generally be classified into three categories [2] : the The associate editor coordinating the review of this manuscript and approving it for publication was Bao-Liang Lu.
Pareto domination-based approaches [4] - [7] ; the indicatorbased approaches [8] - [10] ; and the decomposition-based approaches [11] , [12] .
MOEAs based on decomposition (MOEA/D) have become a mainstream method for solving MOPs, in which the replacement strategy is of great importance for both population convergence and diversity. Traditionally, the working principle of the neighborhood replacement strategy used to update the population was as follows. Each subproblem i has its current solution x i . Each solution possesses a replacement neighborhood set, the size of which is defined in advance. For each current solution x i to subproblem i, a new solution x new i is generated by reproduction operators with some of its neighboring solutions, e.g., when x new i is poor for all the replacement neighbors of subproblem i but good for other subproblems. Even if x new MOEA/D-AGR [13] is one of the most representative algorithms using this replacement strategy. MOEA/D-AGR uses a traditional differential evolution (DE) operator to generate offspring solutions and assigns each new solution to replace the solutions of the most suitable subproblem. However, this replacement scheme emphasizes convergence of the objective solutions among all subproblems [14] .
To effectively balance convergence and diversity, we propose an adaptive replacement strategy (ARS) mechanism for MOEA/D and design a new algorithm called MOEA/D-ARS (MOEA/D based on ARS). However, we still face the two following challenges. (1) In this paper, we consider two replacement strategies: the neighborhood replacement strategy [12] and the GR strategy [13] . The number of neighboring solutions that need to be replaced by these two replacement strategies differs. Normally, the neighborhood replacement strategy replaces only two neighboring solutions, whereas the replacement neighborhood size of GR increases exponentially [13] . Therefore, adaptive selection of the appropriate replacement strategy at a certain point is a key problem to be solved. (2) Regardless of which replacement strategy is used, it is necessary to replace the neighboring solutions. MOEA/D-AGR [13] has proven that there is a mismatch between solutions and subproblems with the neighbor replacement strategy. The GR strategy calculates the replacement neighborhood size that grows exponentially. However, the replacement neighborhood size is not necessarily proportional to the success rate of the replacement match. This rate is closely related to the quality of the offspring solution. Hence, the generation of high-quality offspring has become a key issue that cannot be ignored.
For the first challenge, we propose an ARS method. In this method, we employ the index used in the two replacement strategies. Compared to the parent solution, we use the fitness improvement rate (FIR) to preserve the degree of improvement of the offspring solution. Such replacement strategies were selected based on their previously reported performance, and their recent FIRs were stored using a sliding window. Additionally, a decay mechanism is introduced to balance the final improvement value of each replacement strategy. For the second challenge, we design an offspring generation (OG) strategy. First, we generate multiple temporary solutions [15] for each subproblem. Then, we employ the surrogate model to estimate the objective values of each temporary solution and obtain the optimal temporary solution. Finally, we generate offspring solutions by employing DE [16] operator with polynomial mutation [12] . Systematic experiments have been conducted to compare the proposed algorithm with certain state-of-the-art MOEAs in a series of two-objective or three-objective test problems with linear or nonlinear variable linkages. Based on the results of these experiments, it can be seen that the proposed algorithm obtains the best performance in most cases.
The remainder of this paper is organized as follows. Section II introduces related work. The details of our proposed algorithm (MOEA/D-ARS) are presented in Section III. The experimental results and detailed analysis are reported in Section IV. Finally, we conclude this paper and outline future research in Section V.
II. RELATED WORK
In recent years, numerous efforts have been made to address MOEAs based on decomposition, and a number of MOEA/D variants have been proposed. There are two replacement strategies in MOEA/D and its variants: the neighborhood replacement strategy and the GR strategy.
A. NEIGHBORHOOD REPLACEMENT STRATEGY
MOEA/D-DE [12] employs DE [17] operator and polynomial mutation [18] to generate one new trial solution for each subproblem. MOEA/D-DRA [19] proposes that different subproblems can have different computing difficulties. Computational resources are more likely to be distributed to these subproblems, which have greater effectiveness. Another type of dynamic resource allocation (DRA) was investigated in [20] . In this approach, two crossover operators in [21] and [22] are used to generate offspring solutions. If one crossover operator generates an offspring solution, which can replace at least one solution. Then, the dynamic resource may be awarded to this crossover operator.
MOEA/D-OBL [23] employs an opposition-based learning (OBL) [24] strategy. OBL integrates the evolution operator and a local search based on opposition, which is effective in accelerating the convergence speed of MOEA/D. For the sake of balancing neighborhood exploration and subproblem exploitation, MOEA/D-NS [25] utilizes the history and neighbor solutions to generate offspring solutions. Two operators are based on the multivariate Gaussian distribution model: one employs neighbor solutions, and the other employs previously visited solutions. MOEA/D-NMS [26] introduces a Nelder-Mead simplex (NMS) strategy. In this approach, the algorithm combines the DE operator and the NMS operator. The probability threshold p h is applied to determine the proportion of the utilization of each operator, and it assists reproduction to balance the neighborhood exploration and subproblem exploitation.
ENS-MOEA/D [27] considers the influence of neighborhood sizes (NSs) on the performance of MOEA/D and proposes an adaptive selection strategy. Experimental results show that different NSs may be suitable for different MOPs. MOEA/D-FRRMAB [28] proposes a novel adaptive operator selection strategy. In this approach, the operator pool is built by four different DE mutation operators, and each DE operator is dynamically selected based on its recent performance. ADEMO/D [29] adopts probability matching and adaptive pursuit as two adaptive operator selection strategies. The DE strategy is selected according to a probability, which depends on its previous experience. MOEA/D-CDE [30] proposes an adaptive composite operator selection (ACOS) strategy. Four different operators are used in ACOS. Furthermore, this algorithm employs an online self-adaptation method to adjust parameters. VOLUME 7, 2019 MOEA/D-IRA [31] proposes a diversity-enhanced resource allocation (RA) strategy for MOEA/D that depends on both relative improvement of the aggregated function value and solution density around each subproblem to assign computational resources. One subproblem surrounded by fewer solutions in its neighboring area and greater relative improvement of the aggregated function value will be allocated a higher probability for evolution. The experimental results show the advantages of MOEA/D-IRA over two popular RA strategies available for decomposition-based MOEAs. MaOEA/D-2ADV [32] proposes a decomposition-based many-objective evolutionary algorithm with two types of adjustments for the direction vectors. Recently, supervised classification algorithms have been widely used in data mining tasks. These algorithms also incorporate MOEA/D to solve MOPs. In MOEA/D-CPS [33] and its variant algorithm [34] , classification-based preselection (CPS) is applied to MOEA/D. In each generation of these algorithm, a classification model is built. Then, a candidate solution set is generated for each subproblem, and the classification model is used to label the candidate solutions. Finally, only solutions with positive labels are preserved, and the optimal candidate solution is selected by a stochastic strategy. MOEA/D-SVM [35] uses the solutions in the current population as prospective training samples as well as the solutions in the sub-best population, which can build a more accurate classification model [36] . MOEA/D-SSC [37] employs a semi-supervised method to replace the traditional supervised learning method for offspring preselection. This algorithm not only reduces the number of fitness evaluations but also obtains the optimal candidate solution.
B. GLOBAL REPLACEMENT STRATEGY
The neighborhood replacement strategy has proven very effective in dealing with MOPs. This strategy only replaces its current neighboring solutions, which makes it difficult to guarantee a high replacement success rate. Therefore, this strategy may has the problem of replacement mismatch [38] .
To alleviate this problem, the relevant algorithms for adaptive subproblems have been proposed. MOEA/D-GR [38] proposes a GR strategy that assigns an offspring solution to its most suitable subproblem. MOEA/D-AGR [13] is an extended version of MOEA/D-GR. MOEA/D-AGR demonstrates that the replacement neighborhood size is critical for population convergence and diversity. MOEA/D-AGR [13] designs three different strategies to adjust neighborhood size dynamically. The experimental results of large-scale tests have shown that this algorithm obtains the best performance in most test problems.
MOEA/D-STM [39] attributes each solution to the current subproblem according to the respective preferences and can maintain high convergence speed and better diversity. Similarly, MOEA/D-IR [40] proposes an improved inter-relationship model to match the solutions and subproblems based on their mutual preferences. In MOEA/HD [41] , subproblems are layered into different hierarchies, and the search directions of lower-hierarchy subproblems are adaptively adjusted according to the higher-hierarchy search results. In the experiments, MOEA/HD is compared with four state-of-the-art MOEAs in terms of two widely used performance metrics. According to the empirical results, MOEA/HD shows promising performance on all the test problems. To balance the convergence and diversity for decomposition-based methods and to alleviate their performance dependence on the orientation of the PFs, MOEA/AD [42] develops an adversarial decomposition method for many-objective optimization, which leverages the complementary characteristics of different subproblem formulations within a single paradigm. More specifically, two populations are coevolved by two subproblem formulations with different contours and adversarial search directions. Comparing MOEA/AD with nine state-of-the-art many-objective optimization algorithms on 130 test problems, the experimental results demonstrate the effectiveness and competitiveness of MOEA/AD for solving manyobjective optimization problems with various characteristics.
III. MOEA/D-ARS
The replacement strategy has a crucial impact on the performance of MOEA/D. In this paper, we propose an ARS method that aims to balance convergence and diversity. In this section, we first introduce the MOEA/D-ARS framework, then describe the ARS in detail, and finally explain the OG strategy.
A. MOEA/D-ARS FRAMEWORK
To integrate these two replacement strategies and the implementation of the optimization process in an adaptive manner, we design an ARS method. In this method, instead of the raw fitness value, the FIR is used to evaluate the quality difference between the parent solution and its offspring in a normalized manner. Additionally, to balance the influence of each replacement strategy at the current time point, the decay mechanism is used to balance the final improvement value of each replacement strategy. Furthermore, we design an OG strategy that can generate better offspring solutions and improve the replacement success rate. By embedding this OG strategy into ARS, we create the proposed MOEA/D-ARS, and its algorithmic framework is demonstrated in Fig. 1 .
In MOEA/D-ARS, the following initialization settings are required. • N : the number of individuals in the population;
• P: the initial population;
• F i : the objective vector of x i ; • B i : according to subproblem i, the index set of its neighboring solutions;
• λ i : the weight vector of subproblem i;
• g i : the objective function value of subproblem i;
: the ideal point; • SW : the sliding window used to save the FIR; and • L: the length of the sliding window. The pseudocode of the complete MOEA/D-ARS is shown in Algorithm 1. The population and parameters are initialized in line 1. To save the FIR, we design a two-dimensional array named SW, which is initialized in line 2. In line 4, the kriging model is constructed using the whole population. In this paper, we use the software package Design and Analysis of Computer Experiments (DACE), which is a MATLAB toolbox for working with kriging approximations for computer models. The details are shown in [43] . In line 5, the number of temporary solutions n_i and perturbation radius a_i are calculated for each subproblem. In line 7, the offspring solution of the current subproblem is generated by the OG strategy, which is introduced in subsection III-C. In line 8, the algorithm adopts the ARS, which returns the best replacement strategy for the current subproblem. Details of the implementation process are introduced in subsection III-B. If the ARS returns the neighborhood replacement strategy, then replacement of the neighboring solutions of x i is executed in line 11. Otherwise, the GR strategy should be executed. In line 13, the replacement subproblem j is found. Calculation of the replacement neighborhood size T r is shown in line 14.
while not terminate do 4: model = Kriging(P) [43] ; 5: calculate the number n_i and amplitude a_i by Eq. 9 and Eq. 10;
6:
os = OffspringGeneration(P, model, n_i, a_i);
rs * = AdaReplaceStrategy(P, SW , L);
switch (rs * ) 10: case rs 1 :
11:
replace the neighboring solutions of x i by os; 12: case rs 2 :
13:
find replacement subproblem j by Eq. 3; 14: calculate replacement neighborhood T r by Eq. 4; 15: replace the neighboring solutions of x j by os; 16: end 17: update the ideal point z * (j = 1, · · · , m) by 18 :
end for 20: end while 21: return P.
In line 15, the neighboring solutions of x j are replaced. In line 18, the best z * is updated.
B. ADAPTIVE REPLACEMENT STRATEGY
In this paper, we simultaneously consider two replacement strategies. These replacement strategies rs i (i = 1, 2) are given by
• rs 1 : the neighborhood replacement strategy and • rs 2 : the GR strategy. The GR strategy is different from the neighborhood replacement strategy. This strategy includes two aspects: finding the most suitable subproblem for x new i and calculating the replacement neighborhood size T r .
(1) Find the most suitable subproblem for x new i
In this paper, we employ the following Tchebycheff approach [44] .
In [13] , subproblem j is defined as its most suitable subproblem of current solution x:
In this strategy, x new i is to replace the neighboring solutions of x j , where x j is the current solution of the most suitable subproblem for x new i . (2) Calculate the replacement neighborhood size T r VOLUME 7, 2019 T r plays an important role in the process of population optimization. In this strategy, MOEA/D-AGR [13] verifies that different optimization stages should set different replacement neighbor sizes. The calculation of replacement neighbor size is as follows [13] .
where . is the ceiling function, T max is the maximal value for T r , k is the current generation number, K is the maximal generation number, and γ ∈ [0, 1) is a control parameter to determine how T r increases as the search progresses.
To make better use of these two replacement strategies, we design an ARS method. However, two issues need to be solved: how to attribute an appropriate fitness value to each replacement strategy and how to balance these two replacement strategies.
For the first issue, inspired by MOEA/D-FRRMAB [28] , AMOEA [45] , and MOEA/D-CDE [30] , a SW with the fixed size L is used to record the impact of applying replacement strategies during the process of population optimization. SW is a two-dimensional array. SW (1)(j) (j = 1, 2, · · · , L) will mark the indexes (i = 1, 2) for each replacement strategy, and SW (2)(j) (j = 1, 2, · · · , L) stores the FIR obtained with the applied replacement strategy rs i (i = 1, 2), as defined in Eq. 5.
where pf i is the fitness value of the parent solution and cf i is the fitness value of the offspring solution. Both pf i and cf i are calculated by Eq. 2. SW is organized as a FIFO queue, and its utilization is the same as that in [28] , [30] , [45] . The recently used replacement strategy rs i and the corresponding FIR i are saved at the end of the queue, and the element of the earliest record is removed from the queue. Fig. 2 illustrates the structure of the sliding window SW . The neighborhood replacement strategy needs to replace only two neighboring solutions, while the GR strategy needs to replace more neighboring solutions. Hence, there is clearly a large difference between these two replacement strategies.
To address the second issue, we employ a decay mechanism [46] , [47] and rank all these Reward i values (Reward i , the sum of FIR i values for replacement strategy rs i in the current sliding window SW .) in descending order. Let Rank i is the rank value of rs i . Rank is the positive proportion of Reward. On the one hand, we hope to provide more opportunities for the most suitable replacement strategy; on the other hand, we also hope to balance these two replacement strategies. Therefore, we introduce a decay factor D ∈ [0, 1] to transform Reward i into
In Eq. 6, Rank i = 1 or 2, D Rank i ∈ [0, 1], so Decay i is inversely proportional to Reward i . This approach will alleviate the situation of always using one fixed replacement strategy. Clearly, the smaller the value of D is, the larger the influence of the replacement strategy rs i . Therefore, the value of D has a great influence on the ARS. Then, we assign the following improvement value to replacement strategy i:
The larger the FRR i , the greater the chance that its corresponding replacement strategy will be selected.
Finally, based on the received improvement values, FRR i (i = 1, 2) and the number of each replacement strategy in SW are used to select a suitable replacement strategy using Eq. 8.
where n i indicates the number of the replacement strategy rs i , and C is a scaling factor with the same value as that in [28] , [45] , and [30] . The pseudocode of the ARS is shown in Algorithm 2. In lines 1-2, the algorithm initializes Reward i and n i for each replacement strategy i. If the sliding window is not full, then one replacement strategy can be randomly selected in line 4. Otherwise, the ARS is automatically executed. In lines 7-9, Reward i and n i are calculated for each replacement strategy. In line 12, the algorithm preserves the FIR i , which integrates the decay mechanism. In line 15, the improvement value FRR i is calculated for the replacement strategy i. Finally, the most suitable replacement strategy rs * is selected by Eq. 8 in line 17.
C. OFFSPRING GENERATION STRATEGY
In this paper, we propose an OG strategy for MOEA/D. We define two concepts: the temporary solution and the perturbation radius. The temporary solution is defined as the solution generated near the solution corresponding to the current subproblem. The perturbation radius is defined as the distance between the solution corresponding to the current subproblem and the temporary solutions to be generated. This OG strategy contains three major steps. First, we define the number and form of the temporary solutions. Second, a temporary solution set is generated for each subproblem. Third, the surrogate model is built by using the whole population, and the offspring solution set is obtained by this surrogate model and the DE operator. We elaborate on these steps below. for each j ∈ perm(1, · · ·, L) do 7: i = SW (1)(j); 8: Reward i = Reward i + SW (2)(j); 9: n i = n i + 1; 10: end for 11: for each i ∈ perm(1, 2) do 12: Decay i = D Rank i * Reward i ; 13: end for 14: for each i ∈ perm(1, 2) do 15:
(Decay i ); 16: end for 17: select replacement strategy rs * by Eq. 8; 18: end if 19: return rs * .
1) CALCULATE THE NUMBER AND PERTURBATION RADIUS
The fireworks algorithm (FWA) [48] , FWA-DM [49] and S-MOFWA [15] take inspiration from fireworks to simulate the generation of candidate solutions. However, these algorithms are limited in that they either solve single-objective optimization problems or use a single metric to measure fitness for two-objective MOPs. Inspired by these algorithms, we also employ n_i and a_i to represent the number of temporary solutions and the perturbation radius, respectively. Furthermore, MOEA/D-ARS can simultaneously optimize two-objective and three-objective MOPs. Additionally, we redesign n_i and a_i as shown in Eq. (9) and Eq. (10) .
where S(x i ) can be viewed as the size of dominated space and size of the space covered, which is measured by nondominated sorting [5] or hypervolume [50] . S max is the maximum value of the S(x i )(i = 1, 2, · · · , N ). From Eq. (9) and Eq. (10), we can observe that S(x i ) or (S max − S(x i ) is multiplied by N , which will not lead Eq. (9) and Eq. (10) to approximate 0. Therefore, individual differences will be more apparent, and the number of the temporary solutions for each subproblem will have a distinct hierarchy.
To calculate n_i and a_i in Eq. (9), we employ hybrid nondominated sorting [5] and hypervolume [50] to obtain S(x i ), which represents the fitness value of x i . We illustrate our method with an example. We assume that there is a two-objective minimization MOP and set the number of individuals to 9. The dominance relationship between individuals is shown in Fig. 3 .
(1) In the process of population optimization, if there are both nondominated and dominated individuals, the status is shown in Fig. 3 (a) . At this time, the dominance relationship reflects the differences between individuals. Therefore, we employ nondominated sorting [5] 
to calculate each S(x i ). S(x i ) indicates the number of the individuals dominated by the individual i.
(2) When all individuals cannot be dominated by each other, the status is shown in Fig. 3 (b) . The hypervolume [50] can be used to calculate each S(x i ).
2) GENERATE THE TEMPORARY SOLUTION SET
In this paper, we dynamically generate two types of temporary solutions: (1) perturbation temporary solutions and (2) Gaussian temporary solutions. In addition to these two types of temporary solutions, we take x i as a special temporary solution.
The function of Algorithm 3 is to generate a certain number of perturbation temporary solutions. The idea of Algorithm 3 is as follows:
(1) For the perturbation radius a_i, the lower limit and the upper limit corresponding to each dimension of x i are used to generate a certain shift s.
(2) For each dimension of x i , the generated shift s is added to each dimension value of x i .
(3) Whether newly generated value of each dimension is above or below the lower limit, the value of the corresponding dimension must be repaired.
We cannot guarantee that the generated perturbation temporary solutions must contain good solutions. Therefore, we design Algorithm 4, which is used to generate a VOLUME 7, 2019 s = (rand * (x upp − x low )). * a_i; 5: for k = 1 to n do 6:
8:
end if 10: end for 11 : small number of Gaussian temporary solutions. The idea of Algorithm 4 is as follows:
(1) We randomly select dimension indexes of x i . (2) We calculate a radius for the selected dimension and multiply this radius r by x k t . (3) Once the k dimension value of x t exceeds the specified upper limit or is less than the specified lower limit, the k dimension value of x t must be repaired.
3) GENERATE OFFSPRING SOLUTION FOR EACH SUBPROBLEM
As previously discussed, a temporary solution set has been generated for each subproblem. Our goal is to find the optimal solution from this temporary solution set. To reduce the number of real objective values evaluated [51] , we employ the Kriging model [43] to estimate the objective values of each temporary solution, sort these temporary solutions and obtain the optimal one.
We also employ DE with polynomial mutation [52] , [53] to generate offspring solution for each subproblem. The mutation operator is defined as follows:
o i is the optimal temporary solution of the ith subproblem, and t 1 and t 2 are two randomly selected indexes of neighboring subproblems.
The offspring solution is generated via crossover.
where j = 1, · · · , d, and j rnd ∈ {1, · · · , d} is a random number.
The newly generated offspring solutionŷ might be infeasible, and it is repaired as follows.
where j = 1, · · · , n.
with
where rand rand is a uniform random number in [0, 1]. The distribution index η and the mutation rate p m are two control parameters; x(j, low) and x(j, upp) are the lower and upper bound of the jth decision variable, respectively.
The function of Algorithm 5 is to generate the offspring solution for each subproblem. The idea of Algorithm 5 is as follows:
(1) We employ Algorithm 3 and Algorithm 4 to generate temporary solutions.
(2) We synthesize a temporary solution set Y . (3) The objective values of each temporary solution are estimated by predictor [43] .
(4) We calculate the fitness value of each temporary solution and sort them.
(5) The offspring solution is generated by Eq. 11. 
obtain obj by predictor(Y , model) [43] ; 5: calculate each g i (x) and sort; 6: generate os i by Eq. 11; 7: end for 8: return os.
IV. EXPERIMENTS A. TEST PROBLEMS
In recent years, several test problems for MOEAs have been proposed. The new test problems mDTLZ1-mDTLZ4 [54] are designed to validate and compare MOEAs. The PF shapes with inverted orientation are adopted in mDTLZ1-mDTLZ4. A new test problem generator [55] is proposed that enables the design of test problems with controllable difficulties regarding the feature of difficult-to-approximate PF boundaries. A set of new test problems (F1-F16) is generated by this generator. A set of new test problems (F1-F9) is introduced in [56] . Ten test problems named UF1-UF10 were used in [57] . These test problems are two-objective problems, except UF8, UF9 and UF10. The ZZJ test problems in [58] are characterized by presenting nonconvexity, discontinuity, nonuniformity, and the existence of many local PFs (ZZJ4, ZZJ8). In this paper, we choose UF1-UF10 and ZZF1-ZZF10 to verify the effectiveness of the proposed algorithm. The detailed characteristics of UF1-UF10 and ZZF1-ZZF10 are listed in Table 1 .
B. COMPARISON ALGORITHMS AND PARAMETER SETTINGS
Now we compare MOEA/D-ARS with several current representative MOEAs.
• NSGA-II [5] : a classic MOEA, which uses nondominated sorting and crowding distance to measure individual differences;
• IBEA [8] : a well-known indicator-based MOEA;
• MOEA/D-DE [12] : one of the most popular decomposition-based MOEAs that decomposes the MOP into a set of scalar-objective subproblems;
• MOEA/D-CPS [33] : generates three candidate solutions by DE operators and uses a supervised classifier to achieve offspring preselection;
• MOEA/D-MO [16] : generates a candidate solution set for each subproblem, and all candidate solutions are evaluated by real objective values; and
• MOEA/D-AGR [13] : uses a GR scheme to match the best subproblems, and three different strategies are designed to calculate the number of updated solutions.
The parameter settings of the compared algorithms are the same as those in [5] , [8] , [12] , [13] , [33] and [16] . The detailed parameter settings are summarized as follows. 1) Population Size N : For two-objective and threeobjective problems, N is set to 300 and 595, respectively.
2) Stopping Condition : All algorithms run 30 times independently. For two-objective and three-objective problems, each algorithm stops after 150 000 and 297 500 function evaluations (FES), respectively.
3) Neighborhood Sizes : In MOEA/D-ARS, the GR size T r is the same as in [13] , while the neighborhood replacement size is set to 2.
4) Other Parameters: In MOEA/D-ARS, we use the kriging model [43] . Similar to [15] , the upper number of solutions M e = 20, the disturbance amplitudeÂ = (variable.upper [2] − variable.lower [2] )/4, the number of Gaussian temporary solutions gdNum = 5, L is the length of the sliding window (SW ), with L = 0.5 * N , and the decay factor D = 0.7.
C. PERFORMANCE METRICS
In our experimental studies, we have already obtained the optimal PF in advance. For all two-objective and three-objective test problems, 1000 and 10 000 uniformly distributed points are sampled along the optimal PF, respectively. The inverted generational distance (IGD) [33] , [59] and hypervolume difference (I − H ) [60] are used to measure the performance of the algorithms.
The IGD metric is defined as
where d(v, P) represents the minimum Euclidean distance in objective space between v and any point in P; |P * | is the size of the set P * ; IGD(P * , P) measures both the diversity and convergence of P. The smaller IGD(P * , P) is, the better the diversity and convergence of P.
To have a small value of the result, the approximation set P should be as close to the optimal PF as possible.
D. EFFECTIVENESS EXPERIMENT
In this paper, all the algorithms are performed on UF1-UF10 [30] , [57] and ZZJ1-ZZJ10 [58] , which run 30 times independently. The mean IGD, I − H and standard deviation (std) are calculated for each test problem separately. All the statistical results are shown in Tables 2-5 .
In this subsection, we analyze these experimental results in detail. 
TABLE 2.
Comparative results of all the algorithms performed on UF1-UF10 regarding IGD. (−, + or '≈' indicates that the performance of the corresponding algorithm is worse than, better than, or similar to that of MOEA/D-ARS, respectively, according to a Wilcoxon rank sum test with a 0.05 significance level.) Tables 2 and 3 show the mean value and standard deviation of the IGD and I − H metric values for UF1-UF10, respectively. Tables 2 and 3 show that (1) MOEA/D-ARS performs better than the other algorithms on most test problems. In this paper, we examine an ARS method for determining whether a neighborhood replacement or GR strategy should be employed. Moreover, we integrate an OG strategy into the ARS. On the one hand, we can guarantee the generation of high-quality offspring for each subproblem, which can increase the success rate of the replacement strategy. On the other hand, we select the optimal replacement strategy through an adaptive mode, which can balance neighborhood replacement and GR strategies. (2) On UF2, UF4 and UF8, NSGA-II, MOEA/D-CPS or MOEA/D-DE achieves the best results. UF8 has three objectives, while UF2 and UF4 have a very complicated PS, and no algorithm can approximate their PFs at the same time.
1) EXPERIMENTAL RESULTS FOR UF1−UF10
Based on the results shown in Tables 2 and 3 , we also perform statistical analyses. We apply Wilcoxon nonparametric statistics to the algorithms. '≈', + or − indicates that MOEA/D-ARS is equal to, better than, or worse than other algorithms, respectively, based on a 5% significance level. A summary of the results is shown in the last row of Table 2 and  Table 3 . From both the Wilcoxon nonparametric statistics and rank values, we can conclude that MOEA/D-ARS performs better than the other algorithms but does not always perform best on a small number of test problems. Tables 4 and 5 
2) EXPERIMENTAL RESULTS FOR ZZJ1−ZZJ10

E. CONVERGENCE SPEED
To verify the convergence speed of MOEA/D-ARS, we select test problems from these two test function sets that obtain the best results for the two evaluation criteria. These test problems include UF1, UF5, UF7, ZZJ3, ZZJ5, and ZZJ8. The mean IGD values versus fitness evaluations (FES) for all algorithms performed on these test problems are plotted in Fig. 4 .
As shown in Fig. 4 , MOEA/D-ARS obtains the best mean IGD (log) values in most optimization stages. In the iterative optimization process, corresponding to the same FES, MOEA/D-ARS almost has the minimum mean IGD (log) values, and the curve of mean IGD (log) obtained by MOEA/D-VOLUME 7, 2019 ARS always has a downward trend. Therefore, MOEA/D-ARS has a faster convergence speed than other algorithms. On the other hand, the ARS strategy can balance convergence and diversity well.
To study the benefit of the proposed ARS, we design an RSS-Random algorithm (using a random method to select the neighborhood or GR strategy). We set the probability threshold as p t = 0.5. We compare MOEA/D-ARS with the RSS-Random algorithm on all test problems. The experimental results in terms of the IGD and I − H values are given in Tables 6-9 .
As shown in Tables 6-9 
G. PARAMETER ANALYSIS
In this subsection, we study the sensitivity parameters of MOEA/D-ARS. The parameters of other algorithms have been adjusted under optimal conditions. This paper includes several parameters, such as parameter F in the DE operator, the sliding window size L, and the decaying factor D. Parameter F is usually set to 0.5 for the algorithms compared in this paper. Hence, for the sake of fairness, this paper also sets F to 0.5. This paper refers to MOEA/D-FRRMAB [28] , which sets L to 50. Because the parameter D affects the final VOLUME 7, 2019 H. CPU CALCULATION TIME CPU calculation time(s) by these algorithms over 30 independent runs are given in Table 10 . As can be seen from consuming. The experimental results in Tables 2-5 show that MOEA/D-ARS obtains the best performance on most test problems. Therefore, we consider the time cost of MOEA/ D-ARS to be acceptable.
V. CONCLUSION
This paper proposes a decomposition-based multiobjective evolutionary algorithm using the adaptive replacement strategy (MOEA/D-ARS), which utilizes the FIR and a decay mechanism to calculate the final improvement value of each replacement strategy. Meanwhile, an offspring generation strategy is designed to generate high-quality solution for each subproblem. The experimental results show that MOEA/ D-ARS performs better than popular MOEAs in most cases. As part of our future work, we intend to extend our study to address more difficult optimization problems from real-life engineering applications. It will be interesting to study how to combine adaptive matching of neighborhood size and parameter control into an evolutionary operator so that the evolutionary operator may be more effective. His current research interests include intelligent electric vehicles, motion planning, control for intelligent systems, and new-energy vehicles.
