Abstract-Existing decentralized coded caching solutions cannot guarantee small loads in the general scenario with arbitrary file sizes and cache sizes. In this paper, we propose an optimization framework for decentralized coded caching in the general scenario to minimize the worst-case load. Specifically, we first propose a class of decentralized coded caching schemes which are specified by a general caching parameter (enabling efficient and flexible placement strategies) and include several known schemes as special cases. Then, we optimize the caching parameter to minimize the worst-case load in the general scenario. The optimization problem is a challenging non-convex problem with a non-differentiable objective function. We develop an iterative algorithm to obtain a stationary point using techniques for solving Complementary Geometric Programming (GP). We also obtain a low-complexity solution by solving an approximate problem with a differentiable objective function which is an upper bound of the original non-differentiable one, and characterize the performance loss caused by the approximation. In addition, we present an information-theoretic converse bound on the worst-case load in the general scenario, extending the existing one for the special case. To the best of our knowledge, this is the first work providing optimization-based decentralized coded caching solutions and the information-theoretic converse bound in the general scenario.
I. INTRODUCTION
Recently, a novel technique for content placement and delivery called coded caching [1] , which achieves a significant caching gain over traditional caching schemes, has attracted wide attention of researchers. In [1] , Maddah-Ali and Niesen consider a system consisting of one server with access to a library of files and connected through a shared, error-free link to multiple users each with a cache. Each user is able to recover its requested file according to the received multicast message and the contents stored in its cache. In [1] , MaddahAli and Niesen propose a centralized coded caching scheme to minimize the worst-case (over all possible requests) load of the shared link. In [2] , Jin et al. propose a class of centralized coded caching schemes specified by a general file partition parameter, and optimize the parameter to minimize the average load under an arbitrary file popularity within the class. In [3] , a parameter-based coded caching design approach in [2] is proposed to minimize the average load under an arbitrary file popularity in the scenario with arbitrary file sizes and two different cache sizes. Centralized coded caching schemes have limited practical applicability, as they require a centrally coordinated placement phase which is of high implementation This work was supported in part by the NSFC under Grants 61622112, 61871267, 61529101 and 61831018. complexity. Thus, decentralized coded caching schemes are then considered. In [4] , Maddah-Ali and Niesen propose a decentralized coded caching scheme to minimize the worstcase load.
Note that [4] considers the scenario where all files have the same file size and all users have the same cache size, and the resulting schemes may not achieve small loads in practical cases with arbitrary file sizes and cache sizes. [5] considers the scenario with arbitrary cache sizes and the same file size, while [6] and [7] consider the scenario with arbitrary file sizes and the same cache size. In particular, the decentralized coded caching schemes proposed in [5] and [6] are not optimization based, and the decentralized coded caching scheme in [7] is obtained by solving an approximate problem without any performance guarantee. Thus, the existing solutions in [5] - [7] cannot guarantee small loads in the general scenario with arbitrary file sizes and cache sizes.
In this paper, we consider the general scenario with arbitrary file sizes and cache sizes, and propose an optimization framework for decentralized coded caching to minimize the worstcase load in the general scenario. We first propose a class of decentralized coded caching schemes comprising a general uncoded placement and a specific coded delivery, which are specified by a general caching parameter, enabling efficient and flexible placement strategies. The considered class of decentralized coded caching schemes include the schemes in [4] - [7] as special cases. Then, the coded caching design optimization problem is formulated over the considered class of schemes to minimize the worst-case load in the general scenario. The optimization problem is a challenging non-convex problem with a non-differentiable objective function. We develop an iterative algorithm to obtain a stationary point by equivalently transforming the non-convex problem to a Complementary Geometric Programming (GP) and using techniques for Complementary GP. We also obtain a low-complexity solution by bounding the original non-differentiable objective function with two differentiable functions and solving an approximate problem with the differentiable upper bound as the objective function. The performance loss caused by the approximation is also characterized. In addition, we present an informationtheoretic converse bound on the worst-case load, which is applicable to any placement in the general scenario and extends the existing ones for special cases. To the best of our knowledge, this is the first work providing optimization-based decentralized coded caching solutions and the informationtheoretic converse bound in the general scenario. Finally, numerical results show that the two proposed solutions outperform the schemes in [4] - [7] in the general scenario.
II. PROBLEM SETTING
We consider a system containing one server connected through a shared, error-free link to K ∈ N users each with an isolated cache memory (see Fig. 1 ) [4] , where N denotes the set of all positive integers.
1 K {1, 2, . . . K} is used to denote the set of user indices. The server has access to a library of N ∈ N files. N {1, 2, . . . , N } is used to denote the set of file indices. We consider the general scenario with arbitrary file sizes and cache sizes. File n ∈ N consists of V n indivisible data units. Let V (V n ) n∈N denote the file sizes of all N files. User k ∈ K has an isolated cache memory of size M k data units, where
k∈K denote the cache sizes of all K users. Note that the general scenario (V n , n ∈ N can be different and M k , k ∈ K can be different) considered here includes the scenarios considered in [4] (V n , n ∈ N are the same and M k , k ∈ K are the same), [5] (V n , n ∈ N are the same) and [6] , [7] (M k , k ∈ K are the same) as special cases.
The system operates in two phases, i.e., a placement phase and a delivery phase [4] . In the placement phase, the users are given access to the entire library of N files. Each user fills its cache based on the library of N files in a decentralized manner (which will be illustrated in Section III). In the delivery phase, each user requests one file in the library, randomly and independently. We use d k ∈ N to denote the index of the file requested by user k ∈ K, and d
to denote the requests of all K users. The server responds to these K requests by sending a multicast message over the shared link, which is observed by all K users. Each user should be capable of reconstructing its requested file according to the message received over the shared link and its own cache content with probability arbitrary close to one for large enough file sizes V, as in [4] - [7] .
In this paper, we wish to minimize the worst-case (over all possible requests d ∈ N K ) load of the shared link in the delivery phase for decentralized coded caching in the general scenario with arbitrary file sizes V and arbitrary cache sizes M, using an optimization framework.
III. OPTIMIZATION OF DECENTRALIZED CODED CACHING
In this section, we first present a class of decentralized coded caching schemes in the general scenario, which are specified by a caching parameter. Then, we formulate the coded caching design optimization problem over the considered class of schemes to minimize the worst-case load by optimizing the caching parameter. The proposed optimization framework in this paper successfully extends the one in our previous work [2] which is for centralized coded caching in the scenario with the same file size and cache size. In addition, the proposed optimization framework can be extended to minimize the average load for decentralized coded caching, the details of which are omitted here due to page limitation.
A. Parameter-based Decentralized Coded Caching
In the placement phase, each user k independently caches a subset of q k,n V n data units of file n, chosen uniformly at random, where
Note that (2) represents the cache memory constraint. Let q (q k,n ) k∈K,n∈N denote the caching parameter, which is a design parameter and will be optimized subject to the constraints in (1) and (2) to minimize the worst-case load in Section IV. The general uncoded placement strategy parameterized by q extends those in [4] (q k,n , k ∈ K, n ∈ N are the same), [5] (q k,n , n ∈ N are the same) and [6] , [7] (q k,n , k ∈ K are the same). As in [4] - [7] , the random uncoded placement procedure can be operated in a decentralized manner in the sense that the cache of each user is filled independently of the other users. The coded delivery procedure is the same as those in [4] - [7] . Alg. 1 summarizes the placement and delivery procedures of the class of the decentralized coded caching schemes specified by the general caching parameter q. Algorithm 1 Parameter-based Decentralized Coded Caching
user k independently caches a subset of q k,n Vn data units of file n, chosen uniformly at random 3: end for Delivery procedure [4] 1:
Server sends
end for 5: end for
B. Parameter Optimization
Consider the class of the decentralized coded caching schemes parameterized by the general caching parameter q in Alg. 1. Let R wst (K, N, V, M, q) denote the worst-case load under given file sizes V, cache sizes M and caching parameter q. By Alg. 1, we can calculate R wst (K, N, V, M, q) given by (3) , as shown at the top of the next page, where max k∈S a∈S\{k}
As the caching parameter q fundamentally affects the worstcase load R wst (K, N, V, M, q), we would like to optimize q under the constraints in (1) and (2) so as to minimize R wst (K, N, V, M, q).
Problem 1 (Caching Parameter Optimization):
where R wst (K, N, V, M, q) is given by (3) .
As the objective function of Problem 1 is non-convex and non-differentiable, Problem 1 is a challenging problem. A classical goal for solving a non-convex problem is to obtain a stationary point. To the best of our knowledge, optimizationbased decentralized coded caching design has not been investigated in the general scenario with arbitrary file sizes and cache sizes.
IV. SOLUTIONS In this section, we first develop an iterative algorithm to obtain a stationary point of an equivalent problem of Problem 1. Then, we obtain a low-complexity solution of Problem 1 and characterize the performance loss caused by the approximation. To the best of our knowledge, this is the first work obtaining optimization-based decentralized coded caching designs in the general scenario with arbitrary file sizes and cache sizes.
A. Stationary Point
First, we obtain an equivalent problem of Problem 1. Specifically, for all k ∈ K and n ∈ N , we introduce an auxiliary variable t k,n ≥ 0, replace 1 − q k,n in (3) with t k,n , and add the inequality constraint
Then, for all d ∈ N K , S ⊆ K, we introduce an auxiliary vari-
with w d,S , and add the inequality constraint
Finally, we introduce an auxiliary variable u ≥ 0, replace
w d,S with u, and add the inequality
Therefore, we can equivalently convert Problem 1 to the following non-convex problem. 2 Note that in this paper, and represent component-wise inequalities. In addition, note that for ease of analysis, we consider q, t, w 0, u > 0 instead of q, t, w 0, u ≥ 0, which does not change the optimal value or affect the numerical solution.
Problem 2 (Equivalent Complementary GP of Problem 1):
where t (t k,n ) k∈K,n∈N and w (w d,S ) d∈N K ,S⊆K .
Lemma 1 (Equivalence between Problem 1 and Problem 2):
The optimal values of Problem 1 and Problem 2 are the same.
Note that (4), (5) and (6) are equivalent to (9), (10) and (11), respectively. Problem 2 minimizes a posynomial subject to upper bound inequality constraints on posynomials (i.e., (7), (8), (10), (11)) and upper bound inequality constraints on the ratio between two posynomials (i.e., (9)), and hence is a Complementary GP (which is not a conventional GP). A stationary point of a Complementary GP can be obtained by solving a sequence of approximate GPs [8] . Specifically, at iteration l,
is updated by solving the following approximate GP of Problem 2, which is parameterized by
Problem 3 (Approximate GP at Iteration l):
arg min q,t,w 0,u>0 u s.t. (7), (8), (10), (11), 1
where
Algorithm 2 Algorithm for Obtaining a Stationary Point of Problem 2
1: Initialization: choose any feasible point
and set l = 1 2: repeat 3:
by solving Problem 3 using interior point methods 4: Set l = l + 1 5: until some convergence criterion is met Problem 3 is a standard form GP, which can be readily converted into a convex problem and solved efficiently (e.g., using interior point methods). The details are summarized in Alg. 2. By [8] , we know that (q
is provably convergent to a stationary point of Problem 2, as l → ∞.
B. Low-complexity Solution
As the numbers of variables and constraints of Problem 3 are O N K and O N K K , respectively, and Problem 3 is solved in each iteration, the complexity of Alg. 2 is high for large N or K. In this part, we aim at obtaining a low-complexity solution of Problem 1, which is applicable especially for large N or K.
First we approximate Problem 1 with a non-differentiable objective function by a problem with a differentiable objective function. The non-differentiable max function can be bounded from above and below by the following differentiable functions:
where c ≥ 1. It is clear that the upper and lower bounds are asymptotically tight as c → ∞, and the equality in (14) holds when x 1 = · · · = x n . In addition, the upper bound in (13) is tighter when the deviation of x 1 , . . . , x n is larger, and the lower bound in (14) is tighter when the deviation is smaller. By (13), we can obtain an upper bound of R wst (K, N, V, M, q), denoted by R Let q † denote an optimal solution of Problem 4. Problem 4 is a non-convex problem with a differentiable objective function and linear constraint functions. A stationary point of Problem 4 can be obtained using gradient projection methods. As the numbers of variables and constraints are both O(N K), the complexity for solving Problem 4 is much lower than that for solving Problem 3. Note that we can run a gradient projection algorithm multiple times, each with a random initial point, and select the stationary point which achieves the minimum objective value for Problem 4. Extensive numerical results show that this selected stationary point of Problem 4 is usually an optimal solution of Problem 4.
Next, based on the upper and lower bounds in (13) and (14), we characterize the performance loss caused by the approximation, defined as 3 where q † is an optimal solution of Problem 4.
Theorem 1 (Performance Analysis): For all c ≥ 1,
From Theorem 1, we know that the performance loss can be made arbitrarily small by choosing a sufficiently large c, for fixed N and K. However, in numerical experiments, the value of c has to be kept modest in order not to exceed the maximum allowed value. In addition, for all c ≥ 1, the upper bound on the performance loss increases with N and K. Whereas, it will be seen in Section VI that the performance of the lowcomplexity solution is still very promising for large N or K.
V. CONVERSE BOUND In this section, we present an information-theoretical converse bound on the minimum worst-case load applicable to any placement (including uncoded, coded, centralized and decentralized placement), in the general scenario. Let
is the k-th smallest. Extending the proof for the converse bound in [10] , we have the following result.
Lemma 2 (Converse Bound): The minimum worst-case load
Note that the converse bound on the minimum worst-case load for arbitrary file sizes and cache sizes reduces to the one in [10] when V n , n ∈ N are the same and M k , k ∈ K are the same.
VI. NUMERICAL RESULTS In this section, we compare the proposed solutions (stationary point and low-complexity solution) with the existing decentralized coded caching schemes in [4] - [7] and the converse bound in Lemma 2. For ease of illustration, we assume file sizes (in 10 3 data units) and cache sizes (in 10 3 data units) are arithmetic sequences, i.e., V n = V 1 + (n − 1)∆V, n ∈ N and M k = M 1 +(k−1)∆M, k ∈ K, where ∆V and ∆M represent the common differences of the two sequences, respectively. As [4] and [5] require V n , n ∈ N to be the same, and [4] , [6] and [7] require M k , k ∈ K to be the same, in the simulation, we adopt the schemes in [4] and [5] under the file size max n∈N {V n }, and the schemes in [4] , [6] and [7] under the cache size min k∈K {M k }. We choose c = 1 when obtaining the low-complexity solution. Fig. 2 (a) and (b) illustrate the worst-case loads of the six schemes versus the number of files N and the number of users K, respectively. Note that since the computational complexity is high for obtaining the proposed stationary point for large N or K, the performance is only evaluated when N ≤ 4 or K ≤ 4. From Fig. 2 , we can observe that the performance gap between the stationary point and the low-complexity solution is rather small, which shows a promising prospect of our lowcomplexity solution. Fig. 3 (a) and (b) illustrate the worst-case loads of the proposed low-complexity solution and the four baseline schemes versus ∆M and ∆V , respectively. From Fig. 3 , we see that the load of the decentralized coded caching scheme in [4] increases rapidly with both ∆M and ∆V . The load of the (a) K = 4, V 1 = 10, ∆V = −1, M 1 = 5.5, and ∆M = 5.5. decentralized coded caching scheme in [5] increases slowly with ∆M , but increases rapidly with ∆V . In contrast, the loads of the decentralized coded caching schemes in [6] and [7] increase rapidly with ∆M , but increase slowly with ∆V . Note that the load of the proposed low-complexity solution increases slowly with both ∆M and ∆V . Fig. 4 illustrates the worst-case loads of the proposed low-complexity solution, the four baseline schemes and the converse bound versus cache size parameter M 0 , which determines the cache sizes M as illustrated in the caption of Fig. 4 . From Fig. 4 , we can see that the load of the low complexity solution is close to the converse bound when M 0 is modest or large, implying that it is close to optimal in this region.
From Fig. 2, Fig. 3 and Fig. 4 , we can see that, the two proposed solutions outperform the four baseline schemes in [4] - [7] at the system parameters considered in the simulation. Their gains over that in [4] are due to the adaptation to arbitrary file sizes and arbitrary cache sizes; their gains over that in [5] follow by the consideration of arbitrary file sizes; and their gains over those in [6] and [7] follow by the consideration of arbitrary cache sizes.
VII. CONCLUSION In this paper, we proposed an optimization framework for decentralized coded caching in the general scenario to minimize the worst-case load. Specifically, we first proposed a class of decentralized coded caching schemes which are specified by a general caching parameter and include several known schemes as special cases. Then, we formulated the coded caching design optimization problem over the considered class of schemes to minimize the worst-case load with respect to the caching parameter. For the challenging non-convex optimization problem, we developed an iterative algorithm to obtain a stationary point and proposed a lowcomplexity solution with performance guarantee. In addition, we presented an information-theoretic converse bound on the worst-case load in the general scenario, which extends the existing ones for special cases. To the best of our knowledge, this is the first work providing optimization-based decentralized coded caching solutions and the information-theoretic converse bound in the general scenario. Finally, numerical results showed that the two proposed solutions outperform the existing schemes in the general scenario.
