Abstract In this paper, we present a framework based on a generic representation, which is able to handle most of the radiometric quantities required by global illumination software. A sparse representation in the wavelet space is built using the separation between the directional and the wavelength dependencies of such radiometric quantities. Particularly, we show how to use this representation for spectral power distribution, spectral reflectance and phase function measurements modeling. Then, we explain how the representation is useful for performing spectral rendering. On the one hand, it speeds up spectral path tracing by importance sampling to generate reflected directions and by avoiding expensive computations usually done on-the-fly. On the other hand, it allows efficient spectral photon mapping, both in terms of memory and speed. We also show how complex light emission from real luminaires can be efficiently sampled to emit photons with our numerical model.
Introduction
Recently, the great challenge of interactively rendering objects with realistic materials, complex illumination, and shadows has been addressed in detail and has produced convincing results [29, 33, 34, 38, 46, 64] . However, current approaches are still limited to low dimensionality (moving light or viewpoint position but not both, and RGB spectral representation), low frequency lighting and materials, and pre-computed lighting information from a scene. On the contrary, conventional realistic rendering aims at reproducing the physical behaviour of light as closely as possible in an effort to predict what the final appearance of a scene will be, without restrictions. The core of the process consists in solving the global illumination problem, i.e. the rendering equation [27] , with techniques such as Monte Carlo ray tracing [71] , photon mapping [25] , and radiosity [10] . The input data of the simulation are the geometry and the corresponding optical material properties. The output is the incident radiance received by a virtual sensor positioned in the scene (the task of creating images is done by letting this sensor be the human eye). Thus, the need for spectral data naturally increases to produce accurate simulation of natural phenomena including polarization, interference, dispersion and fluorescence, but also in order to perform physical analysis of light transfer. In order to reach a certain accuracy, it has been acknowledged that a certain number of wavelengths -more than three -have to be used [14] . One needs to characterize surface reflection, surface transmission, scattering in participating media, as well as spectral power distribution of light sources. Although recent methods deal with a sufficient set of wavelengths when necessary [6] , the direct use of measurement data sets is inefficient and leads to an unwieldy storage problem. Unfortunately, due to the in-trinsic differences of the underlying physical phenomena involved, no generic model for all of these optical properties has been developed so far.
The main contribution of this paper is to provide such a numerical model for the representation of acquired spectral radiometric quantities involved in physically based rendering. These quantities all vary with wavelength and with incoming and/or outgoing directions of the light ray (except for spectra). Therefore, formally, every quantity is a function having the following signature: (S 2 ×) * R → R, where * is the regular expression metacharacter meaning zero or more, S 2 is the unit sphere 1 and R is the real axis. We show how the separation between the spaces S 2 and R, using appropriate wavelet transforms, leads us to a generic radiometric quantity representation. Our approach, based on the well-understood fact that one can write transforms on a per argument basis, demonstrates that there are significant benefits from taking this observation literally and making it the basis of an implementation.
In this paper, we extend our previous work on waveletbased BRDF modeling [9] . First by achieving better compression, providing the function's domain with a uniform accuracy, thanks to an automatic adaptive scheme that computes a local threshold for each space of the decomposition (see Sects. 4.2 and 5.2.1). Secondly by performing more efficient importance sampling of the function's domain for stochastic illumination algorithms thanks to the compact support of wavelets (see Sect. 6.2.1). We also carefully validate the approach by intensively testing the model against real and synthesized measurements of various radiometric quantities involved in global illumination software (see Sects. 5.1, 5.2, 5.3 and 5.4). Finally, we apply our framework to expensive spectral path tracing and photon mapping (see Sect. 6), achieving enhanced computational performances, as well as large memory savings. The framework is part of our global illumination software called ray of light, which is has been released under the GNU GPL license and is available online at http://ray-oflight.sourceforge.net.
The paper is organized as follows. We recall the major radiometric quantities used in global illumination, as well as the basics of wavelet transforms in Sect. 2. Then, we present the previous work that was the starting point of our research in Sect. 3. Our approach is detailed in Sect. 4 by first presenting the concepts underlying the generic wavelet transform (GWT), i.e. a wavelet transform applied on any kind of object, then the implementation issues. Applications to the modeling of acquired data and physically based rendering are, respectively, shown in Sects. 5 and 6. Finally, we conclude and discuss future directions in Sect. 7.
Definitions

Radiometry
There are several radiometric quantities used in realistic rendering. The most important ones are summarized in the rendering equation [27] :
A physical property P(λ) that varies with the wavelength is called a spectrum. A spectral power distribution function (SPD) is the power of a light ray in unit wavelength in a unit area perpendicular to the propagation direction. SPDs describe the energy transfer along light paths (L i and L r in the rendering equation) and determine the radiance incident to a sensor (and therefore the colors of an image). SPDs also characterize light source emission spectra, some were standardized by CIE [11] . Spectral reflectance is the ratio of the reflected flux Φ r to the incident flux Φ i [18] :
The reflected SPD does not depend on the incoming or the outgoing direction (integrated over all directions). For a more accurate description of the surface behaviour, we need a spectral bidirectional reflectance distribution function (BRDF) defined as [47] :
where ω r = (θ i , φ i ) and ω i = (θ r , φ r ) are, respectively, the incoming (or lighting) direction and the outgoing (or viewing) direction. L i and L r are, respectively, the associated incoming and outgoing radiances. The counterparts of the reflectance and BRDF, for light transmission through a surface, are, respectively, the transmittance and the bidirectional transmittance distribution function (BTDF) [18] . The counterpart of the BRDF, for light scattering within a media, is the phase function [18] . Our work is also relevant for all these quantities because they have similar signatures. Another important quantity in rendering is the emittance distribution function (EDF) that characterizes the SPD of a light source (or an emissive material) for each direction (L e in the rendering equation). Usually, sources are assumed to be isotropic and homogeneous: the SPD is direction-independent and positionindependent. In this paper we will not consider wavelength dependent phenomena, like light dispersion. We assume only non-dispersive objects, thus allowing a vector representation of the spectral interaction between the light and the surface. Dispersive objects should be handled by a specific data structure, such as the one proposed by Sun [67] . First, because we want to test our algorithms with real measurements that are currently very difficult to obtain for BTDF. Also, because a vector representation can benefit of the sparsity of the wavelet representation, which is not possible when working independently on separated wavelengths. Nevertheless, a compressed representation for some of the data involved is certainly beneficial for rendering methods that handle wavelength dependent phenomena.
Wavelet transforms
The wavelet transform W is a linear operator:
The inverse wavelet transform operator can reconstruct the function f from its transformed version:
The application of W is called analysis of the function f , while the application of W −1 is called synthesis. The analysis process consists in projecting the function, at different resolutions or scales j ∈ N + , onto a set of new basis functions Ψ j = {ψ m j : A → B}, called wavelets. Wavelets at resolution j are derived from a set of functions at finer resolution Φ j+1 = {φ k j+1 : A → B}, called scaling functions. The wavelet transform provides a hierarchical decomposition of f at different levels of accuracy.
The remarkable property is that the wavelets have compact support. Therefore, to match a finite signal, a finite number of finite wavelets are put together. As a consequence, the recursive decomposition (analysis) of f can be written as:
The scaling functions encode the smooth approximation of f at a given scale, while the wavelet functions encode the details, i.e. the missing information to retrieve the approximation at a finer scale from the one at a coarser scale.
The corresponding projection coefficients a k j and d m j are computed using fast recursive algorithms:
The reconstruction (synthesis) of f is computed using a similar recursive algorithm:
The discrete wavelet transform can be viewed as a filtering operation that separates the signal into low-frequencies and high-frequencies, applied recursively on the resulting approximation. The coefficientsγ andδ are analysis (lowpass) filters, while γ and δ are synthesis (high-pass) filters.
As the magnitude of the wavelet coefficients is directly related to their importance in the reconstruction, compression of the wavelet decomposition can be achieved by removing weak coefficients of the projected function. Practically it consists in selecting wavelet coefficients lower than a given threshold . Various numerical applications rely on wavelets because the wavelet transform offers fast reconstruction, compression and multiresolution. Further information on wavelet theory can be found in [39, 54] .
Previous work
Several other projective methods can be used instead of wavelets. For instance spherical harmonics [4, 63, 72] and Zernicke polynomials [31] are also applicable to directional data. However, their global support on the sphere implies high evaluation cost as well as hard adjustment of the compression ratio with respect to the accuracy. On the contrary, the wavelet reconstruction is done in a logarithmic time according to the number of samples and is possible at different levels of accuracy. Furthermore, the compression ratio can be precisely controlled due to the local support on the sphere.
Separable decompositions [28] , factorization [41, 69] and principal component analysis (PCA) [37, 45, 59 ] are more general dimension reduction techniques [61] . These works mainly focus on extreme data reduction for interactive rendering using graphics hardware with BRDFs or spatially varying BRDFs, also called bidirectional texture functions (BTFs). Even if they provide plausible representations, the accuracy of such models for physicallybased rendering has not yet been clearly studied. PCA is effective at compressing multivariate data sets by computing orthogonal projections that maximize the amount of data variance. It is typically performed through the eigen-decomposition of the covariance matrix. Thus, it suffers from memory problems during computation while the wavelet transform is applied in place. Moreover, it strongly depends on the parameterization and the reconstruction is fast and correct only for relatively simple materials [59] .
Spectral representations rely on polynomials [55] , basis functions [16, 52] , or hybrid schemes [67] . Relevant wavelength selection in the context of spectral rendering has also been studied [42, 76] . A method based on the Haar wavelet decomposition proposes an adaptive representation of spectral data with a control of the perceptual error [23, 58] . However, the usefulness of these methods in the context of a general rendering system, with no assumptions on sensors, surfaces, and lights requires more investigations [73] . Recently, Kaewpijit et al. [26] applied wavelet decomposition in the context of hyperspectral imagery [57] for the identification of ground surface pixels. They showed that wavelets preserve the distinctions between spectral signatures and yield better classification accuracy than PCA at the same level of compression rate. Nevertheless, this approach based on unidimensional wavelet transform cannot handle more complex radiometric quantities and include direction dependency.
Lalonde worked on projecting the BRDF on wavelet bases and used multidimensional real wavelets (4D) to handle BRDFs at a fixed wavelength [32] . This approach requires a new parameterization to map the space of directions S 2 × S 2 to the space R 4 [35] . The major disadvantage is the distortion introduced by the mapping. Our method is rather inspired by Schröder et al. [60] , who use wavelet functions defined over a discretization of the sphere S 2 . This discretization is based on a recursive subdivision of an octahedron [19] . Each triangle is recursively split into four children up to a given level of accuracy (Fig. 1) . A function defined over S 2 is approximated by a piecewise constant function over the resulting triangles of the subdivision. Schröder defines a wavelet basis over the triangles, which is an extension of the well-known Haar basis [17, 44] to S 2 , constructed via a lifting scheme [70] . Due to the local support of these spherical wavelets, analysis and synthesis are performed in place on each triangle based on the values of the triangle's children. Nevertheless, the major drawback of this work is the restriction to functions defined on the sphere S 2 . The dependence on wavelength and the dependence on more than one direction seems very difficult to handle.
In the next section, we will show that wavelets can offer a unified vision, not provided by previous representations, for the directional and the spectral component. Actually, the same could be done with a non-wavelet basis, e.g. Fourier [75] , albeit this is not as efficient. We will demonstrate the high accuracy of our representation, ac- cording to the compression ratio, in Sect. 5. It is directly related to the intrinsic property of wavelet transforms that preserves high-and low-frequency features during the signal decomposition. Therefore, specular peaks, as well as peaks and valleys found in typical spectra, are wellconserved.
Wavelet radiometry
A lot of research has been conducted on wavelet representation for radiosity projection [20] . Extensions handling glossy surfaces [7, 36] manage the radiance distribution over patches using a similar transform to Lalonde's [32] . However, these representations are very complex in terms of implementation and are both memory and computational time consuming. For these reasons, most of them were limited to the specific case of the Haar basis. Nowadays, high-order wavelets are used to approximate smoothly varying illumination with a small number of patches, considerably reducing the memory consumption [22] . Schröder and Lalonde provided more efficient, but specific, models that are not easily applicable to complex functions defined over a product of different spaces.
To overcome the limitations of previous approaches, we propose the concept of GWT. GWT is actually a new approach to the standard one [12] , which uses a product of decompositions to transform multidimensional signals, in contrast with the non-standard approach that uses a product of basis functions (Lalonde's work). Nevertheless, this new point of view leads to an elegant, flexible and simple implementation using object-oriented and template programming paradigms, such as those provided by the C++ language [66] . Moreover, the compression power of wavelets can be enhanced by performing adaptive thresholding for each support space of the function's domain.
Generic wavelet transform
Note that wavelet transforms do not rely on a particular wavelet function or support space, and hence their formulation is generic (see Eq. 7). As a consequence, algorithms are similar for any transform and space. There is only one requirement: the support space must be a Hilbert space, i.e. linear, vector space. Indeed, the discrete wavelet transform is performed via convolution, which requires scalar multiplication and addition of two elements of the support space.
Now let us consider a function f : A × B → C and its curried 2 versionf : A → (g : B → C). If the functional 2 Currying (after the logician Haskell Curry, but originally introduced by Schonfinkel in functional programming [56] ) is the technique of transforming a function taking multiple arguments into a function that takes a single argument (the first of the arguments to the original function) and returns a new function that takes the remainder of the arguments and returns the result.
Fig. 2. Generic wavelet transform pipeline
space G = {g : B → C} is a linear vector space, then we can define a wavelet transform off . Next, if C is also a linear vector space, we can similarly define a wavelet transform of eachg. Using a combination of these two transforms, we provide a full transform of f . For the inverse transform, since the space of transformed functions T (G) is a linear vector space (because of the linearity of the wavelet transform), the process is similar. Therefore, we can provide a full inverse transform of f by combining the inverse transform off andg. The complete transform pipeline is summarized in Fig. 2 . It consists in iteratively projecting the function into different set of wavelet basis functions (one for each support space of the function's domain):
The wavelet coefficientsf i are said to be generic because they are functions that can be transformed over. The wavelet transform off is said to be generic because the projection space is a functional space.
In the context of GWT, modeling any radiometric quantity f : (S 2 ×) * R → R simply consists in combining a set of spherical wavelet transforms and a single onedimensional transform. Indeed, this signature is equivalent to (S 2 →) * R → R. For instance, a spectral EDF being the combination of a directional and a wavelength dependence will be decomposed as:
The discrete representation of f is a piecewise constant spherical function, whose samples are not single values but vectors representing the spectral distribution of the radiometric quantity for each differential solid angle defined by the triangles of the subdivision. First, a spherical wavelet transform is performed in the directional domain. Then, a one-dimensional wavelet transform is performed in the spectral domain on the resulting vectors of spherical wavelet coefficients.
Adaptive generic wavelet compression
Conventional multidimensional wavelet transforms use a single threshold on the final set of multitransformed coefficients (g ij in Eq. 11), which implies a global error control. In our generic representation, there is a clear distinction between each space and compression occurs independently for each. As a consequence, different thresholds are used (one per space) when performing compression. For instance, we can compress more over S 2 (directiondependence) than over R (wavelength-dependence), or the opposite. Generic compression consists in evaluating the magnitude of the generic coefficients within the transform space and removing those that are below the considered space's threshold. Then, repeating the thresholding again on the remaining generic elements, until each transform space has been proceeded. The error introduced in the wavelet representation by removing any coefficient c equals c . Therefore, the inner or dot product between two elements of the coefficient space provides a comparison operator for thresholding because √ u, u = u . We use the standard inner product f · g defined between two functions f and g for our generic coefficient magnitude evaluation.
Most radiometric quantities can have a different spectral behaviour according to direction. For instance, spectra in high-valued parts of BRDFs (specular highlights or retrodiffusion) usually differ from spectra in low-valued parts of the BRDF (diffuse component). Even if we use a different threshold for the directional and spectral components, spectra in the diffuse parts could be relatively more compressed, yielding to a non-uniform accuracy over the function's domain. We exploit the generic view of the transform to achieve significantly better compression providing the function's domain with a uniform accuracy. Indeed, each generic coefficient can be considered as a stand-alone functionf i to compress, where the amplitude difference d = | maxf i − minf i | indicates the relative level of the generic coefficient values. Then, starting from the threshold of the relevant transform space, a local threshold independent of the generic coefficient level can be automatically computed as˜ = √ d. This adaptive thresholding performed for each generic element of the transformed function ensures a relatively uniform compression and thus results in more accuracy according to compression ratio as shown in Sect. 5.2.1.
Wavelet-based radiometry framework
The framework we have developed is a simple mapping of the generic wavelet transform concept to an object-oriented context. We define a transform A, B to be an object representing a function of type A → B that can be transformed, untransformed and compressed using a wavelet basis. This object has two generic parameters A and B. Then we define a spectrum to be a transform R, R . This object can handle any physical property that varies with the wavelength. Now, we define a reflectance as a transform T, Spectrum , where T is the set of geodesic triangles generated by the spherical subdivision. This object can be used to handle hemispherical reflectance or EDF because they have the same profile. Finally we create the most complex radiometric quantity, BRDF, by letting A be T and B be the set of reflectance objects. Following the same idea, and replacing the set of spectrum objects by R, leads to monochromatic reflectance objects, and therefore monochromatic BRDF objects. A single wavelet basis is available for directiondependent behaviour, whereas many are available for the spectral dependence because one-dimensional bases are widely spread [12] . In our framework, we implemented 52 different 1D bases. Many of them belong to the same family, such as the Daubechies or the Coiflet wavelets. The selection strategy is to pick, for a given compression ratio, the best basis in terms of global error. Basic structures to manage sparse data are detailed in [9] .
Considering the wavelet transform in a generic way allows a simple implementation in C++ thanks to algebraic operator definition. Indeed, atomic transforms (spherical and one-dimensional) of our framework are basically written the same way as they would be for basic data types such as floating point values. Multidimensional transforms come naturally through genericity, when wavelet transform objects are used as basic elements of another generic transform. Finally, our representation yields to a fast reconstruction of spectra, which are the root objects for spectral rendering. Indeed, we only have to perform the inverse wavelet transform on S 2 (directions), in order to reconstruct the compressed version of a spectrum for a direction of interest. Then, only the one-dimensional inverse transform is applied to reconstruct any spectral samples. With a non-standard projection, the whole transform needs to be inverted for each spectral sample evaluation. The dimension connections are mixed up and impossible to separate in order to work on a particular dependence (here the wavelength-dependence).
Application examples
In this section we present the compression results and the corresponding relative errors (%) for a large set of spectral radiometric quantities. Let s i be the samples of the original measured radiometric quantity, with n measurements, and s i the reconstructed samples from the compressed representation, then relative errors based on L 1 and L 2 norms are, respectively, defined as:
The compression rate t c is the percentage of initial data removed by compression. The compression ratio r c is the ratio of the initial number of samples with respect to the final number of wavelet coefficients after compression. They are related by a simple equation: t c = 100
). Usually r c is written as x : 1, which means that only one coefficient for x initial coefficient(s) is kept after compression.
Spectral functions
A spectrum can handle various properties such as reflectance, transmittance, emittance or radiance, which are usually acquired with a spectrophotometer. We present here some projections of different measured spectral properties. We have selected some reflectances of the Macbeth color checker [74] and also some standard illuminants of the CIE [11, 74] . Original evenly sampled spectra have 80 samples along the visible spectrum. The global error level according to the compression ratio is satisfying (see Table 1 ), which shows the versatility of the wavelet representation.
A qualitative comparison is shown in Fig. 3 between the reconstructed relative SPDs for the light skin and the D65 illuminant from different sets of highest wavelet coefficients. The wavelet bases are, respectively, the Brislawn and the Villasenor basis. We can see that even with a small number of coefficients, spectral variations are well-preserved.
Sun et al. [68] preferred to evaluate the relative error δX on the CIE XYZ [11] tristimulus values of the spectra in order to obtain a perceptual measure for the human vi- Name sual system. This choice is not relevent in the context of a general rendering system, with no assumptions on sensors. However, a qualitative comparison for the light skin spectrum (Fig. 3 ) seems to show a better representation of the spectrum's shape with our method, which is confirmed by evaluating the relative error on the CIE XYZ tristimulus values (Table 2 ).
BRDFs
Measuring BRDFs is a more tedious task than measuring spectra. A gonioreflectometer is a device that measures light reflection as a function of lighting and viewing directions. Gonioreflectometers tend to be large, expensive and non-portable. Using the gonioreflectometer of the ON-ERA [62] , we have measured and modelled the BRDF of several different surfaces. The visible spectrum is sampled every five nanometers, and BRDFs are projected on a spherical subdivision at level 4. Table 3 shows the results achieved for some of these materials. Errors are always acceptable, even for radical compression. A rendering example for two different spectral BRDFs is shown in Figs. 4 and 5. The complexity of the velvet BRDF is well-preserved even with a high threshold. The same rendering with a standard RGB ray tracing algorithm results in a false color image (the measured surface is not a red velvet but a dark mauve one). This example illustrates that the entire radiometric information is useful for performing an accurate physical simulation.
We have already shown that a better compression, according to modeling error, can be reached with our approach compared to the work of Lalonde at fixed wavelength [9] . Table 3 also demonstrates that our adaptive generic compression scheme significantly improves spectral modeling at high compression rates compared to the results we presented in [9] . For instance, the relative L 2 error has been reduced by 34%, 70%, and 46%, respectively, for the spectralon, plywood and plastic BRDFs in the case of the 128:1 compression ratio. The benefit of our novel thresholding is investigated more precisely in the next section. 
Generic and adaptive compression
As the BRDF is the most complex function handled by our framework at the present time, it is also the best suited to study the impact of the new compression scheme. The modeling results achieved using non-adaptive thresholding, with and without generic compression, are summarized in Table 4 . The generic scheme always yields a better accuracy than the conventional one at the same level of compression ratio (often twice or even better in terms of global error).
Compression with our generic scheme is a more tedious task than for conventional algorithms because it requires one to find an appropriate threshold per space of the function's domain, instead of a single global threshold, to match the user's quality criteria. Actually, two different sets of thresholds can lead to the same global compression rate, even though one is more accurate for the spectral component and the other one is more accurate for the di- rectional component. As a general rule, the more the function's domain is complex, the more the modeling process becomes a task that needs technical skill and experience. Nevertheless, generic compression is more flexible from the user's point of view. The other important benefit of our compression approach arises from its intrinsic adaptive nature. For instance, the most important error for our measurements is noticed for the plastic BRDF, which is the most glossy one. In this particular case, BRDF levels differ by a factor of 100. So the adaptive threshold is particularly good in contrast with the non-adaptive threshold, especially for high compression ratio, as shown in Table 5 . Table 5 . Relative modeling errors (%) for the plastic BRDF using a non-adaptive, then an adaptive threshold 
EDFs
The use of EDFs is not as common as the use of BRDFs in realistic rendering. Light source distributions are primordial for an accurate lighting simulation, however they [18, 24] . They are ASCII text files commonly used by North American lighting fixture manufacturers to distribute photometric information about their products [50] . An IESNA file gives the candela distribution (over S 2 ) for a given luminaire. As it is a photometric quantity, it is not directly used for rendering. We must assume the same relative spectral power distribution for each direction, and simply scale the spectrum by the level of the distribution in a given direction (and perform the appropriate candela to radiance conversion). Table 6 presents the results of compression for three different IESNA descriptions of the real luminaires shown in Fig. 7 (a, b, and c) . We use the CIE standard illuminant B, C, and D65, respectively , for the spectral distribution (sampled every 5 nm in the visible spectrum), and a spherical subdivision at level 4. There are mainly two reasons explaining the low performances in contrast with BRDF modeling. First, the spectral behavior is smoother for BRDFs than for EDFs. Indeed, emission spectra contain many more high frequencies and spikes. Secondly, the directional behaviour is more complex, composed of multiple lobes. However, modeling is still satisfying (up to 32:1). 
Phase functions
In this case, the lack of measures is even more emphasized than previously, especially for spectral data. Therefore, we choose to generate virtual measurement data sets from a sampled analytical model at fixed wavelength to validate our approach. The most famous model is the one created by Henyey and Greenstein [18] that allows one to handle both principal classes of phase functions: Rayleigh scattering [3, 30] , when the particles of the media are far smaller than the light wavelength, and Mie scattering [43] , when the size of the particles is comparable to the light wavelength.
Nishita et al. have reported [48] that the expensive Mie scattering functions may be efficiently approximated for sparse and dense particle densities, called hazy and murky, respectively. More recently, Schlick et al. presented an accurate approximation for these three scattering functions [2] . We used these to simulate phase function measurements according to the parameters given in their paper. Table 7 presents the results of compression for the three different phase functions shown in Fig. 9 . A rendering example using the Rayleigh scattering phase function decomposed and compressed in the wavelet space is shown in Fig. 10 . In this example, we only take single scattering into account. One cannot see any particular artifacts due to the compression. 
Performances
In this section, we evaluate the mean reconstruction time t m of a spectrum for the different radiometric quantities. They are compressed up to a rate of 95%, which is a good compromise between speed and memory for rendering, according to our estimations. There are 90 spectral samples in the visible domain, and we perform four levels of subdivision. The results in Table 8 were achieved with an Athlon XP1800+ processor. The mean reconstruction time was estimated using one million evaluations with a random selection of the directions each time. Wavelets are very efficient compared to global reconstruction schemes, such as spherical harmonics, because of their narrow support. With the data given in [49] , we measured that the evaluation of our model is ten times faster in the case of a BRDF at fixed wavelength. Even more impressive results were achieved when performing analysis of the data sets, which is thousand times faster (from hours to seconds).
Application to rendering
Spectral rendering
Accurate spectral rendering is very memory-consuming (large scenes and material data) and computationally intensive (large number of wavelengths). Our framework provides a reduction technique for both problems, usable with standard stochastic algorithms (in the next section we present applications to path tracing [27] and photon mapping [25] ). First, besides an intrinsic compressed representation of the data involved, we provide a compact storage for the spectral illumination component computed on-thefly, such as photons or pixel radiance. Secondly, we supply an importance sampling strategy for radiometric quantities, which speeds up the convergence of Monte Carlo based techniques by efficiently sampling the relevent function, e.g. the BRDF for path tracing and also the EDF for photon mapping.
Rendering process
Our rendering process can be divided in three stages, the same way Sun decomposed his framework in [67] . First a spectral image is generated using spectral physical properties of the light sources and the surfaces of the scene (reflectances, BRDFs). The usual RGB color information is replaced by a spectral power distribution (incident radiance to the camera), for each pixel in the image. This image may be compressed using our wavelet encoding to reduce memory consumption or the amount of data when stored on the disk. Then, these SPDs are expressed in the CIE XYZ color model [11] after the application of a tone mapping operator [14] . Finally, XYZ colors are transformed to the RGB space and clipped according to a RGB gamut [21] for visualisation.
Before the rendering process comes the analysis phase of the radiometric quantities involved in the scene. With a dedicated tool, the user load and compress the different data to match his quality requirements. Then, the data are stored in a compact binary form on the disk in order to be used by the illumination software.
Importance sampling
We presented in [9] an importance sampling method based on the wavelet representation of BRDF. Reflected directions are generated according to the BRDF magnitude in a O(log 4 n) time complexity, where n is the number of spherical triangles. The algorithm processes recursively from coarse to fine resolution, selecting at each step the child of a triangle in the subdivision according to its global importance in the representation. Results were given for a standard RGB rendering only, but are easily extended to spectral rendering using a spectral integrated version of the function, encoded with our wavelet representation. Moreover, generating photons from the EDF's magnitude is quite similar to generating a reflected direction, given an incoming one, from the BRDF's magnitude. Indeed, the function to sample is represented with the same reflectance object (see Sect. 4.3) within our framework.
We have significantly improved the algorithm by removing a bias present in our first implementation. In our new implementation, we use a random permutation of the children, instead of a sequential search, in order to perform an unbiased estimation. Finally, we have also improved sampling by selecting children at each level according to their local importance in the representation. That is, for each triangle we consider the function projected onto the children as a stand-alone function to sample. The new recursive sampling algorithm is presented in Fig. 11 . Each triangle T defines an associated projected solid angle dω, which is used for computations and also takes into account the cosine term of the rendering equation. The full integral of the function used to compute the probability density function (pdf) value of the generated direction can be pre-computed at each level to speed-up the sampling (see Sect. 6.1.3).
The results achieved on an Athlon64 XP3500+ processor compared to simple sampling techniques are sum- marized in Table 9 for a shiny plastic BRDF. These results are averaged among 100 simulations, with a different initialization of the pseudo-random number generator each time, in order to correctly handle the stochastic nature of the algorithm. Each simulation consists in selecting a random incoming direction in the hemisphere, then generating 10,000 outgoing directions by BRDF sampling to evaluate the variance of the Monte Carlo estimator. The timing presented in Table 9 also includes the evaluation of BRDF for the resulting set of directions (though without interpolation). The loss in performance is greatly balanced by the gain in variance, which converges at a rate of O( √ N), where N is the number of samples used for the estimator. Moreover, there is no need to manage the full detailed wavelet-based representation to achieve a significant variance reduction. Thus, uncompressed structures can be used (as in Table 9 ) to speed up the sampling.
Spectral computations
Variance reduction using wavelets is not the only way to speed up rendering. Actually, path tracing and photon mapping usually needs more than a BRDF representation. For instance, the Russian roulette technique [18] needs the BRDF albedo for a given lighting direction, which gives the probability of reflection for a given photon or light ray:
Computing spectral albedos is a very time-consuming task in spectral rendering using measured BRDFs (even in the sparse wavelet space). Indeed we have to perform many operations on spectra. However, pre-computation and storage of this information using our flexible wavelet representation is possible. Thus, the speed-up will not be affected by a large increase of memory. Other radiometric quantities can be computed starting from BRDF, and then compressed using the wavelet representation to modify the time/space trade-off: spectral reflectances, spectral integrated albedos, and so on.
Computing lighting directly in the sparse wavelet space would also considerably accelerate the process. However, this mapping is only possible for linear operators, because of the linearity of the wavelet transform. However, non-linear operators, such as the product between the incoming spectrum and the surface reflectance, are problematic. Iehl [23] describes a solution in the specific case of Haar wavelets, but the resulting operator is more expensive than a conventional product. More effective results have appeared recently for even more complex functions than spectra, but are still limited to Haar wavelets [8, 46] . To the best of our knowledge, a general efficient solution for any wavelet basis has not been yet provided. It may come from an extension of previous work or connection coefficients [1, 53] , but there is no practical and efficient computer implementation yet.
As a consequence, spectra are fully reconstructed onthe-fly from their compressed wavelet representation to perform lighting computations for path tracing or the photon tracing phase in the photon mapping algorithm. Although the full vector representation of spectra is wellsuited in these cases, this is so not for photon mapping. Indeed, no extra-storage is required except for the final spectral image, which could be compressed though, in ray shooting techniques. Moreover, a very limited number of interactions usually arises along a light ray path. However, photon mapping consists in pre-computing and storing each spectral photon contribution to the scene in a photon map that generally contains millions of elements. The final lighting evaluation is performed through a gathering phase, which sums up the contributions of tens or thousands of photons for a single point in the scene. Fortunately, using a wavelet-based representation, spectral photon contributions can be compressed in order to save a lot of memory when stored. Thus the gathering speed is significantly increased, as shown in the next section.
Applications
Spectral path tracing
To compare the efficiency of RGB and spectral rendering using our importance sampling algorithm, we test a scene composed of about 30,000 polygons, with five measured spectral BRDFs: red cloth for the sofa, dark green velvet for the bed, white painted plywood for the table's surface, ivory plastic for the rods of the bed and the teapot, and spectralon for the walls and the floor. Each BRDF is compressed up to a ratio of 20:1. Both lights in the scene use an isotropic EDF and the D65 CIE standard illuminant for an emission spectrum. A sphere with a perfect specular transmittance is added to the scene in order to generate a caustic on the table, which is not a perfect diffuse surface but uses a real measured BRDF. The left image in Fig. 12 is computed using uniform sampling of the BRDF in the RGB space. The transparent sphere looks black because uniform sampling never generates the perfect direction of transmission. The right image in Fig. 12 is similar but computed using wavelet importance sampling of the BRDF. The image in Fig. 13 is computed using the same technique and even sampling of the visible spectrum every 10 nm.
We estimated the mean per pixel variance on these images and found that the wavelet based importance sampling reduces the variance by 45% in the RGB case and 30% in the spectral case. This result is not surprising as it is the well-known statistical problem detailed in [18, 65] : the more spectral bands are added, the more the provided solution has high variance. However, at the same time, generating directions in the RGB process increases rendering time by 27% on the bedroom scene, while it only increases rendering time by 5% in the spectral case. Finally, spectral rendering is more realistic especially for the tones. Indeed, RGB rendering results in unrealistic flashy colors (look at the cloth and the velvet) and even false colors (the real color of the plastic is ivory). Figure 14 shows three renderings of the Cornell box created by photon mapping. The light emission is a D65 CIE standard illuminant. Spectral reflectances are acquired data from the Cornell box. Photon tracing uses 100,000 initial photons, which carry evenly sampled spectra every 10 nm for lighting computations. However, when stored in the kd-tree structure, final photon contributions are compressed with the Villasenor wavelet basis. Gathering uses the 500 nearest photons for the radiance estimate, according to the method of Jensen [25] . The per-pixel error, com- puted on the final images in the L*a*b* color space [11] , provides the perceptual error map shown Fig. 15 . In the first case, wavelet compression does not introduce a specific error. The error is uniformly distributed and certainly more induced by the stochastic behaviour of the algorithm than by a systematic error in the representation. However, in the second case, when compression increases, the error is mainly localized in the indirect lighting. Indeed, indirect photon contributions are characterized by large and weak variations that are more sensible to wavelet compression, which preserves more high and localized variations (typically direct lighting). In Table 10 a more quantitative comparison is done. For each compression rate, the memory used by the spectral samples in the photon map, the mean µ and the maximum M perceptual error measured on the images, are given. Recalling that an error around 1 in the L*a*b* space is the threshold for non-perceptible errors, one can see that rendering is still accurate with only 10% of the original spectral information.
Spectral photon mapping
The gain in memory storage, due to the wavelet compression, is important for spectral photon mapping, as this could enhance the produced lighting's accuracy by increasing the number of stored photons. Furthermore, we also benefit from the sparse wavelet representation to speed up gathering. Indeed, in this process, contributions of the nearest photons are added to the total contribution computed for a given scene location. Then, the total con- tribution is modulated by the reflectance of the surface. Accumulating photon contributions is directly possible in the wavelet space as the transform is linear, avoiding the need to convert spectral data back and forth. This requires the definition of efficient algebraic operators between our sparse structures as detailed in [9] . The gathering time presented in Table 10 shows the saving with respect to the compression rate for a 512 × 512 image.
Complex EDFs. The lack of analytical models makes the use of numerical methods imperative for EDF sampling, whereas in the case of BRDF modeling, some analytical models can be exploited. Therefore, rejection sampling is often used, but this method suffers from poor convergence and is a dramatically slow process [18] . Thus, the wavelet based sampling strategy [9] is very interesting in this case. Figure 16 shows the Cornell box illuminated by a real EDF described in an IESNA file with the spectral distribution of the real light source. The black points show the first 10000 photon hits, for uniform sampling in the left image, and for wavelet based importance sampling in the right image. One can see how the photon distribution follows the real light distribution. Variance reduction in the lighting, and particularly the indirect lighting, is the main consequence of importance sampling of the EDF in the photon mapping solution (Fig. 17) . However, the direct lighting is very sharp. This phenomenon is mainly due to the concentration of photon hits in localized areas by importance sampling, contrary to uniform sampling. Actually, it would require a dedicated photon map, as is usually done for caustics. Nevertheless, the photon map is usually dedicated to indirect illumination, although we have also stored direct photon contributions for illustration purpose.
Conclusion
We have presented a generic framework based on wavelets to handle most of the radiometric quantities involved in global illumination in a unified way. Our model ensures important memory savings for large measurement data sets, e.g. spectral BRDFs, or when many measured/evaluated physical properties are used at the same time, e.g. photon maps. Actually, our generic wavelet transform concept and its adaptive thresholding increases the compression ability of the standard wavelet compression scheme. We have demonstrated that the model is versatile and guarantees a physically valid reconstruction by several tests against many different acquired or synthetized optical properties (SPDs, EDFs, BRDFs, and phase functions). Then, we showed that some operations performed during rendering are faster when computed in the wavelet space, e.g. photons gathering. Wavelet based importance sampling helps to reduce the variance of Monte Carlo algorithms: path tracing for optimal ray propagation and photon tracing for optimal photon emission. Many global illumination problems should benefit from this flexible representation, especially spectral rendering, which needs both prohibitive time and memory. Future research will include full lighting computation in the sparse wavelet space, which needs the definition of an efficient product operator between spectra as explained in Sect. 6.2.1. The model should also be easily extended, following the generic approach, to handle BTF representation and include the dependence of the light reflection on position. Finally, the model could lead to the development of a signal-processing framework. On the one hand, to build efficient measurement schemes. For instance, densely sampled BRDFs are long to acquire due to the intrinsic complexity of the function's domain. Matusik et al. [40] present a novel measurement procedure that shortens acquisition based on a wavelet analysis of samples. However, their analysis is restricted to RGB and isotropic BRDFs because it relies on Lalonde's approach. Using our generic model, it could be extended to both anisotropic and spectral BRDFs (or other radiometric quantities) analysis. On the other hand, our framework might be used for analysis of light transport, the same way Durand et al. did in the Fourier domain [15] . The radiance in the neighbourhood of a ray along all steps of light propagation should be then studied in terms of frequencyand time-space content, as a natural way to tackle effects such as motion blur. 
