We explore the possibility of using free (as opposed to driven) oscillations to verify wire tension in large, open-frame multiwire planes.
Contents
1 Introduction
Modern-day physics experiments sometimes use detectors with tens of thousands of stretched wires. For quality assurance, one needs to measure the wire tension. Direct measurement of the deflection produced by a known force at (say) mid-wire is time consuming, and may be impossible if there are interfering wire layers. Instead, one measures the fundamental frequency of mechanical vibration namely
where L (m) is the length of the wire, T (N) is the tension and ρ (kg/m) is the linear density of the wire. f may be measured either by searching for a resonance in driven oscillations or by studying the free damped oscillations following an initial perturbation. The literature (which is extensive) seems to favor the former, even though the latter is potentially much faster. The method to be described will take just over one second to acquire and analyze the data per pair of 1.5 m wires.
The frequency-search technique is exemplified by recent work of Garcia-Gamez et al. [1] . Two wires flanking the wire under test are subjected to a combination of DC and AC voltages, and the frequency of the AC is swept to detect the resonance. The signal is derived from the change of capacitance of the wire under test to the other two, as in a capacitance microphone. The other approach is described (for instance) by Lang et al. [2] . They place the wire in a magnetic field, excite it using a current pulse, and subsequently measure the signal generated by the wire moving in the magnetic field. The signal is small, and the technique takes advantage of the electrostatic shielding of the conducting 'straw' in which the wire is contained. To cite another example, Brinkley et al. [3] measure damped oscillations, excited by pulsing the field-shaping electrodes, of single wires in conducting drift tubes.
We are concerned, instead, with measuring tension in large open-frame wire planes such as those envisioned for the DUNE liquid-argon detector. Applying a sufficient magnetic field would be difficult, electrostatic shielding is non-existent, and applied voltage must respect the spacing between solder pads.
We propose simply to apply and hold a DC voltage between two adjacent wires, with all the others floating. That excites damped harmonic oscillations, with the wires eventually reaching a static equilibrium position where they are slightly closer together. We call that electrostatic excitation. During the oscillations their mutual capacitance oscillates slightly. Because the voltage is fixed, that results in a small AC current that can be measured by suitable external circuitry.
If the tension in the two wires is slightly different, beats ensue, and two resonant frequencies can be deduced from the waveform. We do not know which frequency corresponds to which wire. However, when we advance by one wire, we will find (hopefully) that one of those frequencies matches one found previously, resolving the ambiguity. Moving through the entire plane, we will have measured each wire twice, except the first and last wires, which are measured once.
In this report we describe an end-to-end demonstration of this strategy, with one major shortfall. Initially we hoped to use electrostatic excitation, as described above. With the DC bias voltage and preamp design we have used so far, the resulting signal-to-noise ratio is too small. For wires shorter than the 1.5 m tested, our paper study shows that electrostatic excitation is even further out of reach. However, we found that suitable vibrations could be excited reliably by simply tapping the side of the frame (mechanical excitation). The resulting oscillations, visible only as a faint blurring, are still extremely small.
Since that may well be a path forward for any wire length, we have chosen to write up what we have done so far. Sec. 2 describes a finite-element computation to estimate the signal frequency and amplitude and their variation with wire length, tension, applied voltage and other parameters. Sec. 3 describes the hardware: a fourwire test jig, with tensions deliberately varied to provide a more stringent test, and a purpose-built balanced preamplifier. (Because each wire acts as an antenna, singleended amplification, with one wire biased and the other read out, is hopeless.) Sec. 4 describes the measurement procedure and Sec. 5 describes a somewhat lengthy, but nevertheless fast, analysis procedure.
There is no serious doubt that f is related to wire tension via Eq. (1). Nevertheless, in our setup it was fairly easy to measure T directly. We describe that in Sec. 6, closing the loop. Sec. 7 is a summary and discussion.
Simulation
Rather than attempt a solution in closed form we wrote a finite-element program, one branch of a general Fortran program WIRES comprising all the routines required by this project. 
Formulas
The effective (that is, mean) transverse wire position corresponding to m i is
where
and
The effective distance D i between the wire segments corresponding to each opposite mass is the wire pitch less the two values of y eff . The electrostatic force between those segments, if λ 1 , λ 2 are linear charge densities (equal in this case), is
The mutual capacitance of the segments is
and the (equal and opposite) charge on each wire segment is
As C i oscillates so must Q i and therefore a current must flow out of one wire and into the other. The total charge is obtained by summing over i and the current, by differentiating with respect to time (that is, simply dividing the total charge by the time per step). Eqs. (2) through (7) allow us to find the (attractive) electrostatic force F i , el on each mass given the positions of all the masses. The (repulsive) restoring force due to tension, in small-angle approximation, is
and we assume an arbitrary damping force of the form
where v i is the velocity of m i and c damp is an input parameter given in µN/(m/s). The total force on m i is
The foregoing reasoning is heuristic since Eqs. (5) and (6) apply only to infinite wires. We have in essence assumed that end effects vanish for abutting segments and small displacements.
Integration
After initializing positions, velocities and accelerations we need to integrate Newton's equations of motion for each m i . There are many algorithms, some quite complicated. Fortunately, in this case the amazingly simple Euler-Cromer algorithm mentioned almost in passing by Gould et al. [4] appears to work well. See Fig. 2 which illustrates the difference between it and the Euler algorithm (which diverges after a few cycles). We simply swap two lines. In a brief and entertaining paper, Cromer [5] attributes its accidental discovery to a high-school student and explains why it works so well for periodic systems.
The algorithm fails if the number of steps per cycle is less than 30 or so. For that reason the input explicitly specifies the number of cycles desired and the steps per cycle. Other parameters needed are worked out from those using Eq. (1). Ten masses per wire is enough, and is built into the program (mxi). If that is significantly increased by recompiling the program, steps/cycle needs to be increased as well.
Example
As an example, we simulate one of the configurations measured later (gap 3). The three blocks of Fig. 3 show the input (itself a text file), intermediate output and simulator output. Note the good agreement between simulated vibration frequency and the standard formula Eq. (1). Note also that, with 150 VDC applied wire-to-wire, the peak-to-peak (p-p) vibration amplitude is of order 0.5 µm or 0.01% of the pitch, and the corresponding p-p current is only 16 pA. Fig. 4 shows the oscillations of the midpoint of wire 1 about the equilibrium value. The horizontal line is the resting state of the wire at V = 0. The slight waves in the envelope reflect the bounded error in the Euler-Cromer algorithm (not beats). Fig. 5 shows the differential signal. Fig. 6 is the oscilloscope signal in the corresponding measurement. Considering that the true parameters are subject to experimental error, and that part of the oscilloscope trace is covered by the trigger menu, the agreement is not bad.
Scaling
The variation of signal with V is of interest because that is one of the parameters we can control, within reason. Fig. 7 shows that the amplitude of vibration (assuming electrostatic excitation) is proportional to V 2 and the signal to V 2.938 . This (except for the slight departure from V 3 ) can be understood using a simple analytical model. Consider a parallel plate capacitor of area A with the upper plate fixed at y = D and grounded and the lower (initially at y = 0) attached to a spring of spring constant k. Gravity is switched off, or the plates are massless. A voltage V is applied to the lower plate which immediately (before the plate moves appreciably) acquires a charge Q 1 . The plate is attracted upwards and eventually settles down at y D where the upwards electrostatic force equals the spring force ky and the charge is Q 2 . (Imagine the system to be heavily damped, or y to be the equilibrium position after very many oscillations.) The initial capacitance of the parallel-plate capacitor is [6] 
and the electrostatic force on either plate immediately afterwards is
At equilibrium
The second form shows that the derivation applies to any rigid capacitor (e.g. parallel rods as considered in Sec. 2.1). To obtain the scaling for charge or current, consider
and from Eq. (13)
The slight departure from V 3 in the simulation is not due to the difference between parallel plate and parallel rod geometry, but instead to the fact that the wires are not rigid rods (transverse displacement depends on x). Fig. 8 shows the scaling with wire length. To get a reasonable signal for short wires and electrostatic excitation we have used an unrealistic 5000 V. The message from this plot is that electrostatic excitation is not feasible for short wires.
The good news, however, is this. If, using electrostatic excitation at 150 V, we obtain 16 pA p-p at a vibration amplitude 0.5 µm p-p (cf. Fig. 3 ) then, if we attain 50 µm by mechanical excitation we will see 1600 pA, easily measured, at the same voltage. And that is still only 0.05 mm or 1% of the pitch, barely visible.
Hardware

Test Jig
We stretched four 0.006 diameter 1.5 m BeCu wires at 5 mm pitch inside a length of 2 × 2 aluminum channel. The tension was about 1 pound (deliberately varied somewhat) measured with a fisherman's scale. The wires were soldered to the pads of circuit board scraps, with connecting pins at one end of the wire (Fig. 9 ). This arrangement protected the wires and was easy to stow and deploy. It provides more shielding than the real thing, but there was still plenty of electromagnetic interference (EMI), especially 60 Hz, as shown by detuning the balance adjustment discussed later.
Preamplifier
We used a legacy breadboard and through-hole components (Figs. 10 and 11) . Fig. 12 is the equivalent circuit of the front end, discussed later, and Fig. 13 is a complete schematic. The circuit shown and described here is that used for the 1 s measurements presented later, without the modifications we might make based on what we learned. In particular, the preamp was originally designed for end-to-end DC coupling, which explains the unconventional bias arrangement. However, with 150 V applied between adjacent pads, unstable parasitic currents (even after cleaning) rule out DC coupling. Once coupling capacitors (C1 and C10, Fig. 13 ) are introduced, a much more straightforward biasing scheme would be possible.
To avoid noise from power supplies, both preamp and 150 V bias were supplied by 9 V batteries. That is perfectly practical: the bias cells should last for their shelf life (years) and an alkaline cell powering the preamp, for about 30 hours.
Returning to Fig. 13 , the main design problems are noise, common-mode response (the common-mode signal from EMI being many orders of magnitude larger than the differential current signal), and rapid recovery from the inrush signal when bias is first applied. Recovery is addressed by keeping each opamp within its dynamic range, using diodes in the feedback loop of early stages and the clamp on U3B later.
2
Common-mode rejection is improved by using an inverter and summing amplifier (U2A,B) instead of the conventional difference amplifier configuration, which relies on common-mode rejection by the opamp.
3 Rather than matching components in the front end, we used a balance adjustment RV2. 4 The input offset stability of the TLC2202 is sufficiently good that a single offset adjustment RV1 keeps the output DC voltage reasonably small.
5 U3A is a supply splitter, allowing operation from a single 9 V battery.
As always, the front end is critical. (We repeat that we describe it as used, not as we might change it in the light of developments.) If the probe is to be used with test leads, low triboelectric effect in both is essential to avoid noise whenever the probe is moved. Teflon is by far the best insulator in this regard, so the probe itself consists of sewing needles held by two Teflon spacers and connected to the preamp by individually shielded Teflon RG178B/U coaxial cables (Fig. 14) .
We found that each battery pack required a separate grounded shield to avoid pickup as well as parasitic currents between the batteries. Because of the size of the assembly, that results in a rather large capacitance to ground, about 0.6 nF, whose effect we discuss now. Fig. 12 is the equivalent front-end circuit of one of the current-to-voltage ('transimpedance') stages e.g. U1B. Functionally, C1 represents the parasitic capacitance to ground of the shielded batteries; R1 limits the inrush current as well as the DC current if the probe is accidentally shorted; R2 completes the DC path to ground, and the coupling capacitor C2 should be chosen as described below. The current meter at the ground end of C2 serves only to emphasize that the (time varying) current through C2 is the 'output' of this stage.
6
A qualitative discussion will be more useful than a full-bore analysis using complex impedances etc. At high frequency the signal current prefers C1 to R1. In other words the combination is a low-pass filter of time constant τ 1 = R 1 C 1 ≈ 6 ms. Similarly, at high frequency the current prefers C2 to R2 so that, insofar as output is concerned, we have a high-pass filter of τ 2 = R 2 C 2 ≈ 50 ms. The upshot is a band-pass filter of 1 May be irrelevant for mechanical excitation. 2 With legacy glass-body diodes, any diode is a photodiode at the pA level! We covered them with black heat-shrink tubing.
3 All the opamps are used in inverting mode, where common-mode rejection is irrelevant. 4 With this detuned, the output noise is mostly 60 Hz as expected. At the optimal setting there is a very small residual 120 Hz component, at least in our lab.
5 Rate dependent baseline shifts introduced by multiple coupling capacitors would be a more serious problem than a slowly varying DC level, which is easily taken care of by the analysis program. 6 The ground is virtual, assuming an ideal opamp. R3 (Fig. 13 ) serves merely to convert the current to a voltage, and is therefore not part of the equivalent circuit.
time constant (τ 1 τ 2 ) 1/2 ≈ 17 ms which is near the period of the oscillations we plan to measure. For shorter wires and higher frequencies this would have to be improved. To avoid rate-dependent baseline shifts, C2 should be no larger than necessary for the lowest frequency encountered.
Procedure
We acquired data using a Tektronix TBS1202B scope. Eventually one would program the scope to act as an extension of the computer via USB but, not wishing to be sidetracked into that project, we saved the data to a USB flash drive and transferred them manually to a Lenovo T400 laptop.
It proved necessary to connect the aluminum channel, preamp ground and scope ground. In the open-frame geometry foreseen, there is no shield and therefore nothing to ground, so that is a potential problem. We conjecture that a partial floating shield is worse than no shield if, as is likely, the coupling to EMI is electrostatic. The shield picks up far more than the wires, and transmits it to the wires in an unbalanced way. However, repeating the experiment on the real thing is the only definitive test.
Exploratory runs showed that electrostatic excitation yielded too little signal. However, both the preamp and the test wire jig proved extremely microphonic, and we soon found that tapping the jig at midpoint with a finger yielded good signals. Eventually, a small improvised mallet proved more reproducible. We recorded 30 runs using a sweep duration of 2.5 s. The scope takes 2500 samples, whatever the sweep speed. The 2.5 s runs were analyzed, but proved disappointing (see below).
The final 30 runs, at 1 s sweep duration, were obtained by setting the trigger fairly high (1.5 V out of a possible 3.5 V), tapping the jig with the mallet, ignoring the first sweep (which overloads the preamp) and saving the second. Fig. 15 shows the waveform (run 60) which we will use to illustrate the analysis. It is a favorable instance of the least favorable case (highest beat rate). We took 10 runs for each of the 3 gaps (wire pairs). 'Gap 1' refers to wires 1,2 and so on.
By way of illustration we use working graphics which the program produces during analysis for any selected run. With graphics turned off, it takes about a second to fully analyze the 30 runs.
Analysis
To extract frequencies from time series, the mind turns to FFT. We experimented with the FFT function of the TBS1202B scope, and did observe frequency peaks decaying with time. However, that approach did not feel promising, and we have not pursued it, though by no means ruling it out in future.
We also considered nonlinear least-squares fitting with amplitudes, frequencies, phases and decay constants as adjustable parameters. We have not ruled that out either, but to have any chance of working it would need good starting values. That consideration led us to a straightforward (if rather lengthy) analysis in the time domain, which seems sufficient on its own, and which we now describe.
Two different frequencies f high and f low combined linearly yield oscillations at a frequency f base (there does not seem to be a standard term for this) modulated at a frequency f beat , and
Thus we need to find the base and beat frequencies from the stored waveform.
Base Frequency
Fig. 16 zooms in to a few beat cycles. The points represent the voltage signal v i with any DC component removed by finding the mean and subtracting it. Next we smooth (filter) the signal by convolution with a tabulated 1D normal Gaussian to reduce spurious zero crossings:
σ (a tunable parameter) is, in Fig. 16 , equivalent to 2 sampling intervals, but it need not be integral.
7 Fig. 17 shows the zero-crosser at work. It divides the waveform into half-periods (HPs), the full and hollow squares representing the first and last points within each HP. (Occasionally these may be the same point.) The 'width' of each HP is defined as the distance between actual zero crossings obtained by linear interpolation.
We now have a list of widths. We form their frequency distribution (Fig. 18 ) and find a peak corresponding to f base . When the beat frequency is high, as here, there will occur spuriously small HP widths arising from beat minima (cf. Fig. 17 ). To ignore these we find the highest peak, compute its mean over channels (peak channel) ± NINT(cut), then recompute it over (mean) ± (cut) using split channels pro rata.. 8 The cut is a tunable parameter. The peak is far more prominent, and the cut less critical, at lower beat rates because there are more f base cycles between beat minima.
Beat Frequency
The most involved part of the computation is finding the waveform envelope and f beat using all available points for better statistics.
9 We compute y rms over all points of each HP (cf. Fig. 17 ) and assign that value to the mean x of that HP. That yields a new, greatly reduced, table which (after smoothing again) we fit with a cubic (four term) polynomial to account for damping (Fig. 19) . We then find zero crossings of the fit residual, corresponding to the HPs of f beat (Fig. 20) . Once again we form a frequency distribution (Fig. 21) , but we now take the unrestricted mean (no cuts).
Because we-in effect-rectify the original waveform to find the beat HPs, they show a systematic odd-even effect (cf. Fig. 20 ) and therefore we must, in our final tally, drop one HP if necessary to obtain an even number. Also, 'half-period' is a misnomer in this case since one full beat envelope (a full sine wave) comprises four such 'half-periods'. We have retained the 'HP' notation in our program, because the subroutine is the same.
Final Steps
At this stage we know the half-period corresponding to f base and the quarter-period corresponding to f beat . For each run, the final half-or quarter-period is the mean of n entries in a frequency distribution (cf. Fig. 18 and Fig. 21 ). Therefore the standard error in the mean (from each scope trace) is
where σ is the rms spread of the selected region. From the periods, we find the base and beat frequencies (f = 1/T ), then f high and f low from Eq. (15) and their errors by propagation of errors. We sort the results on the key (100 × n gap + n datafile ) to generate (independent of analysis order) Fig. 22 (2.5 s series, a poor result) and Fig. 23 (1 s series, a good result). match up those six numbers, averaging two of them for 'internal' wires, to obtain the frequency and its error for each wire. Fig. 24 is the corresponding program fragment.
CheckDiffs is a procedure which examines frequency differences between adjacent gaps and returns an appropriate value as test. Finally, we compute the tension in each wire and its error using Eq. (1) and propagation of errors. 
Direct Measurement of Tension
To measure the tension directly, we mounted the jig upside-down over a laboratory balance and used a combination of three shims and a strut (all balsa-wood) to measure the (g/mm) required to deflect each wire at its midpoint (Fig. 25) . We took three sets of five readings per wire. Fig. 26 shows the fits 10 and the final results, from
with L in m. This measurement was mainly for fun; nobody seriously doubts Eq. (1). Table 3 and Fig. 27 summarize our four-wire study. The frequency based and direct tensions agree well for the 1 s series and poorly for the 2.5 s series. Table 3 : Grand summary by wire: tensions and 1σ errors (N) from direct measurement, 1 s scope measurements and 2.5 s scope measurements.
Summary and Discussion
We have described a method which, with some obvious improvements, would seem to be a viable alternative to frequency search techniques. Wires are set in motion by tapping the frame, and a 'capacitance microphone' signal is recorded using a preamp and digital oscilloscope. Ambient EMI is rejected by designing the preamp to respond only to the differential signal from a wire pair. If the tensions in the wires are different, there will be beats in the signal. A straightforward analysis extracts the individual resonant frequencies and, from them, the tensions. In our demonstration, four tensions agreed well with direct measurement. If the oscilloscope or other data acquisition device were programmed as an extension of the computer, one could measure wire tension to roughly ±2% in about 1 s per wire with simple equipment, off-the-shelf except for the preamp.
In the system envisioned for DUNE [1] , the comparative slowness of the frequencysearch method is overcome by examining many wires in parallel. Of course, two can play at that game, but the 'bespoke' character of the equipment escalates rather rapidly: multiple contacts to multiple pads or solder bumps, multiple high voltage switches etc. The usefulness (if any) of the method described herein may consist in getting a very rapid evaluation of a few wires with very simple equipment. Table 3 . Tension from the direct measurement is taken as ground truth and tension derived from measured resonant frequency is plotted against it. Dashed line is the ideal relation.
