A characterization of classical and semiclassical orthogonal polynomials from their dual polynomials  by Vinet, Luc & Zhedanov, Alexei
Journal of Computational and Applied Mathematics 172 (2004) 41–48
www.elsevier.com/locate/cam
A characterization of classical and semiclassical orthogonal
polynomials from their dual polynomials
Luc Vineta;b, Alexei Zhedanovb;∗
aDepartment of Mathematics and Statistics, McGill University, Montreal, Que., Canada H3A 2J5
bDepartment of Physics, Donetsk Institute for Physics and Technology, Donetsk 83114, Ukraine
Received 14 May 2003; received in revised form 4 January 2004
Abstract
We study properties of the dual orthogonal polynomials (OP) introduced by de Boor and Sa3 and present
a new characterization of the classical and semiclassical OP.
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1. Dual orthogonal polynomials
Let Pn(x) be a set of orthogonal polynomials (OP) satisfying the three-term recurrence relation
Pn+1(x) + bnPn(x) + unPn−1(x) = xPn(x) (1.1)
with
un = 0; n= 1; 2; : : : (1.2)
and the following initial conditions
P0(x) = 1; P1(x) = x − b0: (1.3)
Standard methods in the theory of orthogonal polynomials (see, e.g., [4]) led to the conclusion that
there exists a nondegenerate linear functional  which is de:ned on the polynomials by the moments
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cn = 〈; xn〉, such that
〈; Pn(x)Pm(x)〉= hnnm; (1.4)
where the normalization factor hn is given by hn = u1u2 : : : un.
We also introduce the associated polynomials P( j)n (x) de:ned by the recurrence relation
P( j)n+1(x) + bn+jP
( j)
n (x) + un+jP
( j)
n−1(x) = xP
( j)
n (x) (1.5)
with
P( j)0 (x) = 1; P
( j)
1 (x) = x − bj (1.6)
as initial conditions.
There is a three-term recurrence relation between the polynomials P( j)n (x) with di3erent values
of j:
P( j)n+1(x) + bjP
( j+1)
n (x) + uj+1P
( j+2)
n−1 (x) = xP
( j+1)
n (x): (1.7)
The polynomials P(1)n (x) play an important role in the theory of PadBe approximations. There is a
well-known Wronskian-type relation [4] between Pn(x) and P
(1)
n (x):
Pn(x)P(1)n (x)− Pn+1(x)P(1)n−1(x) = hn; n= 1; 2; : : : : (1.8)
In what follows, we will assume that all zeros x(n)s , s = 1; 2; : : : ; n of the polynomial Pn(x) are
simple (i.e., x(n)s = x(n)t ; t = s). Recall that this condition is ful:lled automatically if un¿ 0 for all
n [4]. Fix an integer N ¿ 1 and consider the rational function
N (x) =
P(1)N−1(x)
PN (x)
=
N∑
s=1
ws
x − xs ; (1.9)
where xs denotes (the distinct) roots of the polynomial PN (x) (the superscript N is suppressed to
avoid cumbersome notation). The parameters ws are called the Christo3el numbers [4]. They play
the role of discrete weights in the orthogonality property
N∑
s=1
wsPn(xs)Pm(xs) = hnnm; 06 n; m6N − 1: (1.10)
Property (1.10) is referred to as the discrete orthogonality of polynomials Pn(x) on the roots xs of
the polynomial PN (x).
The discrete weights are given by
ws =
P(1)N−1(xs)
P′N (xs)
=
hN−1
PN−1(xs)P′N (xs)
: (1.11)
Now de:ne “dual polynomials” Qn(x) by the recurrence relation
Qn+1(x) + bN−n−1Qn(x) + uN−nQn−1(x) = xQn(x); n= 0; 1; : : : ; N − 1 (1.12)
and the initial conditions
Q0(x) = 1; Q1(x) = x − bN−1: (1.13)
L. Vinet, A. Zhedanov / Journal of Computational and Applied Mathematics 172 (2004) 41–48 43
Theorem 1. The polynomials Qn(x) are given by
Qn(x) = P(N−n)n (x): (1.14)
Proof. By (1.7), the polynomials Qn(x) satisfy the same recurrence relation as polynomials the
P(N−n)n (x) and their initial conditions coincide: Q0(x) = P
(N )
0 (x) = 1; Q1(x) = P
(N−1)
1 (x) = x − bN−1.
As a consequence of this theorem, we have two important relations
QN (x) = PN (x) and QN−1(x) = P
(1)
N−1(x); (1.15)
which will be used in what follows.
Remark. The polynomials Qn(x) are not de:ned for n¿N . In what follows, we will assume that
Qn(x)=0; n¿N , i.e., the polynomials Q0(x); Q1(x); : : : ; QN (x) form a :nite sequence of orthogonal
polynomials as well as the polynomials P0; P1(x); : : : ; PN (x).
Note also the following interesting relations between the polynomials Pn(x) and Qn(x):
QN−n−1(x)Pn+1(x)− un+1QN−n−2(x)Pn(x) = PN (x); n= 0; 1; : : : ; N − 1 (1.16)
and
hnQN−n−1(x) = QN−1(x)Pn(x)− QN (x)P(1)n−1(x): (1.17)
Observe also that the polynomials Pn(x) and Qn(x) are in involution. Indeed, it is easily seen from
de:nition that the dual polynomials of the polynomials Qn(x) are the original polynomials Pn(x).
From this observation it follows that
Pn(x) = Q(N−n)n (x): (1.18)
In particular, we have
Q(1)N−1(x) = PN−1(x): (1.19)
Consider now the orthogonality property of the polynomials Qn(x). We have, in analogy with
(1.10)
N∑
s=1
w∗s Qn(xs)Qm(xs) = h
∗
nnm; 06 n; m6N − 1; (1.20)
where h∗n = uN−1uN−2 : : : uN−n = hN−1=hN−n−1. The “dual” Christo3el numbers w∗s are given by the
partial fraction decomposition (cf. (1.9))
Q(1)N−1(x)
QN (x)
=
PN−1(x)
PN (x)
=
N∑
s=1
w∗s
x − xs (1.21)
(in the :rst equation in (1.21), we used (1.19) and (1.15)). From (1.21) we get
w∗s =
PN−1(xs)
P′N (xs)
: (1.22)
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Comparing (1.22) and (1.11) we have
wsw∗s =
hN−1
(P′N (xs))2
: (1.23)
Relation (1.23) was derived in [2,3]. It is seen from de:nition that both weight functions, ws and
w∗s , are normalized, i.e.,
N∑
s=1
ws =
N∑
s=1
w∗s = 1:
It should be noted that our de:nition (1.12), (1.13) of “dual” polynomials corresponds to the de:-
nition of de Boor and Sa3 [2] (or, equivalently, to the de:nition of Borodin [3]). There is another
de:nition of “dual polynomials” which is exploited in theory of “classical” OP of a discrete vari-
able (such as Krawtchouk, Meixner, Racah, etc.) [9]. In that case “duality” means some reLection
symmetry between the argument and degree of a polynomial. These two de:nitions are apparently
distinct and not to be confused. In what follows, we use notion of “dual” polynomials only in sense
of [2].
2. Duals to classical OP
Classical OP Pn(x) are de:ned by the property that their derivatives P′n+1(x)=(n + 1) are again
orthogonal polynomials [7]. For our purposes it is suMcient to use the following well-known criterion
[6]: the classical OP are completely characterized by relations of the form
(x)P′n(x) = nPn+1(x) + nPn(x) + nPn−1(x); (2.1)
where (x) is a polynomial of degree not exceeding 2 and n; n; n are coeMcients. The clas-
si:cation of the classical OP depends on the degree of the polynomial (x). There are three
possibilities:
(i) if (x) is a second-degree polynomial, we have either Jacobi polynomials (if the roots of (x)
are distinct) or Bessel polynomials (if these roots coincide);
(ii) if (x) is a :rst-degree polynomial, we have Laguerre polynomials;
(iii) if (x) is a constant, we have Hermite polynomials.
Note that in all cases (i)–(iii) the classical polynomials Pn(x) can di3er from the standard Jacobi,
Laguerre and Hermite polynomials by a linear transformation of the argument x → x + .
Using (2.1) and the recurrence relation (1.1), we easily deduce that for all cases (i)–(iii) one has
(xs)P′N (xs) = NPN−1(xs) (2.2)
with some coeMcients N not depending on s. Using this property we obtain from (1.22)
w∗s =
(xs)
N
: (2.3)
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Thus for classical OP, the dual weights w∗s are proportional to (xs). The reciprocal statement also
holds:
Theorem 2. The classical OP are characterized by the property w∗s = (xs)=N where polynomial
(x) is independent of N and has degree 6 2.
Proof. We need only to prove that the OP Pn(x) corresponding to the dual weights ws are classical
if w∗s are given by (2.3) for all N . From (1.22) we have in this case the relation
NPN−1(xs) = (xs)P′N (xs); (2.4)
which holds for all N . Introduce the polynomial
V (x) = NPN−1(x)− (x)P′N (x): (2.5)
The degree of V (x) is n + 1; n or n − 1 if (x) has degree 2, 1 or 0 correspondingly. Moreover,
by (2.4) the polynomial V (x) has N distinct roots xs. Hence, we have that if deg((x)) = 2 then
V (x) = PN (x)(x; N ) = NPN+1(x) + NPN (x) + NPN−1, where (x; N ) is a linear function in x. If
deg((x)) = 1 then V (x)˙ PN (x). Finally, if (x) is a constant, we have, obviously, V (x) = 0. In
all these cases, there is a characteristic relation of type (2.1) which de:ne classical OP.
Note that a characterization of classical OP was proposed in [5] based on the concept of “reversed”
continued fraction of Stieltjes type. The authors of [5] were able to obtain corresponding criterion
for the three types of classical OP—Jacobi, Laguerre and Hermite. Our approach uses, instead, the
more natural concept of dual orthogonal polynomials. This provides a new criterion for all types of
classical OP, including the Bessel OP.
3. Characterization of semiclassical polynomials
The semiclassical OP (SOP) can be de:ned by the relation [6]
q(x)P′n(x) =
M∑
i=0
niPn+J−i−1(x); (3.1)
where q(x) is a polynomial in x of exactly J th degree, M is a :xed nonnegative integer (not
depending on n) and ni are some coeMcients. If q(x)=xJ +O(xJ−1) is monic then, clearly, n0 =n.
The classical OP form a subclass of SOP with deg(q(x))6 2 and M =deg(q(x)). Note that in fact,
de:nition (3.1) is one of possibly di3erent (but equivalent) ways to de:ne SOP (for details see,
e.g., [6]).
The main result of this section follows:
Theorem 3. Assume that Qn(x) are dual with respect to some OP Pn(x) and let xni; i= 1; 2; : : : ; n
be the distinct zeros of Pn(x). The polynomials Pn(x) are then semiclassical if and only if, for any
n¿ 0, the polynomials Qi(x); i = 0; 1; : : : ; n − 1 are orthogonal on the spectral set {xni} with the
weights
w∗s =
q(xns)
#(xns; n)
; (3.2)
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where q(x) is a polynomial of ;xed degree J with its coe=cients independent of n and where
#(x; n) is a polynomial of ;xed degree but with coe=cients depending on n.
Proof. Assume that the Pn(x) are SOP. They then satisfy (3.1). Using the recurrence relation (1.1),
one can reduce the right-hand side of (3.1) to
M∑
i=0
niPn+J−i−1(x) = #(x; n)Pn−1(x) + $(x; n)Pn(x) (3.3)
with #(x; n) and $(x; n) some polynomials of :xed degrees with coeMcients depending on n. Thus,
for roots xni, we have from (3.3) and (3.1)
q(xni)P′n(xni) = #(xni; n)Pn−1(xni) (3.4)
and therefore from (1.22)
w∗s =
Pn−1(xs)
P′n(xs)
=
q(xns)
#(xns)
;
which is equivalent to (3.2). The inverse statement is obtained as in the case of the classical OP
and its proof is therefore omitted.
Note that the SOP can be characterized as the polynomials whose dual polynomials have weights
that are arbitrary rational function of the spectral points xni (with the only restriction that the coef-
:cients of the numerator q(x) do not depend on n).
So far, we considered classical or semiclassical polynomials in “usual” sense (i.e., having nice
properties with respect to derivation operator). Application of the notion of “dual” polynomials to
another types of “classical” orthogonal polynomials (like Racah, Hahn, etc.) is an interesting open
problem. In [3], several examples (connected with the Krawtchouk and Hahn polynomials) were
presented demonstrating that “duality” reLection leads to polynomials of the same type.
4. Dual orthogonal polynomials and Toda chain
The :nite Toda chain is a dynamical system with the following equations of motion [8]:
u˙ n = un(bn − bn−1); b˙n = un+1 − un (4.1)
and boundary conditions
u0 = uN = 0: (4.2)
This system is equivalent to a system of N particles with Hamiltonian
H =
N−1∑
k=0
p2k =2 +
N−2∑
k=0
exp(qk − qk+1); (4.3)
where (pk; qk) are the ordinary canonical co-ordinates (momenta and positions) and
bk =−pk; uk = exp(qk−1 − qk): (4.4)
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The boundary conditions are q−1 = −qN = −∞. Let the Pn(x; t) be a system of monic orthogonal
polynomials with coeMcients un(t); bn(t) satisfying three-term recurrence relation (1.1). It can then
be easily shown that the system of equations (4.1) is equivalent to a single equation [1,10]:
P˙n(x; t) =−unPn−1(x; t): (4.5)
Note that conditions (4.2) imply
P˙0(x; t) = 0; P˙N (x; t) = 0: (4.6)
The :rst condition (4.6) is trivial, because P0 = 1, whereas the second condition P˙N (x; t) = ddt (x −
x1) : : : (x − xN ) = 0 means that all N (distinct) zeros xs; s = 1; : : : ; N of the polynomial PN (x) are
integrals of motion (which is equivalent to the statement that the :nite Toda chain is completely
integrable [8]).
Consider now the dual polynomials Qn(x; t) corresponding to the polynomials Pn(x; t). Let u∗n =
uN−n; b∗n = bN−n+1 be the recurrence coeMcients associated to Qn(x; t):
Qn+1(x; t) + b∗n(t)Qn(x; t) + u
∗
nQn−1(x; t) = xQn(x; t):
It is then immediately veri:ed that
u˙∗n =−u∗n(b∗n − b∗n−1); b˙∗n = u∗n − u∗n+1: (4.7)
This means that the coeMcients u∗n(t), b∗n(t) satisfy the same :nite Toda chain equations but with
the sign of time inverted: t → −t. Hence we have
Q˙n(x; t) = u∗nQn−1(x; t): (4.8)
We thus see that the dual polynomials Qn(x; t) describe “time-reversed” solutions of the :nite Toda
chain.
This property can be illustrated by the time behavior of the discrete weights ws and their duals
w∗s . Indeed, from (1.11) equation of motion for the weights is found to be
w˙s = (xs − b0)ws; (4.9)
hence
ws(t) = ws(0)B(t) exp(xst); B(t) = exp
(
−
∫ t
v=0
b0(v) dv
)
: (4.10)
In other words, the discrete weights evolve exponentially with time (B(t) is a normalization factor).
This is a standard and well-known result [1,10]. From (1.23) we have
w∗s (t) = w
∗
s (0)B
∗(t) exp(−xst); (4.11)
where w∗s (0)B∗(t)=hN−1(t)=(B(t)ws(0)P′N (xs)2). We see indeed, that the evolution of the dual weights
w∗s (t) is obtained by inversing of the sign of time.
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