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Abstract
Wavelet transforms using matrix-valued wavelets (MVWs) can process the components of vector-
valued signals jointly. We construct some novel families of non-trivial orthogonal n⇥ n MVWs for n = 2
and 4 having several vanishing moments. Some useful uniqueness and non-existence results for filters with
certain lengths and numbers of vanishing moments are proved. The matrix-based method for n = 4 is
used for the construction of a non-trivial symmetric quaternion wavelet with compact support. This is an
important addition to the literature where existing quaternion wavelet designs su↵er from some critical
problems.
Keywords
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I. Introduction
Multiresolution analysis (MRA) has been a highly successful field of research in recent decades.
Wavelets [15] and multiwavelets [21] have found many applications in signal and image process-
ing. In multichannel (vector-valued) signals, such as colour images and stereo sound, the channels
are typically correlated, so that analyzing each channel separately with scalar wavelets is inap-
propriate.
Since multiwavelet transforms include a vectorization step, they can be applied directly to
vector-valued signals. However, this generally leads to very poor results [16]. Wavelets and
multiwavelets usually operate on scalar-valued functions depending on a variable such as time.
n ⇥ n matrix-valued wavelets (MVWs) [30], [32], [35] have been applied to time-dependent n-
vector-valued functions or n⇥ n matrix-valued functions, respectively. As a result a plethora of
other names have arisen, e.g., (multiple) vector-valued wavelet [8], [33], multichannel wavelet [1],
[4], and wavelet with a full rank filter [2]. MVWs were introduced in [33], and generalisations
have since been made, such as biorthogonal MVWs [2], [3], [8], [12], m-band MVWs [13], [9] and
MVW packets [9].
Applications of MVWs include compression and denoising of colour images [1], [2] and of 2-D
vector wind fields [20], [31]
With the exception of the biorthogonal filters given in [19, pp. 3–7] and [3, Table 4.1] (see
also [2, p. 4]), explicit constructions for compactly-supported MVWs in the literature are very
limited. Often the desire to obtain wavelet coe cients from the scaling coe cients in a simple
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closed form narrows design possibilities. This is the case in [8], [9], where only filters of length 3
are considered, in [12], [30] where ad-hoc constructions centered on the eigenvalues of the scaling
filter transfer function are used, and in [13] where a symmetry condition is imposed. More
general methods of designing MVWs include multichannel lifting schemes [2], [3], the spectral
factorisation of interpolatory vector subdivision schemes [11], and directly solving the system of
equations imposed by the design constraints [16], [19].
In this paper, we give for the first time, (as far as we are aware), families of non-trivial
orthogonal MVWs for n = 2 and 4 having several vanishing moments.
We focus on finite-length and orthogonal matrix-valued scaling filters (MVSFs). The content
and structure of this paper is as follows. In Section II we distinguish carefully between matrix
and vector multiresolution analyses and draw some conclusions about their applicability. Design
equations for the MVW transform are discussed in Section III along with the important concept
of orthogonal similarity for scaling filters, which adds constraints to the design equations. (The
use of the set of design equations, enables us to prove several useful uniqueness and non-existence
results for filters with certain lengths and numbers of vanishing moments.) Attention is paid in
Section IV to the notion of trivial MVSFs, i.e., those that are orthogonally similar to a filter
with block diagonal coe cients, and hence do not truly process all components jointly. Also
considered is the computational burden for the corresponding MVW transform. Some useful
non-existence results for short non-trivial filters are provided in Section V. For example, it is
shown that every MVSF of length L = 4 with two vanishing moments (A = 2) is trivial. In
Section VI we construct a family of novel non-trivial MVSFs of length L = 6 with A = 3 for
n = 2. Section VII briefly considers how to derive wavelet filter coe cients from a decomposition
of the polyphase matrix, and explicit wavelet filter coe cients are found corresponding to the
n = 2 scaling filter.
Since quaternions can be represented as structured matrices in R4⇥4 under an isomorphism,
we can treat quaternion wavelets as a special case of matrix-valued wavelets. We show in Sec-
tion VIII that quaternion wavelets in one paper are invalid, the theory in another contains serious
errors, while in Section IX we show that a third contains only trivial filters. We find non-trivial
quaternion scaling and wavelet filters for L = 10 and A = 5 and plot the corresponding scaling
and wavelet functions in Section X. Some closing comments are given in Section XIII.
November 19, 2012 DRAFT
IEEE TRANSACTIONS ON SIGNAL PROCESSING, [November 19, 2012] 4
II. Matrix and Vector Multiresolution Analyses
A. Basics
L2(R,Rn⇥m) is the space of n⇥m matrix-valued functions defined on R with values in Rn⇥m
having finite Frobenius norm. n ⇥ n matrix-valued wavelets (MVWs) have been used to con-
struct multiresolution analysis (MRAs) of both L2(R,Rn) and L2(R,Rn⇥n). We will clarify the
relationship between these two approaches.
In the following, we will think of matrices as vectors of row vectors, i.e., Rn⇥n =
 
R1⇥n
 n and
L2(R,Rn⇥m) =
 
L2(R,R1⇥m)
 n.
Definition 1: A set V is Rn⇥n-linear if it satisfies x,y 2 V ) Ax+By 2 V 8A,B 2 Rn⇥n.
Of course Rn⇥n-linearity is stronger than R-linearity.
Proposition 1: Every Rn⇥n-linear set of matrix-valued functions V is of the form V = Sn,
where S is a linear set of (row-)vector-valued functions. Conversely, every set of this form is
Rn⇥n-linear.
Proof: See Appendix-A.
We define the symbol inner product on L2(R,Rn⇥m) by
hF1,F2in⇥n =
Z 1
 1
F1(t)F T2 (t)dt
When n > 1 this is not an inner product in the usual sense since it is n ⇥ n-matrix-valued.
However, it is bilinear, satisfies hF1,F2in⇥n = hF2,F1iTn⇥n , and the square of the Frobenius
norm is ||F ||2 = tr{hF ,F in⇥n}, where tr{·} denotes trace.
In what follows In is the n ⇥ n identity matrix. 0n⇥n is an n ⇥ n matrix of zeros and  i,j is
the Kronecker delta.
Definition 2: An (n ⇥ n) matrix multiresolution analysis (MMRA) is a sequence of closed
Rn⇥n-linear spaces Vj ⇢ L2(R,Rn⇥n) satisfying
1. Vj ⇢ Vj 1 8j 2 Z.
2.
S
j2Z Vj is dense in L2(R,Rn⇥n) and
T
j2Z Vj = {0n⇥n}.
3. F (t) 2 V0 , F (t  k) 2 V0 8k 2 Z.
4. F (t) 2 Vj , F (2jt) 2 V0 8j 2 Z.
5. There exists   2 V0 such that it’s integer translates form an orthonormal basis for V0, in the
sense that h (t  k), (t  l)in⇥n =  k,lIn 8k, l 2 Z and for every F 2 V0 there exists a sequence
Ak 2 Rn⇥n such that F (t) =
P
k2ZAk (t  k).
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  is a (matrix) scaling function, and we say that   generates the MMRA.
Definition 3: A vector multiresolution analysis (VMRA) is a sequence of closed linear spaces
Vj ⇢ L2(R,R1⇥n) satisfying
1. Vj ⇢ Vj 1 8j 2 Z.
2.
S
j2Z Vj is dense in L2(R,R1⇥n) and
T
j2Z Vj = {01⇥n}.
3. f(t) 2 V0 , f(t  k) 2 V0 8k 2 Z.
4. f(t) 2 Vj , f(2jt) 2 V0 8j 2 Z.
5. There exist  1, . . . , n 2 V0 such that their integer translates form an orthonormal basis for
V0.
The  i are vector scaling functions, and we say that they generate the VMRA.
Proposition 2: An n⇥ n matrix-valued function   generates a MMRA {Vj} if and only if its
rows generate a VMRA {Sj}. Furthermore, we then have Vj = Snj .
Proof: The proof is given in Appendix-A.
B. Interpretation and Usage
MMRAs are convenient, since they allow a theory and notation that parallels scalar wavelets.
However, we cannot say that matrix-valued wavelets are particularly well suited for analysing
matrix-valued signals. From Definition 2, point 5, we see that
Ak = hF , (t  k)i =
Z 1
 1
F (t) T (t  k)dt,
i.e., the MVW transform only requires multiplication by matrices from the right, thus operating
on each row of the signal independently as a vector (row i of Ak only involves row i of F ).
So the matrix-valued wavelet transform is equivalent to n independent vector-valued wavelet
transforms. If we wish to jointly transform the rows of an n ⇥ n matrix-valued signal then we
should treat it as a n2 dimensional vector-valued signal, and use an n2 ⇥ n2 MVW.
One application where the MMRA formulation is particularly useful is in the design of hyper-
complex wavelets. Complex numbers, quaternions and other associative hypercomplex algebras
are isomorphic to subalgebras of Rn⇥n. This allows us to treat hypercomplex wavelets as a special
case of matrix-valued wavelets. We will use this in Section VIII to design quaternion wavelets.
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III. Design equations for the MVW transform
A. Basics
Since  (t) 2 V0 ⇢ V 1, it satisfies the two-scale dilation equation
 (t) =
p
2
X
k2Z
Gk (2t  k). (1)
With xˆ denoting the Fourier transform of x, we have, in the frequency domain,
 ˆ(f) =
1p
2
Gˆ
✓
f
2
◆
 ˆ
✓
f
2
◆
(2)
where,
 ˆ(f) =
Z 1
 1
 (t)e i2⇡ftdt; Gˆ(f) =
X
k2Z
Gke i2⇡fk. (3)
{Gk, k 2 Z} is the matrix-valued scaling filter (MVSF). We are interested in compactly-
supported wavelets where the sequence is . . . ,0n⇥n,G0, . . . ,GL 1,0n⇥n, . . . . Here L is the finite
length of the filter and each Gk = (gi,j,k)i,j=1...n is an n⇥ n matrix.
With {Gk} of finite length, we know  (t) has compact support [27, p. 185] and hence  ˆ(f) is
continuous. Iterating (2) and with  ˆ(f) continuous at f = 0, and equal to In,
 ˆ(f) =
1Y
m=1
Gˆ (f/2m)p
2
. (4)
The order of the product in (4), which expands from left to right, is important. Result (4)
allows us to compute the scaling function from the filter coe cients and we may concentrate on
designing the filter {Gk}. We will express the design conditions we wish to impose on the scaling
and wavelet functions directly in terms of equations in the scaling filter coe cients Gk.
B. Necessary Constraints
Since filter lengths may be odd or even, for our design equations we define L0 always to be
even. For a filter with even length L we set L0 = L and for a filter with odd length L we set
L0 = L+ 1 with the constraint GL = 0n⇥n.
Setting f = 0 in (2) we deduce that
Gˆ(0) =
L0 1X
k=0
Gk =
p
2In. (5)
The condition (5) arises naturally for MVWs, and in the context of such transforms [30] noted
that (5) implies that the filter {Gk} preserves constant signals. The condition sets MVWs apart
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from standard multiwavelets, where one eigenvalue of Gˆ(0)/
p
2 is equal to 1, and it is usually
assumed that all other eigenvalues are strictly less than 1 in absolute value.
Proposition 3: If {Gk} is a finite-length filter satisfying (5), then the infinite product (4)
converges uniformly on compact sets.
Proof: This follows from [18, Proposition 5.2], since from (5),
⇣
Gˆ(0)p
2
⌘1
= In.
We hence see that  ˆ(f) in (4) is well-defined.
Necessary, but not su cient, conditions for orthonormality of the scaling function are
L0 1 2mX
k=0
GkG
T
k+2m =  m,0In, m = 0, . . . , (L
0/2)  1. (6)
A su cient condition is however given by
Proposition 4: Let {Gk} be a finite length filter satisfying (5) and (6). If det
⇣
Gˆ(f)
⌘
6= 0 for
|f |  14 , then  (t) is a matrix-valued scaling function for a MMRA.
Proof: This is a reformulation of [32, Theorem 3.4] which requires that inf |f |< 14 | (f)| > 0 for
all eigenvalue functions  (f) of Gˆ(f). However, all eigenvalues are non-zero i↵ the determinant
is non-zero. Also, the eigenvalues are bounded and the determinant is a continuous function of
f .
Unlike [30], we will not include this technical su cient condition in the design. However, in
this form it is simple to calculate and check for a given scaling filter, and we found that all
constructions in this paper satisfy it.
In the following we deal exclusively with finite-length filters satisfying the necessary constraints
(5) and (6), i.e., our MVSFs are assumed orthogonal.
The MVSF has A vanishing moments if [27, Section 7.1]
L0 1X
k=0
( 1)kkdGk = 0n⇥n, d = 0, . . . , A  1. (7)
Those of [30] had only one vanishing moment.
Remark 1: As in the scalar case, the vanishing moment condition (7) is satisfied i↵ Gˆ admits
the factorization Gˆ(f) = (1 + e i2⇡f )AJˆ(f) for some filter {Jk} of length L   A. It is also
equivalent to polynomial reproduction of order A for the scaling filter [3, Theorem 3.1].
Proposition 5: Every MVSF has at least one vanishing moment.
Proof: The proof is given in [30, eqn. (2.5)].
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C. Orthogonal Similarity
Definition 4: Two filters {Gk} and {Jk} are orthogonally similar i↵
Gk = OJkOT ,8k 2 Z (8)
for some orthogonal matrix O, (i.e., OOT = In).
The map {Jk} 7! {OJkOT } is called an orthogonal similarity transformation (OST).
Proposition 6: If {Gk} is an MVSF of length L with A vanishing moments, then any orthog-
onally similar filter {OGkOT } is also an MVSF of length L with A vanishing moments. If
furthermore the multivariate scaling function   associated with {Gk} generates a MMRA {Vj},
then the multivariate scaling function associated with {OGkOT } generates the MMRA {VjOT },
where VjOT =
 
FOT : F 2 Vj
 
.
Proof: The proof is given in Appendix-A.
Lemma 1: EveryM 2 Rn⇥n is orthogonally similar to a matrix of the form D+A, where D
is diagonal and A is anti-symmetric, (i.e., A =  AT ).
Proof: M = S + B where S = 12(M +M
T ) is symmetric and B = 12(M  MT ) is
anti-symmetric. By the eigenvalue decomposition, S = ODOT for some orthogonal matrix O
and diagonal matrix D. M is orthogonally similar to OTMO = D +A where A = OTBO =
 OTBTO =  AT is anti-symmetric.
Corollary 1: Since we can obtain from any given filter a family of orthogonally similar filters,
when designing filters we can, without loss of generality, assume that G0 is of the form G0 =
D +A with D diagonal and A anti-symmetric, i.e., we add the design equations
gi,j,0 =  gj,i,0 for i 6= j. (9)
Remark 2: There will be possibly more than one filter in the orthogonally-similar family of
filters satisfying (9).
IV. Construction of MVSFs
A. Trivial Matrix-valued Scaling Filters
Suppose we have n scalar-valued scaling filters {c1,k}, . . . , {cn,k} of length L (or less). We may
construct a MVSF {Gk} with diagonal coe cients, by setting gi,i,k = ci,k for each i = 1, . . . , n.
Conversely, any MVSF with diagonal coe cients is of this form. Applying a diagonal filter to a
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vector-valued signal is equivalent to using independent scalar filters on each of the channels of
the vector-valued signal.
More generally, given an n1 ⇥ n1 scaling filter {Gk} of length L1 with A1 vanishing moments
and a n2 ⇥ n2 scaling filter {Jk} of length L2 with A2 vanishing moments, we can construct a
(n1 + n2)⇥ (n1 + n2) scaling filter {Gk   Jk} , where the direct sum of two matrices is
Gk   Jk =
24Gk 0
0 Jk
35 ,
and the filter will have length max{L1, L2} and min{A1, A2} vanishing moments. Such a block
diagonal filter applies {Gk} to the first n1 dimensions, and independently, {Jk} to the latter n2
dimensions.
Definition 5: A filter is trivial if it is orthogonally similar to a filter with block diagonal coef-
ficients, i.e., to the direct sum of two or more filters.
If we wish to impose on the trivial filter properties which are invariant under OSTs, such as
short support, vanishing moments and symmetry, then all filters from which it is constructed
must have these properties.
Trivial filters may have desirable properties which are absent in the filters from which they
are assembled. However, any such properties will be basis-dependent. For example, given any
scalar-valued scaling filter {ck} of length L, the trivial filter given by Gk = O(ck  cL k 1)OT is
Gk =
1
2
24 ck + cL k 1 ck   cL k 1
ck   cL k 1 ck + cL k 1
35 ,
where
O =
1p
2
24 1 1
1  1
35 , (10)
and satisfies the symmetric-antisymmetric (SA) condition, [10], Gk = P2GL k 1P2, where Pn
is the n ⇥ n diagonal matrix with (i, i) entry ( 1)i+1. On the other hand, since symmetry is
preserved by OSTs, symmetric filters cannot be obtained in this fashion from asymmetric filters.
Trivial filters require less computation than non-trivial filters. If for example the scaling and
wavelet filters are orthogonally similar to diagonal filters, then we may implement the MVWT
by first applying an orthogonal change of basis to the data, (using the O in (8)), then computing
n independent scalar wavelet transforms, and finally inverting the change of basis. As shown
in Table I, this implementation of the trivial MVWT speeds up the algorithm by a factor of at
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filter type multiplications additions
diagonal nLN n(L  1)N
trivial n(L+ 2n)N n(L+ 2n  3)N
non-trivial n2LN n(nL  1)N
TABLE I
Number of operations required for a one-level n⇥ n matrix wavelet transform when
the scaling and wavelet filters are diagonal, diagonal up to orthogonal similarity
(trivial) or general (non-trivial). Here L is the length of the filters and N is the
length of the vector-valued input.
least nL2n+L compared to a general MVWT. If multiple levels of the transform are required, then
the improvement is greater, since the changes of basis need to be applied once only.
B. Non-trivial Matrix-valued Scaling Filters
Previous constructions of compactly-supported orthogonal MVWs (e.g. [30]) concentrate on
satisfying the conditions of Proposition 4. As a result, the ad-hoc form of the scaling filters
limits the achievable properties. Another method obtains scaling filters through the spectral
factorization of interpolatory filters [11], however, this requires that we design interpolatory
filters with good properties. For biorthogonal MVWs, constructions based on the lifting scheme
are also available [2], [3].
As in [16], [19], we will design the scaling filters {Gk} by directly solving a set of design
equations. One of the advantages of this approach is that we can use it to prove uniqueness and
non-existence results.
We will first treat the cases L = 2, 3 and 4 by hand, since this allows us to prove non-existence
results for all n, and rely on computational results for all latter cases.
V. Some non-existence results for short non-trivial MVSFs
First, a general result:
Proposition 7: MVSFs which are symmetric or symmetric-antisymmetric are of even length.
Proof: The proof is given in Appendix-A.
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We now make some observations for short filter lengths. For L = 2 and A = 1, (5) and (7) give
us the trivial scaling filter built from the Haar filter, G0 = G1 = In/
p
2, as the only solution.
A. Length 3 with 1 Vanishing Moment
Proposition 8: There are no non-trivial n⇥ n MVSFs of length L = 3 for n   2.
Proof: By Proposition 5 there is a vanishing moment. Then (5) and (7) give us
G0 +G1 +G2 =
p
2In
G0  G1 +G2 = 0n⇥n.
from which we deduce that
G1 = 2 
1
2 In (11)
G2 = 2 
1
2 In  G0. (12)
Substituting these into (6) we get
2G0GT0   2 
1
2 (G0 +GT0 ) = 0n⇥n (13)
G0G
T
0 = 2
  12G0. (14)
Substituting (14) into (13) we haveG0 = GT0 . By Corollary 1, up to an OST,G0 is thus diagonal.
By (11) and (12), G1 and G2 are then also diagonal.
Corollary 2: Every n ⇥ n MVSF of length 3 has form Gk = O (dkIm   d2 kIn m)OT where
O is an orthogonal matrix, 0  m  n, and {dk} are the coe cients of the scalar Haar filter, i.e.
d0 = d1 = 2 
1
2 and dk = 0 otherwise.
Proof: This follows from Proposition 8, and the fact that the only scalar scaling filters with
L = 3 are the L = 2 Haar filter followed by a zero and the L = 2 Haar filter preceded by a zero.
(Also note that the order of the diagonal elements is unimportant, since permutation matrices
are orthogonal.)
In [8, Example 2], the following non-trivial orthogonal 2⇥ 2 scaling filter with L = 3 is given:
G0 =
1
4
p
2
24 2 +p5 0
2 p5 0
35 , G2 = 1
4
p
2
24 0 2 p5
0 2 +
p
5
35 ,
G1 =
1
4
p
2
24 2 +p3 2 p3
2 p3 2 +p3
35
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However, this filter has neither a vanishing moment nor satisfies (5). Proposition 5 is not con-
tradicted: the filter is associated to a multiwavelet scaling function and a MRA of L2(R,R), not
a matrix-valued scaling function or MMRA of L2(R,R2⇥2).
B. Length 4 with 2 Vanishing Moments
Proposition 9: There are no non-trivial n ⇥ n MVSFs of length L = 4 with A = 2 vanishing
moments for n   2.
Proof: The linear system given by (5) and (7) simplifies to
G1=2 3/2In +G0;G2=2 1/2In  G0;G3=2 3/2In  G0. (15)
We can now write the orthogonality conditions (6) in terms of G0 :
4G0GT0   2 1/2(G0 +GT0 ) + 3 · 2 2In⇥n = In⇥n
 2G0GT0 + 3 · 2 3/2G0   2 
3
2GT0 + 2
 3In⇥n = 0n⇥n.
Adding 2 1/2 times the first equation to 21/2 times the second, we deduce G0 = GT0 which by
Corollary 1 means that, up to an OST, G0 is diagonal. By (15), G1, G2 and G3 are then also
diagonal.
Corollary 3: Every n ⇥ n MVSF of length 4 with 2 vanishing moments has form Gk =
O (dkIm   d3 kIn m)OT where O is an orthogonal matrix, 0  m  n, and {dk} is the scalar
Daubechies extremal phase or minimum delay scaling filter of length 4:
d0 =
1 +
p
3
4
p
2
; d1 =
3 +
p
3
4
p
2
; d2 =
3 p3
4
p
2
; d3 =
1 p3
4
p
2
,
and dk = 0 otherwise, [15].
Proof: This Daubechies filter and its time-reversed (maximum delay) version are the only
scalar scaling filters of length 4 with 2 vanishing moments. Again, the order of the diagonal
elements is unimportant.
VI. Examples of non-trivial MVSFs
Consider L even so that L0 = L. Each matrix equation is equivalent to a set of n2 scalar
equations. Hence the necessary conditions (5) and (6) give us n2 [(L/2) + 1] scalar quadratic
equations. The vanishing moment conditions (7) add n2A scalar linear equations, and the as-
sumption G0 = D + A corresponds to n(n  1)/2 scalar linear equations. Hence, the design
equations describe a system of n2 [A+ (L+ 3)/2]  (n/2) quadratic equations in n2L variables.
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Having chosen a dimension n, length L, number of vanishing moments A and any additional
conditions that can be expressed as polynomial equations in the gi,j,k, we can attempt to solve
the resulting system of polynomial equations through symbolic computation. The approach used
here is to pre-process the system of equations by computing a lexicographic Gro¨bner basis. This
is a set of polynomials which has the same roots as our original system, but can be solved using
a form of back-substitution. For some background on Gro¨bner bases, see [23], where a similar
approach is used to design multiwavelets.
Two steps were included in the computation with Maple:
• The assumption G0 = D +A was included by making substitutions, reducing the number of
variables, equivalent to setting gi,j,0 =  gj,i,0 for all i > j.
• When computing the Gro¨bner basis, to avoid the presence of the irrational constant p2 in the
system of equations, the coe cients gi,j,k were rescaled by a factor of
p
2, and adjusted after
solution.
For L = 6, A = 3 and n = 2 the non-trivial scaling filters are given (up to orthogonal similarity)
by
G0 =
1
32
p
2
24 x2   2x  3 y
 y x2 + 2x  3
35 ,
G1 =
1
32
p
2
24 x2   6x+ 5 y
 y x2 + 6x+ 5
35 ,
G2 =
1
16
p
2
24  x2   2x+ 15  y
y  x2 + 2x+ 15
35 ,
G3 =
1
16
p
2
24  x2 + 2x+ 15  y
y  x2   2x+ 15
35 ,
G4 =
1
32
p
2
24 x2 + 6x+ 5 y
 y x2   6x+ 5
35 ,
G5 =
1
32
p
2
24 x2 + 2x  3 y
 y x2   2x  3
35 , (16)
where y =
p
( x4 + 10x2 + 15), and x   0 is a free parameter. Since y must be real, the free
parameter is limited to x  p(5 + 2p10) ⇡ 3.3652. The range of y is y 2 ⇥0, 2p10⇤ ⇡ [0, 6.3246],
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Fig. 1. Elements of  (t) for the design with L = 6, A = 3, n = 2 for the choice x =
p
5.
with the maximum reached at x =
p
5. The minimum, y = 0, is reached for x =
p
(5 + 2
p
10),
and gives the diagonal scaling filters built from the Daubechies extremal phase or minimum delay
filter of length 6 [15, Table 6.1] and its time-reversed version. For all x, Gk = O0G5 kOT0 for
k = 3, 4, 5, with O0 =
24 0 1
 1 0
35 .
For x =
p
5,  (t) was computed from theGk’s in (16) using the methodology in [30, Appendix
A(a)], and is shown in Fig. 1.
Now the transformation
a+ bi 7!
24 a  b
b a
35 (17)
is an isomorphism between C and the subalgebra of complex-structured matrices in R2⇥2. Choos-
ing x = 0 in the Gk’s gives us (up to a factor of
p
2) the real matrix representation (17) of the
complex-valued Daubechies filter of length 6 which is symmetric [24, p. 222].
For L = 6, A = 3 and n = 3 there are no non-trivial solutions.
VII. From scaling filters to wavelet filters
For a VMRA {Vj}, let Wj be the orthogonal complement of Vj in Vj 1. Then Sj2ZWj =S
j2Z Vj and is dense in L2(R,R1⇥n). We wish to find a matrix-valued wavelet  such that
the integer translates of its rows form an orthonormal basis for W0. Since W0 ⇢ V 1, this is
equivalent to finding a wavelet filter {Hk} such that  (t) =
p
2
P
k2ZHk (2t  k).
In the scalar case, n = 1, it is well known that a wavelet filter {Hk} can be obtained from its
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corresponding scaling filter {Gk} by the quadrature mirror relationship
Hk = ( 1)k+1GL 1 k, k = 0, . . . , L  1, (18)
but as discussed in [33], this only works for n > 1 if Gˆ(f) commutes with Gˆ
 
f + 12
 
. In the
general case, [33] suggests using paraunitary completion.
Consider the polyphase components of the scaling and wavelet filters (Fourier transforms of
even and odd numbered terms)
Gˆ0(f) =
X
k2Z
G2ke i2⇡fk, Gˆ1(f) =
X
k2Z
G2k+1e i2⇡fk
Hˆ0(f) =
X
k2Z
H2ke i2⇡fk, Hˆ1(f) =
X
k2Z
H2k+1e i2⇡fk,
and the 2n⇥ 2n polyphase matrix
P (f) =
24 Gˆ0(f) Gˆ1(f)
Hˆ0(f) Hˆ1(f)
35
=
24 Gˆ⇣f2⌘ Gˆ⇣f+12 ⌘
Hˆ
⇣
f
2
⌘
Hˆ
⇣
f+1
2
⌘
35 · 1
2
24 1 ei⇡f
1  ei⇡f
35 . (19)
As shown in [33, Proposition 1]1 , the integer translates of the rows of  (t) will form an
orthonormal basis of W0 if and only if {Hk} is chosen such that P (f) is paraunitary (i.e.,
P (f)PH(f) = I2n). Hence we are faced with the problem of completing a 2n ⇥ 2n parauni-
tary matrix when given the first n rows. Restricting ourselves to solutions corresponding to the
minimum number of delays required for the filter’s implementation, we may use the following
approach.
First, we compute the decomposition [21, Thm. 9.2, Corr. 10.2]h
Gˆ0(f) Gˆ1(f)
i
= U1M1(f) · · ·Md(f)e i2⇡ f ,
where   2 Z, d  L0/2, and U1 =
h
Gˆ0(0) Gˆ1(0)
i
2 Rn⇥2n satisfies U1UT1 = In. An implemen-
tation of the above decomposition in Matlab is available as part of the mw toolbox [22]. The
wavelet filters obtained will have length at most L0.
We then complete the paraunitary matrix by taking
P (f) = UM1(f) · · ·Md(f)e i2⇡ f ,
1Note that in [33] the scaling coe cients are scaled so that they sum to 2 rather than
p
2, and that the matrix
product on the RHS is orthogonal i↵ the conditions of [33, Proposition 1] are satisfied.
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Fig. 2. Elements of  (t) for the design with L = 6, A = 3, n = 2 for the choice x =
p
5.
where U = P (0) =
24U1
U2
35 2 R2n⇥2n is unitary. If {Gk} is a MVSF , then it satisfies the
scaling condition (5) and has one vanishing moment by Proposition 5, hence from (19), Gˆ0(0) =
Gˆ1(0) = In/
p
2, and U1 =
h
In In
i
/
p
2. We may then choose U =
24In In
In  In
35 p2. (Note
that if {Hk} is a valid wavelet filter, then so is {OHk} for any orthogonal matrix O.) For the
L = 6, A = 3, n = 2, scaling filter of (16) the corresponding wavelet filter coe cients for x =
p
5
are
H0 =
1
176
p
2
24  11 + 9p5 10p2 + 11p10
10
p
2  11p10  11  9p5
35 ,
H1 =
1
176
p
2
24 55  27p5  30p2  11p10
 30p2 + 11p10 55 + 27p5
35 ,
H2 =
1
88
p
2
24  55 + 9p5 10p2  11p10
10
p
2 + 11
p
10  55  9p5
35 ,
withHk = O0H5 kO0 for k = 3, 4, 5, where we note the absence of a transpose on the right-most
O0.  (t) was computed from these Hk’s using the methodology in [30, Appendix A(b)] and is
shown in Fig. 2.
A more general method which allows the construction of any valid FIR wavelet filter for a
given scaling filter, is described in [34].
November 19, 2012 DRAFT
IEEE TRANSACTIONS ON SIGNAL PROCESSING, [November 19, 2012] 17
VIII. Quaternion wavelets
In this paper, the terms “quaternion wavelet” and “quaternion scaling function” refer to func-
tions in L2(R,H) which we associate with an MRA of L2(R,H). These should not be confused
with similarly-named wavelets in the literature. For example, [7] defines quaternion wavelets
whose components are 2D Hilbert transforms of real wavelets. These wavelets generate redun-
dant frames of L2(R2,R) and are used to analyse greyscale images. Such quaternion wavelets
are equivalent to a group of complex wavelets up to a unitary linear transformation, as shown in
[7, Section 5.2]. Another way in which such wavelets are related to complex wavelets is that the
scaling function can be decomposed as as  (x, y) =  (x)e⇡k/4 (y)e ⇡k/4 where   is a complex
scaling function (and similarly for the wavelet functions). Another example of quaternion wavelet
admitting such a decomposition is given by the quaternion Gabor wavelets which are used in [6]
for optical flow estimation of greyscale images.
A. Matrix Representation
When designing 2 ⇥ 2 scaling coe cients, we can impose the complex-structure conditions
g1,1,k = g2,2,k, g1,2,k =  g2,1,k to construct complex-structured MVWs. When applied to a signal
whose values are complex-structured matrices, by isomorphism the resulting matrix wavelet
transform is equivalent to a complex wavelet transform; see (17).
Quaternions H = {a+ bi + cj + dk : a, b, c, d 2 R} , where 1, i, j, k are the four basis elements,
have a similar representation as quaternion-structured matrices in R4⇥4, with the isomorphism
a+ bi + cj + dk 7!
26666664
a  b  c  d
b a  d c
c d a  b
d  c b a
37777775 . (20)
By imposing the quaternion-structure conditions g1,1,k = g2,2,k = g3,3,k = g4,4,k, g1,2,k = g3,4,k =
 g2,1,k =  g4,3,k, g1,3,k = g4,2,k =  g2,4,k =  g3,1,k, g1,4,k = g2,3,k =  g3,2,k =  g4,1,k, we can
design quaternion-structured MVWs and hence design quaternion wavelets.
Remark 3: Under the isomorphisms (17) and (20), complex/quaternion conjugation corre-
sponds to matrix transposition.
A complex/quaternion-structured matrix is completely determined by its first row. Hence,
when computing the matrix DWT of a complex/quaternion-structured matrix-valued sequence
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with a complex/quaternion-structured filter, it is su cient to calculate only the first row at each
iteration. If we do so, then the structured-matrix DWT requires the same number of (real)
operations as a DWT implemented using complex/quaternion multiplication.
H is isomorphic to R1⇥4 as a vector space. Hence, we may treat quaternion MRA (of L2(R,H))
as a special case of VMRA on L2(R,R1⇥4), with the additional condition that the 4⇥ 4 matrix-
valued scaling function   whose rows generate the VMRA must have quaternion structure (20).
B. Literature Review
Quaternion wavelets are investigated in [5] and [17] by using two di↵erent but equivalent
representations of quaternions as structured matrices in C2⇥2. Their frequency-domain approach
makes use of quaternion Fourier transforms which are poorly suited to the task. We can express
the Fourier transforms used in He and Yu [17] and in Bahri [5] directly in terms of the quaternion
scaling function   : R! H and quaternion scaling sequence {g`}.
Firstly, from He and Yu [17, eqns. (1.7), (2.1), (2.2) and (3.1)], we find that
 ˆHY(f) =
Z 1
 1
e i2⇡ft (t)dt (21)
GˆHY(f) =
X
`2Z
g` e i2⇡f`.
Note that since  (t), g` 2 H, and quaternion multiplication is not commutative, the placement
of the complex exponential is important. It is claimed in [17] that
 ˆHY(f) =
1p
2
GˆHY
✓
f
2
◆
 ˆHY
✓
f
2
◆
.
This does not hold if neither  (t) nor the g` are complex because of the non-commutativity
of quaternions. Consequently, the quaternion-valued wavelets in [17] are invalid. With the
exception of the Haar filter, none of the scaling filters given are orthogonal to their even shifts.
For example, the third design for L = 4 is
g0 = 0, g1 =
1
8
p
2
⇣
2 p3j  3k
⌘
,
g2 =
1p
2
, g3 =
1
8
p
2
⇣
6 +
p
3j + 3k
⌘
.
With q¯ = a bi cj dk being the conjugate of q 2 H, for orthogonality we require the equivalent
of (6), namely
L0 1 2mX
k=0
gkg¯k+2m =  m,0, m = 0, . . . , (L0/2)  1 (22)
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with L0 = L = 4. But, g0g¯2 + g1g¯3 = g1g¯3 =   116
 p
3j + 3k
  6= 0.
Secondly, for [5, eqns. (20) and (33)]
 ˆBahri(f) =
Z 1
 1
 (t) e k2⇡ftdt
GˆBahri(f) /
X
`2Z
g`e k2⇡f`
respectively. [5, eqn. (34)] translates in our notation to
 ˆBahri(f) = GˆBahri
✓
f
2
◆
 ˆBahri
✓
f
2
◆
.
However, the proof given in [5] requires commutativity between e k⇡f` and  (2t   `), so again
the given frequency-domain dilation equation does not hold in general.
In the structured-matrix approach to quaternion wavelets, we use the Fourier transform for
matrix functions (3). The matrix Fourier transform can then be interpreted as a type of bi-
quaternion Fourier transform, where we represent biquaternions as quaternion-structured 4⇥ 4
matrices with complex entries. (Biquaternions, which correspond to the Cli↵ord algebra Cl0,2(C)
are of the form {a+ bi + cj + dk : a, b, c, d 2 C} .) The Fourier theory for quaternion wavelets will
be directly equivalent, by isomorphism to our matrix Fourier transform, whether we use the bi-
quaternion Fourier transform, or choose to represent quaternions as structured matrices in C2⇥2,
or in R4⇥4 and use the matrix Fourier transform (3).
Remark 4: For complex wavelets the usual 1 ⇥ 1 complex Fourier transform is not directly
equivalent to the Fourier transform for complex structured 2⇥ 2 real matrices.
C. Orthogonal Similarity
For any quaternion q = a+ bi + cj + dk there exists a unit quaternion u such that
uqu¯ = a+ (b2 + c2 + d2)1/2i. (23)
Under the real matrix representation (20), unit quaternions are orthogonal matrices so the 3D
rotation q 7! uqu¯ is an OST. Hence, similarly to how we used Lemma 1 in the general matrix case,
we can assume up to orthogonal similarity that a quaternion-structured orthogonal MVSF hasG0
block-diagonal (via (20), since g3,1,0 = g4,1,0 = 0 because the coe cients of j and k are both zero in
(23)). By then applying yet another OST of the form q 7! uqu¯, with u = exp{ 12 tan
⇣
g3,1,1
g4,1,1
⌘
i},
we can furthermore assume up to orthogonal similarity that g3,1,1 = 0.
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Also note that real and complex filters are trivial quaternion filters, since they map to diagonal
and block-diagonal matrices respectively under the isomorphism (20).
IX. Trivial Quaternion Wavelets
Quaternion wavelets designed using the biquaternion Fourier transform are discussed in [25].
They give 3 designs of symmetric quaternion scaling filters by solving by hand the scaling,
orthogonality and vanishing moments constraints on the coe cients. However, all designs in [25]
are orthogonally similar to complex scaling filters and hence trivial.
The first design of [25], with L = 4, A = 1, gives the family of filters which are orthogonally
similar to the symmetric complex scaling filters with coe cients
g0 = g3 = x+ yi; g1 = g2 = (1/
p
2)  x  yi,
where y = [(x/
p
2)   x2]1/2 and x 2 ⇥0, (1/p2)⇤ is a free parameter. The second design, with
L = 6 and A = 2 gives the family of filters which are orthogonally similar to the symmetric
complex Daubechies filter of length 6. Hence the design actually satisfies A = 3. The third
design, with L = 8 and A = 3 is the family of filters which are orthogonally similar to the
complex scaling filter
g0 = g7 = [ 155 +
p
1583470 i]/[8448
p
2]
g1 = g6 = 3g0 + [1/(16
p
2)]
g2 = g5 = g0 + [5/(16
p
2)]
g3 = g4 =  5g0 + [10/(16
p
2)]
Unfortunately, this filter does not satisfy the orthogonality constraints (22), since g0g¯6 + g1g¯7 =
35/1056 6= 0. This is due to the fact that no symmetric quaternion scaling filter exists for L = 8
and A = 3, but [25] used only as many design equations as necessary to obtain a unique (up to
OST) solution.
X. A Non-trivial quaternion wavelet
As a corollary of Propositions 8 and 9, there are no non-trivial quaternion wavelets with L  3
and A = 1 or L = 4 and A = 2. Using the computational method described earlier, we found
that the only quaternion length 6 filters with 3 vanishing moments (respectively, length 8 and 4
vanishing moments) are the real and complex Daubechies filters of same length (up to orthogonal
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similarity). In practice, once a Gro¨bner basis is found for the equations describing a quaternion
filter with L = 6 and A = 3, it can be checked that the polynomial
PL 1
k=0
⇣
g23,1,k + g
2
4,1,k
⌘
is
equal to zero for all solutions (since this is equivalent to block-diagonal filters) and likewise for
L = 8, A = 4. However, this is no longer true when L = 10 and A = 5, discussed next.
For L = 10 and A = 5 all non-trivial quaternion scaling filters are symmetric, and are given
(up to orthogonal similarity) by
g0 = g9 = C0 (y1 + y2i)
g1 = g8 = C0 [(y1   10)
+y 12
 
y22 + 10y1   70
 
i + y3k
⇤
g2 = g7 = C0 [( 4y1   14)
 2y 12 (2y22   15y1 + 105)i + 3y3k
⇤
g3 = g6 = C0 [( 4y1 + 70)
 2y 12 (2y22   5y1 + 35)i + y3k
⇤
g4 = g5 = C0 [(6y1 + 210)
+2y 12 (3y
2
2   25y1 + 175)i  5y3k
⇤
where C0 = 1/(256
p
2) and x is a real parameter and
y1 =
p
70 cos(x)
y2 =
p
70 sin(x)
y3 = 2y 12 [60y
2
2   8y22y1 + 350y1   2975]1/2.
The range of x is 1.0995 . x . 2.1764, so that y3 is real.
If we choose the two values of x at the ends of its range, then y3 = 0 and the resulting filters
are the two di↵erent symmetric complex Daubechies filters of length 10.
If we choose x = ⇡/2, then y3 =
p
70 and
g0 = g9 = C2i; g1 = g8 =  5C1 + C2k
g2 = g7 =  7C1   7C2i + 3C2k
g3 = g6 = 35C1   5C2i + C2k
g4 = g5 = 105C1 + 11C2i  5C2k,
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where C1 =
p
2/256 and C2 =
p
35/256. The corresponding antisymmetric wavelet filter, com-
puted using the method described in Section VII and the mw Matlab package [22], is given
by
h0 =  h9 = C3[89
p
35i + 35
p
2j  35p35k]
h1 =  h8 = C3[ 480
p
2 + 35
p
35i  175p2j + 79p35k]
h2 =  h7 = C4[84
p
2  91p35i + 35p2j +p35k]
h3 =  h6 = C5[35
p
2 + 5
p
35i p35k]
h4 =  h5 = C6[ 5040
p
2 + 577
p
35i  245p2j + 5p35k]
where C3 = 1/24576, C4 = 1/3072, C5 = 1/256, and C6 = 1/12288. The resulting scaling and
wavelet functions are depicted in Figure 3. Here the labelling of the plots reflects (20), e.g., the
subscript 4, 1 in  4,1(t) refers to the 4th row and 1st column of the quaternion-structured matrix
in (20).
XI. A Characterization for Daubechies Matrix Wavelets
In what follows we shall call n⇥n wavelets of even length L0 = L with L/2 vanishing moments
by the name ‘Daubechies Matrix Wavelets’ (DMW) as the L/2 vanishing moments property is
shared by the seminal scalar wavelets design in [14]. For a DMW let G(z) be the z-transform
of the scaling filter. Then we can write the orthonormality condition (6) as G(z)GT (z 1) +
G( z)GT ( z 1) = 2In or as
Q(z) Q( z) = zL 12In (24)
where we define the polynomial matrixQ(z) asQ(z) = zL 1G(z)GT (z 1). Equation (24) implies
that either the polynomials in the o↵-diagonal entries of Q(z) are zero, or they contain only even
powers of z. Consider the latter. A polynomial contains only even powers i↵ all roots appear in the
form r, r. From the vanishing moments condition, the o↵-diagonal polynomials ofG(z)GT (z 1)
must have L roots at  1, which implies that they must have L roots at 1. However, the degree of
these polynomials is at most 2⇥(L 1) = 2L 2, which is a contradiction. Hence the o↵-diagonal
entries of Q(z) must be zero, i.e., Q(z) is diagonal.
The diagonal entries of Q(z) satisfy the corresponding equations for the scalar Daubechies
wavelet of length L. Hence Q(z) = q(z)In, where q(z) = zL 1g(z)g(z 1) and g(z) is the z-
transform of a Daubechies scaling filter of length L. This implies that the rational polynomial
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matrix U(z) = G(z)/g(z) is (normalized) paraunitary since U(z)UT (z 1) = In.
Proposition 10: Every n ⇥ n Daubechies matrix wavelet {Gk} of length L is of the form
Gˆ(f) = Uˆ(f)gˆ(f), where {gk} is the Daubechies wavelet of length L and Uˆ(f) is paraunitary
[29, p. 724] and satisfies Uˆ(0) = In.
Remark 5: We may also obtain the wavelet filter Hˆ(f) = Uˆ(f)hˆ(f), where {hk} is the scalar
Daubechies wavelet filter of appropriate length. Applying a single level matrix-valued DMW
transform to a signal is equivalent to applying a scalar Daubechies wavelet transform after pre-
filtering with the paraunitary transfer function Uˆ(f). We note that this paraunitary prefiltering
preserves energy at all frequencies [29, p. 725]. Also, when applied to white noise, paraunitary
filtering outputs white noise with the same variance.
XII. Example: Attitude Quaternions
When used to represent an orientation (rotation relative to a reference position), quaternions
with a norm of unity are typically called orientation quaternions or attitude quaternions. Then
q = a+ bi + cj + dk = cos
✓
2
+ (xi + yj + zk) sin
✓
2
,
where ✓ is the angle of rotation and (x, y, z) the axis of rotation, and x2 + y2 + z2 = 1.
In computer graphics, spherical linear interpolation (SLERP) [26] is a method for interpolating
between unit quaternions which is commonly used to construct smooth animation curves. The
top part of Fig. 4 gives the four components of a time series of attitude quaternions obtained by
taking 65 random unit quaternions and using SLERP to join them smoothly.
Using both the scalar Daubechies wavelet of length 10 and our Daubechies (quaternion) con-
struction from Fig. 3, we transformed the attitude quaternion time-series and applied hard
vector thresholding to the wavelet coe cients. The bottom part of Fig. 4 compares the root
mean squared error (RMSE) of the reconstructed signal in the scalar Daubechies and matrix
(quaternion) Daubechies case. The results in Fig. 4 show that the quaternion wavelet signifi-
cantly outperforms the scalar wavelet for a wide range of compression ratios. When 90% of the
coe cients are zeroed out (compression ratio of 10:1), the RMSE is 27% lower for the quaternion
wavelet (1.06% of the signal’s root energy is lost in the scalar wavelet reconstruction compared
with 0.77% for the quaternion wavelet). When the percentage of coe cients set to zero is mod-
erate, the scalar wavelets outperform the quaternion wavelets.
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Fig. 3. Quaternion scaling and wavelet functions with L = 10, A = 5, and parameter x = ⇡/2.
XIII. Closing Comments
MVW transforms have some unique advantages — they can be applied to vector signals or
vectorized scalar signals without the pre-processing usually required by multiwavelets, and have
a theory that parallels the scalar case more closely than multiwavelets. However, there is a cost
in terms of some achievable properties because of (5). For example, [28] describes a multiwavelet
with L = 3 and A = 2, but such a construction would be impossible with MVWs by Corol-
lary 2. In this sense MVWs are more similar to scalar/complex wavelets . Further, we can treat
quaternion wavelets as a special case of matrix-valued wavelets.
Using a consistent approach, we have derived explicit non-trivial matrix-valued scaling and
wavelet filters with three vanishing moments, and explicit non-trivial quaternion scaling and
wavelet filters with five vanishing moments.
With a time series of attitude quaternions as an example, we have shown that it is possible
for the non-trivial quaternion filter to concentrate more of a signal’s energy in fewer coe cients,
when compared with a scalar Daubechies filter of the same length.
November 19, 2012 DRAFT
IEEE TRANSACTIONS ON SIGNAL PROCESSING, [November 19, 2012] 25
0 500 1000 1500 2000 2500 3000 3500 4000
0
0
0
0
t
75 80 85 90 95 100
?20
0
20
%
 ch
an
ge
 in
 R
M
SE
% of wavelet coefficients set to zero
Fig. 4. Top: Synthetic time-series of attitude quaternions (real, i, j, and k components). Bottom:
The percent change in RMSE when using our quaternion wavelet instead of the minimum phase scalar
Daubechies wavelet of same length for wavelet thresholding.
Matrix-valued wavelets are a promising tool for the processing of vector-valued signals. How-
ever, more research is needed to understand when and how the additional degrees of freedom
available in the design of MVWs can be e↵ectively used to improve performance, and to predict
for which signals and circumstances matrix-valued wavelets may o↵er a significant advantage
over scalar wavelets.
The case of 2D signals such as images allows for yet more design freedom, and warrants a
comparison of the type of quaternion wavelet presented here with the type used in [6], [7].
Appendix
A. Proofs of Propositions
We will denote the ith row of a matrix (or matrix-valued function) F by F (i,•), and for a set
V , let V (i,•) =
 
F (i,•) : F 2 V  .
A.1 Proof of Proposition 1
Let F (i,•) 2 V (i,•). Let M 2 Rn⇥n have (j, i)-entry equal to 1 and all other entries 0. Then
F (i,•) = (MF )(j,•) 2 V (j,•). Hence V (i,•) = V (j,•) = S 8i, j and V ✓ Sn. Let F 2 Sn. For
i = 1, . . . , n, choose Fi 2 V such that Fi(i,•) = F (i,•) and let Mi 2 Rn⇥n have (i, i)-entry equal
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to 1 and all other entries 0. Then F =
Pn
i=1MiFi 2 V , and so Sn ✓ V . Hence V = Sn.
Linearity of S = V (1,•) follows directly from that of V . For the converse, note that for any
M 2 Rn⇥n and F 2 Sn, (MF )(i,•) is a linear combination of the rows of F .
A.2 Proof of Proposition 2
For the “if” case, by Proposition 1 we can write Vj = Snj . For the “only if” case, set
Vj = Snj (the uniqueness of this construction then follows from the “if” case). We need to
show that closedness and conditions 1 to 5 are satisfied by Snj i↵ they are satisfied by Sj .
For closedness and conditions 1,3 and 4 this is trivial. For condition 2, note that a sequence
Fk 2
S
j2Z Snj =
⇣S
j2Z Sj
⌘n
converges to F in L2 i↵ for each i the sequence F (i,•)k converges to
F (i,•). For condition 5: A n⇥ n matrix-valued function  (t) has orthonormal integer translates
i↵
⌦
 (i,•)(t  k), (j,•)(t  l)↵ =  i,j k,l8k, l 2 Z 8i, j = 1, . . . , n. 8F (t) 2 V0 there exists a se-
quence Ak 2 Rn⇥n such that F (t) =
P
k2ZAk (t  k) i↵ for i = 1, . . . , n, 8F (i,•) 2 V (i,•)0 = S0
there exist n sequences ai,j,k 2 R such that F (i,•)(t) =
P
k2Z
Pn
j=1 ai,j,k 
(j,•)(t  k).
A.3 Proof of Proposition 6
{OGkOT } satisfies the necessary constraints (5) and (6) and the vanishing moments con-
dition (7) i↵ Gk does. By (4), the scaling function obtained from
 
OGkOT
 
is O (t)OT .
Now
⌦
O (t  k)OT ,O (t  l)OT ↵
n⇥n = O h (t  k), (t  l)in⇥nOT =  k,lIn. But F (t) =P
k2ZAk (t  k) if and only if
F (t)OT =
X
k2Z
AkO
T
 
O (t  k)OT   =X
k2Z
Ak (t  k)OT .
Hence the integer translates of O (t)OT form an orthonormal basis of V0OT .
A.4 Proof of Proposition 7
By time-shifting and choosing L, we may assume without loss of generality that G0 6= 0n⇥n.
The only length 1 filter satisfying (5) is {p2In 0,k}, which is not orthogonal. Let {Gk} be an
orthogonal scaling filter which is symmetric (resp. SA) and has odd length L   3. Since, for odd
L, we have GL = 0n⇥n, the last orthogonality condition in (6) gives us G0GTL 1 = 0n⇥n, which
when combined with the assumed symmetry, gives usG0GT0 = 0n⇥n (resp. G0PnGT0Pn = 0n⇥n).
By considering the diagonal terms, this implies that ||G(i,•)0 ||2 = 0 for all i. Hence G0 = 0n⇥n,
which contradicts our earlier assumption.
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