ABSTRACT
INTRODUCTION
Considerations of protein folding and protein fold evolution argue for a hierarchic mechanism of structure acquisition (Baldwin and Rose, 1999) . There is wide interest in comparing the folding of structural homologues and engineered variants to gain an understanding of how folding and stability are affected as the balance between secondary and tertiary interactions changes; an important design principle. Constraining elements of local structure has a profound influence on our ability to predict native tertiary folds. Indeed, one of the most successful approaches to ab initio protein tertiary structure prediction essentially uses predefined elements of local structure as building blocks during global minimization (Simons et al., 1997) . Local structure propensities also play a role in protein mis-folding. For example, sequence elements with a high β-strand propensity may mediate amyloid fibril formation (Prusiner, 1997; Mihara and Takahashi, 1997; Booth et al., 1997) . Reliable methods for quantifying local structure propensities have additional medical relevance therefore.
Modern secondary structure prediction algorithms typically rely on associating homologies between the query sequence and template * To whom correspondence should be addressed.
sequences of known structure. While fast, they are necessarily limited to sequences exhibiting discernable homology with a restricted set of template sequences and structures. Moreover, they do not give a thermodynamic measure of a sequence's conformational tendency. This requires knowledge of the temperature-dependent Boltzmann distribution of the conformation space. Reduced models of proteins, which use statistical and/or physical based potentials, are quite successful at predicting low complexity folds (Kolinski and Skolnick, 2004) . Even with this reduced complexity however, sampling methods must be employed to estimate Boltzmann weighted parameters. Simple energy minimization may be insufficient in cases of marginal stability, where the time-averaged conformation comprises a diverse range of structures.
Markov chain Monte Carlo methods are commonly used for estimating the canonical potential energy surface (PES) of highdimensional systems, in particular protein folding (Onuchic et al., 1997) . To calculate thermodynamic parameters, these methods must generate a Markov chain of configurations such that each configuration in the chain has a probability determined by the Boltzmann distribution. Averages over the chain only accurately converge to the expectations with respect to the Boltzmann distribution if the sampling is ergodic.
The Metropolis Monte Carlo (MMC) transition probability (Metropolis et al., 1953) :
where β = 1/kT and E = E i+1 −E i is the difference in energy. The MMC simulations of protein folding are complicated by two primary factors: the vast size of the configuration space and the complexity of the PES. The complexity of the PES arises from the heterogeneous interplay of myriad interactions operating over a range of interatomic distances. The resultant PES exhibits a rugged topography with configurations that may be structurally similar but greatly different in energy. Below critical temperatures, tunnelling problems are encountered and the simulation becomes quasi-ergodic in behaviour. Trajectories between structurally diverse but statistically important energy minima have low transition probabilities. The trapping of the simulation in isolated minima leads to statistical inaccuracy in the sample, as the system does not reach equilibrium. The problem is insidious as it is hard to discern quasi-ergodic behaviour in a Monte Carlo simulation.
A number of extended MMC methods have been developed for increasing sampling efficiency, notably jump-walking (J-Walking) (Frantz et al., 1990) , smart-walking (S-Walking) (Zhou and Berne, 1997) and replica-exchange (RepEx) (Swendsen and Wang, 1986) . Essentially, these access a larger proportion of the configuration space, uncovering routes to alternate minima and facilitating transitions between isolated regions. In the J-Walking method, alternative configurations are sampled periodically from a high temperature simulation run in parallel. This increases the probability of accessing alternative minima in the low temperature simulation. The choice of the high temperature is critical. It must be high enough that the simulation is ergodic but low enough such that the acceptance probability (or jump acceptance ratio) is reasonably high; i.e. there must be sufficient overlap between the two Boltzmann distributions. The use of multiple parallel simulations conducted over a range of temperatures in the RepEx method addresses this issue, although the CPU cost increases linearly with every additional simulation. S-Walking is a computationally more efficient variation of the J-Walking method. Here the high temperature configurations are subjected to a steepest decent minimization before jumps are attempted, resulting in effective sampling to local minima. However, on a complex energy surface a significant proportion of these quenched configurations will have a relatively high energy; thus the acceptance probability will still be low. Again, the choice of the high temperature is critical. In addition to issues of parameter optimization (high temperature and trial frequency), there is no direct way to establish whether equilibrium has been reached, and therefore whether the expectations calculated accurately reflect Boltzmann weighted values.
The flat histogram algorithm of Wang and Landau (2001a) is a novel Monte Carlo method for estimating the density of states, and has been applied successfully to a number of different systems (Wang and Landau, 2001b; Jain and de Pablo, 2002; Rathore and de Pablo, 2002; Yan et al., 2002) . The method is based on the principle that if one performs a random walk in energy space with transition probabilities proportional to the reciprocal of the density of states, then a flat energy occupancy histogram is generated. The transition probability is
where g (E i ) is the density of states with energy E i . The estimated density of states is modified in a systematic manner so as to yield a flat occupancy histogram, simultaneously making the density of states converge to the true value with a desired degree of accuracy. At the beginning of the simulation all entries are set to 1.0
A random walk is then conducted with transition probabilities given by Equation (2). Each time the energy level E i is visited, the existing density of states is modified by a modification
If a possible move is rejected and stays at the same energy level, one modifies the existing density of states with the same modification factor. During the random walk an occupancy histogram (H(E)), which counts the number of visits at each energy level, is also accumulated. When H(E) is flat in the energy range of the random walk, the density of states has converged to the true value with an accuracy proportional to f . H(E) is then reset, f reduced to a finer value and another random walk conducted. This is continued until f is smaller than a predefined value. As the method is independent of temperature, it does not suffer from the tunnelling problems encountered above, and is a far more efficient algorithm.
To calculate Boltzmann weighted structural parameters, a two-dimensional energy/structural metric histogram is required. The degeneracy inherent in constructing the histogram leads to inaccuracies in these measurements however. Also, the lower the density of the bin, the larger the error associated with it. In a protein system, the low energy bins, which make the largest contribution to the partition function, have the lowest density. Together these two problems cause significant inaccuracies at low temperatures, especially in the two-dimensional case where there are a greater number of low-density bins. While refining the run parameters increases accuracy, the extra computational cost is significant and disproportionate.
Here we present a hybrid Monte Carlo method called density guided importance sampling (DGIS), which combines the best aspects of the MMC and the flat histogram methods. The method is applied to three peptide systems to calculate Boltzmann weighted structural metrics as a function of temperature. The DGIS method is revealed to be efficient and accurate, outperforming J-Walking, S-Walking and RepEx.
METHODS

RAFT: a simplified protein model
A simplified off-lattice model for describing proteins has been developed called RAFT (reduced Ramachandran angle and folding force field for tertiary structure prediction) (Gibbs et al., 2001) . Central to the method are the observations by Wodak (Rooman et al., 1991) and later by Levitt (Park and Levitt, 1994 ) that polypeptide conformations may be adequately described using only four or six pairs of φψ backbone torsion angles. Such representations reduce substantially the conformation space of a polypeptide from the enormous number that can populate unrestricted Ramachandran space, and can represent backbones of known protein structures with overall RMS deviation from the experimental coordinates typically <2.0 Å. RAFT uses a set of six discrete φψ angles per residue optimized from the Protein Data Bank (Berman et al., 2000) ; two cover the α-helical region of Ramachandran space, three cover the β-sheet region and one covers the reverse α-helical region (P and G each have special φψ angle sets). Each residue is represented as a sphere centred on its backbone atoms and the side chain by between zero (for glycine) and three (for lysine) spheres placed along the C α -C β vector, with the total volume approximating that which the real side chain occupies in water. The structure of a protein in our model can thus be described by a 'conformer descriptor'; a sequence of numbers taking values between 1 and 6, each denoting the φψ angle for a particular residue. This takes up far less storage than a series of xyz coordinates. The size of the conformation space in our model is thus given by 6 nres , where nres is the number of residues.
The side chains are modelled to approximate rotationally averaged real side chains, working on the premise that intimate side chain docking is not an absolute requirement for achieving a native-like fold. Each sphere has an associated polar (P) or non-polar (NP) potential such that the sum of these for a particular residue corresponds to the free energy of transfer for the residue from water to the protein interior calculated from experimental data (Damodaran and Song, 1986; Rees, 1980; Wolfenden et al., 1981) . The energy of a particular conformation is given by the sum of these sphere-sphere potentials according to an approximate Lennard-Jones potential function, such that NP-NP interactions are favourable, NP-P are unfavourable and P-P are null. A backbone hydrogen bond potential derived from experimental data is also incorporated (Makhatadze and Privalov, 1994) to stabilize α and β secondary structures.
Employing a search strategy based on simulated annealing (Kirkpatrick et al., 1983) , RAFT predicts a high percentage of correct folds for peptides up to 40 residues in length containing both α and β secondary structures, and is similarly effective as a more complex, all-atom model at predicting the structures of proposed independent folding units (IFUs) (Gibbs et al., 2001; Pedersen and Moult, 1997) .
To test the DGIS method we chose three peptide systems; PDB identifiers 1alc21-32 (α-helix), 1pga43-54 and 1fkf27-38 (both β-hairpins). These are purported to be IFUs (Pedersen and Moult, 1997) , and are small enough to enable full enumeration using the geometric description employed in RAFT. For our structural metric we calculate the root mean squared deviation between internal C α and C β distance matrices (dRMS αβ ). The minimum energy conformations found for these three systems using RAFT agree reasonably well with their experimental structures (see below).
Density of states histograms
The algorithm used was based on the sampling method developed by Wang and Landau (2001a) . For each system the maximum and minimum energy values were obtained by exhaustive enumeration and 100 energy bins used. Random walks in energy space were performed (up to 10% of φψ angles changed in any one step) with acceptance probabilities given by Equation (2). Initially, the density of states values (g(E)) and occupancy values (H(E)) were set to 1 and 0 respectively. With each visit to an energy bin, g(E) was modified as g(E) → g(E) × f , where f is a modification factor (f > 1), and H(E) values were incremented by 1. As in the original implementation of Wang and Landau, we use ln[g(E)] → ln[g(E)] + ln[f ], allowing one to store all possible values of g(E) as double precision numbers in memory. After 10 000 moves the flatness of H(E) was assessed. If all H(E) values were within 5% deviation of the average value, H(E) was considered flat. Random walks of 10 000 moves were continued until the flatness criterion was met. H(E) was then reinitialized and a new random walk commenced using a finer modification factor value: f i+1 = √ f i . An initial modification factor (f 0 ) was chosen such that f 10 000 0 ≈ 6 nres , as suggested by Wang and Landau (2001a) . A final value for f of exp(10 −8 ) was used. This corresponds to 12 iterations.
Construction of a non-redundant library of conformer descriptors
A non-redundant library of conformer descriptors was constructed during a single iteration of the flat histogram algorithm for energy bins having a Boltzmann probability >0.01 at the maximum model simulation temperature. For each energy bin a maximum of 50 000 conformer descriptors were stored.
Density guided importance sampling
For a given temperature the density of states histogram is converted into a Boltzmann probability histogram (p(E) T ):
Z(T ) = i g(E i )e −E i /T
Standard MMC sampling is then performed at this temperature. During the walk an occupancy histogram (H (E) T ) is constructed with energy bin intervals identical to those used in the calculation of g(E). At regular intervals of 100 MC steps, the normalized H (E) T and p(E) T are compared. Equilibrium is deemed to be reached if each H (E i ) T and p(E i )
T agree within 0.001. If they do not agree, a conformer descriptor is chosen at random from the library of that energy bin with the largest negative deviation, the standard MMC criterion applied and the walk continued. This was performed on all three peptide systems to generate dRMS αβ over a range of model temperatures.
DGIS comparison to MMC, J-Walking, S-Walking and RepEx
The J-Walking and S-Walking sampling methods were performed as described in Frantz et al. (1990) and Zhou and Berne (1997) , respectively. As mentioned in the introduction, the performance of both methods is sensitive to the choice of high temperature (T high ) and trial frequency (f trial ).
To ensure a fair comparison with the DGIS method, these two parameters The RepEx method was performed as described previously (Swendsen and Wang, 1986; Kofke, 2002) , with the transition probability used for an exchange trial between replica simulations run at model temperatures T 0 and T 1 given by:
The highest replica temperatures used for each system ensure ergodic sampling and were chosen by consideration of the MMC simulations. Analogous to the J-Walking and S-Walking methods, the performance of the RepEx method is dependent on both the choice of replica temperature interval ( T = T 1 − T 0 ) and f trial . For each system these parameters were optimized, again using a grid search procedure. The grid search used T values of 0.1, 0.25 and 0.5, and f trial values of 100, 200, 500, 1000 and 2000 MC steps.
RESULTS AND DISCUSSION
The dRMS αβ T values calculated for each system using the DGIS method are plotted in Figure 1a -c. Comparing these with the values obtained by full enumeration demonstrates that our method yields accurate results at all temperatures. For both 1pga43-54 and 1fkf27-38, the lowest energy conformer descriptors found using RAFT agree well with the experimental structures (dRMS αβ = 0.90 and 2.22 Å, respectively). For 1alc21-32, however, the lowest energy conformer descriptor bears little resemblance to the experimentally determined structure, with a dRMS αβ of 3.08 Å. The dRMS αβ values calculated for 1alc21-32, 1pga43-54 and 1fkf27-38 at a model temperature of 1.0 are 2.54, 2.29 and 2.23 Å, respectively. Boltzmann weighted ensembles of structures for these are shown in Figure 2 (see legend to Fig. 2 for details) . These illustrate the correspondence between the time-averaged and experimental structures and emphasize the importance of sampling over minimization in ab initio predictions of protein conformations. As mentioned in the introduction, the necessity of grouping values together in bins in the flat histogram method causes inaccuracies in the direct calculation of Boltzmann weighted parameters, particularly at low temperatures. This is illustrated by the data in Figure 1d , which shows a poor correspondence between dRMS αβ T values calculated for 1alc21-32 by full enumeration and directly using a hypothetical, zero error 2D density of states [g(E i , dRMS αβj )]. Here energy intervals identical to those in the DGIS method and 21 dRMS αβ intervals of 0.25 Å were used and the dRMS αβ T values were calculated from the full enumeration data:
The g(E i , dRMS αβj ) T values here represent the highest accuracy the flat histogram method can possibly accomplish. Although higher accuracies can be achieved by refining the dRMS αβ and energy bins, the extra CPU time is significant. With respect to computation time, the 2D flat histogram method, run using these 2100 energy/dRMS αβ bins for only four out of our prescribed 12 iterations, took approximately 15 times longer than the DGIS method. For all three systems, MMC simulations reveal critical temperatures where tunnelling problems are encountered (1alc21-32, 0.25-2.0; 1pga43-54, 0.25-2.50; 1fkf27-38, 0.25-2.25) . Above these temperatures the MMC method yields accurate results on a sensible timescale. The MMC, J-Walking, S-Walking and RepEx methods were performed over these critical temperatures. At each temperature these were run for the length of time that the DGIS method took to reach equilibrium. The J-Walking and S-Walking methods used optimized values for T high and f trial (see Methods). For the RepEx method also, the replica temperature intervals and f trial values used were optimized for each system (see Methods) and the highest replica simulation temperatures used ensure fully ergodic sampling. All five methods were started from the same random conformation. The data are compared in Figure 1a -c. Equilibration times calculated for 1alc21-32 are compared in Figure 3 . Here, during the MMC, J-Walking, S-Walking and RepEx simulations, occupancy histograms (H(E) T ) were constructed, as in the DGIS method, and the simulations run until the normalized H(E) T matched the precalculated p(E) T within 0.001, or a maximum number of MC steps was reached (2.5 × 10 7 ). The data in Figures 1 and 3 demonstrate that, in each case, DGIS outperformed MMC, J-Walking, S-Walking and RepEx methods.
The results of our grid search procedure for optimizing T high and f trial for J-Walking and S-Walking (see Methods) demonstrate that the optimum value of T high is dependent on the sampling temperature. The optimum value for T high cannot be determined a priori, and the extra computation time required reduces the overall efficiency. As mentioned in the introduction, a balance must be achieved; T high must be high enough so that sampling is ergodic but low enough to yield a reasonable jump acceptance ratio. For certain systems, this balance cannot be achieved for relatively low sampling temperatures. Analogous considerations are relevant to the choice of temperature intervals used in the RepEx method (Kofke, 2002) . Normally, the MMC, J-Walking, S-Walking and RepEx methods are run somewhat arbitrarily, until the sampled property converges. The data in Figure 4 demonstrate that convergence in the MMC, J-Walking, S-Walking and RepEx simulations does not imply equilibrium has been reached. As there is no direct means of establishing equilibrium, one usually resorts to performing several independent simulations. The system is considered to be in equilibrium if the independent trajectories yield equivalent results (Thirumalai et al., 1989) . As has been noted (Zhou and Berne, 1997) , while this is a necessary condition, it is not sufficient.
With regard to the general applicability of the DGIS method, the same considerations as for the flat histogram method are pertinent. In addition, memory limitations will restrict the size of the non-redundant library that can be constructed for a given model complexity. Using RAFT we stored an arbitrary 2.5 × 10 6 conformer descriptors in memory for each system. A much greater number could certainly have been stored, and we have not looked at the effects of reducing the size of the library on the efficiency of the algorithm. In addition to the conformer descriptor (a sequence of integers), other metrics could be used as a redundancy filter, ensuring comprehensive coverage of the structure/energy spectrum.
Non-ergodic sampling is encountered in a wide range of systems, from relatively simple Ising models to full atom models of protein folding. The DGIS method directs jumps towards configurations that are representative of otherwise under-sampled regions of the energy spectrum, collated during temperature-independent sampling, ensuring ergodicity. Unlike the J-Walking, S-Walking and RepEx methods, it requires no parameter optimization, beyond the choice of the flat histogram parameters. Use of the Boltzmann probability histogram for establishing equilibrium makes for a highly efficient algorithm, providing an internal quality control that prevents arbitrary and excessively long simulation times.
As the results in this study demonstrate, combining the DGIS method with a reduced but effective protein model serves as a useful tool for exploring and visualizing the local conformational propensities of protein sequence fragments. This will have useful applications in protein structure prediction and for understanding protein mis-folding in disease.
