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Abstract
We introduce a particle mechanics model with Sp(2M) gauge invariance. Dif-
ferent partial gauge-fixings by means of sl(2) embeddings on the gauge algebra lead
to reduced models which are invariant under diffeomorphisms and classical non-
linear W-transformations as the residual gauge symmetries thus providing a set of
models of gauge and matter fields coupled in a W-invariant way. The equations of
motion for the matter variables give Lax operators in a matrix form. We exam-
ine several examples in detail and discuss the issue of integration of infinitesimal
W-transformations.
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1 Introduction
Extended conformal symmetries play an important role in two-dimensional con-
formal field theories, 2d gravity models and integrable hierarchies of non-linear dif-
ferential equations. The study of non-linear extensions of the Virasoro algebra with
bosonic conformal primary fields was first developed by Zamolodchikov [1]. Such alge-
bras are known asW-algebras —– for recent reviews onW-algebras see [2, 3]. Classical
W-algebras are obtained by a contraction of W-algebras through a c → ∞, h¯ → 0
limit, keeping h¯c constant. Two methods have enjoyed much success to construct these
algebras: the Drinfel’d-Sokolov (DS) Hamiltonian reduction for Kac-Moody current
algebras [4, 5, 6, 7] and the zero-curvature approach [8, 9, 10, 11].
The Kac-Moody Hamiltonian reduction consists in introducing a set of first-class
constraints in the space generated by the affine currents Ja(x) equipped with the Kac-
Moody Lie-Poisson bracket:{
Ja(x), Jb(y)
}
KM
= fabc J
c(x) δ(x − y) + κ g˜ab ∂xδ(x− y). (1.1)
Here g˜ab is proportional to the Cartan-Killing metric and f
c
ab are the structure con-
stants of the underlying Lie algebra G. These constraints generate gauge transforma-
tions on the restricted space due to its first-class nature. This gauge freedom is fixed
by introducing a second set of constraints and so a Dirac bracket can be defined on the
reduced space. The Dirac bracket algebra on this space is the (classical) W-algebra.
The choice of the whole set of constraints is inspired by the different inequivalent sl(2)
embeddings into G.
The Kac-Moody currents generate infinitesimal transformations on the original
space via the Poisson bracket (1.1):
δaf(x) ≡
∫
dy ǫa(y) {f(y), Ja(x)}KM . (1.2)
These are the infinitesimal Kac-Moody transformations. After the reduction the re-
maining currents generate infinitesimal transformations on the reduced space via the
Dirac bracket in a similar way: the infinitesimal (classical) W-transformations.
The zero-curvature approach starts with a G-valued field Λ(x) = Λa(x)Ta (Ta form
a basis of G) transforming a` la Yang-Mills:
δΛ = β˙ − [Λ, β], β(x) = βa(x)Ta, (1.3)
where βa(x) are infinitesimal parameters. By means of a sl(2) embedding into G the
components of Λ are partially constrained. The residual transformations preserving
these constraints are the classical W-transformations.
Both approaches are equivalent since (1.2) becomes (1.3) once Λ(t) is identified
with the Kac-Moody holomorphic current J(x), but the second one circumvents the
language of Poisson manifolds.
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In this paper we want to analyze classical W-symmetries in the context of particle
mechanics within the zero-curvature approach. Specifically we present a model contain-
ing gauge and matter degrees of freedom [12]. The transformations of the model are
(1.3) for the gauge variables and G is a sp(2M) algebra. We call (1.3) gauge transforma-
tions because they emerge from the study of the constraint structure in the phase space
of the particle mechanics model itself, therefore the word gauge here and throughout
the rest of the paper should be distinguished from what is usually called gauge trans-
formations in the context of the Kac-Moody Hamiltonian reduction described above.
According to the previous discussion, after partially fixing this gauge freedom by means
of a sl(2) embedding we get a model which exhibits infinitesimal transformations asso-
ciated with any of the classicalW-algebras obtainable from the Cn series of Lie algebras
via the DS reduction. Furthermore, the equations of motion of the matter variables
give rise to the DS equations associated with those W-algebras. We therefore obtain
such equations in a dynamical context. The corresponding Lax operators are given as
M ×M matrices.
Models exhibitingW-symmetries associated with other series of Lie algebras can be
also constructed within this framework. For instance, if we consider some embeddings
of the sl(N) into the sp(2N) algebras, we obtain the transformation laws and DS
equations associated with the AN−1 classical W-algebras.
The organization of the paper is as follows. In sect. 2 we formulate the Sp(2M) gauge
particle model for general M . In sect. 3 we consider the Sp(2) model as the simplest
example and show how reparametrization invariance arises in our model. We also study
the finite gauge transformation leading to the finite diffeomorphism invariance of the
model. In sect. 4 we study the Sp(4) action with its three possible partial gauge-fixings
corresponding to the three inequivalent sl(2) embeddings in sp(4). We integrate the
gauge transformations for one of the three models (sect. 4.1) and perform secondary
reductions of it, ending up with systems exhibiting the non-local matrix algebra V2,2
[13] and the local W(2, 4) algebra which is also associated with the principal sl(2)
embedding model (sect. 4.2). In sect. 5 we analyze how W3 and W23 invariant models
can be obtained as reductions of a sl(3) embedding in the Sp(6) gauge particle model.
Some comments and discussions are addressed in the last section.
We also include two appendices: one about sl(2) embeddings and DS reductions
and the other about finite transformations of the Sp(2M) model before performing the
gauge-fixing.
2 Particle model with Sp(2M) symmetry
Let us consider a reparametrization-invariant model of M relativistic particles with
a Sp(2M) gauge group living in a Minkowskian d-dimensional space-time [12]. The
dimension d satisfies d > 2M + 1 so the constraints do not trivialize the model. The
3
canonical action is given by
S =
∫
dt
(
pix˙i − λAijφAij
)
, i, j = 1, . . . ,M, A = 1, 2, 3. (2.1)
The variable xµi (t) is the world-line coordinate of the i-th particle and p
µ
i (t) is its
corresponding momentum. The Lagrange multipliers λAij (t) implement the constraints
φAij = 0 and satisfy
λ1ji = λ1ij , λ3ji = λ3ij .
The explicit form of φAij is
φ1ij =
1
2
pipj , φ2ij = pixj and φ3ij =
1
2
xixj. (2.2)
These 2M2+M constraints close under the usual Poisson bracket {xi, pj} = δij giving
a realization of the sp(2M) algebra.
It is useful to introduce a matrix notation for the coordinates and momenta of the
particles
R =
(
r
p
)
, with r =


x1
...
xM

 , p =


p1
...
pM

 . (2.3)
The conjugate of R is given by
R¯ = R⊤J2M =
(
p⊤, −r⊤
)
, (2.4)
where J2M is the 2M × 2M symplectic matrix
(
0 −1
1 0
)
. The Lagrange multipliers
can be written in a form of 2M × 2M symplectic matrix
Λ =
(
B A
−C −B⊤
)
, (2.5)
where the components of the M ×M matrices A,B,C are the Lagrange multipliers
λ1ij , λ2ij , λ3ij respectively.
The canonical action (2.1) can be written in a matrix form as
S =
∫
dt
1
2
R¯DR, (2.6)
where D is the covariant derivative
D = d
dt
− Λ.
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In this formulation the gauge invariance of the action is expressed in a manifestly
invariant form of Yang-Mills type1 with the gauge group Sp(2M) 2:
δR = βR, (2.7)
δΛ = β˙ − [Λ, β], (2.8)
where β is the 2M × 2M matrix form of gauge parameter
β =
(
βB βA
−βC −β⊤B
)
(2.9)
and the components βA, βB , βC are theM×M matrices associated with the constraints
φ1ij , φ2ij , φ3ij . The equations of motion of the matter fields are
DR = R˙− ΛR = 0. (2.10)
The infinitesimal transformation law (2.8) is the compatibility condition of the pair
of equations (2.7) and (2.10):
0 = [(δ − β),D]R = −(δΛ− β˙ + [Λ, β])R,
and it can be regarded as a zero-curvature condition. The presence of a zero-curvature
condition allows us to apply the ‘soldering’ [8] procedure to reduce the original symme-
try of the model to a chiral classical W-symmetry by means of a partial gauge-fixing of
the Λ fields. In appendix A we review this reduction method and display the criteria
for choosing the gauge-fixing.
It is useful to express the model in terms of the Lagrangian variables. If we write
the momenta p in terms of the Lagrangian variables
p = A−1(r˙ −Br) ≡ K, (2.11)
the action is now rewritten as
S =
∫
dt
1
2
(
K⊤AK − r⊤Cr
)
. (2.12)
The gauge transformations become
δr = βAK + βBr, δΛ = β˙ − [Λ, β]. (2.13)
A characteristic feature of these Lagrangian transformations is that the algebra is open,
except for sp(2),
[δ1, δ2] r = δβ∗r − (β(2)A A−1β(1)A − β(1)A A−1β(2)A )[L]r,
1For a previous discussion of geometrical models with Yang-Mills gauge theories see [14].
2The supersymmetric version has been studied in [15]
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[δ1, δ2] Λ = δβ∗Λ, (2.14)
where β∗ = [β(2), β(1)] and [L]r is the Euler-Lagrange equation of motion of r. There
are two reasons for the appearance of an open algebra: 1) the transformations of the
momenta at the Lagrangian and Hamiltonian level do not generally coincide, 2) there
are more than one first-class constraints quadratic in the momenta.
In order to close the gauge algebra we introduce M auxiliary vectors (F1, . . . , FM )
and modify the transformation law of the coordinates r as
δr = βA(K + F ) + βBr. (2.15)
The transformation of F is determined by the condition that K +F transforms as p in
the Hamiltonian formalism. Explicitly we get
δF = −A−1
[
βA∂t(K + F ) + βAB
⊤(K + F ) + (δA − βBA)F + βACr
]
, (2.16)
while the transformation of Λ remains unchanged
δΛ = β˙ − [Λ, β]. (2.17)
The new algebra closes off-shell.
The invariant action under the modified gauge transformations is
S =
∫
dt
1
2
(
K⊤AK − r⊤Cr − F⊤AF
)
. (2.18)
The redundancy of the auxiliary variables F is guaranteed by the action itself which
implies F = 0 as the equation of motion.
This action is also invariant under one-dimensional diffeomorphisms (Diff) —t
reparametrizations—, which can be obtained from the above gauge transformations
by the change of gauge parameters given in eq. (A.10):
β = β˜ + ǫΛ+ ǫ˙H, (2.19)
where H is an arbitrary element of the Cartan subalgebra of sp(2M).
The Diff transformations of the fields are given by (see appendices A and B for a
derivation):
δΛγ = ǫΛ˙γ + (1 +
∑
α(α, γ)k˜α)ǫ˙Λ
γ , δΛα = ǫΛ˙α + ǫ˙Λα + k˜αǫ¨,
δǫr = ǫr˙ + ǫ˙Nr, δǫF = ǫF˙ − ǫ˙NF.
These Diff transformations may be regarded as realizations of the Virasoro group gen-
erated by (improved) Sugawara energy-momentum tensors. The freedom in choosing
the different Virasoro realizations is reflected in the arbitrariness of the k˜α constants.
When all of them are zero we obtain the usual realization with all the gauge fields hav-
ing conformal weight equal to one. The β˜ transformations are the same as in (2.15),
(2.16) and (2.17) with βA, βB and βC replaced by β˜A, β˜B and β˜C .
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Once we perform a partial gauge-fixing of the Λ matrix induced by a sl(2) embedding
on sp(2M), the remnant Λ fields will remain primaries or quasi-primaries. On the other
hand, the matter and auxiliary variables will not in general transform as primary fields
after the gauge-fixing. This gauge-fixing procedure will be explicitly shown in the
next sections by considering several examples. The general discussions are given in
Appendices A and B.
3 W2 model and finite gauge transformations
Let us now study a particle model with sl(2) gauge symmetry [16] and show how
reparametrization invariance appears in our model. Being sl(2) ≈ sp(2) we shall con-
sider the model introduced in the previous section, specialized to M = 1. In this case
the Lagrangian gauge transformations close off-shell and no auxiliary variables have to
be introduced. We will also construct the finite form of the residual diffeomorphism
transformations from the knowledge of the finite transformations before the gauge-
fixing. This may be a useful procedure when direct integration of the infinitesimal
residual gauge transformations cannot be performed in a simple way.
First let us write down the model explicitly. It is described by the first-order action
(2.1) with gauge transformations (2.7) and (2.8), where R, Λ and β are given by
R =
(
x
p
)
, Λ =
(
λ2 λ1
−λ3 −λ2
)
, β =
(
β2 β1
−β3 −β2
)
.
After the elimination of p via its equation of motion the action reads
S =
∫
dt
[
1
2λ1
(x˙− λ2x)2 − λ3
2
x2
]
(3.1)
and the gauge transformations are
δx = β2x+
β1
λ1
(x˙− λ2x),
δλ1 = β˙1 + 2λ1β2 − 2λ2β1,
δλ2 = β˙2 + λ1β3 − λ3β1,
δλ3 = β˙3 + 2λ2β3 − 2λ3β2. (3.2)
The gauge algebra still closes off-shell. That is because, as we have mentioned in section
2, Lagrangian open algebras can only occur in theories which possess more than one
constraint quadratic in the momenta.
Let us now study the issues of partial gauge-fixing and remnant gauge transforma-
tions along the lines of appendix A. We can rewrite the matrix of Lagrange multipliers
Λ as
Λ = λ1E+ + 2λ2h− 2λ3E−,
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which defines the embedding of sl(2) in sp(2). In this simple case the space of remnant
fields is generated by E− alone: GW = Ker adE− = 〈E−〉, the remnant parameter
belongs to Ker adE+ and the gauge-fixing is given by
λ1 = 1, λ2 = 0, λ3 ≡ λ. (3.3)
The associated partially gauge-fixed action is
Spgf =
∫
dt
(
x˙2
2
− λx
2
2
)
, (3.4)
which produces the matter equation of motion
x¨+ λx = 0. (3.5)
This is precisely the DS equation Lx = 0 where L is the standard KdV operator.
The existence of a diffeomorphism symmetry sector —the only remnant symmetry
in this model— can be shown by changing gauge parameters according to (2.19). In
the present case H ∩ GW = {0}. Hence no arbitrary constants ki can be introduced.
The redefinition (2.19) is here, in components,
β1 = ǫ, β2 = σ, β3 = ρ+ λǫ. (3.6)
If the partial gauge-fixing (3.3) is imposed then the remnant transformations are
parametrized by ǫ and the other parameters are written in terms of it:
σ = −1
2
ǫ˙, ρ =
1
2
ǫ¨. (3.7)
Using (3.3), (3.6) and (3.7) in (3.2) one shows that the remnant transformations are
indeed (world-line) diffeomorphisms:
δx = ǫx˙− 12 ǫ˙x,
δλ = ǫλ˙+ 2ǫ˙λ+ 12
...
ǫ . (3.8)
These infinitesimal transformations can be integrated directly to give their standard
finite forms
x′(t) = (f˙)−1/2x(f(t)),
λ′(t) = (f˙)2λ(f(t)) +
1
2
f˙
...
f − 32(f¨)2
(f˙)2
. (3.9)
Now we present an alternative way to find the previous finite transformations. We
will find the finite form of the residual transformations from the finite gauge transfor-
mations obtained before imposing the partial gauge-fixing conditions. First we consider
a redefinition of the gauge parameters that shows the diffeomorphism invariance before
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the gauge-fixing. Next we find the finite form of these transformations. Finally we
impose the gauge conditions. In this way we obtain the finite form of the remnant
transformations from the finite form of the transformations before the gauge-fixing.
Before imposing the gauge-fixing condition let us introduce the following change in
the gauge parameters (2.19)
β1 = λ1ǫ,
β2 = σ + λ2ǫ,
β3 = ρ+ λ3ǫ. (3.10)
The gauge transformations (3.2) in terms of these new parameters read:
δx = ǫx˙+ σx,
δλ1 = ǫ˙λ1 + ǫλ˙1 + 2σλ1,
δλ2 = ǫ˙λ2 + ǫλ˙2 + σ˙ + ρλ1,
δλ3 = ǫ˙λ3 + ǫλ˙3 − 2σλ3 + ρ˙+ 2ρλ2. (3.11)
The ǫ transformation is just a world-line reparametrization where x transforms as a
scalar and the Lagrange multipliers transform as vectors. The weights of x and λ under
reparametrization (3.11) are different from the ones of after the gauge-fixing (3.8). In
the latter the variable x is no longer a scalar and λ transforms as a weight-two tensor
with a “central extension” term.
The finite forms of the new transformations (3.11) are found for each ǫ, σ and ρ
transformations:
• Reparametrizations
x′(t) = x(f(t)),
λ′a(t) = f˙(t) λa(f(t)), a = 1, 2, 3. (3.12)
• Local scale transformations
x′ = eσx,
λ′1 = e
2σλ1, λ
′
2 = λ2 + σ˙, λ
′
3 = e
−2σλ3. (3.13)
• Local redefinition of Lagrange multipliers
x′ = x,
λ′1 = λ1, λ
′
2 = λ2 + ρλ1, λ
′
3 = λ3 + 2ρλ2 + λ1ρ
2. (3.14)
Now we impose the gauge-fixing condition (3.3). Notice that (3.10) reduces to (3.6)
on the gauge-fixing surface. Any arbitrary configuration in the gauge orbit can be
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realized using a composition of the above finite transformations with generic functions
f(t), σ(t) and ρ(t). If we consider the following composition
✷
ρ→ ✷′ σ→ ✷′′ f→ ✷′′′ ≡ ˜✷,
the complete finite transformation is given by
x˜ = eσ(f(t))x(f(t)),
λ˜1 = f˙(t)e
2σ(f(t))λ1(f(t)),
λ˜2 = f˙(t) [λ2(f(t)) + ρ(f(t))λ1(f(t)) + σ˙(f(t))] ,
λ˜3 = f˙(t)e
−2σ(f(t)) [λ3(f(t)) + ρ˙(f(t))
+2ρ(f(t))λ2(f(t)) + λ1(f(t))ρ
2(f(t))
]
. (3.15)
Imposing the gauge-fixing conditions (3.3) on these transformations we obtain the finite
form of the conditions (3.7) for the finite gauge parameters:
σ(t) = −1
2
ln f˙(f−1(t)), ρ(t) = −σ˙(t). (3.16)
Using this restriction in the composition of finite gauge transformations (3.15) we arrive
at the finite residual transformations (3.9). The interesting point here is that we have
been able to integrate the infinitesimal transformations (3.8) without actually doing it.
4 Sp(4) models
Here we will consider the Sp(4) model. In order to obtain W-transformations we
need to introduce the appropriate gauge-fixing. For sp(4) we have three different classes
of sl(2) embeddings (see appendix A) which will lead to three different gauge-fixings.
Notice that not every element of these equivalence classes will produce a gauge-fixed
model written in terms of coordinates and velocities. Only those that produce a non-
singular matrix A after the gauge-fixing will have this property (see (2.11)).
We will examine these three embeddings using the following labeling of gauge pa-
rameters:
βA =
(
β2 β10
β10 β5
)
, βB =
(
β3 β9
β8 β6
)
, βC =
(
β1 β7
β7 β4
)
. (4.1)
4.1 (0, 1) embedding
Consider the gauge-fixing induced by the sl(2)-embedding with characteristic (0, 1)
given by (A.22). The remnant fields after the gauge-fixing are T , C, G andH. Explicitly
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the gauge-fixing is given by
Λr =


H 0 0 1
0 −H 1 0
C T2 −H 0
T
2 G 0 H

 . (4.2)
In this gauge the action (2.1) becomes
S =
∫
dt
[
(x˙1 −Hx1)(x˙2 +Hx2) + 1
2
(
Cx21 + Tx1x2 +Gx
2
2
)
− F1F2
]
. (4.3)
The equations of motion for the matter variables from this action are:(
[L]x1
[L]x2
)
=
(
C −( ddt +H)2 + 12T
−( ddt −H)2 + 12T G
)(
x1
x2
)
= 0. (4.4)
These can be regarded as the DS equations for this embedding. The corresponding Lax
operator is given in a 2× 2 matrix form.
There are four residual gauge transformations. The remnant parameters live in
ker adE+ and are β10, β5, β2 and β3 − β6. The change given by eq. (2.19) yields the
following redefinition of these parameters after the gauge-fixing:
β˜2 = β2, β˜5 = β5, ǫ = β10,
α := β˜3 − β˜6 = β3 − β6 − 2ǫH − kǫ˙. (4.5)
Here k ≡ 16(k˜α− k˜β) is an arbitrary constant. We keep it to stress a freedom in choosing
the weight of the fields, though it could be absorbed into the definition of α.
The four residual transformations are:
•ǫ-sector (Diff).
δH = ǫH˙ +Hǫ˙+ k2 ǫ¨, δT = ǫT˙ + 2ǫ˙T −
...
ǫ ,
δC = ǫC˙ + (2− k)Cǫ˙, δG = ǫG˙+ (2 + k)Gǫ˙,
δx1 = ǫx˙1 +
1
2(k − 1)x1 ǫ˙, δx2 = ǫx˙2 − 12(k + 1)x2ǫ˙,
δF1 = ǫF˙1 − 12(k − 1)F1ǫ˙, δF2 = ǫF˙2 + 12(k + 1)F2ǫ˙. (4.6)
In the transformations of matter and auxiliary variables we have introduced an anti-
symmetric combination of the equations of motion (see eq. (B.2)).
The matter and auxiliary variables x1, x2, F1 and F2 transform as primary fields
under diffeomorphisms with weights 12 (k − 1), −12(k + 1), 12(1 − k) and 12 (1 + k) re-
spectively. The gauge variables C and G transform also as primary fields with weights
2 − k and 2 + k. Instead, T is a quasi-primary field with weight 2 and H transforms
as a field of weight 1 with a ǫ¨ term.
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•α-sector (Dilatations).
δH =
1
2
α˙, δT = 0, δC = −αC, δG = αG,
δx1 =
1
2
αx1, δx2 = −1
2
αx2, δF1 = −1
2
αF1, δF2 =
1
2
αF2. (4.7)
•β2(= β˜2)-sector.
δH =
1
2
Cβ2, δT = β2(C˙ − 2CH) + 2β˙2C, δC = 0,
δG = β2(4H
3 − 2HT − 6HH˙ + 1
2
T˙ + H¨)− β˙2(6H2 − T − 3H˙) + 3Hβ¨2 − 1
2
...
β2,
δx1 = β2(2Hx2 + x˙2)− 1
2
x2β˙2 + β2F1, δx2 = 0,
δF1 = 0, δF2 = −β2
(
F˙1 − [L]x1
)
− 1
2
β˙2F1. (4.8)
•β5(= β˜5)-sector. The residual β5 transformations can be obtained from the β2
transformations by the following replacements:
β2 ↔ β5, H ↔ −H, C ↔ G, x1 ↔ x2, F1 ↔ F2. (4.9)
The algebra of these residual transformations is:
[ δǫ , δǫ′ ] = δǫ′′ ; ǫ
′′ = ǫ′ ǫ˙ − ǫ ǫ˙′,
[ δǫ , δα ] = δα′ ; α
′ = −ǫ α˙,
[ δǫ , δβ2 ] = δβ2′ ; β2
′ = (1− k)β2 ǫ˙− ǫβ˙2,
[ δǫ , δβ5 ] = δβ5′ ; β5
′ = (1 + k)β5 ǫ˙− ǫβ˙5,
[ δα , δβ2 ] = δβ2′ ; β2
′ = −αβ2,
[ δα , δβ5 ] = δβ5′ ; β5
′ = αβ5,
[ δβ2 , δβ5 ] = δǫ′ + δα′ + δγ′ ; ǫ
′ = γ′ = −1
2
(β2β˙5 − β˙2 β5)− 2H β2β5,
α′ = −1
2
(β˙2 β˙5 − (1 + k)β2 β¨5 + (k − 1)β5 β¨2) + 2(2 + k)β2 β˙5H−
−2(2− k)β5β˙2H − 2β2β5(1
2
T − 5H2 − kH˙),
[ δα , δα′ ] = [ δα , δγ ] = [ δβ2 , δβ2′ ] = [ δβ5 , δβ5′ ] = [ δβ2 , δγ ] = [ δβ5 , δγ ] = 0,
(4.10)
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where the γ transformation is a trivial transformation, i.e. it is proportional to the
equations of motion. It is explicitly given by
δH = δT = δC = δG = 0,
δx1 = γ F2, δx2 = γ F1,
δF1 = −2γ(F˙1 +H F1)− γ˙ F1 − γ[L]x1 ,
δF2 = −2γ(F˙2 −H F2)− γ˙ F2 − γ[L]x2 .
Notice that we have an open algebra with field-dependent structure functions. The
non-closure of the present algebra is due to the introduction of equations of motion in
the definition of the ǫ transformation in terms of the original β transformations.
Let us present the finite forms of previous infinitesimal transformations. The strat-
egy is to perform the gauge-fixing on the finite Sp(2M) transformations as it was done
in the case of sl(2) (see sect. 3). In appendix B we display the expressions of these finite
transformations. Explicitly, we can find the following four sets of finite transformations:
• Diff. sector: The residual finite diffeomorphisms are obtained by the following
composition of finite transformations, (ω := β˜3 + β˜6):
X
β˜7−→ ✷ ω−→ ✷ diff−→ X˜,
whereX stands for any variable. We can express β˜7 and ω in terms of the Diff parameter
f(t) obtaining the residual transformations:


T → f˙2 T (f)−
(
f(3)
f˙
− 32 f¨
2
f˙2
)
H → f˙ H(f) + k2 f¨f˙
C → f˙2−k C(f)
G → f˙2+kG(f)
matter variables
{
x1 → f˙ 12 (k−1) x1(f)
x2 → f˙− 12 (k+1) x2(f)
auxiliary variables
{
F1 → f˙ 12 (1−k) F1(f)
F2 → f˙ 12 (1+k) F2(f).
(4.11)
•α-sector (dilatations): The finite transformations corresponding to the α-sector,
(α := β˜3 − β˜6 ) are the same as before and after the gauge-fixing:

T → T
H → H + 12 α˙
C → e−αC
G → eαG
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matter variables
{
x1 → e 12α x1
x2 → e− 12α x2
auxiliary variables
{
F1 → e− 12α F1
F2 → e 12α F2.
(4.12)
•β2(= β˜2)-sector: The residual finite β2 transformations are obtained by the fol-
lowing composition of finite transformations:
X
β˜4,β˜7−→ ✷ β˜9−→ ✷ β˜2−→ X˜,
and are given by:


T → T + β2 C˙ + 2C β˙2 − 2β2 C H − 12β22C2
C → C
H → H + 12β2 C
G → G+ β2
(
1
2 T˙ − 6H H˙ + H¨ − 2H T + 4H3
)
+
+β˙2
(
T − 6H2 + 3 H˙
)
+ 3 β¨2H − 12β2(3)+
+β2
2
(
5C H2 − 12C T − 2C H˙ − 3 C˙ H + 12C¨
)
+
+β2 β˙2
(
5
2 C˙ − 8C H
)
+ 74 β˙
2
2 C +
3
2β2 β¨2 C+
+β2
3
(
2H C2 −C C˙
)
− 2β22 β˙2 C2 + 14β24 C3
matter variables
{
x1 → x1 + β2 (x˙2 + F1 + 2H x2)− 12 β˙2 x2 + 12β22 C x2
x2 → x2
auxiliary variables
{
F1 → F1
F2 → F2 − β2 (F˙1 − [L]x1)− 12 β˙2 F1 + 12β22C F1.
(4.13)
•β5(= β˜5)-sector: Again, the residual finite β5 transformations can be obtained
from the β2 transformations with the replacements displayed above (4.9).
Notice the appearance of the Schwarzian derivative in the Diff transformation of
T . These transformations are actually finite symmetry transformations of the action,
under which the Lagrangian changes by a total derivative term and the set of equations
of motion remains invariant. The finite transformations parametrized by α, β2 and β5
are a parametrization of the specific W-transformations. One might expect, according
to the algebra of the infinitesimal transformations, that the composition of β2 and β5
transformations should give a finite Diff transformation but clearly this is not the case.
In this sense, the above form of finite W-transformations is parametrized in a rather
non-standard way.
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We will comment on a secondary reduction3 of this model. When we further require
H = 0 on the gauge field matrix (4.2) we get a system whose symmetry transformations
realize a non-local algebra discussed by Bilal [13]. This is expected from the form of
equation of motion (4.4). Let us see how the residual symmetry satisfies a non-local
algebra. The condition H = 0 further requires
δH =
1
2
∂(α + kǫ˙) +
1
2
(Cβ2 +Gβ5) = 0. (4.14)
If we solve it for α, assuming a suitable boundary condition, as
(α+ kǫ˙) = −∂−1(Cβ2 +Gβ5), (4.15)
there remain three residual transformations. The fields C and G transform as weight
2 primaries under Diff. They transform in a non-local way under β2 and β5 transfor-
mations due to (4.15):
δC = ∂−1(β2C − β5G)C + (β5 T˙
2
+ β˙5T − β¨5
2
),
δG = −∂−1(β2C − β5G)G + (β2 T˙
2
+ β˙2T − β¨2
2
),
δT = 2(β˙2C + β˙5G) + (β2C˙ + β5G˙). (4.16)
They are equivalent to the non-local and non-linear algebra V2,2 discussed in [13]. The
matter fields are also transformed non-locally,
δx1 = −1
2
∂−1(Cβ2 +Gβ5)x1 + β2x˙2 − 1
2
x2β˙2 + β2F1,
δx2 =
1
2
∂−1(Cβ2 +Gβ5)x2 + β5x˙1 − 1
2
x1β˙5 + β5F2,
δF1 =
1
2
∂−1(Cβ2 +Gβ5)F1 − β5
(
F˙2 − [L]x2
)
− 1
2
β˙5F2,
δF2 = −1
2
∂−1(Cβ2 +Gβ5)F2 − β2
(
F˙1 − [L]x1
)
− 1
2
β˙2F1. (4.17)
We can further impose the condition G = 1 in addition to H = 0. The residual
algebra becomes local again, i.e.α and β5 are solved in local forms. The resulting system
is shown to have W(2,4) symmetry which will be discussed in the next subsection.
3A systematic study of secondary reductions of W-algebras has been carried out in ref. [17]
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4.2 (1, 1) (principal) embedding
The gauge-fixing induced by the principal sl(2) embedding (A.25) in sp(4) is given
by
Λr =


0 0 0
√
3
0 0
√
3 15T
1
6W
√
3
10 T 0 0√
3
10 T 2 0 0

 . (4.18)
The two remnant fields are T and W . Here numerical factors are taken for convention.
The action (2.18) is given in this case by:
Spgf =
∫
dt
[
x˙1x˙2√
3
− T
10
(
x˙21
3
−
√
3x1x2 + F
2
2
)
+
W
12
x21 + x
2
2 −
√
3F1F2
]
. (4.19)
The residual transformations are parametrized by ǫ and ρ, related to the remnant
β parameters in the following way:
ǫ− 1
20
ρ¨+
3
100
ρT =
1
2
√
3
β10 − 1
4
β4, ρ =
1
6
β2. (4.20)
ǫ parametrizes the diffeomorphism sector. T is a quasi-primary weight-two field and W
is a primary weight-four field. The matter (xi) and auxiliary (Fi) fields are not primary
fields. Indeed we can mix them to obtain a set of primary fields (x˜i and F˜i):
x˜1 = x1, x˜2 = x2 +
3
20
√
3
Tx1 − 12√3 x¨1,
F˜1 = F1 +
1
10
√
3
TF2, F˜2 = F2. (4.21)
The action (4.19) then becomes (neglecting total derivative terms):
Spgf =
∫
dt
[
− 1
30
T ˙˜x
2
1 −
1
12
(
¨˜x1 − 3
10
T x˜1
)2
+
1
12
Wx˜21 + x˜
2
2 −
√
3F˜1F˜2
]
. (4.22)
Notice that this action is of a higher order in x˜1. Its equation of motion is
x˜
(4)
1 − T ¨˜x1 − T˙ ˙˜x1 −
(
W +
3
10
T¨ − 9
100
T 2
)
x˜1 = 0. (4.23)
On the other hand, the matter variable x˜2 decouples and disappears on-shell. There
are the same number of physical degrees of freedom as in (4.19). It has the following
two residual symmetries (up to equations of motion):
•ǫ-sector (Diff).
δT = ǫT˙ + 2ǫ˙T − 5...ǫ , δW = ǫW˙ + 4ǫ˙W,
δx˜1 = ǫ ˙˜x1 − 3
2
x˜1ǫ˙, δx˜2 = ǫ ˙˜x2 +
1
2
x˜2ǫ˙,
δF˜1 = ǫ
˙˜
F 1 +
1
2
F˜1ǫ˙, δF˜2 = ǫ
˙˜
F 2 +
1
2
F˜2ǫ˙. (4.24)
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•ρ-sector,
δT = 3ρW˙ + 4ρ˙W,
δW = − 120ρ(7) + 725ρ(5)T + 710ρ(4)T˙ +
+
...
ρ
(
21
25 T¨ − 49125T 2 + 35W
)
+ ρ¨
(
14
25
...
T − 147125T T˙ + 910W˙
)
+
+ρ˙
(
1
5T
(4) − 88125T T¨ − 59100 T˙ 2 + 72625T 3 + 12W¨ − 1425TW
)
+
+ρ
(
3
100T
(5) − 177500 T˙ T¨ − 39250T
...
T + 108625T
2T˙ + 110
...
W − 725 (TW )˙
)
,
δx˜1 = − 120
...
ρx˜1 +
1
5 ρ¨
˙˜x1 + ρ˙
(
23
100T x˜1 − 12 ¨˜x1
)
+ ρ
(
− 27100 T˙ x˜1 − 4150T ˙˜x1 +
...
x˜1
)
,
δx˜2 = 0, δF˜1 = 0, δF˜2 = 0. (4.25)
They show that T and W transform according to the infinitesimal transformations
induced by the classical W(2,4) algebra. Thus the action (4.22) provides a particle
model in which the W(2,4) symmetry is implemented.
We will show how the matrix of gauge fields (4.18) can be transformed into the form
corresponding to the (0,1) embedding (4.2) with H = 0 and G = 1. This is achieved
by performing finite Sp(4) transformations shown in Appendix B. First we make a Bβ
transformation with
eBβ =
(
1√
6
0
−1
5
√
6
T
√
2
)
in order to set the A submatrix in the form A′ =
(
0 1
1 0
)
. Next we realize a Cβ
transformation with
Cβ =
( 1
5 T˙ 0
0 0
)
.
After these gauge transformations the form of the matrix of gauge fields becomes
Λ′′ =


0 0 0 1
0 0 1 0
W + 425T
2 − 15 T¨ 12T 0 0
1
2T 1 0 0

 , (4.26)
This shows the equivalence of the (4.19) system and that given by the action (4.3) with
H = 0, G = 1. After the secondary reduction the weight 4 field C is no longer primary
but is given in terms of the weight 4 primary field W and the weight 2 quasi-primary
field T as shown in (4.26).
4.3 (1/2, 0) embedding
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The gauge-fixing induced by this embedding (A.23) has six remnant fields, namely
T , B, C, D1, D2 and D3 and is given by
Λr =


0 0 1 0
B −D1 0 D3
T
2 C 0 −B
C D2 0 D1

 . (4.27)
The action (2.1) becomes:
Spgf =
1
2
∫
dt
[
x˙21 +
x˙22
D3
+
2
D3
(
D1x2x˙2 −Bx1x˙2 −BD1x1x2 + 1
2
D21x
2
2
)
+
+
B2x21
D3
+
1
2
Tx21 + 2Cx1x2 +D2x
2
2 − F 21 −D3F 22
]
. (4.28)
A characteristic feature of this embedding is that the primary field D3 appears in
denominators. The equations of motion for x1 and x2 are:(
[L]x1
[L]x2
)
= Q
(
x1
x2
)
, (4.29)
Q ≡

 − d2dt2 + B2D3 + 12T − BD3 ddt + C − BD1D3
B
D3
d
dt + C − BD1D3 + B˙D3 − BD˙3D23 −
1
D3
d2
dt2 +
D˙3
D23
d
dt +D2 +
D21
D3
− D˙1D3 + D1D˙3D23

 .
There are six residual transformations parametrized by ǫ = β2, β4, β5, β6, β9 and
β10, which are (up to equations of motion):
•ǫ-sector (Diff).
δT = ǫT˙ + 2ǫ˙T − ...ǫ , δB = ǫB˙ + (32 − k)ǫ˙B, δC = ǫC˙ + (32 + k)ǫ˙C,
δD1 = ǫD˙1 + ǫ˙D1 + kǫ¨, δD2 = ǫD˙2 + (1 + 2k)ǫ˙D2, δD3 = ǫD˙3 + (1− 2k)ǫ˙D3,
δx1 = ǫx˙1 − 12x1ǫ˙, δx2 = ǫx˙2 − kx2ǫ˙,
δF1 = ǫF˙1 +
1
2F1ǫ˙, δF2 = ǫF˙2 + kF2ǫ˙; (4.30)
k ≡ 16 (k˜β − k˜α) is the arbitrary constant.
•β4-sector.
δT = 0, δB = 0, δC = −β4B,
δD1 = −β4D3, δD2 = 2β4D1 − β˙4, δD3 = 0,
δx1 = 0, δx2 = 0, δF1 = 0, δF2 = 0. (4.31)
•β5-sector.
δT = 0, δB = β5C, δC = 0,
δD1 = −β5D2, δD2 = 0, δD3 = 2β5D1 + β˙5,
δx1 = 0, δx2 = β5(
1
D3
(x˙2 +D1x2 −Bx1) + F2),
δF1 = 0, δF2 = − 1D3 β˙5F2 −
β5
D3
(F˙2 +D1F2 − [L]2).
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•β6-sector (dilatations).
δT = 0, δB = β6B, δC = −β6C,
δD1 = −β˙6, δD2 = −2β6D2, δD3 = 2β6D3,
δx1 = 0, δx2 = β6x2, δF1 = 0, δF2 = −β6F2. (4.32)
•β9-sector.
δT = β9(−4BD1 + 4CD3 + 2B˙) + 6β˙9B, δB = −β9D˙3 − 2β˙9D3,
δC = β9(D
2
1 +D2D3 − 12T − D˙1)− 2β˙9D1 + β¨9,
δD1 = β9B, δD2 = −2β9C, δD3 = 0,
δx1 = β9x2, δx2 = −β9D3x1, δF1 = β9D3F2, δF2 = −β9F1. (4.33)
•β10-sector.
δT = β10(4BD2 + 4CD1 + 2C˙) + 6β˙10C,
δB = −β10(D21 +D2D3 − 12T + D˙1)− 2β˙10D1 − β¨10, δC = β10D˙2 + 2β˙10D2,
δD1 = −β10C, δD2 = 0, δD3 = −2β10B,
δx1 = β10(
1
D3
(x˙2 +D1x2 −Bx1) + F2), δx2 = β10(x˙1 −D1x1 + F1)− ˙β10x1,
δF1 = −β10(F˙2 −D1F2 − [L]2),
δF2 = −β˙10 F1D3 −
β10
D3
(F˙1 +D1F1 −BF2 − [L]1). (4.34)
The three Di fields are the generators of the β6, β5 and β4 gauge transformations.
These transformations close between themselves for the Di fields forming a sl(2) Kac-
Moody algebra.
5 Sl(3) models
The W(2, 4, . . . , 2M) gauge transformations can be obtained by considering the
principal sl(2) embedding in a general sp(2M) algebra. It is also possible to construct
particle-like models having symmetries related to other W algebras. If we want to
obtain models related to the AN−1 series (for instance, the WN algebras) we have
to look for embeddings of the sl(N) algebras in the symplectic algebras. There is a
canonical embedding, namely,
sl(N)⊕ u(1) ⊂ sp(2N). (5.1)
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Explicitly, the set of matrices of the form(
B 0
0 −B⊤
)
(5.2)
are a subalgebra of sp(2N) isomorphic to sl(N)⊕ u(1). We may construct the particle
model taking this specific form of the gauge fields matrix but we cannot follow the
procedure outlined in section 3 because A = 0 so eq. (2.11) is no longer valid to eliminate
the p variables through their equations of motion. Indeed, when we put all the momenta
on-shell, we obtain a null Lagrangian.
However we can deal with other embeddings and obtain particle-like actions. For
example, let us consider a canonical action (2.1) with M = 3 taking Λ as:
Λ =


λ7 0 0 0 λ1 λ3
0 λ7 − λ8 λ5 λ1 0 0
0 λ2 λ8 λ3 0 0
0 λ4 λ6 −λ7 0 0
λ4 0 0 0 λ8 − λ7 −λ2
λ6 0 0 0 −λ5 −λ8


. (5.3)
We are considering only a part of the φAij constraints (see appendix A). They still
close under Poisson bracket giving a realization of the sl(3) algebra (we then have a
sl(3) subalgebra of sp(6)). The gauge transformations still are (2.8) and (2.7) with the
following β matrix:
β =


β7 0 0 0 β1 β3
0 β7 − β8 β5 β1 0 0
0 β2 β8 β3 0 0
0 β4 β6 −β7 0 0
β4 0 0 0 −β7 + β8 −β2
β˜6 0 0 0 −β5 −β8


= β˜ + ǫΛ. (5.4)
Let us perform the following gauge-fixing (induced by the principal sl(2) embedding
in sl(3)):
λ1 = λ2 = 1, λ3 = λ7 = λ8 = 0,
λ4 = λ5 =
1
2T, λ6 =W. (5.5)
Again we cannot use (2.11) because detA = 0 but we can get a (higher order) particle-
like Lagrangian once we eliminate the momenta variables:
Spgf =
∫
dt
[
1
2
(x¨1x˙3 − x˙1x¨3)− 1
2
T (x1x˙3 − x˙1x3)−Wx1x3
]
. (5.6)
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The equations of motion for the xi variables are:
[L]x1 =
...
x3 − T x˙3 − (W + 1
2
T˙ )x3,
[L]x3 = −
...
x1 + T x˙1 + (−W + 1
2
T˙ )x1. (5.7)
They are two copies of the DS equation for W3.
This action exhibits a (classical) W3 symmetry, being the remnant parameters ǫ
and ρ = β˜3:
•ǫ-sector (Diff).
δT = ǫT˙ + 2ǫ˙T − 2...ǫ ,
δW = ǫW˙ + 3ǫ˙W,
δx1 = ǫx˙1 − ǫ˙x1,
δx3 = ǫx˙3 − ǫ˙x3. (5.8)
•ρ-sector.
δT = 2ρW˙ + 3ρ˙W,
δW = 16ρ
(5) − 56
...
ρT − 54 ρ¨T˙ + ρ˙
(
−34 T¨ + 23T 2
)
+ ρ
(
−16
...
T + 23T T˙
)
,
δx1 = −12
(
1
3 ρ¨x1 − ρ˙x˙1 + 2ρx¨1 − 43ρTx1
)
,
δx3 =
1
2
(
1
3 ρ¨x3 − ρ˙x˙3 + 2ρx¨3 − 43ρTx3
)
. (5.9)
We can also present a model exhibiting the symmetry associated with theW-algebra
generated through the only non-principal sl(2) embedding into sl(3), namely W23. By
performing the following gauge-fixing:
λ1 = λ2 = 0, λ3 = −1,
λ4 = B, λ5 = C, λ6 = −T, λ7 = −λ8 = H, (5.10)
we obtain the following action:
Spgf =
∫
dt 1C
[
Hx1x¨2 − x˙1x¨2 +
(
H + C˙C
)
x˙1x˙2 + 2
(
H˙ − HC˙C +H2
)
x˙1x2
−
(
T + HC˙C +H
2
)
x1x˙2 + 2H
(
T − H˙ + HC˙C −H2
)
x1x2 +BCx1x2−
]
. (5.11)
The equations of motion for x1 and x2 provide DS equations for W23:
...
x2 − 2C˙C x¨2 +
(
2HC˙
C − 3H˙ − 3H2 − T − C¨C + 2C˙
2
C2
)
x˙2 +
+
(
4H˙C˙
C +
4H2C˙
C +
2HC¨
C − 4HC˙
2
C2 − 6HH˙ − 2H3 + 2HT +BC − 2H¨
)
x2 = 0,(5.12)
...
x1 − C˙C x¨1 +
(
2HC˙
C − 3H˙ − 3H2 − T
)
x˙1 +
+
(
H˙C˙
C − H
2C˙
C + 2H
3 − 2HT −BC − H¨ − T˙ + T C˙C
)
x1 = 0. (5.13)
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The previous action exhibits W23 symmetry:
•ǫ-sector (Diff).
δH = ǫH˙ +Hǫ˙+ kǫ¨,
δT = ǫT˙ + 2ǫ˙T − 12
...
ǫ ,
δB = ǫB˙ + (32 − 3k)Bǫ˙,
δC = ǫC˙ + (32 + 3k)Cǫ˙,
δx1 = ǫx˙1 + (k − 12)x1ǫ˙,
δx2 = ǫx˙2 + 2kx2ǫ˙.
•α(= −12β5)-sector.
δH = α˙, δT = 0, δB = −3αB, δC = 3αC,
δx1 = αx1, δx2 = 2αx2. (5.14)
•β2(= β˜2)-sector.
δH = 12Bβ2, δT = β2(
1
2 B˙ − 3BH) + 32 β˙2B, δB = 0,
δC = β2(9H
2 − 3H˙ − T )− 6β˙2H + β¨2,
δx1 = β2
(
1
C (H
2 − T − H˙)x1 − 2HC x˙1 + x¨1
)
,
δx2 =
β2
C
(
(8H2 − 2HC˙C + 2H˙)x2 + ( C˙C − 2H)x˙2 − x¨2
)
+ β˙2C (x˙2 − 2Hx2). (5.15)
•β6(= β˜6)-sector.
δH = −12Cβ6, δT = β6(12 C˙ + 3CH) + 32 β˙6C, δC = 0,
δB = β6(T − 9H2 − 3H˙)− 6β˙6H − β¨6,
δx1 = 0, δx2 = 0. (5.16)
6 Conclusions
We have introduced a particle mechanics model in phase space which can be recast
as a one-dimensional Sp(2M) gauge theory. Different partial gauge-fixings of this model
by sl(2) embeddings in sp(2M) yield reduced theories in which the remnant Lagrange
multiplier variables correspond to generators of classical W-algebras associated with
the Cn simple Lie algebras. We have also shown how to obtain models invariant under
W-algebras related to other series, such as the An.
In relation with the issue of finite W-transformations, the simplest reduced theory,
with W2 symmetry, has only one remnant Lagrange multiplier which transforms as a
weight-two quasi-primary field. In this case, the finite form of its symmetry transfor-
mations is easily obtained by using the finite transformations of the sp(2) model and
restricting them to those satisfying the gauge-fixing condition.
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Application of this procedure to the model associated with the (0, 1) sl(2) em-
bedding in sp(4) yields finite symmetry transformations of its action. These finite
transformations are perfectly acceptable as a parametrization of the gauge freedom of
the system and they are actually useful for building the general solution of the model.
However they cannot be regarded as standard finite W-diffeomorphism transforma-
tions because their composition does not give ordinary diffeomorphisms. In order to
obtain the expected form of finite W-diffeomorphism transformations one might intro-
duce a non-linear change of infinitesimal gauge parameters before the gauge-fixing by
modifying the Yang-Mills transformations in a similar way as it was done to extract
the ordinary diffeomorphism. Indeed, other approaches [18, 19] seem to point in the
direction of treating all W-transformations as Diff of an extended space.
We have also shown a derivation of a non-local algebra in the course of a secondary
reduction of the Sp(4) model. This secondary reduction does not come from a sl(2) em-
bedding in sp(4) because the non-remnant gauge parameter is not solved algebraically.
However the non-local algebra [13] appears in the dynamical context. It may be in-
teresting to study various non-local algebras arising from the secondary reductions of
Sp(2M) models.
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A Zero-curvature condition and W-transformations
In this appendix we review the ‘soldering’ procedure to construct classical chiral
W-transformations [8] and its relation with the zero-curvature approach and sl(2, R)-
embedding technique [9, 11, 10].
Let Λ(t) be a Lie-algebra valued field transforming
δΛ = β˙ − [Λ, β]. (A.1)
This can be regarded as a zero-curvature condition:
[δ − β, ∂t − Λ] = 0 (A.2)
Let us now consider a partial gauge-fixing on the matrix of Lagrange multipliers Λ(t):
Λ =M +W, (A.3)
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whereM is a non-zero constant element of G andW =W bT ′b. The Lie algebra elements
T ′b span GW , a subspace of G (b = 1, . . . ,dim GW < dimG) and W b are the remnant
fields living in GW . We are looking for residual gauge transformations (2.8) preserving
the partial gauge-fixing (A.3). The zero-curvature condition is now the gauge-slice
conservation condition:
[M,β] + δW = β˙ − [W,β] . (A.4)
The possible partial gauge-fixings, i.e. the choices of M and W , are restricted once we
impose the following two requirements:
• We want to express a subset of the gauge parameters βa as a function of another
subset (remnant parameters) and the remnant fields W b in a purely algebraic
way.
• The residual transformations should include a diffeomorphism (Virasoro) sector
in such a way that we could identify a weight-two quasi-primary field to it.
The first requirement is algebraically equivalent to the condition of the total set of
constraints being second-class in the Kac-Moody Hamiltonian reduction. Both require-
ments are satisfied if the partial gauge-fixing (A.3) is induced by a sl(2, R) embedding
[6, 20], S, of the original Lie algebra G,
M = E+, GW = ker adE−, (A.5)
where E+, E− and h are the defining elements of the sl(2, R) embedding:
[h,E±] = ±E±, [E+, E−] = h. (A.6)
The mapping adS given by adS : a→ ada where a ∈ S and
ada : G −→ G
g −→ [a, g], a ∈ G,
is a representation of S on G. This representation is completely reducible so G (as a
vector space) decomposes to a direct sum of invariant subspaces of spin j (integer or
half-integer) and multiplicity nj (branching):
G =
∑
j≥0
nj∑
i=1
+˙ G(i)j , G(i)j =
j∑
m=−j
+˙ G(i)j,m,
∑
j≥0
nj(2j + 1) = dimG. (A.7)
The G(i)j,m are one-dimensional eigenspaces of adh with eigenvalue m. A spin 1 subspace
is always present in the branching, namely, S itself (denoted by G1). They define a
gradation of G:
Gˆm =


∑
j≥m
nj∑
i=1
+˙ G(i)j,m, if m is an eigenvalue of adh
{0} , otherwise
⇒ G =∑m +˙ Gˆm, [Gˆm, Gˆn] ⊂ Gˆm+n. (A.8)
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According to (A.5), every remnant field lives in Gˆm=−j and there are
N(S) =
∑
j≥0
nj (A.9)
such fields.
The presence of this gradation ensures that the first requirement is satisfied. Indeed,
remnant parameters live in ker adE+, i.e. in Gˆm=j . Restrictions of the zero-curvature
condition (A.4) to subspaces Gˆj allow us to express in an algebraic way parameters
living in Gˆj−1 as functions of parameters living in Gˆj (and fields) becauseM lives in Gˆ1.
So, as we go down on the spectrum of m’s, we have an algebraic algorithm to express
all the gauge parameters as functions of those living in ker adE+ and fields. Finally,
restrictions of (A.4) to subspaces Gˆm=−j give the transformations of the remnant fields,
δW b.
The existence of a Virasoro sector can be shown by performing a decomposition of
parameters: β → β˜, ǫ. Consider the following change:
β = β˜ + ǫΛ+ ǫ˙H, (A.10)
where H =
∑
α k˜αHα is a general element of the Cartan subalgebra H of G, with con-
stant coefficients and β˜ = β˜cT ′′c (c = 1, . . . ,dim G − 1). With this change Virasoro
transformations appear both before and after the gauge-fixing. However, the transfor-
mation laws of the remnant fields after the gauge-fixing are generally different from the
original ones.
In order to examine the Virasoro transformations of the gauge field Λ, we decompose
it as
Λ =
∑
γ
ΛγEγ +
∑
α
ΛαHα,
where {Eγ ,Hα} form a Cartan-Weyl basis of the Lie algebra G. The zero-curvature
condition together with the definition (A.10) produces the following Virasoro transfor-
mations before the gauge-fixing:
δΛγ = ǫΛ˙γ + (1 +
∑
α
(α, γ)k˜α)ǫ˙Λ
γ ,
δΛα = ǫΛ˙α + ǫ˙Λα + k˜αǫ¨. (A.11)
Notice that the fields living on the Cartan subalgebra (indices α) transform as weight-
one tensors, generally with an inhomogeneous extension term. Instead the fields living
in the root spaces (indices γ) transform as tensors of weight 1 +
∑
α(α, γ)k˜α. Had we
considered a change of parameters (A.10) without the ǫ˙H term then all fields would
have transformed as weight-one tensors. This is equivalent to taking the usual Sug-
awara energy-momentum tensor as the generator of the Virasoro transformations in
the Kac-Moody Hamiltonian reduction framework. Then the addition of the ǫ˙H term
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in (A.10) corresponds to changing the realization of the Virasoro group by considering
an improved Sugawara energy-momentum tensor as the generator.
The transformations generated by ǫ remain to be Virasoro transformations after
the gauge-fixing procedure. Indeed, the parameter ǫ lives in the subspace generated by
E+ so it is one of remnant parameter (we can take the T
′′
c Lie algebra elements as the
generators of all the G(i)j,m subspaces except the one of G1,1, i.e. E+). The zero-curvature
condition (A.4) after the gauge-fixing reads:
[M, β˜] =
˙˜
β − δW − [W, β˜] + ǫW˙ + ǫ˙(M +W ) + ǫ¨H + ǫ˙[H,M +W ]. (A.12)
To solve the zero-curvature condition we have to expand H and W as follows:
H = k0h+
∑
i
kiHi +
∑
σ
kσHσ, (A.13)
W =
∑
i
W iHi +
∑
α
Wαeα +
∑
ρ
W ρeρ.
In the expansion of H, h is the sl(2)-embedding element, {Hi} span GW ∩H and {Hσ}
form a basis of the rest of H. In the expansion of W , W i are the fields living in H,
Wα are the fields living in Gˆ0 but not in H and W ρ are the rest of remnant fields. The
following relations hold:
[h, eρ] = −j(ρ)eρ, [h, eα] = 0,
[Hi, eρ] = ri(ρ)eρ, [Hi, eα] = ri(α)eα.
One can study the propagation of the parameter ǫ through the equations imposed
by the zero-curvature condition at each level in the gradation of G. The result of this
analysis is:
β˜ = −(1 + k0)ǫ˙h− ǫ˙kσHσ − ǫ¨E− + (terms without ǫ). (A.14)
Once we introduce (A.14) in (A.12) we get the residual infinitesimal transformations
of the remnant fields, δW , under the ǫ sector. There are some cancellations due to the
presence of the term ǫ¨H which cut off the propagation of the k0 and kσ parameters.
Hence the only surviving arbitrariness comes from the ki parameters. The result is
summarized as:
• The field T living in the subspace generated by E−, which is one of the eρ gener-
ators, transforms as a quasi-primary field of weight two:
δT = ǫT˙ + 2ǫ˙T − ...ǫ . (A.15)
• Fields living in the subspace spanned by Hi, W i, transform as weight-one fields
plus a term ǫ¨:
δW i = ǫW˙ i + ǫ˙W i + kiǫ¨, (i = 1, . . . ,dimH ∩ GW ). (A.16)
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• The rest of remnant fields living in Gˆm=−j, W ρ and Wα, are primary fields:
δW ρ = ǫW˙ ρ +
(
1 + j(ρ) +
∑
i
kiri(ρ)
)
ǫ˙W ρ,
δWα = ǫW˙α +
(
1 +
∑
i
kiri(α)
)
ǫ˙Wα. (A.17)
In general, the field living in Gˆm=−j has weight 1 + j apart from possible shifts,
which exist in case the subspace H ∩ GW is non-trivial. The following relation holds:
∑
weights :=
∑
j≥0
nj(1 + j) =
1
2
(dimG +N(G)) . (A.18)
There is no explicit general formula for the transformations generated by the other
remnant parameters. They are precisely specific chiral W-transformations because we
have a set of infinitesimal transformations with closed algebra and containing a Virasoro
sector with the weight-two quasi-primary field T .
A.1 Inequivalent sl(2, R) embeddings
It is useful to separate the set of all possible sl(2, R) embeddings in G into classes of
equivalent embeddings. Two embeddings S1 and S2 are said to be equivalents if there
exists an automorphism of G mapping S1 onto S2. There will be as many admissible
gauge-fixings (A.3) as classes of equivalent sl(2, R) embeddings.
Given a canonical decomposition of G (i.e. given a Cartan subalgebra of G, H, a
set of positive roots, ∆+, and a set of simple roots, Π),
G =
∑
α∈∆+
+˙ G−α +˙ H +˙
∑
α∈∆+
+˙ Gα, (A.19)
and a sl(2, R) embedding in G, S, we can always choose a member of the same class of
equivalence of S such that:
h ∈ H, i.e. h = Hδ where δ =
∑
β∈Π
cββ, (A.20)
E± =
∑
γ∈Γδ
e±γ , eγ ∈ Gγ , Γδ = {γ ∈ ∆+ | (γ, δ) = 1} ; (A.21)
δ is the defining vector of such an embedding. Let us consider the Dynkin diagram
of G. We construct the characteristic of this sl(2, R) embedding by writing down the
number (β, δ) under the dot of the Dynkin which represents the root β for each β ∈ Π.
Two important results follow [21, 22]:
• Two sl(2, R) embeddings are equivalent if and only if their characteristics coincide.
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• If a characteristic is associated with a sl(2, R) embedding then it exhibits numbers
of the set
{
0, 12 , 1
}
.
It can be shown that the potential characteristic which exhibits a 1 under every dot
always gives rise to a sl(2, R) embedding, which is known as the principal sl(2, R)
embedding.
As an example we present here the case G = sp(4, R). The Dynkin diagram, nor-
malizations and positive roots set for sp(4, R) are:
© ©〈
α β
(α,α) =
1
6
(β, β) =
1
3
(α, β) = −1
6
, ∆+ = {α, β, α + β, 2α + β} .
There are only three classes of non-equivalent sl(2, R) embeddings. Their charac-
teristics are:
© ©〈
α β
1
2
0
© ©〈
α β
0 1
© ©〈
α β
1 1
Our matrix conventions for the generators of sp(4, R) are:
Hα =
1
12


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

 Hβ = 16


0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 −1


Eα =
1√
12


0 1 0 0
0 0 0 0
0 0 0 0
0 0 −1 0

 E−α = 1√12


0 0 0 0
1 0 0 0
0 0 0 −1
0 0 0 0


Eβ =
1√
6


0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0

 E−β = 1√6


0 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0


Eα+β =
1√
12


0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0

 E−(α+β) = 1√12


0 0 0 0
0 0 0 0
0 1 0 0
1 0 0 0


E2α+β =
1√
6


0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0

 E−(2α+β) = 1√6


0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0

 .
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Here we display a representative of every class of equivalent embeddings and the
corresponding branchings:
• (0, 1) embedding:
h = 6Hα + 6Hβ E± =
√
6E±(α+β)
G = G(1)1 +˙ G(2)1 +˙ G(3)1 +˙ G0
G(2)1 = 〈E2α+β , Eα, E−β〉 G(3)1 = 〈Eβ , E−α, E−(2α+β)〉
G0 = 〈Hα〉. (A.22)
• (12 , 0) embedding:
h = 6Hα + 3Hβ E± =
√
3E±(2α+β)
G = G1 +˙ G(1)1
2
+˙ G(2)1
2
+˙ G(1)0 +˙ G(2)0 +˙ G(3)0
G(1)1
2
= 〈Eα+β , E−α〉 G(2)1
2
= 〈Eα, E−(α+β)〉
G(1)0 = 〈Eβ〉 G(2)0 = 〈E−β〉 G(3)0 = 〈H−β〉. (A.23)
• (1, 1) (principal) embedding:
h = 18Hα + 12Hβ E± =
√
18E±α +
√
12E±β
G = G1 +˙ G3
G3 = 〈E2α+β , Eα+β ,
√
3Eβ −
√
2Eα,Hα −Hβ,
√
3E−β −
√
2E−α,
E−(α+β), E−(2α+β)〉. (A.24)
We consider another element of this conjugacy class because the previous one
produces a gauge fixing such that there is no gauge-fixed Lagrangian in terms of
coordinates and velocities:
h = 18Hα + 6Hβ E± =
√
18E±(α+β) +
√
12E∓β
G = G1 +˙ G3
G3 = 〈E2α+β , Eα,
√
3E−β −
√
2Eα+β ,Hα + 2Hβ,
√
3Eβ −
√
2E−(α+β),
E−α, E−(2α+β)〉. (A.25)
For completeness we also present here a representative of each of the two classes of
equivalent sl(2, R) embeddings in sl(3, R):
© ©
α β
(α,α) = (β, β) =
1
3
(α, β) = −1
6
, ∆+ = {α, β, α + β} .
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• principal (1, 1) embedding:
h = 6Hα + 6Hβ E± =
√
6E±α +
√
6E±β
G = G1 +˙ G2
G2 = 〈Eα+β , Eβ −Eα,Hα −Hβ, E−α − E−β, E−(α+β)〉 (A.26)
• non-principal (12 , 12) embedding:
h = 3Hα + 3Hβ E± =
√
3E±(α+β)
G = G1 +˙ G(1)1
2
+˙ G(2)1
2
+˙ G0
G(1)1
2
= 〈Eα, E−β〉 G(2)1
2
= 〈Eβ , E−α〉 G0 = 〈Hα −Hβ〉.
The sl(3, R) subalgebra of sp(6, R) that we have considered in sect. 5 is realized by
taking the following subset of the φAij quadratic constraints in the M = 3 case:
Eα =
1√
6
p1p2, Eβ =
1√
6
p3x2, Eα+β = − 1√6p1p3,
E−α = − 1√6x1x2, E−β =
1√
6
p2x3, E−(α+β) = 1√6x1x3,
Hα =
1
6 (p2x2 + p1x1), Hβ =
1
6(p3x3 − p2x2).
B Diffeomorphism invariance and finite transformations
of the Sp(2M) model
Here we show first the invariance of the Sp(2M) model under ordinary diffeo-
morphism transformations, along the lines of Appendix A. We shall later present the
model’s gauge symmetry transformations in their finite form.
According to Appendix A we can perform the change of parameters (A.10) with
H =
∑M
i=1 k˜αiHαi , where αi are the simple roots of sp(2M,R) and k˜αi are constants.
When G=sp(2M,R) then H is the diagonalized matrix:
H =
(
N 0
0 −N⊤
)
,
N =
1
4(M + 1)


k˜α1 0
k˜α2 − k˜α1
. . .
k˜αM−1 − k˜αM−2
0 2k˜αM − k˜αM−1


. (B.1)
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where αM is the longest root.
As stated in appendix A (see (A.11)), the Lagrange multipliers transform as primary
fields with, eventually, ǫ¨ terms under the ǫ sector infinitesimal transformations. For
the matter and auxiliary variables, this change of parameters produces the following
infinitesimal transformations:
δ˜ǫr = ǫr˙ + ǫ˙Nr + ǫAF,
δ˜ǫF = −ǫF˙ − ǫ˙(F +NF ) + ǫ
(
A−1BAF −A−1A˙F −B⊤F − K˙ −B⊤K − Cr
)
.
These transformations are equivalent to diffeomorphism transformations. In order to
show this let us introduce an antisymmetric combination of the equations of motion:
δǫq
i(t) = δ˜qi(t) +
∫
dt′M ij(t, t′)[L]qj (t′),
where
{
qi = xi (i = 1, . . . ,M)
qi = Fi (i =M + 1, . . . , 2M)
and M(t, t′) =
(
0 ǫ(t)δ(t − t′)I
−ǫ(t)δ(t − t′)I M¯(t, t′)
)
,
M¯(t, t′) = −ǫ(t)
(
B⊤(t)A−1(t)−A−1(t)B(t)
)
δ(t− t′) +
ǫ(t′)A−1(t′) ddt′ δ(t − t′)− ǫ(t)A−1(t) ddtδ(t− t′). (B.2)
It can be shown that
M⊤(t′, t) = −M(t, t′);
so δǫ is a symmetry transformation of the action too and
δǫr = ǫr˙ + ǫ˙Nr, δǫF = ǫF˙ − ǫ˙NF, (B.3)
which are diffeomorphism transformations for the matter and auxiliary variables. They
transform as primary fields.
In summary, the infinitesimal gauge transformations of the Sp(2M) model before
the gauge-fixing are:
• Diffeomorphism transformations:
δΛγ = ǫΛ˙γ + (1 +
∑
α(α, γ)k˜α)ǫ˙Λ
γ , δΛα = ǫΛ˙α + ǫ˙Λα + k˜αǫ¨,
δǫr = ǫr˙ + ǫ˙Nr, δǫF = ǫF˙ − ǫ˙NF,
• Yang-Mills type transformations:
δΛ = ˙˜β − [Λ, β˜], δr = β˜A(K + F ) + β˜Br,
δF = −A−1
[
β˜A(K˙ + F˙ ) + β˜AB
⊤K + β˜ACr −Bβ˜AF + ˙˜βAF
]
− β˜⊤BF,
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where:
Λ =
∑
γ
ΛγEγ +
∑
α
ΛαHα =
(
B A
−C −B⊤
)
, β˜ =
(
β˜B β˜A
−β˜C −β˜⊤B
)
.
After performing the gauge-fixing, Lagrange multipliers still transform as primary
or quasi-primary fields (see appendix A) whereas matter and auxiliary fields do not
have, in general, a nice behavior under Diff transformations. For instance, if the E−
element of the sl(2, R) embedding is taken to live in the A or B sectors of a general
sp(2M,R) matrix, then non-desired ǫ¨ terms appear in the residual ǫ transformations
coming from the algorithm described in appendix A (see (A.14)) through the β˜A or
β˜B factors of (2.15) and (2.16). In any case, the only undetermined constants that
remain in the infinitesimal transformations after the gauge-fixing from those in the
(A.13) decomposition of H are the constants ki as in the residual transformations for
the Lagrange multipliers.
Finite transformations4 can be obtained by exponentiating the infinitesimal ones as
Xi
′
= exp{θαΓα}Xi, where the generators Γα = Riα ∂∂Xi satisfy [Γα,Γβ] = f
γ
αβΓγ and
Xi represents any of the variables. The coefficients fγαβ are the structure functions of
the sp(2M) gauge algebra.
It is useful to perform the integration using the matrix notation. The explicit
form of the finite gauge transformations is considered in the following four sets of
transformations. Any finite transformations may be obtained by the composition of
them.
• The diffeomorphism transformations:
Λ′γ(t) = f˙(t)1+
∑
α
(α,γ)k˜αΛγ(f(t)), Λ′α(t) = f˙(t)Λα(f(t)) + k˜α
f¨(t)
f˙(t)
,
r′i(t) = f˙(t)
Niir(f(t)), F ′i (t) = f˙(t)
−NiiF (f(t)), i = 1, . . . ,M. (B.4)
where N = (Nij) is the diagonalized constant matrix given in eq. (B.1).
• Transformations generated by β˜A:
A′ = A+ { ˙˜βA − β˜AB⊤ −Bβ˜A}+ β˜ACβ˜A, B′ = B − β˜AC, C ′ = C,
r′ = r+β˜A(K+F ), F ′ = A′
−1 [
AF − β˜A{∂t(K + F ) +B⊤(K + F ) + Cr}
]
. (B.5)
• Transformations generated by β˜B :
A′ = eβ˜BAeβ˜
⊤
B , B′ = eβ˜B (B − ∂t)e−β˜B , C ′ = e−β˜⊤BCe−β˜B ,
4 For a recent discussion on finite gauge transformations see [23].
32
r′ = eβ˜Br, F ′ = e−β˜
⊤
BF. (B.6)
• Transformations generated by β˜C :
A′ = A, r′ = r, F ′ = F,
B′ = B +Aβ˜C , C ′ = C + { ˙˜βC + β˜CB +B⊤β˜C}+ β˜CAβ˜C . (B.7)
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