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J.K. Tsotsos, Behaviorist intelligence and the scaling problem 
This paper argues that the strict computational behaviorist position for the modeling of intelligence does not 
scale to human-like problems and performance. This is accomplished by showing that the task of visual search 
can be viewed within the behaviorist framework and that the ability to search images (or any other sensory 
field) of the world to find stimuli on which to act is a necessary component of any behaving, intelligent 
agent. If targets are not explicitly known and used to help optimize search, the search problem in NP-hard. 
Knowledge of the target is of course explicitly forbidden in the strict interpretation f the published behaviorist 
dogma. Also, the paper summarizes the existing neurobiological nd behavioral realities as they pertain to 
behaviorist claims. The conclusion is that there is very little support from biology for strict behaviorism. Strict 
adherence to the philosophy of the behaviorists means that efforts to demonstrate hat the paradigm scales to 
human-size problems are certain to fail, as are attempts to evaluate it as a model of human intelligence. The 
strict position thus cannot be what the behaviorists really mean. It would benefit he research community if
they could elucidate their terms, and provide theoretical rguments hat support claims of scalability. 
N.R. Jennings, Controlling cooperative problem solving in industrial multi-agent 
systems using joint intentions 
One mason why Distributed AI (DAI) technology has been deployed in relatively few real-size applications 
is that it lacks a clear and implementable model of cooperative problem solving which specifies how agents 
should operate and interact in complex, dynamic and unpredictable environments. As a consequence of the 
experience gained whilst building a number of DA1 systems for industrial applications, a new principled model 
of cooperation has been developed. This model, called Joint Responsibility, has the notion of joint intentions at 
its core. It specifies pea-conditions which must be attained before collaboration can commence and prescribes 
how individuals hould behave both when joint activity is progressing satisfactorily and also when it runs into 
difficulty. The theoretical model has been used to guide the implementation f a general-purpose cooperation 
framework and the qualitative and quantitative benefits of this implementation have been assessed through a 
series of comparative experiments in the real-world domain of electricity transportation management. Finally, 
the success of the approach of building a system with an explicit and grounded representation f cooperative 
problem solving is used to outline a proposal for the next generation of multi-agent systems. 
Elsevier Science B.V. 
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S. Kraus, J. Wilkenfeld and G. Zlotkin, Multiagent negotiation under time con- 
straints 
Research in distributed artificial intelligence (DAI) is concerned with how automated agents can be designed 
to interact effectively. Negotiation is proposed as a means for agents to communicate and compromise to 
reach mutually beneficial agreements. The paper examines the problems of resource allocation and task 
distribution among autonomous agents which can benefit from sharing a common resource or distributing 
a set of common tasks. We propose a strategic model of negotiation that takes the passage of time during 
the negotiation process itself into account. A distributed negotiation mechanism is introduced that is simple, 
efficient, stable, and flexible in various situations. The model considers situations characterized by complete 
as well as incomplete information, and ones in which some agents lose over time while others gain over time. 
Using this negotiation mechanism autonomous agents have simple and stable negotiation strategies that result 
in efficient agreements without delays even when there are dynamic changes in the environment. 
C. Boutilier and V. Becher, Abduction as belief revision 
We propose a model of abduction based on the revision of the epistemic state of an agent. Explanations must 
be sufficient to induce belief in the sentence to be explained (for instance, some observation), or ensure its 
consistency with other beliefs, in a manner that adequately accounts for factual and hypothetical sentences. Our 
model will generate explanations that nonmonotonical[ypredict an observation, thus generalizing most current 
accounts. which require some deductive relationship between explanation and observation. It also provides 
a natural preference ordering on explanations, defined in terms of normality or plausibility. To illustrate the 
generality of our approach, we reconstruct two of the key paradigms for model-based diagnosis, abductive 
and consistency-based diagnosis, within our framework. This reconstruction provides an alternative semantics 
for both and extends these systems to accommodate our predictive explanations and semantic preferences on 
explanations. It also illustrates how more general information can be incorporated in a principled manner. 
T.-C. Wang, A typed resolution principle for deduction with conditional typing 
theory 
The formal reasoning involved in solving a real world problem usually consists of two parts: type reasoning 
associated with the type structure of the problem domain, and general reasoning associated with the kernel 
formulation. This paper introduces a typed resolution principle for a typed predicate calculus. This principle 
permits a separation of type reasoning from general reasoning even when the background typing theory shares 
the <ame language constructs with the kernel formulation. Such a typing theory is required for an accurate 
formulation of the type structure of a computer program which contains partial functions and predicate 
subtypes, and also is useful for efficiently proving certain theorems from mathematics and logic by typed 
(sorted) formulation and deduction. The paper presents a typed deduction procedure which employs type 
reasoning as a form of constraints to general reasoning for speeding up the proof discovery. The paper also 
discusses further refinements of the procedure by incorporating existing refinements of untyped resolution. 
R. Sun, Robust reasoning: integrating rule-based and similarity-based reasoning 
The paper attempts to account for common patterns in commonsense reasoning through integrating rule- 
based reasoning and similarity-based reasoning as embodied in connectionist models. Reasoning examples 
are analyzed and a diverse range of patterns is identified. A principled synthesis based on simple rules 
and similarities is performed, which unifies these patterns that were before difficult to be accounted for 
without specialized mechanisms individually. A two-level connectionist architecture with dual representations 
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is proposed as a computational mechanism for carrying out the theory. It is shown in detail how the common 
patterns can be generated by this mechanism. Finally, it is argued that the brittleness problem of rule-based 
models can be remedied in a principled way, with the theory proposed here. This work demonstrates that 
combining rules and similarities can result in more robust reasoning models, and many seemingly disparate 
patterns of commonsense reasoning are actually different manifestations of the same underlying process and 
can be generated using the integrated architecture, which captures the underlying process to a large extent. 
Giovanni Manzini, BIDA*: an improved perimeter search algorithm (Research 
Note) 
In this paper we present a new bidirectional heuristic search algorithm. Our algorithm can be viewed as a 
perimeter search algorithm, and it uses a new technique for reducing the number of heuristic evaluations. 
We also prove some general results on the behavior of iterative deepening perimeter search algorithms, and 
we discuss some new “lazy evaluation” techniques for improving their performance. 
The theoretical and experimental results show that perimeter search algorithms outperform the other bidi- 
rectional algorithms, and we believe it is worthwhile to give them a deep look in subsequent research. 
J.Y. Halpern, The effect of bounding the number of primitive propositions and the 
depth of nesting on the complexity of modal logic (Research Note) 
A well-known result of Ladner says that the satisfiability problem for K45, KD45, and S5 is NP-complete. 
This result implicitly assumes that there are infinitely many primitive propositions in the language; it is easy to 
see that the satisfiability problem for these logics becomes linear time if there are only finitely many primitive 
propositions in the language. By way of contrast, we show that the PSPACE-completeness results of Ladner 
and Halpem and Moses hold for the modal logics K,, Tn. S4,, n 2 1, and K45,, KD45,. S5,, n 2 2, even 
if there is only one primitive proposition in the language. We go on to examine the effect on complexity 
of bounding the depth of nesting of modal operators. If we restrict to finite nesting, then the satisfiability 
problem is NP-complete for all the modal logics considered, but S4. If we then further restrict the language 
to having only finitely many primitive propositions, the complexity goes down to linear time in ah cases. 
Special Volume on Planning and Scheduling 
(J. Hendler and D. McDermott, Guest Editors) 
C. Backstrom, Expressive equivalence of planning formalisms 
T. Dean, L.l? Kaelbling, J. Kirman and A. Nickolson, Planning under time constraints 
in stochastic domains 
K. Erol, D. Nau and V.S. Subrahmanian, Complexity, decidability and undecidability 
results for domain-independent planning 
M. Ginsberg, Approximate planning 
A.E. Howe and RR. Cohen, Understanding planner behavior 
S. Kambhampati, C.A. Knoblock and Q. Yang, Planning as refinement search: a unified 
framework for evaluating design tradeoffs in partial order planning 
N. Kushmerick, S. Hanks and D. Weld, An algorithm for probabilistic planning 
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A. Lazanas and J.-C. Latombe, Motion planning with uncertainty: a landmark approach 
R. Levinson, A general programming language for unified planning and control 
K. Miyashita and K. Sycara, CABINS: a framework of knowledge acquisition and 
iterative revision for schedule improvement and reactive repair 
B. Nebel and J. Koehler, Plan reuse versus plan generation: a theoretical and empirical 
analysis 
N. Sadeh, K. Sycara and Y. Xion, Backtracking techniques for the job shop scheduling 
constraint satisfaction problem 
A. Saffioti, K. Konolige and E.H. Ruspini, A multivalued logic approach to integrating 
planning and control 
