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Summary (English)
In this thesis, we present three different topics of research which are related to the
theory of phase-type distributions. Those topics are explained next.
The first research work is on order statistics from matrix-geometric distributions in
the case of a sample of independent and non-identically distributed random variables.
We prove that order statistics from matrix-geometric distributions are matrix-geometric
distributed and we provide representations for their distributions.
The second research work is a study of the discrete version of multivariate phase-
type distributions introduced by V. G. Kulkarni. We give an expression for the joint
probability-generating function in the similar way than in the continuous time case and
under this base we make an analysis of this class of distributions and present examples
that are commonly found in the literature.
The third research work presented came out with the aim of relating the last two topics.
That is, we found a problem which relates the concept of order statistics and multi-
variate phase-type distributions introduced by V. G. Kulkarni, the last in the case of
continuous time. Thus, we present a research on concomitants of phase-type distri-
butions. We provide a procedure to calculate the density function of concomitants of
phase-type distributions and we prove that concomitants of phase-type distributions are
phase-type distributed.
ii
Summary (Danish)
I denne afhandling præsenterer vi tre forskellige emner inden for forskning, der er
relateret til teorien om fase-type fordelinger.
Den første del af forskningsarbejdet omhandler ordensstatistikker fra matrix-geometriske
fordelinger for situationer med en stikprøve af uafhængige og ikke-identificerede til-
fældige variabler. Vi beviser, at ordensstatistikker fra matrix-geometriske fordelinger
er matrix-geometrisk fordelt, og vi giver repræsentationer af deres fordelinger.
I den anden del af forskningsarbejdet studerer vi den diskrete version af multivariate
fasefordelinger introduceret af V. G. Kulkarni. Vi udtrykker den fælles sandsynligheds-
genererende funktion på samme måde som for den kontinuerte tid, og på basis af dette
foretager vi en analyse af denne klasse af fordelinger samt de nuværende eksempler på
denne fordeling, som findes i litteraturen.
Den tredje del af forskningsarbejdet i denne afhandling har til formål at sammenholde
de to forrige emner. Det vil sige, at vi fandt et problem, der vedrører begrebet or-
densstatistik og multivariate fasefordelinger introduceret af V. G. Kulkarni, hvoraf den
sidstnævnte er for kontinuert tid. Derfor præsenterer vi en undersøgelse af fasetype-
fordelingernes concomitanter. Vi tilvejebringer en procedure til beregning af tætheds-
funktionen af fase-typefordelingernes concomitanter, og vi beviser, at concomitanter af
fasetypefordelinger er fase-type fordelt.
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Preface
The present thesis is a research work that was carried out at the Section of Statistics
and Data Analysis of the Department of Applied Mathematics and Computer Science
(DTU Compute) at the Technical University of Denmark and it has been submitted in
partial fulfilment of the requirements for acquiring the Danish Ph.D. degree.
The thesis is based on the theory of phase-type distributions and its generalisation
called matrix-exponential distributions, in both discrete and continuous time. The con-
tribution work is mainly for multivariate phase-type distributions in the discrete time
and for the distribution of concomitants in the continuous time. The focus of this thesis
is to present theoretical results that helps to unify the theory of this area.
The thesis consists on three research works: representations of order statistics from
matrix-geometric distributions, the discrete version of multivariate phase-type distri-
butions introduced by V. G. Kulkarni and distributions of conconmitants of phase-type
distributions.
Lyngby, 14-October-2018
Azucena Campillo Navarro
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CHAPTER 1
Introduction
Overview of Phase-type distributions and Matrix-exponential distri-
butions, both discrete and continuous time.
In stochastic modelling, the work related to the class of phase-type distributions started
with A. K. Erlang’s work [Erl17], where he modelled a lifetime random variable as
a finite sum of independent and identical exponentially distributed times. After that
work, a relation between the method used by A. K. Erlang and a finite-state Markov
jump process was noticed by A. Jensen [Jen53], where he considered a finite sum
of independent and non-identical exponentially distributed times. Later, M. F. Neuts
[Neu75] showed the tractability of the algebraic formalism of Erlang’s approach by
generalising Erlang’s idea with the so-called method of phases (or stages).
The method of phases adapts an exponential time with fixed rate as the time between
the transitions of a Markov jump process (which corresponds to one phase), so the
concatenation of p exponential times with different rates is adapted to be the time until
absorption of a Markov jump process with p transient states. This technique showed to
be an effective approach for studying stochastic systems which can be embedded into
Markov jump processes and to develop algorithmically tractable solutions in closed
matrix forms, such as formulas for densities, Laplace transforms and moments.
The resulting distribution provided by M. F. Neuts is defined as the distribution of the
time until absorption of a particular type of Markov jump process.
2 Introduction
In the continuous setting, consider a Markov jump process {Xt}t≥0 with finite state
space {1, 2, . . . , p, p + 1}, where states {1, 2, . . . , p} are transient and the state p + 1
is absorbing. The density function of the time until absorption of {Xt}t≥0 is given by
αeSxs, x > 0,
where α corresponds to the vector of initial probabilities of the transient states of
{Xt}t≥0, S is the matrix of intensities between transient states and s = −Se, where
e denotes the p-dimensional column vector of ones. The distribution of the time until
absorption of {Xt}t≥0 is named Phase-type distribution.
For the discrete time version of phase-type distributions, consider a Markov chain
{Yn}n≥0 with finite state space {1, 2, . . . , p, p + 1}, where states {1, 2, . . . , p} are
transient and the state p + 1 is absorbing. The probability mass function of the time
until absorption of {Yn}n≥0 is given by
piTm−1t, m ∈ N,
where pi is the vector of initial probabilities of the transient states of {Yn}n≥0, T is the
matrix of transition probabilities between transient states and t = e −Te, where e is
the p-dimensional column vector of ones. The distribution of the time until absorption
of {Yn}n≥0 is called discrete phase-type distribution.
Phase-type distributions, in the case of continuous and discrete time, enclose a large
number of important distributions, for example the Exponential distribution, Erlang
distribution, Geometric distribution and Negative binomial distribution. Further, as a
class of distributions it has relevant properties. One important property is that the class
of phase-type distributions is dense in the set of distributions defined on the nonneg-
ative real line, this means that any distribution defined on the nonnegative real line
can be approximated arbitrary close by a phase-type distribution (weak convergence).
Furthermore, this class is closed under finite convolutions, finite mixtures and order
statistics.
Another important generalisation of Erlang’s work [Erl17] was made by Cox in [Cox55],
where he considered complex-valued transitions between the states, which immediately
led to the class of distributions with rational Laplace-Stieltjes transform. That class co-
incides with the class of distributions with density function of the form
βeBxb, x > 0,
where β,B and b can possibly have complex entries (see [AB95]) and it is referred as
Matrix-exponential distributions.
The discrete time version of the Matrix-exponential distribution is called Matrix-geometric
distributions and, similarly, it is defined as the class of distributions with probability
3mass function of the form
γGm−1g, m ∈ N,
or, equivalently, the class of distributions with rational probability-generating function.
In Chapter 2 and 3 we present the most relevant elements of the theory of Matrix-
geometric distributions and Matrix-exponential distribution, respectively, for the un-
derstanding of this thesis.
The class of Matrix-exponential distributions (or Matrix-geometric distributions) con-
tain the class of distributions of phase-type (or discrete phase-type), but the probability
interpretation provided by the underlying Markov jump process is not longer valid.
Matrix-exponential distributions share the same closure properties than the class of
phase-type distributions in the continuous and in the discrete time. That means that
Matrix-exponential distributions are also closed under finite convolutions and finite
mixtures; nevertheless, regarding order statistics, only in the continuous time it has
been shown that Matrix-exponential distributions are closed under this operation in
[BN17, p. 234]. Therefore, in Chapter 4, we prove that Matrix-geometric distributions
are also closed under order statistics and we provide representations for their distribu-
tions.
Overview of multivariate phase-type distributions in discrete and
continuous time.
Many multivariate stochastic models have been proposed for modelling dependent ran-
dom variables in many areas. In the theory of phase-type distributions (especially in
the continuous time) it has also been considered different concepts for the multivariate
case of these distributions. The first class of multivariate phase-type distributions was
introduced by D. Assaf in [ALSS84] where it is defined a multivariate phase-type dis-
tribution by considering a partition of the state space of an underlying Markov jump
process and every marginal is defined as the total time the underlying Markov jump pro-
cess spends in one of the subsets of the partition before it gets absorbed. In this way,
marginals are phase-type distributed, the multivariate class is mathematically tractable
and shares to have the same form of the formulas for densities, Laplace transform and
moments than the univariate case.
Another relevant class of multivariate phase-type distributions was introduced by V. G.
Kulkarni in [Kul89]. In that paper V. G. Kulkarni stated that in the univariate case a
phase-type distributed random variable can be seen as the total accumulated reward of
a Markov jump process until it gets absorbed. We explain this concept more detailed
next.
4 Introduction
Consider a Markov jump process {Xt}t≥0 with finite state space {1, 2, . . . , p, p + 1},
where states {1, 2, . . . , p} are transient and the state p+ 1 is absorbing. The matrix(
S −Se
0 0
)
is the intensity matrix, where S is a p-square nonsingular matrix, and (α, αp+1) denotes
the vector of initial probabilities of {Xt}t≥0 . Consider
τ = inf{t ≥ 0 : Xt = p+ 1}
this is τ is the time until absorption of {Xt}t≥0 .
Let r = (r(1), . . . , r(p))> be a nonegative p-dimensional column vector, where r(i) is
interpreted as the reward obtained when the Markov jump process {Xt}t≥0 is in state
i. We call r the vector of rewards.
Consider the random variable
Y =
∫ τ
0
r (Xt) dt.
Then, Y is phase-type distributed (see [Kul89]).
Now consider n nonegative vectors of rewards ri = (ri(1), . . . , ri(p))>, i = 1, . . . , n,
which form the matrix
R =
(
r1 · · · rn
)
.
Define
Yi =
∫ τ
0
|ri (Xt)| dt
for every i = 1, . . . , n.
Then, the random vector (Y1, . . . , Yn) is said to be multivariate phase-type distributed
with parameters (α,S; R) and we write (Y1, . . . , Yn) ∼ MPH∗ (α,S; R) .
In Chapter 5, we present properties of the class of multivariate phase-type distributions
defined above in the discrete time. One motivation for this work is that the literature
of multivariate phase-type distributions has been mainly developed in the continuous
time and actually there are a large number of multivariate phase-type distributions in
the discrete time that may not be seen as part of this class of distributions.
Overview of Concomitants of phase-type distributions.
In multivariate analysis, the concept of concomitant of order statistics comes from an
ordering of bivariate random vectors. More precisely, if we consider the sample of
5bivariate random vectors
(X1, Y1) , (X2, Y2) , . . . , (Xn+1, Yn+1) ∼ (X,Y )
and a random ordering of it with respect to one of the variates, let say from the Y -
variates, then we have(
X[1:n+1], Y(1:n+1)
)
,
(
X[2:n+1], Y(2:n+1)
)
, . . . ,
(
X[n+1:n+1], Y(n+1:n+1)
)
,
where Y(r:n+1) denotes the r-th order statistics of the sample Y1, . . . , Yn+1. Now, the
paired variable with the r-th order statistics Y(r:n+1) is denoted by X[r:n+1] and is
called the r-th concomitant or the concomitant of the r-th order statistic (see more in
[Dav73]).
The theory of concomitants have been only developed for absolutely continuous bi-
variate random vector so far and mainly by considering a sample of independent and
identically distributed bivariate random vectors. Few research has been done under
the assumption of a sample of non-identically distributed but still independent ran-
dom vectors (see [Ery05]) or dependent but identically distributed (see [WN09]). Con-
comitants have been widely applied in selection and prediction problems in regression
analysis where is usually assumed bivariate normal distributions (see [Bha84], [DN98]
and [HS79]). However, many more problems in multivariate analysis are related to
concomitants and the simply inexistent knowledge on concomitants from multivariate
phase-type distributions motivate us to look into this topic more deeply.
In the paper [TV17] a technique is established to uniquely determine a bivariate distri-
bution by the density function of one of its marginals and the distribution of the con-
comitant of the largest or smaller order statistic. That analysis showed that the density
function of concomitants can be written as a function of the density of one marginal and
a semi-explicit Laplace transform of the bivariate distribution. This idea immediately
reminded us the semi-explicit formula for a bivariate phase-type distribution given by
L. Breuer in [Bre16].
In Chapter 6, we consider a sample of independent and identically phase-type dis-
tributed random vectors. We use the Kulkarni’s representation for a bivariate phase-
type distribution and the semi-explicit formula proposed by L. Breuer to show a proce-
dure to calculate the distribution of concomitants and we prove that concomitants from
bivariate phase-type distributions are phase-type distributed.
6 Introduction
CHAPTER 2
Matrix-geometric distributions
In this chapter, our aim is to provide the reader with the needed background on the dis-
crete version of phase-type distributions and its discrete generalization called Matrix-
geometric distributions, which helps to understand the content of the present thesis,
specifically for Chapters 4 and 5. We start with the study of Discrete phase-type dis-
tributions and then we present the study of Matrix-geometric distributions, as it was
historically introduced.
In the section of Discrete phase-type distributions, we choose to begin by presenting
the underlying Markov chain and its properties, so right after we are able to present
how a discrete phase-type distributed random variable is defined and give some typ-
ical examples of this distribution. Then, we talk about important properties of DPH-
representations, these are its irreducibility and its non-uniqueness. We also present
the formulas for the probability mass and distribution function together with the pro-
bability generating function and factorial moments of DPH-distributions. Lastly, this
section ends with some closure properties of the class of DPH-distributions such as
finite convolutions and finite mixtures.
For the section of Matrix-geometric distributions, we follow the same line than in the
section of DPH-distributions, expect that here we start with the definition of a Matrix-
geometric distribution. Then, we continue by presenting the formulas of the probability
generating function, distribution function and factorial moments of this distribution and
these formulas share to have the same form than the formulas in the DPH-distribution
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case. It has been shown a way to obtain MG-representations through the probability
generating function of a MG-distribution, as well as the fact that we can always get a
MG-representation with an exit vector which satisfies the same equation than an exit
vector in the DPH-distribution case. As examples of MG-distributions, we believe that
it is convenient for the following chapters to present the maximum and the minimum
of two MG-distributed random variables. Finally, we present some closure properties
of the class of MG-distributions, for instance finite convolutions, finite mixtures and
N-fold convolutions.
2.1 Discrete Phase-type distributions
2.1.1 The underlying Markov chain and its properties
Consider a time-homogeneous Markov chain {Xn}n∈N defined on the probability space
(Ω,F ,P) with a finite state space given by
E = {1, 2, . . . , p, p+ 1} ,
where {1, 2, . . . , p} are transient states and p+ 1 is absorbing. Let P denote the matrix
of transition probabilities which is expressed on the form
P =
(
T t
0 1
)
, (2.1)
where T is the p-square matrix that contains the transition probabilities between the
transient states, t = e − Te is the vector of transition probabilities from the transient
states to the absorbing state p + 1 (sometimes referred to as the exit vector), and e
denotes the p-dimensional column vector filled of ones.
The vector of initial probabilities of the Markov chain {Xn}n∈N is denoted by (pi, pip+1) ,
where
pi = (pi1, . . . , pip) ,
and
pii = P (X0 = i) , i = 1, . . . , p+ 1.
Proposition 2.1 lim
n→∞T
n = 0.
Proof. Let j be a transient state. Then, for every state i ∈ E it holds
∞∑
n=0
(P)
n
ij <∞,
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where
Pn =
(
Tn (I−Tn) e
0 1
)
and I denotes the p-dimensional identity matrix (see Lemma A.5). Consequently
lim
n→∞ (P)
n
ij = 0.
In particular, due to the matrix T encloses all the possible transition probabilities be-
tween transient states, it follows that
lim
n→∞T
n = 0.

Proposition 2.1 is equivalent to the next proposition.
Let ρ (A) denotes the spectral radius of the matrix A.
Proposition 2.2 Let T be the sub-transition probability matrix given in Equation (2.1).
Then ρ (T) < 1.
A consequence of Proposition 2.1 is the next corollary.
Corollary 2.3 The matrix I−T is nonsingular.
See [Ste98, p. 55] for the proof.
2.1.2 Discrete phase-type distributions
Consider the stopping time
τ = min {n ≥ 0 : Xn = p+ 1} ,
this is the time until absorption of the Markov chain {Xn}n∈N .
Definition 2.4 The distribution of τ is called discrete phase-type distribution (DPH-
distribution) and the pair (pi,T) is called a representation of the distribution of τ. We
write τ ∼ DPHp (pi,T) , where the number p is said to be the dimension of the repre-
sentation (pi,T) .
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2.1.3 Examples
Three common examples of discrete phase-type distributions are given next to illustrate
DPH-representations.
Example 2.1 Geometric distribution. Let W ∼ Geometric(λ). Then, W ∼
DPH1 (1, 1− λ) .
Example 2.2 Negative Binomial distribution. Let Y ∼ NB(m, 1 − λ). Then, a dis-
crete phase-type representation for this distribution is given by the m-dimensional row
vector
pi = (1, 0, 0, . . . , 0, 0) ,
and the m-square matrix
T =

1− λ λ 0 · · · 0 0
0 1− λ λ · · · 0 0
...
...
...
. . . 0 0
0 0 0 · · · 1− λ λ
0 0 0 · · · 0 1− λ
 .
That is, Y ∼ DPHm (pi,T) .
Example 2.3 Generalized Negative Binomial distribution. Considerm independent
random variables given byWi ∼ Geometric(λi), i = 1, . . . ,m. Let Y =
m∑
i=1
Wi. Then,
Y is discrete phase-type distributed with a representation given by an m-dimensional
row vector
pi = (1, 0, 0, . . . , 0, 0) ,
and an m-square matrix
T =

1− λ1 λ1 0 · · · 0 0
0 1− λ2 λ2 · · · 0 0
...
...
...
. . . 0 0
0 0 0 · · · 1− λm−1 λm−1
0 0 0 · · · 0 1− λm
 .
2.1.4 Properties of DPH-representations
In the case where pip+1 > 0, it says that the distribution of τ has a zero point of size
pip+1.
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Throughout this chapter, we usually assume that pip+1 = 0, unless is specified the other
case.
Notice from Corollary 2.3 that
(I−T)−1i,j =
∞∑
n=0
(T)
n
ij
=
∞∑
n=0
P (Xn = j, τ > n|X0 = i)
= E
(
τ−1∑
n=0
1{Xn=j}
∣∣∣∣∣X0 = i
)
.
Thus, (I−T)−1i,j represents the expected number of times the underlying Markov chain
{Xn}n∈N visits the state j before it gets absorbed and starting from state i.
Definition 2.5 A DPH-representation (pi,T) is said to be irreducible if and only if
the matrix T + tpi is an irreducible matrix.
For every discrete phase-type distribution we can construct an irreducible DPH-repre-
sentation from the original one (see [Neu75, p. 189]). Therefore, we also assume that
all the DPH-representations present in this thesis are irreducible, unless we specify the
other case.
Non-uniqueness of the representation.
In Example 2.3, observe that by considering any other permutation of the variables
Wi, i = 1, . . . ,m in the sum Y, it generates another representation for the distribu-
tion. Therefore, in general, the representation for a discrete phase-type distribution is
not unique. Furthermore, in the following is shown that representations for the same
distribution can have different dimension.
Example 2.4 Consider τ ∼ DPHp (pi,T) , where T is irreducible. Since T is a
sub-stochastic matrix, then the spectrum radius of T is lower than one. By the Per-
ron–Frobenius theorem, T has a left eigenvector v, with eigenvalue 1− λ > 0 such as
λ < 1. Let v∗ be the vector obtained by normalizing the eigenvector v, this is v∗e = 1.
Then
v∗Tmt = (1− λ)v∗Tm−1t
= (1− λ)mv∗t
= (1− λ)m (1− v∗Te)
= (1− λ)mλ, m ∈ N.
Therefore, the representation (v∗,T) of dimension p is another discrete phase-type
representation for the geometric distribution with parameter λ.
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From Example 2.3 we can notice that even though the DPH-representation is irre-
ducible, that can be not unique.
Definition 2.6 Let τ be a discrete phase-type distributed random variable and let Rτ
denote the set of representations for the distribution of τ. The smallest dimension of
the representations inRτ is called the order of the distribution of τ .
2.1.5 Properties of DPH-distributions
In this part we present the formulas for the probability mass and distribution function of
DPH-distributions, as well as its probability generating function and factorial moments.
Proposition 2.7 Let τ ∼ DPHp (pi,T) . Then the following statements hold.
i. The probability distribution of τ, Fτ , is given by
Fτ (m) = 1− piTme, m ∈ N0. (2.2)
ii. The probability mass function of τ, fτ , is given by
fτ (m) = piT
m−1t, m ∈ N0. (2.3)
iii. The probability generating function (p.g.f.) of τ is
E (sτ ) = spi (I− sT)−1 t, (2.4)
for |s| ≤ 1.
iv. The expectation of τ is
E (τ) = pi (I−T)−1 e. (2.5)
v. For every n ∈ N, the factorial moment of τ is given by
E
(
τ(τ − 1) · · · (τ − (n− 1))) = n!piTn−1 (I−T)−n e. (2.6)
Proof. i. Observe that
1− Fτ (m) =
p∑
j=1
P (Xm = j) =
p∑
i,j=1
P (Xm = j|X0 = i)P (X0 = i)
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= piTme.
Therefore Fτ (m) = 1− piTme.
ii.
fτ (m) =
p∑
j=1
P (Xm = p+ 1, Xm−1 = j)
=
p∑
j=1
P (Xm = p+ 1|Xm−1 = j)P (Xm−1 = j)
=
p∑
i,j=1
P (Xm = p+ 1|Xm−1 = j)P (Xm−1 = j|X0 = i)P (X0 = i)
= piTm−1t.
iii.
E (sτ ) =
∞∑
m=1
smpiTm−1t
= spi
( ∞∑
m=0
(sT)m
)
t
= spi (I− sT)−1 t for |s| ≤ 1.
iv.
E (τ) =
∞∑
m=0
P (τ > m)
=
∞∑
m=0
p∑
i=1
P (τ > m|X0 = i)P (X0 = i)
=
∞∑
m=0
p∑
i=1
pii (T
me)i
=
p∑
i=1
pii
∞∑
m=0
(Tme)i
=
p∑
i=1
pii
[( ∞∑
m=0
Tm
)
e
]
i
=
p∑
i=1
pii
[
(I−T)−1 e]
i
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= pi (I−T)−1 e.
v. We recall that
E
(
n∏
i=1
(τ − i+ 1)
)
=
dnE(sτ )
dsn
∣∣∣∣
s=1
.
Then the proof is completed by induction on the n-derivative of the probability-generating
function of τ. Specifically, by proving that
dn
dsn
E(sτ ) = n!piTn−1 (I− sT)−n−1 t,
for every n ∈ N. 
2.1.6 Closure properties of the class of DPH-distributions
Theorem 2.8 (Finite convolution of DPH-distributions.) The convolution of a finite
number of probability mass functions of discrete phase-type is itself a probability mass
function of discrete phase-type.
The proof is originally given in [Neu75, p. 177] and it is exact the same than the proof
of Property 2.1.
Theorem 2.9 (Finite Mixtures of DPH-distributions.) Any finite mixture of proba-
bility mass functions of discrete phase-type is itself of a probability mass functions
of discrete phase-type.
The proof is the same than the proof in Property 2.2 (see also [Neu75, p. 179]).
In general, an infinite mixture of probability discrete phase-type distributions is not
discrete phase-type distributed. However, M. F. Neuts in [Neu75, p. 181] provided an
class of infinite mixtures of discrete phase-type distributions that are discrete phase-
type. The result is given next.
Theorem 2.10 (The N-fold convolution.) Let N ∼ DPHq (β,B) and let {Wi}i∈N
be a sequence of independent and identically discrete phase-type distributed random
variables with representation DPHp (pi,T) . Then, the compound sum
N∑
i=1
Wi
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is discrete phase-type distributed with a representation given by
(pi ⊗ β,T⊗ Iq + tpi ⊗B) ,
where Iq is the identity matrix of dimension q and t = e−Te.
Theorem 2.11 [Order statistics from DPH-distributions.] Order statistics from a finite
set of independent and DPH-distributed random variables are DPH-distributed.
In Section 4.4, we present the proof of Theorem 2.11.
Theorem 2.12 Any probability mass function f with finite support on N is a discrete
phase-type.
This result is given in [Neu75, p. 177]. The proof is simple since we can construct
an absorbing Markov chain by matching every probability of a point of f with the
probability of the Markov chain being absorbed at the corresponding point of time. An
example of this construction is presented in [Gre09, p. 14].
Theorem 2.13 (Characterization of Discrete Phase-type Distribution.)
A probability measure µ on {0, 1, . . .} with rational generating function is of phase-
type if and only if for some positive integer w each of the generating functions
fi(z) =
∞∑
k=0
µ (wk + i) zk,
where for i = 0, 1, . . . ,w − 1, is either a polynomial or has a unique pole of minimal
absolute value.
In order to recall the proof, we refer to [O’C90b].
2.2 Matrix-geometric distributions
2.2.1 Definition
Consider an p-dimensional row vector ς, an p-square matrix Z and an p-dimensional
column vector z taking values on C and such that the function
g(m) = ςZm−1z,m ∈ N, g(0) = g0, (2.7)
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is a probability mass function.
A random variable X having a probability mass function of the form (2.7) is said to
be Matrix-Geometric distributed (MG-distributed) with representation (ς,Z, z) . We
write X ∼ MGp (ς,Z, z) , where the number p is the dimension of the representation
(also called the order of the representation). The vector z is referred to as “the exit
vector”, which is adopted from the case of DPH-distributions.
Here, in many cases, we do not mention the dimension of the representation when is
not required for the main purpose.
If g0 6= 0, the distribution of X has a zero point of size g0. To simplify formulations,
we assume that all matrix-geometric distributed random variables presented here do
not have a zero point, unless it is specified.
2.2.2 Properties of MG-distributions.
Let X ∼ MG (ς,Z, z) . In order to calculate the probability-generating function of X,
observe that ∞∑
n=0
(sZ)
n
coverges if and only if |s| < 1ρ(Z) , where ρ(Z) is the spectral radius of the matrix Z.
Therefore, if |s| < 1ρ(Z) , then the probability generating function is well-defined and is
given by
E
(
sX
)
= sς (I− sZ)−1 z. (2.8)
Proposition 2.14 Let X ∼ MG (ς,Z, z) and assume that ρ(Z) < 1. Then
i. The cumulative distribution function of X is given by
P (X ≤ m) = 1− ςZm (I− Z)−1 z. (2.9)
ii. The expectation of X is given by
E (X) = ς (I− Z)−2 z. (2.10)
iii. The factorial moments of X are given by
E
(
n∏
i=1
(X − i+ 1)
)
= n!ςZn−1 (I− Z)−n−1 z. (2.11)
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Proof. i.
P (X ≤ m) =
m∑
i=1
P (X = i)
= ς
(
m∑
i=1
Zi−1
)
z
= ς
(
(I− Zm) (I− Z)−1
)
z
= 1− ςZm (I− Z)−1 z.
ii. The expectation of X can be derived as follows
E (X) =
∞∑
m=1
P (X ≥ m)
=
∞∑
m=1
(1− P (X ≤ m− 1))
= ς
∞∑
m=1
Zm−1 (I− Z)−1 z
= ς (I− Z)−1 (I− Z)−1 z by Equation (2.9)
= ς (I− Z)−2 z,
iii. The proof is exactly the same than in the case of DPH-distributions. That is by
calculating
E
(
n∏
i=1
(X − i+ 1)
)
=
dnE
(
sX
)
dsn
∣∣∣∣∣
s=1
.

2.2.3 Properties of MG-representations
The class of matrix-geometric distributions has a rational probability generating func-
tion from which is derived a practical way to obtain a MG-representation. The result is
in the following Proposition.
Proposition 2.15 Let X be a matrix-geometric distributed random variable and as-
sume that its probability generating function is given by
E
(
sX
)
=
bns+ bn−1s2 + · · ·+ b3sn−2 + b2sn−1 + b1sn
1 + a1s+ a2s2 + · · ·+ an−2sn−2 + an−1sn−1 + ansn (2.12)
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for some n ∈ N and constants a1, . . . , an, b1, . . . , bn ∈ R. Then, the density function
of X is calculated as
P (X = m) = γGm−1g, m ∈ N,
where γ is an n-dimensional row vector given by
γ = (1, 0, . . . , 0) ,
G =

−a1 0 0 · · · 0 1
−an 0 0 · · · 0 0
−an−1 1 0 · · · 0 0
−an−2 0 1 · · · 0 0
...
...
...
...
...
...
...
...
−a2 0 0 · · · 1 0

(2.13)
and
g =

bn
b1
b2
b3
...
bn−2
bn−1

.
For the proof we refer [Gre09, Proposition 4.2].
Proposition 2.16 Let (ς,Z, z) , where ρ(Z) < 1, be a matrix-geometric representa-
tion for the distribution of the random variable X. Then, based on the representation
(ς,Z, z) , there exists another matrix-geometric representation for the distribution of
X, (%,Y,y) , such that y = e−Ye.
Proof. Let M be a nonsingular matrix. Then the density function of X can be written
as
P (X = m) = ςZm−1z
= ςM
(
M−1Zm−1M
)
M−1z
= ςM
(
M−1ZM
)m−1
M−1z.
If the matrix Y is chosen to be equal to M−1ZM, then M should satisfy the equation
M−1ZMe + M−1z = e,
which is equivalent to
Me = (I− Z)−1 z. (2.14)
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In the next, the nonsingular matrix M is constructed based on the condition (2.14).
For that aim, let us assume that (ς,Z, z) is the canonical form given in (2.13) of the
distribution of X. First, from the probability-generating function, we have
E
(
1X
)
= ς (I− Z)−1 z = 1,
which implies that the first entry of the vector (I− Z)−1 z is equal to one (see Equation
(2.13)). Now, we can form the matrix M as follows.
For the first row of M we have
M1,1 = 1,
M1,j = 0 for all 2 ≤ j ≤ n.
For the i-th row of M, where 2 ≤ i ≤ n − 1, it depends on the value of the i-th entry
of the vector (I− Z)−1 z.
If
(
(I− Z)−1 z
)
i
6= 0, then the i-th row of the matrix M is defined by
Mi,i =
(
(I− Z)−1 z
)
i
,
Mi,j = 0 for all j 6= i.
If
(
(I− Z)−1 z
)
i
= 0, then the i-th row of the matrix M is defined
Mi,i = 1,
Mi,i+1 = −1,
Mi,j = 0 other case.
For the n-th row of M.
If
(
(I− Z)−1 z
)
n
6= 0, then the n-th row of the matrix M is defined by
Mn,n =
(
(I− Z)−1 z
)
n
,
Mi,j = 0 for all j 6= i.
If
(
(I− Z)−1 z
)
n
= 0, then the n-th row of the matrix M is defined
Mn,n = 1,
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Mn,1 = −1,
Mi,j = 0 other case.
In this way the n rows are linearly independent, which implies that M is nonsingular.

Since we can always assume that from one MG-representation we can find another one
(%,Y,y) such that y = e−Ye, then the cumulative distribution function, Expectation
and factorial moments given in Equations (2.9), (2.10) and (2.11), respectively, are
reduced to the form
P (X ≤ m) = 1− %Yme,
E (X) = % (I−Y)−1 e,
E
(
n∏
i=1
(X − i+ 1)
)
= n!%Yn−1 (I−Y)−n e,
which coincide with the corresponding formulas in the case of DPH-distributions.
2.2.4 Examples
For the general idea of this thesis, it is important to show particular cases of order
statistics from matrix-geometric distributions. For that reason, in the following we
introduce the maximum and the minimum of two independent and matrix-geometric
distributed random variables as examples of matrix-geometric distributions.
Example 2.5 (Maximum and Minimum.) Let Y1 and Y2 be two independent and MG-
distributed random variables with representations given by (ς1,Z1, z1) and (ς2,Z2, z2) ,
respectively.
The Maximum of Y1 and Y2.
We notice that the survival function of the distribution of the maximum of Y1 and Y2
can be calculated as follows.
P (max(Y1, Y2) > m) = 1− P (Y1 ≤ m)P (Y2 ≤ m)
= ς1Z
m
1 e + ς2Z
m
2 e− (ς1 ⊗ ς2) (Z1 ⊗ Z2)m e
= (− (ς1 ⊗ ς2) , ς1, ς2)
 Z1 ⊗ Z2 0 00 Z1 0
0 0 Z2
m e.
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Then, a MG-representation for the distribution of max(Y1, Y2) is given by (ς2:2 ,Z2:2 , z2:2) ,
where
ς2:2 = (− (ς1 ⊗ ς2) , ς1, ς2) , Z2:2 =
 Z1 ⊗ Z2 0 00 Z1 0
0 0 Z2

and z
2:2
= e− Z
2:2
e.
The Minimum of Y1 and Y2.
Assume that zi = e−Zi, i = 1, 2. Then, the survival function of the distribution of the
minimum of Y1 and Y2 is given by
P (min (Y1, Y2) > m) = P (Y1 > m)P (Y2 > m)
= (ς1 ⊗ ς2) (Z1 ⊗ Z2)m (e⊗ e) .
Therefore, a MG-representation for the distribution of min(Y1, Y2) is
((ς1 ⊗ ς2) , (Z1 ⊗ Z2)) ,
and the exit vector is given by (e⊗ e)− (Z1 ⊗ Z2) (e⊗ e) .
2.2.5 Properties of the class of MG-distributions
Theorem 2.17 The class of matrix-geometric distributions is strictly larger than the
class of discrete phase-type distributions.
The proof consists on an example of a genuine MG-distribution, this is a distribution
with a rational probability generating function that does not belong to the class of
discrete phase-type distributions according to the characterization given in Theorem
2.13. For the proof we refer [Gre09, p. 36].
2.2.5.1 Closure properties of the class of MG-distributions
Property 2.1 (Finite convolutions of MG-distributions.) The convolution of a finite
number of MG-distributions is itself MG-distributed.
Proof. Let X and Y be two independent and MG-distributed random variables with
representation given by MGp (ς1,Z1, z1) and MGq (ς2,Z2, z2) , respectively. Con-
sider the row vector
ϕ = (ς1,0q) ,
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where 0q is a row vector filled of zeros of dimension q, consider also the matrix
U =
(
Z1 z1ς2
0q×p Z2
)
where 0q×p is a matrix with zero-valued entries of dimension q×p, and, lastly, consider
the column vector
u =
(
0p
z2
)
,
where 0p is a column vector filled of zeros of dimension p. We recall formula (2.8).
Then, for |s| < 1ρ(U) we calculate the following
sϕ (I− sU)−1 u = sϕ
(
Ip − sZ1 −sz1ς2
0q×p Iq − sZ2
)−1
u
= sϕ
 (Ip − sZ1)−1 s (Ip − sZ1)−1 z1ς2 (Iq − sZ2)−1
0q×p (Iq − sZ2)−1
u
=
(
sς1 (Ip − sZ1)−1 , s2ς1 (Ip − sZ1)−1 z1ς2 (Iq − sZ2)−1
)
u
=
(
sς1 (Ip − sZ1)−1 z1
)(
sς2 (Iq − sZ2)−1 z2
)
= E
(
e−sX
)
E
(
e−sY
)
= E
(
e−s(X+Y )
)
,
where the second equality follows by Lemma A.4. Therefore, (ϕ,U,u) is a MG-
representation for X + Y. 
Property 2.2 (Finite Mixtures of MG-distributions.) Any finite mixture of MG-distributions
is itself MG-distributed.
Proof. LetX and Y be two MG-distributed random variables with representation given
by MGp (ς1,Z1, z1) and MGq (ς2,Z2, z2) , respectively, and let θ ∈ [0, 1]. Denote the
corresponding densities as follows
fX(m) = ς1Z
m−1
1 z1 and fY (m) = ς2Z
m−1
2 z2, m ∈ N.
Then the mixture given by
θfX(m) + (1− θ)fY (m)
has a MG-representation (ϕ,U,u) where
ϕ = (θς1, (1− θ)ς2) , U =
(
Z1 0p×q
0q×p Z2
)
and u =
(
z1
z2
)
.

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Property 2.3 (Order statistics from MG-distributions.) Order statistics from inde-
pendent and MG-distributed random variables are MG-distributed.
We present the simplest cases in Example 2.5 and the proof for the general case is given
in Section 4.5.
Property 2.4 (N-fold convolution.) Let {Yn}n∈N , where Yn ∼ MG (pi,T, t) , be a
sequence of independent and identically MG-distributed random variables and letN ∼
MG (ς,Z, z) . Consider the compound sum given by
W =
N∑
n=1
Yn.
Then, W is MG-distributed with a representation (%,Y,y) , where
% = pi ⊗ z,
Y = T⊗ I + (tz)⊗ Z,
y = t⊗ ζ.
The same analytic proof provided for the case of DPH-distributions in [Neu75, p. 182]
can be applied for the case of MG-distributions.
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CHAPTER 3
Matrix-Exponential
distributions
This chapter provides a basic introduction on Phase-type and Matrix-exponential dis-
tributions to facilitate the understanding of Chapters 4 and 6. We start by introducing
first phase-type distributions and then Matrix-exponential distributions, as it was his-
torically introduced.
On the Phase-type distribution part, we talk about the particular structure of the un-
derlying Markov jump process and after have established that base, we introduce the
definition of phase-type distribution as the distribution of a stopping time of the under-
lying Markov jump process. We discuss irreducible PH-representations and the most
important properties of the distribution such as the closed form formula of its density
and cumulative distribution function, as well as the Laplace transform and moments
of the distribution. Also, we present some of the most common and easy examples of
Phase-type distributions, for instance the Exponential and Erlang distribution. Lastly,
we finish this part with important properties of the class of Phase-type distributions,
these are the characterization theorem for phase-type distributions and some closure
properties such as finite convolutions and mixtures, which are useful to construct rep-
resentations of phase-type in many applications.
In the section of Matrix-exponential distributions, we have followed the same line of
analysis than in the part of phase-type distributions. We start with the definition of
Matrix-exponential distributions to posteriorly state its properties such as the cumula-
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tive distribution function, the Laplace transform and the moments. Then, we present
some properties of ME-representations, an example of ME-distribution which is not
Phase-type, and lastly we end this section with the closure properties of the class of
ME-distributions, which are the same than in the class of PH-distributions.
3.1 Phase-type distributions
3.1.1 The underlying Markov jump process
Consider a time-homogeneous Markov jump process {Xt}t≥0 defined on the probabi-
lity space (Ω,F ,P) with a finite state space given by
E = {1, 2, . . . , p, p+ 1} ,
where the first p states are transient and p+ 1 is absorbing.
The initial probability of {Xt}t≥0 is denoted by the vector (α, αp+1) , where
α = (α1, . . . , αp) ,
and
αi = P (X0 = i) , i = 1, . . . , p+ 1.
Let Q be the intensity matrix of {Xt}t≥0. Due to the particular structure of the state
space E and considering that every row of Q sums zero, Q admits the following block-
partitioned form (
S s
0 0
)
,
where S is a sub-intensity p-square matrix formed by the p transient states and s =
−Se, where e is an p-dimensional column vector of ones.
For every fixed transient state i ∈ E , every entry of the intensity matrix Q satisfies
sii = −
p+1∑
j 6=i
sij ≤ 0, sij ≥ 0,∀j 6= i and
p+1∑
j=1
sij = 0.
Moreover, if we consider the transition probability matrix T = {tij} of the embedded
Markov chain, then
sij = tij sii (3.1)
for every fixed transient state i ∈ E .
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Based on the fact that the time spent by the Markov jump process in state i ∈ E is
exponentially distributed with intensity sii, we have that the probability of jumping out
of state i in the interval [t, t + dt) is sii dt. Now, if we consider that {Xt = i}, the
probability of jumping to the state j in the interval [t, t+dt) is tijsii dt, which is equal
to sij dt by Equation (3.1).
Lemma 3.1 The sub-intensity matrix S is nonsingular if and only if the states {1, 2, . . . , p}
are transient.
For the proof we refer [Neu81, p. 45].
3.1.2 Definition of PH-distributions
Consider the stopping time
τ = inf
{
t ≥ 0 : Xt = p+ 1
}
,
which is the time until absorption of the Markov jump process {Xt}t≥0 . Then, the
random variable τ is said to be phase-type distributed (PH-distributed). The pair (α,S)
is called a representation of the distribution and we write τ ∼ PHp (α,S) , where p is
called the dimension of the representation.
When αp+1 > 0, it says that the distribution has an atom at zero of size αp+1 ( i.e. the
distribution has point mass at zero).
Similarly than in the case of DPH-distributions, the representation of a PH-distribution
is usually not unique. If the number p is the smallest dimension among all the repre-
sentations of the distribution of τ, then p is said to be the order of the representation.
Irreducible representations of PH-distributions:
The representation (α,S) is called irreducible if every transient state of the underly-
ing Markov jump process has a positive probability of being visited when the initial
distribution is α. This is, for every transient state i ∈ E(
αeSt
)
i
> 0,
for some t > 0.
In general, an irreducible representation may be obtained from a given reducible re-
presentation by simply removing all the superfluous states (these are states which are
visited with probability zero in accordance with the initial distribution of the represen-
tation). Also, as in the case of DPH-distributions, an irreducible representation of a
PH-distribution may be not unique.
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Throughout this thesis, in order to simplify formulations, we assume that the PH-
distributions do not have atom at zero and their representations are irreducible, un-
less we specify it. As well as, in many cases it will not be necessary to specified the
dimension of the PH-representation.
3.1.3 Properties of PH-distributions
Corollary 3.2 Let X ∼ PHp (α,S) . Then, all the eigenvalues of S have strictly nega-
tive real parts.
Proof. Let S = {sij} and considerM = max
1≤i≤p
{−sii} . Then, we can write the matrix
S as
S =M (T− I) ,
where T is a sub-transition probability matrix of an underlying Markov chain of a
discrete phase-type distribution. Now, by writing
M (T− I) = PM (J− I) P−1,
where J is the Jordan normal form matrix of T, we observe that if λi is an eigenvalue
of T then the corresponding eigenvalue for S is
M (λi − 1)
andRe(M (λi − 1)) < 0 since ρ (T) < 1 (see Proposition 2.2). 
Proposition 3.3 Let τ ∼ PHp (α,S) . Then,
i. the cumulative distribution function of τ is given by
Fτ (t) = 1−αeSte, t ≥ 0.
ii. The density function of τ is
fτ (t) = αe
Sts, t > 0 (3.2)
where s = −Se.
iii. The Laplace-Stieltjes transform of fτ (t), Lτ (s), is given by
Lτ (s) = α (sI− S)−1 s, (3.3)
where s is larger than the maximum real part eigenvalue of S. In particular, Equation
(3.3) holds for allRe(s) ≥ 0.
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iv. The expectation of τ is given by
E (τ) = −αS−1e.
v. The n-th moment of τ is given by
E (τn) = (−1)nn!αS−ne. (3.4)
Proof. i. For every i, j ∈ E , the transition probability of the underlying Markov jump
process is given by
P (Xt = j|X0 = i) =
(
eQt
)
ij
,
where
eQt =
(
eSt e− eSte
0 1
)
,
see Lemma A.6. Then,
P (τ > t) =
p∑
i=1
P (X0 = i)P (τ > t|X0 = i)
=
p∑
i=1
P (X0 = i)P (Xt ∈ {1, 2, . . . , p} |X0 = i)
=
p∑
i=1
P (X0 = i)
p∑
j=1
P (Xt = j|X0 = i)
=
p∑
i=1
p∑
j=1
αi
(
eSt
)
ij
= α eSte.
ii. We consider to calculate P (τ ∈ (t, t+ dt]) .
P (τ ∈ (t, t+ dt]) =
p∑
i=1
p∑
j=1
P (τ ∈ (t, t+ dt], Xt = j,X0 = i)
=
p∑
i=1
p∑
j=1
P
(
τ ∈ (t, t+ dt]
∣∣∣Xt = j,X0 = i)
× P (Xt = j|X0 = i)P (X0 = i)
=
p∑
i=1
p∑
j=1
αi
(
eSt
)
ij
P
(
τ ∈ (t, t+ dt]
∣∣∣Xt = j)
=
p∑
i=1
p∑
j=1
αi
(
eSt
)
ij
sj,p+1 dt,
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where sj,p+1dt is the exit rate to the absorbing state in the interval (t, t+ dt]. Then
P (τ ∈ (t, t+ dt]) = αeStsdt.
Finally, we obtain
fτ (t) = lim
dt→0
1
dt
P (τ ∈ (t, t+ dt]) = αeSts.
iii.
Lτ (s) = α
∫ ∞
0
e−steStdts (recall Equation (3.2)),
= α
∫ ∞
0
e−(sI−S)tdts,
the last integral is well-defined for all s ∈ C such that the matrix sI−S is nonsingular
(see Lemma A.3). In general, a square matrix is nonsingular if and only if it does
not have a zero eigenvalue. Consider the eigenvalue of the matrix S with the largest
real part, denoted by ϕmax. Then s − ϕmax corresponds to the eigenvalue with the
smallest real part of the matrix sI − S. Therefore, for every fixed s ∈ C such that
Re(s) > Re(ϕmax), all the eigenvalues of the matrix sI − S have positive real part,
which implies that sI− S is nonsingular.
Finally, we conclude that
Lτ (s) = α (sI− S)−1 s, ∀ Re(s) > Re(ϕmax).
iv. This result is obtained by differentiating the Laplace-Stieltjes transform and then
evaluating at s = 0.
v. It is obtained by differentiating n-times the Laplace-Stieltjes transform and then
evaluating at s = 0. 
As in the case of DPH-distributions, the entries of the matrix−S−1 have a probabilistic
interpretation. In particular, −S−1ij can be interpreted as the expected time the under-
lying Markov jump process spent in state j before it gets absorbed and starting from
state i.
3.1.4 Examples
We present some examples of phase-type distributions and we start with the simplest
but not less important, the Exponential distribution.
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Example 3.1 (Exponential distribution.) The density function of an exponential dis-
tribution with parameter λ > 0 is
e−λxλ, x ≥ 0.
Then, it is easy to see that a PH-representation is given by
α = 1, S = −λ,
where the dimension of the representation is 1.
The next example is also relevant ( personally I consider it important for historical rea-
sons), since it was the first approach to work with the class of phase-type distributions.
Example 3.2 (Erlang distribution.) This distribution is defined as a finite convolution
of independent and identically exponential distributed random variables. Consider
k ∈ N and λ > 0. Then, the density function of an Erlang distribution with parameters
(k, λ) is
λk
(k − 1)!x
k−1e−λx, x ≥ 0. (3.5)
A PH-representation is
α = (1, 0, 0, . . . , 0) , S =

−λ λ 0 · · · 0
0 −λ λ · · · 0
0 0 −λ · · · 0
...
...
...
. . .
...
0 0 0 · · · −λ
 ,
where α is a k-dimensional row vector and S is an k-dimensional square matrix.
Example 3.3 (The hyper-exponential distribution.) This distribution is the distribu-
tion of a finite mixture of exponentially distributed random variables. Its density is
given by
k∑
i=1
pie
−λixλi, x ≥ 0, (3.6)
where pi ≥ 0, λi > 0 for all i = 1, . . . , k, and
k∑
i=1
pi = 1. A PH-representation for this
distribution is given by
α = (p1, p2, . . . , pk) , S =

−λ1 0 0 · · · 0
0 −λ2 0 · · · 0
0 0 −λ2 · · · 0
...
...
...
. . .
...
0 0 0 · · · −λk
 .
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Notice that the given PH-representation for the hyper-exponential distribution is irre-
ducible. Furthermore, if we take a different permutation of the sum in (3.6) we obtain
another irreducible representation for this distribution.
Example 3.4 (Coxian distribution.) A phase-type distribution with representation given
by
α = (p1, p2, p3, . . . , pk) , S =

−λ1 λ1 0 · · · 0
0 −λ2 λ2 · · · 0
0 0 −λ3 · · · 0
...
...
...
. . .
...
0 0 0 · · · −λk
 ,
is called Coxian distribution. A probabilistic interpretation of this distribution is that
once the underlying Markov jump process starts in one of its transient states, let say i ∈
{1, . . . , k} then the process progresses through the subsequent states j > i until it gets
absorbed. This distribution was presented as an example of the class of distributions
with rational Laplace-Stieltjes transform and it was an oncoming step to the class of
Matrix-exponential distributions.
3.1.5 Properties of the class of PH-distributions
Theorem 3.4 (Characterization of Phase-type distributions.) A distribution defined
on [0,∞) with rational Laplace-Stieltjes transform is of phase-type if and only if it is
either the point mass at zero, or (a) it has a continuous positive density on the positive
reals, and (b) its Laplace-Stieltjes transform has a unique pole of maximal real part.
The proof is given in [O’C90b].
Remark from Theorem 3.4. Notice that since the poles of the Laplace-Stieltjes trans-
form of a phase-type distribution are the eigenvalues of the sub-intensity matrix of the
underlying Markov jump process. Therefore, this means that the sub-intensity matrix
has a unique eigenvalue with maximal negative real part.
3.1.5.1 Closure properties of the class of PH-distributions
Theorem 3.5 (Finite convolution of phase-type distributions.)
Let X ∼ PHp (α,S) and Y ∼ PHq (β,B) be independent random variables. Then,
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X + Y is phase-type distributed with a representation given by((
α,0
q
)
,
(
S sb
0
q×p T
))
,
where 0
q
is a zero row vector of dimension q, b = −Be, and 0
q×p is a zero matrix
dimension q × p.
The proof is given in [Neu81, p. 51]. However, we can also use the proof given in
Theorem 3.13, which is merely analytical.
Theorem 3.6 (Finite mixtures of phase-type distributions.) Let θ ∈ [0, 1] and let X
and Y be two phase-type distributed random variables with representation (α,S) and
(β,B) , respectively. Then the variable defined as
U =
{
X with probability θ,
Y with probability 1− θ,
is phase-type distributed with a representation given by(
(θα, (1− θ)β) ,
(
S 0
0 B
))
,
where 0 is a zero matrix of appropriate dimension.
See proof given in Theorem 3.14.
Theorem 3.7 (Order Statistics from PH-distributions.) All order statistics from a fi-
nite set of independent and PH-distributed random variables are PH-distributed.
The proof is given in Section 4.2.
Theorem 3.8 (N-fold of PH-distributions.)
Consider N ∼ DPH (pi,T) and a sequence {Wn}n∈N of i.i.d. random variables with
distribution PH (β,B) . Let N be independent of the sequence {Wn}n∈N . Then, the
random variable
N∑
n=1
Wn
is phase-type distributed with a representation
(β ⊗ pi,B⊗ I + bβ ⊗T) ,
where b = −Be.
The proof is found in [Neu81, p. 53].
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3.2 Matrix-Exponential distributions
Definition 3.9 A non-negative random variable X is said to be Matrix-Exponential
distributed (ME-distributed) if its density function, fX(x), can be written in the form
fX(x) = αe
Sxs, x > 0.
where α is an p-dimensional row vector, S is a p-square matrix, s is a p-dimensional
column vector, andα,S and s can have complex entries. We writeX ∼ MEp (α,S, s) ,
where (α,S, s) is called the ME-representation of the distribution of X and the value
p is the dimension of the representation (also called the order of the representation).
If 1− ∫∞
0
αeSxsdx = αp+1 > 0, then the distribution of X is said to have an atom at
zero of size αp+1.
In order to simplify formulations, throughout this thesis we assume that all Matrix-
Exponential distributed random variables do not have an atom at zero.
3.2.1 Properties of ME-distributions
Theorem 3.10 Let X ∼ MEp (α,S, s) such that S is nonsingular. Then
i. The cumulative distribution function of X is given by
FX(x) = 1 +αe
SxS−1s.
ii. The Laplace-Stieltjes transform is given by
LX(s) = α (sI− S)−1 s,
where s is larger than the maximum eigenvalue of S.
iii. The n-th moment of X by
E (Xn) = (−1)n+1n!α (S)−(n+1) s, n ∈ N.
Proof. i.
FX(x) = α
∫ x
0
eStdts = αeSxS−1s−αS−1s, (see Lemma A.3)
where −αS−1s = ∫∞
0
fX(t)dt = 1.
The proof for ii. and iii. is exactly the same than the proof in statements iii. and v. of
Proposition 3.3. 
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3.2.2 Properties of ME-representations
Theorem 3.11 Let X ∼ ME (α,S, s) . Then, there exists another ME-representation
(ς,Z, z) for the distribution of X such that all the eigenvalues of Z have negative real
part.
See [BN17, p. 203] for the proof.
Theorem 3.11 implies that for every ME-distributed random variable we can find a
ME-representation (ς,Z, z) such that the matrix Z is nonsingular.
In [AB95] is shown that the class of distributions with rational Laplace-Stieltjes trans-
form is the same than the class of Matrix-Exponential distributions. Furthermore, it
is proved that given a rational Laplace-Stieltjes transform of a ME-distributed random
variable we obtain a ME-representation. The criterion for finding the ME-representation
is explained in the following theorem.
Theorem 3.12 (The companion form representation of ME-distributions.) LetX be
ME-distributed with Laplace-Stieltjes transform given by
LX(s) = bps
p−1 + · · ·+ bp−1s+ b1
sp + apsp−1 + · · ·+ a2s+ a1
where a1, . . . , ap, b1, . . . , bp are real values. Then X has a representation (α,S, s) ,
where
α = (b1, b2, . . . , . . . , bp) ,
S =

0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0 1 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 1
−a1 −a2 −a3 −a4 · · · −ap

and s =

0
0
0
...
0
1

.
The matrix S is called the companion matrix.
3.2.3 Examples
Example 3.5 Consider the density function given by
f(t) = 2e−t (1− cos(t)) , t > 0,
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where its the Laplace transform is given by
L(s) = 2
s3 + 3s2 + 4s+ 2
.
Then, f(t) is a density of a ME-distributed random variable. By using the compan-
ion form representation (see Theorem 3.12), we obtain a ME-representation (α,S, s) ,
where
α = (2, 0, 0)
S =
 0 1 00 0 1
−2 −4 −3
 and s =
 00
1
 .
Also, this density function can not be of phase-type since in the set {2npi : n ∈ N} the
function f(t) is equal to 0 (see Theorem 3.4).
3.2.4 Closure properties of the class of ME-distributions
Matrix-exponential distribution are closed under finite convolutions, finite mixtures and
order statistics.
Theorem 3.13 (Finite convolution of ME-distributions.) LetX ∼ MEp (α,S, s) and
Y ∼ MEq (β,B,b) be two independent random variables. Then, X + Y is Matrix-
exponentially distributed with a representation given by (σ,Σ,η) , where
σ =
(
α,0q
)
, Σ =
(
S sβ
0q×p B
)
, η =
(
0p ,b
)>
,
and 0
q
,0
p
are zero row vectors of dimension q and p, respectively, while 0
q×p is an
q × p-dimensional zero matrix.
Proof. Notice that since X and Y are independent, then the Laplace transform of the
distribution of the sum X + Y is given by the product of the Laplace transfor of the
distribution of X and Y, this is
LX+Y (s) = LX(s)LY (s).
That shows that the Laplace transform ofX+Y is a rational function and consequently
X + Y is a Matrix-exponential distributed random variable.
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In the next, we are going to prove that (σ,Σ,η) is in fact a representation for the
distribution of X + Y. By calculating the inverse of the matrix sI − Σ (see Lemma
A.4), we obtain
(sI−Σ)−1 =
(
sI− S −sβ
0q×p sI−B
)−1
=
(
(sI− S)−1 (sI− S)−1 sβ (sI−B)−1
0q×p (sI−B)−1
)
.
Then,
σ (sI−Σ)−1 η = α (sI− S)−1 sβ (sI−B)−1 b
= LX(s)LY (s).
Therefore, (σ,Σ,η) is a representation for the distribution of X + Y. 
Theorem 3.14 (Finite mixtures of Matrix-exponential distributions.) Let θ ∈ [0, 1]
and let X and Y be two independent Matrix-exponential distributed random variables
with representation (α,S, s) and (β,B,b) , respectively. Then, the random variable
defined as
U =
{
X with probability θ ,
Y with probability 1− θ ,
is Matrix-exponential distributed with a representation given by(
(θα, (1− θ)β) ,
(
S 0
0 B
)
,
(
s
b
))
,
where 0 represents a zero matrix of appropriate dimension.
Proof. The random variable U can be written as 1{A}X + 1{Ac}Y, where P (A) = θ
and P (Ac) = 1− θ. Then, the Laplace transform of the distribution of U is calculated
as follows
LU (s) = E
(
e−sU
)
= P (A)E (e−sU |A)+ P (Ac)E (e−sU |Ac)
= θE
(
e−sX
)
+ (1− θ)E (e−sY )
= θα (sI− S)−1 s + (1− θ)β (sI−B)−1 b
= (θα, (1− θ)β)
(
sI− S 0
0 sI−B
)−1(
s
b
)
= (θα, (1− θ)β)
(
sI−
(
S 0
0 B
))−1(
s
b
)
.

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Theorem 3.15 (Order Statistics from ME-distributions.) All order statistics from a
set of independent and ME-distributed random variables are ME-distributed.
We present the proof in Section 4.3.
Theorem 3.16 (N-fold of ME-distributions.) Consider N ∼ MG (β,B,b) and a se-
quence {Wn}n∈N of i.i.d. random variables with distribution ME (α,S, s) , n ∈ N.
Let N be independent of the sequence {Wn}n∈N . Then, the random variable
W =
N∑
n=1
Wn
is Matrix-exponential distributed with a representation given by
(α⊗ β, I⊗ S + sα⊗B, s⊗ b) .
The exact proof given in [Neu81, p. 53] is applied for the proof of this theorem.
CHAPTER 4
Order Statistics from
Matrix-Exponential
distributions
In this chapter we consider order statistics from independent and non-identically dis-
tributed random variables and our aim is to obtain representations for the correspond-
ing case according to the distribution, this is when the distribution is discrete Phase-
type distribution, Matrix-geometric distribution, Phase-type distribution and Matrix-
exponential distribution. The chapter contains five main sections which are explained
next.
We start with a introductory section about order statistics and their formula of the dis-
tribution function in the general case.
The second and the third section recalls PH-representations and ME-representations,
respectively, which are already known for the corresponding case of order statistics
from PH-distributions and from ME-distributions.
In the fourth section we present DPH-representations that we have proposed for order
statistics from discrete phase-type distributions. Finally, we finish this chapter with a
section (the fifth section) where we provide two types of representations for the distri-
bution of order statistics from matrix-geometric distributions.
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To simplify calculations we assume that none of the random variables have an atom at
zero ( or a point at zero in the case of discrete time).
4.1 Introduction to Order Statistics
In the literature we can find a formula for the distribution of order statistics from in-
dependent and non-identically distributed random variables in terms of the so-called
permanents. Here we recall the formula for the survival function of order statistics,
which is derived from the formula based on permanents.
Let A = {aij} be an n-square matrix and let Pn denote the set of all the permutations
of the indices
{
1, 2, . . . , n
}
. Then the permanent of A is defined by
per
[
A
]
=
∑
σ∈Pn
n∏
i=1
ai,σ(i). (4.1)
Over the sum of the permanent formula is considered the exact same permutations as
the determinant formula, however the difference is that the permanent formula does not
consider negative signs over the sum.
Let Y1, Y2, . . . , Yn be n independent random variables with distribution functionFj(y),
j = 1, . . . , n, respectively. Let Y(1:n) ≤ Y(2:n) ≤ · · · ≤ Y(n:n) denote the correspond-
ing order statistics. Then, the survival function of Y(r:n) can be expressed as
P
(
Y(r:n) > y
)
=
r−1∑
i=0
1
i!(n− i)!per
[
F(y)︸︷︷︸
i
columns
e− F(y)︸ ︷︷ ︸
n−i
columns
]
, y ∈ R, (4.2)
where r = 1, . . . , n, F(y) =
(
F1(y), F2(y), . . . , Fn(y)
)>
and F(y)︸︷︷︸
i
columns
represents i repe-
titions of the column vector F(y) (see [BB89]).
4.2 Order Statistics from Phase-type distributions
Consider n independent random variables Y1, . . . , Yn which are phase-type distributed
Yi ∼ PH (αi,Si) , i = 1, . . . , n.
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In this section we are going to find PH-representations for the order statistics Y(k:n), k =
1, . . . , n, based on a probabilistic interpretation. For our aim we are going to introduce
some notation that allow us to express the representations of order statistics in a gen-
eral way and we give the corresponding probabilistic interpretation of them. The idea
of these representations was originally given by M. F. Neuts in [Neu81, p. 60].
Let
{
Xit
}
t≥0 denote the underlying Markov jump process of the distribution of the
random variable Yi and let Ei = {1, 2, . . . , pi, pi + 1} be its state space.
Consider the multivariate Markov jump process formed by
Xt =
(
X1t , . . . , X
n
t
)
,
whose state space is given by E = E1 × E2 × · · · × En. We consider a lexicographical
ordering for the state space E . Then, the initial distribution of Xt can be expressed by
α1 ⊗ · · · ⊗αn
and its sub-intensity matrix by
S1 ⊕ · · · ⊕ Sn.
Observe that matrix S1⊕· · ·⊕Sn covers only the rates for transitions between transient
states, this represents the case when every Markov jump process is in a transient state
(or none of the Markov jump process are not in the absorbing state).
The k-th order statistic Y(k:n) is interpreted as the time when the k-th Markov jump
process gets absorbed in the multivariable Markov jump process. By following this
idea, we can easily get a PH-representation for the distribution of the first order statistic
Y(1:n), which is given by
(α1 ⊗ · · · ⊗αn,S1 ⊕ · · · ⊕ Sn) .
Now, in order to obtain a representation for the distribution of the second order statistic
Y(2:n), we need to take into account that one Markov jump process has been absorbed
already and n − 1 Markov jump processes keep being in their corresponding set of
transient states. All the intensity rates corresponding to those possibilities are contained
in the following matrix
G2:n =

S1 ⊕ · · · ⊕ Sn I⊗ · · · ⊗ I⊗ sn I⊗ · · · ⊗ sn−1 ⊗ I · · · s1 ⊗ I · · · ⊗ I
0 S1 ⊕ · · · ⊕ Sn−1 0 · · · 0
0 0 S1 ⊕ · · · ⊕ Sn−2 ⊕ Sn · · · 0
...
...
...
. . .
...
0 0 0 · · · S2 ⊕ · · · ⊕ Sn

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where si = −Si e, i = 1, . . . , n. Thus, a PH-representation for the second order statis-
tic Y(2:n) is
((α1 ⊗ · · · ⊗αn,0) ,G2:n) .
In order to generalise the last idea on how to obtain PH-representations for the rest of
the order statistics, we are going to consider the case n = 3 and calculate the represen-
tation for the maximum Y(3:3). Thus, we consider the case when a second Markov jump
process gets absorbed. The corresponding transition rates are enclosed in the following
matrix
G3:3 =

S1 ⊕ S2 ⊕ S3 I⊗ I⊗ s3 I⊗ s2 ⊗ I s1 ⊗ I⊗ I 0 0 0
0 S1 ⊕ S2 0 0 I⊗ s2 s1 ⊗ I 0
0 0 S1 ⊕ S3 0 I⊗ s3 0 s1 ⊗ I
0 0 0 S2 ⊕ S3 0 I⊗ s3 s2 ⊗ I
0 0 0 0 S1 0 0
0 0 0 0 0 S2 0
0 0 0 0 0 0 S3

.
Then, a PH-representation for the maximum Y(3:3) is
((α1 ⊗ · · · ⊗αn,0,0) ,G3:3) .
The matrix G3:3 can be expressed as
G3:3 =
 S(0,0) S(0,1) 00 S
(1,1)
S
(1,2)
0 0 S
(2,2)
 , (4.3)
where
S
(0,0)
= S1 ⊕ S2 ⊕ S3,
S
(0,1)
=
(
I⊗ I⊗ s3 I⊗ s2 ⊗ I s1 ⊗ I⊗ I
)
,
S
(1,1)
=
 S1 ⊕ S2 0 00 S1 ⊕ S3 0
0 0 S2 ⊕ S3
 ,
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S
(1,2)
=
 I⊗ s2 s1 ⊗ I 0I⊗ s3 0 s1 ⊗ I
0 I⊗ s3 s2 ⊗ I
 ,
S
(2,2)
=
 S1 0 00 S2 0
0 0 S3
 .
Our purpose is to show a compact form for a representation of the k-th order statistic,
similar to the matrix G3:3 in Equation (4.3).
Since the k-th order statistic is obtained as the first time when k process have became
absorbed, the sub-intensity matrix of the k-th order statistic encloses the rates of the
transitions between states of the multivariate Markov jump process which have less
than k absorbing states in their entries (which means that there are less than k Markov
jump processes that have not became absorbed).
For a fixed j = 1, 2, . . . , n, consider the set of all combinations given by j elements
of the set
{
1, 2, . . . , n
}
and we write every combination in a vector form. We place all
the vectors of combinations in the following set
Cj,n =
{(
cθ
1
, cθ
2
, . . . , cθ
j
)
: cθ
i
∈ {1, 2, . . . , n}, θ ∈ {1, . . . , n!
j!(n−j)!}
}
(4.4)
and we set a lexicographical ordering in C
j,n
. We call
(
cθ
1
, cθ
2
, . . . , cθ
j
)
as an j-tuple
and θ denotes the j-tuple given by
(
cθ
1
, cθ
2
, . . . , cθ
j
)
. We refer to θ as the θ-tuple.
For k = 0, . . . , n− 1, define the block diagonal matrix
S
(k,k)
= diag
{(
Scl
1
⊕ · · · ⊕ Scl
n−k
)
:
(
cl
1
, cl
2
, . . . , cl
n−k
)
∈ C
n−k,n
}
. (4.5)
Now, for k = 1, . . . , n− 1, define the matrix
S
(k−1,k) =

g(`1,µ1) g(`1,µ2) · · · g(`1,µn−k)
g(`2,µ1) g(`2,µ2) · · · g(`2,µn−k)
...
...
. . .
...
g(`n−k+1,µ1) g(`n−k+1,µ2) · · · g(`n−k+1,µn−k)
 , (4.6)
where
g(`,µ) =
{
0|`|×|µ| if ` ∩ µ = ∅ or ` ∩ µ 6= µ,
I⊗ · · · ⊗ I⊗ sc∗ ⊗ I⊗ · · · ⊗ I if ` ∩ µ = µ and `− µ = c∗,
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where each ` and µ represents a combination in a vector form and sc∗ is located ac-
cording to the position of the number c∗ in the `-tuple.
Finally we present the corresponding representations for the order statistics of phase-
type distributed random variables.
Theorem 4.1 Let Yj ∼ PH(αj ,Sj), j = 1, . . . , n, be n independent random vari-
ables. Then, the k-th order statistic, Y(k:n), has a PH-representation
(
α(k:n),G(k:n)
)
,
where
αk:n = (α1 ⊗ · · · ⊗αn,0, . . . ,0,0) , (4.7)
Gk:n =

S
(0,0)
S
(0,1)
0 · · · 0 0
0 S
(1,1)
S
(1,2)
· · · 0 0
...
...
...
...
...
...
...
...
0 0 0 · · · S
(k−2,k−2) S(k−2,k−1)
0 0 0 · · · 0 S
(k−1,k−1)
 , (4.8)
for every k = 1, 2, . . . , n.
Proof. The proof is based on a probabilistic interpretation. Consider the multivariate
Markov jump process formed with the underlying Markov jump processes of the phase-
type distributed random variables Yj , j = 1, . . . , n. That is denoted by
(
X1t , . . . , X
n
t
)
.
Since the k-th order statistic Y(k:n) is interpreted as the first time when k processes
have became absorbed in the multivariate Markov jump process
(
X1t , . . . , X
n
t
)
, then
the sub-intensity matrix of the representation for Y(k:n) only needs to take into account
the intensities of the transitions up to n− k + 1 Markov jump processes keep being in
a transient state. 
Corollary 4.2 (Minimum and Maximum) Let Yj ∼ PH(αj ,Sj), j = 1, . . . , n, be n
independent random variables. Then, a PH-representation for the minimum is
Y(1:n) ∼ PH (α1 ⊗ · · · ⊗αn,S1 ⊕ · · · ⊕ Sn) , (4.9)
and a PH-representation for the maximum is
Y(n:n) ∼ PH (αn:n,Gn:n) . (4.10)
Recall Theorem 4.1.
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4.3 Order Statistics from Matrix-exponential distribu-
tions
In this section we prove that we can use the same form of the representation of the k-th
order statistic given in Theorem 4.1 for the representation of the k-th order statistic in
the case of matrix-exponential distributions. The proof is done analytically and to help
to understand the calculations we have broken the proof into two parts. We present the
first part in the following Lemma.
Lemma 4.3 Let Y1, . . . , Yn be n independent and ME-distributed random variables
with Yj ∼ ME (αj ,Sj , sj) and sj = −Sje for all j = 1, . . . , n. Consider the row
vector αk:n given in Equation (4.7) and the block matrix Gk:n given in Equation (4.8)
which are now constructed with the matrix-exponential representations ME (αj ,Sj , sj) ,
j = 1, . . . , n. Then, for every fixed k = 1, . . . , n, we have
αk:n e
Gk:ny =
(
B
(0,0)
B
(0,1)
· · · B
(0,k−1)
)
, (4.11)
where
B
(0,k)
=
((
⊗
u∈`
α
u
eSuy
)(∏
v∈`c
Fv(y)
))
`∈C
n−k,n
and where `c is the complement set of `.
Proof. Let us abbreviate α1 ⊗ · · · ⊗ αn by αn. Let y > 0 and take k = 2. Then, we
have
α
2:n
eG2:ny = (αn,0)
 e
S
(0,0)
y
∫ y
0
e
S
(0,0)
(y−t)
S
(0,1)
e
S
(1,1)
t
dt
0 e
S
(1,1)
y

=
(
αn e
S
(0,0)
y
,αn
∫ y
0
e
S
(0,0)
(y−t)
S
(0,1)
e
S
(1,1)
t
dt
)
.
Now we focus on calculating the integral∫ y
0
αn e
S
(0,0)
(y−t)
S
(0,1)
e
S
(1,1)
t
dt. (4.12)
First observe that
αn e
S
(0,0)
(y−t)
=
(
α
1
eS1 (y−t)
)
⊗ · · · ⊗
(
α
n
eSn (y−t)
)
, (4.13)
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then we multiply Equation (4.13) by S
(0,1)
, which results to
αne
S
(0,0)
(y−t)
S
(0,1)
=
(
α
1
eS1 (y−t) ⊗ · · · ⊗α
n−1e
S
n−1 (y−t) ⊗α
n
eSn (y−t)s
n
,
α
1
eS1 (y−t) ⊗ · · · ⊗α
n
eSn−1 (y−t)s
n−1 ⊗αneSn (y−t),
... (4.14)
α
1
eS1 (y−t)s
1
⊗α
2
eS2 (y−t) ⊗ · · · ⊗α
n
eSn (y−t)
)
.
Next, we multiply the last product by eS(1,1) t,
αn e
S
(0,0)
(y−t)
S
(0,1)
e
S
(1,1)
t
=
(
α
1
eS1y ⊗ · · · ⊗α
n−1e
S
n−1y ⊗α
n
eSn (y−t)s
n
,
α
1
eS1y ⊗ · · · ⊗α
n
eSn−1 (y−t)s
n−1 ⊗αneSny,
... (4.15)
α
1
eS1 (y−t)s
1
⊗α
2
eS2y ⊗ . . .⊗α
n
eSny
)
.
Lastly, by integrating, we obtain the next row vector∫ y
0
αn e
S
(0,0)
(y−t)
S
(0,1)
e
S
(1,1)
t
dt =
(
α1e
S
1
y ⊗ · · · ⊗αn−1eSn−1y ⊗ Fn(y),
α1e
S
1
y ⊗ · · · ⊗ Fn−1(y)⊗αneSny,
...
F
1
(y)⊗α
2
eS2y ⊗ . . .⊗α
n
eSny
)
.
Therefore, we can write∫ y
0
αn e
S
(0,0)
(y−t)
S
(0,1)
e
S
(1,1)
t
dt =
((
⊗
u∈`
αue
Suy
)(∏
v∈`c
Fv(y)
))
`∈C
n−1,n
. (4.16)
Now, if we denote
B
(0,0)
= αn e
S
(0,0)
y and B
(0,1)
=
((
⊗
u∈`
α
u
eSuy
)(∏
v∈`c
Fv(y)
))
`∈C
n−1,n
.
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Then,
α
2:n
eG2:ny =
(
B
(0,0)
B
(0,1)
)
.
Our objective is to generalize the last idea. In fact, for every k = 1, . . . , n, we can
write
α
k:n
eGk:ny =
(
B
(0,0)
B
(0,1)
· · · B
(0,k−1)
)
. (4.17)
Thus, we only need to show that each block entry is given by
B
(0,k)
=
((
⊗
u∈`
α
u
eSuy
)(∏
v∈`c
Fv(y)
))
`∈C
n−k,n
. (4.18)
In order to prove Equation (4.18) we proceed by induction.
Assume that Equation (4.18) is true for a fixed k = 1, . . . , n − 1, and for all blocks
B
(0,j)
where j < k. Next we are going to show that Equation (4.18) is also valid for
k + 1.
α
k+1:n
eGk+1:ny = (αn,0)
 e
Gk:ny
∫ y
0
eGk:n(y−t)
(
0
S
(k−1,k)
)
e
S
(k,k)
t
dt
0 e
S
(k,k)
y

=
(
α
k:n
eGk:ny ,
∫ y
0
α
k:n
eGk:n(y−t)
(
0
S
(k−1,k)
)
e
S
(k,k)
t
dt
)
=
(
α
k:n
eGk:ny ,B
(0,k)
)
.
Now we are going to calculate the block B
(0,k)
which is equal to the integral∫ y
0
α
k:n
eGk:n(y−t)
(
0
S
(k−1,k)
)
e
S
(k,k)
t
dt.
Consider the product
α
k:n
eGk:n(y−t)
(
0
S
(k−1,k)
)
=
(
B
(0,0)
B
(0,1)
· · · B
(0,k−1)
)( 0
S
(k−1,k)
)
= B
(0,k−1)S(k−1,k)
48 Order Statistics from Matrix-Exponential distributions
=
((
⊗
u∈`
α
u
eSu (y−t)
)(∏
v∈`c
Fv(y − t)
))
`∈C
n−(k−1),n
S
(k−1,k) (induction hypothesis)
=
((
αwe
Sw (y−t)sw ⊗
u∈γ
αue
Su (y−t)
)(∏
v∈`c
Fv(y − t)
))
`∈C
n−(k−1),n , γ∈Cn−k,n ,
γ⊂`, `−γ=w
Now consider the next product
α
k:n
eGk:n(y−t)
(
0
S
(k−1,k)
)
e
S
(k,k)
t
=
((
α
w
eSw (y−t)s
w
⊗
u∈γ
α
u
eSuy
)(∏
v∈`c
Fv(y − t)
))
`∈C
n−(k−1),n , γ∈Cn−k,n ,
γ⊂`, `−γ=w
=
((
⊗
u∈γ
αue
Suy
)(
αwe
Sw (y−t)sw
∏
v∈`c
Fv(y − t)
))
`∈C
n−(k−1),n , γ∈Cn−k,n ,
γ⊂`, `−γ=w
where ∫ y
0
αwe
Sw (y−t)sw
∏
v∈`c
Fv(y − t)dt
=
∫ y
0
fw(y − t)
∏
v∈`c
Fv(y − t)dt
=
∏
v∈γc
Fv(y),
where the last equality is due to the rule of differentiation of the product of functions.
Therefore, we finally obtain
B
(0,k)
=
∫ y
0
α
k:n
eGk:n(y−t)
(
0
S
(k−1,k)
)
e
S
(k,k)
t
dt
=
((
⊗
u∈γ
αue
Suy
)(∏
v∈γc
Fv(y)
))
γ∈C
n−k,n
.

We finalize this section with the next Theorem where we make the last product of
the calculations to prove that the proposed representations for order statistics given in
Theorem 4.1 can also be applied to order statistics of ME-distributions.
4.4 Order statistics from discrete Phase-type distributions 49
Theorem 4.4 Let Y1, . . . , Yn be n independent and ME-distributed random variables
with Yj ∼ ME (αj ,Sj) ,j = 1, . . . , n. Then, the k-th order statistic Y(k:n) (k =
1, 2, . . . , n) has a ME-representation given by (αk:n,Gk:n) , where the row vector
αk:n is given in Equation (4.7) and the matrix Gk:n is given in Equation (4.8).
Proof. Let y > 0. Then
αk:ne
Gk:nye =
(
B
(0,0)
B
(0,1)
· · · B
(0,k−1)
)
e
=
k−1∑
j=0
B
(0,j)
e
=
k−1∑
j=0
((
⊗
u∈`
αue
Suy
)(∏
v∈`c
Fv(y)
))
`∈C
n−j,n
e, by Lemma 4.3,
=
k−1∑
j=0
((∏
u∈`
α
u
eSuye
)(∏
v∈`c
Fv(y)
))
`∈C
n−j,n
=
k−1∑
j=0
((∏
u∈`
Fu(y)
)(∏
v∈`c
Fv(y)
))
`∈C
n−j,n
where Fu(y) = αue
Suye,
=
k−1∑
j=0
1
j!(n− j)!per
[
e− F(y)︸ ︷︷ ︸
n−j
columns
F(y)︸︷︷︸
j
columns
]
= P
(
Y(k:n) > y
)
(see Equation (4.2)).

The proof in this section is originally given in [BN17, Section 4.4.2]. We have included
it here to present a complete overview of order statistics from matrix-exponential dis-
tributions.
4.4 Order statistics from discrete Phase-type distribu-
tions
In this section we present two types of representations for order statistics from inde-
pendent and DPH-distributed random variables. The first representation provided here
corresponds to the discrete version of the representation given in Section 4.2 and the
50 Order Statistics from Matrix-Exponential distributions
second representation results by considering a reduction of the dimension of the first
representations for the case of i.i.d. random variables.
Representations for order statistics from DPH-distributions are certainly more tedious
than the continuous PH-distributions. However, here we present a study of their rep-
resentations by giving probabilistic interpretations. Also, all the notation introduced
in this section will help for the following sections and analysis for the case of MG-
distributions.
As an introduction to representations for order statistics from DPH-distributions we
present a DPH-representation for the minimum and another one for the maximum of
two independent and DPH-distributed random variables.
Let Y1 and Y2 be two independent and DPH-distributed random variables with repre-
sentations given by (pi1,T1) and (pi2,T2) , respectively. Then, a DPH-representation
for the minimum is given by
(pi1 ⊗ pi2,T1 ⊗T2) ,
whereas a DPH-representation for the maximum is given by the pair(
(pi1 ⊗ pi2,0) ,P(2)
)
,
where
P(2) =
 T1 ⊗T2 T1 ⊗ t2 t1 ⊗T20 T1 0
0 0 T2
 , ti = e−Tie, i = 1, 2,
and 0 denotes zero-matrices of appropriate dimension.
We can provide a probabilistic interpretation for the representation of the minimum and
the maximum. Consider the multivariate Markov chain formed with the underlying
Markov chains of Y1 and Y2. Then, the given representation for the minimum shows
the initial probabilities and the transition probabilities when the two underlying Markov
chains are in a transient state. The first time when only one of the underlying Markov
chains gets absorbed or the two Markov chains get absorbed (at the same time) will
correspond to the first order statistic. Therefore, an underlying Markov chain for the
first order statistic has an initial distribution pi1 ⊗ pi2 and sub-transition probability
matrix T1 ⊗T2.
Consider now the representation given for the maximum. This representation considers
the transition probabilities of the representation of the first order statistic and it also
takes into account the transition probabilities between states of the multivariate Markov
chain which expresses that one of the underlying Markov chains has been absorbed but
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the other one is still running in its transient states. Thus, the initial distribution of the
multivariate Markov chain has an initial distribution (pi1 ⊗ pi2,0) and sub-transition
probability matrix P(2).
Under that framework, order statistics have an inherent probabilistic interpretation
that leads to construct representations for order statistics from a finite set of indepen-
dent and DPH-distributed random variables. In the following, we present the DPH-
representations for general order statistics.
Let
{
X1t
}
t∈N ,
{
X2t
}
t∈N , . . . , {Xnt }t∈N be n independent Markov chains with state
space Ej , j = 1, . . . , n, respectively. Every Ej is given by
{
1, . . . , pj , pj + 1
}
, where{
1, . . . , pj
}
are transient states and pj + 1 is the absorbing state of the corresponding
Markov chain
{
Xjt
}
t∈N.
For each j = 1, . . . , n, let pij be the initial distribution and let
Pj =
(
Tj tj
0 1
)
, tj = e−Tje,
be the transition probability matrix of
{
Xjt
}
t∈N.
Consider Xt =
(
X1t , X
2
t , . . . , X
n
t
)
, t ∈ N, (this is n independent Markov chains
running in parallel), where its state space is denoted by
E = n⊗
j=1
Ej .
The Kronecker product ⊗ provides a lexicographical ordering for the state space E ;
nevertheless, we are going to consider another ordering for E , which is going to be
more convenient and it consists on making a classification of the multi-dimensional
states and later ordering the states lexicographically. For the classification we group the
multi-dimensional states according to the number of absorbing states in their entries,
as it is shown next.
For each j = 0, 1, . . . , n, let
Aj =
{
(ξ1, . . . , ξn) ∈ E
∣∣∣∣∣
n∑
l=1
1(ξl) = j
}
, where 1(ξl) =
{
1 if ξl = pl + 1,
0 otherwise.
Note that all the subsets
{A0,A1, . . . ,An} together form a partition of the state space
E .
Since the multivariate Markov chain Xt starts on the subset A0, then all of the ini-
tial probabilities are enclosed in (pi1 ⊗ · · · ⊗ pin,0) , where 0 is a vector of zeros of
dimension
n∑
j=1
dim(Aj).
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Let
P =

C(0,0) C(0,1) C(0,2) · · · C(0,n−2) C(0,n−1) r0
0 C(1,1) C(1,2) · · · C(1,n−2) C(1,n−1) r1
0 0 C(2,2) · · · C(2,n−2) C(2,n−1) r2
...
...
...
...
...
...
...
...
...
0 0 0 · · · C(n−2,n−2) C(n−2,n−1) rn−2
0 0 0 · · · 0 C(n−1,n−1) rn−1
0 0 0 · · · 0 0 1

(4.19)
be the transition probability matrix of Xt. Below we explain the matrix P.
The first sub-matrix is given by
C(0,0) = T1 ⊗ · · · ⊗Tn. (4.20)
Notice that C(0,0) contains all the transition probabilities among the multi-dimensional
states of the set A0.
In order to explain the rest of the sub-matrices in P we introduce again the set of com-
binations written in a vector form. For a fixed i = 1, 2, . . . , n − 1, consider the set of
all combinations with i elements of
{
1, 2, . . . , n
}
, where we write every combination
in a vector form as follows
Ci,n =
{(
cθ1, c
θ
2, . . . , c
θ
i
)
: cθi ∈
{
1, 2, . . . , n
}
, θ ∈ {1, . . . , n!
i!(n−i)!}
}
,
and every element in Ci,n is called i-combination. We set a lexicographical ordering on
the set Ci,n.
Notice that every i-combination in Ci,n is marked with a superscript which helps to
name an i-combination. For example, for the i-combination
(
c`1, c
`
2, . . . , c
`
i
)
we refer
to it as the `-tuple. Also, for the i-combination
(
c`1, c
`
2, . . . , c
`
i
)
we say that c`k ∈ ` for
all k = 1, . . . , i.
Every block C(0,i) (i = 1, 2, . . . , n− 1, ) is defined as a row block matrix given by
C(0,i) =
{
n⊗
=1
g1
n⊗
=1
g2 · · ·
n⊗
=1
g
Cni

}
(4.21)
and for every γ ∈ Ci,n gγ =
{
t if  ∈ γ
T if  /∈ γ .
Thus, C(0,i) contains
(
n
i
)
Kronecker products placed consecutively.
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Every block C(i,i) (i = 1, 2, . . . , n− 1, ) denotes a diagonal block matrix formed by
C(i,i) = diag
{
n⊗
=1
gγ : γ ∈ Ci,n
}
, gγ =
{
1 if  ∈ γ
T if  /∈ γ . (4.22)
Here there are
(
n
i
)
Kronecker products located in the diagonal in alignment with the
corresponding Kronecker product in C(0,i) (with respect to the lexicographical order-
ing).
For every fixed i = 1, . . . , n− 2, and s = i+ 1, . . . , n− 1, then C(i,s) is formed by
[
C(i,s)
]
γ,`
=
{
n⊗
=1
gγ,` : γ ∈ Ci,n, ` ∈ Cs,n
}
, gγ,` =

1 if  ∈ γ,  ∈ `
t if  /∈ γ,  ∈ `
T if  /∈ γ,  /∈ `
0 if  ∈ γ,  /∈ `
,
(4.23)
where every block entry is placed depending on the location of the chosen vectors γ
and `. Thus, in C(i,s) there are
(
n
i
)× (ns) block entries in total.
Finally, since P is a block-partitioned transition probability matrix, then we have
ri = e−
n−1∑
l=i
C(i,l)e, i = 0, 1, . . . , n− 1.
We will need to introduce some notation to describe the power of the matrix P.
Let
Pm =

C(0,0,m) C(0,1,m) C(0,2,m) · · · C(0,n−2,m) C(0,n−1,m) r0,m
0 C(1,1,m) C(1,2,m) · · · C(1,n−2,m) C(1,n−1,m) r1,m
0 0 C(2,2,m) · · · C(2,n−2,m) C(2,n−1,m) r2,m
...
...
...
...
...
...
...
...
...
0 0 0 · · · C(n−2,n−2,m) C(n−2,n−1,m) rn−2,m
0 0 0 · · · 0 C(n−1,n−1,m) rn−1,m
0 0 0 · · · 0 0 1

denote the m-th power of P.
The first sub-matrix in the diagonal of Pm is given by
C(0,0,m) = C
m
(0,0) = T
m
1 ⊗ · · · ⊗Tmn . (4.24)
The rest of the matrices in the diagonal,
{
C(i,i,m), i = 1, . . . , n− 1
}
, are diagonal
matrices by themselves and every entry corresponds to one block matrix formed by
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Kronecker products. Thus, the power of every entry is calculated by applying (m−1)-
times the Kronecker product property (see Equation (A.6)).
The matrices
{
C(0,i,m), i = 1, . . . , n− 1,
}
can be calculated by iteration as follows
C(0,i,m) =
m−1∑
k=0
i−1∑
l=0
C(0,l,k)C(l,i)C(i,i,m−1−k). (4.25)
For every fixed i = 1, . . . , n − 1 the matrices {C(i,s,m), s = i+ 1, . . . , n− 1,} can
also be calculated by iteration as follows
C(i,s,m) =
m−1∑
k=0
s−1∑
l=i
C(i,l,k)C(l,s)C(s,s,m−1−k). (4.26)
Finally, since Pm is a block-partitioned transition probability matrix, then we have
ri,m = e−
n−1∑
l=i
C(i,l,m)e, i = 0, . . . , n− 1.
Let Y1, Y2, . . . , Yn be independent and DPH-distributed random variables with repre-
sentation given by (pii,Ti) , i = 1, . . . , n, respectively.
From the probabilistic interpretation of the matrix Pm, we have
P
(
Y(1:n) > m
)
= P (Xm ∈ A0) = pinC(0,0,m)e,
P
(
Y(i−1:n) ≤ m,Y(i:n) > m
)
= P (Xm ∈ Ai−1) = pinC(0,i−1,m)e,
where pin = pi1 ⊗ · · · ⊗ pin and i = 2, . . . , n− 1.
Then, for a fixed r ∈ {1, 2, . . . , n} we obtain
P
(
Y(r:n) > m
)
= pinC(0,0,m)e + pinC(0,1,m)e + · · ·+ pinC(0,r−1,m)e. (4.27)
Hence, the survival function of Y(r:n) depends only on the r block matrices located in
the first row block of P (see Equation (4.19)). This means that by taking the matrix
P(r) =

C(0,0) C(0,1) C(0,2) · · · C(0,r−2) C(0,r−1)
0 C(1,1) C(1,2) · · · C(1,r−2) C(1,r−1)
0 0 C(2,2) · · · C(2,r−2) C(2,r−1)
...
...
...
...
...
...
...
...
0 0 0 · · · C(r−2,r−2) C(r−2,r−1)
0 0 0 · · · 0 C(r−1,r−1)

(4.28)
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the expression in Equation (4.27) can be written in the following form
P
(
Y(r:n) > m
)
= (pin,0)P
m
(r)e, (4.29)
where 0 is a vector of zeros with an appropriate dimension with respect to the matrix
P(r). Therefore, we conclude that one DPH-representation for Y(r:n) is
(
(pin,0) ,P(r)
)
.
4.4.1 Order reduction for DPH-representations
Here, we present an order reduction for the DPH-representations of order statistics
when the random variables are identically distributed.
Let Y1, Y2, . . . , Yn be independent and identically discrete phase-type distributed with
representation DPHp (pi,T) . We recall the multivariate Markov chain
Xt =
(
X1t , X
2
t , . . . , X
n
t
)
, t ∈ N,
where Xit is the corresponding underlying Markov chain of Yi and E denotes its state
space.
For every s = 1, . . . , p, let ms be a function defined as follows:
ms (ξ1, . . . , ξn) =
n∑
j=1
1{ξj=s}, (ξ1, . . . , ξn) ∈ E ,
thus, ms counts the number of Markov chains Xit in state s when the multivariate
Markov chain Xt is in the state (ξ1, . . . , ξn) .
Now, let us define the vector given by
m (ξ1, . . . , ξn) = (m1 (ξ1, . . . , ξn) , . . . ,mp (ξ1, . . . , ξn)) ,
which is a mapping from the state space E to a set of p-dimensional states where what
only matters is the number of Markov chains that are still running (or the ones that have
not become absorbed).
For every s = 1, . . . , p, let Ns(m) denote the number of Markov chains X ′is in the
state s at time m. Then
N(m) = (N1(m), N2(m), . . . , Np(m)) , m ∈ N
is a multivariate Markov chain. We denote byM its state space and by Q its transition
probability matrix.
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For every n = (n1, n2, . . . , np) ∈M we define
En = { (ξ1, ξ2, . . . , ξn) ∈ E| m (ξ1, ξ2, . . . , ξn) = n} .
Notice that En consists on permutations of the set {ξ1, ξ2, . . . , ξn} with cardinality
n!
n1!n2!···np! .
Now, for every pair n
1
,n
2
∈M we have that
P (N(1) = n2 |N(0) = n1 )
=
P (N(1) = n2 ,N(0) = n1)
P (N(0) = n
1
)
=
∑
u∈En1
∑
v∈En2
P
(
X1 = v
∣∣X0 = u)P (X0 = u)∑
k∈En
1
P (X0 = k)
. (4.30)
P (X0 = k1) = P (X0 = k2) , for all k1 ,k2 ∈ En1 , since k1 is a permutation of
the entries of k
2
and Y1, . . . , Yn are independent and identically distributed. Then by
letting u be the cardinality of the set En1 , we get that
P (X0 = k1)∑
k∈En
1
P (X0 = k)
=
1
u
,
and consequently Equation (4.30) becomes to
P (N(1) = n
2
|N(0) = n
1
) =
1
u
∑
u∈En
1
∑
v∈En
2
P
(
X1 = v
∣∣X0 = u) . (4.31)
Let u = (ξ1, . . . , ξn) ∈ En
1
and v = (h1, . . . , hn) ∈ En
2
. Then
P
(
X1 = v
∣∣X0 = u) = tξ1,h1 tξ2,h2 · · · tξn,hn .
From here, observe that if we consider a permutation of the elements {ξ1, . . . , ξn} , let
say (ξρ1 , . . . , ξρn) , then we can find another permutation of the elements {h1, . . . , hn} ,
let say (hρ1 , . . . , hρn) , such that
t
ξ1,h1
t
ξ2,h2
· · · t
ξn,hn
= t
ξρ1 ,hρ1
t
ξρ2 ,hρ2
· · · t
ξρn ,hρn
.
Thus, there exits state û = (ξρ1 , . . . , ξρn) ∈ En1 and state v̂ = (hρ1 , . . . , hρn) ∈ En2
such that
P
(
X1 = v
∣∣X0 = u) = P (X1 = v̂∣∣X0 = û) .
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Therefore, Equation (4.31) now becomes
P (N(1) = n
2
|N(0) = n
1
) =
∑
v∈En
2
P
(
X1 = v
∣∣X0 = u) , (4.32)
where u is any state in En
1
.
Equation (4.32) shows one relation between the transition matrix Q and the transition
matrix P. In the next, we are going to see into more details the transformation between
the two transition probability matrices.
It is convenient for us to define an ordering for the states in M. We first order them
decreasingly according to the number of Markov chains that are still running, this is
according to the number m̂ (ξ1, . . . , ξn) e. Secondly, we group all the states that have
the same number m̂ (ξ1, . . . , ξn) e and later we consider a lexicographical ordering
among them.
Let M = {mi,j} be a matrix of dimension l ×m, where l is equal to the number of
states in E and m is the number of states inM. Let ui be the i-th state of E and let vj
denote the j-th state ofM. Then,
mi,j =
{
1 if m (ui) = vi,
0 otherwise. (4.33)
Observe that every row in the matrix M has only one entry with value of 1 and the rest
of the entries are zero.
Lemma 4.5 PM = MQ.
Proof. Let us consider again the states ui ∈ E and vj ∈M. Then, on the one hand we
have
(PM)i,j =
∑
k∈Ev
j
pi,k, (4.34)
where the sum is over all the states that belong to Ev
j
.
On the other hand, let us denote by n the state inM such that m (ui) = n. Then,
(MQ)i,j = P
(
N(1) = vj
∣∣N(0) = n) , (4.35)
and by using Equation (4.32) we get
(MQ)i,j =
∑
v∈Ev
j
P
(
X1 = v
∣∣X0 = u) , where u is any state in En
1
,
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=
∑
v∈Ev
j
P
(
X1 = v
∣∣X0 = ui)
= (PM)i,j .

Consider the matrix P(r) defined in Equation (4.28) and we denote its dimension by
pr×pr.Also consider the matrix M defined in Equation (4.33) of dimensionm1×m2.
We define the matrix M(r) as the sub-matrix of M which is located in the upper left
corner of dimension pr ×m2.
Corollary 4.6 Let
(
(pin,0) ,P(r)
)
be the representation for r-th order statistics de-
fined in Equation (4.28). Let Q(r) be such that it satisfies P(r)M(r) = M(r)Q(r) and
q(r) = (pin,0) M(r). Then,
(
q(r),Q(r)
)
is another representation for the r-th order
statistics.
Proof. Let m ∈ N. By using that M(r)Q(r) = P(r)M(r), then inductively we obtain
q(r)Q
m
(r)e = (pin,0) M(r)Q
m
(r)e = (pin,0) M(r)Q(r)Q
m−1
(r) e
= (pin,0) P(r)M(r)Q
m−1
(r) e
= (pin,0) P
m
(r)M(r)e
= (pin,0) P
m
(r)e
where the last equality is due to M(r)e = e. 
4.5 Order statistics from Matrix-geometric distributions
In this section we present two types of representations for order statistics from matrix-
geometric distributions and another one derived by considering an order reduction as
in the case of DPH-distributions.
4.5.1 First type of MG-representations
The proof of the representations for order statistics from discrete phase-type distribu-
tion given in Section 4.4 helps us to explain that the same form of the representations
can be applied to order statistics from matrix-geometric distributions.
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Let Y1, Y2, . . . , Yn be independent and MG-distributed random variables where Yj ∼
MG (αj ,Sj , sj) and sj = e − Se for all j = 1, . . . , n. Let fj(m) and Fj(m) denote
the probability function and the distribution function, respectively, of Yj , for all j =
1, . . . , n.
Recall Equation (4.2) and consider one term of its sum, let say
1
i!(n− i)!per
[
F(m)︸ ︷︷ ︸
i
columns
e− F(m)︸ ︷︷ ︸
n−i
columns
]
. (4.36)
Then, notice that one resulting product from the expression (4.36) is given by
F1(m)F2(m) · · ·Fi(m)
(
1− Fi+1(m)
) · · · (1− Fn(m)),
which is identified by the i-combination (1, 2, . . . , i) and it is equivalent to∑
(cl1,c
l
2,...,c
l
i)∈Prepi,(1,m)
f1(c
l
1)f2(c
l
2) · · · fi(cli)
(
1− Fi+1(m)
) · · · (1− Fn(m)) (4.37)
where Prepi,(1,m) is the set of all permutations (with repetitions) of size i of the set{
1, 2, . . . , n
}
. Now, Equation (4.37) can also be written as∑
(cl1,c
l
2,...,c
l
i)∈P
rep
i,(0,m−1)
(α1S
cl1
1 s1)(α2S
cl2
2 s2) · · · (αiSc
l
i
i si)(αi+1S
m
i+1e) · · · (αnSmn e),
(4.38)
and finally we can write Equation (4.38) as∑
(cl1,c
l
2,...,c
l
i)∈Prepi,(0,m−1)
αn
(
S
cl1
1 s1 ⊗ Sc
l
2
2 s2 ⊗ · · · ⊗ Sc
l
i
i si ⊗ Smi+1 ⊗ · · · ⊗ Smn
)
e, (4.39)
where αn = α1 ⊗ · · · ⊗αn.
In the following, we define a row-block matrix B(0,i,m) for every i = 1, 2, . . . , n− 1.
Observe that for every ` ∈ Ci,n we get a set of vectors c` =
(
c`1, c
`
2, . . . , c
`
i
)
which
refer to set of permutations (with repetitions) of size i from the set
{
0, 1, . . . ,m− 1}.
Thus, we construct the row-block matrix
B(0,i,m) =
 ∑
c1∈Prepi,(0,m−1)
n⊗
=1
g1
∑
c2∈Prepi,(0,m−1)
n⊗
=1
g2 · · ·
∑
cCni ∈P
rep
i,(0,m−1)
n⊗
=1
g
Cni

 ,
(4.40)
where for every ` ∈ Ci,n we define
g` =
{
S
c`
 s if  ∈ `
Sm if  /∈ `
,
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and where
∑
c`∈Prepi,(0,m−1)
is a sum over all the values of the powers c` of the matrices
S,  ∈ `, (this is mi Kronecker products in the sum).
In this way, by multiplying the row-block matrix in Equation (4.40) with αn = α1 ⊗
· · · ⊗αn and then with e, we obtain
αnB(0,i,m)e =
1
i!(n− i)!per
[
F(m)︸ ︷︷ ︸
i
columns
e− F(m)︸ ︷︷ ︸
n−i
columns
]
.
Consequently
P
(
Y(r:n) > m
)
=
r−1∑
i=0
αnB(0,i,m)e = αn
(
B(0,0,m),B(0,1,m), . . . ,B(0,r−1,m)
)
e,
see Equation (4.2).
Now, in order to get a representation for the r-th order statistic Y(r:n), we look for one
matrix A and one vector v such that
vAme =
r−1∑
i=0
αnB(0,i,m)e.
Naturally the first suggestion is the matrix P(r) and vector (αn,0) given in Equation
(4.29). The proof of it is made by induction, so in the next lemma is shown the first
step of induction.
Lemma 4.7 The following properties hold using the MG-representations (αj ,Sj , sj) ,
where sj = e− Sje, j = 1, . . . , n, in Equations (4.20) and (4.25).
(a) Y(1:n) ∼ MG
(
αn,C(0,0), c(0)
)
, where αn = α1 ⊗ · · · ⊗ αn and c(0) = e −
C(0,0)e.
(b) C(0,1,m) = B(0,1,m).
(c) C(0,2,m) = B(0,2,m).
Proof. For (a) consider Equation (4.24).
αnC(0,0,m)e = (α1 ⊗ · · · ⊗αn) (Sm1 ⊗ · · · ⊗ Smn ) (e⊗ · · · ⊗ e)
= (α1S
m
1 e) · · · (αnSmn e) ( by the Kronecker product property (A.6))
= P (Y1 > m, . . . , Yn > m) ( by independence )
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= P
(
Y(1:n) > m
)
.
For (b) we can calculate the block matrix C(0,1,m) as follows
C(0,1,m) =
m−1∑
k=0
C(0,0,k)C(0,1)C(1,1,m−1−k), (4.41)
(see Equation (4.25)). One entry of C(0,1,m) is obtained by taking one specific 1-
combination (this is one combination of one element of the set
{
1, 2, . . . , n
}
). Let us
take
(
1
)
. Then, the entry in C(0,1) formed by the chosen 1-combination is
s1 ⊗ S2 ⊗ · · · ⊗ Sn
(see Equation (4.21), and the entry in C(1,1,m−1−k) is
Sm−1−k2 ⊗ · · · ⊗ Sm−1−kn .
Notice that (independently of the chosen 1-combination) we have
C(0,0,k) = S
k
1 ⊗ Sk2 ⊗ · · · ⊗ Skn, (4.42)
(see Equation (4.24)).
Then by making product C(0,0,k)C(0,1) we get
Sk1s1 ⊗ Sk+12 ⊗ · · · ⊗ Sk+1n ,
and now by multiplying with C(1,1,m−1−k) we have
Sk1s1 ⊗ Sm2 ⊗ · · · ⊗ Smn .
The last operation is to take the sum in Equation (4.41), so we obtain
m−1∑
k=0
Sk1s1 ⊗ Sm2 ⊗ · · · ⊗ Smn =
∑
(k)∈Prep
1,(0,m−1)
Sk1s1 ⊗ Sm2 ⊗ · · · ⊗ Smn . (4.43)
Observe that the term in (4.43) is exactly the first entry in B(0,1,m) (see Equation(4.40)),
also, we get the same calculations for every 1-combination
(
i
)
, i = 1, 2, . . . , n, and by
using the lexicographical ordering we conclude that C(0,1,m) = B(0,1,m).
For (c) we recall that C(0,2,m) can be calculated as
m−1∑
k=0
{
C(0,0,k)C(0,2)C(2,2,m−1−k) +
k−1∑
j=0
C(0,0,j)C(0,1)C(1,1,k−1−j)C(1,2)C(2,2,m−1−k)
}
,
(4.44)
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(see Equation (4.25)).
We are going to obtain the first entry of C(0,2,m), and for that we choose to take the
2-combination given by {1, 2} (due to the lexicographical ordering).
In Equation (4.44) we can see two products:
C(0,0,k)C(0,2)C(2,2,m−1−k) (4.45)
and
C(0,0,j)C(0,1)C(1,1,k−1−j)C(1,2)C(2,2m−1−k). (4.46)
In order to calculate the expression in Equation (4.45) we use the 2-combination given
by {1, 2}. The block C(0,0,k) is given in Equation (4.42) (and it is independent of the
chosen 2-combination). The corresponding block entry in C(0,2) is
s1 ⊗ s2 ⊗ S3 ⊗ · · · ⊗ Sn
(see Equation (4.21)), and the corresponding block entry in C(2,2,m−1−k) is
Sm−1−k3 ⊗ · · · ⊗ Sm−1−kn
(see Equation (4.24)).
For the product C(0,0,k)C(0,2) we multiply the entries Sk1⊗Sk2⊗· · ·⊗Skn from C(0,0,k)
and s1 ⊗ s2 ⊗ S3 ⊗ · · · ⊗ Sn from C(0,2), and it gives the term
Sk1s1 ⊗ Sk2s2 ⊗ Sk+13 ⊗ · · · ⊗ Sk+1n . (4.47)
Then, by multiplying the term Sm−1−k3 ⊗ · · · ⊗ Sm−1−kn from C(2,2,m−1−k) with the
term in (4.47), we get
Sk1s1 ⊗ Sk2s2 ⊗ Sm3 ⊗ · · · ⊗ Smn . (4.48)
Thus, the term (4.48) is given by choosing the 2-combination {1, 2} and making the
product C(0,0,k)C(0,2)C(2,2,m−1−k).
Now, to calculate the expression in (4.46) we are going to use the chosen 2-combination
{1, 2} again. First, we have
C(0,0,j) = S
j
1 ⊗ Sj2 ⊗ Sj3 ⊗ · · · ⊗ Sjn, (4.49)
(see Equation (4.42)).
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For the block matrix C(0,1), we split the chosen combination so that we obtain 1-
combinations. In this case we have two 1-combinations: {1} and {2} . The corre-
sponding entries in C(0,1) for the 1-combinations are given next.
s1 ⊗ S2 ⊗ S3 ⊗ · · · ⊗ Sn for the 1-combination {1}, (4.50)
S1 ⊗ s2 ⊗ S3 ⊗ · · · ⊗ Sn for the 1-combination {2}, (4.51)
(see Equation (4.21)).
We also take the split of the chosen combination to obtain the entries in the block matrix
C(1,1,k−1−j), so we get
Sk−1−j2 ⊗ Sk−1−j3 ⊗ · · · ⊗ Sk−1−jn for the 1-combination {1}, (4.52)
Sk−1−j1 ⊗ Sk−1−j3 ⊗ · · · ⊗ Sk−1−jn for the 1-combination {2}, (4.53)
(see Equation (4.24)).
Now we have two cases to calculate the corresponding block entries in C(1,2).
Case 1 : The 1-combination {1} and the 2-combination {1, 2} form the Kronecker pro-
duct:
s2 ⊗ S3 ⊗ · · · ⊗ Sn, (4.54)
see Equation (4.23).
Case 2 : The 1-combination {2} and the 2-combination {1, 2} form the Kronecker prod-
uct:
s1 ⊗ S3 ⊗ · · · ⊗ Sn, (4.55)
see Equation (4.23).
Finally, the corresponding block entry in C(2,2,m−1−k) that comes from the 2-combi-
nation {1, 2} is
Sm−1−k3 ⊗ · · · ⊗ Sm−1−kn , (4.56)
see Equation (4.24).
Until here we have recognized the corresponding entries and we have observed that
there are two cases, so the expression in (4.46) is going to be calculated in the two
cases.
For case 1: The product of (4.49) and (4.50) is
Sj1s1 ⊗ Sj+12 ⊗ Sj+13 ⊗ · · · ⊗ Sj+1n . (4.57)
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Then, the product of (4.57) with (4.52) is
Sj1s1 ⊗ Sk2 ⊗ Sk3 ⊗ · · · ⊗ Skn. (4.58)
The product of (4.58) with (4.54) is
Sj1s1 ⊗ Sk2s2 ⊗ Sk+13 ⊗ · · · ⊗ Sk+1n . (4.59)
By calculating the product of (4.59) with (4.56), we obtain
Sj1s1 ⊗ Sk2s2 ⊗ Sm3 ⊗ · · · ⊗ Smn . (4.60)
For case 2: We basically redo the steps made for case 1 but now by using the entries
for case 2.
The product of (4.49) and (4.51) is
Sj+11 ⊗ Sj2s2 ⊗ Sj+13 ⊗ · · · ⊗ Sj+1n . (4.61)
The product of expression (4.61) with (4.53) is
Sk1 ⊗ Sj2s2 ⊗ Sk3 ⊗ · · · ⊗ Skn. (4.62)
The product of expression (4.62) with (4.55) is
Sk1s1 ⊗ Sj2s2 ⊗ Sk+13 ⊗ · · · ⊗ Sk+1n . (4.63)
By calculating the product of expression (4.63) with (4.56), we obtain
Sk1s1 ⊗ Sj2s2 ⊗ Sm3 ⊗ · · · ⊗ Smn . (4.64)
By collecting the resulting terms in (4.48), (4.60) and (4.64) and taking the sum in
(4.44), we finally obtain the first block entry of C(0,2,m). This is given by
m−1∑
k=0
{
Sk1s1 ⊗ Sk2s2 ⊗ Sm3 ⊗ · · · ⊗ Smn + (4.65)
k−1∑
j=0
{
Sj1s1 ⊗ Sk2s2 ⊗ Sm3 ⊗ · · · ⊗ Smn + Sk1s1 ⊗ Sj2s2 ⊗ Sm3 ⊗ · · · ⊗ Smn
} .
The number of the resulting couple of powers (k1, k2) from the last sum corresponds to
the number of permutations (with repetitions) of size two from the set {0, 1, . . . ,m− 1}
and it coincides with the number of terms of the type
Sk11 s1 ⊗ Sk22 s2 ⊗ Sm3 ⊗ · · · ⊗ Smn .
Thus, we conclude that C(0,2,m) = B(0,2,m) (see Equation (4.40)). 
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Lemma 4.8 For every i = 1, . . . , n − 1, and m ∈ N, we have C(0,i,m) = B(0,i,m),
where C(0,i,m) is the block matrix defined as in Equation (4.25) formed by the MG-
representations (αj ,Sj , sj) , where sj = e− Sje, for all j = 1, . . . , n.
Proof. We are going to prove this lemma by making induction only over the first block
entry of C(0,i,m), since for any other block entry we have the same calculations.
For i = 1, 2, we already calculate the first block entry in C(0,i,m), this is given in
expression (4.43) (see Lemma (4.7)).
The induction hypothesis is going to be applied for a fixed i, where i = 1, . . . , n − 1,
and it is also valid for all j < i. We choose the i-combination given by
(
1, 2, . . . , i
)
,
which corresponds to the first block entry of C(0,i,m) due to the lexicographical order-
ing. Then, we assume that the first block entry of C(0,i,m) is given by∑
(k1,k2,...,ki)∈Prepi,(0,m−1)
Sk11 s1 ⊗ Sk22 s2 ⊗ · · · ⊗ Skii si ⊗ Smi+1 ⊗ · · · ⊗ Smn , (4.66)
this is the induction hypothesis.
We recall Equation (4.25), this is given by
C(0,i+1,m) =
m−1∑
k=0
{
C(0,0,k)C(0,i+1) +
i∑
l=1
C(0,l,k)C(l,i+1)
}
C(i+1,i+1,m−1−k), (4.67)
and consider the i+ 1-combination
(
1, 2, . . . , i, i+ 1
)
.
Now, observe that from the next expression
C(0,l,k)C(l,i+1)C(i+1,i+1,m−1−k),
where k ∈ {0, 1, . . . ,m− 1} is fixed, we get terms of the type
Sk11 s1 ⊗ Sk22 s2 ⊗ · · ·Skll sl ⊗ Skl+1sl+1 ⊗ · · ·Ski+1si+1 ⊗ Smi+2 ⊗ · · · ⊗ Smn . (4.68)
Here, the powers (k1, k2, . . . , kl) form a set of permutations (with repetitions) of the
size l from the set {0, 1, . . . , k − 1} (this is by the induction hypothesis in Equation
(4.66). Now, by adding the powers (k, k, . . . , k) of size i+ 1− l to every permutation
of powers of size l in the following way
(k1, k2, . . . , kl, k, k . . . , k),
we then get values of powers of size i+ 1 that correspond to values of powers obtained
from the expression in (4.68).
Now, notice that in the expression C(0,0,k)C(0,i+1)C(i+1,i+1,m−1−k) we have terms
of the type
Sk1s1 ⊗ Sk2s2 ⊗ · · · ⊗ Ski+1si+1 ⊗ Smi+2 ⊗ · · · ⊗ Smn ,
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and the powers (k, k, . . . , k) form a set of repetitions of {k} of size i+ 1.
For a fixed k ∈ {0, 1, . . . ,m− 1} we can count all the Kronecker products obtained
from every product of block matrices in Equation (4.67). The number of all Kronecker
products is given by
i∑
l=0
(
i+ 1
l
)
· kl.
Finally, since the value of k is taken from 0 to m− 1, then
m−1∑
k=0
i∑
l=0
(
i+ 1
l
)
· kl = 1 +
i∑
l=0
(
i+ 1
l
)(m−1∑
k=1
kl
)
= 1 + (mi+1 − 1) (by Pascal’s identity)
= mi+1,
which means that in Equation (4.67) are in total mi+1 Kronecker products of the type
Sk11 s1 ⊗ Sk22 s2 ⊗ · · · ⊗ Ski+1i+1 si+1 ⊗ Smi+2 ⊗ · · · ⊗ Smn .
Now we conclude that the first block entry of C(0,i+1,m) is given by∑
(k1,k2,...,ki+1)∈Prepi+1,(0,m−1)
Sk11 s1 ⊗ Sk22 s2 ⊗ · · · ⊗ Ski+1i+1 si+1 ⊗ Smi+2 ⊗ · · · ⊗ Smn ,
which is exactly the first block entry of B(0,i+1,m). 
Theorem 4.9 The distribution of Y(r:n) has a MG-representation given by(
(αn,0) ,P(r),p(r)
)
,
where αn = α1 ⊗ · · · ⊗ αn, P(r) is defined as in the Equation (4.28) and p(r) =
e−P(r)e.
Proof. It follows directly from Lemma 4.8. 
4.5.2 Second type of MG-representations
Here, we present other type of representation for the order statistics which are derived
directly from the formula of the survival function of order statistics given in Equation
(4.2).
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Let Y1, Y2, . . . , Yn be a set of independent with distribution given by Yj ∼ MG(αj ,Sj , sj),
j = 1, . . . , n, where sj = e− Sje, for all j = 1, . . . , n. Let Fj(m) denote the cumu-
lative distribution function of Yj , j = 1, . . . , n, respectively.
Let F i(m) = 1 − Fi(m) for all i = 1, . . . , n. Thus, Equation (4.2) can be written in
terms of F i(m) as follows
P
(
Y(r:n) > m
)
=
r−1∑
i=0
1
i!(n− i)!per
[
e− F︸ ︷︷ ︸
i
columns
F︸︷︷︸
n−i
columns
]
, (4.69)
where F =
(
F 1(m), . . . , Fn(m)
)>
.
Observe that one product from the i columns of e− F is
(
1− F 1(m)
) (
1− F 2(m)
) · · · (1− F i(m)) = i∑
k=0
(−1)k
( ∑
γ∈Ck,i
∏
`∈γ
F `(m)
)
,
where
∑
γ∈C0,i
∏
`∈γ
F `(m) = 1.
Now let us introduce the next matrices
An−i =
[
e︸︷︷︸
i
columns
F︸︷︷︸
n−i
columns
]
, i = 0, 1 . . . , n.
Since the permanent based formula is invariant under arbitrary permutations of columns,
then we have the following relation
per
 e− F︸ ︷︷ ︸
i
columns
F︸︷︷︸
n−i
columns
 = i∑
k=0
(−1)k
(
i
k
)
per [An−i+k] . (4.70)
By combining Equations (4.69) and (4.70), we get the following calculations
P
(
Y(r:n) > m
)
=
r−1∑
i=0
i∑
k=0
(−1)k (ik)
i!(n− i)! per [An−i+k]
=
r−1∑
i=0
i∑
l=0
(−1)i−l
l!(i− l)!(n− i)! per [An−l] , l = i− k,
=
r−1∑
`=0
(
r−1∑
i=`
(−1)i−`
`!(i− `)!(n− i)!
)
per [An−`] . (4.71)
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For every matrix C(i,i), i = 0, . . . , n − 1, (see Equation (4.22)), we define the vector
βi as follows
βi =
{
n⊗
=1
gγ : γ ∈ Ci,n
}
, gγ =
{
1 if  ∈ γ
α if  /∈ γ ,
where the entries are placed consecutively and following the lexicographical ordering.
Hence we have
βiC
m
(i,i)e =
∑
γ∈Ci,n
(
⊗
ı/∈γ
αı
)(
⊗
ı/∈γ
Smı
)(
⊗
ı/∈γ
eı
)
,
and consequently
per [An−i] = i!(n− i)!βiCm(i,i)e, (4.72)
for every i = 0, 1, . . . , n− 1.
By replacing Equation (4.72) into Equation (4.71) we get
P
(
Y(r:n) > m
)
=
r−1∑
`=0
(
r−1∑
i=`
(−1)i−`
(i− `)!(n− i)!
)
(n− `)!β`Cm(`,`)e. (4.73)
Denote
pi` =
(
r−1∑
i=`
(−1)i−`(n− `)!
(i− `)!(n− i)!
)
β`, ` = 0, . . . , r − 1. (4.74)
Thus we can write Equation (4.73) as follows
P
(
Y(r:n) > m
)
=
r−1∑
`=0
pi`C
m
(`,`)e
= (pi0,pi1, . . . ,pir−1)

C(0,0) 0 · · · 0
0 C(1,1) · · · 0
...
...
...
...
... 0
0 0 · · · C(r−1,r−1)

m
e.
Finally we are able to conclude with the following Theorem.
Theorem 4.10 Let Y1, Y2, . . . , Yn be independent and MG-distributed random vari-
ables (ME-distributed) with representations given by (αj ,Sj , sj) ,where sj = e−Sje,
(or sj = −Sje), j = 1, . . . , n, respectively. Then, Y(r:n) has a MG-representation (or
ME-representation) given by
(
pi(r),C(r), c(r)
)
, where
pi(r) = (pi0,pi1, . . . ,pir−1) ,
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pi` is defined in Equation (4.74),
C(r) = diag
{
C(`,`) : ` = 0, . . . , r − 1.
}
,
C(`,`) is defined as in Equation (4.22), and
c(r) = e−C(r)e,(
or c(r) = −C(r)e in the case of ME-distributions
)
.
Corollary 4.11 Let Y1, Y2, . . . , Yn be independent and identically MG-distributed ran-
dom variables with representation MG(α,S, s),where s = e−Se. Let ((αn,0) ,P(r))
be the same representation considered in Section 4.4. Then, the couple
(
q(r),Q(r)
)
,
(defined in the Section 4.4.1) is another representation for the r-th order statistic Y(r:n).
The proof is exactly the same than the proof presented in Corollary 4.6.
4.6 Concluding remarks
We have seen that we can apply the same representations for order statistics and which
come from a probabilistic interpretation to the case of matrix-geometric or matrix-
exponential distributions and also that we have considered an order reduction for those
representations. Furthermore, we have shown another type of representation for order
statistics without a probabilistic interpretation and which can be applied to the represen-
tations for either order statistics from matrix-geometric distributions or order statistics
from matrix-exponential distributions.
The proof for every type of representation is given by making direct calculations with
an exhaustive use of the Kronecker products. Therefore, we are open to explore other
ways to provide a more practical and elegant proof for the given representations.
Other aspects of the given representations that may be convenient to analyse are for
example: the non-singularity of representations, other methods or techniques for or-
der reduction of the representations and the problem of the minimal order of these
representations. For instance, we have that the second type of representations given
in Theorem 4.10 consists on a diagonal block matrix of Kronecker products and due
to the Kronecker product is nonsingular if and only if the matrices are nonsingular,
then we conclude that the representation is nonsingular under the assumption of all the
representations of the random variables are nonsingular.
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In [Abd11] is given a method which is based on Laplace transforms to provide the mo-
ments of order statistics from phase-type distributions. This method does not have any
restriction to be applied for the moments of order statistics from Matrix-Exponential
distributions.
For the order reduction of representations, in [HA17] is shown an algorithm for con-
structing representations for order statistics of independent and identically distributed
discrete phase-type and phase-type distributions, where the new dimension of the rep-
resentations can be reduced considerably.
CHAPTER 5
Multivariate Discrete
Phase-type distributions
(MDPH*)
In this chapter we present our study of the discrete version of the class of multivari-
ate distributions of phase-type provided by V. G. Kulkarni in [Kul89]. The class of
multivariate discrete distributions that we consider here is denoted by MDPH*.
Our aim is to create an unified approach (parallel to the analysis of the class of dis-
tributions in continuous time) to develop theoretical results in the discrete case such
as the joint probability-generating function, joint moment-generating function, closure
properties and several examples of representations of this distribution.
The chapter starts with a section that explains the construction of the multivariate dis-
crete phase-type which is an equivalent to the construction of the continuous case.
Then, we present the section of the class of MDPH*-distributions where we introduce
the formal definition and many properties of the distribution such as the distribution of
the marginals, a closed form formula for the joint probability-generating function and
moments, as well as some closure properties of the class. In the section of Examples,
we try to cover many examples which are found in the literature and we show their cor-
responding MDPH*-representation. Some examples are well-known since long ago,
such as the Bivariate geometric distribution and Bivariate Negative Binomial distribu-
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tion, and we also present some more recent multivariate discrete phase-type distribu-
tions such as the compound multivariate phase-type distributions.
5.1 Construction of the MDPH* class
5.1.1 The univariate case.
Let us consider τ ∼ DPHp(pi,T) and let {Xm}m∈N be its underlying Markov chain
with state space
E = {1, 2, . . . , p, p+ 1} ,
where p+ 1 is the absorbing state and the rest of the states are transient.
Let
Y =
τ−1∑
m=0
r(Xm)
where r(·) is a function from the state-space E − {p+ 1} to Np0. The values of the
function r(·) are called “rewards”.
For the construction of the MDPH* class, first we prove that Y is DPH-distributed and
then we proceed with the multivariate case.
In the next section, we work with the case where the rewards are 0 or 1.
5.1.1.1 0-1 valued rewards
Let r(·) be a function from E − {p+ 1} to {0, 1} and consider the vector
r = (r(1), ..., r(p)),
which is going to be referred as the “vector of rewards”.
Since r(i) is either zero or one (for every i = 1, . . . , p), then the subset E − {p+ 1}
can be partitioned into the subsets E+ and E0, where
E+ =
{
i ∈ E : r(i) = 1
}
and E0 =
{
i ∈ E : r(i) = 0
}
.
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The initial distribution pi and the sub-transition probability matrix T can be partitioned
according to the subsets E+ and E0 as follows
pi = (pi+,pi0) and T =
(
T++ T+0
T0+ T00
)
.
Recall the random variable
Y =
τ−1∑
m=0
r(Xm)
and notice that Y represents the total time the Markov chain {Xm}m∈N spends in
the set E+ prior to absorption. According to this interpretation we state the following
Lemma.
Lemma 5.1 The distribution of
Y =
τ−1∑
m=0
r(Xm)
is a mixture of a zero point and a discrete phase–type distribution with representation
(pi∗,T∗), where
pi∗ = pi+ + pi0(I−T00)−1T0+,
T∗ = T++ + T+0(I−T00)−1T0+.
The zero point is of size 1− pi∗e.
Proof.
The idea of the proof is to construct an absorbing Markov chain from the original one
such that the distribution of its time to absorption coincides with the distribution of Y.
Let {X∗m}m∈N denote the new Markov chain with state space given by E+ ∪ {p+ 1} .
This new Markov chain will only consider the transitions of {Xm}m∈N in the subset
of states E+ before it gets absorbed.
First we are going to derive the initial distribution of {X∗m}m∈N . For that purpose we
consider two possibilities:
(1) {Xm}m∈N starts in a state in E+.
(2) {Xm}m∈N starts in a state in E0 and in a some finite time it jumps to E+.
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In the case (1), the probability of {Xm}m∈N starting in state i ∈ E+ is denoted by pi+,i.
In the case (2), the probability of {Xm}m∈N initiating in state j ∈ E0 and then it jumps
to i ∈ E+ at some (finite) time is given by
e>j
∞∑
n=0
(T00)
n
T0+ei = e
>
j (I−T00)−1 T0+ei,
where the vector e>j denotes a row vector which its j-th entry is equal to 1 and the rest
of the entries are zero, while ei denotes a column vector which its i-th entry is equal to
1 and the rest of its entries are equal to zero.
Then, for every i ∈ E+ we obtain
P (X∗0 = i) = pi+,i + pi0 (I−T00)−1 T0+ei.
Let us denote pi∗i = P (X∗0 = i) and let pi∗ denotes the row vector with entries given
by pi∗i , i ∈ E+. Then, the initial probability of {X∗m}m∈N is given by the vector
(pi∗, 1− pi∗e) .
Now, in order to calculate the sub-transition probability matrix of {X∗m}m∈N , based on
the new initial probability pi∗, we have the next two possibilities of transitions between
states in E − {p+ 1} for {Xm}m∈N:
(1) {Xm}m∈N goes from one state in E+ to another state in E+.
(2) {Xm}m∈N goes from one state in E+ to another state in E0.
Therefore, the sub-transition probability matrix of {X∗m}m∈N is given by
T∗ = T++ + T+0(I−T00)−1T0+.

5.1.1.2 Non-negative integer valued rewards
In this section, we allow the vector of rewards r to take values in N0 and we determine
a DPH-representation for
Y =
τ−1∑
m=0
r(Xm).
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As in the case of 0-1-valued rewards, we are going to get a DPH-representation for Y
by constructing an appropriate absorbing Markov chain from the original one.
Let {X?m}m∈N denote the new Markov chain which is going to be constructed. Assume
that at time n ∈ N the Markov chain {Xm}m∈N is in the state i ∈ E+. Thus, r(Xn) =
r(i). Now, in order to get the value r(i) from {Xm}m∈N , we add r(i) − 1 transient
states more in the original state space E in the way that {Xm}m∈N is forced to pass
through all of them after it visits the state i. Thus, it takes r(i) − 1 more steps before
{Xm}m∈N gets absorbed. This idea is formulated next.
For every i ∈ E+, consider a new set of states given by
hi =
{
i1, i2, . . . , ir(i)
}
,
where i1 = i and the rest of the states are the new transient states.
The state space for the new Markov chain {X?m}m∈N is given by
E? = E0 ∪
{
p+ 1
} ∪
 ⋃
i∈E+
hi
 .
The initial distribution of {X?m}m∈N is denoted as
p˜i = (pi1, ...,pip),
where for every i ∈ E+
pii =
(
pii1 , pii2 , . . . , piir(i)
)
,
and pii1 = P (X0 = i) and piil = 0 for all l = 2, . . . , r(i), while for every i ∈ E0,
pii = P (X0 = i) .
The sub-transition probability matrix of {X?m}m∈N is going to be constructed by in-
corporating new blocks of matrices to the original sub-transition probability matrix.
Let i, j ∈ E+ and consider the sets of new states
hi =
{
i1, i2, . . . , ir(i)
}
and hj =
{
j1, j2, . . . , jr(j)
}
.
In the case where i = j, let T˜ij denote an r(i)-square matrix where every entry is
defined as follows
t˜`,k =
 1 if k = `+ 1,tii if ` = ir(i) and k = i,
0 other case,
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where tii is the entry of the matrix T. Thus, in this case the matrix T˜ij looks like
T˜ii =

0 1 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 1
tii 0 . . . 0
 .
When i 6= j, let T˜ij denote an r(i) × r(j)-dimensional matrix where its entries are
defined as
t˜`,k =
{
tij if ` = ir(i) and k = j1,
0 other case,
where tij is the entry of T.
Then the matrix T˜ij looks like
T˜ij =

0 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
tij 0 . . . 0
 .
For i ∈ E+ and k ∈ E0, let T˜ik denote a column vector of size r(i) and let T˜ki denote
a row vector of size r(i), which are defined next. In the case of the column vector, the
entries are defined by
t˜`l =
{
tik if ` = ir(i) and l = 1,
0 other case,
where tik is the entry of the matrix T. Then,
T˜ik =

0
0
...
0
tik
 .
Now, in the case of the row vector, its entries are defined by
t˜`l =
{
tki if ` = 1 and l = i1,
0 other case,
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where tkj is the entry of the matrix T. This is
T˜ki = (tki, 0, . . . , 0) .
For the case where k, l ∈ E0, let T˜kl = tkl. This is, T˜kl denotes the value tkl, which is
the entry of the matrix T.
Finally, the constructed block–partitioned matrix looks like
T˜ =

T˜11 T˜12 . . . T˜1p
T˜21 T˜22 . . . T˜2p
...
...
. . .
...
T˜p1 T˜p2 . . . T˜pp
 ,
and it corresponds to the sub-transition probability matrix of {X?m}m∈N .
Now, let us denote by r˜ a vector of rewards of size
∑p
i=1 r(i) + |E0| where every entry
is the reward of one of the states in E0 ∪
( ⋃
i∈E+
hi
)
.
States in
⋃
i∈E+
hi have reward equal to 1 and states in E0 have reward equal to 0.
Consider τ˜ = min {m ≥ 0 : X?m = p+ 1} . Then we can write
Y =
τ˜−1∑
m=0
r˜ (X?m) . (5.1)
By Theorem 5.1, a DPH-representation for Y is given by (α?,T?) , where
pi? = p˜i+ + p˜i0
(
I− T˜00
)−1
T˜0+, (5.2)
T? = T˜++ + T˜+0
(
I− T˜00
)−1
T˜0+, (5.3)
and where p˜i+ and p˜i0 are the row vectors obtained by a partition of the vector p˜i
according to the states with 1 or 0 rewards, so that
p˜i = (p˜i+, p˜i0)
and T˜++, T˜+0, T˜0+ and T˜00 are also obtained from a partition based on the 0 − 1
rewards but on the matrix T˜ (see Theorem 5.1).
T˜ =
(
T˜++ T˜+0
T˜0+ T˜00
)
. (5.4)
We are now ready to introduce the next theorem.
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Theorem 5.2 Let τ ∼ DPHp(pi,T) and let r = (r(1), ..., r(p)) ∈ Np0 be the vector of
rewards. Then, the distribution of
Y =
τ−1∑
m=0
r(Xm)
is a mixture of a zero point and a discrete phase-type distribution with representation
given by DPHq(pi?,T?), where q =
p∑
i=1
r(i), and pi? and T? are given in Equations
(5.2) and (5.3), respectively. The zero point is of size 1− pi?e.
5.2 The class of MDPH*
5.2.1 Definition
For every j = 1, 2, . . . , n, let us consider rj = (rj (1) , rj (2) , . . . , rj (p))
>
, a column
vector of rewards taking values in Np0, and the random variable
Yj =
τ−1∑
m=0
rj(Xm), (5.5)
where τ ∼ DPHp (pi,T) .
The random vector given by
Y = (Y1, Y2, . . . , Yn)
is said to have a Multivariate discrete phase-type distribution with representation (pi,T; R) ,
where
R =
(
r1 r2 · · · rn
)
and is called the “matrix of rewards”. This is denoted by Y ∼ MDPH∗p (pi,T; R) .
5.2.2 Marginal distributions
Corollary 5.3 Let Y = (Y1, Y2, . . . , Yn) ∼ MDPH∗p (pi,T; R) and let w be a vector
taking values in Nn0 . Then, a discrete phase-type representation for 〈Y,w〉 is obtained
from Theorem 5.2.
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Proof. Let w = (w1, w2, . . . , wn) ∈ Nn0 . Note that
〈Y,w〉 =
n∑
j=1
Yjwj =
τ−1∑
t=0
n∑
j=1
rj (Xt)wj ,
where τ ∼ DPHp (pi,T) .
Consider the matrix given by
Rw =
(
r1w1 r2w2 · · · rnwn
)
and from there let us obtain the column vector
Rwe = (Rw(1), Rw(2), . . . , Rw(p))
>
,
where e is the column vector of ones of appropriate dimension andRw(i) =
n∑
j=1
rj(i)wj
for every i = 1, . . . , p.
Therefore, we can write
〈Y,w〉 =
τ−1∑
t=0
Rw (Xt)
and consequently, by Theorem 5.2, we can get a discrete phase-type representation for
〈Y,w〉. 
5.2.3 Joint probability-generating function
Theorem 5.4 Consider τ ∼ DPHp (pi,T) with P (τ = 0) = pip+1. Let Y = (Y1, Y2, . . . , Yn) ∼
MDPH∗p (pi,T; R) . Then, the joint probability-generating function
E
(
θY11 θ
Y2
2 · · · θYnn
)
exists for any θ = (θ1, θ2, . . . , θn) ∈ Rn with max {|θ1|, |θ2|, . . . , |θn|} ≤ 1, and it is
given by
E
(
θY11 θ
Y2
2 · · · θYnn
)
= pip+1 + pi∆ (θ
r)
(
I−T∆ (θr)
)−1
t, (5.6)
where t = e−Te and ∆ (θr) denotes the diagonal matrix formed with the entries of
the vector
θr =
(
θr(1), θr(2), . . . , θr(p)
)
,
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and
θr(i) =
n∏
j=1
θ
rj(i)
j
for every i = 1, . . . , p.
Proof. Assume that X0 = i. Then, by Equation (5.5), Yj can be written as
Yj = rj(i) + Yj,1,
where
Yj,1 =
τ−1∑
t=1
rj(Xt)
for every j = 1, 2, . . . , n, and τ ∼ DPHp (pi,T) .
Next, we are going to calculate the conditional joint probability-generating function.
E
(
θY11 θ
Y2
2 · · · θYnn
∣∣∣X0 = i) = (θr1(i)1 θr2(i)2 · · · θrn(i)n )E(θY1,11 θY2,12 · · · θYn,1n ∣∣∣X0 = i) . (5.7)
Now, we focus on the conditional joint expectation on the right side of Equation (5.7).
E
(
θ
Y1,1
1 θ
Y2,1
2 · · · θYn,1n
∣∣∣X0 = i)
= Ei
(
θ
Y1,1
1 θ
Y2,1
2 · · · θYn,1n
)
=
p+1∑
ξ=1
Ei
(
1{X1=ξ}θ
Y1,1
1 θ
Y2,1
2 · · · θYn,1n
)
= Ei
(
1{X1=p+1}θ
Y1,1
1 θ
Y2,1
2 · · · θYn,1n
∣∣∣X1 = p+ 1)Pi (X1 = p+ 1)
+
p∑
ξ=1
Ei
(
1{X1=ξ}θ
Y1,1
1 θ
Y2,1
2 · · · θYn,1n
∣∣∣X1 = ξ)Pi (X1 = ξ) (5.8)
= ti,p+1 +
p∑
ξ=1
E
(
θY11 θ
Y2
2 · · · θYnn
∣∣∣X0 = ξ) ti,ξ due to the homogeneity,
= ti,p+1 +
p∑
ξ=1
Eξ
(
θY11 θ
Y2
2 · · · θYnn
)
ti,ξ. (5.9)
Let
θY = θY11 θ
Y2
2 · · · θYnn ,
θr(ξ) = θ
r1(ξ)
1 θ
r2(ξ)
2 · · · θrn(ξ)n ,
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θ−r(ξ) = θ−r1(ξ)1 θ
−r2(ξ)
2 · · · θ−rn(ξ)n .
Then, by combining Equations (5.7) and (5.8), we obtain an expression for the next
expectation
Ei
(
θY
)
= θr(i)
ti,p+1 + p∑
ξ=1
Eξ
(
θY
)
ti,ξ
 ,
which is equivalent to
θ−r(i)Ei
(
θY
)
= ti,p+1 +
p∑
ξ=1
Eξ
(
θY
)
ti,ξ, (5.10)
where i ∈ {1, 2, . . . , p}.
The system of equations formed from Equation (5.10) can be expressed in the following
matrix form
∆
(
θ−r
)
E(θY) = t + TE(θY), (5.11)
where
θ−r =
(
θ−r(1), θ−r(2), . . . , θ−r(p)
)
,
and
E(θY) =
(
E1
(
θY
)
,E2
(
θY
)
, . . . ,Ep
(
θY
))>
.
Now, the system in Equation (5.11) can also be written as(
∆
(
θ−r
)−T)E(θY) = t. (5.12)
Since max {|θ1|, |θ2|, . . . , |θn|} ≤ 1, then the matrix
(
∆
(
θ−r
) − T) is nonsingular
and consequently the system in Equation (5.12) is equal to
E(θY) =
(
∆
(
θ−r
)−T)−1t,
or equivalently to
E(θY) = ∆ (θr)
(
I−T∆ (θr)
)−1
t.
Finally, the joint probability-generating function is given by
E
(
θY11 θ
Y2
2 · · · θYnn
)
= pip+1 + pi∆ (θ
r)
(
I−T∆ (θr)
)−1
t.

Note: In order to justify that the matrix (I−T∆ (θr)) is nonsingular, we are going to
use the following theorem which can be found in [Hog07].
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Theorem 5.5 The following statements are equivalent.
(1) ρ (T) < 1.
(2) I−T is nonsingular.
(3) There exists a positive vector u ∈ Rp such that Tu < u.
From point (3), there exists the vector u = (u1, u2, . . . , up)
> such that Tu < u. Then
T∆ (θr) u = T ·
(
u1θ
r(1), u2θ
r(2), . . . , upθ
r(p)
)>
≤ T · (u1, u2, . . . , up)> θ∗ where θ∗ = max
1≤i≤p
{
|θ|r(i)
}
≤ T · (u1, u2, . . . , up)> since θ∗ ≤ 1
= Tu
< u by assumption.
Therefore, by Theorem 5.5, the matrix (I−T∆ (θr)) is nonsingular.
5.2.4 Moments
Corollary 5.6 (Moment-generating function.) Let Y = (Y1, Y2, . . . , Yn) ∼
MDPH∗ (pi,T; R) . Then, the joint moment-generating function of Y is given by
E
(
exp
(
n∑
i=1
uiYi
))
= pi∆ (eu·r)
(
I−T∆ (eu·r)
)−1
t, (5.13)
where u = (u1, . . . , un) , ui ≤ 0, for all i = 1, . . . , n, and eu·r denotes the vector(
exp
(
n∑
i=1
uiri(1)
)
, exp
(
n∑
i=1
uiri(2)
)
, . . . , exp
(
n∑
i=1
uiri(p)
))
.
Proof. It follows directly from Equation (5.6) and from the change of variable θi = eui ,
where ui ≤ 0, for all i = 1, 2, . . . , n. 
In the next, we are going to derive a closed-form formula for general moments of a
marginal of a MDPH*-distributed random vector.
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First, let us write formula (5.13) as follows
E
(
exp
(
n∑
i=1
uiYi
))
= pi
(
∆
(
e−u·r
)−T)−1t. (5.14)
Consequently, for every fixed j = 1, . . . , n, the m-th derivative with respect to the
variable uj of the moment-generating function in Equation (5.14) is given by
dmE
(
exp
(
n∑
i=1
uiYi
))
dum
j
= pi
dm
(
∆
(
e−u·r
)−T)−1
dum
j
 t, (5.15)
see Equation (A.1).
From the formula of the m-th derivative of an inverse matrix (see Equation (A.2)), we
obtain
dm
(
∆
(
e−u·r
)−T)−1
dum
j
=
= m!
m∑
s=1
(−1)s
∑
1≤n1 ,n2 ,...,ns≤m
n
1
+···+ns=m
(
∆
(
e−u·r
)
−T
)−1 s∏
r=1
(
1
nr !
(
dnrL
du
nr
j
)(
∆
(
e−u·r
)
−T
)−1)
,
where
dnrL
du
nr
j
=
dnr
(
∆
(
e−u·r
)−T)
du
nr
j
= ∆nr (−rj) ∆
(
e−u·r
)
.
Then
dnrL
du
nr
j
∣∣∣∣
u
i
=0,∀i=1,...,n.
= ∆nr (−rj) ,
where r
j
= (rj(1), . . . , rj(p))
> and(
∆
(
e−u·r
)−T)−1∣∣∣
u
i
=0,∀i=1,...,n.
= (I−T)−1 .
Therefore,
dm
(
∆
(
e−u·r
)−T)−1
dum
j
∣∣∣∣∣
u
i
=0,∀i=1,...,n.
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= m!
m∑
s=1
(−1)s
∑
1≤n1 ,n2 ,...,ns≤m
n
1
+···+ns=m
(I−T)−1
s∏
r=1
( 1
n
r
!
∆nr (−rj) (I−T)−1
)
.
Let us denote
U = (I−T)−1 .
Consequently, we have
E
(
Y mj
)
= m!pi
m∑
s=1
(−1)s
∑
1≤n
1
,n
2
,...,ns≤m
n1+···+ns=m
s∏
r=1
(
1
nr !
U∆nr (−rj)
)
e
= m!pi
m∑
s=1
(−1)s
∑
1≤n
1
,n
2
,...,ns≤m
n1+···+ns=m
s∏
r=1
(
(−1)nr
nr !
U∆
(
r
nr
j
))
e
= (−1)mm!pi
m∑
s=1
(−1)s
∑
1≤n1 ,n2 ,...,ns≤m
n
1
+···+ns=m
s∏
r=1
(
U∆
(
r
nr
j
n
r
!
))
e,
where
r
nr
j
nr !
means that every entry of the vector rnrj is power nr and divided by nr !.
Now, let us introduce the set of permutations given by
Pm =
{
(σ(1), . . . , σ(m)) : 0 ≤ σ(s) ≤ m,
m∑
l=1
σ(l) = m
}
.
Let us take one permutation given by
σ
`
= (σ
`
(1), . . . , σ
`
(m)) ∈ Pm.
We define
(U∆ (rj))σ
`
(s) =

−U∆
(
r
σ
`
(s)
j
σ
`
(s)!
)
for σ
`
(s) 6= 0,
I for σ
`
(s) = 0,
(5.16)
where I denotes the identity matrix of appropriate dimension.
Thus, we can write
E
(
Y mj
)
= (−1)mm!pi
m!∑
`=1
(
m∏
s=1
(U∆ (rj))σ
`
(s)
)
e,
and finally, we conclude with the following proposition.
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Proposition 5.7 (The m-th moment.) Let Y = (Y1, Y2, . . . , Yn) ∼ MDPH∗ (pi,T; R) .
Then, for every fixed j = 1, . . . , n, it holds
E
(
Y mj
)
= (−1)mm!pi
m!∑
`=1
(
m∏
s=1
(U∆ (rj))σ
`
(s)
)
e, (5.17)
where rj = (rj(1), rj(2), . . . , rj(p))
>
, U = (I−T)−1 and (U∆ (rj))σ
`
(s) is de-
fined in Equation (5.16).
In the following, by using Equation (5.17) we show formulas for the first moments.
First moment.
E (Yj) = piU∆ (rj) e.
Second moment.
E
(
Y 2j
)
= pi
{−U∆ (r2j)+ 2U∆ (rj) U∆ (rj)} e.
Cross moments in the bivariate case.
E (YjYk) = pi
{
U∆ (rj) U∆ (rk) + U∆ (rk) U∆ (rj)
−U∆ (rj) ∆ (rk)
}
e.
Covariance.
Cov (Yj , Yk) = pi
{
U∆ (rj) U∆ (rk) + U∆ (rk) U∆ (rj)
−U∆ (rj) ∆ (rk)−U∆ (rj) epiU∆ (rk)
}
e.
5.2.5 Closure properties of the class
Proposition 5.8
(a) Consider n independent and DPH-distributed random variables given by Yj ∼
DPHp (pij ,Tj), j = 1, . . . , n. Then, the random vector (Y1, Y2, . . . , Yn) is MDPH∗-
distributed.
(b) Assume that (Y1, Y2, . . . , Yn) is MDPH∗p-distributed. Then, every marginal Yj is
DPH-distributed, j = 1, . . . , n.
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(c) Let Y = (Y1, Y2, . . . , Yn) ∼ MDPH∗p (pi,T; R) , where
R =
(
r1 r2 · · · rn
)
and
rj = (rj(1), rj(2), . . . , rj(p))
>
, j = 1, . . . , n.
Consider an `× n-dimensional matrix A = {al,j} having non-negative entire entries.
Then, the random vector AY> is MDPH∗-distributed with representation given by
(pi,T; R∗) , where
R∗ =
(
r∗1 r
∗
2 · · · r∗`
)
,
r∗k = (r
∗
k(1), r
∗
k(2), . . . , r
∗
k(p))
>
, k = 1, . . . , `,
and r∗k(i) =
n∑
j=1
ak,jrj(i), i = 1, . . . , p.
Proof. (a) It is enough to prove this statement for the case n = 2. Let Y1 ∼ MDPH∗p (pi1,T1)
and Y2 ∼ MDPH∗q (pi2,T2) be independent. Consider (γ,G; RG) , where
γ = (pi1,0) , G =
(
T1 t1pi2
0 T2
)
and R
G
=
(
ep 0
0 eq
)
.
Denote
g =
(
0
t2
)
.
Then, we have that
γ∆ (θrg)
(
I−G∆ (θrg)
)−1
g
= the product of the two univariate probability-generating function of Y1 and Y2.
(b) Since (Y1, Y2, . . . , Yn) is MDPH*-distributed, then every variable Yj , j = 1, . . . , n,
can be written as the accumulated rewards obtained before the Markov chain gets ab-
sorbed (by definition). That is,
Yj =
τ−1∑
t=0
rj (Xt) ,
where τ is DPH-distributed (see equation (5.5)) and for some vector of rewards
(rj(1), . . . , rj(p))
>
.
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Finally, Theorem 5.2 provides a DPH-representation for Yj .
(c) The random vector AY> is given by
AY> =
 n∑
j=1
a1,jYj ,
n∑
j=1
a2,jYj , . . . ,
n∑
j=1
a`,jYj
> . (5.18)
In order to obtain the matrix of rewards, consider the random variable Ni which repre-
sents the number of times the underlying Markov chain visits the state i prior to absorp-
tion. Then, every entry in AY> can be written as follows. For every k = 1, 2, . . . , `,
n∑
j=1
ak,jYj =
n∑
j=1
ak,j
p∑
i=1
rj(i)Ni
=
p∑
i=1
 n∑
j=1
ak,jrj(i)
Ni.
Therefore, the reward in state i of the random variable in the k-th entry is given by
n∑
j=1
ak,jrj(i). 
Corollary 5.9 (Finite convolutions and finite conjunctions.)
i. The class of MDPH∗ is closed under finite convolutions. That is, if
(Y1, Y2, . . . , Yn) ∼ MDPH∗ (pi,T; R) ,
then
n∑
j=1
Yj is DPH-distributed.
ii. The class of MDPH∗ is closed under finite conjunctions. That is, if Z1, . . .Zn
are independent and MDPH∗-distributed random vectors, then (Z1, . . . ,Zn) is also
a MDPH∗-distributed random vector.
Proof. i. By taking r = Re as the vector of rewards, the result follows from Theorem
5.2.
ii.The proof is similar to the statement (a) in the Proposition 5.8.

Theorem 5.10 (Finite mixtures.) The class of MDPH∗ is closed under finite mixtures.
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Proof. Let {p1 , . . . , pm} be a probability mass function and consider m MDPH*-
distributed random vectors X
1
, . . . ,X
m
with representation given by (pi
i
,Ti; Ri) ,
i = 1, . . . ,m, respectively. Let us denote by Fi the distribution function of the random
vector Xi, for every i = 1, . . . ,m. We are going to prove that
m∑
i=1
piFi
is MDPH∗-distributed.
Consider the case m = 2. Thus, we have two MDPH*-distributed random vectors X1
and X2. Then, consider a Markov chain with initial distribution given by
(p
1
pi
1
, (1− p
1
)pi
2
)
and sub-transition probability matrix(
T1 0
0 T2
)
.
Finally, by choosing the matrix of rewards as(
R1 0
0 R2
)
the proof is completed.

As a particular case of finite mixtures of MDPH∗-distributions, we have the subclass
of mixtures of multivariate negative binomial distributions, which is dense in the set
of multivariate distributions with support in N0 × · · · × N0 (in the sense of weak con-
vergence of distributions). Additionally, in [ALSS84] it is explained that multivariate
phase-type distributions taking values in [0,∞)n, n ∈ N, are dense in the set of distri-
butions with support [0,∞)n and the same statement is applied for the discrete case.
Corollary 5.11 (Denseness.) The class of MDPH∗ is dense in the set of multivariate
distributions with support on N0 × · · · × N0.
5.3 Examples
5.3.1 Bivariate Geometric distribution of order k.
Definition 5.12 Consider the sequence {Bi}i∈N of i.i.d. random variables with distri-
bution Bi ∼Bernoulli(p). We denote P (Bi = 1) = p, P (Bi = 0) = q and q = 1− p.
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Let T denote the time until k ones appear successively and let M0 be the number of
zeros that appears before the k ones are obtained in a row. Then, the random vec-
tor (M
0
, T ) is said to be bivariate geometric distributed of order k and its joint
probability-generating function of (M
0
, T ) is given by
E
(
θM01 θ
T
2
)
=
(θ2p)
k
1− qθ1θ2
k−1∑
i=0
(pθ2)i
.
See [BKJ97, p. 117].
The distribution of (M0 , T ) is a bivariate discrete phase-type with a representation
given by
(pik+1,Tk+1; Rk+1) , (5.19)
where
pik+1 = (1, 0, . . . , 0) ,
is an (k + 1)-dimensional row vector,
Tk+1 =

0 q p 0 0 · · · 0
0 q p 0 0 · · · 0
0 q 0 p 0 · · · 0
...
...
...
...
... · · · ...
0 q 0 0 0 · · · p
0 q 0 0 0 · · · 0

,
is an (k + 1)× (k + 1)-dimensional matrix and
Rk+1 =
M
0
T

0 1
1 1
0 1
...
...
0 1
is an (k + 1)× 2-dimensional matrix of rewards.
Consider a Markov chain {Xt}t∈N with the initial distribution pik+1 and the sub-
transition probability matrix Tk+1. This Markov chain is a Bernoulli process that starts
at the state S (the “starting” state), and the corresponding rewards for this state are 0
for the variable M0 and 1 for the variable T. Then, the process can jump to the state 0
(with probability q), which refers to the event {B1 = 0} , or it can jump to the state 11
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(with probability p), which refers to the event {B1 = 1} . The rewards for the state 0
are 1 for both random variables T and M
0
. Now, if the process jumps to the state 11,
the rewards are 1 for the random variable T and 0 for M
0
. From state 11, the process
can jump to the state 12 (with probability p), which refers to the event {B2 = 1} , and
it means that two successive ones were obtained. State 12 is 1-rewarded for the variable
T and 0-rewarded for the variable M0 . In the case where the Markov chain jumps to
the state 12, then it can continue in the same way until it reaches the state 1k, which is
equivalent to the event of getting k ones in a row. As well as, notice that after the first
jump, the Markov chain can go back to the state 0 (with probability q) where in that
case it restarts over again.
In the next, we prove by induction that the proposed MDPH*-representation is in fact
for the bivariate Geometric distribution of order k.
Let us start with the case k = 2. Then, the representation for (M
0
, T ), is
(pi3,T3; R3) , (5.20)
where
pi3 = (1, 0, 0) , T3 =
 0 q p0 q p
0 q 0
 , R3 =
M
0
T( )0 1
1 1
0 1
.
Thus, we form the matrix
∆3(θ
r) =
 θ2 0 00 θ1θ2 0
0 0 θ2

and the exit vector
t3 =
 00
p
 .
Now, we calculate directly inverse matrix
(
I−T3∆3(θr)
)−1
.
(
I−T3∆3(θr)
)−1
=

1 − qθ1 θ2 (pθ2+1)
pθ22qθ1+qθ1 θ2−1 −
pθ2
pθ22qθ1+qθ1 θ2−1
0 − (pθ22qθ1 + qθ1 θ2 − 1)−1 − pθ2pθ22qθ1+qθ1 θ2−1
0 − qθ1 θ2
pθ22qθ1+qθ1 θ2−1
qθ1 θ2−1
pθ22qθ1+qθ1 θ2−1
 .
As well as, we can calculate
det
(
I−T3∆3(θr)
)
= −pθ22qθ1 − qθ1 θ2 + 1 = 1− qθ1 θ2
1∑
i=0
(pθ2)
i
.
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Then, the matrix
(
I−T3∆3(θr)
)−1
can be written as
(
I−T3∆3(θr)
)−1
=
1
det
(
I−T3∆3(θr)
)C>3 ,
where
C>3 =

−pθ22qθ1 − qθ1 θ2 + 1 qθ1 θ2 (pθ2 + 1) pθ2
0 1 pθ2
0 qθ1 θ2 −qθ1 θ2 + 1
 ,
(C3 is the matrix of cofactors).
Now, by computing
pi3∆3(θ
r)
(
I−T3∆3(θr)
)−1
t3 =
(pθ2)
2
1− qθ1 θ2
1∑
i=0
(pθ2)
i
,
we can see that we only need the value of the entry c31 of the matrix C3.
Induction hypothesis.
For k − 1 ∈ N, assume the following two points.
1. det
(
I−Tk∆k(θr)
)
= 1− qθ1 θ2
k−2∑
i=0
(pθ2)
i
.
2. ck,1 = ck,2 = (pθ2)
k−2
, where ck,1 and ck,2 are entries of the matrix Ck, which
is the matrix of cofactors of the matrix (I−Tk∆k(θr)) .
We are going to prove that the last two points (1. and 2.) also apply for k ∈ N.
First we calculate the inverse matrix(
I−Tk+1∆k+1(θr)
)−1
and for that we write the matrix as follows
I−Tk+1∆k+1(θr) =
( (
I−Tk∆k(θr)
)
b
c 1
)
,
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where
b =

0
0
...
0
−pθ2
 and c = (0,−qθ1θ2, 0, . . . , 0, 0) ,
b is an k-dimensional column vector and c is an k-dimensional row vector.
Let us denote by Ak the matrix
(
I−Tk∆k(θr)
)
. Thus,(
I−Tk+1∆k+1(θr)
)−1
=
 A−1k + A−1k b
(
1− cA−1k b
)−1
cA−1k −A−1k b
(
1− cA−1k b
)−1
− (1− cA−1k b) cA−1k (1− cA−1k b)−1
 .
Now, observe that
−A−1k b =
−1
det(Ak)
C>k

0
0
...
0
−pθ2
 =
1
det(Ak)

ck,1pθ2
ck,2pθ2
...
ck,k−1pθ2
ck,kpθ2
 . (5.21)
By the induction hypothesis, the first entry of the vector in (5.21) is given by(−A−1k b)1 = (pθ2)k−1det(Ak) . (5.22)
As well as, we apply the induction hypothesis for the next calculation
c
(−A−1k b) = −qθ1θ2( ck,2pθ2det(Ak)
)
=
−qθ1θ2(pθ2)k−1
det(Ak)
,
where we use that ck,2 = (pθ2)
k−2
. Hence, we get(
1− cA−1k b
)−1
=
det(Ak)
det(Ak)− qθ1θ2(pθ2)k−1 .
Finally,
−A−1k b
(
1− cA−1k b
)−1
=
1
det(Ak)− qθ1θ2(pθ2)k−1

ck,1pθ2
ck,2pθ2
...
ck,k−1pθ2
ck,kpθ2

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=
1
1− qθ1 θ2
∑k−1
i=0 (pθ2)
i

(pθ2)
k−1
(pθ2)
k−1
ck,3pθ2
...
ck,kpθ2
 .
On the other hand, since the determinant of the matrix I−Tk+1∆k+1(θr) is equal to
the determinant of the matrix Ak − bc, we get
det (I−Tk+1∆k+1(θr)) = 1− qθ1 θ2
k−1∑
i=0
(pθ2)
i
.
Consequently, the cofactors ck+1,1 and ck+1,2 of the matrix I − Tk+1∆k+1(θr) are
equal to (pθ2)k−1.
Finally, we conclude that
pik+1∆k+1(θ
r)
(
I−Tk+1∆k+1(θr)
)−1
tk+1 =
(pθ2)
k
1− qθ1 θ2
k−1∑
i=0
(pθ2)
i
and (pik+1,Tk+1; Rk+1) is a MDPH*-representation for the bivariate Geometric dis-
tribution of order k.
Important remark.
We can reduce the dimensionality of the representation in (5.19) by removing the zero-
column in the sub-transition probability matrix Tk+1, and instead of that we consider
the reward of the vector of exits. That is formulated as follows.
Consider the initial vector
u
k
= (q, p, 0, . . . , 0) ,
(an k-dimensional row vector), the sub-transition probability matrix
V
k
=

q p 0 0 · · · 0
q 0 p 0 · · · 0
q 0 0 p · · · 0
...
...
...
...
. . .
...
q 0 0 0 · · · p
q 0 0 0 · · · 0

,
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(an k-square matrix), the vector of exits
v
k
= (0, 0, 0, . . . , 0, p)
>
,
(an k-dimensional column vector), and the matrix of rewards
R
k
=
M
0
T

1 1
0 1
0 1
...
...
0 1
0 1
.
Then, we can prove by induction that
uk∆k(θ
r)
(
I−Vk∆k(θr)
)−1
∆k (θ
r) vk =
(pθ2)
k
1− qθ1 θ2
k−1∑
i=0
(pθ2)
i
.
That means that if we consider the rewards produced by the exit vector, then (u
k
,V
k
; R
k
)
is another representation for (M
0
, T ) . Therefore, in general we can find other repre-
sentations for a multivariate discrete phase-type distribution that are more convenient
in practice.
5.3.2 Bivariate Negative Binomial distribution of order k
Definition 5.13 The joint distribution of two non-negative random variables N1 and
N2 is said to be bivariate negative binomial distributed of order k if their joint probability-
generating function is given by
E
(
θN11 θ
N2
2
)
=
(
1− p1 − p2
1− θ1p1 − θ2p2
)k
, (5.23)
where k, p1, p2 > 0 and p1 + p2 < 1, see [Dun67].
From here it follows that N1 ∼ NB(k, p11−p2 ) and N2 ∼ NB(k,
p2
1−p1 ).
For the interpretation of this bivariate distribution, let us take a fixed k ∈ N and consider
a manufacturing line of articles with three different types of items: type 1, 2 and F.
The number of items of type 1 is described by a random variable N1 (which could also
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be interpreted as the number of successes of the random variable N1) as well as the
number of items of type 2 with the random variable N2, and items of type F refer to
the failures. The line process is stopped until k failures appear.
We consider a Markov chain which describes independent trials with three possibilities:
the success of N1 with probability p1, the success of N2 with probability p2, and the
failure with probability 1− p1 − p2.
First, let us take the case k = 2. This means that the Markov chain stops when the
second failure appears.
The initial distribution is given by
pi
2
= (p1, p2, (1− p1 − p2) p1, (1− p1 − p2) p2) ,
with atom at zero of size 1 − pie = (1− p1 − p2)2 (which is the probability of the
absorbing state).
The sub-transition probability matrix is given by
T
2
=

p1 p2 (1− p1 − p2)p1 (1− p1 − p2)p2
p1 p2 (1− p1 − p2)p1 (1− p1 − p2)p2
0 0 p1 p2
0 0 p1 p2
 .
Thus, the exit vector is
t
2
=

(1− p1 − p2)2
(1− p1 − p2)2
1− p1 − p2
1− p1 − p2
 .
Lastly, the matrix of rewards is given by
R
2
=
N1 N2

1 0
0 1
1 0
0 1
.
Then
P (τ = 0) + pi
2
∆
2
(θr)
(
I−T
2
∆
2
(θr)
)−1
t
2
= (1− p1 − p2)2 + pi2∆2 (θr)
(
I−T
2
∆
2
(θr)
)−1
t
2
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=
(
1− p1 − p2
1− θ1p1 − θ2p2
)2
= E
(
θN11 θ
N2
2
)
.
Therefore, the representation (pi
2
,T
2
; R
2
) is a bivariate discrete phase-type represen-
tation for the bivariate Negative binomial distribution of order 2.
In order to prove the general case, let us fix k ∈ N and consider (pi
k
,T
k
; R
k
) , where
pi
k
= (a1 , a2 , . . . , a2k),
every entry a
i
, i = 1, . . . , 2k, is given by
a
i
=

(1− p1 − p2)ki p1 if i is odd, and ki = i− j,
where j is such that i = 2j − 1, and j = 1, 2, . . . , k.
(1− p1 − p2)ki p2 if i is even, and ki = i− (j + 1),
where j is such that i = 2j, and j = 1, 2, . . . , k.
T
k
=
 Tk−1 v2k−1 v2k0 p1 p2
0 p1 p2
 ,
where v
2k−1 is defined as follows
v
2k−1 =
(
t
1,2k−1 , t2,2k−1 , . . . , t2k−2,2k−1
)>
,
where
ti,2k−1 =

(1− p1 − p2)ki p1 if i is odd, and ki = k − j,
where j is such that i = 2j − 1, and j = 1, 2, . . . , k,
(1− p1 − p2)ki p1 if i is even, and ki = k − j,
where j is such that i = 2j, and j = 1, 2, . . . , k,
for every i = 1, . . . , 2k.
The vector v
2k
is defined as
v
2k
=
(
t
1,2k
, t
2,2k
, . . . , t
2k−2,2k
)>
,
where for every i = 1, . . . , 2k, we have
ti,2k =

(1− p1 − p2)ki p2 if i is odd, and ki = k − j,
where j is such that i = 2j − 1, and j = 1, 2, . . . , k.
(1− p1 − p2)ki p2 if i is even, and ki = k − j,
where j is such that i = 2j, and j = 1, 2, . . . , k.
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Notice that
v
2k−1 = tk−1p1 and v2k = tk−1p2.
The exit vector is given by
t
k
=
(
t
k−1(1− p1 − p2), 1− p1 − p2, 1− p1 − p2
)>
.
Lastly, the matrix of rewards
R
k
=
N1 N2

1 0
0 1
...
...
1 0
0 1
,
is an 2k × 2-dimensional matrix.
In the next, we are going to calculate
pi
k
∆
k
(θr)
(
I−T
k
∆
k
(θr)
)−1
t
k
.
Induction hypothesis. Assume that
pik−1∆k−1 (θ
r)
(
I−Tk−1∆k−1 (θr)
)−1
tk−1 =
(
1− p1 − p2
1− θ1p1 − θ2p2
)k−1
−(1−p1−p2)k−1.
(5.24)
Now, we calculate
(I−T
k
∆
k
(θr))
−1
=
(
I−Tk−1∆k−1 (θr)
)−1
a
(
I−Tk−1∆k−1 (θr)
)−1
tk−1 b
(
I−Tk−1∆k−1 (θr)
)−1
tk−1
0
1−θ2p2
1−θ1p1−θ2p2
θ2p2
1−θ1p1−θ2p2
0
θ1p1
1−θ1p1−θ2p2
1−θ1p1
1−θ1p1−θ2p2

,
where the constants
a =
(1− θ2p2)θ1p1 + θ1θ2p1p2
1− θ1p1 − θ2p2 , b =
(1− θ1p1)θ2p2 + θ1θ2p1p2
1− θ1p1 − θ2p2 .
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We also observe that
pi
k
∆
k
(θr) =
(
pi
k−1∆k−1 (θ
r) , a
2k−1θ1, a2kθ2
)
=
(
pi
k−1∆k−1 (θ
r) , (1− p1 − p2)k−1 p1θ1, (1− p1 − p2)k−1 p2θ2
)
.
Then, by calculating
pi
k
∆
k
(θr)
(
I−T
k
∆
k
(θr)
)−1
=

pi
k−1∆k−1
(
θr
) (
I − T
k−1∆k−1
(
θr
))−1
api
k−1∆k−1
(
θr
) (
I − T
k−1∆k−1
(
θr
))−1
t
k−1 +
p1θ1(1−θ2p2)(1−p1−p2)k−1
1−θ1p1−θ2p2 +
p1p2θ2θ1(1−p1−p2)k−1
1−θ1p1−θ2p2
bpi
k−1∆k−1
(
θr
) (
I − T
k−1∆k−1
(
θr
))−1
t
k−1 +
p1p2θ1θ2(1−p1−p2)k−1
1−θ1p1−θ2p2 +
(1−θ1p1)p2θ2(1−p1−p2)k−1
1−θ1p1−θ2p2

>
and consequently
pi
k
∆
k
(θr)
(
I−T
k
∆
k
(θr)
)−1
t
k
=
(1− p1 − p2)pik−1∆k−1 (θr)
(
I−Tk−1∆k−1 (θr)
)−1
tk−1
+ (1− p1 − p2)
(
(1− θ2p2)θ1p1 + θ1θ2p1p2
1− θ1p1 − θ2p2
)
pik−1∆k−1 (θ
r)
(
I−Tk−1∆k−1 (θr)
)−1
tk−1
+
p1θ1(1− θ2p2) (1− p1 − p2)k
1− θ1p1 − θ2p2
+
p1p2θ2θ1 (1− p1 − p2)k
1− θ1p1 − θ2p2
+ (1− p1 − p2)
(
(1− θ1p1)θ2p2 + θ1θ2p1p2
1− θ1p1 − θ2p2
)
pik−1∆k−1 (θ
r)
(
I−Tk−1∆k−1 (θr)
)−1
tk−1
+
p1p2θ1θ2 (1− p1 − p2)k
1− θ1p1 − θ2p2
+
(1− θ1p1)p2θ2 (1− p1 − p2)k
1− θ1p1 − θ2p2
=
(
1− p1 − p2
1− θ1p1 − θ2p2
)
pik−1∆k−1 (θ
r)
(
I−Tk−1∆k−1 (θr)
)−1
tk−1 +
(θ1p1 + θ2p2) (1− p1 − p2)k
1− θ1p1 − θ2p2
=
(
1− p1 − p2
1− θ1p1 − θ2p2
){(
1− p1 − p2
1− θ1p1 − θ2p2
)k−1
− (1− p1 − p2)k−1
}
+
(θ1p1 + θ2p2) (1− p1 − p2)k
1− θ1p1 − θ2p2
=
(
1− p1 − p2
1− θ1p1 − θ2p2
)k
−
{
1− θ1p1 − θ2p2
1− θ1p1 − θ2p2
+
}
(1− p1 − p2)k
=
(
1− p1 − p2
1− θ1p1 − θ2p2
)k
− (1− p1 − p2)k.
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Finally, we can conclude that
(1− p1 − p2)k + pik∆k (θr)
(
I−T
k
∆
k
(θr)
)−1
t
k
=
(
1− p1 − p2
1− θ1p1 − θ2p2
)k
.
Remark.
We can generalise the idea of the bivariate discrete phase-type representation for the
bivariate Negative binomial to construct MDPH*-representations for Negative multi-
nomial distributions. The probability-generating function of a negative multinomial
distribution with parameters (k; p0, p1, . . . , pr) is
g(θ1, . . . , θr) = p
k
0
(
1−
r∑
i=1
θipi
)−k
,
where p0 = 1−
r∑
i=1
pi.
5.3.3 Edwards-Gurland bivariate negative binomial (Compound
correlated bivariate Poisson distribution)
Let (W1,W2) be a pair of correlated random variables. Then (W1,W2) is said to
be the Edwards-Gurland bivariate negative binomial if its joint probability-generating
function is
E
(
θW11 θ
W2
2
)
=
(
1− p1 − p2 − p3
1− p1θ1 − p2θ2 − p3θ1θ2
)k
,
where k ∈ N, pi > 0, i = 1, 2, 3, and p1 + p2 + p3 < 1, (see [EG61]).
Note that if p3 = 0, then the Edwards-Gurland bivariate negative binomial is a bivariate
negative binomial (see Equation (5.23)).
For k = 2, a MDPH*-representation is given by (pi2 ,T2 ; R2) , where
pi2 = (p1, p2, p3, (1− p1 − p2 − p3)p1, (1− p1 − p2 − p3)p2, (1− p1 − p2 − p3)p3) ,
which is the initial probability distribution of the underlying Markov chain with an
atom at zero of size (1− p1 − p2 − p3)2.
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The sub-transition probability matrix is
T2 =

p1 p2 p3 (1− p1 − p2 − p3)p1 (1− p1 − p2 − p3)p2 (1− p1 − p2 − p3)p3
p1 p2 p3 (1− p1 − p2 − p3)p1 (1− p1 − p2 − p3)p2 (1− p1 − p2 − p3)p3
p1 p2 p3 (1− p1 − p2 − p3)p1 (1− p1 − p2 − p3)p2 (1− p1 − p2 − p3)p3
0 0 0 p1 p2 p3
0 0 0 p1 p2 p3
0 0 0 p1 p2 p3
 ,
and the exit vector is
t2 =

(1− p1 − p2 − p3)2
(1− p1 − p2 − p3)2
(1− p1 − p2 − p3)2
1− p1 − p2 − p3
1− p1 − p2 − p3
1− p1 − p2 − p3
 .
The matrix of rewards is
R
2
=
W1 W2

1 0
0 1
1 1
1 0
0 1
1 1
.
In general we can form the initial vector recursively as is shown next.
pik =
(
pik−1 , (1− p1 − p2 − p3)k−1p1, (1− p1 − p2 − p3)k−1p2, (1− p1 − p2 − p3)k−1p3
)
,
(5.25)
which corresponds to a vector of dimension 3k.
The sub-transition probability matrix is going to be given by
T
k
=

Tk−1 p1tk−1 p2tk−1 p3tk−1
0 p1 p2 p3
0 p1 p2 p3
0 p1 p2 p3
 , (5.26)
which is a 3k-square matrix.
The exit vector is
tk =

tk−1(1− p1 − p2 − p3)
1− p1 − p2 − p3
1− p1 − p2 − p3
1− p1 − p2 − p3

which is of dimension 3k.
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Lastly, the matrix of rewards is given by
R
k
= e> ⊗C, (5.27)
where e> is the column vector of ones of dimension k and
C =
W1 W2( )
1 0
0 1
1 1
. (5.28)
The matrix of rewards R
k
is of dimension 3k × 2.
We can prove that
(pi
k
,T
k
; R
k
) ,
which is defined in Equations (5.25), (5.26) and (5.27), respectively, is a MDPH*-
representation for the distribution of (W1,W2) with a zero point of size (1− p1− p2−
p3)
k. The proof is similar than in Example 5.3.2.
5.3.4 Type I: Method of trivariate reduction or random element in
common: bivariate case.
Let Z,W1 and W2 be independent and geometric distributed random variables with
parameter p, p1 and p2, respectively. Let Yi = Z +Wi, i = 1, 2.
The probability-generating function is obtained as follows.
E
(
θY11 θ
Y2
2
)
= E
(
θZ+W11 θ
Z+W2
2
)
= E
(
(θ1θ2)
ZθW11 θ
W2
2
)
= E
(
(θ1θ2)
Z
)
E
(
θW11
)
E
(
θW22
)
=
(
p
1− θ1θ2q
)(
p1
1− θ1q1
)(
p2
1− θ2q2
)
.
Consider a Markov chain with initial distribution given by
pi = (q, pq1, pp1q2)
and the initial probability of the absorbing state to be pp1p2.
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Define a sub-transition probability matrix given by
T =
 q pq1 pp1q20 q1 p1q2
0 0 q2
 .
Thus, the exit vector is
t =
 pp1p2p1p2
p2
 .
Consider the matrix of rewards given by
R =
Y1 Y2( )
1 1
1 0
0 1
.
Then, we conclude that (pi,T; R) is a MDPH*-representation for (Y1, Y2) by making
the following calculations
P (τ = 0) + pi∆ (θr)
(
I−T∆ (θr)
)−1
t = pp1p2 + pi∆ (θ
r)
(
I−T∆ (θr)
)−1
t
=
(
p
1− θ1θ2q
)(
p1
1− θ1q1
)(
p2
1− θ2q2
)
= E
(
θY11 θ
Y2
2
)
.
5.3.5 Extended trivariate reduction: bivariate case.
The method of trivariate reduction given in Example 5.3.4 can be extended by defining
the variables
X1 = Y1 +W1, X2 = Y2 +W2,
where Y1 and Y2 are independent and Negative binomial distributed with parame-
ters (k1, p1+p31−p2 ) and (k2,
p2+p3
1−p1 ), respectively, while (W1,W2) is a pair of Edwards-
Gurland bivariate Negative binomial with parameters (k3, p1, p2, p3), and it is indepen-
dent of the variables Y1 and Y2 (see [MNOS10]).
The probability-generating function for (X1, X2) is derived next.
E
(
θX11 θ
X2
2
)
= E
(
θY1+W11 θ
Y2+W2
2
)
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= E
(
θY11
)
E
(
θY22
)
E
(
θW11 θ
W2
2
)
=
(
d1
1− b1θ1
)k1 ( d2
1− b2θ2
)k2 ( 1− p1 − p2 − p3
1− p1θ1 − p2θ2 − p3θ1θ2
)k3
,
where b1 = p1+p31−p2 , b2 =
p2+p3
1−p1 and di = 1− bi, i = 1, 2.
In order to obtain one MDPH*-representation for (X1, X2), we are going to use the
MDPH*-representations for (W1,W2) given in Equation (5.3.3).
Consider a Markov chain with initial distribution given by
pi =
(
pi
k3
, 
k3
b1, k3d1b1, . . . , k3d
k1−1
1 b1, k3d
k1
1 b2, . . . , k3d
k1
1 d
k2−1
2 b2
)
,
which is a row vector of dimension 3k3 + k1 + k2, where pik3 is described in Equation
(5.25) and k3 = (1− p1 − p2 − p3)k3 . The initial probability of the absorbing state
is a
k
= k3d
k1
1 d
k2
2 .
The sub-transition probability matrix T of the Markov chain is
Tk3 tk3 b1 tk3 d1 b1 tk3 d
2
1 b1 · · · tk3 d
k1−1
1 b1 tk3 d
k1
1 b2 tk3 d
k1
1 d2 b2 · · · tk3 d
k1
1 d
k2−1
2 b2
0 b1 d1b1 d
2
1b1 · · · d
k1−1
1 b1 d
k1
1 b2 d
k1
1 d2 b2 · · · d
k1
1 d
k2−1
2 b2
0 0 b1 d1b1 · · · dk1−21 b1 d
k1−1
1 b2 d
k1−1
1 d2 b2 · · · d
k1−1
1 d
k2−2
2 b2
0 0 0 b1 · · · dk1−31 b1 d
k1−2
1 b2 d
k1−2
1 d2 b2 · · · d
k1−2
1 d
k2−3
2 b2
...
...
...
...
. . .
...
...
...
. . .
...
0 0 0 0 · · · b1 d1b2 d1d2b2 · · · d1dk2−12 b2
0 0 0 0 · · · 0 b2 d2b2 · · · dk2−22 b2
0 0 0 0 · · · 0 0 b2 · · · dk2−32 b2
...
...
...
...
. . .
...
...
...
. . .
...
0 0 0 0 · · · 0 0 0 · · · b2

,
which is a square matrix of dimension 3k3 + k1 + k2.
Lastly, we consider the matrix of rewards given by
R =

e>k3 ⊗C
e>k1 ⊗ v
e>k2 ⊗ u
 ,
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where the matrix C is described in Equation (5.28), while v = (1, 0) and u = (0, 1) .
5.3.6 Type II: Decomposition.
Let Ji ∼ Bernoulli (1− βi) ,Wi ∼ Geometric (Di) andZi ∼ Geometric (1− pi) , i =
1, 2, where all of these variables are independent. Now, consider the variables
Yi = Wi + JiZi, i = 1, 2.
5.3.6.1 Case 1: W1,W2 ∼ Geometric (D) .
The probability-generating function is
E
(
θY11 θ
Y2
2
)
= E
(
(θ1θ2)
W
)
E
(
θJ1Z11
)
E
(
θJ2Z22
)
=
(
D
1− θ1θ2d
)(
(1− β1)p1 + β1(1− θ1q1)
1− θ1q1
)(
(1− β2)p2 + β2(1− θ2q2)
1− θ2q2
)
,
where d = 1−D and qi = 1− pi, i = 1, 2.
Consider a Markov chain with initial distribution
pi = (d,Dβ1q1 , D(1− β1)β2q2 +Dβ1p1β2q2)
and with initial probability of the absorbing state
Dβ1p1(1− β2) +D(1− β1)(1− β2) +D(1− β1)β2p2 +Dβ1p1β2p2.
The sub-transition probability matrix is given by
T =
 d Dβ1q1 D(1− β1)β2q2 +Dβ1p1β2q20 q1 p1β2q2
0 0 q2
 .
Then, the exit vector is
t =
 Dβ1p1(1− β2) +Dβ1p1β2p2 +D(1− β1)(1− β2) +D(1− β1)β2p2p1 (1− β2) + p1β2p2
p2
 .
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Finally, the matrix of rewards is given by
R =
Y1 Y2( )1 1
1 0
0 1
.
5.3.6.2 Case 2: sharing the variable JZ.
Let J ∼ Bernoulli (β) , Z ∼ Geometric (p) and Wi ∼ Geometric (pi) for i = 1, 2, and
all of these variables are independent.
The probability-generating function is given by
E
(
θY11 θ
Y2
2
)
= E
(
θW11
)
E
(
θW22
)
E
(
(θ1θ2)
JZ
)
=
(
p1
1− (1− p1)θ1
)(
p2
1− (1− p2)θ2
)(
βp+ (1− β) (1− (1− p)θ1θ2)
1− (1− p)θ1θ2
)
.
Consider a Markov chain with initial distribution
pi = (βq , βpq1 + (1− β)q1, βpp1q2 + (1− β)p1q2) ,
where qi = 1− pi, i = 1, 2, and the initial probability of the absorbing state is
βpp1p2 + (1− β)p1p2.
The sub-transition probability matrix is given by
T =
 q pq1 pp1q20 q1 p1q2
0 0 q2
 .
Thus, the exit vector is
t =
 pp1p2p1p2
p2
 .
Lastly, the matrix of rewards is given by
R =
Y1 Y2( )
1 1
1 0
0 1
.
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5.3.7 Type III: N-fold of geometric distributions.
Let N ∼ Geometric(1 − d) taking values in {0, 1, 2, . . .} and consider the variables
given by
Yi =
N∑
j=1
Zi,j , i = 1, 2,
where Zi,j ∼ Geometric(pi), i = 1, 2.
The joint probability-generating function of (Y1, Y2) is derived as follows
E
(
θY11 θ
Y2
2
)
=
∞∑
n=0
P (N = n)E
(
θY11 |N = n
)
E
(
θY22 |N = n
)
= d
∞∑
n=0
(1− d)n
(
p1
1− q1θ1
)n(
p2
1− q2θ2
)n
= d
∞∑
n=0
(
(1− d)p1p2
(1− q1θ1)(1− q2θ2)
)n
=
d(1− q1θ1)(1− q2θ2)
(1− q1θ1)(1− q2θ2)− (1− d)p1p2 .
The first equality holds due to Y1 and Y2 are conditionally independent given N.
Let us consider a Markov chain with initial distribution
pi =
(
dq1 +
dp1p2dq1
1− dp1p2 , dp1q2 +
dp1p2dp1q2
1− dp1p2
)
,
where qi = 1− pi, i = 1, 2, and the initial probability of the absorbing state is
(1− d) + dp1p2(1− d)
1− dp1p2 .
The sub-transition probability matrix is given by
T =

q1 +
p1p2dq1
1− dp1p2 p1q2 +
p1p2dp1q2
1− dp1p2
p2dq1
1− dp1p2 q2 +
p2dp1q2
1− dp1p2
 .
Then, the exit vector is
t =

p1p2(1− d)
1− dp1p2
p2(1− d)
1− dp1p2
 .
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Lastly, the matrix of rewards is
R =
Y1 Y2( )
1 0
0 1
.
5.3.8 Joint order statistics from DPH-distributions
Here, we only consider the joint distribution of the minimum and maximum from DPH-
distributions. We are going to calculate the joint probability-generating function of the
minimum and the maximum of two independent and DPH-distributed random vari-
ables.
Let Y1 and Y2 be independent and DPH-distributed with representation given by (pi1,T1)
and (pi2,T2) , respectively.
Denote Y(1:2) = min (Y1, Y2) and Y(2:2) = max (Y1, Y2) and recall the DPH-representation
for the maximum Y(2:2), this is
(
(pi2,0),T(2)
)
(see Equation (4.29)), where
(pi2,0) = (pi1 ⊗ pi2, 0, 0) ,
T(2) =
 T1 ⊗T2 T1 ⊗ t2 t1 ⊗T20 T1 0
0 0 T2
 ,
where ti = e−Tie, i = 1, 2.
The vector of exits of T(2) is given by
t(2) = (t1 ⊗ t2, t1, t2)> .
Let θ1, θ2 ∈ (0, 1) . Then
E
(
θ
Y(1:2)
1 θ
Y(2:2)
2
)
=
∑
m
1
,m
2
≥1
θ
m1
1 θ
m2
2 P (Y1:2 = m1 , Y2:2 = m2)
=
∑
m
2
≥1
m
2∑
m
1
=1
θ
m1
1 θ
m2
2 P (Y1:2 = m1 , Y2:2 = m2)
108 Multivariate Discrete Phase-type distributions (MDPH*)
=
∑
m
2
≥1
θ
m2
2 θ1
m
2∑
m1=1
θ
m1−1
1 P (Y1:2 = m1 , Y2:2 = m2)
=
∑
m
2
≥1
θ
m2
2 θ1 (pi2,0,0)
 T1 ⊗T2θ1 T1 ⊗ t2 t1 ⊗T20 T1 0
0 0 T2
m2−1 t(2)
=
∑
m
2
≥1
θ
m2
2 θ1 (pi2,0,0)
×

(A1,2(θ1))
m
2
−1 m2−2∑
m=0
(A1,2(θ1))
m
2
−2−m
B1,2Tm1
m
2
−2∑
m=0
(A1,2(θ1))
m
2
−2−m
B2,1Tm2
0 T
m2−1
1 0
0 0 T
m
2
−1
2
t(2),
where A1,2(θ1) = T1 ⊗T2θ1,B1,2 = T1 ⊗ t2 and B2,1 = t1 ⊗T2.
By continuing with the calculations we get
E
(
θ
Y(1:2)
1 θ
Y(2:2)
2
)
=
∑
m2≥1
θ
m2
2 θ1pi2 (A1,2(θ1))
m2−1
(t1 ⊗ t2) (5.29)
+
∑
m2≥1
θ
m2
2 θ1pi2
m
2
−2∑
m=0
(A1,2(θ1))
m2−2−m
B1,2T
m
1 t1 (5.30)
+
∑
m
2
≥1
θ
m2
2 θ1pi2
m
2
−2∑
m=0
(A1,2(θ1))
m
2
−2−m
B2,1T
m
2 t2. (5.31)
From here, the first sum (5.29) is∑
m
2
≥1
θ
m2
2 θ1pi2 (A1,2(θ1))
m
2
−1
(t1 ⊗ t2)
= θ1θ2pi2
∑
m
2
≥1
(T1 ⊗T2θ1θ2)m2−1 (t1 ⊗ t2)
= θ1θ2pi2 (I− (T1 ⊗T2θ1θ2))−1 (t1 ⊗ t2) . (5.32)
The second sum (5.30) is
∑
m2≥1
θ
m2
2 θ1pi2
m
2
−2∑
m=0
(A1,2(θ1))
m
2
−2−m
B1,2T
m
1 t1
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= θ22θ1pi2
∑
m
2
≥2
m2−2∑
m=0
(T1 ⊗T2θ1θ2)
m2−2−m
(T1 ⊗ t2) (T1θ2)m t1
= θ22θ1pi2
∑
u≥0
(T1 ⊗T2θ1θ2)u
∑
m≥0
(T1 ⊗ t2) (T1θ2)m t1
= θ22θ1pi2 (I− (T1 ⊗T2θ1θ2))−1 (T1 ⊗ t2) (I− (T1θ2))−1 t1. (5.33)
The third sum (5.31) is similarly calculated as the second one, thus
∑
m
2
≥1
θ
m2
2 θ1pi2
m2−2∑
m=0
(A1,2(θ1))
m2−2−m
B2,1T
m
2 t2
= θ22θ1pi2 (I− (T1 ⊗T2θ1θ2))−1 (t1 ⊗T2) (I− (T2θ2))−1 t2. (5.34)
Finally, from Equations (5.32), (5.33) and (5.34), the joint probability-generating func-
tion is given by
E
(
θ
Y(1:2)
1 θ
Y(2:2)
2
)
= θ2θ1pi2 (I− (T1 ⊗T2θ1θ2))−1
{
(t1 ⊗ t2) + θ2 (T1 ⊗ t2) (I− (T1θ2))−1 t1
+θ2 (t1 ⊗T2) (I− (T2θ2))−1 t2
}
. (5.35)
On the other hand, we are going to calculate the joint probability-generating function
through Equation (5.6) and with representation(
(pi2,0,0) ,T(2); R1,(2:2)
)
,
where
R1,(2:2) =
Y(1:2) Y(2:2)( )
e1 ⊗ e2 e1 ⊗ e2
0 e1
0 e2
,
where ei is the vector filled of ones of the same dimension than the initial vectorαi, i =
1, 2.
Then, the diagonal matrix of rewards is given by
∆ (θr) =
 e1 ⊗ e2θ1θ2 0 00 e1θ2 0
0 0 e2θ2
 . (5.36)
Now, we are going to calculate
(pi2,0,0) ∆ (θ
r)
(
I−T(2)∆ (θr)
)−1
t(2).
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First, observe that
(
I−T(2)∆ (θr)
)
=
 (I−T1 ⊗T2θ1θ2) −T1 ⊗ t2θ2 −t1 ⊗T2θ20 (I−T1θ2) 0
0 0 (I−T2θ2)
 ,
then (
I−P(2)∆ (θr)
)−1
=

C1,2(θ1θ2) θ2C1,2(θ1θ2)B1,2 (I−T1θ2)−1 θ2C1,2(θ1θ2)B2,1 (I−T2θ2)−1
0 (I−T1θ2)−1 0
0 0 (I−T2θ2)−1
 ,
where C
1,2
(θ1θ2) = (I−T1 ⊗T2θ1θ2)−1 .
Thus,
(pi2,0,0) ∆ (θ
r)
(
I−T(2)∆ (θr)
)−1
=

pi2θ1θ2 (I−T1 ⊗T2θ1θ2)−1 ,
pi2θ1θ
2
2 (I−T1 ⊗T2θ1θ2)−1 (T1 ⊗ t2) (I−T1θ2)−1 ,
pi2θ1θ
2
2 (I−T1 ⊗T2θ1θ2)−1 (t1 ⊗T2) (I−T2θ2)−1

>
.
Finally,
(pi2,0,0) ∆ (θ
r)
(
I−T(2)∆ (θr)
)−1
t(2)
= θ1θ2pi2 (I−T1 ⊗T2θ1θ2)−1 (t1 ⊗ t2)
+ θ1θ
2
2pi2 (I−T1 ⊗T2θ1θ2)−1 (T1 ⊗ t2) (I−T1θ2)−1 t1
+ θ1θ
2
2pi2 (I−T1 ⊗T2θ1θ2)−1 (t1 ⊗T2) (I−T2θ2)−1 t2,
which is exactly the expression for E
(
θ
Y(1:2)
1 θ
Y(2:2)
2
)
in Equation (5.35).
Clearly, we can generalise the idea of the MPDH*-representation of simplest example
for other cases. Let us consider the case of the bivariate
(
Y(s:n), Y(r:n)
)
, where s < r.
Recall the representation given in Section 4.4 for the r-th order statistic. Thus, we have
that the initial distribution is given by
(pi1 ⊗ · · · ⊗ pin,0) = (pin,0) ,
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and the sub-transition probability matrix is
T(r) =

C(0,0) C(0,1) C(0,2) · · · C(0,r−2) C(0,r−1)
0 C(1,1) C(1,2) · · · C(1,r−2) C(1,r−1)
0 0 C(2,2) · · · C(2,r−2) C(2,r−1)
...
...
...
...
...
...
...
...
0 0 0 · · · C(r−2,r−2) C(r−2,r−1)
0 0 0 · · · 0 C(r−1,r−1)

.
Consider the matrix of rewards is
Rs,r:n =
Ys:n Yr:n

ê0 ê0
ê1 ê1
...
...
ê
s−1 ês−1
0 ê
s
0 ês+1
...
...
0 ê
r−1
,
where êi is a column vector of ones of dimension equal to the number of columns of
the matrix C(0,i), i = 0, 1, . . . , r − 1.
Hence,
(
(pin,0) ,T(r); Rs,r:n
)
is a MDPH*-representation for the distribution of
(Ys:n, Yr:n).
5.3.9 Compound multivariate phase-type distributions (CMPH)
Initially, one compound multivariate phase-type distributions was first introduced in
the paper [HR16a] to model a multivariate insurance claim processes. Recently, a
new discrete multivariate phase-type distributions was presented in [RZ17] based on
a modification of the first compound multivariate phase-type distributions. This new
discrete multivariate phase-type distribution generalises the discrete multivariate phase-
type distribution defined in [HR16a] and, even more, it is considered as a modification
of the discrete version of Kulkarni’s multivariate phase-type distribution.
In the following, we are going to introduce the definition of the CMPH-distribution and
explain how we can linked to the MDPH*-distributions.
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Consider K categories of claims and assume that every accident occurs in a combination
of those claims and every accident can be represented as an K-dimensional column
vector
h = (h1, h2, . . . , hK)
>
,
where, for every k = 1, . . . ,K, hk is equal to 1 if the accident generates a claim of
category k and 0 otherwise. The set of all the possible column vectors, which represent
the claims of the accidents, is denoted by C. Accidents are assumed to be generated by
a Markov chain. The compound multivariate phase-type distribution is defined next.
Definition 5.14 Let {Im}m∈N be a Markov chain with state space
E = {1, 2, . . . , p, p+ 1} ,
where the first p states are transient and p+ 1 is the absorbing state.
Let (β, 1− βe) denote the initial distribution where β = (β1, . . . , βp) encloses the
initial probabilities of the first p states, this is P (I
0
= i) = βi, i = 1, 2 . . . , p, respec-
tively.
The transition probability matrix is given by(
B b
0 1
)
,
where b = e−Be.
It is assumed that any transition between the transient states can be accompanied by
an accident h ∈ C, but transitions from transient states to the absorbing state are not
accompanied by an accident and thus do not generate a batch.
Now, consider a decomposition of the matrix B as the sum
B = B0 +
∑
h∈C
B
h
,
where B
0
is a sub-transition probability matrix which gives the probabilities of tran-
sitions between transient states that do not generate claims, this situation includes two
cases: (1) when no accident occurs and consequently no claims and (2) when there is an
accident but this accident does not generate claims; while B
h
denotes a sub-transition
probability matrix where every transition is accompanied by an accident which gene-
rates claims.
For a given h ∈ C, let Uh = (Uh,1, . . . , Uh,K) , where Uh,k is the size of the claim of
category k in h.
Let Xh denote the number of accidents h that occurred before the Markov chain
{Im}m∈N gets absorbed and Xh is defined as follows.
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(i) For h ∈ C, define ξ
h,0
= 0 at time 0.
(ii) If Im = i ≤ p, then at time m+ 1.
(a) If Im+1 = j ≤ p with probability (Bh)i,j ,h ∈ C, then define ξh,m+1 =
ξ
h,m
+ 1 and ξu,m+1 = ξu,m , for all u 6= h, u ∈ C.
(b) If Im+1 = j ≤ p with probability (B0)i,j , then define ξu,m+1 = ξu,m , for all
u ∈ C.
(c) If Im+1 = p + 1 with probability 1 − (Be)i , then define ξu,m+1 = ξu,m , for
all u ∈ C.
(iii) If Im = p+ 1, then the process is terminated and Xh = ξh,m is defined for h ∈ C.
Now, for every k, which denotes the category of claim, consider the random variable
Yk =
∑
h∈C
Xh∑
i=1
Uh,k(i), k = 1, . . . ,K, (5.37)
where Uh,k(i), i ≥ 1, are independent copies of the random variable Uh,k.
Thus, Yk denote the total amount of losses produced by the claim of the category k
before the underlying Markov chain {Im}m∈N gets absorbed. The distribution of the
random vector (Y1, . . . , YK) is called compound multivariate phase-type distribution
(CMPH).
In [HR16a], the marginal variables of a discrete multivariate phase-type distribution is
defined as
Wk =
∑
h∈C
|h|kXh , 1 ≤ k ≤ K, (5.38)
where h is a string of the numbers of the categories of the claims and a category can
be presented more than one time. |h|k is the number of times the claim of category k
appears in h.
If we take
Uh,k(i) = |h|k, ∀i ≥ 1,
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in Equation (5.37), then the variables Wk coincides with the variable Yk. In this way,
the discrete multivariate phase-type distributions defined in [HR16a] are an particular
case of the compound multivariate phase-type distributions.
Now, in order to explain the relation between CMPH-distributions and MDPH*-distri-
butions, consider only one possible accident h in each transition and the case where
B
0
= 0 in the Markov chain {Im}m∈N . Then, the sub-transition probability matrix is
reduced to
B = B
h
,
and Xh = τ − 1. Consequently, the random variable Yk in Equation (5.37) becomes to
Yk =
τ−1∑
i=1
Uk(i),
where Uk(i) is the size of the claim of category k at time i, which can be also in-
terpreted as the k-type reward obtained in the i-th transition of the Markov chain
{Im}m∈N . Thus, if we denote Uk(i) = rk (Ii) , then the variable Yk can be written as
Yk =
τ−1∑
i=1
rk (Ii) . (5.39)
By Theorem 5.2, we know that Yk is discrete phase-type distributed and consequently
(Y1, . . . , YK) is MDPH*-distributed where the matrix of rewards R is derived from the
K-types of rewards (r1, . . . , rK).
Observe that Yk in Equation (5.39) does not consider the reward at the time 0. There-
fore, the random vector (Y1, . . . , YK) has a joint probability-generating function of the
form
(1− βe) + β (I−B∆ (θr))−1 b.
5.4 Concluding remarks
In this chapter, we have introduced the discrete version of the multivariate phase-type
distribution presented by Kulkarni in [Kul89]. We have shown a closed-form formula
for the joint probability-generating function and, consequently, for the joint moment-
generating function. As well as, we have proved some closure properties of this distri-
bution and we have provided several examples of representations of it.
The formula of the joint probability-generating function is based on the first step analy-
sis and the homogeneity of the underlying Markov chain. While the representations of
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the examples have been proposed from probabilistic interpretations and later have been
verified analytically through the formula of the joint probability-generating function.
In Example 5.3.1, we remarked that to reduce the dimension of the representation and
have a more convenient sub-transition probability matrix, it was more convenient to
consider a different form for the joint probability-generating function which takes in
account the reward of the absorbing state. The form of the formula in that case is
pi∆ (θr) (I−T∆ (θr))−1 ∆ (θr) t.
In the same way, in Example 5.3.9 it would be more appropriate to consider another
form of the joint probability-generating function which, in this case, does not take the
rewards at time 0. Thus, in this case we may consider the formula
pi (I−T∆ (θr))−1 t
for the joint probability-generating function.
Therefore, depending on the situation we are able to adapt the formula of the joint
probability-generating function to the most convenient form. That shows the versatility
of the approach given here for the study of the discrete version of multivariate phase-
type distributions.
Lastly, notice that we did not work with the joint probability mass function of MDPH*-
distributions. However, similarly to the continuous case, effective methods to compute
these distributions are still missing in the literature due to numerical difficulties. How-
ever, we can find explicit formulas for particular cases, for instance in Example 5.3.5
we can find an explicit expression for the joint bivariate probability mass function in
[MNOS10]. Recursive formulas have also been considered to calculate joint proba-
bility mass functions. That has been done by treating multivariate discrete phase-type
distributions under different approaches, such as in Example 5.3.9 whose recursive for-
mula is found in [RZ17].
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CHAPTER 6
On concomitants of order
statistics of phase-type
distributions
In this chapter, we present our study on concomitants of order statistics from a sam-
ple of bivariate i.i.d. phase-type distributed random vectors, we show a procedure to
calculate their distributions and prove that they are phase-type distributed. The base of
the results come essentially from the following papers: A New Class Of Multivariate
Phase-type Distributions [Kul89], A Stochastic Two-dimensional Fluid Model [BO13]
and A Semi-explicit Density Function For Kulkarni’s bivariate Phase-type Distribu-
tions [Bre16].
We start this chapter by explaining the concept of concomitants of order statistics and
a couple of results on their formulas of distribution and density function. Then, we
introduce the needed results given in [BO13] and [Bre16] in order to explain the con-
tribution of this paper. After that, we present our study of concomitants from bivariate
sample of i.i.d. phase-type distributed random vectors and the proof of concomitants
are phase-type distributed. Lastly, we include a couple of examples of concomitants
from different samples to clarify how to calculate their density function.
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6.1 Introduction to concomitants of order statistics
Let (X,Y ) be a random vector with an absolutely continuous bivariate density function
denoted by h(x, y). Let FX(x) and FY (y) denote the cumulative distribution function
of X and Y, respectively. For a fixed n ∈ N, let us consider the sample
(X1, Y1) , (X2, Y2) , . . . , (Xn+1, Yn+1) (6.1)
which are i.i.d pairs with density function h(x, y). The size of the sample is kept to be
n+ 1 to ensure that the sample size is greater than one.
If the Y -variates in the bivariate sample (6.1) are arranged in increasing order, this
yields to(
X[1:n+1], Y(1:n+1)
)
,
(
X[2:n+1], Y(2:n+1)
)
, . . . ,
(
X[n+1:n+1], Y(n+1:n+1)
)
,
then for every r = 1, . . . , n + 1, the X-variate paired with the r-th order statistic
Y(r:n+1) is called the concomitant of the r-th order statistic and it is denoted by
X[r:n+1]. In other way, based on the ordering of the X-variates, the concomitant of the
r-th order statistic X(r:n+1) is defined as the Y -variate paired with X(r:n+1) and it is
denoted by Y[r:n+1] for every r = 1, . . . , n+ 1.
Proposition 6.1 Consider the sample given in (6.1) and let Fr:n+1(y) denote the cu-
mulative distribution function of the r-th order statistic Y(r:n+1). Then, the cumulative
distribution function of the concomitant of the r-th order statistic, F[r:n+1](x), is given
by
F[r:n+1](x) =
∫ ∞
−∞
P (X ≤ x|Y ∈ dy) dFr:n+1(y). (6.2)
Proof.
P
(
X[r:n+1] ≤ dx
)
=
∫ ∞
−∞
P
(
X[r:n+1] ≤ dx, Y(r:n+1) ∈ dy
)
dy
=
∫ ∞
−∞
P
(
X[r:n+1] ≤ dx, Y(r:n+1) ∈ dy, Yi = Y(r:n+1)
)
dy
(6.3)
for some i ∈ {1, . . . , n+ 1}. From here, the last expression satisfies∫ ∞
−∞
P
(
X[r:n+1] ≤ dx, Y(r:n+1) ∈ dy, Yi = Y(r:n+1)
)
dy
=
∫ ∞
−∞
P
(
X[r:n+1] ≤ dx,Xi = X[r:n+1], Yi ∈ dy
)
dy
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=
∫ ∞
−∞
P
(
X[r:n+1] ≤ dx
∣∣Xi = X[r:n+1], Yi ∈ dy) dFr:n+1(y)
=
∫ ∞
−∞
P (Xi ≤ dx|Yi ∈ dy) dFr:n+1(y).

Notice that Equation (6.3) is only satisfied for continuous distributions. Due to that
restriction, the distribution of the concomitants of order statistics in the discrete time
has not been studied so far.
The next result shows the density function of concomitants, which is derived from
Proposition 6.1.
Proposition 6.2 Let fr:n+1(y) denote the probability density function of the r-th order
statistic Y(r:n+1) from the Y -variates of the sample (6.1). Then, the probability density
function of the r-th concomitant, fX[r:n+1] , is given by
fX[r:n+1](x) = r
(
n+ 1
r
)∫ ∞
−∞
h(x, y) (FY (y))
r−1
(1− FY (y))n+1−r dy.
Proof. We recall that the density of the r-th order statistic Yr:n+1 from i.i.d. random
variables Y1, . . . , Yn+1 with distribution function FY (y) is calculated as follows
fr:n+1(y) = (n+ 1)
(
n
r − 1
)
(FY (y))
r−1
(1− FY (y))n+1−r fY (y), (6.4)
where fY (y) denotes the density function of Y (see [Bal07, p. 8]). Then, a formula for
the density for the r-th concomitant fX[r:n+1](x) is derived next by combining Equa-
tions (6.2) and (6.4).
fX[r:n+1](x)
= (n+ 1)
(
n
r − 1
)∫ ∞
−∞
d
dx
P (X ≤ x|Y ∈ dy) fY (y) (FY (y))r−1 (1− FY (y))n+1−r dy
= r
(
n+ 1
r
)∫ ∞
−∞
h(x, y) (FY (y))
r−1 (1− FY (y))n+1−r dy. (6.5)

More properties of the distribution of concomitants such as their expectation, variance
and covariance are found in [Yan77].
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6.2 A stochastic two-dimensional fluid model.
In this section, we present the stochastic two-dimensional fluid model introduced by
N. G. Bean and M. M. O’Reilly in [BO13]. Also, we present some results of this
theory, such as the Laplace-Stieltjes transform of the distribution of a shift of the two
dimensional fluid model, are going to be used to derive a semi-explicit formula for the
distribution of a bivariate phase-type random variable.
Definition 6.3 (Stochastic fluid model.) A stochastic fluid model {(Xt,Wt)}t≥0 is a
process with parameters E ,Q and the set {qi : ∀i ∈ E}, where {Xt}t≥0 is an irre-
ducible Markov jump process with finite state space E and intensity matrix Q, while
Wt is a continuous fluid level at time t such that when Xt = j it holds
dWt
dt
=
{
qj if Wt > 0,
max{0, qj} if Wt = 0.
It says that the process {Xt}t≥0 drives the evolution of {Wt}t≥0.
Consider a stochastic fluid model {(Xt,Wt)}t≥0 with a lower boundary Wt ≥ 0, a
finite and irreducible set of states E and intensity matrix Q with rates si for all i ∈ E
such that si is a constant that can be positive, negative or zero. That is, {Xt}t≥0 is a
Markov jump process with state space E and intensity matrix Q and {Xt}t≥0 drives
the evolution of the level variable Wt in the following way. When Xt = i and Wt > 0,
the rate at which Wt is changing at time t is si. However, when Xt = i and W0 = 0,
the rate at which Wt is changing at time t is max {0, ri} , and so if si ≤ 0, there is no
change in the level variable Wt until a transition to some j, with sj > 0, occurs.
Let {(Xt, Zt,Wt)}t≥0 be a stochastic model such that {Xt}t≥0 is a Markov jump
process with a finite and irreducible state space E and generator Q. It is assumed that
{(Xt, Zt)}t≥0 is an unbounded stochastic fluid model, this is Zt ∈ (−∞,+∞) , and
rates ci such that for all i ∈ E , ci is a constant that can be positive, negative or zero.
When Xt = i, the rate at which Zt is changing at time t is given by ci. Next, it is
assumed that {(Xt,Wt)}t≥0 is a bounded stochastic fluid model with a lower boundary
Wt ≥ 0 and rates si, i ∈ E , as it was defined earlier. The process {(Xt, Zt,Wt)}t≥0
is called a stochastic two-dimensional fluid model driven by {Xt}t≥0 .
In the following we explain a method presented in [BO13] that considers paths of the
process {(Xt,Wt)}t≥0 under which we can evaluate the corresponding distribution of
Zt − Z0 (referred to as the shift) in the process {(Xt, Zt)}t≥0. The Laplace-Stieltjes
transform of the distribution of the shift Zt − Z0 corresponding to a sample path in
{(Xt,Wt)}t≥0 is going to be expressed in terms of matrices.
Consider the process {(Xt,Wt)}t≥0. Let E1 = {i ∈ E : si > 0} , E2 = {i ∈ E : si <
0} and E0 = {i ∈ E : si = 0} . The intensity matrix Q is partitioned according to the
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subsets of E1, E2 and E0, as follows
Q =
Q11 Q12 Q10Q21 Q22 Q20
Q01 Q02 Q00
 .
Let f(t) =
∫ t
0
∣∣s
Xu
∣∣ du. From here, notice that f(t) ≥ 0 and it can be interpreted as
the total amount of fluid that has flowed into or out of the W(·) during the time interval
(0, t) .
Assume that W0 = 0. Let ω(y) = inf {t > 0 : f(t) = y} be the first time the total
amount of fluid that has flowed into or out of W(·) reaches the level y.
For i, j ∈ E1 ∪ E2, let
δyi (j, t) = P
(
ω(y) ≤ t,Xω(y) = j
∣∣W0 = 0, X0 = i) . (6.6)
The function δyi (j, t) is the joint distribution function/probability mass that by starting
from level zero in state i, the total amount of fluid that has flowed into or out of W(·)
first reaches y at time less than or equal to t, and it does so in state j. Let δy(u) be a
matrix such that [δy(u)]i,j = δ
y
i (j, u) .
Now, let us consider the process {(Xt, Zt)}t≥0. The aim is to derive the distribution
of the shift Zt − Z0. For that purpose, let us consider the following Laplace-Stieltjes
transform.
Let ∆y(s) be the matrix whose (i, j)-th entry is given by
[∆y(s)]i,j =
∫ ∞
0
e−sStdδyi (j, t) ,
where St = Zt − Z0.
In what follows, we analyse some conditions for ∆y(s) to be well-defined. Once the
conditions are established, [∆y(s)]i,j is going to be interpreted as the Laplace-Stieltjes
transform of the distribution of Zt − Z0 at time ω(y), assuming X0 = i, W0 = 0 and
Xω(y) = j.
Let us introduce the following matrices.
R1 = diag (si)i∈E1 and R2 = diag (|si|)i∈E2 .
Also, let
D0 = diag (ci)i∈E0 , D1 = diag (ci)i∈E1 and D2 = diag (ci)i∈E2 .
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For i, j ∈ E0, it is defined the joint distribution function/probability mass function
βti (j, x) = P (St ≤ x,Xt = j|X0 = i,Xu ∈ E0, 0 ≤ u ≤ t) . (6.7)
Let βt(x) be a matrix such that
[
βt(x)
]
i,j
= βti (j, x) .
Let Bt(s) be the matrix of the two-sided Laplace-Stieltjes transforms whose (i, j)-th
entry is [
Bt(s)
]
ij
=
∫ +∞
−∞
e−sxdβti (j, x) . (6.8)
Then, [Bt(s)]ij is interpreted as the Laplace-Stieltjes transform of the distribution of
the shift in S(.) over the interval (0, t) , with Xt = j, assuming X0 = i, and Xu ∈
E0, 0 ≤ u ≤ t.
Theorem 6.4 For every s ∈ C, the matrix Bt(s) is well-defined for all t ≥ 0 and is
given by
Bt(s) = exp {(Q00 − sD0) t} . (6.9)
For the proof we refer [BO13, Theorem 1].
Let A be a matrix and let χ (A) denote the eigenvalue with maximum real part of A.
Theorem 6.5 If s is such that
χ (Q00 − sD0) < 0, (6.10)
then ∆y(s) exists and is given by
∆y(s) = exp {W(s)y} , (6.11)
where
W(s) =
(W11(s) W12(s)
W21(s) W22(s)
)
,
with
W11(s) = R−11
[
(Q11 − sD1)−Q10 (Q00 − sD0)−1 Q01
]
,
W22(s) = R−12
[
(Q22 − sD2)−Q20 (Q00 − sD0)−1 Q02
]
,
W12(s) = R−11
[
Q12 −Q10 (Q00 − sD0)−1 Q02
]
,
W21(s) = R−11
[
Q21 −Q20 (Q00 − sD0)−1 Q01
]
.
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For the proof we refer [BO13, Theorem 2].
Lemma 6.6 The set W = {s ∈ C : χ (Q00 − sD0) < 0} is a non-trivial, unbounded
vertical strip in the complex plane.
See proof in [BO13, Lemma 2].
Lemma 6.7 The set P = {s ∈ W : χ (W11(s)) < 0 and χ (W22(s)) < 0} is a non-
trivial, unbounded vertical strip in the complex plane.
See proof in [BO13, Lemma 3].
6.3 The class of MPH*
In the introduction of the thesis we talked for the first time about the class of MPH*,
however we did so without substantial details. Here, we present formally the definition
of the class of multivariate phase-type distributions introduced by V. G. Kulkarni in
[Kul89] and remark important assumptions. Furthermore, we recall the join moment-
generating function of MPH* and the closure property of its marginals. Lastly, to
finalise this section, we present an easy example of a bivariate phase-type distribution.
Let {Xt}t≥0 be a Markov jump process with state space
E = {1, 2, . . . , p, p+ 1} ,
where the first p states are transient and p+ 1 is an absorbing state.
The intensity matrix can be written as follows(
S −Se
0 0
)
, (6.12)
where S is an p-square matrix, e is an p-dimensional column vector filled of one and 0
is an p-dimensional row zero vector.
Furthermore, let (α, αp+1) denote the initial distribution of {Xt}t≥0 where α =
(α1, . . . , αp) .
Consider the first passage time of the Markov jump process
τ = inf {t ≥ 0 : Xt = p+ 1} . (6.13)
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Let r = (r(1), . . . , r(p))> be an p-dimensional column vector with non-negative en-
tries. Every entry r(i) represents the reward obtained in state i. We refer to r as “the
vector of rewards”.
Consider the variable
Y =
∫ τ
0
r(Xt)dt. (6.14)
Then, Y represents the total reward accumulated until the process {Xt}t≥0 gets ab-
sorbed. Notice that if r(i) = 1 for all i = 1, . . . , p, then Y = τ.
Theorem 6.8 The random variable Y is phase-type distributed.
See [Kul89] for the proof.
Now, this idea is generalised by introducing more vector of rewards. Consider n vectors
of rewards denoted by
rk = (rk(1), . . . , rk(p))
>
, k = 1, . . . , n. (6.15)
These vectors form a matrix defined as follows
R =
(
r1 · · · rn
)
,
which is of dimension p× n. The matrix R is referred as “the matrix of rewards”.
For every vector of rewards consider the variable
Yk =
∫ τ
0
rk(Xt)dt, k = 1, . . . , n. (6.16)
Then, the random vector (Y1, . . . ,Yn) is said to be multivariate phase-type distributed
(MPH∗-distributed). We write (Y1, . . . ,Yn) ∼ MPH∗p (α,S; R) , where p denotes the
dimension of the PH-representation (α,S) .
Theorem 6.9 (Joint moment-generating function.) Let (Y1, . . . ,Yn) ∼ MPH∗p (α,S; R) .
Then, there exists a constant θ
0
> 0 such that the joint moment-generating function
E (exp{− (θ1Y1 + · · ·+ θnYn)})
exists for any θ = (θ1, . . . , θn) with θi < θ0 , and it is given by
E (exp{− (θ1Y1 + · · ·+ θnYn)}) = α (−∆ (Rθ)− S)−1 s, (6.17)
where s = −Se and ∆ (Rθ) is the diagonal matrix formed with the entries of the
vector
Rθ =
(
n∑
k=1
rk(1)θ1, . . . ,
n∑
k=1
rk(p)θ1
)
.
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For the proof we refer [BN17, p. 438].
Proposition 6.10 If (Y1, . . . ,Yn) is MPH∗-distributed, then every variableYi is phase-
type distributed for i = 1, . . . , n.
The proof is given in [Kul89].
Remark. Throughout this chapter, we assume that
p∑
i=1
rk(i) > 0,
for every fixed vector of rewards rk, k = 1, . . . , n. Hence, P (Yk > 0) > 0, for all
k = 1, . . . , n.
Furthermore, we assume (without loss of generality) that
n∑
k=1
rk(i) > 0,
for every fixed state i ∈ E . That is assumed to avoid superfluous states.
6.3.1 Example: a bivariate distribution of two Erlang distributed
random variables.
Let Z, W1 andW2 be independent and identical exponentially distributed random vari-
ables with intensity 1. Consider the variables
Yi = Z +Wi
λi
, i = 1, 2.
Then, Yi is Erlang distributed with parameters (2, λi) for every i = 1, 2, (see Example
3.2). A MPH∗-representation for the distribution of (Y1,Y2) is (α,S; R) , where
α = (1, 0, 0) , S =
 −1 1 00 −1 1
0 0 −1
 , R =
Y1 Y2 1λ1 1λ21
λ1
0
0 1λ2
.
We can verify that (α,S; R) is a MPH∗-representation for (Y1,Y2) by calculating its
joint moment-generating function directly as follows.
E (exp {−θ1Y1 − θ2Y2})
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= E
(
exp
{
−
(
θ1
λ1
+
θ2
λ2
)
Z
})
E
(
exp
{
− θ1
λ1
W1
})
E
(
exp
{
− θ1
λ1
W1
})
=
(
1−
(
θ1
λ1
+
θ2
λ2
))−1(
1− θ1
λ1
)−1(
1− θ2
λ2
)−1
=
(λ1λ2)
2
(λ1λ2 − θ1λ2 − θ2λ1) (λ1 − θ1) (λ2 − θ2)
= α (−∆ (Rθ)− S)−1 s,
where the last equality is verified by making the calculation of the formula (6.17) in
Theorem 6.9.
6.4 A semi-explicit density function for Kulkarni’s bi-
variate phase-type distributions
In this section, our goal is to present the formula for the semi-explicit Laplace transform
of a bivariate phase-type distribution derived by L. Breuer in [Bre16].
Consider the bivariate random vector (Y1,Y2) ∼ MPH∗ (α,S; R) with underlying
Markov jump process {Xt}t≥0 and state space E = {1, 2, . . . , p, p+ 1}.
In [Bre12] is shown that the marginal Y1 holds a relation with the first passage time of
a stochastic fluid process and that relation is actually an essential key in the proof of
the semi-explicit formula for the density function. We explain that next.
Consider the variable defined by
Wt :=
∫ t
0
r1(Xs)ds, (6.18)
for t ≥ 0, where r1(·) denotes the rewards comming from the random variable Y1
and r1(p+ 1) := 0. Then, the multivariate process {(Xt,Wt)}t≥0 is a stochastic fluid
process.
Observe that the process {Wt}t≥0 does not have decreasing paths due to r1(i) ≥ 0 for
every state i ∈ E . Then, the equalities
Wt = Wτ = Y1 (6.19)
hold for all t ≥ τ.
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Consider the first passage times given by
T (y) := inf {t ≥ 0 : Wt > y} , y ≥ 0, (6.20)
where inf ∅ :=∞. Then, it holds that
P (Y1 > y) = Pα (T (y) < τ) , (6.21)
where τ ∼ PH (α,S) and Pα denotes the conditional probability given P (X0 = i) =
αi, i ∈ E .
Remark. From the definition of the first passage times (see Equation (6.20)), notice
that the event {T (y) ≥ τ} implies that there is a positive reward on the state p + 1,
which is impossible. Therefore, the event {T (y) <∞} is equivalent to the event
{T (y) < τ} . From here, we have that
P (Y1 > y) = Pα (T (y) <∞) (6.22)
for all y ≥ 0.
Now consider the stochastic fluid process given by {(Xt, Zt)}t≥0, where
Zt :=
∫ t
0
r2(Xs)ds, (6.23)
for all t ≥ 0, and r2(p+ 1) := 0.
This definition is completely analogous to the definition of {Wt}t≥0 above (see Equa-
tion (6.18)). Thus, the paths of the process {Zt}t≥0 are also non-decreasing paths and
it is satisfied that
Zt = Zτ = Y2 (6.24)
for all t ≥ τ.
Consider the partition of the state space E given by E = E0 ∪ E+, where
E0 := {i ∈ E : r1(i) = 0} and E+ := {i ∈ E : r1(i) > 0} .
According to this partition, we can write the sub-intensity matrix S and the initial vector
α in the following block form
S =
(
S00 S0+
S+0 S++
)
and α = (α0,α+) .
Also, we write the exit vector as −Se = (s0, s+)> .
S00 is the sub-intensity matrix formed with the transition rates between the states in
E0. Then, S0+ is the sub-intensity matrix consisted by with the transition rates from
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states in E0 to states in E+. Similarly, In the other way, S+0 is the sub-intensity matrix
formed with the transition rates from states in E+ to states in E0. Lastly, S++ is the
sub-intensity matrix formed with the transition rates between the states in E+. In the
initial probability vector, α0 is the row vector of initial probabilities of the states in E0
and α+ is the row vector of initial probabilities of the states in E+. While in the exit
vector, s0 is the column vector of the exit rates of the states in E0 and s+ is the column
vector of the exit rates of the states in E+.
Finally, consider the diagonal matrices
R+ := diag (r1(i) : i ∈ E+) , R0 := 0,
D+ := diag (r2(i) : i ∈ E+) , and D0 := diag (r2(i) : i ∈ E0) .
Note. Since all states are assumed to be not superfluous, we have that r2(i) > 0 for all
i ∈ E0, and this implies that D0 is nonsingular.
Also notice that if E0 6= ∅, then Y1 has an atom at zero. The next results shows an
expression for the density function of the marginal Y2 under the event {Y1 = 0}.
Theorem 6.11 On the set {Y1 = 0} , Y2 has a deficient phase-type distribution with
density function
P (Y2 ∈ dx,Y1 = 0) = α0 exp
(
D−10 S00 x
)
D−10 s0 dx,
for all x > 0.
Proof. The event {Y1 = 0} happens if and only if Xs ∈ E0 for all s ≤ τ, this means
that {Xt}t≥0 never enters to E+. Consequently, from the relation
Y2 = Zτ =
∫ τ
0
r2(Xs)ds
on the event {Y1 = 0} , we conclude that Y2 has a deficient phase-type distribution
with initial phase distribution α0, sub-intensity matrix D−10 S00 and exit vector
−D−10 (S00 + S0+) e = D−10 s0.
Also, notice that the exit vector does not count the exit rates of the sub-intensity matrix
S0+, because (again), under the set {Y1 = 0} , {Xt}t≥0 never enters to E+. 
Let E
(
e−sY21{Y1=0}
)
=: E
(
e−sY2 ,Y1 = 0
)
. Then, the Laplace transform of the
distribution of Y2 on {Y1 = 0} is calculated as follows
E
(
e−sY2 ,Y1 = 0
)
=
∫ ∞
0
e−sxα0 exp
{
D−10 S00 x
}
D−10 s0 dx
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= α0
∫ ∞
0
exp
{(
D−10 S00 − sI
)
x
}
dxD−10 s0
= −α0
(
D−10 S00 − sI
)−1
D−10 s0, s ≥ 0, (see Equation (A.3))
= α0 (sD0 − S00)−1 s0. (6.25)
The next result covers the case when Y1 > 0.
Let E
(
e−sY21{Y1∈dy}
)
=: E
(
e−sY2 ,Y1 ∈ dy
)
.
Theorem 6.12 Let (Y1,Y2) ∼ MPH∗ (α,S; R) . Then
E
(
e−sY2 ,Y1 ∈ dy
)
= α (s) eW(s)yη(s)dy, (6.26)
for y > 0 and s ≥ 0, where
α(s) := α0
(
sD0 − S00
)−1
S0+ +α+
W(s) := R−1+
(
(S++ − sD+)− S+0 (S00 − sD0)−1 S0+
)
η(s) := R−1+
(
S+0 (sD0 − S00)−1 s0 + s+
)
.
Proof. The proof is originally given in [Bre16]. However, in the following we make an
outline of the proof.
Let
E
(
exp
{
−s
∫ T (y)
0
r2 (Xu) du
}
, T (y) < τ
)
denote the matrix with (i, j)-th entry given by
E
(
exp
{
−s
∫ T (y)
0
r2 (Xu) du
}
, T (y) < τ,XT (y) = j
∣∣∣∣∣X0 = i
)
(6.27)
for i, j ∈ E+.
Recall Theorem 6.5 and also notice that in our case we have S
T (y)
=
∫ T (y)
0
r2 (Xu) du
and
E
(
exp
{
−s
∫ T (y)
0
r2 (Xu) du
}
, T (y) < τ,XT (y) = j
∣∣∣∣∣X0 = i
)
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=
[
exp {W(s)y}
]
i,j
for i, j ∈ E+.
Now, since events {T (y) < τ} and {Y1 > y} are equivalent (see Equation (6.21)), it
holds that
E
(
exp
{
−s
∫ T (y)
0
r2 (Xu) du
}
, T (y) < τ,XT (y) = j
∣∣∣∣∣X0 = i
)
= E
(
exp
{
−s
∫ T (y)
0
r2 (Xu) du
}
,Y1 > y,XT (y) = j
∣∣∣∣∣X0 = i
)
and consequently
E
(
exp
{
−s
∫ T (y)
0
r2 (Xu) du
}
,Y1 > y,XT (y) = j
∣∣∣∣∣X0 = i
)
,
=
[
exp {W(s)y}
]
i,j
for i, j ∈ E+.
Next, the goal is to find an expression for E
(
e−sY2 ,Y1 ∈ dy
∣∣X0 = i) and for that this
expectations is written as follows
E
(
e−sY2 ,Y1 ∈ dy
∣∣X0 = i) = lim
h↓0
1
h
e>i E
(
e−sY2 , y < Y1 ≤ y + h
)
,
where i ∈ E+ and E
(
e−sY2 , y < Y1 ≤ y + h
)
denotes the column vector of dimension
|E+| with entries E
(
e−sY2 , y < Y1 ≤ y + h
∣∣X0 = i) .
From the strong Markov property, it follows that
E
(
e−sY2 , y < Y1 ≤ y + h
)
= E
(
exp
{
−s
∫ τ
0
r2 (Xu) du
}
, y < Y1 ≤ y + h
)
= E
(
exp
{
−s
∫ T (y)
0
r2 (Xu) du
}
,Y1 > y
)
× E
(
exp
{
−s
∫ τ
T (y)
r2 (Xu) du
}
,Y1 ≤ y + h
∣∣∣∣∣Y1 > y
)
,
where
E
(
exp
{
−s
∫ τ
T (y)
r2 (Xu) du
}
,Y1 ≤ y + h
∣∣∣∣∣Y1 > y
)
is a column vector of dimension |E+| with entries
E
(
exp
{
−s
∫ τ
T (y)
r2 (Xu) du
}
,Y1 ≤ y + h
∣∣∣∣∣Y1 > y,XT (y) = i
)
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for i ∈ E+.
By now it is assumed that XT (y) = j, where j ∈ E+. Consider the paths from which
{Xt}≥0 leaves the set E+ within the interval [T (y), T (y) + (h/r1(j))] . Thus, {Xt}≥0
have two types of paths which are explained next.
The first type of paths is given when {Xt}≥0 goes from state j to the absorbing state
p + 1, which happens with probability (hs+(j))/r1(j), where s+(j) denotes the j-th
entry of the vector s+, and in this case the contribution of∫ τ
T (y)
r2 (Xu) du
will vanish in the limit h ↓ 0, as τ < T (y) + h/r1(j). Therefore, it only remains the
constant of the probability (hs+(j))/r1(j).
The second type of paths happens when {Xt}≥0 goes from E+ to E0 within the interval
[T (y), T (y) + (h/r1(j))], and later on to the absorbing state p + 1 without returning
to E+. Here, {Xt}≥0 jumps to E0 with probability hS+0(j)/r1(j), where S+0(j) de-
notes the j-th row of S+0. Then, {Xt}≥0 stays in E0 with transition probability matrix
exp{D−10 S00}, and consequently goes to the absorbing state p + 1 with a transition
rate given by s0.
Putting all together, we conclude that for h > 0, which is small enough, we have
E
(
exp
{
−s
∫ τ
T (y)
r2 (Xu) du
}
,Y1 ≤ y + h
∣∣∣∣∣Y1 > y,XT (y) = i
)
= hR−1+ s+ + hR
−1
+ S+0 (sD0 −Q00)−1 s0 + o(h).
Now, by taking the limit of the last expression it yields to
E
(
e−sY2 ,Y1 ∈ dy
∣∣X0 = i) = e>i exp {W(s)y} η(s)dy, (6.28)
for y > 0 and i ∈ E+.
Finally, by considering all the possible initial probabilities and using Theorem 6.11 and
Equation (6.25), it results
E
(
e−sY2 ,Y1 ∈ dy
)
=
(
s+ + s0 (sD0 − S00)−1 S0+
)
exp {W(s)y} η(s)dy
for y > 0. 
As you may see, the matrixW(s) plays an important role in the semi-explicit formula
for the density function and in the coming analysis we will need some properties of it
and those are cited in the next Lemmas.
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Lemma 6.13 For every s ∈ C with Re(s) ≥ 0, the spectrum ofW(s) is contained in
the open left-half plane.
For the proof see [BOT05, Lemma 3].
Lemma 6.14 For every s ∈ C withRe(s) ≥ 0, we have χ(W(s)) < 0.
The proof is given in [BO13, Lemma 3].
6.5 Distributions of concomitants of bivariate phase-type
distributions
Let (X,Y ) ∼ MPH∗ (α,S; R) and let h(x, y) denote its joint bivariate density func-
tion. Consider
(X1, Y1) , (X2, Y2) , . . . , (Xn+1, Yn+1)
be a sample of i.i.d. pairs with common density h(x, y).
Based on the ordering of the Y -variates, the purpose is to calculate the density of the
r-th concomitant X[r:n+1].
First, we recall that
E
(
e−sY , X ∈ dx) := E (e−sY 1{X∈dx})
and thus we notice that
E
(
e−sY , X ∈ dx) = ∫ ∞
0
e−syh(y|X ∈ dx)dyfX(x)dx, (6.29)
where fX(x) denotes the density function of X.
Now, we recall Equation (6.26) and then from Equation (6.29) we obtain∫ ∞
0
e−ysh(y|X ∈ dx)dy = α (s) e
W(s)xη(s)
fX(x)
, (6.30)
for x > 0. Notice that the expression in the right side is analytic for allRe(s) ≥ 0 (we
refer to the proof of Theorem 6.12 which is based on Theorem 6.5 and Lemma 6.6).
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The general density function of the r-th concomitant (see Equation (6.5)) can be written
as follows
fX[r:n+1](x) = r
(
n+ 1
r
)∫ ∞
−∞
(
1− FY (y)
)r−1 (
FY (y)
)n+1−r
h(x, y)dy
= r
(
n+ 1
r
) r−1∑
j=0
(
r − 1
j
)
(−1)j
∫ ∞
−∞
(
FY (y)
)n+1−r+j
h(x, y)dy,
(6.31)
where FY (y) = 1− FY (y), and consequently we have
fX[r:n+1](x) = r
(
n+ 1
r
) r−1∑
j=0
(
r − 1
j
)
(−1)jfX(x)
∫ ∞
−∞
(
FY (y)
)u+j
h(y|X ∈ dx)dy,
(6.32)
where u = n+1− r. In order to calculate the density function of the r-th concomitant,
we need to calculate the integral∫ ∞
0
(
FY (y)
)m
h(y|X ∈ dx)dy. (6.33)
where m = n+ 1− r + j.
Let (β,T) be a PH-representation for the distribution of Y. Then, we get the following
expression(
FY (y)
)m
=
(
βeTye
)m
= β⊗meyT
⊕m
e⊗m = β⊗m(ey)T
⊕m
e⊗m.
By using the last expression in Equation (6.33), we get∫ ∞
0
(
FY (y)
)m
h(y|X ∈ dx)dy
=
∫ ∞
0
β⊗m(ey)T
⊕m
e⊗mh(y|X ∈ dx)dy
= β⊗m
∫ ∞
0
(ey)T
⊕m
h(y|X ∈ dx)dy e⊗m
= β⊗m
∫ ∞
0
(e−y)−T
⊕m
h(y|X ∈ dx)dy e⊗m
= β⊗m
∫ ∞
0
1
2pii
∮
γ
e−yz
(
zI + T⊕m
)−1
dzh(y|X ∈ dx)dy e⊗m Re(z) ≥ 0,
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=
β⊗m
2pii
∮
γ
∫ ∞
0
e−zyh(y|X ∈ dx)dy (zI + T⊕m)−1 dz e⊗m. (6.34)
Now, by substituting the expression in Equation (6.30) in to Equation (6.34), we have∫ ∞
0
(
FY (y)
)m
h(y|X ∈ dx)dy
=
β⊗m
fX(x)
1
2pii
∮
γ
(
α (z) eW(z)xη(z)
) (
zI + T⊕m
)−1
dz e⊗m. (6.35)
Here, notice that the spectrum of the matrix −T⊕m is contained in the open right-half
plane.
In the next, we are going to explain how to calculate the integral
1
2pii
∮
γ
(
α (z) eW(z)xη(z)
) (
zI + T⊕m
)−1
dz. (6.36)
Consider the Jordan canonical form of the matrix −T⊕m :
−T⊕m = PJ(m)P−1,
where
J(m) =

J(m,1) 0 · · · 0
0 J(m,2) · · · 0
...
...
. . .
...
0 0 · · · J(m,κ)

for some κ ∈ N, while the matrix
J(m,i) =

λi 1 0 · · · 0
0 λi 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · λi

represents the i-th Jordan block. Then we get
(
zI + T⊕m
)−1
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= P

(
zI1 − J(m,1)
)−1
0 · · · 0
0
(
zI2 − J(m,2)
)−1 · · · 0
...
...
. . .
...
0 0 · · · (zIk − J(m,κ))−1
P−1,
where
(
zIi − J(m,i)
)−1
=

(z − λi)−1 (z − λi)−2 (z − λi)−3 · · · (z − λi)−i
0 (z − λi)−1 (z − λi)−2 · · · (z − λi)−(i−1)
...
...
...
. . .
...
0 0 0 · · · (z − λi)−1

(6.37)
for some i ∈ N, and for every i = 1, . . . , κ.
In this way, the integral in Equation (6.36) can be calculated as
1
2pii
∮
γ
(
α (z) eW(z)xη(z)
) (
zI + T⊕m
)−1
dz
= P
1
2pii
∮
γ
(
α (z) eW(z)xη(z)
) (
zI− J(m)
)−1
dzP−1
and in particular
1
2pii
∮
γ
(
α (z) eW(z)xη(z)
) (
zI− J(m)
)−1
dz
=
κ⊕
i=1
1
2pii
∮
γ
(
α (z) eW(z)xη(z)
) (
zI1 − J(m,i)
)−1
dz,
where
⊕
denotes the direct sum.
Lastly, in order to calculate
1
2pii
∮
γ
α (z) eW(z)xη(z)
(
zIi − J(m,i)
)−1
dz
for every i = 1, . . . , κ, let us denote f(z, x) = α (z) eW(z)xη(z). Then
1
2pii
∮
γ
f(z, x)
(
zIi − J(m,i)
)−1
dz
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=

f(λi, x)
∂f(z,x)
∂z
∣∣∣
z=λi
· · · 1
i
!
∂i f(z,x)
∂zi
∣∣∣
z=λi
0 f(λi, x) · · · 1(
i
−1)!
∂(i−1)f(z,x)
∂z(i−1)
∣∣∣
z=λi
...
...
. . .
...
0 0 · · · f(λi, x)

=: f(J(m,i), x).
Consequently, we can write
1
2pii
∮
γ
f(z, x)
(
zI− J(m)
)−1
dz
=
 f(J(m,1), x) · · · 0... . . . ...
0 · · · f(J(m,κ), x)

=
κ⊕
i=1
f(J(m,i), x)
and we get
1
2pii
∮
γ
f(z, x)
(
zI + T⊕m
)−1
dz = P
κ⊕
i=1
f(J(m,i), x)P
−1.
Finally, by combining Equations (6.35) and (6.32), we have shown a way to calculate
the density function of the r-th concomitant.
In following part we are going to derive a closed form formula for the density function
of the r-th concomitant which is going to help to prove that concomitants are phase-
type distributed.
consider the following matrices
α(J(m,i)) :=

α(λi)
∂ α(z)
∂z
∣∣∣
z=λi
· · · 1
i
!
∂i α(z)
∂zi
∣∣∣
z=λi
0 α(λi) · · · 1(
i
−1)!
∂(i−1) α(z)
∂z(i−1)
∣∣∣
z=λi
...
...
. . .
...
0 0 · · · α(λi)

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eW(J(m,i))x :=

eW(λi)x ∂ e
W(z)x
∂z
∣∣∣
z=λi
· · · 1
i
!
∂i eW(z)x
∂zi
∣∣∣
z=λi
0 eW(λi)x · · · 1(
i
−1)!
∂(i−1) eW(z)x
∂z(i−1)
∣∣∣
z=λi
...
...
. . .
...
0 0 · · · eW(λi)x

η(J(m,i)) :=

η(λi)
∂ η(z)
∂z
∣∣∣
z=λi
· · · 1
i
!
∂i η(z)
∂zi
∣∣∣
z=λi
0 η(λi) · · · 1(
i
−1)!
∂(i−1) η(z)
∂z(i−1)
∣∣∣
z=λi
...
...
. . .
...
0 0 · · · η(λi)

.
Then, we have
f(J(m,i), x) = α(J(m,i))e
W(J(m,i))xη(J(m,i))
for every i = 1, . . . , κ
m
, and consequently we have
1
2pii
∮
γ
f(z, x)
(
zI− J(m)
)−1
dz =
κ⊕
i=1
(
α(J(m,i))e
W(J(m,i))xη(J(m,i))
)
.
Now, let us introduce the following matrices
Λ(m) =

α(J(m,1)) 0 · · · 0
0 α(J(m,2)) · · · 0
...
...
. . .
...
0 0 · · · α(J(m,k))
 ,
W(J(m), x) =

eW(J(m,1))x 0 · · · 0
0 eW(J(m,2))x · · · 0
...
...
. . .
...
0 0 · · · eW(J(m,κ))x
 ,
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N(m) =

η(J(m,1)) 0 · · · 0
0 η(J(m,2)) · · · 0
...
...
. . .
...
0 0 · · · η(J(m,κ))
 .
By using the latest notation for the matrices, we can write
1
2pii
∮
γ
(
α (z) eW(z)xη(z)
) (
zI− J(m)
)−1
dz
= Λ(m)W(J(m), x)N(m). (6.38)
Then, we get
1
2pii
∮
γ
(
α (z) eW(z)xη(z)
) (
zI + T⊕m
)−1
dz = PΛ(m)W(J(m), x)N(m)P
−1.
Therefore, the integral in Equation (6.35) is given by∫ ∞
0
(
FY (y)
)m
h(y|X ∈ dx)dy = β
⊗m
fX(x)
PΛ(m)W(J(m), x)N(m)P
−1e⊗m.
(6.39)
Now, by combining Equation (6.32) and Equation (6.39), we get the following expres-
sion for the density of the r-th concomitant.
fX[r:n+1](x) =
= r
(
n+1
r
) r−1∑
j=0
(
r−1
j
)
(−1)jfX(x)
∫ ∞
0
(
FY (y)
)u+j
h(y|X ∈ dx)dy
= r
(
n+1
r
) r−1∑
j=0
(
r−1
j
)
(−1)jβ⊗u+jPΛ(u+j)W(J(u+j), x)N(u+j)P−1e⊗u+j ,(6.40)
where u = n− (r − 1).
Let us define the vectors γr =
(
γ0, . . . ,γr−1
)
and gr =
(
g0, . . . ,gr−1
)
, where
γj = r
(
n+1
r
)(
r−1
j
)
(−1)jβ⊗u+jPΛ(u+j),
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gj = N(u+j)P
−1e⊗u+j ,
for every j = 0, . . . , r − 1.
Also, we define the matrix
Gr(x) =
r−1⊕
j=0
W
(
J(u+j), x
)
.
Finally, the density for the r-th concomitant can be written as
fX[r:n+1](x) = γrGr(x)gr. (6.41)
Now, we introduce the following two lemmas to prove that concomitants are phase-type
distributed according to Theorem 3.4.
Lemma 6.15 The density function fX[r:n+1] (x) is positive on the positive reals.
Proof. From formula (6.31) we can see that if h(x, y) = 0, then fX[r:n+1](x) = 0.
Assume that there exists x∗ > 0 such that h(x∗, y) = 0. Then,
∫∞
0
h(x∗, y)dy =
fX(x
∗) = 0, which is a contradiction since X is phase-type distributed (recall Propo-
sition 6.10 and Theorem 3.4). 
Lemma 6.16 The Laplace transform of fX[r:n+1](x), denoted by LfX[r:n+1] (s), is a
rational function and it has a unique pole of maximal real part.
Proof.
LfX[r:n+1] (s) =
∫ ∞
0
e−sxfX[r:n+1](x)dx
= γr
∫ ∞
0
e−sxGr(x)dxgr
= γr
r−1⊕
j=0
(∫ ∞
0
e−sxW
(
J(u+j), x
)
dx
)
gr, u = n− (r − 1),
= γr
r−1⊕
j=0
(
κj⊕
i=1
(∫ ∞
0
e−sxeW(J(u+j,i))xdx
))
gr.
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Notice that
eW(J(u+j,i))x =
eW(λi)x ∂ e
W(z)x
∂z
∣∣∣
z=λi
· · · 1
i
!
∂i eW(z)x
∂zi
∣∣∣
z=λi
0 eW(λi)x · · · 1(
i
−1)!
∂(i−1) eW(z)x
∂z(i−1)
∣∣∣
z=λi
...
...
. . .
...
0 0 · · · eW(λi)x

.
Then, we need to calculate∫ ∞
0
e−sx
(
1
k!
∂ k eW(z)x
∂zk
∣∣∣∣
z=λi
)
dx, (6.42)
for all k = 1, . . . , i .
Now, by using the Faà di Bruno’s formula (see Equation (A.7)), we can write the k-th
derivative as follows
∂ k eW(z)x
∂zk
∣∣∣∣
z=λi
=
k∑
`=1
Gk,` (W(λi))x`eW(λi)x, k ≥ 1, (6.43)
where the function Gk,` (W(λi)) is given by the derivatives of the functionW(λi) with
respect to λi and which derivatives have coefficient x`.
By substituting Equation (6.43) into Equation (6.42), we get
1
k!
∫ ∞
0
e−sx
(
∂ k eW(z)x
∂zk
∣∣∣∣
z=λi
)
dx =
1
k!
k∑
`=1
Gk,` (W(λi))
∫ ∞
0
x`e−sxeW(λi)xdx
=
1
k!
k∑
`=1
Gk,` (W(λi))
∫ ∞
0
x`e−(sI−W(λi))xdx
=
1
k!
k∑
`=1
`!Gk,` (W(λi)) (sI−W(λi))−`−1 , (6.44)
for every k = 1, . . . , 
i
.
Going back to the integral ∫ ∞
0
e−sxeW(J(u+j,i))xdx,
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this integral is calculated as follows

(sI−W(λi))−1
(
∂W(z)
∂z
∣∣∣
z=λi
)
(sI−W(λi))−2 ... 1i!
i∑`
=1
`!Gi,` (W(λi)) (sI−W(λi))−`−1
0 (sI−W(λi))−1 ... 1(i−1)!
i−1∑`
=1
`!Gi−1,` (W(λi)) (sI−W(λi))
−`−1
...
...
. . .
...
0 0 ... (sI−W(λi))−1

.
(6.45)
Let us denote ∫ ∞
0
e−sxeW(J(u+j,i))xdx =:
(
sI−W (J(u+j,i)))−1 .
Now, consider the product
α
(
J(u+j,i)
) (
sI−W (J(u+j,i)))−1 η (J(u+j,i)) ,
then the direct sum
κj⊕
i=1
α
(
J(u+j,i)
) (
sI−W (J(u+j,i)))−1 η (J(u+j,i)) ,
which consequently yields us to
LfX[r:n+1] (s) = γr
r−1⊕
j=0
(
κj⊕
i=1
(
sI−W (J(u+j,i)))−1
)
gr. (6.46)
From Equation (6.44) we can see that the Laplace transformLfX[r:n+1] (s) consists on
a partial fraction expansion of terms with the form
1
k!
k∑
`=1
`!Gk,` (W(λi)) (sI−W(λi))−`−1
which are in function of the eigenvalues of the matrices T⊕(u+j),where j = 0, 1, . . . , r−
1. Hence, LfX[r:n+1] (s) is a rational function.
In the next part, we analyse the poles of LfX[r:n+1] (s).
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From the compact form of the Laplace transform LfX[r:n+1] (s) given in Equation
(6.46) and from the matrix in (6.45), the first observation is that all possible poles of
LfX[r:n+1] (s) are given by the poles of all terms of the form
(sI−W(λi))−1
and those poles are the eigenvalues of the corresponding matrixW(λi) (see Equation
(6.37)).
Let λmax denote the eigenvalue of the sub-intensity matrix T with the maximum real
part (which is negative). Then mλmax is the eigenvalue of T⊕m with the maximum
real part (which is negative). Consequently, −mλmax is the eigenvalue of −T⊕m with
the smallest real part (which is positive).
Consider the matrix −T⊕(n+1−r) and its eigenvalue with the smallest real part −(n+
1−r)λmax,which we are going to denote by s∗r , ( this is s∗r = −(n+1−r)λmax). Next,
we are going to verify that the maximum real part eigenvalue of the matrix W(s∗r) is
exactly the pole of LfX[r:n+1] (s) with the maximum real part.
Let us consider the second smallest eigenvalue of−T⊕(n+1−r).We get this eigenvalue
by considering the second largest eigenvalue of T. Let us denote by λ(2) to the second
largest eigenvalue of T. Thus
λ(2) < λmax
and consequently
−(n+ 1− r)λmax < −(n+ r)λmax − λ(2).
We denote −(n+ r)λmax − λ(2) =: s˜r. Hence, s∗r < s˜r.
We are going to compare the eigenvalues of the matricesW(s∗r) andW(s˜r).
We recall that for a matrix A, χ (A) denotes the maximal real eigenvalue of A.
W(s) is the generator of the uniformly continuous semi-group given by ∆y(s) =
eW(s)y where y ≥ 0 and Re(s) ≥ 0 (see Lemma 1 in [BOT05]). Also, χ (∆y(s))
is a decreasing function with respect to s (see [LRS+12, p.199] and [Gau97, Section
2.2.3]). Thus,
χ (∆y(s∗r)) > χ (∆
y(s˜r)) . (6.47)
Now, by the spectral mapping theorem we have that
χ
(
eW(s
∗
r)y
)
= eyς
∗
,
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where ς∗ ∈ σ (W(s∗r)) , and σ (W(s∗r)) denotes the spectrum ofW(s∗r). As well as we
have
χ
(
eW(s˜r)y
)
= eyε˜,
where ε˜ ∈ σ (W(s2)) . Then, by relation (6.47), it follows that
ς∗ > ε˜.
Therefore, we conclude that ς∗ is the pole with the maximal real part and ς∗ is negative
(see Lemma 6.7). 
6.5.1 Example: concomitants from a sample of bivariate Erlang
distributed random vectors.
We recall Example 6.3.1. Here, we consider
X =
Z
λ1
, Y =
Z +W
λ2
,
where the variables Z and W are independent and exponentially distributed with in-
tensity 1. Then, (X,Y ) ∼ MPH∗ (α,S; R) , where
α = (1, 0) , S =
( −1 1
0 −1
)
and R =
(
1
λ
1
1
λ
2
0 1λ
2
)
,
and we have that X ∼ Erlang (1, λ1) and Y ∼ Erlang (2, λ2) ∼ PH (β,T) , where
β = (1, 0) and T =
( −λ2 λ2
0 −λ2
)
,
see Example 3.2.
Case: n = 2.
Consider a sample of two elements of this bivariate distribution:
(X1, Y1) , (X2, Y2)
and consider the ordering with respect to the Y -variate:(
X[1:2], Y(1:2)
)
,
(
X[2:2], Y(2:2)
)
.
Our purpose is to determine the density function of the first and second concomitant.
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We start with the concomitant of the minimum, this is the variable X[1:2]. According to
the Equation (6.40), the density of X[1:2] can be calculated as follows
fX[1:2](x) = 2β
1
2pii
∮
γ
α(z)eW(z)xη(z) (zI + T)−1 dze
= 2βP
1
2pii
∮
γ
α(z)eW(z)xη(z) (zI− J1)−1 dzP−1e
where
J1 =
(
λ2 1
0 λ2
)
and P =
( −λ2 0
0 1
)
.
Consequently,
fX[1:2](x) = 2βP
α(λ2)eW(λ2)xη(λ2) ∂(α(λ2)e
W(λ2)xη(λ2))
∂λ2
0 α(λ2)e
W(λ2)xη(λ2)
P−1e.
Note that for this particular representation (α,S; R) we have
α+ = 1, α0 = 0,
S00 = −1, S0+ = 0, S+0 = 1, S++ = −1,
R+ =
1
λ1
, D+ =
1
λ2
, D0 =
1
λ2
,
η0 = 1, η+ = 0.
Then,
α(z) = 1, W(z) = −λ1
(
λ2 + z
λ2
)
and η(z) =
λ1λ2
z + λ2
.
Thus,
α(z)eW(z)xη(z) =
λ1λ2
z + λ2
e
−λ1
(
λ2+z
λ2
)
x
=: g(z),
and then
∂g(z)
∂z
=
(−λ1λ2 − λ21x(z + λ2)
(z + λ2)2
)
e
−λ1
(
λ2+z
λ2
)
x
.
Consequently, we have
α(λ2)e
W(λ2)xη(λ2) =
λ1
2
e−2λ1x
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and
∂ g(λ2)
∂λ2
= −λ
2
1x
2λ2
e−2λ1x − λ1
4λ2
e−2λ1x.
Finally, we obtain
fX[1:2](x) = 2βP
 λ12 e−2λ1x −λ
2
1x
2λ2
e−2λ1x − λ14λ2 e−2λ1x
0 λ12 e
−2λ1x
P−1e
= 2β
 λ12 e−2λ1x λ21x2 e−2λ1x + λ14 e−2λ1x
0 λ12 e
−2λ1x
 e
= 2
(
3λ1
4
+
λ21x
2
)
e−2λ1x
= λ1
(
3
2
+ λ1x
)
e−2λ1x.
A PH-representation for the distribution ofX[1:2] is given by
(
α[1:2],S[1:2]
)
,where the
initial vector is given by
α[1:2] = (3/4, 1/4, 0)
and the sub-intensity matrix
S[1:2] =
−2λ1 0 00 −2λ1 2λ1
0 0 −2λ1
 .
Therefore, we can seeX[1:2] as a mixture of an Exponential distributed random variable
with intensity 2λ1 and an Erlang distributed random variable with parameters (2, 2λ1).
Now, we calculate the density of the concomitant of the maximum X[2:2]. This is is
given by
fX[2:2](x) = 2fX(x)− fX[1:2](x)
= 2λ1e
−λ1x − λ1
(
3
2
+ λ1x
)
e−2λ1x,
see Equation (6.40).
A PH-representation for the distribution ofX[2:2] is given by
(
α[2:2],S[2:2]
)
,where the
initial vector is
α[2:2] = (1/2, 0, 0, 1/4, 0, 1/4) .
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and the sub-intensity matrix is
S[2:2] =

−2λ1 2λ1 0 0 0 0
0 −2λ1 2λ1 0 0 0
0 0 −λ1 0 0 0
0 0 0 −2λ1 2λ1 0
0 0 0 0 −2λ1 0
0 0 0 0 0 −2λ1
 .
Thus, the distribution of X[2:2] can be seen as the mixture of a Coxian, Erlang and an
Exponential distributed random variables.
Case n = 3.
Now we consider a sample of three elements of the same bivariate distribution:
(X1, Y1) , (X2, Y2) , (X3, Y3)
and consider again the ordering with respect to the Y -variate:(
X[1:3], Y(1:3)
)
,
(
X[2:3], Y(2:3)
) (
X[3:3], Y(3:3)
)
.
Then, by using Equation (6.40), the density functions of the concomitants are
fX[1:3](x) = λ1
(
17
9
+
8
3
λ1x+ λ
2
1x
2
)
e−3λ1x,
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fX[2:3](x) = 3λ1
(
3
2
+ λ1x
)
e−2λ1x − 2λ1
(
17
9
+
8
3
λ1x+ λ
2
1x
2
)
e−3λ1x,
fX[3:3](x) = 3λ1e
−λ1x − 3λ1
(
3
2
+ λ1x
)
e−2λ1x + λ1
(
17
9
+
8
3
λ1x+ λ
2
1x
2
)
e−3λ1x.
A PH-representation for the distribution of X[1:3] is given by
(
α[1:3],S1:3
)
, where the
vector of initial probabilities is
α[1:3] = (17/27, 8/27, 0, 2/27, 0, 0)
the sub-intensity matrix is
S[1:3] =

−3λ1 0 0 0 0 0
0 −3λ1 3λ1 0 0 0
0 0 −3λ1 0 0 0
0 0 0 −3λ1 3λ1 0
0 0 0 0 −3λ1 3λ1
0 0 0 0 0 −3λ1
 .
Now, a PH-representation for the distribution of X[2:3] is denoted by
(
α[2:3],S[2:3]
)
,
where the vector of initial probabilities is
α[2:3] =
(
β(1),β(2),β(3),β(4),β(5),β(6)
)
,
where
β(1) =
13
54
, β(2) =
(
13
54
, 0
)
, β(3) =
(
2
27
, 0, 0
)
,
β(4) =
(
1
4
, 0, 0
)
, β(5) =
(
1
9
, 0, 0, 0
)
, β(6) =
(
1
12
, 0, 0, 0
)
.
The sub-intensity matrix is given by
S[2:3] =

G(1) 0 0 0 0 0
0 G(2) 0 0 0 0
0 0 G(3) 0 0 0
0 0 0 G(4) 0 0
0 0 0 0 G(5) 0
0 0 0 0 0 G(6)

where
G(1) = −3λ1, G(2) =
(−3λ1 3λ1
0 −3λ1
)
, G(3) =
−3λ1 3λ1 00 −3λ1 3λ1
0 0 −3λ1

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G(4) =
−3λ1 3λ1 00 −3λ1 3λ1
0 0 −2λ1
 , G(5) =

−3λ1 3λ1 0 0
0 −3λ1 3λ1 0
0 0 −3λ1 3λ1
0 0 0 −2λ1
 ,
G(6) =

−3λ1 3λ1 0 0
0 −3λ1 3λ1 0
0 0 −2λ1 2λ1
0 0 0 −2λ1
 .
Lastly, a PH-representation for the distribution of X[3:3] is denoted by
(
α[3:3],S[3:3]
)
,
where the vector of initial probabilities is given by
α(3:3) =
(
γ(1),γ(2),γ(3),γ(4),γ(5),γ(6),γ(7),γ(8)
)
,
where
γ(1) =
7
54
, γ(2) =
(
7
54
, 0
)
, γ(3) =
(
2
27
, 0, 0
)
, γ(4) =
(
1
12
, 0, 0
)
,
γ(5) =
(
1
9
, 0, 0, 0
)
, γ(6) =
(
1
12
, 0, 0, 0
)
, γ(7) =
(
2
9
, 0, 0, 0, 0
)
, γ(8) =
(
1
6
, 0, 0, 0, 0
)
.
The sub-intensity matrix is given by
S[3:3] =

H(1) 0 0 0 0 0 0 0
0 H(2) 0 0 0 0 0 0
0 0 H(3) 0 0 0 0 0
0 0 0 H(4) 0 0 0 0
0 0 0 0 H(5) 0 0 0
0 0 0 0 0 H(6) 0 0
0 0 0 0 0 0 H(7) 0
0 0 0 0 0 0 0 H(8)

,
where
H(1) = −3λ1, H(2) =
(−3λ1 3λ1
0 −3λ1
)
,
H(3) =
−3λ1 3λ1 00 −3λ1 3λ1
0 0 −3λ1
 , H(4) =
−3λ1 3λ1 00 −3λ1 3λ1
0 0 −2λ1
 ,
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H(5) =

−3λ1 3λ1 0 0
0 −3λ1 3λ1 0
0 0 −3λ1 3λ1
0 0 0 −2λ1
 , H(6) =

−3λ1 3λ1 0 0
0 −3λ1 3λ1 0
0 0 −2λ1 2λ1
0 0 0 −2λ1
 ,
H(7) =

−3λ1 3λ1 0 0 0
0 −3λ1 3λ1 0 0
0 0 −3λ1 3λ1 0
0 0 0 −2λ1 2λ1
0 0 0 0 −λ
 ,
H(8) =

−3λ1 3λ1 0 0 0
0 −3λ1 3λ1 0 0
0 0 −2λ1 2λ1 0
0 0 0 −2λ1 2λ1
0 0 0 0 −λ
 .
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6.6 Concluding remarks
We have seen that concomitants of a finite sample of independent and identically bi-
variate phase-type distributions are phase-type distributed and also we have provided a
procedure to calculate their densities.
The key of the results is essentially the application of the formula∫ ∞
0
e−ysh(y|X ∈ dx)dy = α (s) e
W(s)xη(s)
fX(x)
in Equation (6.35) and also that the function
E
(
e−sY2 ,Y1 ∈ dy
)
= α (s) eW(s)y η(s) dy (6.48)
is analytic on the right-half plane. Therefore, the function (6.48) represents the link
between the theory of stochastic fluid models and concomitants of phase-type distribu-
tions.
As a future work, we have missed to provide probabilistic arguments to generate PH-
representations for the distribution of concomitants in the general case.
APPENDIX A
Formulas
Lemma A.1 (The n-th derivative of the product of two vector functions.)
dn
dun
(p(u) · q(u)) =
n∑
k=0
(
n
k
)
p(u)(k) · q(u)(n−k), (A.1)
where p(u)(k) means the k-th derivative of the vector p(u) and p(u)(0) = p(u),
see [Bou04, pag. 20].
Lemma A.2 (The n-th derivative of an inverse matrix with respect to a variable.)
Consider a nonsingular matrix A in function of the variable x. Then
dn
dxn
A−1 = n!
n∑
k=1
(−1)k
∑
1≤n
1
,n
2
,...,n
k
≤n
n
1
+···+n
k
=n
{
A−1
k∏
j=1
(
1
nj !
(
d
n
j
dx
n
j
A
)
A−1
)
j
}
(A.2)
Proof. One proof is doable by an inductive procedure and by considering the first
derivation of an inverse matrix, which is given by
d
dx
A−1 = −A−1
(
d
dx
A
)
A−1.
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Lemma A.3 (Integrals of a matrix exponential.) Let A be a nonsingular matrix. Then∫ ∞
0
eAtdt = −A−1. (A.3)
∫ ∞
0
tneAtdt = n! (−A)−n . (A.4)
∫
eAtdt = eAtA−1. (A.5)
A proof is doable by induction.
Lemma A.4 (Inverse of a partitioned matrix.) Let A ∈ Fn×n,B ∈ Fn×m,D ∈
Fm×m, where the matrices A and D are nonsingular. Consider the block partitioned
matrix given by
Q =
(
A B
0 D
)
.
Then, the inverse of Q is calculated in function of the sub-block matrices as follows
Q−1 =
(
A−1 −A−1BD−1
0 D−1
)
.
See [Ber05, pag. 146].
Lemma A.5 (Power of an upper-block triangular matrix.) Let p, q ∈ N and let A ∈
Fp×p,B ∈ Fp×q and C ∈ Fq×q. Consider the upper-block partitioned matrix given by
Λ =
(
A B
0q×p C
)
,
where 0q×p is the matrix with zero-valued entries of dimension q × p. Then, for every
n ∈ N
Λn =
 An n−1∑
k=0
A(n−1)−kBCk
0q×p Cn
 .
The proof is given by induction.
Lemma A.6 (Matrix exponential of an infinitesimal generator of Phase-type.) LetX ∼
PH (α,S) and consider the infinitesimal generator of the underlying Markov jump pro-
cess Q. Then, the exponential of Q is given by
eQt =
(
eSt e− eSte
0 1
)
,
153
for all t ≥ 0.
Proof.
eQt = I +
∞∑
n=1
tn
n!
Qn
= I +
∞∑
n=1
tn
n!
(
Sn −Sne
0 0
)
(see Lemma A.5)
=
 I + ∞∑
n=1
tn
n!S
n −∑∞n=1 tnn!Sne
0 1

=
(
eSt e− eSte
0 1
)
.

Lemma A.7 (Kronecker product: the mixed-product property.) Let A,B,C and D
be matrices with dimensions such that the products AB and CD are well-defined.
Then
(A⊗C) (B⊗D) = (AB)⊗ (CD) . (A.6)
Faà de Bruno’s formula: Generalisation of chain rule to higher derivatives.
Let n ∈ N. Then, the n-th derivative of the composite function f(g(x)) is calculated
as
f (n)(g(x)) =
∑
n!
m1! · · ·mn!
(
f (m1+···+m2)(g(x))
) n∏
j=1
(
g(j)(x)
j!
)mj
(A.7)
where the sum is over all the n-tuples of nonnegative integers (m1,m2, . . . ,mn) such
that satisfy the equation
n∑
j=1
j mj = n.
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APPENDIX B
List of symbols
In this appendix is explained the most common symbols and notation which is used
throughout this thesis.
Symbol Description
⊗ Kronecker product. Let A = {ai,j} and B be two rectangular matrices of
dimension k
1
× k
2
and n
1
× n
2
, respectively. Their Kronecker product
A⊗B is the matrix of dimension k
1
n
1
× k
2
n
2
given by a1,1B a1,2B · · · a1,k2B... ... ......... ...
ak
1
,1B ak
1
,2B · · · ak
1
,k
2
B
 .
⊕ Kronecker sum. Let A = {ai,j} and B be two square matrices of
dimension k × k and n× n, respectively. The Kronecker sum of A and
B is defined as
A⊗ In + Ik ⊗B.⊕
Direct sum. Let A and B be any pair of matrices. Then
the direct sum of A and B is defined as
A
⊕
B =
(
A 0
0 B
)
.
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N Set of natural numbers.
R Set of real numbers.
C Set of complex numbers.
N0 Set of natural numbers union with the number zero.
Np0 N0 × · · · × N0, p cartesian products of N0.
P Probability measure.
E (X) Expectation of the random variable X.
1A Indicator function of the set A.
An n-power of the square matrix A and n ∈ N.
eA Exponential of the square matrix A. Formula: eA =
∞∑
n=0
1
n!A
n.
ρ (A) Spectral radius of matrix A.
e Column vector of ones of appropriate dimension.
ek Column vector of 1-valued in the k-th entry and 0-valued
in the rest of the entries.
Iq Identity matrix of dimension q.
Re(s) The real part value of the complex number s.
per
[
A
]
Permanent of the square matrix A. See definition in
Equation (4.1).
det (A) Determinant of the matrix A.
diag (Ai : i = 1, . . . , n) Block diagonal matrix of the square matrices A1, . . . ,An
(the direct sum of them).
|C| If C is a set. Then |C| denotes the cardinality of C.
|C| If C is a number. Then |C| denotes the absolute value of C.
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χ(A) The maximal real eigenvalue of the matrix A.
σ(A) The spectrum of the matrix A.
PHp (α,S) Phase-type representation of dimension p.
DPHp (pi,T) Discrete phase-type representaion of dimension p.
ME (α,S, s) Matrix-exponential representation.
MG (pi,T, t) Matrix-geometric representation.
MPH∗p (α,S) Multivariate phase-type representation of dimension p.
MDPH∗p (pi,T) Multivariate discrete phase-type representation of dimension p.
i.i.d. Abbreviation for “independent and identically distributed”.
Y(r:n) r-th order statistic.
Y[r:n] r-th concomitant.
C
k,n
Set of k-dimensional row vector formed with combinations of
k elements of the set {1, 2, . . . , n}. See Equation (4.4).
FX(x) Cumulative distribution function of the random variable X.
fX(x) Density function (or probability mass function) of the random
variable X.
{Xt}t≥0, {Xn}n∈N Markov jump process, Markov chain, respectively.
P Matrix of transition probabilities of.
E State space of the Markov jump process or Markov chain.(
n
i
)
For n, i ∈ N, where n ≥ i, it denotes the number of combinations
formed with i elements from a set of n elements.
< · , · > Dot product.
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