ABSTRACT Wine, an alcoholic beverage made from fermented grapes, has become an increasingly popular drink. However, wine regions may directly affect the quality and taste of the wine, and misjudgment of the wine regions leads to confusion for dealers and consumers in choosing wine types. In recent decades, different methods in machine learning have been presented and investigated the pattern classification. In this paper, based on the existing results, a modified multi-output Chebyshev-polynomial feed-forward neural network (MOCPFFNN) is presented, analyzed, and applied to the pattern classification of wines regions. According to the orthogonal polynomial theory, the activation functions of the MOCPFFNN are improved to some Chebyshev polynomials. In addition, to have a lower computational complexity, the presented neural network model is automatically determined by the eight-fold cross validation (8FCV) algorithm and the weight direct determination (WDD) algorithm. Finally, comparisons are made among the presented model and other classical methods, e.g., feed-forward back propagation (FFBP), layer recurrent neural network (LRNN), and nonlinear auto regressive with exogenous inputs (NARX), K-nearest neighbors (KNN), random forest, which confirm that the modified MOCPFFNN has the best approximation and generalization performance in the pattern classification of wine regions, with the accuracy rates of the training set and test set reaching 99.17% and 94.83%, respectively. Moreover, the variance of the accuracy of the presented MOCPFFNN method in the experiments is 0, which illustrates its high robustness in pattern classification.
I. INTRODUCTION
The regular and moderate wine consumption behavior is thought to be a healthy lifestyle in view of the fact that the wine, an alcoholic beverage made from fermented grapes, is a beneficial beverage [1] , [2] . In addition to the benefits in diuresis, stimulating liver function and delaying aging, the wine is able to regulate metabolism, promote blood circulation, prevent cholesterol increase [3] - [7] . The composition analysis shows that the wine contains a variety of phenolic compounds, such as anthocyanins in red wine, which contribute to the antioxidant properties of the wine, have the ability to scavenge free radicals and protect against arteriosclerosis, coronary heart disease and inhibit the growth of cancer cells [7] - [9] . Thus, wine is favored by an increasingly number of consumers as a healthy drink.
The major wine producing countries around the world contain France, Italy, Germany and Spain in the old world, as well as Australia, New Zealand, and the USA belonging to the new world [10] . Due to the non-negligible gaps in soil, climate, and winemaking processes among the producing areas, wines produced in different regions have diverse tastes and various qualities. Wine companies in some wellknown wine producing regions such as Bordeaux, Chianti, Napa Valley, Douro Valley, and Rioja have used their regional characteristics as a major advantage of their products [11] . Existing researches indicate that the wine region rivals the importance of price, brand name or other product attributes in determining preferences [12] - [14] . In view of the seemingly immutable link between wine region and quality, the marking of wine region is an important aspect in wine evaluation.
In recent decades, artificial intelligence has become a research field with great value and potential, of which the pattern classification based on artificial neural networks (ANNs) is a practical and powerful tool due to its superior advantages, such as nonlinear system modeling, self-learning, and selfadaptive capabilities [15] - [17] . The ANN is an information processing method which originates from the attempts to model the structure and functioning of biological nervous systems [18] . ANNs utilize computer systems to learn the events by using instances of real world datasets and transform nonlinear complex relationships into mathematical models. Then, they are capable of determining how to react to the events, and can be used to make decisions for related subjects. The ANNs can be applied to many fields that involve problems of prediction, classification or control [19] - [23] . In the course of decades of development, a number of scholars and researchers have applied ANNs to various fields, including technology, medicine, economics, and even social sciences, and many of them have achieved remarkable results [24] - [29] .
The factors affecting the extrinsic characteristics of wine are diverse, and the most significant factor is the content of each component in the wine, which determines the physicochemical properties of the wine, such as color, aroma, aftertaste, etc. The compositions of wines are different, which performs the diversity of wines' physicochemical properties, and ultimately leads to the difference in the evaluation of wines by experts. Therefore, we can quantify the content of each major component of wines into some indicators, then use them as inputs to ANNs, and train the ANNs with the existing evaluation results of experts. The trained neural networks can imitate the experience of wine experts to classify different categories of wines. This series of operations is the so called pattern classification. Based on the original multi-output Chebyshev-polynomial feed-forward neural network (MOCPFFNN) in [30] , this paper present a modified MOCPFFNN to classify a group of wines from three different producing areas according to their regions. The details of modified MOCPFFNN as well as its effect in pattern classification are provided in the rest of this paper.
II. METHODS AND MATERIALS
In this section, we firstly illustrate the mathematical basis of the modified MOCPFFNN, and then construct its neural network model. Then, the source and data attributes of the wine dataset used for pattern classification are given.
A. THEORETICAL BASIS
Bernstein polynomials are a series of polynomials that can uniformly approximate a bounded and continuous function on the interval [0, 1], and they are defined as follows [31] :
Definition: For a function f (x) with x ∈ [0, 1] and µ ∈ N + , we call the polynomial function
as a µ-order Bernstein polynomial of f (x), where C λ µ = λ!/(µ!(µ − λ)!) denotes a binomial coefficient. The polynomial function can be considered as a mapping relationship, mapping the function f (x) on [0,1] to a polynomial function
The function f (·) has N variables that can be presented as f (X ) with
, where the superscript T represents the operator of transpose. Then (1) can be generalized as [32] :
where
Chebyshev polynomials (CPs) are a series of orthogonal polynomials that have significant applications in approximation theory. Existing researches have indicated that Chebyshev-polynomial-based ANNs have excellent performance in approximation and generalization [33] , [34] . They are determined by the following recursion formulas:
where j=1,2,3,· · · denotes the degree of a CP.
According to the theory of orthogonal polynomial approximation [35] , a group of CPs can approximate an arbitrary target function p(x) with x ∈ [−1, 1] as follows:
where L is the total number of CPs used to approximate the target function p(x) and α l is the weight of T l (x). When L is adequately large, we can use a group of CPs to approximate each
, we can obtain:
Therefore, (2) can be approximated by CPs as follows:
, which is a uniform approximation. Then, the target function f (X ) can be approximated by B µ,N (f , X ) as follows:
, and K is the total number of these basis functions.
From the above analyses, we can know that each F k (X ) is multiplied by some CPs whose quantity is N . To avoid confusion, we can sort these CPs by their degree. In this paper, we select the graded lexicographic order to organize each group of CPs. The graded lexicographic order method can be explained by the following instance [30] . For two different basis functions:
, then we obtain |a| = i 1 + i 2 + · · · + i N and |b| = j 1 + j 2 + · · · + j N . When either of the following two conditions is met, we can say u < v or the order of r v (X ) is listed behind r u (X ):
• |a| > |b|; • |a| = |b| and the first nonzero element of
B. NEURAL NETWORK MODEL OF ORIGINAL MOCPFFNN
A typical original MOCPFFNN neural network model with N inputs and M outputs designed for pattern classification is illustrated in Fig. 1 . For a real-world instance which contains N attributes, it can be expressed as Note that the original MOCPFFNN model contains M subnets, in fact, each subnet can be considered as a conventional three-layer neural network. These subnets have similar model structures, and the neural network model of the cth subnet is shown in Fig. 2 , where c = 1, 2, · · · , M . This figure indicates that the subnet model has N neurons in the input layer and one neuron in the output layer, corresponding to the N attributes of the instance and the output result respectively. Neurons of the hidden layer for the presented modified MOCPFFNN are activated by a series of ordered basis functions {F c,k (X )|k = 1, 2, · · · , K } presented in the ensuing Section II-A, and the number of these neurons K is derived by a specific algorithm called eight-fold cross validation (8FCV), which is described in detail in Section II-C. In order to minimize computational complexity without degrading accuracy, the connecting weights between the input layer and hidden layer are fixed as 1. The connecting weights between the hidden layer and output layer {w c,k (X )|k = 1, 2, · · · , K } are essential parameters that are determined by another algorithm: weights direct determination (WDD). Additionally, the thresholds of all neurons are fixed as 0. Therefore, the output result of this subnet can be obtained as follows:
C. 8FCV ALGORITHM
To measure the quality of a neural network, the most important thing is to judge its approximation and generalization performances which are significantly affected by the number of its neurons. From Section II-B, we can know that the number of neurons in the input layer is determined by the number of attributes of the real-world instance, and the number of output-layer neurons is equal to the number of classes in the dataset, so the number of hidden-layer neurons K should be calculated. For each subnet of MOCPFFNN, we use 8FCV algorithm to determine this parameter of the three-layer neural network. The 8FCV algorithm is adapted from the multiple-fold cross validation algorithm presented by Geisser [36] , and it can obtain the approximate optimal number of the hidden-layer neurons effectively and efficiently. The root mean square error (RMSE) is one of the mostly used arguments to measure the performance of neural networks. It represents a kind of error between the expected outputs and the actual outputs of the neural network. When the training dataset contains Q instances which can be recorded as {X i |i = 1, 2, · · · , Q}, for the three-layer neural network in Fig. 2 , its RMSE is defined as follows:
whereŷ c,i is the ith target output result (that is, if the ith instance belongs to class c, thenŷ c,i = 2, otherwiseŷ c,i = 1), and y c (X i ) is the actual value corresponding to the output attribute of the ith instance. It should be pointed out that a smaller RMSE indicates a smaller error between the neural network output value and the target output value.
To use the 8FCV algorithm, the training dataset is firstly split into 8 subsets, and then, these subsets are utilized for 8 rounds of cross validation. In the dth round (with d = 1, 2, · · · , 8), the dth subset is applied to validation and the other seven subsets are used for training. The number of hidden-layer neurons is initialized to 1, and then increases by 1 as the algorithm is executed once. In addition, during the algorithm execution, the RMSE of validation subset is recorded as E val and the RMSE of training part is written as E tra .
As the number of the hidden-layer neurons increases, the approximation and generalization performance of the neural network get better and better in the early stage, showing a continuous decrease of E val and E tra . However, too many hidden-layer neurons may cause the neural network perform excellently on approximation but have poor generalization performance, which is called overfitting. As a result, when the number of hidden-layer neurons grows to a relatively large number, E tra continues to decrease while E val begins to increase. The 8FCV algorithm prescribes that in each round of cross validation, after the E val begins to increase and increases continuously over the past 15 hidden-layer neurons, then the number of hidden-layer neurons corresponding to the local minimum of E val (usually also the global minimum) is deemed to be the optimal number in this round. After 8 rounds of cross-validation, 8 hidden-layer neurons' numbers are obtained. Average the 8 numbers and round the average to an integer, and this integer is the final K determined by the 8FCV algorithm.
D. WDD ALGORITHM
The neural network has a fixed structure when the number of neurons in the hidden layer is determined. The next step is to determine the connecting weights between the hidden layer and output layer, i.e., {w c,k (X )|k = 1, 2, · · · , K }. Consider the cth subnet of MOCPFFNN, as shown in Fig. 2 , its weights can be considered as a vector:
Next, an input-activation matrix is defined as follows:
The target outputs {ŷ c,i |i = 1, 2, · · · , Q} of the neural network is formulated into a vector:
Then, the optimal weights of the subnet of the modified MOCPFFNN can be obtained directly via the following WDD algorithm [33] , [35] :
where pinv(I c ) denotes the pseudoinverse of the matrix I c . These parameters of the other subnets of MOCPFFNN can be obtained through the same method.
E. WINE DATASET FOR PATTERN CLASSIFICATION
In this paper, the wine dataset used for classification is obtained from the UCI Machine Learning Repository [37] , and its original owners are Forina, M. et al from Institute of Pharmaceutical and Food Analysis and Technologies, Italy, and it is donated by Stefan Aeberhard. This dataset contains 178 instances, each of which has 13 attributes: alcohol, malic acid, ash, alcalinity of ash, magnesium, total phenols, flavanoids, nonflavanoid phenols, proanthocyanins, color intensity, hue, OD280/OD315 of diluted wines, and proline. The 178 instances are associated with three different classes, of which 59 are in the class 1, 71 in the class 2, and 48 in the class 3.
III. PATTERN CLASSIFICATION OF WINE REGIONS
According to the characteristics of the wine dataset, we can get some parameters of the neural network models which need to be constructed. First of all, different types of wines are divided into three classes. As a result, the neural network structure of modified MOCPFFNN contains three subnets. Then the 8FCV algorithm and the WDD algorithm need to be executed three times respectively to determine the weights and neural network structure of each subnet. Moreover, the input layer of each subnet has 13 neurons, because each instance contains 13 attributes. In order to reasonably verify the effect of pattern classification with modified MOCPFFNN, we need to proportionally divide the wine dataset into a training set and a test set, where the former contains target output results and the latter does not. In this paper, the instances contained in each class of the wine dataset are randomly divided into three parts with equal size, two of which are grouped into the training set and the third part is used as the test set. Combine the training sets and test sets of the three classes of instances, then the final result of dividing the entire dataset is obtained. In this sense, twothirds instances in the wine dataset (120 of 178) belong to the training set and one-third (58 of 178) serve as the test set.
As mentioned previously, we use the training set to determine the number K of hidden-layer neurons per subnet. The process of performing 8FCV algorithm on the first subnet is illustrated in Fig. 3 . There are 8 global minimum values of E val in the figure, and the value of K corresponding to each of them is the optimal number of hidden-layer neurons in the current round of cross validation. The eight values of K are 20, 18, 42, 27, 19, 15, 14 , and 32 respectively, and their average value, 23, is the final determined neuron number. After the same processing, we get that the numbers of hiddenlayer neurons in the second and third subnet are 19 and 20, respectively. Next, the weight vectors of the three subnets, W 1 ∈ R 23×1 , W 2 ∈ R 19×1 , and W 3 ∈ R 20×1 , are obtained by the WDD algorithm. Thus the neural network model of the modified MOCPFFNN is determined and can be applied to process the dataset to be classified.
The accuracy rate is introduced to evaluate the performance of the modified MOCPFFNN, and it is the percentage of the number of correctly classified instances to the total number of instances. The classification results of the training set and the test set are shown in Fig. 4 . It can be seen from the figure that the training set has only one error classification result, and the test set has a small number of four error classification results, which means that the accuracy rate of the training set is as high as 99.17% and the test set reaches 94.83%. These two values illustrate the excellent performance of the modified MOCPFFNN in pattern classification. To further confirm the superiority of the modified MOCPFFNN, we use the MATLAB Neural Network Toolbox (nntool) to create other types of neural network models to classify the same dataset. The original MOCPFFNN, feed-forward back propagation (FFBP), layer recurrent neural network (LRNN), and nonlinear auto regressive with exogenous inputs (NARX) are applied in comparative experiments. In addition to the four neural networks, we also take advantage of the methods of K-nearest neighbors (KNN), random forest, ensemble learning and discriminant analysis classifier, by calling the MATLAB library functions ClassificationKNN.fit(·), TreeBagger(·), fitensemble(·), and ClassificationDiscriminant.fit(·), respectively. All of the numerical experiments are conducted in the MATLAB R2016a environment, which is operated on a personal computer (CPU: Intel Core i5-8500 3.0 GHz; memory: 8 GB). Considering that some of the methods mentioned above have different classification results each time, so each method is conducted three trials. The results after three executions are averaged and then compared to evaluate the performance of these methods. The classification accuracy rates of the wine dataset are shown in Table 1 and Table 2 . In the tables, we sort the accuracy rates of these methods, in which a higher rank means a better classification performance. As shown in Table 1 , we can see that each method achieves a good approximating effect because the training accuracy rate is considerable high. The modified MOCPFFNN achieves the second best classification result for the training set, and it is not much worse than the best methods. In Table 2 , evident differences in classification accuracy of the test set appear among the various methods. It shows that the modified MOCPFFNN performs the best, while the four methods that achieve the highest accuracy rate (100%) on the training set do not reach more than 90% on the test set. In other words, the overfitting occurs in these methods. Note that the original MOCPFFNN performs worse than the modified one. The two methods FFBP and NARX achieve the third best accuracy, but their result of each execution is not constant, leading to a large variance in Table 2 . In this sense, sometimes their classifications perform well, but sometimes they may lead to poor results, and this phenomenon is unacceptable. In contrast, the modified MOCPFFNN is a very stable classification method since it determines the weights and structure of the neural network uniquely. Tables 1 and 2 show that the variance of the three classification results is 0, which further proves this stability.
In summary, the modified MOCPFFNN is the best among the nine methods, and the numerical results suggest its excellent performance on pattern classification.
IV. CONCLUSION
This paper has presented an improved neural network, the modified MOCPFFNN, for the classification of wine regions. Its model structure consists of several traditional three-layer neural networks. On the basis of the orthogonal polynomial approximation theory, some groups of Chebyshev polynomials have been exploited as the activation-functions, which enable the modified MOCPFFNN to achieve better approximation and generalization performance in pattern classification than traditional methods. By combining the 8FCV algorithm and WDD algorithm, the weights and optimal numbers of hidden layers can be determined automatically and efficiently, which greatly reduces the complexity of determining the structure of the modified MOCPFFNN. Then, the modified MOCPFFNN has been used for pattern classification in wine dataset, and the results of numerical experiments have shown that the accuracy rates of the training set and test set achieve as high as 99.17% and 94.83%, respectively. Moreover, comparative experiments have demonstrated that the modified MOCPFFNN is the best among the nine classification methods mentioned, which further confirms the superior performance of the modified MOCPFFNN in pattern classification. Therefore, it is meaningful to apply the modified MOCPFFNN to the pattern classification of wine regions, which provides a new sight into the design of neural networks in the pattern classification, and may inspire future work in improving the accuracy and deceasing the complexity. He is currently an Associate Professor with the School of Information Science and Engineering, Lanzhou University, China. His research interests include neural networks, MIMO channel measurement and modeling, single radio frequency MIMO system, relay system, and wireless ranging system.
