Abstract. We consider Glauber dynamics for the low-temperature, ferromagnetic Ising Model set on the n-dimensional hypercube. We derive precise asymptotic results for the crossover time (the time it takes for the dynamics to go from the configuration with a " − 1" at every vertex, to the configuration with a " + 1" at each vertex) in the limit as the inverse temperature β → ∞.
measure on Ω is given by (1.2) µ β (A) = 1 Z n exp (−βH (A)) with β ≥ 0 being the inverse temperature and Z n the normalizing constant. Our interest is restricted to the limit β → ∞, thus we may take J = 1, which simply corresponds to a rescaling of β and h. Then with J = 1 in (1.1), we will in addition also assume that 0 < h < n is not of the form a b for some a ∈ N and b ∈ {1, 2, . . . , 2 n }, which will simplify much of our analysis and avoid certain degeneracies (note that we are only excluding a finite number of real values from the interval [0, n]). It is evident that if h ≥ n, then ⊟ is a global maximum of H, and any path γ of minimal length (equal to 2 n + 1) going from ⊟ to ⊞, is monotone decreasing in H. Hence there is a drift towards ⊞, and no metastability would arise in such a model.
The final ingredient will be to define the dynamics on Ω. For this, we consider continuous-time Glauber dynamics, which is a reversible, continuous-time Markov process (ξ t ) t≥0 with (1.2) as its equilibrium measure, and is defined by the transition rates (1.3) c β (ξ, ξ′) = exp −β [H (ξ′) − H (ξ)] + , (ξ, ξ′) ∈ E n 0 otherwise
where [H (ξ′) − H (ξ)] + := max {0, H (ξ′) − H (ξ)} and E n := {(A, A′) ∈ P (V n ) × P (V n ) : |A △ A′| = 1} can be thought of as edges on the configuration space. With these definitions in mind, we can now state our main results. and ǫ = 1 − ⌊n − h⌋ mod2.
Remark 2. The exponent Γ † scales proportionally to the size of the underlying graph. Indeed, as n → ∞, we get that Γ † / |Q n | → 2 −⌊h⌋ (2 − h + ⌊h⌋) /3. This agrees with the expander property of the hypercube, which tells us that the term E A, A in (1.1) will grow proportional to |A|, for all A up to size |A| ≤ 2 n−1 .
Theorem 1 is an application of Theorem 16.5 in [2] . To do this effectively, we need to compute the potential-barrier height between ⊟ and ⊞ (defined in (1.6)), represented by Γ † in the above theorem. The prefactor K in Theorem 1 is based on a variational problem given in Lemma 16.17 in [2] (and also stated below in equation (4.1)), and will be solved for our problem in Section 4. Furthermore, Theorem 16.5 is subject to hypothesis (H1) in (1.9), and the validity of this will be verified in Theorem 3.
An important property in this model will be the communication height between two configurations ξ, ξ′, defined by
where the minimum is taken over all paths γ : ξ → ξ′ moving along the edge set E n . We also define the stability level of ξ ∈ Ω by (1.5)
where for any A ⊆ Ω, τ A = inf {t > 0 : ξ t ∈ A, ∃0 < s < t : ξ s = ξ 0 } is the first hitting time of the set A once the starting configuration has been vacated.
Remark 5. Theorems 1 and 4 are given in [2] with the underlying graph being a finite subset of a lattice. It is not hard to verify that the proofs of these theorems do not rely on this lattice structure, and remain true for any graph.
1.1. Outline of the paper. It is evident from the setup of this problem (as described above) that our main focus should be on particular geometric properties of the hypercube. Section 2 deals with establishing some known results related to isoperimetric inequalities on the hypercube, and their relevance to our problem. In Section 3 we supplement these with additional results on this subject and look at local maxima of the function H in (1.1), to obtain the value of the potential-barrier height Γ ⋆ , as defined in (1.7). Sectoion 4 is devoted to computing the value of K in Theorem 1, while Section 5 contains only a proof of Theorem 3. In Appendix 6 we prove the converse of a result provided in [1] , which is required in our analysis of the sets P ⋆ and C ⋆ .
Isoperimetric inequalities for the hypercube
The definitions (1.1) and (1.6) suggest that Γ ⋆ will be closely related to edge-isoperimetric properties of the graph Q n . Fortunately, such properties have been well studied and known for some time (see [1] ). In particular, the most relevant result for us involves identifying the subsets of Q n that have a minimal edge-boundary over all subsets of some fixed size k. The following is a consequence of Theorem 1.4 and 1.5 in [1] : for 0 < k < 2 n , a subset S ⊆ Q n with |S| = k that has a minimal edge-boundary (i.e. ∀U ⊆ V n of size |U | = k, E U, U ≥ E S, S ) is given by (2.1)
and its edge-boundary is of size
where q (i) is the sum of all digits appearing in the binary expansion of the number i. For a set S of size k, we will say that E S, S is minimal if S satisfies the minimal edge-boundary condition in (2.2).
Remark 6. In [1] , good subsets of V n are defined recursively as follows:
for some 0 ≤ r ≤ n − 1 and there is some r + 1 dimensional sub-cube C r+1 containing S, such that C r+1 decomposes into two r-dimensional sub-cubes, C r+1 = C 1 r , C 2 r , which satisfy S ∩ C 1 r = 2 r and S ∩ C 2 r is a good set. It is shown that if S is a good set of size k, then E S, S is minimal. Equivalently, every good set S makes|E (S, S)| maximal (i.e. for any U ⊆ V n of size k, |E (S, S)| ≥ |E (U, U )|). It is easy to verify that (2.1) defines a good set for every k, and thus by symmetry, the set of all good sets is the set of all images of (2.1) under isomorphisms of Q n .
It is obvious from the symmetries of the hypercube that any translation of Υ k by means of an isomorphism of Q n will give a set with the same minimizing properties. In fact, by the following lemma, these are all the sets with minimal edge-boundary.
Lemma 7. Let S be a subset of the hypercube of size k. Then E S, S is minimal if and only if S is some translation of the set Υ |S| by an isomorphism of Q n . Equivalently, E S, S is minimal if and only if S is a good set.
While the knowledge that good sets have a minimal edge-boundary will suffice in determining Γ ⋆ , Lemma (7) will be important in Section 4 where we calculate the prefactor K in Theorem 1. The proof of Lemma 7 is given in Appendix A.
Let Υ 0 = ⊟, and note that the path γ : ⊟ → ⊞ given by
is a Glauber path (i.e. a path along the edge set E n ), since by definition the set Υ k+1 = Υ k ∪ {w} where w = (w 1 , . . . , w n ) ∈ Q n is the unique vertex that satisfies
Hence we have the following immediate conclusion.
Lemma 8. The path γ in (2.3) is a uniformly optimal path. In other words, for all 0 ≤ i ≤ 2 n and for all σ ∈ Ω with |σ| = i, H (σ) ≥ H (γ i ).
Potential-barrier height
From Lemma 8 we know that the path γ in (2.3) is an optimal path. In this section we will determine the maximum value H attains along this path, which by definition is equal to Γ ⋆ .
Lemma 9. The communication height Γ ⋆ defined in (1.6) is equal to
To prove Lemma 9, we will first establish a few elementary results.
Lemma 10. For any 0 ≤ r ≤ n,
Proof. Note that (3.1) is clearly true for r ∈ {0, 1}. Suppose that this also holds for all r ∈ {1, . . . , k}. Then
The second equality follows from the observation that for any 0 ≤ i < 2 k , the binary expansion of the number 2 k + i has exactly one more "1" than the binary expansion of the number i.
A different proof of Lemma 10 is also given in [1] .
Lemma 11. Let 1 ≤ j < n − 1 and 1 ≤ a < 2 n , and let the binary expansion of a be given by a = n i=1 a i 2 i−1 , a i ∈ {0, 1}. Suppose also that a j = 1 and a j+1 = 0, and let b = a + 2 j−1 . Then
Proof. Observe first that the binary expansion of b is obtained from the binary expansion of a by switching a j with a j+1 . Now suppose first that a < 2 j , so that a j is the last "1" appearing in the binary expansion of a. Then a = 2 j−1 + c for some c < 2
and from Lemma 10 it follows that
which agrees with (3.2). We can now drop the assumption a < 2 j+1 by noting that each term in the sum b−1 i=a q (i) (and there are 2 j−1 such terms) has in its binary expansion exactly n i=j+2 a j many "1"s beyond the j + 1 st term.
We can now proceed with a proof of Lemma 9
Proof of Lemma 9 .
Then from (1.7), (2.2) and Lemma 8 it follows that
The function g is decreasing on {k, k + 1} if and only if g (k + 1) < g (k) which is equivalent to
Notice that since h is not an integer, (3.4) must indeed be a strict inequality. Similarly, g is increasing on {k − 1, k} if and only if 2q (k − 1) < (n − h). Therefore local maxima of g occur at values k that satisfy both of the aforementioned conditions. By noting that q (k) − q (k − 1) ≤ 1, it follows that k and k − 1 must have exactly δ := ⌈(n − h) /2⌉ and δ − 1 digits equal to "1" in their binary expansion, respectively. Hence, to determine the maximum value of g, it suffices to consider values k that satisfy these conditions. Observe also that if k ≥ 2 is even, then q (k) ≤ q (k − 1), hence we only need to consider odd k. Now suppose that k (1) is an integer that satisfies the above conditions, with its binary expansion given by k
by switching k
j+1 . By Lemma 11 we have that
We can now use (3.5) to compare the local maxima of g in order to find its global maximum. Starting with any k = n i=1 k i 2 i−1 that satisfies the aforementioned conditions (k is odd, k has δ digits equal to "1" in its binary expansion, k − 1 has δ − 1 digits equal to "1" in its binary expansion), let ξ 1 (k) = max {i : k i = 1}. If ξ 1 (k) < n − h − 1, then by (3.5) we can switch the values of k ξ1(k) (= 1) and k ξ1(k)+1 (= 0) to obtain a local maximum k′ such that g (k) < g (k′). We can repeat this 'switch' until the final "1" is the ⌈n − h − 1⌉ th term, and all the while obtaining local maxima of g, each greater than the previous (see Remark 12 below for the case ⌈n − h − 1⌉ = 0). Similarly, if ξ 1 (k) ≥ ⌈n − h − 1⌉ + 1, let s 1 (k) = max {i < ξ 1 (k) : k i = 0} and let k′ be the result of switching the terms k s 1(k) (= 0) and k s1(k)+1 (= 1) in the binary expansion of k. Then again from (3.5) it follows that
Thus by switching the values of k s1(k) and k s1(k)+1 , we obtain a local maximum k′ which satisfies g (k′) > g (k). Applying this repeatedly, we obtain a sequence of integers that are local maxima with increasing values in g, the last of which has a "0" at the
th , ξ 1 (k) + 1 st , . . . , n th terms in its binary expansion. From these observations we have established that the value of ξ 1 (k) must be equal to ⌈n − h − 1⌉ if k is a global maximum.
We can repeat this process to determine where all other "1"s in the binary expansion of a global maximum must. For 2 ≤ m ≤ δ we can define ξ m (k) = max {i < ξ m−1 (k) : k i = 1} and from (3.5) we conclude that if ξ m (k) < ⌈n − h + 1 − 2m⌉ and k ξm(k)+1 = 0, we obtain a greater maximum by switching k ξm(k)+1 and k ξm(k) . Similarly, if ξ m (k) ≥ ⌈n − h + 1 − 2m⌉ + 1 then we can define s m (k) = max {i < ξ m (k) : k i = 0} and give k, k′ analogous definitions to (3.6) to conclude that
Thus, applying (3.7) repeatedly we can obtain a local maximum of g that has a binary expansion with a "0" at the ξ m (k) th term and m − 1 values equal to "1" thereafter. It follows that if k is a global maximum, ξ m (k) = ⌈n − h + 1 − 2m⌉. Note that for m = δ, ⌈n − h + 1 − 2m⌉ ∈ {0, 1} and hence we set ξ δ = 1 which agrees with our previous observation that all local maxima are odd. Therefore, for h < n − 1 (see Remark 12) the maximum of g is attained at
Following the derivations in Lemma 10 and Lemma 11
and thus
Remark 12. The above derivation made an implicit assumption that ⌈n − h − 1⌉ ≥ 1. Note that if ⌈n − h − 1⌉ = 0, then δ = 1 and it is immediate from (3.5) that the only "1" in the binary expansion of k belongs to k 1 . Therefore, in this special case k ⋆ = 1 and Γ ⋆ = n − h are the solutions to the above problem.
Critical and protocritical sets
In this section we will determine properties of configurations in P ⋆ and C ⋆ that are relevant to the results in Section 1. In particular, these will be used to obtain an expression for the prefactor K in Theorem 1. We will begin by introducing a variational equation that gives us an expression for K, derived in Lemma 16.17 in [2] , and in the case of our model equivalent to
Here the sequence
are sets S i ⊆ Ω that are mutually disjoint and satisfy (4.2) σ ∈ S i if and only if
The terms C 1 , . . . , C I are real numbers corresponding to the values that h takes on S 1 , . . . , S I . The set S ⊟ is defined by
and a similar definition is given to S ⊞ . Lastly, S ⋆ ⊆ Ω is the set of all σ ∈ Ω such that Φ (σ, ⊟) ≤ H (γ k ⋆ ) (and hence also Φ (σ, ⊞) ≤ H (γ k ⋆ )). Our aim now is to evaluate the right-hand side of (4.1) by first showing that it can be simplified considerably.
Recall from equation (3.8) that
where σ is any configuration in C ⋆ and
The second line in the equality follows from the substitution
which is a solution to this variational problem (see for example equation (16.2.4) in [2] ). By symmetry of the hypercube, N − and N + are constant on C ⋆ , which justifies the last equality in (4.7). Our final task is to determine the size of the set C ⋆ and the values of N − (σ) and N + (σ).
For a vertex v ∈ V n and 1 ≤ s ≤ n, let θ s (v) ∈ V n be the vertex that agrees with v at every co-ordinate except at v (s). If Q r is an r-dimensional sub-cube of Q n (r < n), and 1 ≤ s ≤ n is such that v (s) = w (s) for every v, w ∈ Q r (in other words, the co-ordinate s lies outside Q r ), define θ s (Q r ) by
is also an r-dimensional sub-cube of Q n . We will also say in this case that s is an external co-ordinate of the sub-cube Q r . Now by Remark 6, every configuration in C ⋆ can also be constructed as follows. Start with any ⌈n − h − 2⌉-dimensional subcube Q 1 . There are n ⌈n−h−2⌉ × 2 n−⌈n−h−2⌉ different choices for such a sub-cube. Let s 1 be any external co-ordinate of Q 1 , and
×2 2 ways to go about selecting Q 2 . Equation (3.8) implies that we should continue with this construction until we have chosen a ⌈n − h − 2δ + 2⌉-dimensional sub-cube Q δ−1 followed by a single vertex from the sub-cube θ s δ−1 Q s δ−1 , which will be identified with the 0-dimensional sub-cube Q δ . For i ≥ 2, there are always two choices for the external co-ordinate s i of Q i , since both Q i and θ si (Q i ) lie inside θ si−1 (Q i−1 ) (see Figure 4 .1). And there are
ways to choose the co-ordinates of Q i+1 , and 2 2 ways to fix the two external co-ordinates of Q i+1 (for i + 1 < δ) that are in θ si (Q i ) . Therefore, |C ⋆ | is given by
We can also use the above construction of configurations in C ⋆ to get a complete representation of the set P ⋆ (note that (4.5) gives only a subset of P ⋆ ). Suppose that v ∈ Υ k ⋆ belongs to the sub-cube Q i for some 1 ≤ i ≤ δ − 1, as defined in the preceding paragraph. Then v has ⌈n − h − 2i⌉ neighbours in Q i , one neighbour in each of Q 1 , . . . , Q i−1 , and one or zero neighbours in 
Note that for (4.13),
which is always true. Furthermore, (4.14)
2 ⌈n − h − j⌉ − n + h < 0 if and only if j ≥ ⌊⌈n − h⌉ /2⌋ + 1 which does not hold if j ≤ δ − 1 = ⌈(n − h) /2⌉ − 1. Hence (4.11) and (4.12) never satisfy H (Υ k ⋆ \ {v}) < H (Υ k ⋆ ), and in particular this implies that
This immediately gives
Lemma 14. Using the above notation,
Note that by Lemma 14, hypothesis (H2) is now also verified. Let us now also define (4.15)
We proceed with investigating the configurations σ ∈ B ⋆ , in order to obtain an expression for
for some a ≥ Ξ (w) and some external coordinate u of Q a (but inside θ s Ξ(w)−1 Q Ξ(w)−1 , where for convenience we set Q 0 = θ 0 (Q 0 ) = Q n ), and |E ({w} , Υ k ⋆ )| = Ξ (w)−1 otherwise. Thus from (4.16) it follows that in the former case,
is not possible. But this implies that w ∈ θ s δ−1 (Q δ−1 ) and w is a neighbour of the vertex in Q δ . Since ⌈n − h − 2 (δ − 1)⌉ ∈ {1, 2}, if ⌈n − h − 2 (δ − 1)⌉ = 1 there is a unique vertex that satisfies this (which implies Υ k ⋆ ∪ {w} = Υ k ⋆ +1 ), and if ⌈n − h − 2 (δ − 1)⌉ = 2, there are two vertices in θ s δ−1 (Q δ−1 ) \Q δ that satisfy this (one of which is again Υ k ⋆ +1 ). Therefore, Lemma 15. Using the above notation,
Lemma 16. The value of K in (4.7) is given by
with 1 − ⌊n − h⌋ mod2.
Stability levels and reference paths
The proof of Theorem 3 is virtually identical to the proof of the analogous problem on Z 2 , given in chapter 17 in [2] . It exploits translation invariance in the underlying graph, and the possibility to initiate a uniformly optimal path (as defined in the statement of Lemma 8) starting from any vertex.
Proof of Theorem 3. Let σ ∈ Ω, σ / ∈ {⊟, ⊞}. We will show that V σ < Γ ⋆ , which by definition implies that Ω m = {⊟}. Pick any w ∈ σ s.t. (w, y) ∈ E n for some y ∈ σ, and let γ = (γ 0 , . . . , γ 2 n ) be an optimal path with initial steps γ 1 = {y} and γ 2 = {w, y} (this is always possible by symmetry of the hypercube). Then By the inductive hypothesis, it follows that if r + 1 < n or if either one of W 0 , W 1 is not good, |E (W, W )| is not maximal. Hence we may assume that r + 1 = n. But now we can consider the set U := W instead, since E U, U = E W, W . Clearly |U | < 2 n−1 , hence again by the inductive hypothesis we have that |E (U, U )| is not maximal (and hence E U, U is not minimal). This proves that |E (W, W )| is not maximal.
