Abstract: An evolutionary approach for modern robust control oriented system identification and model reduction in the frequency domain is proposed. The technique provides both an optimized nominal model and a 'worst-case' additive or multiplicative uncertainty bounding function which is compatible with robust control design methodologies. In addition, the evolutionary approach is applicable to both continuous-and discrete-time systems without the need for linear parametrization or a confined problem domain for deterministic convex optimization. The proposed method is validated against a laboratory multiple-input multiple-output (MIMO) test rig and benchmark problems, which show a higher fitting accuracy and provides a tighter L 2 error bound than existing methods in the literature do.
NOTATION

W(s), W(z) uncertainty bounding function in continuous and discrete time respectively G(s), G(z)
transfer attention in recent years. Such techniques should identify data or asymptotically reduce the plant uncertainty to the [14] as well as model reduction for linear control systems [15] . In contrast with the work developed in references level where a robust controller exists. In addition, a 'worstcase' uncertainty bounding function or an upper limit of
[13] to [15] , the L 2 norm instead of the L 2 norm is adopted in the problem formulation in this paper, which the identification error that is compatible with robust control design should also be provided [1] [2] [3] .
is fully compatible with the framework of robust control design methodologies. In addition to the identification Recently, several useful non-linear algorithms for robust control oriented system identification have been of a nominal model [13-15], a 'worst-case' additive or multiplicative uncertainty bounding function is also developed in the frequency domain [2, 4, 5] . These methods, however, failed to provide useful information being identified as addressed in the problem formulation in Section 2. Validation results of the proposed methodon the uncertainty bounds and the resulting nominal models tend to be of high order in general. A few time ology upon physical MIMO process plant and benchmark problems are given in Section 3. Conclusions are domain approaches such as the set membership [6 ] and the interpolation [7] methods manage to provide reladrawn in Section 4. tively low orders. However, an accurate uncertainty bounding function must be given a priori, which is 2 PROBLEM FORMULATION hardly feasible in practice. Moreover, prescribed information on the denominator of the nominal model is required in order to utilize a convex optimization using
This section provides a uniform framework for robust the interpolation approach. Although the frequency control oriented system identification and model domain set-membership approach [8] is capable of idenreduction of both continuous-and discrete-time systems. tifying a nominal model and a 'worst-case' uncertainty Both the additive and the multiplicative uncertainty bound, good initial conditions and linearity in the paramodels, which are commonly employed for representing metrization are required in order to guarantee an optiplant uncertainties for robust control in most engineermal solution.
ing applications, will be investigated. In the context of A similar problem is the frequency-weighted L 2 identification for robust control applications, the L 2 model reduction, where a reduced order model is to be norm is adopted as the cost measures here [2] . obtained from a high-order plant such that its weighted L 2 norm error is minimized and the dynamics of the original system are maintained. This is a multi-modal 2. , the tighter the bound, the more accumultiple-input multiple-output (MIMO) systems is proposed. The framework is applicable to both continuousrately the nominal model can reflect the actual plant dynamics and thus the higher the potential performance and discrete-time systems and is tractably enabled by the Darwin-Wallace principle-based evolutionary computhat the robust controller may offer. In addition to a nominal model, modern robust control design method tation without the need for linear parametrization or transformation into a confined problem domain for often requires a 'worst-case' uncertainty bounding function to address the robustness specification in synthesizdeterministic convex optimization. Such an evolutionary based technique has been successfully applied to the lining the controller using a mixed-sensitivity optimization approach [2, 7, 16 ] . Another objective in the identifiearization of non-linear MIMO systems in the frequency domain [13] , system identification in the time domain cation is thus to find an optimal uncertainty bounding EVOLUTIONARY L 2 IDENTIFICATION AND MODEL REDUCTION FOR ROBUST CONTROL function W(s) such that the cost for the above cost functions instead of taking the absolute magnitude [11] .
is minimized under the constraint 2.3 Discrete-time systems
For discrete-time systems, the additive and multiplicative derived from equations (1) ing jv with ejvT, and by changing the argument s to z. quency response data. However, minimizing the approxiNote that, however, the L 2 norm for a discrete-time mate cost for a single-input single-output (SISO) system system is given by
over the interested frequency range is possible and is where T is the sampling period. commonly adopted in practice [6, 8] . Similarly, based on the obtained nominal model, the uncertainty bounding function is to be determined by minimizing
Similarly, given a high-order transfer function G(s), the objective of frequency-weighted L 2 model reduction is subject to the constraint to find a reduced order model G r (s) such that the cost max kµ{1,...,n} (4) Hence, the Hankel norm d·d
DHK be used to find a weighted L 2 norm reduced model provided that a constant D is appropriately chosen, (11) and s r+1 in Lemma 1 is the absolute lower bound subject to the following constraint:
which is not necessarily achievable in L 2 norm model reduction [11] . Conventional gradient-based optimizmax kµ{1,...,n} KC
ation methods can hardly provide a globally optimized model and error bound for the problems addressed in this section, due to the involved non-convex optimizNote that for MIMO systems, however, the largest singular value would be used in computing the L 2 norm ation in a multi-modal multi-dimensional space. Also, these methods require a differentiable performance index search for an appropriate range of the parameter [15] . Steady state EA with two-point crossover and tournaand maybe easily trapped into local minima for a poor initial condition [12] [13] [14] [15] . Therefore attempts at deriving ment selection is employed, which reserves some possibly good genes and creates a generation gap of 0.25 to save an analytical or optimal solution to these problems have remained an open issue in the control society.
the function evaluation time as well as to maintain a diversity of the species for global optima [15] . To overcome the well-known weakness of EAs in finding an exact optimum [17] , individuals in each generation are 3 EVOLUTIONARY L 2
IDENTIFICATION AND MODEL REDUCTION
gradually fine tuned through a multiple-point local hillclimbing learning process [12] [13] [14] [15] . This hybrid approach results in a broader local exploration, a higher accuracy Emulating the Darwin-Wallace principle in natural and a faster convergence. Such a learning-enhanced EA selection and genetics, evolutionary algorithms ( EAs) has been successfully applied to overcome engineering have been found to be very effective and efficient in identification and linearization problems [12] [13] [14] [15] and is searching poorly understood, irregular and complex adopted here to solve the L 2 system identification and spaces for optimization and machine learning [17] . An model reduction problems. evolutionary algorithm intelligently searches the solution space by evaluating performances of multiple candidate models simultaneously and approaches the global optimum in a non-deterministic manner. Before this simu-3.1 A discrete-time L 2 system identification problem lated evolution process begins, an initial population of Assume that a fourth-order plant of an industrial heat multiple coded strings representing random candidate exchanger [18] given by models is formed as shown in Fig. 1 . Every such string is assigned a performance index based upon the cost function of the identification or model reduction. At G(z)= 0.049(z+0.72) z2(z−0.607)2 (17) each generation of search, multiple candidates are evaluated and the search will be directed intelligently accordwith a sampling period T =7.5 s is to be identified using ing to Darwin's 'survival of the fittest' principle. Then a discrete-time additive uncertainty model with a firstuseful search information and coordinates are exchanged order uncertainty bounding function. Since there is no and altered for the next generation of candidate soluparticular emphasis on the fitting error in the frequency tions. This evolution cycle will be repeated until the final concerned, the discrete-time frequency weighting funcgeneration is reached or the solution has been found.
tion W a (z) is set as 1. For simplicity, the weighting W b (z) Details of the algorithm may be found in reference [17] .
for the uncertainty bounding function is chosen as a firstThe algorithm is coded in Turbo Pascal 7.0 and a order function as given by [16 ] population size of 100 with a generation size of 150 is adopted for all EA simulations. Candidate models are W b (z)= 7.5z−4.3 z−0.34 (18) coded using decimals with range encoding scheme to The learning EA was applied here to identify both a second-and third-order discrete-time nominal model by minimizing the cost function of (4). The recommended models at the end of the evolution are can also be included in an evolution to obtain an optimal model order and parameters simultaneously via the 'genetic encoding' as reported in reference [15]. The coupled liquid-level plant as shown in Fig. 4 . The reduction or linearization lies in the need for a set of frequency responses of the reduced model are plotted and depicted by the dashed curves in Fig. 6 . It can be operating points for the non-linear system; i.e. the reduced model is only valid at a particular operating point along the non-linear operating trajectory of the coupled liquid-level system [15] .
Without loss of generality, the operating points of tank 1 and tank 2 are set at 10 cm and 8 cm respectively. This can be achieved by applying two d.c. input voltages to set the steady state levels, followed by two bipolar a.c. voltages in the form of an additive pseudorandom binary sequence (PRBS) signals at ±5 per cent of the set voltages. By holding the input to tank 2 constant, the PRBS signal is added to input 1 and both the noisy physical system outputs of y 11 and y 21 are collected as shown in Fig. 5 . The procedure is then repeated with PRBS being added to input 2 while holding input 1 constant so as to obtain the physical outputs of y 12 and y 22 . These time-domain input-output (I/O) data are then converted to spectra using fast Fourier transforms, covering the frequency ranges between 3×10−3 and 5×10−2 rad/s as the plant is relatively sluggish [13] . By dividing the magnitudes of the output spectra with those of the corresponding input, the gains of the point- seen that both the magnitude and the phase are fitted 167-173. satisfactorily, although the output response is rather
