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Oscillations induced by noise are examined for an actively mode-locked laser. Additive
noise, proportional noise, and combined noise are considered. Spatial noise is approxi-
mated by Hermite expansions and temporal noise is approximated via an approximation
of the variance of the random variable using a fourth-order Adams–Bashforth scheme. The
approach is verified on a sample problem and used to explore the governing equations for
a mode-locked laser. The inclusion of multiplicative noise leads to much wider pulses and
much longer intervals between pulses.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Mode-locked lasers are widely used as a means to generate ultra-short pulses with pulse widths down to a few
femtoseconds and with power up to tens of watts [1]. There are many different types of mode-locked laser [2], but they
all rely on the same few ingredients: a pump source to supply energy; a lasing medium to create photons; a cavity with
mirrors to circulate the pulse and confine it spatially; and a modulator element to create the mode-locked pulses. In this
paper we focus our attention on an actively mode-locked laser in which a circulating pulse in the laser cavity is modulated
by an active cavity element—both amplitude and/or frequency modulation are possible.
Despite the wide experimental use of mode-locked lasers, modeling and analysis continues to generate considerable
interest. In 1999, Kartner et al. [3] demonstrated that a model of an actively mode-locked laser was governed by non-
normal operators and that the (stable) pulses were subject to large transient growth on the order of 1012. In 2001, Black and
Geddes [4] developed and implemented a numerical method suitable for simulating an actively mode-locked laser subject
to amplitude modulation. In 2003, Geddes et al. [5] used this algorithm to carefully study the pulse formation dynamics of
an actively mode-locked laser. They confirmed the findings of Kartner et al., and further showed that in the presence of an
ad hoc noise source the laser effectively destabilizes and pulses are repeatedly created and destroyed. In 2005, Firth and
Yao [6] showed that the presence of large excess noise and transient growth was not limited to actively mode-locked lasers
but was a general feature of any laser with a misaligned cavity. In 2007, Black and Geddes [7] developed a new algorithm to
handle the case of mode-locked lasers subject to general amplitude and/or frequency modulation and again demonstrated
the existence of huge excess noise and transient pulse growth. In this paper we extend previously developed algorithms for
both additive and multiplicative noise.
A number of techniques making use of polynomial chaos such as those by Xiu and Karniadakis [8] as well as Cameron
and Martin [9] represent high-order approximations but require large computational resources. The techniques explored
here focus on methods that provide insight into the time-dependent aspects of the system but are more appropriate for the
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limited computational resources available in a grid-based environment. The techniques are similar to those proposed by
Talay [10], Printems [11,12], Shardlow [13], and Liu [14].
Our approach relies on a general model of mode-locked lasers developed by Dunlop et al. [15]. Their model makes use
of a spatio-temporal master equation for the complex laser envelop A(t, T ) and medium gain g(T ). This model tracks the
evolution of the optical field with respect to the fast (pulse) time scale t , and the slow (cavity) time scale T . Mode-locked
laser pulses can have durations on the order of 1 fs (femtosecond), while a typical laser cavity may have a round-trip time
of 1 ns (nanosecond) [16]. We explore the addition of two noise terms B˙(T , t) and W˙ (T , t)with associated constants b and
w to the master equations,
∂A
∂T
= (g − µt2 − l+ δBB˙(T , t))A+ Γ ∂A
∂t
+ D∂
2A
∂t2
+ δW W˙ (T , t), (1.1)
dg
dT
= α − γ g − βg
∫ ∞
−∞
A∗(T , t)A(T , t) dt. (1.2)
Both stochastic terms are white noise. The term given by B˙(T , t) corresponds to proportional noise and is due to the
cavity mirrors, while the term given by W˙ (T , t) corresponds to additive noise and is due to the energy pump. The other
constants are: the modulation parameter µ, cavity loss parameter l, modulator detuning Γ , bandwidth parameter D,
pumping parameter α, relaxation parameter γ , and saturation parameter β . The governing equations (1.1)–(1.2) are defined
on the domain
T ≥ 0,−∞ < t <∞,
and are subject to both initial and boundary conditions,
A(0, t) = A0,
g(0) = g0,
lim
t→±∞ A(T , t) = 0.
In the next section we motivate this study by briefly examining the role of noise in an actively mode-locked laser. In
Section 3, we focus on the numerical approximation of multiplicative noise. In Section 4, we adapt the technique for the
approximation of spatial noise. Finally, in Section 5, the approximation of the governing equations for a mode-locked laser
over a range of parameters is explored.
2. Phase plane analysis of the role of noise
In the absence of noise, the governing equations admit a single pulse equilibrium solution. This circulating pulse is very
sensitive however to the presence of noise, aswewill demonstrate belowusing a simple argument based on the phase plane.
Our analysis here is motivated by and similar to that of Shardlow [13].
The governing equations can be parameterized as a system of ODEs when examining the dynamics of a single pulse [4,5]
with width σ , location t¯ , amplitude A2, and gain g . The resulting system of ODEs,
d
dT
(
σ 2(T )
) = 2D− 2µσ 4(T ), (2.1)
d
dT
t¯(T ) = −Γ − 2µt¯(T )σ 2(T ), (2.2)
d
dT
(
A2(T )
) = 2(g(T )− µt¯2(T )− D
σ 2(T )
)
A2(T ), (2.3)
d
dT
g(T ) = α − γ g(T )−√piβσ(T )g(T )A2(T ), (2.4)
is hierarchical in the following sense. The first two equations for the pulse width and pulse locations can be solved exactly,
and the fourth-order equation reduces to a planar system with time-dependent functions σ and t¯ . Both of these functions
decay to constants exponentially and the resulting phase planes for the system of ODEs in A2 and g are shown in Figs. 2.1
and 2.2 using the same parameters as those given in [4].
In Fig. 2.1, the phase plane is shown with σ and t¯ set close to their equilibrium values. There are no limit cycles; rather,
the solution decays to a single equilibrium. The horizontal and vertical dashed lines are the nullclines from the amplitude
equation, and the remaining dashed line is the nullcline from the gain equation.
In Fig. 2.2, the phase plane is shown for the same equations with the exception that the value of t¯ is shifted from
equilibrium by +1. This is the expected phase plane if a very small pulse were to be added to an already existing pulse
located close to equilibrium. Again the nullclines from the amplitude equation are the vertical and horizontal dashed lines,
and the remaining dashed line is the nullcline from the gain equation.
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Fig. 2.1. Phase plane for the system of ODEs near equilibrium.
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Fig. 2.2. Phase plane for the system of ODEs moved away from equilibrium.
The impact of adding the small pulse (i.e. noise) is to shift thewhole phase plane down. A state that happens to be near the
equilibrium will now be above the new equilibrium and the resulting change in the vector field is to move it on a trajectory
that will shift it to the right. The resulting trajectory would be expected to then oscillate with a decay to the equilibrium.
The addition of the noise terms to the system is to shift the resulting phase plane a nontrivial amount. Even though the
trajectories decay to the equilibrium, they move through large oscillations [5]. The noise terms provide a mechanism to
consistently shift the solution onto trajectories away from the equilibrium, and the solutions can experience large swings
in the amplitude and gain.
3. Numerical approximation of temporal noise
The numerical approximation of additive noise has been the focus of attention from various investigators. The use of
spectral approximations is the most relevant to the methods examined here. In particular, the approximation of the Barkley
model for excitable media with additive noise was examined by Shardlow [13] with spectral expansions of the noise terms.
A similar approach was examined by Liu [14] for the approximation of the Ginzburg–Landau equation. Additionally, a more
general framework for spatial approximation of noise was detailed by Du and Zhang [17]. Other treatments have been
examined by Debussche and Printems [12], Printems [11], Talay [18], and Protter and Talay [10].
In the current work an additive noise term is included, but the primary difference from Liu’s presentation is the inclusion
of a proportional noise term. The method used to approximate proportional noise is introduced here but builds on the ideas
presented in the works cited above. The methodmakes use of an explicit, fourth-order approximation of the variance of the
random variable representing the noise in the system. A first-order version of this approach reduces to the stochastic Euler
approximation [11,10,19]. Numerical results of a simple model equation are then presented to confirm the efficacy of the
scheme for the model equation for a given sample of parameters.
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3.1. Approximating temporal noise
We seek to find a discretization scheme that can bemore easily adapted to an efficient algorithm in the partial differential
equation context. A different approach is examined in which an approximation of the noise is generated using a high-order
Adams–Bashforth scheme. In particular, the focus is on a model stochastic differential equation (SDE),
dN = a(t,N(t)) dt + αN dw, (3.1)
wherew a white noise [20] and α is a constant.
The approximation of Eq. (3.1) proceeds from the integral form
N(t1)− N(t0) =
∫ t1
t0
rN dt +
∫ t1
t0
αN dw. (3.2)
The first integral on the right-hand side can be approximated using a second-order Adams–Moulton scheme. For the second
integral, we note that the function N is on a probability space (Ω,F , P). To approximate the second integral, we note that
the integral∫ t1
t0
f (t, ω) dw(ω)
is a random variable. It is normally distributed [21,20,19] with mean zero and variance given by∫ t1
t0
f 2(t) dt.
The randomvariable given by the second integral is approximated by finding an approximation for the variance. The random
variable is found by multiplying a standard normal by the necessary standard deviation.
To achieve this level for the approximation requires a fourth-order approximation of the variance, which is done using a
fourth-order Adams–Bashforth scheme,∫ t1
t0
f 2(s) ds = 4t
24
(
55f 2(t0)− 59f 2(t−1)+ 37f 2(t−2)− 9f 2(t−3)
)+ O(4t5).
With this approximation of the variance, a second-order approximation of the standard deviation can be found. The resulting
random variable is approximated using the Box–Mueller–Wiener algorithm [22,23].
Note that when a first-order approximation is used instead, a single-step approximation can be used to approximate the
variance. The resulting approximation reduces to the usual Euler approximation [11,10,19].
3.2. Validation of the scheme
We provide a simple benchmark of the scheme by examining a specific equation with known solution,
dN = rN dt + αN dw. (3.3)
The solution to Eq. (3.3) is a random variable of the form [20]
N(t) = N0e
(
r− 12 α2
)
t+αB(t)
, (3.4)
where B(t) is a Brownian motion. The solution has a mean of
E[N(t)] = N0ert ,
and the variance is
Var[N(t)] = N20e2rt
(
eα
2t − 1
)
.
The solutions follow a log-normal distribution, and we examine a set of Monte Carlo simulations as a way to provide
an initial verification of our approach. A more detailed analysis is the subject of further analysis beyond the scope of this
treatment.
To estimate the mean and variance of the solutions to the SDE in Eq. (3.3) a large number, N , of trial runs are made.
The approximations at specific times, t , are recorded. The means and standard deviations are then approximated using the
sample means and sample standard deviations.
3.3. A priori estimate of the confidence intervals
Before examining approximations for the distribution of the solutions to Eq. (3.3), the confidence intervals for the mean
and variance are found. The samplemeans and sample variances follow a sampling distribution. Once the samplemeans and
sample variances fall within the specified confidence intervals, further refinement in the approximation is overshadowed
by the variation in the distribution.
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Table 3.1
A priori estimates of the errors in the relative errors. The confidence level is 95%. The value of r is 2.0, and the number of trials is 2× 106 .
α Time Error in µX Error in σ 2X
0.5 1.0 0.00094 0.0041
0.5 2.0 0.0015 0.0054
1.0 1.0 0.0024 0.0078
1.0 2.0 0.0039 0.012
2.0 1.0 0.0067 0.021
2.0 2.0 0.012 0.038
One of the difficulties in examining the numerical approximations is that the random variable representing the solution
to the SDE is log-normal. The evaluation of the mean and variations can proceed by examining the log of the approximation,
and the result is themaximum likelihood estimate but is also a biased estimate [24]. In this case, the size of the sample space
is large, and the issue is mitigated. Another issue is that some of the approximations are negative for larger time steps and
must be censored. The number of censored observations is very small (approximately 10–15) for a sample size of 2 × 106,
so methods of dealing with censored data such as those discussed by Owen and DeRouen [25] are not necessary.
The approximation for the mean is performed by transforming the data using the natural logarithm. The approximations
for the mean and variance are found using the sample mean and the sample standard deviation. The result is an
approximation of the mean, M , and variance, S2, of the transformed variable. The approximation for the mean, µX, and
variation, σ 2X , of the original random variable is found by reversing the log transformation.
An a priori estimate of the confidence interval is foundwhichwill aid in the interpretation of the numerical trials. First, the
sample mean, M¯ is approximately normal by the Central Limit Theorem. The sample variation, S¯2, is found from a sequence
of normally distributed random variables. The random variable given by S¯
2(N−1)
S2
is approximately a χ2 distribution.
For a confidence level of C , the predicted confidence interval for the log-transformed data,M , is given by
M¯ − z∗α
√
t
N
< M < M¯ + z∗α
√
t
N
, (3.5)
where z∗ is the critical z-statistic associated with the given confidence level, C . The associated error is given by
± EM = ±z∗α
√
t
N
. (3.6)
For the same confidence level, the predicted confidence interval for the variance of the log-transformed data, S2, is
S¯2
N − 1
b
< S2 < S¯2
N − 1
a
, (3.7)
where a and b are the critical values of a χ2 distribution of N − 1 degrees of freedom.
The distribution is not symmetric, and the associated errors are denoted El and Er . These two errors are close for large
values of N . Since they are taken as a pair, the maximum of the two errors is referred to as El,r .
The transformed confidence intervals can now be found. The confidence interval for µX is given by
eM¯+S¯
2/2 [e±EM±El,r /2] . (3.8)
The resulting estimate for the relative error for a sample with respect to the true mean is∣∣e±EM±El,r /2 − 1∣∣ . (3.9)
The confidence interval for σ 2X is given by
e2M¯+S¯
2 [
e±2EM±El,r
] [
eS¯
2±El,r − 1
]
. (3.10)
The resulting estimate for the relative error for a sample with respect to the true variance is∣∣∣∣∣e±2EM±El,r eS¯
2±El,r − 1
eS¯2 − 1 − 1
∣∣∣∣∣ . (3.11)
The predicted values of these interval estimates are shown in Table 3.1. They are given for values of r = 2 and varying
values of α to coincide with the numerical trials in Section 3.4. The confidence level for each of the results is C = 95%.
Once the numerical estimates of the relative errors come to within these predicted values, the variance in the subsequent
outcomes should be the dominant feature in the approximation of the mean and standard deviation.
6 K. Black, J.B. Geddes / Computers and Mathematics with Applications 60 (2010) 1–13
Fig. 3.1. Comparison of the errors of the means and variances at times t = 1 and t = 2. These are for the case r = 2 and α = 0.5.
Fig. 3.2. Comparison of the errors of the means and variances at times t = 1 and t = 2. These are for the case r = 2 and α = 1.0.
3.4. Numerical results for the model SDE
The numerical approximation of themodel, (3.3), is conducted for a fixed value of r and varying values of α. In each of the
tests the value of the coefficient for the deterministic growth rate is held constant: r = 2. This value is for convenience in
choosing α, and since the problem can be scaled in any way only one parameter need be varied. The value of the coefficient
for the proportional noise is varied: α = 0.5, 1, and 2. For each set of values of the parameters, a set of approximations is
conducted for varying time-step sizes. The approximation of N(t) is found at t = 1 and t = 2, and estimates of the means
and variances are compared to the theoretical values given above.
The number of time steps from t = 0 to t = 2 varies depending on the parameters. For each value of the time step and
set of parameters, 2 × 106 simulations are conducted. The logarithm of the values of the approximations for N(t) at time
t = 1 and t = 2 are recorded. The means of the logarithm of the random variable are found using a simple sample mean for
the entire set of samples for the given time step.
The percent errors for the approximations of themean and variation for the test runs are given in Figs. 3.1–3.3. In Fig. 3.1,
the value of α is 0.5. In this test the variation in the noise is the smallest, and the approximations for the mean and variance
require the smallest number of time steps. In Fig. 3.2, the value of α is 1.0. The number of time steps is slightly more, but
the rate of convergence is the same. In Fig. 3.3, the value of α is 2.0. In this test the deterministic part of the solution (3.4) is
zero, and this is the most difficult numerical test of the scheme. As can be seen in the figure, a much larger number of
time steps is required, but once the solution is resolved, the convergence rate is the same as that of the previous numerical
trials.
The convergence of the sample means and sample variations are shown in Figs. 3.1 through 3.3. These values approach
their theoretical confidence intervals. The remaining question is whether or not the distribution of the approximations is
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Fig. 3.3. Comparison of the errors of the means and variances at times t = 1 and t = 2. These are for the case r = 2 and α = 2.
Fig. 3.4. Graph of the distribution of the approximations at t = 1 and the sample variations from sub-samples with 200 samples in each sub-sample.
close to the distribution of the true solutions. A graphical view of the approximations at t = 1 and t = 2 is examined. In
Fig. 3.4, the distribution of the log of the approximations for r = 2 and α = 2 is shown. In the figures the approximation
is found using 1000 time steps to reach t = 1 for two million approximations. The dotted line is the probability density
function of the true solution at t = 1.
The distribution of the sample variations is found using a bootstrapping technique. The set of approximations at t = 1
is sampled 10,000 times. For each iteration, a sub-sample of 200 is chosen at random, and a sample variation is calculated.
The set of sample variations divided by 200 and divided by the true variation of the solutions, a χ2 distribution, is plotted
in the histogram. Both the distribution of the approximations and the sample variations are very close to the probability
distributions of the original equation.
In Fig. 3.5, the same figures are shown for the approximations and the true solutions at t = 2. In this case, N = 2000
time steps are used, and the same size time step is used. In this case, as well, the distribution of the approximations is close
to the true distribution. Finally, normal-qq plots of the log of the approximations at t = 1 and t = 2 are shown in Fig. 3.6.
As can be seen, the distributions of the log of the approximations at the two times closely match the expected line from a
normal distribution.
Once the approximations are resolved, the errors in the means and variations from the numerical trials vary within a
small range. The range in which they vary matches closely with the confidence intervals predicted in Table 3.1.
4. Numerical approximation of spatial noise
The methods above are extended to approximate spatial stochastic terms. The master equations for a mode-locked laser
are given in Eqs. (1.1) and (1.2), and they include a proportional noise term B˙(T , t) and an additive noise term W˙ (T , t).
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Fig. 3.5. Graph of the distribution of the approximations at t = 2 and the sample variations from sub-samples with 200 samples in each sub-sample.
Fig. 3.6. The normal-qq plots of the log of the samples at t = 1 and t = 2.
The methods make use of a polynomial expansion in space with treatment of the coefficients as random variables in
time. The approach is different from the polynomial chaos techniques by Xiu and Karniadakis [8] as well as Cameron and
Martin [9]. In this particular case the focus is on the dynamical characteristics in time, and aMonte Carlo approach is favored
though the computational burden is greater when compared to the polynomial chaos approach.
The approximation of the noise terms in the master equations mirror the approximation given in Black and Geddes [7]
and must be cast in the same framework. The amplitude is expanded by first transforming it,
A(T , t) = G(t)Aˆ(T , t),
G(t) = e− 12 z1(t−a)2 ,
using the same scalings given in Black and Geddes [7]:
t → t¯ξ,
z1 = 1t¯2 ,
a = −Γ t¯
2D
,
b = Re a
t¯
,
t¯2 ≥ 1
Re 1/σ 2
.
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The expansion for the amplitude makes use of shifted Hermite polynomials,
AˆN(T , ξ) =
N∑
n=0
an(T )Hn(ξ − b).
The additive spatial noise term can be expressed in a variety of similar ways [13,14,26]. Here the expansion used by
Shardlow [13] is employed, resulting in
W˙ (T , ξ) = 1
t¯θ
√
2pi
e−
t¯2ξ2
2θ2
˙ˆW (T , ξ),
where θ is a free parameter [13].
The approximation of the spatial noise is based on an expansion of Hermite polynomials,
W˙N(T , ξ) = 1
t¯θ
√
2pi
e−
t¯2ξ2
2θ2
N∑
k=0
γ˙k(T )Hk(ξ − b),
where γk(t) is a Brownian process. When substituted into the master equation for the transformed system [7], the result is
1
G(t)
W˙N(T , ξ) = 1
t¯θ
√
2pi
e−
t¯2ξ2
2θ2
+ 12 (ξ+ Γ t¯2D )2
N∑
k=0
γ˙k(T )Hk(ξ − b).
The inner product for the final approximation is〈
1
G(t)
W˙N(T , ξ),Hm(·)
〉
w
= 1
t¯θ
√
2pi
N∑
k=0
γ˙k(T )
∫ ∞
−∞
e−
t¯2ξ2
2θ2
+ 12 (ξ+ Γ t¯2D )2Hk(ξ − b)Hm(ξ − b)e−(ξ−b)2 dξ .
The integral is approximated using a Gaussian–Hermite quadrature with abscissa ξl and weightswl, yielding〈
1
G(t)
W˙N(T , ξ),Hm(·)
〉
w
=
N∑
l=0
γ˙k(T )ψk,m,
where
ψk,m = 1
t¯θ
√
2pi
M∑
l=0
e−
t¯2(ξl+b)2
2θ2
+ 12 (ξl+b+ Γ t¯2D )2Hk(ξl)Hm(ξl)wl.
The stability of the calculation requires that θ2 < t¯2.
5. Numerical approximation of mode-locked master equations
Approximations to the equations given in Eqs. (1.1) and (1.2) are examined for different values of the noise terms, δB and
δW . The parameter δB is the standard deviation of the multiplicative noise term. The parameter δW is the standard deviation
of the additive noise term. The remaining parameters used are the same as those explored in [7]. The values of the noise
parameters were varied in the scaled system and represent scaled noise levels.
Trial approximations were run with parameters δB and δW between 0 and 0.5 for both parameters. Each individual trial
made use of an initial condition composed of a single pulse corresponding to the adjoint solution to the first eigenmode
of the system. The simulation proceeded over 20 million time steps with a time step of 0.001 in the scaled time. At every
100 time steps the energy was found and recorded. All of the simulations were run on the computational grid at the State
University of New York, Albany. Each grid element is an identical Pentium CPU andmemory configuration running the same
version of Linux (CENTOS).
Themean and variation in the pulses are examined using the information gathered from the simulations. The first 10,000
time steps are ignored to account for the time it takes for the simulation to settle into its long-term behavior. From the
remaining data a pulse is considered to be initiated when the signal passes the median of the data. The times between
pulses are then calculated. The result is a set of univariate data which can be analyzed using standard techniques. The very
large number of samples allows for the use of a normal approximation for the sample means.
Histograms of the time between pulses for four cases can be found in Fig. 5.1. In these four samples the impact of
adding themultiplicative noise to the approximations can be seen. Adding the smallest levels of multiplicative noise greatly
increases the spread in the times between pulses. Multiplicative noise also results in a greater skew in the time between
pulses toward longer times.
The sample means for the times between pulses are shown in Fig. 5.2, and the sample variances are shown in Fig. 5.3.
The samples are plotted for a variety of multiplicative noise δB values as the additive noise parameter δW varies. For larger
values of the additive noise the time between pulses leveled out, and little change was seen. The range of values was chosen
to demonstrate the largest change in the times between pulses.
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Fig. 5.1. Histograms for the time between pulses for varying noise levels.
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Fig. 5.2. The sample means of the times between pulses for different noise coefficients.
As can be seen in Fig. 5.2, the mean time between pulses has a sharp rise as δB is raised from zero to a finite value. After
the initial rise, though, the time between pulses slowly decreases as δB increases. The trend for rising values of the additive
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Fig. 5.3. The sample variances of the times between pulses for different noise coefficients.
noise term δW is similar. As δW increases, the mean time between pulses declines modestly. The exception to this is that
for very small values of δB there is a more dramatic decrease for the mean time between pulses for values of δW greater
than 0.1.
The variances in the times between pulses (Fig. 5.3) are less influenced by changes in the noise parameters. For values of
δB greater than zero the variances were similar, but showed a small decrease as the additive noise increased. This trend was
uniform over all values of δB greater than zero. The addition of non-zero multiplicative noise terms gives rise to an increase
in the variation in a way similar to that exhibited by the means.
In addition to examining the time between pulses, the pulse widths were also examined. Histograms of the pulse widths
are shown in Fig. 5.4. In the first figure the histogram for no multiplicative noise and small additive noise is shown. A
strong peak is shown with a relatively wide spread. The second figure shows the histogram for no additive noise but small
multiplicative noise. The peak is shifted slightly to the left, and there is more spread in the data. In the third and fourth
figures, the histograms for larger multiplicative noise are shown with different additive noises. The histograms are similar
to the case with just additive noise, but the peak is shifted a small amount to the left.
In Fig. 5.5, the mean pulse widths are shown for varying noise levels. The result is similar to what is found with the
time between pulses. The shortest pulsewidths are found for no multiplicative noise. The addition of the smallest levels of
multiplicative noise, however, increases the pulse width by almost fifty per cent. For very low levels of multiplicative noise,
the pulse width is larger for small levels of additive noise, but the pulse width drops dramatically as the additive noise
increases. For larger levels of multiplicative noise, the pulse width decreases with increased additive noise, but it does not
decrease as much as the case with smaller multiplicative noise.
The variation in the pulsewidth is shown in Fig. 5.6 for various levels of additive andmultiplicative noise. The variation in
the pulse width does not change as much as the pulse width as the noise levels are varied. The variances in the pulse width
were over a more limited range of values in all cases. The case of no multiplicative noise resulted in the smallest variation.
Just like the means of the pulse width, a small increase in the multiplicative noise resulted in a larger variation. For the case
of very small multiplicative noise, the variation was large for small levels of additive noise, but rapidly decreased as the
additive noise increased.
6. Conclusions
A method to approximate additive and multiplicative noise terms in a PDE describing a mode-locked laser is presented
and examined. In a test equation, the results were consistent with the predicted confidence intervals. The method makes
use of the integral form of the differential equation, and the stochastic integral is a normally distributed random variable in
which the variance is approximated using a fourth-order explicit scheme.
The scheme can be easily adapted for use in a spatially distributed equation and can be used for a variety of approximation
techniques [13,14,26]. The method explored here made use of the same expansion proposed by Shardlow [13]. The method
was adapted to form an approximation for the model system for a mode-locked laser.
Themode-locked laser system included both additive andmultiplicative noise terms. Unlike the deterministic system [7],
the system did not settle into a steady state but gave rise to a series of pulses. The approximations indicate that the addition
of multiplicative noise terms gives rise to a much longer time between pulses, and the variation in the time between pulses
also increases. For very small multiplicative noise, the time between pulses can experience a large percentage change as the
additive noise terms change.
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Fig. 5.4. Histograms for the pulse widths for varying noise levels.
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Fig. 5.5. The sample means for the pulse widths for different noise coefficients.
The addition ofmultiplicative noise also results in changes in the pulse widths. Small values of multiplicative noise result
in larger pulse widths. Again, for small values of multiplicative noise the pulse width can vary widely as the level of additive
noise varies. The variation in the pulse width also changes as the multiplicative level changes, but to a lesser extent.
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