In this article, a family of feasible generalized double k-class estimator in a linear regression model with non-spherical disturbances is considered. The performance of this estimator is judged with feasible generalized least-squares and feasible generalized Stein-rule estimators under balanced loss function using the criteria of quadratic risk and general Pitman closeness. A Monte-Carlo study investigates the finite sample properties of several estimators arising from the family of feasible double k-class estimators. r
Introduction
Precision of estimation is an important criterion for judging the quality of estimation procedures for the parameters in linear regression models. Appreciating the role of the goodness of fitted model, Zellner [25] has advocated that both the precision of estimation and the goodness of fit should be utilized in analyzing the performance of estimators and therefrom making a choice of estimator. Accordingly, he has recommended the use of balanced loss function, which is indeed a convex linear combination of two quantities measuring the precision of estimator and the goodness of fitted model. Both the quantities have quadratic loss structure and can also be viewed as reflecting the predictive ability of the estimator for the actual and average values of the study variable within the sample; see, e.g., Shalabh [19] . Thus the balanced loss function provides an interesting framework for structuring the losses in a fairly general and sufficiently flexible manner.
Taking the criterion as risk, i.e., the expected value of balanced loss function, interesting findings arising from comparison of estimators are reported by, e.g., Giles et al. [6] , Ohtani [12, 13] , Dey et al. [4] , Ohtani et al. [14] , Wan [23] and Zellner [26] , Toutenburg and Shalabh [21] to site a few. Such a performance criterion on being based on quadratic losses may fail to reveal the intrinsic properties of estimator as pointed out by Rao [16] , and it is recommended to use a criterion that measures appropriately the clustering of estimates around true parameter value. One such criterion is the probability of closeness introduced by Pitman [15] for the scalar parameter case. An extension to the multivariate parameter case is the generalized Pitman closeness criterion presented by Rao et al. [17] ; see also Keating et al. [7] , Kourouklies [8] , Mason et al. [9] , Rao et al. [18] , Srivastava and Srivastava [20] and the cited references for interesting exposition and applications.
In this paper, we consider a linear regression model with not necessarily spherical disturbances and present the family of feasible generalized double k-class estimators presented by Wan and Chaturvedi [24] for estimating the regression coefficients of a linear regression model with non-spherical disturbances. To study the efficiency properties of these estimators, a suitable balanced loss function is formulated and large sample asymptotic approximations for the risk and generalized Pitman closeness under this loss function are employed for the comparison of estimators. Some Monte-Carlo results are also presented for the dominance of several estimators arising from feasible double k-class estimators.
Model specification, estimators and loss functions
Consider the following linear regression model:
ð2:1Þ
where y is a T Â 1 vector of T observations on the study variable, X is a T Â p matrix of T observations on p explanatory variables, b is a p Â 1 vector of coefficients associated with them and e is a T Â 1 vector of not necessarily spherical disturbances.
The disturbance vector e is assumed to follow a multivariate normal distribution with mean vector 0 and unknown variance covariance matrix s 2 O À1 : Further, we assume that the elements of O are functions of a q Â 1 parameter vector y belonging to an open subset of q dimensional Euclidean space. It is also assumed that a consistent estimator # y of y is available so that O consistently estimated by # O:
If we estimate b in (2.1) by the method of generalized least squares and use # O in place of O; the feasible generalized least-squares (FGLS) estimator of b is given by
In the spirit of Ullah and Ullah [22] , Wan and Chaturvedi [24] have presented the following family of feasible generalized double k-class estimators which are characterized by two non-stochastic scalars k 1 and k 2 : Terming it as feasible generalized double k-class (FGKK) estimators defined by While precision of estimator as measured by the general quadratic losses is an important criterion for judging the performance and therefrom making a choice of estimator, Zellner [25] has argued that the goodness of fitted model should also be taken into account. Accordingly, he has proposed the balanced loss function which has gained considerable popularity during the recent past; see, e.g., Giles et al. [6] , Ohtani [12] , Ohtani et al. [14] , Wan [23] and Zellner [26] for various applications.
The balanced loss function for the estimation of b by an estimator * b is specified by
where a is a non-stochastic scalar lying between 0 and 1. The first component on the right-hand side of (2.4) reflects the goodness of fitted model while the second component reflects the precision of estimation. Alternatively, they can be regarded as measuring the performance of predictions ðX * bÞ for the average values ðX bÞ and the actual values ðyÞ of the study variable; see also Shalabh [19] .
If we put a ¼ 0 in (2.4), then the balanced loss function reduces to the criterion of precision of estimation only whereas a ¼ 1 provides the criterion of goodness of fit. Any other choice of 0oao1 will decide the weight to be assigned to the precision of estimation and goodness of fit. The choice of a essentially depends on the experimenter and objective of the experiment. The experimenter may decide the value of a to be assigned on the basis of his experience with similar type of studies in the past, long association with the experiment or some prior information about the experiment.
Another interesting criterion is the generalized Pitman closeness employing the loss function (2.4).
Exact expressions for both the criteria in the present context are difficult to derive. Even if one succeeds in obtaining the expressions, their intricate nature would not permit us to conduct superiority comparisons and therefore consider their approximations when T is large. For this purpose, we assume that the explanatory variables are asymptotically cooperative in the sense that the matrix T À1 X 0 OX approaches to a finite and non-singular matrix as T-N:
In order to derive the asymptotic distribution of # b kk ; we follow Chaturvedi and Shukla [3] . Assuming k 1 to be of order 0ð1Þ; we define for all j; k ¼ 1; 2; y; q
Further, we require the following regularity conditions for the validity of Edgeworth expansion of the distribution.
(i) Each matrix in the sets A 1 ; A 2 ; y; A q and covariance matrix of each vector in a 1 ; a 2 ; y; a q converges to a finite matrix as T-N:
is bounded and tends to a finite matrix as T tend to infinity for all C in O 6 : (iii) Finally, we assume that # y has an even function of Me where M ¼ I À X ðX 0 X Þ À1 X 0 and has a stochastic expansion 
The FGKK estimator is said to be superior than the FGLS estimator with respect to the criterion of risk under the balanced loss function when E½Lð # b; bÞ is greater than Lð # b kk ; bÞ; i.e., EðD 1 Þ40: Similarly, the FGKK estimator is superior to the FGSR estimator when EðD 2 Þ40:
Theorem I. The asymptotic approximation for EðD 1 Þ and EðD 2 Þ to order OðT À1=2 Þ are given by
ð3:5Þ
Let rð # b; bÞ denote the risk of the estimator # b under the balanced loss function (2.4).
and l ij be the ði; jÞth element of lim T-N E½Tð # y À yÞð # y À yÞ 0 : Then following Chaturvedi and Shukla [3] , up to order OðT À1 Þ; we obtain the following expression for the risk of FGLS estimator under the balanced loss function
Further, combining (3.6) and (3.4), the risk of FGKK estimator, up to order of our approximation, is given by
In (3.6) and (3.7), the term
gives the effect of estimation covariance matrix on the risk of FGLS and FGKK estimators. Hence, up to the order of our approximation, the effect of estimation of covariance matrix is the same on FGLS estimator and FGKK estimator and independent of the scalar a: From (3.4), we observe that the FGKK estimator is better than the FGLS estimator according to the criterion of risk under balanced loss function to the order of our approximation when
An interesting implication of this result is that the FGKK estimator performs better than the GLS estimator in case of p ¼ 2 when k 1 is smaller than 4að1 À k 2 Þ=f: This result remains true for p ¼ 1 also provided that
Setting a ¼ 1 in (3.6), we obtain
which is the condition obtained by Wan and Chaturvedi [24] . Comparing (3.8) and (3.10), we observe that the range of k 1 for the superiority of FGKK estimator over the FGLS estimator shrinks if we take the criterion as risk under balanced loss function instead of the risk under traditional quadratic error loss function measuring only the precision of estimation. If we consider the superiority of FGSR estimator over the FGLS estimator, we find from (3.8) with k 2 ¼ 1 that the FGSR estimator unlike FGKK estimator can never perform better than the FGLS estimator for p ¼ 1 and 2. Further, for p42; the range of k 1 for the superiority of FGSR estimator over the FGLS estimator is smaller than the corresponding range for the superiority of FGKK estimator over the FGLS estimator.
Next, let us compare the FGSR and FGKK estimators. From (3.5), we observe that the FGKK estimator is better than the FGSR estimator with respect to the criterion of risk under the balanced loss function to the order of our approximation when Combining it with (3.8), we see that the FGKK is superior to both the FGLS and FGSR estimators when
ð3:12Þ
Thus we find that the FGKK estimator for all values of k 1 40 and k 2 o1 has better performance than the GLS and GSR estimators for p ¼ 2: This result continues to hold good for p ¼ 1 also provided that the scalars k 1 and k 2 satisfy condition (3.9).
General Pitman closeness under the balanced loss function
Following Rao et al. [17] , we take the performance criterion as the general Pitman closeness under the balanced loss function; see also Keating et al. [7] for an expository account. Accordingly, the GKK estimator is said to be superior to the GLS and GSR estimators when the respective probabilities PðD 1 40Þ and PðD 2 40Þ are greater than 0:5; see also Chaturvedi and Bhatti [2] .
As it is difficult to derive the exact expressions for the probabilities PðD 1 40Þ and PðD 2 40Þ; we consider their approximations when T is large.
Theorem II. The asymptotic expressions for the probabilities PðD 1 40Þ and PðD 2 40Þ; to order OðT À1=2 Þ are given by
ð4:1Þ
ð4:2Þ
According to the criterion of generalized Pitman closeness, the FGKK estimator is better than the FGLS estimator when PðD 1 40Þ exceeds 0:5; i.e., when
, we obtain the condition for the superiority of FGSR estimator over the FGLS estimator as follows:
see, Srivastava and Srivastava [20] who have considered the linear regression model with O ¼ I and a ¼ 1: Comparing (4.3) and (4.4), it is interesting to note that the range of k 1 for the superiority of FGSR estimator over the FGLS estimator is shorter than the corresponding range for the superiority of FGKK estimator over the FGLS estimator.
For the special case p ¼ 1; it is obvious from (4.1) that none of the FGSR and FGKK estimators dominates the FGLS estimator.
Next, let us compare the FGSR and FGKK estimators. It is seen from (4.2) that the FGKK estimator has better performance than the FGSR estimator with respect to the criterion of generalized Pitman closeness under the balanced loss function to the order of our approximation when
ð4:5Þ
Combining it with (4.3), it is seen that the FGKK estimator is better than both the FGLS and FGSR estimators when the characterizing scalar k 1 satisfies the condition
provided that p exceeds one.
Monte-Carlo study
The Monto-Carlo experiment was conducted on SHAZAM econometric package. It considers the following linear regression model:
The observations on X are generated such that X 0 X ¼ I: The error process is assumed to follow an ARð1Þ process, i.e., 
i.e., feasible generalized minimum mean squared error estimator (FGMMSE), proposed by [5] , see also [10, 11] .
TÀpþ2 ; i.e., adjusted feasible generalized minimum mean squared error estimator (AFGMMSE), proposed by [10] .
TÀpþ2 ; i.e., feasible generalized double k-class estimator (FGKKC), suggested by Carter et al. [1] .
These estimators are exposed to two criteria, viz., risk and general Pitman nearness under balanced loss function. Tables 1-4 respectively and are plotted against r in Figs. 1-4 . Now, we analyze the performance of these estimators from these simulation results. Firstly, we adopt the risk criterion and analyze EðD 1 Þ (see Table 1 ).
When a ¼ 0:1; i.e., 10% weight is assigned to goodness of fit and 90% weight to the precision of estimation (see Fig. 1(a) ). It can be seen clearly, that FGLS is uniformly superior to FGKKC irrespective of values of r: It is observed that, in general, FGMMSE and AFGMMSE dominate FGLS when jrjo0:5 and for other values of r; the opposite holds true. For higher values of jrj; FGMMSE dominates AFGMMSE as well as FGKKC. The magnitude of this dominance decreases as jrj decreases and then, in particular, performance of FGMMSE and AFGMMSE becomes almost same but still both dominates FGLS.
When weight for goodness of fit increases, i.e., a ¼ 0:3 (see Fig. 1(b) ), then interestingly, FGKKC and FGLS are equally efficient but AFGMMSE and FGMMSE uniformly dominates FGLS. However, the magnitude of this dominance decreases as jrj decreases. In general, AFGMMSE dominate the FGMMSE as well as FGKKC.
When goodness of fit and precision of estimation are equally important, i.e., a ¼ 0:5 (see Fig. 1(c) ), then AFGMMSE uniformly dominates the FGMMSE and FGKKC both. The dominance of FGMMSE and FGKKC over FGLS is low for lower values of jrj and as jrj increases, their dominance also increases.
Surprisingly, when goodness of fit is assigned higher weight than precision of estimation, i.e., aX0:7 (see Fig. 1(d) and (e)), the dominance results are same as in the case when a ¼ 0:5: Thus the effect of assigning higher weight to precision of estimation and to goodness of fit is clearly visible in the performance of these estimators. Now, consider the values of EðD 2 Þ (see Table 2 ) to study the performance of FGMMSE, AFGMMSE and FGKKC with FGSR. When a ¼ 0:1 (see Fig. 2(a) ), FGMMSE dominates AFGMMSE and FGKKC both when jrj is high, say, greater than 0:5: Also, the magnitude of dominance of FGMMSE over FGSR is higher for high values of jrj and low for lower values of jrj: The AFGMMSE and FGKKC are uniformly equally efficient with respect to FGSR as well as between themselves irrespective of the values of r: On the other hand, FGMMSE is more efficient than AFGMMSE only for higher values of jrj; (say 40:5Þ: So choice of FGMMSE is a better option when precision of estimation is more important than goodness of fit.
Interestingly enough, when goodness of fit is assigned more than 30% weight, the performance of all the estimators almost stabilizes for all values of aX0:3 (see Fig. 2(c)-(e) ). Under such condition, AFGMMSE and FGKKC are as good as FGSR. The magnitude of dominance of FGSR over FGMMSE is higher for higher values of jrj: The choice of FGSR emerges out to be a better choice under such conditions. Table 1 Values of Table 4 Values of PðD 2 Þ40 Table 3 ), we see that when a ¼ 0:1; FGLS is uniformly superior to FGKKC for all values of r whereas FGMMSE and AFGMMSE perform better than FGLS when jrj is low, (say o0:5Þ (see Fig. 3(a) ). Interestingly, again when aX0:3; FGLS emerges to be the least favored choice among FGMMSE, AFGMMSE and FGKKC. In particular, the dominance of FGMMSE and AFGMMSE over FGLS as well as between them almost stabilizes, (see Fig. 3(b) -(e)). Exceptionally, when a ¼ 0:3; FGMMSE and AFGMMSE dominates FGLS and FGKKC both. In case when aX0:5; even FGKKC performs as good as FGMMSE and AFGMMSE both and give no preferences as such.
Coming to the values of PðD 2 40Þ (see Table 4 ) to compare FGMMSE, AFGMMSE and FGKKC with FGSR, we see when a ¼ 0:1; FGSR dominates FGKKC uniformly whereas itself dominated by FGMMSE and AFGMMSE both uniformly (see Fig. 4(a) ). The performance of FGMMSE and AFGMMSE is as good as of FGSR. For a ¼ 0:3; (Fig. 4(b) ), FGSR emerges as a better choice over other three estimators. The performance pattern stabilizes when aX0:5 (see Fig.  4(c)-(e) ). The FGSR dominates FGKKC but is dominated by FGMMSE and AFGMMSE both. The performance of FGMMSE and AFGMMSE with respect to FGSR as well as between them does not vary much.
We would like to mention here about the numerical accuracies of (3.4), (3.5), (4.1) and (4.2). Each expression was computed for every experimental setting to that particular data set generated as per the given plan. Those values were found to be reasonably close to the values computed through simulations. This indicates that the large sample asymptotic approximations are good enough to depict the finite sample behavior of the estimators. With a view to not unnecessarily increase the length of the paper, we have not reported them inside the paper.
Some concluding remarks
We have analyzed the risk properties of FGLS, FGSR and FGKK estimators for the vector of regression coefficients under a balanced loss function defined by (2.4) with a different from zero.
For the purpose of comparison, we have chosen two criteria, viz., the risk and the generalized Pitman closeness under the balanced loss function, which are known to have their own qualifications and limitations. Realizing that the exact results are difficult to derive, we have considered their asymptotic approximations when the number of observations grows large.
When there is only one regression coefficient in the model, our investigation have revealed that the FGSR cannot be better than the FGLS estimator whether we take the criterion as risk or generalized Pitman closeness. Such is not the case with the FGKK estimator which has better performance than the FGLS estimator with respect to the criterion of risk provided that condition (3.9) is satisfied. On the other hand, if we choose the criterion of generalized Pitman closeness, the FGKK estimator too fails to dominate the FGLS estimator.
When there are two regression coefficients in the model, the FGSR estimator again fails to dominate the FGLS estimator with respect to risk criterion but it succeeds in dominating the FGLS estimator with respect to the criterion of generalized Pitman closeness provided that k 1 is less than 2a: Interestingly enough, the FGKK estimator performs better than the FGLS estimator with respect to risk criterion for k 1 smaller than 4að1 À k 2 Þ=f and generalized Pitman closeness criterion for k 1 smaller than 2aðf þ 1 À k 2 Þ=f: Further, it is seen from (3.12) and (4.6) that the FGKK estimator is better than both the FGLS and FGSR estimators according to the risk criterion when
and the generalized Pitman closeness criterion when
ð6:2Þ
When there are more than two regression coefficients, the picture is not that gloomy. And the FGKK estimator, including the FGSR estimator as a particular case, performs better than the FGLS estimator under condition (3.8) in case of risk criterion and (4.3) in case of generalized Pitman closeness criterion. In fact, the FGKK estimator is found to be superior to both the FGLS and FGSR estimator when condition (3.12) in case of risk criterion and condition (4.6) in case of generalized Pitman closeness are satisfied. Looking at (3.12) and (4.6), it is observed that the FGKK estimator remains better than the FGLS and FGSR estimators with respect to both the criteria as long as condition (4.6) accompanied with k 2 oð1 À fÞ holds true.
Lastly, it may be remarked that the findings emerging from our investigations remain unaltered, at least to the given order of asymptotic approximation, if we replace O in the balanced loss function (2.4) by its consistent estimator # O:
the estimation errors of the FGLS and FGKK estimators can be expressed as Using the stochastic independence of e and Z; we obtain expression (3.4) of Theorem I for EðD 1 Þ to the given order of approximation.
Similarly, using (A.4), result (3.5) of Theorem I can be derived. For the results in Theorem II, we observe from (A.6) that the characteristic function of D 1 can be expressed as 
