We investigate the effects of monetary policy shocks in the new European Union member states Czech Republic, Hungary, Poland and Slovakia. In contrast to existing studies, we explicitly account for external developments in European Monetary Union (EMU) countries and in other acceding countries. We do so by using factor-augmented vector-autoregressive models that employ the information from non-stationary factor time series. One set of VAR models includes factors obtained from a large cross-section of time series from EMU countries, while another set includes factors obtained from other acceding countries. We use cohesion analysis to facilitate the interpretation of the different factor time series. We find that including the EMU factors does not greatly affect the impulse response patterns in acceding countries. In contrast, including factors from other accession countries leads to substantial changes in impulse responses and to economically more plausible results. Overall, our analysis highlights that taking into account external economic developments properly is crucial for the analysis of monetary policy in the new EU member states.
Introduction
On May 1, 2004 eight Central and Eastern European (CEE) countries have entered the European Union (EU), among them the three largest CEE economies Czech Republic, Hungary and Poland. EU membership may be seen as the first step towards European economic and monetary integration of accession countries. In fact, many of the new member states have plans to become members of the European Monetary Union (EMU) and to adopt the Euro as a common currency in the future. Moreover, some of the new member states (Slovenia, Slovakia, Estonia) have already adopted the Euro.
Economists argue that successful EMU membership requires the countries of the monetary union to be sufficiently similar as otherwise common monetary policy may be difficult to implement (see e.g. Dornbusch, Favero & Giavazzi (1998) ). Against this background, one aspect of economic integration that has received some attention in the literature is related to differences in the monetary transmission mechanisms. Understanding how monetary transmission differs among (potential) EMU members is particularly relevant in the context of currency unions. Empirically, the effects of monetary policy shocks are usually investigated within small identified vectorautoregressive (VAR) models using techniques of innovation accounting such as impulse response analysis. For instance, a number of studies focus on possible heterogeneity in the transmission mechanism in economies that formed the EMU in 1999 (see e.g. Peersman & Smets (2001) , Mojon & Peersman (2001) , Angeloni, Kashyap, Mojon & Terlizzese (2003) , Mihov (2001) , Ciccarelli & Rebucci (2002) and Ehrmann, Gambacorta, Martinez-Pages, Sevestre & Worms (2003) ). Similarly, some attempts have been made to characterize and compare the monetary transmission mechanism in individual EU acceding countries. Examples for studies on acceding countries include the work of Ganev, Molnar, Rybinski & Wozniak (2002) , Gavin & Kemme (2009) , Coricelli, Egbert & MacDonald (2006) , Elbourne & de Haan (2006) , Anzuini & Levy (2007) . The reported results for the individual countries are often ambiguous and sometimes the authors do not find evidence for a sensible monetary transmission mechanism. For instance, in addition to positive price responses to contractionary monetary policy shocks (the so-called 'price-puzzle') the papers also report counterintuitive positive output responses for some of the countries. Thus, only few robust conclusions emerge from the mentioned studies.
We argue that some of the counter-intuitive results for the accession countries found in the literature are due to mis-specification of the small VARs, as some important (external) variables are likely to be missing from the information set. The point of missing variables in the VAR is particularly relevant in the case of EU accession countries, because the work for those countries typically uses very small VAR systems often including not more than four variables. This is due to the fact that available time series are still relatively short and is in contrast to studies for the US or other European countries. Using larger VARs is prohibitive as the degrees of freedom in these models quickly exhaust.
1 Moreover, the close trade links 1 VAR based impulse response functions may not have been precisely estimated given the relatively large number of parameters and the short time series data available. To mitigate this problem, Jarocinski (2010) suggests a Bayesian framework. See also Gavin & Kemme (2009) for a similar approach. While this may help to reduce the estimation uncertainty, the problem related to missing important variables cannot be 1 among the accession countries themselves and the links with other EMU countries suggests a prominent role for additional external variables in the VARs. Therefore, in this paper we explore to what extent accounting for external economic developments in the EMU and in other acceding countries changes the results from structural VAR models and the conclusion about the effects of monetary policy shocks. We do so by augmenting standard VAR models with factor time series that summarize parsimoniously the information from a large cross-section of time series from EMU or acceding countries as explained below. This approach differs markedly from just including a few exogenous variables.
To summarize the external economic developments, we first condense the information contained in a large cross-section of time series into a few factor time series using the techniques suggested by e.g. Stock & Watson (2002b) and Bai & Ng (2004) . To facilitate the interpretation of the factor time series, we relate the factor time series to groups of variables using a cohesion measure (see e.g. Croux, Forni & Reichlin (2001) ), which is a measure of dynamic correlation that has been used in the literature to study the synchronization of eastern and western European economies (cf. Eickmeier & Breitung (2006) , Camacho, Perez-Quiros & Saiz (2006) ). In addition, we relate the factor time series to the underlying time series by regressing the stationary factors on the individual variables. We then include the factor time series into the VARs of the acceding countries and do so in two different ways. In a first variant we adapt the factor-augmented VAR (FAVAR) approach of Bernanke, Boivin & Eliasz (2005) and augment the VARs with factor time series (see also Favero, Marcellino & Neglia (2005) for a related study). Since some of the time series in the VARs are likely to be driven by stochastic trends and are also possibly cointegrated, we prefer to use VARs for the levels of the variables. This preserves all potential cointegration relationships. Correspondingly, we include the non-stationary factor time series obtained from the approach by Bai & Ng (2004) . In the second variant, we include the non-stationary factor time series as exogenous variables with lags. To our best knowledge, none of these types of augmentations have been used in the literature so far.
In the empirical analysis, we report and compare impulse response functions (IRFs) for the four accession countries Czech Republic, Hungary, Poland, and Slovakia. We identify monetary policy shocks either using a recursive structure or using sign restrictions (as in Jarocinski (2010)) and document the role of external information by comparing the responses to contractionary monetary policy shocks from benchmark VARs with those of different FAVARs. We investigate the respective roles of external information coming from EMU countries and of information coming from the other accession countries. In other words, we use different FAVARs either using the factor time series from EMU countries or using the factor time series from accession countries.
We find that including EMU factor time series in the VAR does not greatly change the pattern of the IRFs. In contrast, including the accession country information leads to substantial changes in the impulse response pattern. Compared to the benchmark model, the responses to a monetary policy shock are then more in line with theoretical expectations:
resolved by this approach.
output variables tend to drop, prices tend to decrease (the price puzzle disappears or is less pronounced), and the exchange rate appreciates. In some countries, a reasonable monetary transmission mechanism can only be diagnosed when the external accession country factors are included in the model. Our results suggest that the external economic developments in the other accession countries are more important for the monetary transmission than the economic ongoings in the Euro area. Overall, our results highlight the importance of taking these external developments properly into account.
The remainder of the paper is organized as follows. In Section 2 we introduce the econometric framework. Section 3 contains the empirical results from the factor and cohesion analysis as well as from the FAVAR impulse response analysis. Section 4 concludes.
The Econometric Framework
We use factor-augmented VAR models in the empirical analysis. Therefore, in Section 2.1 we briefly review the framework for the factor analysis, which corresponds to the first part of the empirical analysis in Section 3. Section 2.2 explores the economic meaning of the extracted factor time series. The way how the factors enter the VAR and how we use this model to compute IRFs is explained in 2.3.
Stationary and Non-Stationary Factor Models
Factor models that condense the information from a large cross-section of times series have been introduced in the context of forecasting (see e.g. Stock & Watson (2002a , 2002b ) and this framework has been extended by Bai & Ng (2004) to the case of non-stationary factors.
We assume that the N -dimensional time series X t is driven by a small number of L unobserved common factors F t and an idiosyncratic component e t , i.e. the vector of time series may be written as
where X t is a N × 1 vector, Λ is a N × L matrix of factor loadings, F t is the L × 1 vector of common factors and e t is an N × 1 vector of idiosyncratic components. We follow Bai & Ng (2004) and allow for possible non-stationarity in both F t and e t . If we use principal components to estimate the above equation the estimates of the factors F t will not be consistent if the elements of e t , denoted as e it , are I(1). Bai & Ng (2004) show that in this case applying the method of principal components to the first-differenced data leads to consistent estimation of the factors. To be precise, we define x t = X t − X t−1 = ∆X t for t = 2, . . . , T and the (T − 1) × N matrix of stationary variables x = (x 2 , . . . , x T ) with the t-th row being x t . Moreover, we let f t = F t − F t−1 = ∆F t and f = (f 2 , . . . , f T ) is the (T − 1) × L vector of differenced factors. The principal components estimator of f is given as
where V is the matrix of the L eigenvectors corresponding to the first L largest eigenvalues of the matrix xx . The factors are normalized such thatf f /(T − 1) = I L holds and we refer 3 to these normalized factors asf . Using this normalization the loadings are estimated aŝ
The corresponding estimator for F t is given by cumulating the stationary PC component factorsf t , i.e.
By using this approach we obtain estimates of the F t which retain their order of integration regardless if e it is I(0) or I(1). We refer to equations (2.1) and (2.2) as the stationary and non-stationary factor time series, respectively.
Relating Factors to Groups of Time Series
In the empirical analysis of the paper we include some of the non-stationary factor time series into VAR models in order to analyze the monetary transmission mechanism of the acceding countries. To give some insight, on what these factor time series represent we would like to relate these factor series (i) to the original time series data from which the factors have been extracted (ii) to the variables included in the VARs.
2 The latter gives a first indication which economic variables may be important in the VAR for the acceding countries. In order to get a better understanding of what these factors represent we use two different techniques. The first one is a simple R 2 measure that has also been used by Stock & Watson (2002b) . In this approach, the individual stationary factor seriesf t are regressed on each of the i = 1, . . . , N series x it used in the factor extraction step and the R 2 of the corresponding regression is reported. The second method is based on the cohesion measure, proposed by Croux et al. (2001) as a novel way to analyze dynamic comovement of many variables. In the context of time series cohesion is closely related to cointegration. The main benefits of the former method is that it is not binary (usually two series are cointegrated or not, but one can not establish certain magnitude association). Moreover, the method can also be applied if the number of time series under investigation is larger, i.e. the methods works also when reduced rank methods based on VARs cannot be applied anymore. The cohesion measure can be interpreted as an extension of the dynamic correlation concept. Given two time series y t and x t with mean zero and with spectral density functions S y (λ) and S x (λ) and cospectum function C xy (λ), where λ ∈ [−π, π), the dynamic correlation between y t and x t is
2 Clearly, the factors are only identified up to a rotation and here we use a standard statistical normalization that is used in the FAVAR context (cf. e.g. Bernanke et al. (2005) ). Given this normalization, we try to relate these factor series to different economic time series. Evidently, the corresponding factor interpretation should be regarded with some caution as it is not based on a structural model. Nevertheless, the results based on this approach are still helpful to understand the results from the impulse response analysis of 3.3.
For the multivariate case where x t is a vector of n variables, i.e. x t = (x 1t , x 2t , . . . , x nt ) cohesion equals
This measure is not very informative since ρ x i x j (λ) ∈ [−1, 1] and some terms within the sum may cancel. Therefore, Croux et al. (2001) considered the absolute value of the dynamic correlation
Clearly, when considering the absolute value of the correlation the information regarding the direction of the correlation is also lost. This is not a problem for our application where we are interested in the magnitude of the correlation and not in its sign. To our knowledge, up to now the cohesion measure has not been used to determine co-movement between group of variables and extracted factors. To avoid spurious cohesion among the non-stationary factors and variables, we compute the cohesion among shocks driving the factors and shocks driving the variables. These shocks are measured as the residuals from autoregressive models fitted to the factors and variables, respectively. 
Factor-Augmented VARs
The monetary transmission mechanism is analyzed within the VAR framework. The starting point is a standard VAR with intercept of the form
where y t is a K ×1 vector of endogenous variables, ν is a K ×1 vector of intercepts, A 1 , . . . , A p are K × K fixed VAR coefficient matrices and u t is the reduced form innovation vector with mean zero and fixed, non-singular covariance matrix Σ u . In what follows, we discuss the two variants of factor augmentation that we use in the empirical analysis. The first approach follows the idea of Bernanke et al. (2005) and Stock & Watson (2005) . In their set-up, the estimated stationary factor time seriesf t are added as variables to a VAR model. In contrast to this, we include the non-stationary factor time seriesF t in the VAR. Also note that in our application the group of variables from which the factors are extracted does not contain the variables y t as for a particular country we only use data from other foreign countries (EMU or other accession countries) for factor extraction. Our first setup is obtained by defining the (L + K) × 1 vector as y * t = (F t , y t ) and then formulating the factor-augmented VAR as
where
is now a (L + K) × 1 innovation vector with covariance matrix Σ * u . Including the non-stationary 3 These type of shocks have also been used in the study of correlations among factors and variables presented in Eickmeier (2005) . factors in the model has the advantage that possible cointegration relationships between the factors F t and the VAR variables in y t are implicitly accounted for. In addition, in this approach the factor time series and y t are likely to be of the same order of integration and hence we look at a type of balanced regression. Estimation of the VAR with levels of the variables and the non-stationary factor time series seems warranted given the points made by Sims, Stock & Watson (1990) .
Alternatively, we include the factor time series in form of exogenous variables.
To be more precise, we use VAR models of the form
where y t is a K × 1 vector of endogenous variables andF t is the L × 1 factor variable vector. B 0 , . . . , B s are fixed K × L coefficient matrices related to the exogenous variables. As before, u t is the reduced form innovation vector with mean zero and fixed, non-singular covariance matrix Σ u . Estimation of the VAR in levels of the variables and the non-stationary factor time series seems warranted as long as s ≥ 1 (see Sims et al. (1990) ). The VAR models given in (2.4)-(2.6) are reduced form models. The effects of structural shocks are typically investigated using the structural VAR (SVAR) framework (see e.g. Breitung, Brüggemann & Lütkepohl (2004) for an overview of these models). In order to identify the monetary policy shocks suitable restrictions have to be imposed on the model. We describe the two identification schemes used in the empirical analysis in the following:
The basic idea in both identification schemes is that the reduced form disturbances u t are regarded as linear combinations of a set of structural shocks ε t , such that
(2.7)
Once the matrix G has been determined, impulse responses to monetary policy shocks can be computed using the standard formulas laid out e.g. in Lütkepohl (2005, Section 2. 3) The first identification scheme that we use is the well-known recursive scheme, in which G is a lower triangular matrix obtained from a Choleski decomposition of the covariance matrix Σ u . Clearly, with this recursive identification scheme the results may depend on the ordering of the variables. In the empirical baseline model of Section 3, we have a four-dimensional VAR model with y t = (q t , p t , r t , e t ) , where q t is the log of industrial production, p t is the log of the consumer price index (CPI), r t is the short-term interest rate and e t is the log of the exchange rate measured as local currency per US Dollar. Monetary policy shocks are related to the equation in r t and therefore using the recursive scheme implies that monetary policy shocks may have an immediate impact on the the exchange rate, while output and prices can only be affected with a lag of one period. This identification scheme is quite standard in the literature (see e.g. Christiano, Eichenbaum & Evans (1999) ). Once factor time series are included in the VAR as in (2.5), we order them first, i.e. we use y * t = (F t , y t ) . This implies that the interest rate shock in a particular accession country has no immediate impact on the external development in either the EMU or the other accession countries.
In small VARs with recursive identification schemes, contractionary monetary policy shocks often lead to positive responses of price measures. This effect is known as the 'price puzzle'. As e.g. noted by Kim & Roubini (2000) for countries other than the USA the 'price puzzle' is observed if one does not control for the immediate reactions of exchange rates to fluctuations in interest rates and vice versa. To avoid potential problems related to the price puzzle in our context, we follow Jarocinski (2010) , who combines a sign restriction approach and with a recursive identification and adapt his approach for our FAVAR specifications. The main assumption on which this identification rests is that exchange rate and interest rate are allowed to react immediately in the presence of innovations in r t and e t , respectively. To be more precise, in a VAR without factors (or with factors entering exogenously), equation (2.7) is given as in Jarocinski (2010):
where * , +, and − denotes that the corresponding coefficient is unrestricted, restricted to be positive and restricted to be negative, respectively. Column (3) of the matrix G implies that output and prices do not react within a month (as in the recursive scheme), while an immediate negative impact of contractionary monetary policy shocks ε r t to the exchange rate equation is imposed. Similarly, if the factors are included, we write equation (2.7) as
where u F t and ε F t are L×1 vectors of reduced form and structural innovation vectors related to the factor equations, G 11 is a L × K lower triangular matrix with positive diagonal elements,
is a K × L matrix with unrestricted coefficients and the lower right-hand side block G is given as in equation (2.8). The zero block G 12 = 0 implies that the non-stationary factors, which summarize the foreign economic development, do not respond immediately to fluctuations in the home country variables and consequently do not respond immediately to a monetary policy shock in the home (accession) country. This correspond to the recursive identification scheme explained above. Thus, the identification of the monetary policy shocks is equivalent to the model without the factors included. Note, the lower-triangular structure of the upper left-hand block G 11 does not affect our results, as it does not impact the identification of the monetary policy shock. In summary, this identification combines a recursive scheme with sign restrictions given in the lower 2 × 2 block of G.
This sign restriction approach is similar to Uhlig (2005) and implies sign restrictions on the impulse responses on impact. The appropriate factorizations will be obtained by means of a rotation matrix. As argued by Jarocinski (2010) the difficulty of finding an appropriate factorization disappears due to the fact that we combine zero restrictions with sign restrictions. In this respect the factorization G * can be represented as multiplication of two matrices, the Choleski decomposition of Σ * u , denoted as chol(Σ * u ) and a rotation matrix for the last two columns of G, i.e.
where R(θ) is a rotation matrix of form
and
If we let c ij be the ij-th element of the lower 2 × 2 block of chol(Σ * u ), then multiplying the lower 2 × 2 block of chol(Σ * u ) to V (θ) and using the sign restrictions implies a system of equations of the form
which can be solved for the set of admissible solution for the rotation angle θ that depends on c 21 :
, when c 21 < 0 (2.11)
In the practical implementation, chol(Σ * u ) is estimated from the estimated reduced form residuals, the range of admissible solutions for θ is computed according to (2.11). Then the rotation angle θ is chosen randomly from a uniform distribution over the range of admissible solutions. This is repeated 1000 times and the 5th and 95th quantiles of the resulting distribution of impulse responses are shown as error bands.
Empirical Results
In this section we report empirical results on the effects of monetary policy shocks for the accession countries Czech Republic, Hungary, Poland and Slovakia. For each country we compare the results from the baseline specification without taking into account the external information and compare the results with those from models that either include EMU factor or accession country factor time series.
Data
As mentioned earlier, the baseline VAR model specification for an accession country is a fourdimensional VAR model with y t = (q t , p t , r t , e t ) , where q t is the log of industrial production, p t is the log of the consumer price index (CPI), r t is the short-term interest rate and e t is the log of the exchange rate measured as local currency per US Dollar. For each country, monthly time series data ranging from 1995M01 to 2007M12 have been used in the baseline specification. The sample of the baseline specification ends in 2007M12 to abstract from effects of the financial crisis. Precise data sources are given in Appendix A.1. Time series plots for the accession country data series are given in Figures 1-4 . It is obvious from Figures  1-4 that at least some variables show trending behavior. A unit root analysis (results not shown) indicates that the unit root hypothesis cannot be rejected for the all the considered time series and that most of them can be characterized as integrated of order 1, I(1). Against the background that the variables may be cointegrated, we follow the standard practice in this line of the literature and specify VAR models for the levels of the variables. This avoids the false cancelation of long-run relationship between the variables. Also note that the beginning of the sample is characterized by more volatile movements e.g. in interest rates, most likely due to effects related to transitional processes. For instance, Czech Republic and Slovakia abandoned the fixed exchange rates to the Deutsche Mark an inflation-targeting framework was adopted by the Czech national bank in December 1997 and in October 1998 a similar policy was adopted by the National Bank of Slovakia.
To account for external influences we extract factor time series from (a) a large set of macroeconomic time series from EMU countries and (b) from sets of accession countries. To extract the EMU factors we use data from 11 EMU member states 4 on industrial output, CPI and producer price index, short-and long-term interest rates, exchange rates, share prices, unemployment, imports and exports. Again, the data sources are listed in Appendix A.1. The EMU data set is composed of 107 time series. 5 .
Similarly, for a similar set of variables we collect data for the four accession countries Czech Republic, Hungary, Poland and Slovakia. The list of variables coincides with the one given for the EMU countries except that we have no observation on the long-term interest rates. Thus for each country we have only 9 variables available.
EMU and Accession Country Factors Time Series
For the factor extraction step, the time series have to be transformed to stationarity. We follow the standard practice in the factor literature (see e.g. Stock & Watson (2002b) ) and transform the variables to stationarity by either taking first differences or first differences of the logarithm. The corresponding transformation codes can be found in Table 1 .
6 The 4 The countries used are the original 11 EMU members Austria, Belgium, Finnland, France, Germany, Italy, Ireland, Luxembourg, Netherlands, Spain and Portugal. 5 There are no series for the short term interest rate and share prices for Luxembourg, and no unemployment series for Austria is available. Consequently, the EMU data consists of 10 time series for each 11 countries minus three (10 × 11 − 3 = 107).
6 The transformation applied is also backed up by a unit root analysis on the individual series.
9 transformed data is then demeaned and normalized to have unit variance before the principal components are extracted. Factor Time Series from EMU Data Starting with EMU data set, the information criteria of Bai & Ng (2002) point to up to six factors. The first 6 factors explain about 48% of the variance in the EMU data set. To get a better understanding of what these 6 factors mean, we have regressed the six stationary factorsf t on the 107 (stationarity transformed) variables in the original data set and recorded the R 2 of the corresponding regression. The results are depicted in Figure 5 and show a clear pattern. The first factor seems to be an important determinant of imports, export and the exchange rate. Thus we refer to this factor as the trade related factor. The second factor influences most strongly the two interest rates, while the third factor has relatively large R 2 s in regression on share prices and consequently, might be referred to as a financial factor. Factor 4 and 5 seems to be related to prices, while the last factor may tentatively associated with movements in industrial output. In addition, we have also applied the cohesion measure coh *
x (λ) to analyze the co-movement between the stationary factors and groups of EMU variables and give the results in Table 2 . In line with the results of the R 2 measures, the cohesion analysis shows that the first factor may be interpreted as a trade related factor, with the largest cohesion ranging from 0.4 to 0.51 for imports, exports and exchange rates. 7 Similarly, the second factor may represent the interest rate movements (cohesion with the group of interest rates is 0.45 and well above those of other variable groups) and the third can be interpreted as financial factor. As we want to investigate the importance of EMU economic developments for the accession countries, we also regress the stationary EMU factor time series to the stationary-transformed variables of the four accession countries to get a first indication on which of the EMU factors is most important. The R 2 measures are graphed in Figure 6 . Interestingly, only for the first of the EMU factors (the trade related factor) and the exchange rate variables one finds sizable R 2 values (0.64 for Czech, 0.22 for Slovakia, 0.57 for Hungary and 0.30 for Poland).
Most other R 2 s are fairly small, often below 10%. Based on this result we decided to only include the first EMU factor time series in the VAR analysis of Section 3.3. Factor Time Series from Accession Country Data When analyzing the monetary transmission of policy shocks for a particular accession country, we would like to explore the role of external developments in the other accession countries. In order to not mix internal and external developments, we do not use data from the country under investigation when we extract the factors. For example, we augment the VAR model for Czech Republic (CZ) used in Section 3.3 with factor time series that have been extracted using only data from Hungary, Poland, and Slovakia (HN, PO, SX). Thus, we extract separately factors from the following four set of country combinations: (HN, PO, SX), (CZ, PO, SX), (CZ, HN, SX), (CZ, HN, PL) and summarize the results briefly.
To facilitate the comparison in the VAR analysis and to use parsimoniously specified models (cf. Section 3.3), we have decided to use only two principal components for each of the accession country data set.
8 The following discussion is structured accordingly.
The first two principal component factors explain between 26% and 31% of the variance in the respective data collection. In Table 3 we list the cohesion among the first two stationary factor time series and groups of variables from the respective accession countries. Similarly to what we have observed for the EMU data, the first principal component (factor) seems to reflect a trade related factor. The cohesion with imports, exports and exchange rate variables are clearly the largest and range (depending on the data set) between 0.4 and 0.7.
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The interpretation of the second factor is to some extent less clear. Using data on (CZ, PO, SX) and (CZ, HN, SX) the largest cohesion is found with the price measures, while for data sets (HN, PO, SX) and (CZ, HN, PL) also the second factor seems to most closely related to imports and export and to a some extent to industrial production. Looking at the resulting R 2 (results not shown), shows that the second factor has much higher R 2 in regressions with the price variables than with imports and exports. One exception is the (CZ, HN, PL) variant, where both regressions using price variables and imports/exports have similar measures of fit. Overall, we would interpret the second accession country factors as a price/inflation factor.
FAVARs and the Response to Monetary Policy Shocks
To analyze and compare the effects of contractionary monetary policy shocks, we start with baseline VAR models for y t = (q t , p t , r t , e t ) , where q t is the log of industrial production, p t is the log of the consumer price index (CPI), r t is the short-term interest rate and e t is the log of the exchange rate measured as local currency per US Dollar. As explained earlier, we use monthly data over the sampling period from 1995M01 to 2007M12. The start of the estimation sample is governed by data availability and the sample end is chosen to not include the the recent crisis period, as we do not want our results to be driven by specific developments of the crisis. The VARs always include an intercept and the lag length is determined by using the Schwarz (SC) information criterion (cf. Schwarz (1978) and Lütkepohl (2005, Ch. 4) ) and points to using p = 3 lags for Czech Republic and Poland while two lags are suggested for Hungary and Slovakia. In addition to results from this baseline specification we also report results for FAVAR models, in which the non-stationary factor time seriesF t enter either endogenously or exogenously as explained in Section 2.3. Using factor time series from EMU data, we have included only the first factor in accordance with the analysis of Section 3.1. If this factor enters exogenously, we have to include the contemporaneous value and its first lag, i.e. s = 1 in (2.6).
10 If we use accession country factors, the two first factor time series are used in the VAR models and if the factors enter exogenously, we include the contemporaneous value and the first lag (s = 1).
(CZ, HN, PL) in which one of the criteria suggests to use four factors. 9 We have also looked at R 2 s in regressions of acceding country variables on acceding country factor time series which lead to the same conclusion. Consequently, the results are not shown for sake of brevity. 10 Including at least one lag is necessary in order to capture the non-stationary of the factors appropriately (see e.g. the discussion of Sims et al. (1990) ). We have also tried more exogenous lags but only the first lag entered the models significantly.
To facilitate the comparison between impulse responses obtained from different models, we provide plots of Hall's percentile bootstrap confidence intervals with nominal coverage of 90% from the benchmark as well as the two factor-augmented VARs.
11 To make our main points, we discuss the results of the recursive identification scheme in detail, while providing the results of the sign restrictions approach in the Appendix along with a brief discussion on the changes in the results. Figures 7-10 show the intervals for impulse responses to a contractionary monetary policy shock (with size of one standard deviation) using the benchmark VAR, the FAVAR with endogenous factors, and the FAVAR with exogenous factors. The first column in each figure reports results of VARs with EMU factors, the second column shows results of VARs with accession country factors. Both columns also include the intervals from the benchmark VAR to facilitate the comparison. The discussion of the results follows along the four different countries.
The results for Czech Republic show that the inclusion of the EMU factor time series does not change the results greatly compared to the benchmark VARs (see columns (1) of Figure  7 ). After the monetary policy shock output does not respond significantly for about five years and a significant depreciation (a negative response) of the exchange rate is observed. The only substantial change is that the response of output is no longer significantly different from zero in the estimated FAVAR with endogenous factors. All other responses are qualitatively similar. In particular, a significant price puzzle is observed even when the EMU factor time series is included. The left column shows the responses to a monetary policy shock from models that add accession country factors to the benchmark specification. Note, that the addition of the two accession country factor time series changes the results quite a bit. In particular, one now observes a significantly negative response in output and the price puzzle vanishes. The positive response of prices in the first few periods after the shock is no longer significant. For both FAVAR variants a clearly significant negative response of prices is observed after about six months, which has not been observed in the benchmark model. Moreover, the response of the exchange rate seems to be slightly more pronounced when the endogenous factors are added to the model. Note that although we have not imposed any sign restrictions, the model using the external information from the other accession countries does not show the price puzzle and the responses are now in line with what to expect from economic theory. Obviously, accounting for development in the other accession countries seems more important than accounting for developments in the EMU. Figure 8 shows similar results for Hungary. The model without factors indicates no significant reaction in output or prices after the monetary policy shock, while we observe an appreciation of the exchange rate. Adding EMU factors to the model again leaves the responses largely unchanged (cf. column (1)). One exception is the significant price drop observed in the model with exogenous factors. In contrast, using the accession country factors has a more substantial impact. Now both FAVARs indicate a significant and permanent decrease in output after about 6-8 months and a significant drop in prices after about one and a half year. Also note that in the FAVAR models the exchange rate returns faster to the level before the shock. Thus, we find again that accounting for the developments in other accession countries seems to be of importance in the VAR analysis.
The results for Poland are given in Figure 9 . In the benchmark VAR we find a significant and permanent drop in output after about 10 months. At the same time a pronounced price puzzle with prices increasing for almost one and a half year is visible. Moreover, the benchmark VAR indicates a significant depreciation of the exchange rate which seems at odds with standard economic theory. Adding the external EMU factor exogenously we find that the counter-intuitive exchange rate response is no longer significant in the model with exogenous factors (see column (1)). Thus, adding the EMU factors to the Polish VAR leads to more reasonable results although the price puzzle is still visible. Also note that the observed change of the exchange rate response is in line with our trade related interpretation of the EMU factor time series in Section 2.1. The change in the exchange rate response may indicate that Poland is affected more strongly by external developments in the EMU (compared to Czech Republic and Hungary). Adding the accession country factors leads to substantial changes as well (column (2)). To be more precise, the output responses show a less persistent pattern and the initial positive response of prices is much less pronounced (in particular in the FAVAR with exogenous factors). Both FAVARs lead to a significant drop in prices after one and a half year. Interestingly, adding the accession country factors to the VAR also leads to more reasonable responses of the exchange rates with a significant drop (appreciation) of the exchange rate. Therefore, we again find that adding the accession country factors helps to generate responses that are in line with economic theory. Figure 10 shows the results for Slovakia. Note that the figure reports results for a sample starting in 1999. Using the full sample period results in a completely unreasonable impulse response pattern with strongly increasing prices and a strong depreciation of exchange rate. This may be due to model misspecfication in the rather volatile periods from 1995 to 1997 where market interest rates fluctuated strongly. We therefore decided to only show the results for the shorter subsample.
12 Even with this shorter sample period, the baseline model suggests an immediate significant increase in output and an increasing price level after about one and a half year. The exchange rates depreciates starting three month after the shock. Adding the EMU factors does not alter the response patterns in a substantial way although a significant price puzzle is no longer observed in the model with exogenous factors. The situation is again quite different if the accession country factors are added (see column (2) of the figure). With this external information included, the counterintuitive positive response of output disappears and a significant drop in output is diagnosed about a year after the shock. In addition, the augmented models do not show any signs of the pronounced price puzzle. In fact, prices drop significantly in the FAVAR with endogenous factors about 18 months after the shock. Moreover, compared to the benchmark VAR also the response of the exchange rate changes quite a bit. The appreciation is now less pronounced and the exchange rate returns to its initial level after about one year. Since some of the responses in the benchmark are at odds with economic expectations, the results for Slovakia may partly 12 The results for the full sample are not shown to conserve space but are available on request.
13 be driven by a type of model misspecfication. Thus, the results should be interpreted with caution.
As a robustness check we have also computed responses to monetary policy shocks that are identified by the sign restriction approach. The corresponding results are given in Figures  11-14 in the Appendix. Naturally, changing the identification scheme leads to some changes in the impulse responses. For Czech Republic the only substantial change is that the output response in the benchmark VAR is not significantly different from zero. Apart from that the effects of adding the factors are very similar to the ones described above. Using the sign restrictions for Hungary we find that the impulse responses are generally less informative with relatively wide error bands. For example, adding the accession country factors does not lead to significant responses in output and prices although this seems to push the responses into the 'right direction'.
13 Due to the sign restriction used for identification, the counter intuitive response of the exchange rate reported above for Poland and the price puzzle are no longer visible. Moreover, no significant effect on output is obtained in the benchmark model. For Slovakia, using the sign restriction approach results in very similar results as using the recursive identification, with the exception that the significant positive response of output observed in the recursive benchmark system is no longer visible when using sign restrictions. This again reflects that models with our sign restrictions seem to be less informative compared to the recursive setup. In summary, our results indicate that using external information from a large set of EMU variables typically does not lead to large changes in the impulse response pattern in Czech Republic and Hungary. A possible interpretation is that the monetary transmission in these countries is not greatly affected by the economic EMU developments. This may hint to the fact that further steps need to be taken towards full monetary integration. The situation seems to be slightly different in Poland, where we find that a model that accounts EMU developments leads to a more reasonable response of the exchange rate. This could be an indication that Poland is slightly more oriented towards EMU than Czech Republic and Hungary.
Moreover, we find evidence for a major role of external development in other accession countries. Typically, including the other's accession country information leads to substantial changes in the impulse response pattern. Compared to the benchmark model, the responses to a monetary policy shock are more in line with theoretical expectations: output variables tend to drop, prices tend to decrease (the price puzzle disappears or is less pronounced), and the exchange rate appreciates. In some countries, a reasonable monetary transmission mechanism can only be diagnosed when the external accession country factors are included in the model. Our results suggest that for the analysis of monetary policy shocks the external economic developments in the other accession countries are more important than the economic developments in the Euro area. This may reflect the traditionally close links in trade among the countries under consideration. Overall, our results highlight the importance of taking external developments properly into account.
Conclusions
We investigate the effects of monetary policy shocks in Czech Republic, Hungary, Poland and Slovakia within small vector autoregressive models. In particular, we explore to what extent accounting for external economic developments in the EMU and in other acceding countries changes the results from structural VAR models.
The external developments in the EMU are summarized by extracting factor time series using principal components from a relatively large database with time series data from eleven EMU countries. To interpret the extracted factor time series we use cohesion analysis to investigate the dynamic correlation between the factor time series and groups of EMU time series. The cohesion analysis together with more traditional R 2 measures suggest that the first EMU factor can be interpreted as a trade related factor as it is most closely related to imports, exports and the exchange rate. We find that this factor is the only one that loads onto variables from the accession countries. Consequently, we use this factor series to augment the VARs for the accession countries. Using a large cross-section of time series on similar variables from the accession countries, we find that the first principal component may again be interpreted as a trade related factor, while the second one could be seen as a price/inflation factor. To explore the role of external information in monetary analysis, we augment standard VAR models with either the factor series extracted from EMU data or with factors from accession country data and compare the results. Factor-augmented VARs (FAVARs) are specified in two different ways: First, we include the factors as an endogenous variable into the VARs. While the principle idea follows Bernanke et al. (2005) , we use the nonstationary factors from the Bai & Ng (2004) approach in the VAR in order to preserve any cointegration relations among the variables and the factors. In a second variant, we include the non-stationary factor series as exogenous variables which leads to more parsimonious models. To our best knowledge, none of these type of augmentations have been used in the literature so far.
We explore the role of external information by comparing the responses to contractionary monetary policy shocks from benchmark VARs with those of different FAVARs. With the exception of Poland, we find that including the EMU factors does not substantially change the results from an impulse-response analysis. Thus, EMU economic developments do not seem to be of major importance for the monetary transmission in accession countries. This may hint to the fact that further steps need to be taken towards monetary integration of the accession countries.
In contrast, including the accession country information leads to substantial changes in the impulse response pattern. Compared to the benchmark model, the responses to a monetary policy shock are more in line with theoretical expectations: output variables tend to drop, prices tend to decrease (the price puzzle disappears or is less pronounced), and the exchange rate appreciates. In some countries, a reasonable monetary transmission mechanism can only be diagnosed when the external accession country factors are included in the model.
We have taken implicitly care of any cointegration relations among the variables by using non-stationary factors and variables in levels in the VAR models. Clearly, if cointegration is present, taking them explicitly into account would be beneficial. Modeling the monetary transmission mechanism in factor-augmented vector error models is therefore an interesting direction of future research.
A Appendix

A.1 Variables and Data Sources
The data consists of monthly data for the period 1995:M01-2007:M12. All series are obtained from the IMF-IFS statistics (via Datastream) and the precise Datastream mnemonics are available on request.
For the accession country VARs we use data on log of industrial production, the log of a consumer price index, the interest rate and the exchange rate (local currency to US dollar).
To extract the EMU factor time series, we use data from 11 EMU members (Austria, Belgium, Finnland, France, Germany, Italy, Ireland, Luxembourg, Netherlands, Spain and Portugal) . The variables are industrial output (IP), unemployment rate (UN), imports and exports (IMP and EXP), consumer and and producer price index (CPI and PPI), shortand long-term interest rates (RS and RL), exchange rates (EXR), and share prices (SP). The same variables (except the long-term interest rates) have been used from the accession countries to extract the accession country factor time series. The transformation used before the factor analysis is given in Table 1 . The log of industrial production (q t ), the log of the consumer price index (p t ), the short-term interest rate (r t ) and the log of the exchange rate measured as local currency per US Dollar e t . 1995M01-2007M12. 
