Abstract: This paper presents a novel feature descriptor for multiview human action recognition. This descriptor employs the region-based features extracted from the human silhouette. To achieve this, the human silhouette is divided into regions in a radial fashion with the interval of a certain degree, and then region-based geometrical and Hu-moments features are obtained from each radial bin to articulate the feature descriptor. A multiclass support vector machine classifier is used for action classification. The proposed approach is quite simple and achieves state-of-the-art results without compromising the efficiency of the recognition process. Our contribution is two-fold. Firstly, our approach achieves high recognition accuracy with simple silhouette-based representation. Secondly, the average testing time for our approach is 34 frames per second, which is much higher than the existing methods and shows its suitability for real-time applications. The extensive experiments on a well-known multiview IXMAS (INRIA Xmas Motion Acquisition Sequences) dataset confirmed the superior performance of our method as compared to similar state-of-the-art methods.
Introduction
In recent years, automatic human-activity recognition (HAR) based on computer vision has drawn much attention of researchers around the globe due to its promising results. The major applications of HAR include; human-computer interaction (HCI), intelligent video surveillance, ambient assisted living, human-robot interaction, entertainment, video indexing, and others [1] . Depending on the complexity and duration, human activities can be categorized into four levels: gestures, actions, interactions, and group activities. Gestures are represented by movement of the person's body parts, such as stretching an arm; actions are single-person activities such as walking, punching, kicking, running and so forth; interactions are activities of two or more than two persons, such as two person fighting with each other; and a group having a meeting is an example of group activity [2] . A large amount of work has already been done for human action recognition, but it is still a challenging problem.
The major challenges and issues in HAR are as follows: (1) occlusion; (2) variation in human appearance, shape, and clothes; (3) cluttered backgrounds; (4) stationary or moving cameras; (5) different illumination conditions; and (6) viewpoint variations. Among these challenges, viewpoint variation is one of the major problems in HAR since most of the approaches for human activity histograms were used as a feature descriptor-and [25] , where the contour points of each radial bin were considered as features, and model fusion was used to achieve the multiview action recognition by obtaining key poses for each action through K-means clustering. Our method computes efficient and discriminative geometrical and Hu-moment features from each radial bin of the silhouette itself. Then, these features from all bins are concatenated into a feature vector for multiview action recognition using support vector machine.
This approach has three major advantages. Firstly, it divides the silhouettes into radial bins, which cover almost all viewing angles, thus provides an easy way to compute the features for different views of an action. Secondly, it uses the selected discriminative features and avoids extra computation such as fusion or clustering as used in [25] . Thirdly, due to employing selected features from each bin, it does not require any dimensionality reduction technique. 
Algorithm 1
Step 1
Input video from multiple cameras Step 2 Extraction of silhouettes from the captured video Step 3 Feature Extractions: a) Division of the human silhouette into radial bins b) Computation of region-based geometrical features from each radial bin c) Computation of Hu-moments features from each radial bin Step 4 Action classifications by multi-class support vector machine Step 5 Output recognized action We consider the centroid of a silhouette as a point of origin, and divide the human silhouette into R radial bins with the interval of same degree. Here the value of the R is selected as 12, which constitutes 12 radial bins with the interval of 30 • each. This value has been selected with experimentation to cover the maximum viewing angles. This is unlike [31] -where the radial histograms were used as a feature descriptor-and [25] , where the contour points of each radial bin were considered as features, and model fusion was used to achieve the multiview action recognition by obtaining key poses for each action through K-means clustering. Our method computes efficient and discriminative geometrical and Hu-moment features from each radial bin of the silhouette itself. Then, these features from all bins are concatenated into a feature vector for multiview action recognition using support vector machine.
Pre-Processing
This approach has three major advantages. Firstly, it divides the silhouettes into radial bins, which cover almost all viewing angles, thus provides an easy way to compute the features for different views of an action. Secondly, it uses the selected discriminative features and avoids extra computation such as fusion or clustering as used in [25] . Thirdly, due to employing selected features from each bin, it does not require any dimensionality reduction technique.
Algorithm 1
Input video from multiple cameras Step 2
Extraction of silhouettes from the captured video Step 3 Feature Extractions:
a) Division of the human silhouette into radial bins b)
Computation of region-based geometrical features from each radial bin c)
Computation of Hu-moments features from each radial bin
Step 4 Action classifications by multi-class support vector machine Step 5 Output recognized action
Pre-Processing
Usually, some lines or small size regions are formed around the silhouette due to segmentation errors, loose clothing of the subject under consideration, and other noise. These unnecessary regions do not offer any important information for action recognition, but rather create problems for the feature-extraction algorithm and increase the complexity. By removing these small regions, complexity can be reduced and the feature-extraction process can be made more accurate. In our case, a region was considered as small and unnecessary if its area is less than 1/10 of the silhouette. This threshold was set based on an observation on 1000 silhouette images of different actors and actions. An example of the silhouette before and after noise removal is shown in first row of Figure 1.
Multiview Features Extraction and Representation
The success of any recognition system mainly depends on proper feature selection and extraction mechanism. For action recognition from different views, a set of discriminative and view-invariant features have to be extracted. Our feature descriptor is based on two types of features: (1) region-based geometric features and (2) Hu-moments features extracted from each radial bin of the silhouette. The overview of the feature extraction process is show in Figure 2 . Usually, some lines or small size regions are formed around the silhouette due to segmentation errors, loose clothing of the subject under consideration, and other noise. These unnecessary regions do not offer any important information for action recognition, but rather create problems for the feature-extraction algorithm and increase the complexity. By removing these small regions, complexity can be reduced and the feature-extraction process can be made more accurate. In our case, a region was considered as small and unnecessary if its area is less than 1/10 of the silhouette. This threshold was set based on an observation on 1000 silhouette images of different actors and actions. An example of the silhouette before and after noise removal is shown in first row of Figure 1. 
The success of any recognition system mainly depends on proper feature selection and extraction mechanism. For action recognition from different views, a set of discriminative and viewinvariant features have to be extracted. Our feature descriptor is based on two types of features: (1) region-based geometric features and (2) Hu-moments features extracted from each radial bin of the silhouette. The overview of the feature extraction process is show in Figure 2 . 
Region-Based Geometric Features
The shape of a region can be described by two types of features. One is the region-based and the other is boundary-based features. The region-based features are less affected by noise and occlusion than boundary-based features. Therefore, region-based features are better choice to describe the The shape of a region can be described by two types of features. One is the region-based and the other is boundary-based features. The region-based features are less affected by noise and occlusion than boundary-based features. Therefore, region-based features are better choice to describe the shape of a region [32] . Generally, a shape is described by a set of numbers known as descriptors. A good descriptor is one which has the ability to reconstruct the shape from the feature points. The resultant shape should be an approximation of the original shape and should yield similar feature values. The proposed feature descriptor has been designed around these parameters. These features have been computed as follows:
(1)
First of all, we calculate the centroid of a human silhouette using Equation (2), as shown in Figure 3 .
where
(2) After computing the centroid by Equation (2), a radius of the silhouette is computed.
The silhouette is divided into 12 radial bins with respect to its centroid using a mask; this division has been made with intervals of 30 • . These bins are shown in Figure 4 . (4) The following region-based features are computed for each bin of the silhouette.
(a) Critical points: As we move the mask on the silhouette in counter-clockwise direction, a triangle or quadrangle shape is formed in each bin. We compute the critical points (corner points) of each shape and their distances. There can be different numbers of critical points for each shape; therefore, the mean and variance of these points have been computed as features. It gives us 2 × 12 = 24 features for each silhouette.
(b)
Area: The simple and natural property of a region is its area. In the case of a binary image, it is a measure of size of its foreground. We have computed the area of each bin, which provides 12 important features for each human silhouette. (c)
Eccentricity: The ratio of the major and minor axes of an object is known as eccentricity [33] . In our case, it is ratio of distance between the major axis and foci of the ellipse. Its value is between 0 and 1, depending upon the shape of the ellipse. If its value is 0, then actually it is a circle; if its value is 1, then it is a line segment. We have computed eccentricity for each of the 12 bins.
(d)
Perimeter: This is also an important property of a region. The distance around the boundary of a region can be measured by computing the distance between each pair of pixels. We have computed perimeter of each bin forming a triangle or quadrangle.
(e)
Orientation: This is an important property of a region, which specifies the angle between x-axis and major axis of the ellipse. (2) After computing the centroid by Equation (2), a radius of the silhouette is computed.
The silhouette is divided into 12 radial bins with respect to its centroid using a mask; this division has been made with intervals of 30°. These bins are shown in Figure 4 . (4) The following region-based features are computed for each bin of the silhouette.
(a) Critical points: As we move the mask on the silhouette in counter-clockwise direction, a triangle or quadrangle shape is formed in each bin. We compute the critical points (corner points) of each shape and their distances. There can be different numbers of critical points for each shape; therefore, the mean and variance of these points have been computed as features. It gives us 2 × 12 = 24 features for each silhouette. (b) Area: The simple and natural property of a region is its area. In the case of a binary image, it is a measure of size of its foreground. We have computed the area of each bin, which provides 12 important features for each human silhouette. (c) Eccentricity: The ratio of the major and minor axes of an object is known as eccentricity [33] . In our case, it is ratio of distance between the major axis and foci of the ellipse. Its value is between 0 and 1, depending upon the shape of the ellipse. If its value is 0, then actually it is a circle; if its value is 1, then it is a line segment. We have computed eccentricity for each of the 12 bins. (d) Perimeter: This is also an important property of a region. The distance around the boundary of a region can be measured by computing the distance between each pair of pixels. We have computed perimeter of each bin forming a triangle or quadrangle. (e) Orientation: This is an important property of a region, which specifies the angle between x-axis and major axis of the ellipse. Its value can be between −90° and 90°. 
Hu-Moments Invariant Features
The use of invariant moments for binary shape representation was proposed in [34] . The moments which are invariant with respect to rotation, scales, and translations, are known as Humoments invariants. We have computed seven moments for each radial bin of the silhouette. The moment (p,q) of an image f(x,y) of size M × N is defined as: 
The use of invariant moments for binary shape representation was proposed in [34] . The moments which are invariant with respect to rotation, scales, and translations, are known as Hu-moments invariants. We have computed seven moments for each radial bin of the silhouette. The moment (p,q) of an image f (x,y) of size M × N is defined as:
Here, p is order of x and q is order of y. We can calculate the central moment in the same way as these moments, except the value of x and y is displaced by the mean values as follows: 
Here, p is order of x and q is order of y. We can calculate the central moment in the same way as these moments, except the value of x and y is displaced by the mean values as follows:
where and
By applying normalization, scale-invariant moments are obtained. Hence, normalized central moments are defined as follows [35] .
Based on these central moments, [34] introduced seven Hu-moments as linear combination of central moments defined as follows:
Action Classification with SVM Multiclass Classifier
After computing the features from video, an appropriate classifier has to be used for classification of actions. In supervised learning, discriminative models are more effective than generative models [36] . Support vector machine (SVM) is one of the most successful classifiers in discriminative models category. It has shown better performance than some old-style classifiers such
where and (5) By applying normalization, scale-invariant moments are obtained. Hence, normalized central moments are defined as follows [35] .
Based on these central moments, [34] introduced seven Hu-moments as linear combination of central moments defined as follows: 
where and (5) By applying normalization, scale-invariant moments are obtained. Hence, normalized central moments are defined as follows [35] . 
Here, p is order of x and q is order of y. We can calculate the central moment in the same way these moments, except the value of x and y is displaced by the mean values as follows: 
Based on these central moments, [34] introduced seven Hu-moments as linear combination of central moments defined as follows: Here, p is order of x and q is order of y. We can calculate the central moment in the same these moments, except the value of x and y is displaced by the mean values as follows:
, , where and By applying normalization, scale-invariant moments are obtained. Hence, normalized moments are defined as follows [35] . 
Based on these central moments, [34] introduced seven Hu-moments as linear combination of central moments defined as follows: Here, p is order of x and q is order of y. We can calculate the central moment in the same wa these moments, except the value of x and y is displaced by the mean values as follows:
, , where and By applying normalization, scale-invariant moments are obtained. Hence, normalized ce moments are defined as follows [35] . Here, p is order of x and q is order of y. We can calculate the centr these moments, except the value of x and y is displaced by the mean v , , where and By applying normalization, scale-invariant moments are obtaine moments are defined as follows [35] . 
, , where and By applying normalization, scale-invariant moments are obtained. Hence, normalized cen moments are defined as follows [35] . Here, p is order of x and q is order of y. We can calculate the central moment in the these moments, except the value of x and y is displaced by the mean values as follows:
, , where and By applying normalization, scale-invariant moments are obtained. Hence, norma moments are defined as follows [35] . 
where and (5)
By applying normalization, scale-invariant moments are obtained. Hence, normalized central moments are defined as follows [35] . 
, , where and By applying normalization, scale-invariant moments are obtained. Hence, normalized moments are defined as follows [35] . Here, p is order of x and q is order of y. We can calculate the central moment in the these moments, except the value of x and y is displaced by the mean values as follows:
, , where and By applying normalization, scale-invariant moments are obtained. Hence, norma moments are defined as follows [35] . 2 )
After computing the features from video, an appropriate classifier has to be used for classification of actions. In supervised learning, discriminative models are more effective than generative models [36] . Support vector machine (SVM) is one of the most successful classifiers in discriminative models category. It has shown better performance than some old-style classifiers such as backpropagation neural networks, Naïve Bayes, and k-nearest neighbors (KNNs) in many classification problems [37] . SVM was first proposed in [38] , and, originally, it was developed for binary classification but later on extended to the multiclass classification problem. There are two main approaches for multiclass SVM. The first approach considers all classes of data directly into one optimization formulation, while the second approach constructs and combines binary classifiers in some manners to build a multiclass classifier. The second approach is computationally less expensive and easy to implement. Many algorithms have been derived for multiclass classification using this approach, such as one-against-all [39] , one-against-one [40] , Directed Acyclic Graph-Support Vector Machine (DAG-SVM) [41] , Error-Correcting Output Codes Support Vector Machine (ECOC-SVM) [42] , and Support Vector Machines with Binary Tree Architecture (SVM-BTA) [43] . Among these, one-against-all [39] and one-against-one [40] are two commonly used methods for multiclass classification. The one-against-all needs N SVM binary classifiers for an N class classification problem, while one-against-one method needs
binary classifiers for an N number of classes, each trained from samples of two corresponding classes. As compared to one-against-all method, one-against-one is better in terms of accuracy for many classification problems [44] .
We used multiclass SVM classifier implementation in [45] for multiview action recognition, which uses the one-against-one method with radial basis function (RBF) kernel. Moreover, to estimate the best parameters for classifier, we conducted grid search to know the best value for parameter γ and C. Here, γ represents the width of the RBF kernel and C represents the weight of error penalty. The appropriate set of (C, γ) increases the overall accuracy of the SVM classifier [46] .
Experimentations
For the evaluation of proposed method, comprehensive experimentations have been conducted on a well-known multiview IXMAS [47] dataset. The leave-one-sequence-out (LOSO) scheme has been used for view-invariance evaluation. In this scheme, the classifier is trained on all sequences except one, which is used for testing. This process is repeated for all possible combinations and results are averaged. This is a common strategy used by different researchers such as [19, 29] for evaluation of their methods. This is helpful to compare our results with these state-of-the-art methods.
Evaluation on Multiview Action Recognition Dataset
The IXMAS is a challenging and well-known dataset with multiple actors and camera views. This dataset is popular among the human-action recognition methods for testing view-invariant action recognition algorithms, including both multiview and cross-view action recognition. It includes 13 daily life action classes with 5 different cameras, including one top-view and four side cameras, as shown in Figure 5 . Each action is performed 3 times by 12 different subjects while actors keep changing orientations in each sequence during action execution. The change in orientation is indicated by action labels, and no additional information is provided other than these labels. Most of the existing methods use selected action classes and actors for experimentation [19, 29] . For comparison, we have selected 11 action classes performed by 12 actors as shown in Figure 6 . The name and the label index of these actions are shown in Table 1 .
cameras, as shown in Figure 5 . Each action is performed 3 times by 12 different subjects while actors keep changing orientations in each sequence during action execution. The change in orientation is indicated by action labels, and no additional information is provided other than these labels. Most of the existing methods use selected action classes and actors for experimentation [19, 29] . For comparison, we have selected 11 action classes performed by 12 actors as shown in Figure 6 . The name and the label index of these actions are shown in Table 1 . Turning around --
Comparison with Similar Methods on IXMAS Dataset
Our method achieves a recognition rate of 89.75% with leave-one-sequence-out (LOSO) crossvalidation on 11 actions. The recognition rate of individual action is presented in a confusion matrix, shown in Figure 7 . The results confirm that our method outperforms the similar state-of-the-art 2D based methods such as [ Table 2 . It is important to be mentioned here that the number of classes, actors, and views used in experimentations vary among these 
Our method achieves a recognition rate of 89.75% with leave-one-sequence-out (LOSO) cross-validation on 11 actions. The recognition rate of individual action is presented in a confusion matrix, shown in Figure 7 . The results confirm that our method outperforms the similar state-of-the-art 2D based methods such as [12, 19, 21, 24, 29, [48] [49] [50] [51] [52] recorded in Table 2 . It is important to be mentioned here that the number of classes, actors, and views used in experimentations vary among these methods. For example, in [52] , 89.4% accuracy has been reported but they excluded camera 4 from experimentation. Likewise, [51] also excluded the top camera and considered only the remaining 4 cameras. Moreover, most of the published methods are not appropriate for real-time application due to their high computational cost. The proposed method considers all views of the IXMAS dataset including the top view for recognition. The results indicate that the proposed method is superior to the similar 2D methods, not only in recognition accuracy but also in recognition speed as well. The resolution of IXMAS dataset is only 390 × 291, which is very low resolution as compared to many other action recognition datasets. We performed experiments using MATLAB R2015b implementation on Intel ® Core i7-4770 CPU with 8 cores @ 3.4 GHz, 8 GB RAM, and Windows 10 operating system. However, only 4 cores of the CPU were utilized during experimentation. Moreover, we did not use any optimization techniques in the code. The average testing time of our approach is 0.0288 per frame, which is almost 34 frames per second (FPS); this is much better than the existing methods as recorded in Table 3 . The resolution of IXMAS dataset is only 390 × 291, which is very low resolution as compared to many other action recognition datasets. We performed experiments using MATLAB R2015b implementation on Intel ® Core i7-4770 CPU with 8 cores @ 3.4 GHz, 8 GB RAM, and Windows 10 operating system. However, only 4 cores of the CPU were utilized during experimentation. Moreover, we did not use any optimization techniques in the code. The average testing time of our approach is 0.0288 per frame, which is almost 34 frames per second (FPS); this is much better than the existing methods as recorded in Table 3 . Table 3 . Comparison of average testing speed on IXMAS dataset.
Method
Average FPS Accuracy (%)
Proposed method 34 89.75 Chaaraoui et al. [24] 26 85.9 Cherla et al. [51] 20 80.1 Lv and Nevatia [49] 5.1 80.6
Conclusions
In this paper, a multiview human-action recognition method based on a novel region-based feature descriptor is presented. These methods are divided into two categories: 2D approach-and 3D approach-based methods. Usually, the 3D approach provides better accuracy than a 2D approach, but it is computationally expensive, which makes it less applicable for real-time applications. The proposed method uses the human silhouette as input to the features extraction process. Although the human silhouette contains much less information than the original image, our experimentation confirms that it is sufficient for action recognition with high accuracy. Moreover, to get the view-invariant features, the silhouette is divided into radial bins with the interval of 30 • each. Then, carefully selected region-based geometrical features and Hu-moment features are computed for each bin. For action recognition, a multiclass support vector machine with RBF kernel is employed. The proposed method has been evaluated on the well-known IXMAS dataset. This dataset is a challenging benchmark available for evaluation of multiview action recognition methods. The results indicate that our method outperforms the state-of-the-art 2D methods both in terms of efficiency and recognition accuracy. The testing time for our approach is 34 frames second, which makes it very much suitable for real-time applications. As far as more complex datasets such as HMDB-51, YouTube, and Hollywood-II are concerned, we have not tested our approach with these datasets. However, we believe our approach should also produce good accuracy with these datasets as well, because once the silhouette is extracted the scene complexities will not matter very much. However, perfect silhouette extraction in complex scenarios is still a challenging task which may further affect the feature extraction process as well. As a future work we would like to extend our method for cross-view action recognition-a special case of multiview action recognition-where a query view is different than the learned views. We will also evaluate our approach on more complex datasets, as mentioned above.
