Abstract-We consider an energy harvesting channel, in which the transmitter is powered by an exogenous stochastic energy arrival process, which can be stored in a battery of finite size. We provide an n-letter expression for the capacity of this channel under various assumptions on the availability of energy arrival information: causal and noncausal knowledge of the energy arrivals at the transmitter with and without knowledge at the receiver. We then proceed to deriving lower and upper bounds on the capacity that are easier to compute and are within a constant gap of each other. In particular, we show that the power control problem for energy-harvesting communication, extensively studied in the communication theory literature over the recent years, provides an upper bound on the true information-theoretic capacity of the channel. For example, the offline power control problem provides an upper bound on the information-theoretic capacity with noncausal knowledge of the energy arrivals at the transmitter and the receiver, while the online problem is an upper bound on the capacity with causal information. Perhaps more surprisingly, we also show that given an optimal power control policy there is a natural way to construct an explicit scheme which achieves a rate within a constant gap of the upper bound for any i.i.d. energy harvesting process and any battery size. This shows that these two different formulations of the energyharvesting communication problem, so far studied in isolation, are strongly coupled; solving the power control problem is almost sufficient to solve the information-theoretic problem.
I. INTRODUCTION
Energy-harvesting is quickly becoming a game-changing technology for many wireless systems. The promise of self-sustained perpetual operation opens exciting possibilities for a wide range of applications from powering base stations in rural areas with renewable energy sources (ex. wind or sun) to building in-body wireless networks powered by body heat, motion or RF energy transfer. However, energy harvesting also brings a fundamental shift in communication system design principles. In conventional systems, energy (or power) is a deterministic quantity continuously available to the transmitter and communication is typically constrained only in terms of average power. In harvesting systems, energy may not be generated at all times and the rate of energy generation can be unpredictable and fluctuate significantly over time. In such systems, energy that becomes available for information transmission can be modeled as a stochastic rather than a deterministic process. The simplest model that captures this form of communication is given in Figure 1 . Here a transmitter powered by an exogenous stochastic energy arrival process E t equipped with a battery of sizeB is communicating to a receiver over an AWGN channel. The energy of the transmitted symbol at each channel use is limited by the available energy in the battery, which is now a random quantity.
The capacity of this channel has been the subject of significant recent interest [1] - [7] . In particular, [1] shows that whenB = ∞ the capacity of the energy harvesting channel is the same as that of an AWGN channel with average power constraint equal to the average energy harvesting rate E[E t ]. Follow-up works provide upper and lower bounds on the capacity for the more realistic case of finite battery and n-letter capacity expressions for some special cases. For example, [2] provides an expression for the capacity in terms of the Verdú-Han framework, [6] derives upper and lower bounds on the capacity with i.i.d. energy arrivals in terms of limits of n-letter maximum mutual information rates, [5] considers the special case when there is a constant amount of energy arriving at each time slot and provides an n-letter expression for the capacity. Characterizing the capacity is an open problem in the general case. The difficulty in obtaining an even n-letter characterization of the capacity lies in the fact that the energy constraints on the transmitter lead to an input-dependent random state with memory for the system which is causally known only at the transmitter.
In this work, we characterize the capacity of the channel in Figure 1 in the general case of i.i.d. energy arrivals as the limit of an n-letter maximum mutual information rate under various assumptions on the available information regarding the energy harvesting process such as causal or noncausal information at the transmitter with or without information at the receiver. We then proceed to derive upper and lower bounds which differ by a constant gap. The gap is at most 1.05 bits/s/Hz when receiver has knowledge of the energy arrivals; with no receiver side information there is an additional gap term.
The bounds we derive coincide with the power control formulation of the energy harvesting communication problem extensively studied in the communication theory literature over the recent years [8] - [10] . This formulation simplifies the communication problem by assuming that there is an underlying transmission scheme operating at a finer time-scale such that allocating power P to this scheme yields an information rate r(P ) = 1 2 log(1 + P ) and focuses on the optimal power allocation policy. We show that this communication theoretic formulation of the problem provides an upper bound on the true information-theoretic capacity. For example, the offline power control problem provides an upper bound on the information-theoretic capacity with noncausal knowledge of the energy arrivals at the transmitter and the receiver, while the online problem is an upper bound on the capacity with causal energy arrival information. Perhaps more surprisingly, we also show that given an optimal power control policy there is a natural way to construct explicit schemes which achieve a rate within a constant gap of the upper bound for any energy harvesting process and any value ofB. This shows that these two different formulations of the problem, so far studied in isolation, are strongly coupled and their solutions can not too different from each other (within 1.05 bits/s/Hz with receiver side information). This brings the opportunity to use the results readily available for the power control problem [8] - [10] to understand the information-theoretic problem. To the best of our knowledge, this is the first work that establishes an explicit relation between these two formulations of the problem.
II. SYSTEM MODEL
The energy harvesting channel is an AWGN channel, i.e. the output at time t is Y t = X t + N t , where N t ∼ N (0, 1) and X t ∈ R is the input. The transmitter has a battery with finite capacityB, and the input symbol energy at each time slot is constrained by the available energy in the battery. Let B t represent the available energy in the battery at time t. The system energy constraints can be described as
E t is the energy arrivals process. It is assumed to be an i.i.d. discrete RV over the finite alphabet E, such that E t ≥ 0 and E[E t ] > 0. We assume that B 0 = b, where 0 ≤ b ≤B is a fixed quantity known to both the transmitter and the receiver before beginning of transmission.
In this work, we investigate three cases: E t is observed causally at the transmitter only; E t is observed causally at the transmitter as well as the receiver; and E t is observed noncausally at the transmitter and the receiver. In any case, the transmitter has (at least) causal knowledge of E t , which implies also causal knowledge of B t .
For the first case, we define an (M, n, ε) code as a set of encoding functions f t and a decoding function g:
where X = Y = R and M = {1, . . . , M }. To transmit message w ∈ M at time t = 1, . . . , n, the transmitter sets X t = f t (w, E t ). The battery state B t is a deterministic function of (X t−1 , E t ), therefore also of (w, E t ). The functions f t must satisfy the energy constraint (1):
. The probability of error is
The capacity is defined in the standard way as the supremum of achievable rates.
When E t is observed also at the receiver (either causally or noncausally), (4) is altered to g : Y n × E n → M. Similarly, to account for noncausal observations of E t at the transmitter, we change (3) to f :
III. EQUIVALENT CHANNEL AND MAIN RESULTS
Consider the channel defined in the previous section with the energy arrivals observed causally at the transmitter. Following Shannon's approach (see [2] for a detailed development), this channel can be converted to an equivalent channel with no state information at the transmitter but with a different input alphabet: the input to the equivalent channel at time t is a function u t : E t → X and the input alphabet for blocklength n is of the form
At time t, given the realization of E t , X t = U t (E t ) is transmitted over the original channel. The output of the channel is the corresponding Y t ∈ Y. This implies the following transition probabilities for this new channel:
Note that there is no transmitter side information for this channel and the encoding functions are of the form f : M → U n . However, not all n-tuples in U n are admissible. The energy constraints on our original energy harvesting channel imply that the admissible channel inputs u n should satisfy for every e n ∈ E n :
It is easy to see that the capacity of this channel is equal to that of our original channel, as coding strategies for one can be immediately translated to the other.
In what follows, we investigate three cases: energy arrival process observed causally at the transmitter only; observed causally at the transmitter as well as the receiver; and observed noncausally at both the transmitter and the receiver. We obtain capacities for each of these cases, denoted by C causal Tx , C causal TxRx , and C noncausal TxRx , respectively. When the transmitter has causal information of the energy arrivals, we consider the equivalent channel described above. When the transmitter has noncasual information, we consider the original channel model.
To state the expressions for capacity, we define the set of allowed input distributions on U n for the equivalent channel:
P n (b) = P U n s.t. a.s. for t = 1, . . . , n and ∀e n ∈ E n :
Note that we impose the energy constraints by assigning zero probability to any codeword that does not satisfy (7) and (8) .
Similarly, define
s. for t = 1, . . . , n :
For the case of causal energy arrival information at both the transmitter and the receiver, we use the notion of causal conditioning as in [11] , namely
We define Q n (b) = P X n E n s.t. ∀e n ∈ E n , a.s. for t = 1, . . . , n :
Note that B t is a function of (X t−1 , e t ), so Q n (b) is welldefined.
Using these definitions, we state the main theorem of the paper: Theorem 1. The capacities of the energy harvesting channel with various levels of energy arrival information are given by
Proof. The proof of (12) is given in Section IV. The proofs of (13) and (14) follow the same lines, and therefore will be omitted.
Although we focus on the AWGN channel in this paper, it is straightforward to see that Theorem 1 generalizes to any memoryless channel.
The expressions in Theorem 1 depend on the initial state of the battery B 0 = b. However, in the following, we show that the expressions (12)-(14) can be evaluated for any value of b ∈ [0,B], regardless of the actual value of B 0 . In fact, B 0 can even be a random variable or an arbitrary value in [0,B], unknown to the transmitter and the receiver. By "waiting" a period of time before starting transmission, during which the transmitter remains silent, and which is long enough to charge the battery from 0 toB, we can essentially transmit any coding scheme designed for any value of B 0 . We state the following proposition without proof: Proposition 1. The capacity of the energy harvesting channel does not depend on the initial battery state B 0 .
Although we obtained explicit expressions for capacity, these involve optimization over infinite dimensional strategy alphabets, and over a region of allowed input distributions which is hard to evaluate. Therefore, it is useful to find suitable approximations. More specifically, we find upper and lower bounds which are separated by a constant gap of approximately 1.05 bits/s/Hz in the case when the receiver observes the energy arrival information; there is an additional gap term when energy arrival information is not available at the receiver.
Before we state these bounds, we introduce some new terms and notations. A policy is a sequence of mappings from energy arrivals to a positive number, which will denote a level of instantaneous power. More precisely, an online or offline policy is a sequence of mappings g t : E t → R + or g t : E n → R + respectively, for t = 1, . . . , n. An admissible policy is a policy that satisfies the energy constraints (1) and (2). More precisely, the set of all admissible policies is:
We denote by G online n (b) and G offline n (b) the set of all admissible online and offline policies, respectively.
For a given policy of length n, we define the average rate to be:
where the expectation is over the energy arrivals E 1 , . . . , E n . Next, we define the following optimization problems:
Equations (17) and (18) describe the online and offline power control optimization problems, respectively, studied extensively in the literature (e.g. [8] - [10] ). In both problems, we want to maximize the long-term average information rate subject to energy constraints as given in (15) assuming there exists a transmission scheme for which allocating power p t at time t yields an information rate r(p t ) = 1 2 log(1 + p t ). We are now ready to state our second theorem: Theorem 2. The capacities of the energy harvesting channel with various levels of energy arrival information can be bounded by
Note that the lower bound in (19) can be further lower bounded to obtain
since g n is a deterministic function of E n and therefore
The proof is omitted due to space limitations (a similar proof, for a special case, can be found in [12] ).
It is indeed surprising that the actual information-theoretic capacity achieves, within a constant gap, the solution of the power allocation problem. Although not explicitly described in this work, there is a natural way to use the optimal power control policy to construct explicit codes which achieve the lower bounds in (19)-(21). This emphasizes the importance of the power control problem [8] - [10] in understanding the more fundamental information-theoretic problem.
IV. PROOF OF THEOREM 1
We provide the proof of achievability for the first casecausal energy arrival information at the transmitter alone, and by considering the equivalent channel model developed in the beginning of Section III. We construct an achievable scheme composed of k blocks with each block containing a codeword of length n which is an element of U n . As such, each codeword is a function of only the past n energy arrivals, which means we ignore information regarding all the energy arrivals in the previous blocks. These codewords are designed to satisfy the energy constraints for initial battery level B 0 = b, so to accommodate this, we must ensure that the battery level in the beginning of each block is at least b. To this matter, we allow the battery to "recharge" after we transmit each codeword by waiting a sufficient amount of time ( time slots), during which the transmitter remains silent. If is large enough, the probability of recharging the battery back to level b will be high. In the case when the battery is not sufficiently recharged at the beginning of the next block, we can simply give up on this block and transmit the all-zero codeword. We will explicitly show that this will have a negligible effect on the achievable rate.
To make the probabilistic analysis simpler, it is helpful to have the different blocks statistically independent of each other. Note that subsequent blocks are coupled through the battery state. More precisely, the event of whether the battery at the beginning of each block is recharged to b or not (which, in turn, determines whether a codeword is being sent or just zeros) may depend on the amount of energy left in the battery at the end of the transmission in the previous block. To decouple one block from its sequel, we purposely deplete the battery to zero before waiting for it to be recharged. This way, the battery level at the beginning of the next block will depend solely on the last energy arrivals. In what follows, we make the above description precise. 1 Fix P U n ∈ P n (b) and for each message w, generate k random codewords independently v i ∼ P U n , i = 1, . . . , k. Recall that each v i is a function of E n . The chosen message w will be transmitted over k blocks, each of size n + + 1, for a total transmit time of k(n + + 1). Hence, we will define codewords u k(n+ +1) ∈ U k(n+ +1) using the above v i . Each block comprises three parts: the first part, of length n, consists of the codeword v i (or an all-zero vector of length n if the battery level at the beginning of this block is not sufficient to transmit codeword v i ). In the second part, which takes only one time slot, we deplete the battery to 0. The third part consists of zeros, which are meant to recharge the battery to level b.
Consider block i, 1 ≤ i ≤ k, which takes place during times t = (i − 1)(n + + 1) + 1 to t = i(n + + 1). We define the following notations: b 0,i b (i−1)(n+ +1) is the battery level before the beginning of the block, i.e. the initial battery level before we start transmitting codeword v i ; z i 1 {b0,i≥b} is an indicator, denoting whether the initial battery level b 0,i is sufficient to transmit the codeword
is the battery level at time (i − 1)(n + + 1) + n + 1, which will be used to deplete the battery at this time-slot; e i e Block i of the codeword is constructed as follows: at the beginning of block i at time t = (i − 1)(n + + 1) + 1, given u t−2 for each e t−1 we can compute b 0,i = b t−1 . If the battery state is at least b, we send the codeword v i , i.e. u t+n−1 t (e t+n−1 ) = v i (e i ). Otherwise, the transmitter sends zeros for n time slots. Thus, the first part of block i can be written as z i · v i . For the second part of the block, which is the single time-slot t + n, again given u t+n−1 for each e t+n the transmitter computes the battery state b d,i = b t+n , and transmits b d,i , i.e. u t+n (e t+n ) = b d,i (e t+n ). This will deplete the battery to zero. By purposely depleting the battery before recharging it, we remove the dependence between different blocks, and make the probability of recharge failure an i.i.d. process. Next, the transmitter sends zeros for time slots, which will recharge the battery to b with high probability. To summarize, the transmitted block is
Note that since the battery is depleted to zero at the second part of block i, z i+1 is a deterministic function ofẽ i . u k(n+ +1) (e k(n+ +1) ) defined in (22) is a well-defined element in U k(n+ +1) . Moreover, observe that it satisfies the energy constraint: this is trivial for u n+ +1 . For the subsequent codewords, if the battery level is larger than b, we assume it is b and ignore (waste) the remaining energy. If it is less than b, we transmit only zeros. This will satisfy the energy constraints.
Denote the channel output during the first part of block i by y i = y but makes use only of y k = (y 1 , . . . , y k ) for decoding, by applying standard jointly typical decoding with v k . The channel transition probability from
P E n (e i )P E (e (i−1)(n+ +1)+n+1 )P E (ẽ i ) · P Y n |X n y i |z i (ẽ i−1 ) · v i (e i ) = k i=1 ei,ẽi P E n (e i )P E (ẽ i )P Y n |X n y i |z i (ẽ i−1 ) · v i (e i ) = k i=1 ei,zi P E n (e i )P Z (z i )P Y n |X n (y i |z i · v i (e i )).
Note that since E t is i.i.d., P E n and P Z do not depend on i, 2 so this is a memoryless channel with transition probability P Y|V (y|v) = e n ,z
where the last step is from (6) . Note that Y = Y n is the output of the channel from U n to Y n with the input multiplied by an independent Bernoulli RV Z.
Denote P Z (0) = α. Taking k → ∞, we get by standard joint typicality arguments that rate I(V; Y) is achievable. The following holds: Note that P Y|V,Z (y|v, z = 1) = P Y n |U n (y|v) and, by construction, V ∼ P U n independent of Z. This implies I(V; Y|Z = 1) = I(U n ; Y n ).
For large enough, α can be upper bounded using the law of large numbers α = Pr{ t=1 E t < b} ≤ ε , where lim →∞ ε = 0 (recall that E[E t ] > 0), s.t. for every n ≥ 1 we have
n + + 1 .
Since P U n is an arbitrary input distribution in P n (b), we can take the supremum. Moreover, letting = log n and taking n → ∞, we get I(U n ; Y n ).
For the converse part, we use Fano's inequality as in [13] I(U n ; Y n ).
Together with (23), this implies that the limit exists and is given by (12) .
