Based on new sufficient regularity conditions, Rump's method for solving parametric interval linear systems is generalized which expands its scope of applicability over a class of co-called column-dependent parametric matrices.
Introduction
Consider a linear system A(p) · x = b(p) involving affine-linear dependencies on a parameter vector p ∈ R k , that is
When p varies in 
} the corresponding non-parametric interval matrix and vector. An iteration method for verified enclosure
n is proposed in [4] . Rump's parametric iteration method and, to our knowledge, most methods for solving parametric interval linear systems require strong regularity of A([p]). Strong regularity of a non-parametric interval matrix is introduced in [1] and presents a sufficient condition for its regularity. In [2] we define strong regularity of a parametric interval matrix and give conditions that characterize it.
if some of the matrices
The classes of column-, row-dependent parametric matrices, introduced in [2] , show that the conditions for strong regularity of a parametric matrix give better estimations for its regularity than the conditions based on the non-parametric matrix. Definition 1.2 A parametric matrix A(p) ∈ R n×n , defined by (1), is called column-dependent parametric matrix if for some m ∈ {1, . . . , k} and for some j ∈ {1, . . . , n}, Card(I) ≥ 2, where
Verifiable sufficient regularity conditions generalizing Rump's parametric iteration
For the numerical computations, it is advantageous to have regularity conditions in terms of an arbitrary matrix R instead of the exact inverse A −1 (p).
is an H-matrix, then by [1] , Th. 3.7.5 (ii),Ǔ is an H-matrix and Ǔ −1 rad([U ]) < 1, wherein Ǔ denotes the Ostrowski comparison matrix forǓ (see [1] ). By [1] , Th. 3.7.5 (iii), we have |Ǔ 
.4 (9)).
The next theorem, which in fact verifies strong regularity, can be used for the computational verification of the regularity of a parametric interval matrix.
Theorem 2.2 Let A(p) ∈ R
n×n with p ∈ [p] ∈ IR k . Let R ∈ R n×n be given and let We use the above results to generalize Rump's parametric fixed-point iteration method [4] . With
Theorem 2.3 Let
A(p) · x = b(p) with p ∈ [p] ∈ IR k be a parametric linear system, where A(p), b(p) are defined by (1). Let R ∈ R n×n , [Y ] ∈ IR n ,x ∈ R n and define [Z] ∈ IR n , [C(p)] ∈ IR n×n by [Z] := R · (b (0) − A (0)x ) + k ν=1 [p ν ](R · b (ν) − R · A (ν) ·x), [C(p)] := I − R · A (0) − k ν=1 [p ν ](R · A (ν) ). Define [V ] ∈ IR n by means of 1 ≤ i ≤ n : V i := {[Z] + [C(p)] · [U ]} i , [U ] := (V 1 , ..., V i−1 , Y i , ..., Y n ) . If [V ] [Y ],[D] := [C(p)] · [V ] ∈ IR n ,
the following inner estimation holds
). Then Theorem 2.2 above and Theorem 4.8 from [4] finish the proof.
Example 2.4
Consider n × n column-dependent parametric linear systems Q(2, p) · x = b(p), where for i, j = 1, . . . , n, The new narrow class of parametric iteration matrices [C(p)], defined by (3), extends the class of matrices A(p) that can be proven to be regular. This way, the generalized parametric fixed-point iteration gets an expanded scope of applications. An implementation of the generalized method is described in [3] .
