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Abstract
In 1957 Robert Ellis proved that a group with a locally compact Hausdorff topology T making all translations continuous also has
jointly continuous multiplication and continuous inversion, and is thus a topological group. The theorem does not apply to locally
compact asymmetric spaces such as the reals with addition and the topology of upper open rays. We first show a bitopological Ellis
theorem, and then introduce a generalization of locally compact Hausdorff, called locally skew compact, and a topological dual,
T k , to obtain the following asymmetric Ellis theorem which applies to the example above:
Whenever (X, ·,T ) is a group with a locally skew compact topology making all translations continuous, then multiplication
is jointly continuous in both (X, ·,T ) and (X, ·,T k), and inversion is a homeomorphism between (X,T ) and (X,T k).
This generalizes the classical Ellis theorem, because T = T k when (X,T ) is locally compact Hausdorff.
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1. Introduction and definitions
A group (X, ·) with a topology T is called a semitopological group if multiplication is separately continuous,
a paratopological group if multiplication is jointly continuous and a topological group if inversion is continuous as
well. In two classic papers of 1957, Robert Ellis proved (see [4]) that every locally compact Hausdorff paratopological
group is a topological group and then, a few months later (in [5]), that every locally compact Hausdorff semitopologi-
cal group is a topological group. In the decades since, a number of mathematicians have developed related theorems by
varying the assumption of local compactness. See, for example, papers by Namioka [13], Bouziad [2,3], Arhangel’skii
and Reznichenko [1], and Ferri, Hernandez and Wu [6], as well as the bibliographies of [2] and [6].
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compact semitopological groups. To see this, let G be any infinite group with the cofinite topology. Then it is obvious
that G is compact (indeed, that all subsets of G are compact) and T1, and that translation and inversion are continuous.
But multiplication is not jointly continuous. Indeed, let U and V be any two nonempty open sets. Now for any g ∈ G,
the sets U−1g and V are both cofinite, and hence so is their intersection, and then for any x ∈ U−1g ∩ V , we have
g = (gx−1) · x ∈ UV . Therefore, UV = G. In particular, a nontrivial neighborhood of the identity cannot contain the
product of two neighborhoods of the identity, and so multiplication is not jointly continuous.
We show, however, that a form of Ellis’ theorem applies to groups with certain T0 non-Hausdorff topologies.
Consider, for example, the real numbers under addition with the upper topology, generated by the upper open rays.
It is a locally compact paratopological group, but inversion is not continuous, because inverses of upper open rays
are lower “open” rays, but are not open sets in the topology at hand. These lower “open” rays however, generate a
second topology on the space which is in some sense dual to the first, and this suggests considering the problem in
a bitopological setting. Thus our first Ellis-type theorem is the following: Let (X,T ,T ∗) be a pairwise Hausdorff
k-bispace (Definitions 1.3 and 1.5) whose symmetrization, T ∨ T ∗, is locally compact. If (X, ·,T ) and (X, ·,T ∗)
are both semitopological groups, then they are both paratopological groups and T ∗ = T −1 (Definition 1.1), so that
inversion is a homeomorphism between (X,T ) and (X,T ∗) (Theorem 4.3).
When an appropriate second topology is determined by a topological dual, as described below in Definition 1.1
(and in [8,9]), the bitopological result above becomes a theorem about a space with a single topology. We call a
topological space (X,T ) locally skew compact (Definition 1.9) if (X,T ,T k) is a Hausdorff k-bispace with locally
compact symmetrization, where T k is the k-dual of Definition 1.1. In our second Ellis-type theorem, we show that,
whenever (X, ·,T ) is a locally skew compact semitopological group, then (X, ·,T ) and (X, ·,T k) are paratopological
groups and inversion is a homeomorphism from (X,T ) to (X,T k) (Theorem 4.6). The upper topology on the reals
is locally skew compact, as is every locally compact Hausdorff space, and so local skew compactness provides a
reasonable hypothesis for an asymmetric Ellis theorem. Note that, when combined with T1, local skew compactness
becomes equivalent to locally compact Hausdorff (Theorem 3.1).
In Section 2, we establish relationships between the deGroot dual T g (called T G in [8]) and the k-dual T k , as well
as among their associated bispaces, symmetrizations and products. In Section 3, we explore locally skew compact
spaces and conditions that force finite products of k-bispaces to be k-bispaces. In Section 4, we prove our versions of
Ellis’ theorem, and in Section 5, we list a few open problems. In this section, we review some basic definitions and
results:
Given a preordered set (X,) (that is, a set with a relation that is reflexive and transitive) and A ⊆ X, ↑A is
{b: a  b for some a ∈ A} and is called the saturation of A. If ↑A = A, A is called saturated or an upper set. The
dual expressions ↓A, cosaturation, cosaturated and lower set are defined similarly in terms of the inverse relation .
Intersections and unions of saturated sets are saturated while those of cosaturated sets are always cosaturated.
Let (X,T ) be a topological space. For any x ∈ X, let Nx denote the neighborhood system of x. The specializa-
tion order of T , T , is the preorder defined by x T y if Nx ⊆ Ny , or, equivalently, if x ∈ cl(y). Although there
may be several topologies in play, the symbols , , ↑A and ↓A and the terms open, closed, compact, saturated
and cosaturated will refer to T or to T , unless otherwise specified. For each closed set C, if x  y ∈ C, then
x ∈ cl(y) ⊆ C, so that C is cosaturated; open sets are saturated as complements of cosaturated sets. Furthermore, the
saturation of a compact set is easily seen to be compact, so that any open set containing a compact set contains a
compact saturated set as well.
Whenever a topology T is contained in a topology U , it follows that U ⊆ T . Furthermore, given a
preorder  on a set X, there is always a least and a greatest topology on X with specialization order . They are
the weak topology W(), whose closed sets are generated by {↓{x}: x ∈ X}, and the Alexandroff topology A(),
whose open sets consist of the saturated sets and are generated by {↑{x}: x ∈ X}.
Definition 1.1. Given a topology T on a set X,
(a) its weak dual is T w =W(),
(b) its deGroot dual is the topology T g whose closed sets are generated by the compact saturated sets of T ,
(c) its g-symmetrization is T gs = T ∨ T g ,
(d) its k-dual is the topology T k for which C is closed iff C∩K is closed in T g|K (where T |K denotes the restriction
of a topology T to a subset K), for every set K compact in T gs ,
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(f) its Alexandroff dual is T a =A(), and
(g) if (X, ·) is a group, the group dual is T −1 = {T −1: T ∈ T }, where T −1 = {a−1: a ∈ T }.
Parts (d) and (e) are key for our results and are newly defined in this paper.
Example 1.2. (a) Consider first the usual Euclidean topology on the reals. The specialization order is equality, the
weak dual is the cofinite topology, the deGroot dual (as noted in [7]) is the co-compact topology whose closed sets are
generated by the closed and bounded intervals, the k-dual is the Euclidean topology itself, and the Alexandroff dual
is just the discrete topology. In fact, for any locally compact Hausdorff space (X,T ), T k = T . (See Theorem 3.1.)
(b) From the usual order  on the reals, define U to be the upper topology generated by rays of form (a,∞); in
this case, since  is linear, U is exactly the same as W(). The weak, deGroot, and k-duals of U are all just the lower
topology L generated by the lower “open” rays, and both the deGroot and k-symmetrizations are the usual Euclidean
topology. For the Alexandroff topology A(), the weak, deGroot, and k-duals are still the lower topology L, but the
deGroot and k-symmetrizations give the Sorgenfrey line generated by intervals of form [a, b).
(c) For asymmetric paratopological groups where the deGroot dual differs from the k-dual, see Example 4.8.
We find it useful to separate out the T0 portion of Hausdorff, as is done with higher separation axioms. (E.g., Ty-
chonoff = T0 +completely regular.) A topological space (X,T ) is pseudo-Hausdorff (also known as R1) if, whenever
x /∈ cl(y), there are disjoint open sets G and H such that x ∈ G and y ∈ H . Note that T0 pseudo-Hausdorff spaces are
Hausdorff. Our next definition comes from [8] and extends this concept to bitopological spaces.
Definition 1.3. Given a bitopological property Q, a bitopological space (X,T ,T ∗) is said to be dually Q if (X,T ∗,T )
has property Q and pairwise Q if (X,T ,T ∗) and (X,T ∗,T ) both have Q. The symmetrization of a bispace
(X,T ,T ∗) is T s = T ∨ T ∗, the join of T and T ∗. By s -open, s -closed or s -compact we mean open, closed or
compact in T s .
A bitopological space X = (X,T ,T ∗) is
(a) pseudo-Hausdorff (pH) if, whenever x /∈ cl(y) (equivalently, x 
 y), there is an open G and a ∗-open H , which
are disjoint, such that x ∈ G and y ∈ H ,
(b) T0 if T ∨ T ∗ is T0,
(c) Hausdorff (T2) if it is pH and T0,
(d) joincompact if it is pairwise Hausdorff and T s is compact, and
(e) k-separated if for each T s -compact subset Y , the subspace (Y,T |Y ,T ∗|Y ) is pairwise Hausdorff (and thus join-
compact).
(f) A function f : (X,T ,T ∗) → (Y,U,U∗) is pairwise continuous, if f : (X,T ) → (Y,U) and f : (X,T ∗) → (Y,U∗)
are both continuous.
(g) Given two bitopologies on X, X = (X,T ,T ∗) and Y = (X,U,U∗), we say that Y is stronger than X (denoted
X  Y) if T ⊆ U and T ∗ ⊆ U∗ (that is, 1X :Y →X is pairwise continuous).
Note that (X,T ) is pseudo-Hausdorff if and only if (X,T ,T ) is a pseudo-Hausdorff bispace.
Note 1.4. We use the following relationships discussed in [8] for bitopological spaces (X,T ,T ∗).
(a) If (X,T ,T ∗) is pseudo-Hausdorff,
(i) T ∗ ⊆ T (a property sometimes called weak symmetry), and
(ii) ∗-compact cosaturated sets are T -closed [8, Theorems 2.4 and 3.1].
(b) When the bispace is pairwise pseudo-Hausdorff,
(i) T ∗ =T , and
(ii) T ∨ T ∗ is pseudo-Hausdorff [8, Theorem 2.4].
(c) When it is pairwise Hausdorff (that is, T0 and pairwise pH),
T ∨ T ∗ is Hausdorff [8, Theorem 2.4].
(d) When T and T ∗ have opposite specialization orders; i.e., T ∗ =T ,
(i) pseudo-Hausdorff ⇔ dually pH ⇔ pairwise pH, and
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(e) The class of pseudo-Hausdorff bispaces is closed under the strengthening of T ∗, the taking of subspaces, and the
formation of arbitrary products [8, Comment 2.3].
(f) If a function f : (X,T ,T ∗) → (Y,U,U∗) is pairwise continuous, then f : (X,T s) → (Y,U s) is continuous as
well [8, Comment 2.3].
Our next definition is from [9] and extends the concept of k-space to a bitopological space.
Definition 1.5. For a bispace X = (X,T ,T ∗) with symmetrization T s = T ∨ T ∗,
k(X ) = {A: A∩K ∈ T |K, for every s-compact K},
k∗(X ) = {A: A∩K ∈ T ∗|K, for every s-compact K}, and
KB(X ) = (X,k(X ), k∗(X )).
X is a k-bispace if KB(X ) =X .
For a Hausdorff topological space (X,T ),
k(T ) = k(X,T ,T ) and (X,T ) is a k-space if k(T ) = T ;
that is, k(T ) = {A: A∩K ∈ T |K for every compact K}.
It should be noted that for a non-T2 topological space (X,T ), the k-coreflection k(T ) is usually defined by saying
that a set T is open in k(T ) if f−1(T ) is open in K whenever f :K → X is continuous and K is compact T2; then
a k-space is one which is its own k-coreflection. Under this definition, which originated with Vogt [15] in 1971,
the category of topological k-spaces with continuous functions is Cartesian closed, and for Hausdorff spaces the
definitions coincide. Since our interest here is not in such categorical results per se, we use the simpler definition
in our extension of the concept to bitopological spaces. However, to describe the relationship between these two in
the bitopological setting, we give an alternative definition (suggested by Vogt’s approach) using pairwise continuous
maps and prove that the two definitions are equivalent for k-separated bispaces, and so also for pairwise Hausdorff
bispaces. Kopperman and Lawson [9, Theorem 1.8], have shown that the k-separated k-bispaces form a Cartesian
closed category, as do the Hausdorff k-bispaces. When the bispace is k-separated (in particular, when it is pairwise
Hausdorff), KB(X ) is the kb-coreflection of X in this Cartesian closed category.
Definition 1.6. For a bispace X = (X,T ,T ∗),
km(X ) = {A: f−1(A) ∈K whenever f : (K,K,K∗) →X is
pairwise continuous and (K,K,K∗) is joincompact},
km∗(X ) = {A: f−1(A) ∈K∗ whenever f : (K,K,K∗) →X is
pairwise continuous and (K,K,K∗) is joincompact}, and
KMB(X ) = (X, km(X ), km∗(X )).
Theorem 1.7. For each bispace X = (X,T ,T ∗), X  KB(X )  KMB(X ), and the last two are equal if X is
k-separated.
Proof. First note that if A ∈ T then A∩K is open in each T s -compact subspace K (and in fact in each subspace K),
so that A ∈ k(X ). Next note that if A ∈ k(X ) and f : (K,K,K∗) → X is pairwise continuous where (K,K,K∗) is
joincompact, then f is also continuous from Ks to T s , so that f (K) is T s -compact. Thus A ∩ f (K) ∈ T |f (K), and
A ∩ f (K) = B ∩ f (K) for some B ∈ T . But f−1(A) = f−1(A ∩ f (K)) = f−1(B ∩ f (K)) = f−1(B) ∈K, and so
A ∈ km(X ). Therefore, k(X ) ⊆ km(X ).
Now assume X is k-separated and let A ∈ km(X ). If K is T s -compact, then (K,T |K,T ∗|K) is joincompact and
the natural inclusion iK : (K,T |K,T ∗|K) → X , defined by iK(x) = x, is pairwise continuous. By our assumption,
A∩K = i−1K (A) ∈ T |K , which shows A ∈ k(X ). Therefore, km(X ) ⊆ k(X ).
To complete the proof, notice that similar arguments apply to k∗ and km∗. 
150 S. Andima et al. / Topology and its Applications 155 (2007) 146–160Note 1.8. Nachbin [12] introduced ordered topological spaces; these are triples (X,V,), where V is a topology on X
and  an order on X. Strongly T2 ordered spaces are those (X,V,) such that  is closed in (X × X,V × V),
where V is the set of upper sets of V and V is the set of lower sets of V ; these were introduced by McCartan [11].
An ordered k-space (X,V,), is a strongly T2 ordered space in which V = k(V∨V). Kopperman and Lawson [9]
have described a categorical correspondence between the pairwise T2 k-bispaces with pairwise continuous maps and
the strongly T2 ordered k-spaces with continuous, order-preserving maps; this correspondence, stated below in (e),
is key to our work. (For an earlier implicit application of a special case of this correspondence to obtain a purely
topological characterization of the usual topology on the reals, see [14].) We use the following relationships, which
are mostly from [9]. Though results in [9] are stated for T0-spaces, (a)–(d) below are valid for all bitopological spaces
X = (X,T ,T ∗).
(a) k(X ) and k∗(X ) have the same specialization orders as T and T ∗, respectively [9, Lemma 1.2(a)].
(b) KB(X ) agrees with X on T s -compact subspaces, (X, k(X ) ∨ k∗(X )) has the same compact subspaces as
(X,T ∨ T ∗), and KB(X ) is a k-bispace [9, Lemma 1.2(c)].
(c) If X  Y , then KB(X )  KB(Y); KB(X ) is the weakest k-bispace stronger than X .
(d) For any indexed collection {Xi : i ∈ I } of bitopological spaces,
(i) ∏KB(Xi )  KB(∏Xi ) and
(ii) KB(∏KB(Xi )) = KB(∏Xi ) [9, Lemma 1.2(f)].
(e) The category k-T2O of strongly T2 ordered k-spaces with continuous, order-preserving maps is isomorphic to the
category k-T2B of pairwise Hausdorff k-bispaces and pairwise continuous maps under the functor Bi(X,V,) =
(X,V,V) and Bi(f ) = f . Note that Bi−1(X,T ,T ∗) = (X, k(T ∨ T ∗),T ) [9, Theorem 2.3].
(f) If (X,T ,T ∗) is a pairwise T2 k-bispace with symmetrization topology T s = T ∨ T ∗, then the open sets of T are
precisely the s -open saturated sets and the open sets of T ∗ are precisely the s -open cosaturated sets. Closed sets
are characterized similarly.
Part (c) follows directly from the definition of KB(X ) and part (b); part (f) spells out the aspect of Theorem 2.3 in [9]
that is central to our proofs. To verify (f), note that
(X,T ,T ∗) = Bi(Bi−1(X,T ,T ∗))= Bi(X,k(T s),T
)= (X, (k(T s)), (k(T s))),
so that T ⊆ (T s) ⊆ (k(T s)) = T . Thus T = (T s) and, likewise, T ∗ = (T s).
Definition 1.9. A topological space (X,T ) is
(a) locally compact if every neighborhood of every x contains a compact neighborhood of x,
(b) skew compact if there is another topology T ∗ on X such that (X,T ,T ∗) is joincompact, and
(c) locally skew compact if (X,T ,T k) is a Hausdorff k-bispace and T ∨ T k is locally compact. (We will see in
Section 3 that (X,T ,T k) is necessarily pairwise Hausdorff as well.)
The following results (similar to [8], Theorems 3.1 and 3.4(d)) say that the second topology in a joincompact space
is determined by the first; in particular, if (X,T ) is skew compact, then T g is the unique second topology T ∗ for
which (X,T ,T ∗) is joincompact. We give proofs to show the flavor of the subject. Recall that in spaces without
classical Hausdorff separation, compact sets need not be closed, but closed subsets of compact sets are still compact.
Theorem 1.10. When (X,T ,T ∗) is pseudo-Hausdorff, compact saturated sets are ∗-closed, so that T g ⊆ T ∗. When
T s is compact, and T ∗ ⊇ T , then T ∗ ⊆ T g . If both occur (in particular, if (X,T ,T ∗) is joincompact) then
T ∗ = T g. Thus (X,T ) is skew compact if and only if (X,T ,T g) is a Hausdorff bispace and T ∨ T g is compact.
Proof. Let (X,T ,T ∗) be pseudo-Hausdorff, and K ⊆ X be compact saturated; we show X \K ∈ T ∗. If x /∈ K then
for each y ∈ K , y 
 x, so there are Ty ∈ T , Uy ∈ T ∗ which are disjoint and such that y ∈ Ty and x ∈ Uy . Thus
K ⊆⋃y∈K Ty ; since K is compact, there is a finite F ⊆ K such that K ⊆
⋃
y∈F Ty . Thus x ∈
⋂
y∈F Uy , which is∗
-open, and K ∩ (⋂y∈F Uy) ⊆ (
⋃
y∈F Ty)∩ (
⋂
y∈F Uy) = ∅, so x ∈
⋂
y∈F Uy ⊆ X \K .
Now assume that T s is compact. If C is ∗-closed, then it is closed in the compact, larger T s . Thus it is compact
in T s , as well as in the smaller T . Also, C is ∗-cosaturated, and since T ⊆ T ∗ , C is saturated, and so closed
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and 1.9(b). 
2. k-bispaces and the k-dual
The well-known deGroot dual causes difficulties for both topological spaces and groups when we try to generalize
the concept of “locally compact Hausdorff” to asymmetric spaces. In fact, for the usual Euclidean topology E on the
reals, the deGroot dual has, as its closed sets, the compact sets in E , as discussed in Example 1.2. Thus (R,E−1) =
(R,E) is not homeomorphic to (R,Eg), contrary to our desire that our result extend the Ellis theorems in the Hausdorff
case. Also, for X g = (R,E,Eg), closed unbounded sets are in k∗(X g) but not Eg , so X g is not a k-bispace. When we
use the larger k-dual, however, Ek is identical to E and (R,E,Ek) becomes a k-bispace. This property holds for every
locally compact Hausdorff space (Theorem 3.1).
Recall that for a topological space (X,T ), the k-dual is the topology T k for which C is closed iff C ∩K is closed
in T g restricted to K , for every set K compact in T gs (Definition 1.1).
Theorem 2.1. Let (X,T ) be a topological space.
(a) T k is the second topology in KB(X g) where X g = (X,T ,T g) and T g is the deGroot dual. (See Definition 1.5.)
That is, T k is k∗(X g).
(b) The specialization order of T k is the same as that of T g and opposite to that of T . That is, T k = T g = T .
(c) Every k-closed set is saturated.
(d) T w ⊆ T g ⊆ T k ⊆ T a .
Proof. (a) is immediate from the definitions of T k and KB(X ).
(b) follows from part (a) and Lemma 1.2 of [9] (see Note 1.8(a)).
(c) Every k-closed set is cosaturated with respect to its specialization order, T , and thus saturated with respect
to T .
(d) By part (a) and Theorem 1.7, T g ⊆ k∗(X g) = T k , and so the conclusion follows, because the weak and
Alexandroff duals are, respectively, the smallest and largest topologies with specialization order T . 
Lemma 2.2. For any topological space (X,T ), let X g = (X,T ,T g), X b = (X,T ,T b) and X k = (X,T ,T k), where
T b is any topology between T g and T k .
(a) KB(X k) = KB(X b) = KB(X g). In particular,
k(X k) = k(X b) = k(X g) and k∗(X k) = k∗(X b) = k∗(X g) = T k.
(b) T ∨ T g , T ∨ T b and T ∨ T k all have the same compact subsets.
(c) X k is a k-bispace iff k(X g) = T .
Proof. (a) Since T g ⊆ T k by Theorem 2.1(d) and T ⊆ k(X g) by Theorem 1.7,
X g X b X k  (X,k(X g),T k).
This last expression can also be written as KB(X g), by Theorem 2.1(a). Applying KB to each of these gives
KB(X g)  KB(X b)  KB(X k)  KB(KB(X g))
by Note 1.8(c). But KB(X g) is a k-bispace by Note 1.8(b), so that KB(KB(X g)) = KB(X g), and all four are equal.
(b) Here we again use that T ⊆ k(X g) and T k = k∗(X g), and write
T ∨ T g ⊆ T ∨ T b ⊆ T ∨ T k ⊆ k(X g)∨ T k = k(X g)∨ k∗(X g).
Since the first and last have the same compact subsets (see Note 1.8(b)), so do all four.
(c) is immediate from the definitions and part (a). 
When speaking of symmetrically closed (or open) sets, we must be careful to specify whether we mean T gs =
T ∨ T g or T ks = T ∨ T k . But because of Lemma 2.2(b), the phrase “s -compact” may refer unambiguously to sets
compact in either T ∨ T g or T ∨ T k .
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Proof. Since (X,T ,T ∗) is pH, T g ⊆ T ∗ (Theorem 1.10), so that
X g = (X,T ,T g)  (X,T ,T ∗).
Recall from Theorem 2.1(a) that
(X,T ,T g)  (X,k(X g),T k)= KB(X,T ,T g).
But KB(X,T ,T g)  (X,T ,T ∗), because KB(X,T ,T g) is the smallest k-bispace containing (X,T ,T g) (Note 1.8(c)).
This forces T k ⊆ T ∗ as well as k(X g) = T , which in turn implies that (X,T ,T k) is a k-bispace (Lemma 2.2(c)). 
Lemma 2.4. For any topological space (X,T ),
(a) for all A ⊆ X, (T |A)g ⊆ (T g)|A, and
(b) saturated sets closed in T ∨ T g are k-closed, while cosaturated sets open in T ∨ T g are k-open.
Proof. (a) Let C be a basic closed set in (T |A)g . Then C is compact saturated in (A,T |A), and so also compact in
(X,T ). Since ↑C is compact saturated in (X,T ), it is closed in (X,T g), and (↑C)∩A is closed in (A, (T g)|A). But
(↑C)∩A = C, and so C ∈ (T g)|A.
(b) Let C be a saturated set closed in T ∨ T g and let K be compact in T ∨ T g . Since the intersection of a closed
set with a compact set is always compact, C ∩ K is compact in T ∨ T g and so also compact in T . That is, C ∩ K
is compact saturated in T |K and closed in (T |K)g . It is closed in (T g)|K by part (a). Since K was arbitrary, C is
k-closed. That cosaturated sets open in T ∨ T g are k-open is then immediate, because a set is cosaturated if and only
if its complement is saturated. 
Theorem 2.5. For any bispace (X,T ,T ∗), T ∗ ⊆ T k if and only if  ⊆ ∗ and each set compact in T ∨ T g is also
compact in T ∨ T ∗.
Proof. (⇒) If T ∗ ⊆ T k , then  = T k ⊆ ∗ by Theorem 2.1(b). Any set K compact in T ∨ T g is compact in
T ∨ T k by Lemma 2.2(b) and thus compact in the weaker T ∨ T ∗.
(⇐) Let C be closed in T ∗. Then C is ∗-cosaturated, and, from  ⊆ ∗, it follows that C is saturated. Let K be
an arbitrary compact set in T ∨T g . By hypothesis, K is compact in T ∨T ∗, and, since C is closed in T ∨T ∗, C ∩K
is compact in T ∨T ∗ and so also compact in T . Since C ∩K is then compact saturated in T |K , it is closed in (T |K)g
and also in (T g)|K by Lemma 2.4(a). That is, C is k-closed. 
A characterization of the k-dual then follows immediately.
Corollary 2.6. For a topological space (X,T ), T k is the largest topology T ∗ such that ∗ = and each set compact
in T ∨ T g is also compact in T ∨ T ∗.
For the next theorem, note that the specialization order, π , of a product topology is the component-wise order.
Theorem 2.7. For any collection of spaces {(Xi,Ti ): i ∈ I },
(a) ∏(T gi ) ⊆ (
∏Ti )g ,
(b) ∏(T gsi ) ⊆ (
∏Ti )gs ,
(c) ∏(T ki ) ⊆ (
∏Ti )k , and
(d) ∏(T ksi ) ⊆ (
∏Ti )ks .
Whenever (Xi,Ti ,T gi ) is pseudo-Hausdorff for all i, set containment may be replaced with equality in (a) and (b).
Proof. (a) For each i ∈ I , let Ci be a basic closed set in T gi ; that is, Ci is compact saturated in Ti .
∏
Ci is compact
saturated in
∏Ti and thus contained in (
∏Ti )g ; it follows that
∏
(T g) ⊆ (∏Ti )g .i
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∏
(Ti ∨ T gi ) = (
∏Ti )∨ (∏(T gi )) ⊆ (
∏Ti )∨ ((∏Ti )g) = (∏Ti )gs .
(c) For all i ∈ I , let Xi = (Xi,Ti ,T gi ). Then
∏
KB(Xi )  KB(∏Xi ) by Lemma 1.2(f) of [9] (Note 1.8(d)), and it
follows from part (a), as well as Note 1.8(c) and Theorem 2.1(a) that
KB
(∏Xi
)= KB(∏Xi,∏Ti ,∏T gi
)
 KB(∏Xi,∏Ti , (∏Ti )g
)
= (∏Xi, k
(∏
Xi,
∏Ti ,
(∏Ti
)g)
,
(∏Ti
)k)
.
But
∏
KB(Xi ) = (∏Xi,∏k(Xi ),∏(T ki )), so that
∏
(T ki ) ⊆ (
∏Ti )k .
(d) is similar to (b).
If for all i ∈ I , (Xi,Ti ,T gi ) is pH, then the product space is also pH, so that (
∏Ti )g ⊆∏(T gi ) by Theorem 1.10,
and equality follows in (a) and (b). 
Theorem 2.8. Let (X,T ) be a topological space.
(a) If T g ⊆ T , then T ⊆ T k .
(b) T = T k ⇔ (X,T ,T ) is a k-bispace and T g ⊆ T
⇔ (X,T ,T k) is a k-bispace and T g ⊆ T .
Proof. (a) Since T g ⊆ T , T ⊆ T g = T , so that T = T . Note that T gs = T ∨ T g = T . Let C be T -closed.
Then C is cosaturated and, since T is symmetric, C is also saturated. But C is T gs -closed and so also T k-closed by
Lemma 2.4(b). Thus T ⊆ T k .
(b) Let X g = (X,T ,T g), X = (X,T ,T ) and X k = (X,T ,T k). Observe that whenever T g ⊆ T , then T ⊆ T k
by part (a), so that X g  X  X k . By Lemma 2.2(a), k∗(X ) = T k , and, since the two topologies of X are the same,
k(X ) = T k as well.
If T = T k , then clearly T g ⊆ T by Theorem 2.1(d) and so k(X ) and k∗(X ) are both T k by the observation above.
Then both also equal T so that KB(X ) =X , and (X,T ,T ) is a k-bispace.
If (X,T ,T ) is a k-bispace with T g ⊆ T , then k(X ) = T , and, by the observation above, k(X ) = T k . Thus,
T = T k and, by substitution, (X,T ,T k) is a k-bispace.
Finally, if (X,T ,T k) is a k-bispace with T g ⊆ T , then, since X X k , KB(X ) X k (Note 1.8(c)). It follows that
T ⊆ k(X ) ⊆ T and thus k(X ) = T . But again by the observation above, k(X ) = T k , so that T k = T . 
Corollary 2.9. A topological space (X,T ) is a Hausdorff k-space if and only if it is T1 and (X,T ,T k) is a Hausdorff
k-bispace. In either event, T k = T .
Proof. If (X,T ) is a Hausdorff k-space, it is clearly T1. Further, (X,T ,T ) is a k-bispace and compact sets are closed
so that T g ⊆ T . By Theorem 2.8(b), (X,T ,T k) is a Hausdorff k-bispace. That T k = T then also follows from
Theorem 2.8(b).
Conversely, assume (X,T ) is T1 and (X,T ,T k) is a Hausdorff k-bispace. Let T ks = T ∨ T k . Since T and T k
have opposite specialization orders, (X,T ,T k) is a pairwise Hausdorff k-bispace and it follows from Note 1.8(f) that
the open sets of T are precisely the saturated sets open in T ks . But, since T is T1, the specialization order is equality
and all sets are saturated, so that T = T ks , which is Hausdorff (Note 1.4(c)). Thus (X,T ) satisfies T g ⊆ T and so
(X,T ,T ) is a k-bispace by Theorem 2.8(b). That is, (X,T ) is a Hausdorff k-space (Definition 1.5). 
3. Locally skew compact spaces and products which are k-bispaces
In order to apply the classical Ellis theorem to an asymmetric space (X,T ), we would like an appropriate sym-
metrization topology to be locally compact under reasonable conditions on (X,T ). But the deGroot symmetrization,
(X,T ∨T g), need not be locally compact, even if T and T g are both locally compact; nor does the local compactness
of (X,T ∨ T k) follow from that of (X,T ) and (X,T k). For example, if A is the upper Alexandroff topology on the
reals (see Example 4.7), then Ak =Ag =W(), and the symmetrization with respect to either dual is the Sorgenfrey
line generated by intervals of form [a, b). Thus the space and both duals are locally compact, while the symmetrization
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restricted to the rationals.
For this reason, we use an alternative version of local compactness in our asymmetric Ellis theorem and we call
a topological space (X,T ) locally skew compact (Definition 1.9) if (X,T ,T k) is a Hausdorff k-bispace with locally
compact symmetrization. Since T k = T , it follows from Note 1.4(d) that (X,T ,T k) is also pairwise Hausdorff.
The definition parallels the characterization of a skew compact space (Theorem 1.10) as one for which (X,T ,T g) is
a Hausdorff bispace with compact symmetrization. While local skew compactness might appear overly restrictive, it
is actually satisfied by all locally compact Hausdorff spaces, as well as by many “well-behaved” non-Hausdorff ones,
and in this sense is a natural generalization of local compactness for Hausdorff spaces.
Theorem 3.1.
(a) A topological space (X,T ) is locally compact Hausdorff if and only if it is T1 and locally skew compact. In either
event, T k = T .
(b) Every skew compact space (X,T ) is locally skew compact with T k = T g .
Proof. Since locally compact Hausdorff spaces are k-spaces, (a) follows readily from Corollary 2.9 and the definition
of locally skew compact.
(b) If (X,T ) is skew compact, then X g = (X,T ,T g) is a Hausdorff bispace, while T ∨ T g is compact Haus-
dorff (Theorem 1.10) and thus locally compact as well. Since KB(X g) agrees with X g on gs -compact subspaces
(Note 1.8(b)), KB(X g) = X g , and X g is a k-bispace. Further, T k = k∗(X g) = T g , so that (X,T ,T k) is a Hausdorff
k-bispace with T ∨ T k locally compact. 
Theorem 3.2. Let X = (X,T ,T ∗) be a bispace whose symmetrization, T s = T ∨ T ∗, is locally compact.
(a) If every s -open set has T -open saturation, then (X,T ) is locally compact and k(X ) = T .
(b) If every s -open set has ∗-open ∗-saturation, then (X,T ∗) is locally compact and k∗(X ) = T ∗.
(c) If every s -open set has T -open saturation and ∗-open ∗-saturation, then T and T ∗ are both locally compact and
(X,T ,T ∗) is a k-bispace.
If the topologies of X have opposite specialization orders, we may replace “ ∗-saturation” with “cosaturation” in
parts (b) and (c).
Proof. (a) Assume that every s -open set has T -open saturation, and let t ∈ T ∈ T . Then T is an s -open upper set.
Since T s is locally compact, there is an s -open A and an s -compact B such that t ∈ A ⊆ B ⊆ T . Then B is compact in
the weaker T and so also is ↑B . ↑A is T -open and t ∈↑A ⊆↑B ⊆ T . That is, T contains a T -compact neighborhood
of t , and (X,T ) is locally compact.
To show that k(X ) = T , let w ∈ W ∈ k(X ). Note that W is an upper set. There is an s -compact set K and an s -open
set U with w ∈ U ⊆ K . W ∩ K ∈ T |K , because W ∈ k(X ). W ∩ K = T ∩ K for some T ∈ T . Then T ∈ T s , so that
T ∩U ∈ T s . Let Nw =↑(T ∩U), which, by our assumption, is a T -neighborhood of w.
Nw =↑(T ∩U) ⊆↑(T ∩K) =↑(W ∩K) ⊆↑W = W.
Thus W is open in T , and so we have k(X ) = T .
(b) follows in like manner and then (c) is immediate. 
Corollary 3.3. Let (X,T ) be a locally skew compact topological space. If saturations of sets open in T ks are ks -open,
then (X,T ) is locally compact. If cosaturations of sets open in T ks are ks -open, then (X,T k) is locally compact.
Proof. In a pairwise Hausdorff k-bispace, when saturations of s -open sets are s -open, they are T -open as well, and
similarly for cosaturations. (These both arise from the categorical representation discussed in Note 1.8, especially (e)
and (f).) The conclusions are then immediate from Theorem 3.2. 
All skew compact spaces are both locally skew compact (Theorem 3.1) and locally compact (see [8], Theorem 4.6).
But is every locally skew compact space locally compact? Although the answer is yes when saturations of ks -open
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ks
-open.
Example 3.4. Consider the unit circle C with its usual topology V inherited from R2, and the partial order given
by (x, y)  (x′, y′) if y  y′ and both points are on the same side of the circle (formally, xx′  0). This is a
(strongly T2) compact ordered space, so by results in [8,9,12] (see Note 1.8), (C,V,V) is a pairwise T2 k-bispace
and, since V ∨V = V , (C,V) is skew compact (Definition 1.9). Except for the interval ((0,−1), (0,1)), whenever
(a, b) ≺ (a′, b′), the “open interval” ((a, b), (a′, b′)) = {(x, y): (a, b) ≺ (x, y) ≺ (a′, b′)} is open in V , while ↑(a, b)
is the “half-open interval” ((a, b), (0,1)], which is open in neither V nor V .
Lemma 3.5. Let I be a finite index set and, for all i ∈ I , let Xi = (Xi,Ti ,T ∗i ) be a bispace with locally compact
symmetrization. Let
∏Xi = (∏Xi,∏Ti ,∏T ∗i ). Then (
∏Ti )s is locally compact. Further:
(a) If for all i ∈ I , U ∈ T si ⇒↑U ∈ Ti , then W ∈ (
∏Ti )s ⇒↑W ∈∏Ti , and k(∏Xi ) =∏Ti .
(b) If for each i ∈ I , U ∈ T si ⇒↑∗U ∈ T ∗i , then W ∈ (
∏Ti )s ⇒↑∗W ∈∏T ∗i , and k∗(
∏Xi ) =∏T ∗i .
(c) If for all i ∈ I , U ∈ T si ⇒↑U ∈ Ti and ↑∗U ∈ T ∗i , then W ∈ (
∏Ti )s ⇒↑W ∈∏Ti and ↑∗W ∈∏T ∗i , and
∏Xi
is a k-bispace.
If for all i ∈ I , T ∗i =Ti , we may replace ↑∗ with ↓ in parts (b) and (c).
Proof. (
∏Ti )s is locally compact, because
(∏Ti
)s = (∏Ti
)∨ (∏T ∗i
)=∏(Ti ∨ T ∗i
)=∏(T si
)
and finite products of locally compact spaces are locally compact.
(a) Assume U ∈ T si ⇒↑U ∈ Ti , ∀i. Let W ∈ (
∏Ti )s =∏(T si ) and let y ∈↑W . x  y for some x ∈ W . For each
i ∈ I , there is a set Ui ∈ T si such that x ∈
∏
Ui ⊆ W . By our assumption, ↑Ui ∈ Ti , and, since yi  xi ∈ Ui , yi ∈↑Ui .
Let Ny =∏(↑Ui), which is a neighborhood of y open in ∏Ti . Since
Ny =∏(↑Ui) =↑
(∏
Ui
)⊆↑W,
↑W is open in ∏Ti . It follows from Theorem 3.2(a) that k(∏Xi ) =∏Ti .
(b) follows in like manner from Theorem 3.2(b), and (c) follows from (a) and (b). For the final sentence, note that,
if each Xi has topologies with opposite specialization orders, so also does
∏Xi . 
Theorem 3.6. If {(Xi,Ti ,T ∗i ): i ∈ I } is a finite collection of T2 k-bispaces with locally compact symmetrization such
that saturations and cosaturations of s -open sets are s -open, then (∏Xi,
∏Ti ,
∏T ∗i ) is also a T2 k-bispace with
locally compact symmetrization in which saturations and cosaturations of s -open sets are s -open.
Proof. Let {(Xi,Ti ,T ∗i ): i ∈ I } be such a collection and note that Ti and T ∗i have opposite specialization orders for
all i. Let i ∈ I be arbitrary and let G ∈ T si . Since ↑G ∈ T si by hypothesis and (Xi,Ti ,T ∗i ) is a k-bispace, ↑G is
open in Ti (Note 1.8(f)), and, in like manner, ↓G is open in T ∗i . Then {(Xi,Ti ,T ∗i ): i ∈ I } satisfies the hypotheses of
Lemma 3.5(c), and the conclusion follows. 
Corollary 3.7. The class of locally skew compact spaces for which saturations and cosaturations of T ks -open sets
are T ks -open is closed under the formation of finite products.
Proof. When (Xi,Ti ) is locally skew compact ∀i ∈ I , then {(Xi,Ti ,T ki ): i ∈ I } satisfies the hypotheses of Theo-
rem 3.6, and the conclusion is immediate. 
4. Ellis’ theorem
Continuous functions preserve the order of specialization and, whenever f : (X,T ) → (Y,U) is a homeomorphism,
it follows that a T b ⇔ f (a) U f (b). For a semitopological group, all translations are homeomorphisms and so
the specialization order is preserved by multiplication on the right and on the left.
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itself, but inversion is always a homeomorphism between (X,T ) and (X,T −1). When (X, ·,T ) is a semitopological
group,
a T −1 b ⇔ a−1 T b−1 ⇔ ba−1a T bb−1a ⇔ bT a ⇔ a T b,
so that T −1 =T . That is, the group dual, T −1, has specialization order opposite to that of T and the same as that
of the deGroot dual and the k-dual.
Our next theorem observes that the deGroot dual of any paratopological group is contained in its group dual.
Theorem 4.1. Let (X, ·,T ) be a paratopological group.
(a) (X,T ,T −1) is pairwise pseudo-Hausdorff.
(b) T g ⊆ T −1, and so inversion is continuous from (X,T ) to (X,T g).
Proof. (a) Though it is well known that (X,T ,T −1) is pairwise completely regular (defined in [8]) and thus pairwise
pH , we give a direct proof of the latter: Suppose x /∈ cl{y}, x, y ∈ X. Then for some T ∈ T , ex = x ∈ T and y /∈ T .
By the continuity of ·, for some U,V ∈ T , e ∈ U , x ∈ V , and UV ⊆ T . But then y = ey ∈ U−1y. Since translations
are homeomorphisms, y−1U ∈ T and so U−1y = (y−1U)−1 is T −1-open. V ∩ U−1y = ∅, since if z ∈ V ∩ U−1y
then for some u ∈ U, z = u−1y ∈ V , so y = uu−1y ∈ UV ⊆ T , a contradiction. This shows that (X,T ,T −1) is pH,
but, since the specialization orders of these two topologies are inverse to each other, it is pairwise pH by Note 1.4(d).
(b) follows from (a), by Theorem 1.10. 
Lemma 4.2. Let (X, ·,T ) and (X, ·,T ∗) be semitopological groups with T s = T ∨ T ∗.
(a) (X, ·,T s) is a semitopological group.
(b) Whenever U is s -open, so also is its T -saturation, ↑U , and its T ∗-saturation, ↑∗U . When T ∗ =T , we may
replace “T ∗-saturation” and ↑∗ with “cosaturation” and ↓.
Proof. (a) This follows because translations are pairwise continuous on (X,T ,T ∗) and so also continuous on (X,T s)
(Note 1.4(f)).
(b) For U ∈ T s , ↑U = (↑{e})U =⋃{vU : eT v}, which is a union of s -open sets and thus s -open. In like manner,
so also is ↑∗U . 
Now we are ready for our bitopological Ellis theorem.
Theorem 4.3. Let (X,T ,T ∗) be a pairwise Hausdorff k-bispace with locally compact symmetrization. If (X, ·,T )
and (X, ·,T ∗) are both semitopological groups, then they are both paratopological groups and T ∗ = T −1, so that
inversion is a homeomorphism between (X,T ) and (X,T ∗).
Proof. Since (X,T ,T ∗) is pairwise Hausdorff, T ∗ =T and T s is a Hausdorff topological space, where T s =
T ∨ T ∗. Since (X, ·,T ) and (X, ·,T ∗) are semitopological groups, so also is (X, ·,T s) by Lemma 4.2(a). Therefore,
by the classical Ellis theorem, (X, ·,T s) is a topological group. Multiplication, m, is continuous as a function from
(X ×X,T s × T s) to (X,T s), and inversion is continuous from (X,T s) to (X,T s).
To show that m is also continuous with respect to T × T , we use the equivalence between T -open sets and s -open
saturated sets in pairwise Hausdorff k-bispaces (Note 1.8(f)). By Lemma 4.2(b), whenever U is s -open, ↑U and ↓U are
s
-open as well. Since T ∨T ∗ is locally compact, it follows from Theorem 3.6 that X ×X = (X×X,T ×T ,T ∗×T ∗)
is a k-bispace.
It is straightforward to verify that m preserves the specialization order, π , of the product topology T × T , so that
inverse images of saturated sets are saturated. Now, let U ∈ T . Then U is s -open and saturated, so that m−1(U) is open
in T s × T s = (T ∨ T ∗)× (T ∨ T ∗) = (T × T )∨ (T ∗ × T ∗). Furthermore, m−1(U) is saturated with respect to π ,
and thus open in T × T . That is, m is continuous from (X ×X,T × T ) to (X,T ), and (X, ·,T ) is a paratopological
group. By a parallel argument, (X, ·,T ∗) is also a paratopological group.
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saturated sets and that of ∗-open sets as s -open cosaturated sets. H is ∗-open ⇔ H is cosaturated and s -open ⇔
H−1 is saturated and s -open ⇔ H−1 is T -open ⇔ H is open in T −1. Thus T ∗ = T −1. It follows that inversion is a
homeomorphism between (X,T ) and (X,T ∗). 
Theorem 4.4. If f : (X,T ) → (Y,U) is a homeomorphism, so also are
(a) f : (X,T g) → (Y,Ug),
(b) f : (X,T ∨ T g) → (Y,U ∨ Ug),
(c) f : (X,T k) → (Y,Uk), and
(d) f : (X,T ∨ T k) → (Y,U ∨ Uk).
Proof. Assume f : (X,T ) → (Y,U) is a homeomorphism. Note that (b) and (d) follow immediately from (a) and (c),
respectively. (See Note 1.4(f).)
(a) Let D be a basic closed set in Ug ; that is, D is compact saturated in U . Then f is order-preserving, so that
f−1(D) is saturated, and f−1 is continuous, so that f−1(D) is compact in T and thus closed in T g . Therefore,
f : (X,T g) → (Y,Ug) is continuous, and, similarly, so is its inverse.
(c) Let D be closed in Uk and K be compact in T ∨ T g . Since f (K) is compact in U ∨ Ug by (b), D ∩ f (K) is
closed in Ug|f (K) by the definition of Uk . Thus D ∩ f (K) = B ∩ f (K) where B is closed in T g . Then f−1(B) is
closed in T g by (a). Since f is injective, f−1(D)∩K = f−1(D ∩ f (K)) = f−1(B ∩ f (K)) = f−1(B)∩K , which
is closed in T g|K . That is, f−1(D) is closed in T k . Thus f : (X,T k) → (Y,Uk) is continuous, and, in like manner,
its inverse is continuous as well. 
Corollary 4.5. If (X, ·) is a group and T is a topology on X such that all translations are continuous with respect
to T , then all translations are continuous with respect to T g , T ∨ T g , T k , and T ∨ T k as well.
Here is our asymmetric Ellis theorem.
Theorem 4.6. If (X, ·,T ) is a locally skew compact semitopological group, then (X, ·,T ) and (X, ·,T k) are both
paratopological groups, and T k = T −1, so that inversion is a homeomorphism between (X,T ) and (X,T k).
Proof. Since (X,T ) is locally skew compact, (X,T ,T k) is, by definition, a Hausdorff k-bispace with T ∨ T k lo-
cally compact. Since translations are continuous in (X,T ), they are continuous in (X,T k) by Corollary 4.5, and so
(X, ·,T k) is a semitopological group as well. The conclusions then follow from Theorem 4.3. 
In view of this last result, it is reasonable to ask whether the topology T ∗ of our bitopological Ellis theorem must,
in fact, always be T k . It follows from Theorem 2.3 that T k ⊆ T ∗ and (X,T ,T k) is a k-bispace. If, in addition to the
hypotheses of Theorem 4.3, we knew that (X,T ,T k) were pseudo-Hausdorff with locally compact symmetrization, it
would follow from Theorem 4.6 that T k = T −1 = T ∗. But this need not be the case. The following example satisfies
the hypotheses of Theorem 4.3, but the k-symmetrization of the first topology is not locally compact and the second
topology properly contains the k-dual of the first.
Example 4.7. Let X = (R,A,A∗), where A = A() is the upper Alexandroff topology on the reals with open
sets generated by the rays [a,+∞), and A∗ is the lower Alexandroff topology, A(). Since A and A∗ are the
largest topologies with specialization orders  and , respectively, A ⊆ k(X ) ⊆ A and A∗ ⊆ k∗(X ) ⊆ A∗, so that
A= k(X ) and A∗ = k∗(X ). That is, X = KB(X ), and X is a k-bispace. Clearly, X is pairwise Hausdorff, (R,+,A)
and (R,+,A∗) are semitopological groups, and A ∨A∗ is the discrete topology, which is locally compact. Thus X
satisfies the hypotheses of Theorem 4.3.
The compact saturated sets of (R,A) are the upper “closed” rays, [a,+∞), and so the deGroot dual is the lower
topology, L, generated by lower “open” rays. That is, Ag = L =W(). The deGroot symmetrization, A ∨Ag , is
the Sorgenfrey topology, S , generated by intervals of form [a, b). It is well-known that a set is compact in S if it is
compact in the usual Euclidean topology and has no properly increasing sequences. As a result (R,S) is not locally
compact, because no neighborhood can be compact.
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= R and C 
= ∅. Since C is
saturated, it is of form [b,+∞) or (b,+∞). We next contradict that (b,+∞) is k-closed to show that the latter case
is impossible. Consider the s -compact set K = {b} ∪ {b+ 1
n
: n ∈ N}. If (b,+∞)∩K is closed in T g|K then it equals
[d,+∞) ∩ K for some d ∈ R. It follows that b < d , for if d  b, then b ∈ [d,+∞) ∩ K = (b,+∞) ∩ K , which is
impossible. So for some m ∈ N, b + 1
m
< d . Then b + 1
m
/∈ [d,+∞), but b + 1
m
∈ (b,+∞)∩K = [d,+∞)∩K , our
contradiction. This shows that Ak ⊆ L, and, since containment in the other direction is immediate, Ak = L.
Since Ak = L, Ak is properly contained in A∗.
To further illustrate Theorems 4.3 and 4.6, our final example uses a nonlinear partial order on the reals to generate
topologies which make the multiplicative group into a semitopological group. Further, unlike the upper topology
generated by the standard order on the reals, these topologies have k-duals which differ from their deGroot duals.
Example 4.8. Let X = R \ {0} and consider the order formed by bending the real line into two parallel arcs with a
missing 0 at the bottom and a missing ∞ at the top. That is, the positive reals, P , are ordered as usual, the negative
reals, N , are ordered in reverse, and numbers with opposite signs are not comparable. More precisely, a  b if a and b
have the same sign and |a| |b|. This order is preserved by multiplication. (Of course, we can identify X in a natural
way, both group-theoretically and order-theoretically, with the product R+ × Z2, where R+ = ((0,∞), ·,) and Z2
has the discrete order, but the first representation is more convenient here.)
We consider three topologies on X which have this particular  as a specialization order: W =W() (the small-
est), U = U() (the topology generated by the upper open rays) and A=A() (the largest). Let p and n stand for
arbitrary elements in P and N , respectively. Since its closed sets are generated by the lower closed rays, (0, n] and
(0,p], the open sets ofW are of form N∪(p,∞), (n,∞)∪P , and (n,∞)∪(p,∞). (The sets of form (n,∞)∪(p,∞)
constitute a base.) It is not possible, however, to obtain rays of form (n,∞) or (p,∞) by union or finite intersection
of such sets. Thus W is properly contained in U , and the three topologies are distinct. The topologies W∗ =W(),
L= U() and A∗ =A() are defined dually, have specialization order , and are also all distinct. (X, ·) becomes a
semitopological group under any of these six topologies.
For each of the three topologies, W , U and A, the compact saturated sets are those of form [n,∞), [p,∞) and
[n,∞)∪ [p,∞). So the deGroot dual is just W() =W∗. That is, Ag = Ug =Wg =W∗.
W ∨W∗ and U ∨ L both give the interval topology I generated by {(a, b): a, b ∈ X and a < b}, and it follows
that W and U both have I as their deGroot-symmetrization. I is the same as the usual Euclidean topology on R, but
restricted to X, and (X,I) is also homeomorphic to the disjoint union of two copies of R with the usual topology. Thus
a set K is compact in I if and only if its intersection with each copy is closed and bounded. In particular, intervals of
form [a, b] are compact.
Claim. Uk = L.
Proof. Since U ∨ Ug = U ∨ L, sets compact in U ∨ Ug are compact in U ∨ L, and so L⊆ Uk by Theorem 2.5. For
containment the other way, let G ∈ Uk . To show that G has no maximal element, suppose, to the contrary, that G has
such an element b (that is, ∀y ∈ G, b y ⇒ b = y) and let K = [b,2b]. Since b < 2b in this order, G∩K = {b}. As
noted above, K is compact in I = Ugs . By definition of Uk, G∩K is open in Ug|K , so that G∩K = H ∩K , where
H ∈ Ug =W∗. For some n ∈ N and p ∈ P , b ∈ (0, n) ∪ (0,p) ⊆ H . Without loss of generality, assume b ∈ (0,p),
let c = min{p,2b} and let T = (0, n) ∪ (0, c). Then b < c  p and b ∈ T ⊆ H . Therefore, {b} = G ∩ K = H ∩ K ⊇
T ∩K = ((0, n)∪ (0, c))∩[b,2b] = ((0, n)∩[b,2b])∪ ((0, c)∩[b,2b]) = ∅∪[b, c) = [b, c), which is a contradiction,
since [b, c) 
= {b}. Thus G has no maximal element.
Now, for each x ∈ G there is a y ∈ G with x < y. x ∈ (0, y) ∈ L and (0, y) ⊆↓{y} ⊆ G, because G is a down-set.
G ∈ L and so Uk ⊆ L. 
Since W and U have the same deGroot dual and the same g-symmetrization, they have the same k-dual as well,
and so the k-dual of W is also L. The g-symmetrization of (X,A) is generated by the intervals of form [a, b) and so
is a variation on the Sorgenfrey topology. By an argument similar to that for Uk ⊆ L in the Claim above, but with K
chosen as {b} ∪ {(1 + 1
n
)b: n ∈ N}, we can show Ak ⊆ L. Since U ⊆A and Ug =Ag , it follows from Note 1.8(c) that
Uk ⊆Ak and so L⊆Ak . In summary, Wk = Uk =Ak = L.
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not, because it is not a k-bispace. The conclusions of 4.3, however, still hold for (X,W,W∗) in that (X, ·,W) and
(X, ·,W∗) are paratopological groups and W∗ = W−1. Of (X,W), (X,U) and (X,A), only (X,U) satisfies the
conditions of the asymmetric Theorem 4.6, and it is also the only one for which T −1 = T k .
5. Open questions
Question 5.1. What can be said about iterated k-duals? Kovar [10] has shown that iterations of the deGroot dual
produce at most four distinct topologies. Does the k-dual have similar properties?
Question 5.2. Is there a more direct characterization of the k-dual than that given by Corollary 2.6?
Question 5.3. What are some useful characterizations of locally skew compact?
Question 5.4. Are there alternatives to the k-dual and locally skew compact that yield other asymmetric generaliza-
tions of the Ellis theorems?
Question 5.5. As a result of Corollary 3.7, the product of two locally skew compact semitopological groups is locally
skew compact. This was useful in our study of semitopological groups, and so we wonder whether it holds for all
locally skew compact topological spaces. By way of comparison, this is well known to hold for locally compact
Hausdorff topological spaces, and to fail for Hausdorff topological k-spaces.
Question 5.6. Is every locally skew compact space locally compact? (See Example 3.4.) If not, what are necessary
and sufficient conditions for a locally skew compact space to be locally compact?
Question 5.7. If locally skew compact spaces are locally compact, then, for every locally skew compact space (X,T ),
(X,T ,T k) is pairwise completely regular and so pairwise regular. If not, then these are also open questions. (For the
bitopological versions of regularity and complete regularity, see [8].)
Question 5.8. Given a topology T on a group (X, ·), what would be necessary and sufficient conditions for T k = T −1,
T k ⊆ T −1, and T −1 ⊆ T k? For (R,+,S), where S is the Sorgenfrey line generated by all intervals of form [a, b),
Sk 
⊆ S−1. For (R,+,A), where A is the Alexandroff topology, A−1 
⊆ Ak . (See Example 4.7.)
Question 5.9. Is it possible to prove our asymmetric Ellis theorem directly, within the context of asymmetric topology,
without using Ellis’ original theorem itself? If so, then we would have the classical Ellis theorem as a corollary,
because, if (X, ·,T ) is a locally compact Hausdorff semi-topological group, then (X,T ) is locally skew compact with
T k = T (Theorem 3.1), so that (X, ·,T ) is a paratopological group and T −1 = T k by Theorem 4.6. Thus T −1 = T
and (X, ·,T ) is a topological group.
Question 5.10. Could our techniques be used to generalize the classic Ellis theorem on group actions in [5]?
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