Abstract-In this paper, we consider a novel low-complexity image processing-based approach to the detection of neonatal clonic seizures. Our approach is based on the extraction, from a video recording of a newborn, of an average luminosity signal representative of the body movements. Since clonic seizures are characterized by periodic movements of parts of the body (e.g., the limbs), by evaluating the periodicity of the extracted average luminosity signal it is possible to estimate the presence of a seizure. The periodicity is detected, through a hybrid autocorrelation-Yin estimation technique, on a per-window basis, where a window is constituted by a sequence of consecutive video frames. While we first consider single windows, we extend our approach to a scenario with interlaced windows. The performance of the proposed algorithm is investigated, in terms of sensitivity and specificity, considering video recordings of newborns affected by neonatal seizures. Our results show that the use of interlaced windows guarantees both sensitivity and specificity values above 90%.
I. INTRODUCTION
Seizures are defined as a paroxystic alteration of neurological, behavioural and/or autonomic functions [1] . Often seizures in the newborns represent a symptom of a number of pathological conditions with neurological involvement [1] . Conventionally, neonatal seizures are age-dependent phenomena with onset within the 28th day of life in newborns at term and within the 44th week of conceptional age in preterm infants. The incidence of seizures varies according to the different studies considered. Typically, it goes from 0.2% to 1.4%. It is around 0.8% in a non-selected series of newborns and around 25% in the newborns under 1500 grams of weight at birth [2] . Hypoxic-ischaemic encephalopathy and intracranial haemorrhage represent the major etiologies of neonatal seizures in many series of patients. The classification of neonatal seizures has been based on their clinical presentation. Nonetheless, in the last decades it seems more important to delineate their main aspects in terms of electroencephalographic ictal patterns, to be sure whether they are epileptic or non-epileptic in nature [3] . Volpe divided neonatal seizures in four main categories [1] : clonic, tonic, myoclonic, and subtle. This classification is exclusively based on clinical monitoring and can cause a bias due to nonepileptic phenomena, such as brainstem release phenomena. It seems then difficult to define the epileptic or non-epileptic nature of the events. This is the reason why the International League Against Epilepsy (ILAE) [4] , Commission on Pediatrics-subcommission on classification and terminology of pediatric epilepsy, has proposed another classification based on clinical definition together with a specification regarding ElectroEncephaloGram (EEG)-correlated modifications. According to this EEG-based classification, one can have: electro-clinical, electrical and clinical seizures [3] . Whilst the importance of diagnosing early the presence of neonatal seizures is clear, there is no actual way to get early acquisition or detection of such behaviors, nor currently available instruments to predict them. The only one is the EEG, which is time consuming and needs well-trained doctors to be correctly interpreted [5] . In order to support doctors in diagnosing the presence of seizures, the use of signal processing techniques has attracted a significant attention in the research community. In [6] , signal processing has been first considered to perform automatic detection of seizures by analyzing EEG signals to search for specific irregularities.
A very appealing alternative to automatically detect the presence of seizures consists in acquiring, through a video camera, the movements of the newborn's body and, then, processing the video signal. In this case, the goal of an effective image processing algorithm can be the detection of "unusual" movements of the newborn. The acquisition of the motion strength (through sophisticated image processing) has been proposed as expedient to detect the presence of seizures of epileptic origins [7] . Following this approach, improved image processing techniques to extract the motion strength signal have also been proposed [8] . The latter techniques are quantitative and the motion strength signal is directly compared to EEG signals to verify the presence of significant motion activity in correspondence to the presence of unusual brain activity indicated by the EEG signals.
In this paper, we propose an innovative low complexity image processing-based approach to the detection of clonic neonatal seizures characterized by periodic movements of parts of the infant's body. The main idea of our approach consists in extracting an average differential luminosity signal from the acquired video. The average is carried out over all pixels of the difference between consecutive frames: periodic body movements lead to periodic average luminosity in the sequence of differential frames. The proposed algorithm has a low complexity and leads naturally to the implementation of low-cost camera-based diagnosis systems for neonatal medical personnel. In fact, it may be helpful to implement an inexpensive motion monitoring device to automatically detect the development and the changes in the newborn motion behavior in order to alert nurses and to promptly lead to a correct pharmacological therapy. The performance of the proposed image processing-based automatic detection system, investigated in terms of specificity and sensitivity, appears to be very promising.
II. A LOW-COMPLEXITY ALGORITHM FOR REAL-TIME CLONIC SEIZURE DETECTION
Neonatal seizures are primarily characterized by the purposeless movements of one or more parts of the body. Because of their high movement capability, limbs and head are the infant body parts mostly affected by seizure-induced motion. As seen in the previous section, any type of seizure can be characterized by typical movements. Therefore, in order to extract a video-based automatic diagnosis, the detection system should focus mainly on the movements of the body parts which are mostly affected by seizures and automatically recognize the presence of the pathology. In particular, the detection system should distinguish a pathological movement from a random one. As anticipated in Section I, we focus on clonic neonatal seizures. Extensions of the proposed approach to other types of neonatal seizures will be the subject of future contributions.
A. Luminosity Motion Signal Extraction
Motion detection in a scene is an important area of interest in computer vision. More precisely, motion is considered as a relative displacement between the video acquisition system and the moving part of the scene. We will consider a generic video signal constituted by a sequence of frames sampled with a period T , where a frame at time 1 i is a matrix of M × N pixels, denoted as F (x, y, i), where (x, y) is the position of a generic pixel in the matrix. In the rest of the paper, for simplicity we define the sequence X[i] as follows:
In other words, {X[i]} is a sequence of M × N matrices. At each epoch, a matrix entry represents the luminosity of a specific pixel. In (1), the pixel luminosity of a colored frame is originally represented with RGB (Red, Green, Blue) values [9] . In a gray scale, the luminosity is defined as an integer in the interval {0, 1, . . . , 255}: the lowest value (i.e., 0) corresponds to black and the highest value (i.e., 255) corresponds to white. The conversion from RGB to gray scale is necessary to suppress the imperfections due to the contrast between colors. We define as 
The average coefficients are chosen considering how single colors are perceived by the human eye [10] . As an illustrative example of a gray scale frame sequence, a few video frames of a newborn, affected by clonical seizure and moving his legs, are shown in Fig. 1(a) .
The gray scale frames {Y [i]} are properly filtered so that the output sequence of frames is representative of the moving parts of the infant body. In this work, we use a difference method: an output frame is given by the difference of two consecutive frames. The output frames sequence, denoted as Z[i] is thus given by
The resulting output video, shown in Fig. 1(b) , is still a gray scale video in which the movement parts are highlighted. As one can see, each pixel of Z[i] has a brightness value that varies in a gray scale. In the case of a long monitoring time, motion detection over all M ×N pixels would generate a huge quantity of data to process. In order to limit the complexity, we move from a large scale of 256 possible values of brightness for a pixel to a binary (2 values) scale. To this end, it is very important to choose the threshold value above which the brightness of a pixel will be mapped into a "1." An appropriate choice of the threshold minimizes the error in the conversion. A proper threshold selection contributes also to eliminate other spurious readings that occur even in the absence of movement. The resulting sequence after binary scale conversion is shown in Fig. 1(c) .
After conversion to the binary scale, there may still be many pixels which are highlighted (converted into "1") in the binary scale even if they do not correspond to body parts in movement. Therefore, they act as noise for the detection of the movements. In order to reduce the remaining noise, we use a method known as erosion [10] . More precisely, we consider a square matrix of m × m pixels, called the nucleus, where m = 2k+1 (with k > 0) and m M, N . The erosion process is such that the nucleus moves around the frame: for each position, it returns (at its central pixel) the minimum value of all points covered by the nucleus. The frame sequence, after erosion, is shown in Fig. 1(d) . It can be observed that some noisy pixels still exist but they are isolated and tend to be negligible with respect to the larger (and brighter) image areas relative to the moving parts. We can adjust the degree of erosion by choosing the value of m or the number of times the frame is processed. Obviously, erosion leads to the loss of part of the signal.
Eventually, the average luminosity motion signal (denoted as L[i]) of all M × N pixels forming the final frame (after erosion) can be calculated as
where
y is the luminosity signal after erosion. We remark that the complexity of the proposed imageprocessing technique for the extraction of the luminosity motion signal is very low, with respect to more sophisticated filtering techniques proposed in the literature (e.g., in [7] , [8] ).
B. Periodicity Detection of Luminosity Motion Signal
The key idea of the proposed approach to neonatal seizure detection resides on the observation that, in the presence of clonic seizures, the characteristic periodicity of body movements will appear in the average luminosity signal L[i] in (2) . Therefore, the problem of clonic seizure detection reduces to the detection of the presence of periodicity in the signal
There are various algorithms for determining the periodicity of signals. They typically depend on the type of signal of interest. Some of the most commonly used algorithms are those based on the Zero-Crossing rate [11] . We now derive a hybrid approach based on the use of two well-known algorithms: autocorrelation [12] and Yin estimator [13] . In the remainder of this subsection, we propose a novel method which exploits both techniques.
We preliminarily observe that analysis of the average luminosity signal L[i] will be carried out on a window basis, i.e., considering a sequence of consecutive frames. In other words, the proposed approach aims at detecting the periodicity in each window, i.e., using only the video frames relative to a window.
The AutoCorrelation Function (ACF) can be interpreted as a representation of the degree of similarity between a given signal and a lagged version of itself over successive time intervals. The ACF of a discrete signal S[i] of lag τ , calculated at epoch i, is defined as follows:
where W is the summation window size. In the presence of periodic signals, the ACF will show peaks at multiples of the period. The ACF analysis leads to selecting the highest non-zero-lag peak through a search within a block of peaks with small values of the parameter τ . Unfortunately, the ACF method has a limited reliability because of its sensitivity to amplitude changes. In fact, if the signal amplitude increases with the time, the ACF peak amplitudes grow with τ rather than remaining constant. We then introduce the Normalized ACF (NACF), given by the ratio between the ACF and the energy E = r i (0) of the signal. In this way, the NACF can assume values only in the interval [0, 1], thus avoiding to deal, in the following steps of the proposed methods, with the large values potentially taken by the ACF.
The Yin estimator algorithm has originally been developed for pitch extraction in speech and music signals [13] . This estimator is based on the evaluation of the followind difference function (DF), with respect to the signal S[i]:
The DF can be expressed, in terms of ACF, as follows:
The first two terms at the right-hand side of (3) are energy terms: if they were constant, the DF would vary as the opposite of the ACF. Therefore, the minimum of one of them should coincide with the maximum of the other. However, the second energy term also varies with τ , so that the maxima of ACF and the minima of DF may sometimes not coincide. Unlike the ACF, the DF is insensitive to variations of the signal amplitude over time, as amplitude changes cause period-toperiod dissimilarity to increase with τ in all cases. Ideally, the period of the analyzed signal can be found searching for the values of τ for which the DF is zero: this would happen at values multiples of the period. In order to limit the range of the DF, it is expedient to introduce the Cumulative Mean Normalized DF (CMNDF), defined as follows [13] :
Unlike the DF, the CMNDF starts at 1 (rather than 0), tends to remain large for small values of τ , and drops below 1 only where d i (τ ) falls below average. The fact that the CMNDF is bounded in [0,1] is beneficial for the following steps of the proposed method.
To summarize, the period and its multiples should correspond to the positions of maxima of the NACF and of the minima of the CMNDF. For periodic noiseless signals, these positions can be perfectly detected and the period of the signal easily determined. Since in this work we are dealing with quasi-periodic noisy signals, the maxima and minima of the previous functions may not appear clearly. In order to emphasize the characteristics of the CMNDF and NACF, our novel periodicity detection algorithm considers the difference between the two functions:
978-1-4244-8132-3/10/$26.00 ©2010 IEEE The function z i (τ ), denoted as CMNDF-ACF, would have the trend of the CMNDF, but with emphasized minima. As for the CMNDF, the positions of the minima of the CMNDF-ACF will reveal the fundamental period and its multiples. On the basis of the previous discussion, it can be concluded that the "interesting" values of the minima of a periodic signal are those nearest to −1. As an illustrative example, considering the average luminosity signal shown in Fig. 2(a) , the corresponding CMNDF, NACF, and CMNDF−NACF for i = 0 are directly compared in Fig. 2(b) . To make the search of relevant minima more efficient, one can define a threshold z th < 1 that limits the search region to [−1, z th ]. The decision about the periodicity then depends on the set of the array of discovered minima. If this set contains only one element, one can infer the fundamental period from the corresponding lag τ m of this entry. The period of the signal, denoted as T s , can then be computed as
If the set of minima contains more than one element, one can search for the isolated local minimum with the smallest value of τ . The period of the signal can then be computed as in (4), reinterpreting τ m as the lag of the found local minimum. If the set is empty, one can conclude that the signal is not periodic.
C. Decision on the Presence of Clonic Seizures
In neonatal neurology, the shortest interval of time necessary to characterize a neonatal clonic seizure is 10 s [1] . Therefore, the periodicity detection algorithm outlined in Subsection II-B needs to be run considering 10 s-windows of the average luminosity motion signal. One can first consider single observation windows for the diagnosis: in other words, the periodicity over single windows can be analyzed. However, a seizure could manifest itself across two consecutive, but disjoint, windows: in this case, our algorithm could miss it in both windows. Therefore, in order to reduce data loss, it is expedient to analyze the extracted luminosity motion signal on progressive half-interlaced windows. Using interlaced windows allows to avoid this problem. In this work, we assume that there is a clonic seizure when a periodicity is detected over three successive interlaced windows. This strategy is in agreement with current medical practice. An example of three successive half-interlaced windows is shown in Fig. 3 .
III. PERFORMANCE ANALYSIS
The performance of the proposed detection system is analyzed considering a binary classification test, i.e., classifying the results into two groups: presence of clonic seizures in the video registration of the newborn (positive) and presence of random movements in the registration of the newborn (negative). Therefore, the following situations may appear: clonic seizure correctly diagnosed (True Positive, TP); random movement correctly diagnosed (True Negative, TN); random movement incorrectly diagnosed as seizure (False Positive, FP); and clonic seizure incorrectly diagnosed as random movement (False Negative, FN). The performance of the proposed detection method can then be analyzed by considering a sufficiently large set of real cases and comparing the prediction of the automatic system with the real status diagnosed by expert medical personnel. In Fig. 4 , an illustrative comparison between the prediction of the proposal method and the real clinical result status is shown. 
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Real Negative Test Positive n T P = 70 n F P = 389 Test Negative n F N = 2 n T N = 1382 Sensitivity = 97.22% Specificity = 78.04%
In the medical field, the performance of a test is characterized by two statistical measures, namely the specificity and the sensitivity, which are defined as follows [14] :
Specificity n T N n T N + n F P Sensitivity n T P n T P + n F N where n T P , n T N , n F P , and n F N denote the numbers of TPs, TNs, FPs, and FNs in a sequence of n tests, respectively. A specificity of 100% means that the test recognizes all TNs (i.e., all random movements) and no FP. Since 100% specificity means no positives are erroneously tagged, a positive result in a high specificity test is used to confirm the pathology. A sensitivity of 100% means that the test recognizes all TPs (i.e., all clonic seizures in our case) and there is no FN. Thus, unlike a high specificity test, negative results in a high sensitivity test are used to exclude the disease.
The performance of the proposed algorithm was analyzed considering single and interlaced windows. In the single window case, the test was carried out analyzing 1843 single observation windows, and the corresponding results are shown in Table I . In the half-interlaced window case, the test was carried out considering 1811 three consecutive half-interlaced windows and the corresponding results are shown on Table II . In both cases, the analyzed windows belong to various video recordings, with different lengths, available at the Department of Gynecology, Obstetric, and Neonatal Sciences of the University of Parma.
To the best of our knowledge, this is the first time that periodicity detection of the average motion luminosity signal is used to diagnose neonatal clonic seizures. As one can see from the results in Table I , in the single window case, the proposed algorithm detects pathologic cases better than its excludes random movements. This is due to the use of minimum length windows, which allows to analyze periodicity in a short period of time: therefore even short clonic events and, unfortunately, isolated almost-periodic random movements may be labeled as pathologic. In other words, the sensitivity will be higher than the specificity. On the other hand, using interlaced windows excludes clonic events that do not last enough to cover the duration of three successive interlaced windows and also prevents isolated almost-periodic movements to be labeled as pathologic. Therefore, as one can see from the results in Table II , the specificity increases. Even through the sensitivity slightly decreases, with respect to the single window case, in the interlaced-window case both sensitivity and specificity are higher than 90%. This makes the proposed method, from a clinical perspective, very effective.
IV. DISCUSSION AND CONCLUSION In this paper, we have investigated a novel low-complexity image processing approach to the automatic detection of 
Real Negative Test Positive n T P = 21 n F P = 143 Test Negative n F N = 2 n T N = 1645 Sensitivity = 91.3% Specificity = 92% neonatal seizures. From a video recording of a newborn, we have extracted, through proper low-complexity filtering, an average luminosity signal representative of the body movements. In the presence of clonic seizures, the average luminosity signal shows a periodicity very similar to that of the body movements. By applying a new hybrid CMNDF-NACF periodicity detection algorithm, the periodicity is detected per window (i.e., over a sequence of video frames). Single-window and interlaced-window processing has been considered. While in the case of single windows the sensitivity is significantly higher than the specificity, the use of interlaced windows guarantees both high specificity and sensitivity. To improve the performance of the proposed algorithm, one can find the optimal length of the observation window that jointly maximizes the sensitivity and the specificity.
