Abstract-Gene Expression Programming is a new evolutionary algorithm that overcomes many limitations of the more established Genetic Algorithms and Genetic Programming. Its first application to high energy physics data analysis is presented. The algorithm was successfully used for event selection on samples with both low and high background level. It allowed automatic identification of selection rules that can be interpreted as cuts applied on the input variables. The signal/background classification accuracy was over 90% in all cases.
I. INTRODUCTION
A DVANCED data analysis algorithms have a gradually increasing presence in high energy physics. Neural Networks or Fisher Discriminant techniques are commonly used in many experiments. Other techniques such as Support Vector Machine, Kernel Estimation Technique or Evolutionary Algorithms have also been successfully tested in this field.
Evolutionary Algorithms, such as Genetic Algorithms (GA) [1] and Genetic Programming (GP) [2] , are inspired by biological evolutionary theories. In these algorithms the solutions to a problem are represented as individuals which evolve throughout generations due to the interactions with other candidate solutions and the application of genetic operators that create genetic variation. Individuals are entities which encode candidate solutions to a problem (GA), or computer programs as candidate solutions to a problem (GP). In most of the implementations the same entity plays both the genotype (encoder) and the phenotype (candidate solution) roles, and evolution is performed directly on the phenotype, limiting the performance of the algorithms. In GP, for example, many syntactically invalid structures are produced through genetic variation, wasting computational resources.
Gene Expression Programming (GEP) [4] overcomes these limitations of GA and GP. The genotype and phenotype roles are played by different entities in GEP. The individuals of a population are non-linear entities of different size and shape (expression trees) which are encoded as strings of fixed length (chromosomes). This separation and the structural organisation of the chromosomes allow unconstrained genetic modifications, always producing valid expression trees. These characteristics allow GEP to outperform GP in a remarkable way: more than two orders of magnitude for symbolic regression problems, and more than four orders of magnitude for classification problems [4] . The potential of GEP has started to be exploited in different fields such as data and text mining [5] - [8] , electrical circuit modelling [9] , and various engineering applications [10] , [11] . In high energy physics, Genetic Algorithms were applied mainly to problems such as discrimination and parameter optimisation in both experimental and theoretical studies over the last ten years (for example, see [12] - [15] ). Genetic Programming was only recently applied to event selection type problems [16] - [18] . The study presented in this paper is the first application of GEP to particle physics data.
II. GEP FUNDAMENTALS
The GEP algorithm is described in detail in [3] and [4] . The main ideas are summarised here.
A. Algorithm
The algorithm starts with the problem definition, the encoding of the candidate solution of the problem into a chromosome and the definition of the fitness function that describes how good the candidate solution is for the problem at hand. Then an initial population of chromosomes is randomly generated, the chromosomes are translated into expression trees, and the fitness function is evaluated for each chromosome. If a solution of adequate quality is not found, a set of chromosomes is selected and reproduced, creating a new generation of chromosomes. The process is repeated until an optimal solution to the problem is found or a given number of generations is produced.
B. Chromosome Encoding
The candidate solution is encoded into a chromosome composed of one or more genes of equal length. A gene is divided into a head composed of terminals (variables and constants) and functions, and a tail composed only of terminals. The length of the head is an input parameter of the algorithm while the length of the tail is given by:
where is the largest arity of the functions used in the gene's head. This head-tail partition of the gene ensures that every function of the gene has the required number of arguments available, making the chromosome correspond to a syntactically correct expression. The list of functions and variables to be used in a gene is input information for the algorithm, while the constants are created by the algorithm itself in a range specified by the user. Each gene of a chromosome is translated (decoded) into an expression tree (ET) with the following rules:
• the first element of the gene is placed on the first line of the ET and constitutes its root, • on each next line of the ET a number of elements equal to the number of arguments of the functions located on the previous line is placed, • the process is repeated until a line containing only terminals is formed. This decoding process can be seen as the analog of the expression process of the biological genes encoded in DNA into proteins.
The reverse process, the encoding of the ET into a gene, implies reading the ET from left to right and from top to bottom.
An example of a chromosome with the head length equal to 15 and made of five functions, and , ( being the square root function) and two terminals, a and b, is shown in Fig. 1 , with the corresponding ET.
It can be noticed that the ET ends before the end of the gene. This shows that the GEP genes can have non-expressed regions, just like the biological genes that can have regions non-expressed in proteins.
In the case of multigenic chromosomes, the expression trees corresponding to each gene are connected with a linking function defined by the user.
C. Reproduction
The reproduction of the chromosomes is done through two mechanisms: elitism and reproduction with modification.
Elitism is the process through which the best fitted chromosome is replicated unchanged into the next generation.
Reproduction with modification is the process through which the chromosomes are selected and modified with genetic operators producing offspring. It is important to emphasise that the genetic operators are applied on the chromosomes and not on the expression trees, as in GP. This fact, together with the head-tail organisation of the genes, makes GEP always produce syntactically correct structures during the evolution process.
The chromosome selection is done with the roulette-wheel [19] method. This method allows the fitter individuals to have higher probability of leaving offspring.
In contrast with GA and GP which use mainly cross-over and mutation operators for producing genetic variation, GEP has several genetic operators.
The mutation operator randomly changes an element of a chromosome into another element, preserving the rule that the tails contain only terminals. In the head of the gene a function can be changed in another function or terminal and vice versa. In the tail a terminal can only be changed into another terminal.
The transposition operator randomly moves a part of the chromosome to another location in the same chromosome. In GEP there are three kinds of transposable elements:
• short fragments with a function or a terminal in the first position that transpose into the head of genes, except at the root. A sequence with the same number of elements is deleted from the end of the head in order to maintain the structural organisation of the gene.
• short fragments with a function in the first position that transpose to the root of the gene. A sequence with the same number of elements is deleted from the end of the gene head.
• an entire gene that transposes to the beginning of the chromosome. The recombination or cross-over operator exchanges parts of a pair of randomly chosen chromosomes. In GEP there are three kinds of recombinations:
• one-point recombination in which the parent chromosomes are paired and split up at the same point. The material after the recombination point is exchanged between the two chromosomes, forming two new daughter chromosomes.
• two-point recombination in which the parent chromosomes are paired and two points are randomly chosen where the chromosomes are split. The material between the recombination points is exchanged between the two chromosomes, forming two new daughter chromosomes.
• gene recombination in which entire genes are exchanged between two parent chromosomes, forming two new daughter chromosomes containing genes from both parents. The power of these operators was studied in detail in [4] . The mutation operator was found the most powerful one. Applied with small rates (0.01-0.1), it introduces diversity in the chromosome population that allows efficient evolution of the solution. Additional chromosome diversity is introduced by the transposition operator. Applied with rates of 0.1 or higher, it adds efficiency to the search process. The recombination operator, however, has an homogenising effect. Applied with moderate rates, around 0.3, and together with the other operators, it helps in maintaining the population steady.
D. Simple Example of GEP Application
GEP has been applied to problems like symbolic regression, parameter optimisation, classification, time series prediction and logic synthesis [4] . The algorithm will be illustrated here with a simple problem of symbol regression (function finding). The following polynomial function is chosen as a target:
We consider a set of ten points , where was randomly generated in the interval and . GEP will be used to find the function that fits these points.
The set of functions and terminals that compose the chromosome is chosen by the user based on his knowledge about the problem and the expected solution. A set of four functions, , and a terminal, , were chosen for our example. The structure of the chromosome is also chosen by the user. As no explicit rule exists for this choice, it is recommended to start with simple chromosomes and to increase their complexity gradually. A one gene chromosome was used in our example. The length of the gene head was varied between 1 and 30.
The fitness function that guides the search process heavily depends on the type of problem. Its form must take into account that GEP was developed to maximise the fitness. The following fitness function was chosen for our example:
where E is the mean squared error: (4) with being the value of the function found by GEP for the point and being the number of points ( in our example).
The number of the chromosomes per generation was chosen 100. Again, no explicit rule exists for this choice. It must be considered, however, that the smaller this value, the higher the number of generations needed to find an optimal solution.
The genetic operator rates can be optimised for each problem. A detailed optimisation was performed in [4] and this example uses the values recommended there: 0.044 for mutation, 0.1 for transposition and 0.3 for recombination.
A common stopping criteria of the run of the algorithm is a maximum number of generations. The exact value depends of the complexity of the chromosome. The more complex the chromosome is, the more generations are needed for the algorithm to converge to a solution. The convergence is indicated by a plateau in the distribution of the fitness of the best candidate as a function of the number of generations. In our example the run of the algorithm was stopped after 1000-5000 generations. Fig. 2 shows the fitness of the solution found by GEP as a function of the length of the gene head. The fitness gradually increases up to values very close to the maximum fitness. In Fig. 3 the fitness of the best candidate per generation is shown as a function of the number of generations for the run with the length of the gene head equal to ten. corresponding to each point showing how the algorithm evolves toward the final solution.
III. METHODOLOGY
Symbolic regression, parameter optimisation or classification are common tasks in high energy physics data analysis. GEP can, potentially, provide alternative methods for solving these tasks for particle identification, jet calibration, vertex reconstruction or event selection, for example.
The first application of GEP to high energy particle physics presented here is for an event selection problem. Using a statistical learning approach, GEP is used to extract selection criteria for the signal/background classification.
The study was performed using APS (Automatic Problem Solver) 3.0 [20] , a Windows based commercial software for function finding, classification and time series analysis with GEP.
The data sample was a set of Monte-Carlo events for production in interaction at GeV from the BaBar experiment [21] .
events ( being a quark and an antiquark) were generated using JETSET [22] (for being the and quarks) and EvtGen [23] (for being the quark) simulation packages. The generated events were passed through the detector response simulation package [24] and reconstructed with the BaBar analysis software. The reconstructed particles were considered signal if they were associated with the generated particles and their reconstructed daughters were associated with the daughters of the generated particles. All the other reconstructed particles were considered background.
The classification rules were extracted from training samples containing 4000-5000 events and tested with other samples containing a similar number of events. The number of events was limited by the processing capabilities of the APS 3.0 software.
Each event contains a set of variables usually used in a standard cut-based analysis for selection: • doca-distance between the two daughters of at the point of closest approach, • -radius of the cylinder that defines the interaction region, • -half length of the cylinder that defines the interaction region, • -absolute value of the cosine of the helicity angle, • SFLsigned flight length defined as the projection of the vector from interaction point to decay vertex on the momentum direction, • Fsig-statistical significance of the flight length, • Pchi-probability of vertex, • Massreconstructed mass. These variables, together with the functions from Table II (given as input to the algorithm) and with floating point constants in the range of (range also given as input) were used to construct the GEP chromosomes. The set of functions were chosen from the functions implemented in the APS 3.0 software in order to construct cut-type selection rules.
Other GEP input parameters were: the length of the gene's head (between 1 and 5), the number of chromosomes per generation (100) and the maximum number of generations (between 500 and 2000, depending on the complexity of the chromosomes). The genetic operator rates were kept as recommended in [4] : 0.044 for mutation, 0.1 for transposition and 0.3 for recombination.
The fitness function was the number of hits (the number of events correctly classified as signal or background). While other fitness functions might be of even more interest for an event selection problem, like the statistical significance of the signal or the purity of the sample, the number of hits was the only fitness function adequate for this problem implemented in the APS 3.0 software.
The performance of the algorithm was analysed in terms of the following parameters:
• classification accuracy defined as the the ratio of the total number of events correctly classified (signal and background) to the total number of events of the sample; this is the parameter optimised by the algorithm.
• signal (background) efficiency, defined as the ratio of the correctly classified signal (background) events to the total number of signal (background) events of the sample, • purity defined as the ratio of the correctly classified signal events to the total number of events classified as signal, correctly or incorrectly.
IV. ANALYSIS AND RESULTS
Two analyses, of data samples with different level of background, were performed. The signal to background ratio was 5.7 and 0.5 for the low and high background data samples, respectively.
A. Analysis of the Low Background Data Sample
The training sample contained a total number of 3985 events, 3390 being signal events and 595 being background events. Each event contained five variables: , and SFL. The classification rules found by the GEP algorithm, using chromosomes consisting of one gene with the head varying from 1 to 5 symbols in length, are summarised in Table III , together with algorithm performance parameters. A classification accuracy of around 92% is obtained in all cases indicating that simple chromosome configurations are sufficient for finding good solutions to this problem. For this classification accuracy, the signal efficiency was around 99% and the purity around 92%.
The best result is obtained with chromosomes containing one gene with the head made of two elements. For this case, the fitness of the best candidate as a function of the number of generations is shown in Fig. 4 . A highly fit candidate is obtained very quickly, in less than 200 generations. In each generation, 100 candidate solutions are evaluated. Then a plateau is reached indicating the convergence of the search.
Similar selection criteria (cuts on and doca) are used in a standard cut based analysis of decay data in BaBar experiment [25] . In this standard analysis a high purity sample was required and additional cuts on the and variables were applie. The effect of these cuts, applied one after the other, on the performance parameters used in the GEP analysis is summarised in Table IV . It can be seen that the cuts on the and SFL variables do not significantly improve the performance parameters, indicating that GEP found only the most powerful selection criteria (cuts on the and doca variables in this case). The cut on the variable slightly increases the purity of the sample (from 92.8% to 94.6%) with a reduction in the signal efficiency from 98.7% to 86.5% and in the classification accuracy from 92.4% to 84.3%. As GEP uses the number of hits as the fitness function, maximising the classification accuracy, this last cut is not included in the optimal solution found by the algorithm.
The predictive power of the selection criteria found by GEP was tested on a test data sample containing the same number of events as the training data sample. The algorithm performance parameters obtained after the test were similar with those obtained after the training. An example is shown in Fig. 5 where the classification accuracy for both training and test data samples, obtained with different chromosomes configurations, is presented.
B. Analysis of the High Background Data Sample
The training sample contained a total number of 5000 events, comprising 1264 signal events and 3736 background events. Each event contained all eight variables described in Section III.
The two most powerful selection criteria (cuts on the Fsig and variables in this case) are again found by the algorithm using simple chromosome configurations. The results are summarised in Table V . The classification accuracy is 90-94% for which the signal and background efficiencies are over 90%. The purity is lower in this case compared to the previous analysis, between 75% and 85%. This indicates that a very high purity sample can not be obtained from a high background sample using the number of hits as a fitness function.
The best two results (identical) are obtained with chromosomes containing one gene with the head made of two and five elements, respectively. The evolution of the fitness of the best candidate with the number of generations is shown in Fig. 6 for chromosomes where the length of the gene's head equals two. Convergence is reached later for this case, after 1400 generations.
A high predictive power of the selection criteria was also found by testing them on a test data sample containing 5000 events. The classification accuracy for both training and testing data samples, obtained with different chromosome configurations, is presented in Fig. 7 . The results obtained for both low and high background samples required very little computing resources. For the most complex configuration, approximately 20 minutes were needed in order to reach convergence of the search process, on a computer with a 2.8 GHz processor.
V. CONCLUSION
A first application of the GEP algorithm for event selection in high energy physics data analysis was presented. The results of this study indicate GEP to be a potentially powerful technique for automatic identification of selection rules that can be interpreted as cuts applied on the input variables.
The most powerful cuts are found and optimised very quickly for both low and high background data samples. The classification accuracy is over 90% in all cases.
The cuts that do not significantly improve the classification power are not included in the solution found by GEP. This suggests that GEP can be also used as a tool for identifying the significant cuts for a certain analysis, helping in reducing the systematic error of the final result.
The depth of the study presented here was limited by the capabilities of the software used. While APS 3.0 is a nice tool for Windows based applications which need to process relatively small amounts of data, it is not flexible enough for more complex analysis with particle physics data. No such flexible software implementation of GEP is available so far.
This lack of software resources and the promising results of this first application of GEP to particle physics data has motivated us to start our own software development. The project is underway. It is our intention to make this software freely available to the scientific community for evaluation and exploitation.
Once this software tool is available, the analysis presented here will be extended using other fitness functions, more input functions and more data, as well as performing comparisons with other statistical learning methods.
