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Résumé
La diﬀraction des ondes électromagnétiques par des surfaces rugueuses intéresse de nom-
breux domaines comme l’Optique, la furtivité, la compatibilité électromagnétique ou bien encore
la télédétection. La modélisation de ce phénomène peut se faire soit à l’aide de théories rigou-
reuses basées sur la résolution des équations de Maxwell, soit avec des théories approchées.
Actuellement, le problème tridimensionnel de la diﬀusion des ondes électromagnétiques par des
surfaces rugueuses éclairées sous incidence rasante ne peut pas être résolu de manière satis-
faisante par les méthodes rigoureuses. Ces méthodes ne peuvent donc pas être utilisées pour
estimer la validité des méthodes approchées pour ce type d’incidence.
Aﬁn de résoudre ce problème, de nouvelles équations intégrales de frontière ont été développées.
A l’aide du théorème d’extinction et du théorème de réciprocité, le comportement du champ
diﬀracté pour les angles rasants a pu être déterminé. A partir de ces résultats, l’amplitude
diﬀractée a été reformulée aﬁn d’obtenir explicitement le bon comportement du champ pour de
tels angles.
Une technique de résolution numérique de l’équation intégrale obtenue a été mise en oeuvre
pour des surfaces rugueuses inﬁniment conductrices en polarisation Horizontale. La validation
a été menée par comparaison avec des résultats issus du formalisme intégral classique, pour
des angles d’incidence raisonnables. La pertinence de quelques méthodes approchées pour des
incidences rasantes a été étudiée.
Le problème de diﬀraction par la surface de la mer ne pouvant être résolu de manière rigou-
reuse pour des vents supérieurs à 4m/s, l’étude s’est portée sur les modèles à deux échelles et
les fonctions d’ombrage. Nous montrons que ces dernières ne sont pas adaptées à la surface
océanique. Enﬁn, en comparant un modèle à deux échelles, combinant l’Optique géométrique
et l’approximation des faibles pentes, aux données expérimentales de Nathanson, nous avons
montré que les phénomènes hydrodynamiques comme le déferlement augmentent de manière
signiﬁcative l’énergie rétro-diﬀusée dans les angles rasants.
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Introduction
Depuis des années, la modélisation de la diﬀraction des ondes électromagnétiques par des
surfaces rugueuses est étudiée dans de nombreux domaines comme la télédétection radar ou
l’Optique. Elle permet d’interpréter les signaux et les images obtenus par les satellites et les
radars situés à terre, ou bien encore de caractériser des surfaces optiques. Dans le domaine
militaire, la compréhension des phénomènes de diﬀraction est essentielle pour la furtivité. Pour
les problèmes de compatibilité électromagnétique, l’inﬂuence de l’écho de mer sur le fonction-
nement des radars et autres senseurs embarqués sur les navires peut être pris en compte.
De nos jours, les nombreux modèles de diﬀusion par des surfaces rugueuses se classent en deux
grandes catégories : les modèles approchés et les modèles rigoureux. Les modèles approchés sont
basés sur des hypothèses simpliﬁcatrices et les modèles rigoureux sur la résolution numérique
des équations de Maxwell. Les modèles approchés permettent de prendre en compte certaines
caractéristiques de la surface (hauteur quadratique moyenne, pente, courbure) de manière ex-
plicite et proposent de décomposer les interactions locales et non locales qui interviennent dans
le processus de diﬀusion des ondes électromagnétiques. Ainsi, il est possible de déterminer l’im-
portance de chacune de ces interactions et caractéristiques géométriques dans le phénomène
de diﬀraction. De plus, certaines méthodes approchées sont très faciles à mettre en place et
nécessitent des temps de calculs très courts. Par exemple, pour une surface déterministe, la
méthode des petites perturbations à l’ordre 1 (SPM1) ne nécessite que la connaissance de la
transformée de Fourier de la hauteur de la surface, rapidement réalisable à l’aide d’algorithme
de FFT (Fast Fourier Transform). Pour des surfaces statistiques, SPM1 et l’approximation de
Kirchhoﬀ ne nécessitent que le calcul de la fonction de corrélation de la surface. Le problème
de toutes ces méthodes est que leur domaine de validité n’est pas toujours bien déﬁni. Pour ces
raisons, les modèles rigoureux sont nécessaires car ils permettent de résoudre le problème de
diﬀraction des ondes électromagnétiques par des surfaces rugueuses sans approximation autre
que numérique.
Aujourd’hui, la technique couramment utilisée pour résoudre le problème de diﬀusion des ondes
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électromagnétiques par des surfaces rugueuses séparant deux milieux homogènes est d’obtenir
une équation intégrale de frontière pour les composantes tangentielles des champs électriques
et magnétiques sur la surface, et de la résoudre numériquement par la méthode des moments.
A partir des composantes tangentielles sur la surface, il est possible de déterminer le champ en
tout point de l’espace. Les inconnues se comportent donc comme des courants ﬁctifs localisés
sur la surface. Pour ces raisons, les composantes tangentielles des champs électriques et magné-
tiques sont appelées courants de surface. La résolution numérique de cette équation intégrale
nécessite la troncature et la discrétisation de la surface. La troncature de ce domaine d’inté-
gration engendre des problèmes numériques. Cette coupure non physique crée une diﬀraction
de bord qui va contribuer au champ diﬀracté et perturber fortement le calcul des courants de
surface. En eﬀet, les courants de surface sont calculés pour une surface de taille ﬁnie, ils sont
donc supposés nuls en dehors. Cette annulation brutale des courants de surface engendre une
discontinuité, le problème de diﬀraction est dit “mal borné”. La ﬁgure 1 illustre ce phénomène
en comparant le module du champ électrique exact avec celui calculé par la méthode des mo-
ments dans le cas d’un plan éclairé par une onde plane. Pour borner le problème de manière
satisfaisante aﬁn d’éviter les eﬀets de bords, il existe plusieurs méthodes que je vais passer en
revue.
Le faisceau
L’utilisation d’un faisceau borné pour éviter les eﬀets de troncature de la surface est la
technique la plus couramment utilisée. Pour le problème de la diﬀraction électromagnétique par
une surface rugueuse, les courants de surface en un point de la surface dépendent essentiellement
du champ incident et de la géométrie de la surface au voisinage de ce point, c’est le phénomène
de faible couplage [1]. Le faisceau permet ainsi d’éclairer la surface de telle sorte que les courants
de surface s’annulent naturellement avant la troncature [2, 3, 4, 5]. Il existe diﬀérents types de
faisceaux plus ou moins bien adaptés au problème de diﬀraction. L’une des solutions est de
prendre le champ incident comme un faisceau gaussien dans l’approximation paraxiale [3] ce
qui s’écrit :




Ki ·R) (1 + w)] exp (−t) pˆ (1)
avecKi le vecteur d’onde incident moyen, R un point de la surface, w et t sont des fonctions qui
dépendent d’un paramètre g. Ce paramètre permet de déﬁnir la taille du faisceau incident. Un
tel faisceau est facile à mettre en place cependant il n’est pas une solution exacte des équations
de Maxwell. L’autre solution, beaucoup utilisée, est de considérer que le champ incident est une
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Fig. 1 – Module du champ électrique calculé (trait plein) et exact (trait en pointillé) pour une
surface plane, de constante diélectrique ǫ = 5.95 + i 0.067, éclairée par une onde plane en
incidence normale et oblique. Longueur de la surface L = 30λ.
superposition d’ondes planes polarisées dont l’amplitude suit une distribution gaussienne [6].
Ei (R) =
∫ ∫













 dk pˆ (2)
Avec kix,y et kx,y les composantes horizontales du vecteur d’onde incident et du vecteur d’onde
K, σx,y permet de déﬁnir la largeur du faisceau incident. Ce faisceau étant une superposition
d’ondes planes, il est une solution exacte des équations de Maxwell. Le principal inconvénient
de l’utilisation de tels champs incidents est que la taille minimale de la tache d’éclairement varie
avec l’angle d’incidence. Cette taille, pour une surface bidimensionnelle et un vecteur d’onde










1− sin θ (4)
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1− sin θ (5)
Pour des angles d’incidence rasants, la taille de la surface varie donc comme θ−3r pour des
surfaces bidimensionnelles et comme θ−2r pour des surfaces unidimensionnelles [7], où θr est
l’angle rasant déﬁni par θi = π/2− θr. A cause de cette dépendance, le nombre d’inconnues du
problème devient trop important et le problème de diﬀraction est très diﬃcile voire impossible
à résoudre numériquement. Ce modèle a été exploité jusqu’à 89˚ d’incidence pour des surfaces
unidimensionnelles [8], par contre, pour des surfaces rugueuses bidimensionnelles, l’angle d’in-
cidence maximum est plus faible (environ 80˚ ).
Les bandes résistives
L’utilisation de bandes résistives ajoutées à chacune des extrémités de la surface rugueuse
éclairée par une onde plane [9, 10] permet aussi de supprimer les eﬀets de diﬀraction de bords
de la surface (ﬁgure 2). Ce problème revient à résoudre une équation intégrale avec un terme
Fig. 2 – Modèle des bandes résistives.
supplémentaire qui dépend d’une résistance variable construite de manière à ce que le courant
s’annule sur les bords, ce qui s’écrit formellement :
Etan. = ZHtan +R(x,y)Htan
avec Etan., les composantes tangentielles des champs électrique et magnétique totaux sur la
surface, Z le noyau de l’équation intégrale et R(x,y) le terme de résistance qui est diﬀérent de
zéro uniquement sur les bords de la surface.
Plusieurs types de bandes résistives ont été utilisées et étudiées [11]. Grâce aux bandes résis-
tives, les courants de surface tendent vers zéro et le problème est bien borné. L’avantage de
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Fig. 3 – Courant calculé sur une plaque de conductivité finie pour un angle rasant incident
de 30˚ et 10˚ (soit un angle d’incidence de 70˚ et 80˚ ) : surface de longueur 36λ et des bandes
résitives de 3λ.
ce modèle est que la taille du problème, contrairement à l’utilisation du faisceau gaussien, ne
dépend pas de l’angle d’incidence. Cependant, l’utilisation de ces bandes résistives engendre
des erreurs sur le calcul des courants. Z. Zhao et J. C. West dans [11, 12] montrent pour le
plan que les perturbations sur les courants créées par les bandes résistives augmentent avec
l’angle d’incidence. Pour des angles supérieurs à environ 70˚ (ou un angle rasant de 20˚ ), ces
eﬀets deviennent beaucoup trop importants. Les résultats obtenus par Zhao pour un plan sont
présentés sur la ﬁgure 3 : le courant obtenu par la méthode des bandes résistives est normalisé
par la solution de l’optique physique du plan. Normalement, en dehors des bandes résistives,
les deux courants doivent donner le même résultat. On constate que ce n’est pas le cas et que
les courants oscillent de plus en plus lorsque l’incidence croît.
Surface périodique
Dans [13, 14], la surface est supposée périodique ainsi le problème de diﬀraction par une
surface rugueuse se ramène à un problème de diﬀraction par un réseau dont le motif élémentaire
est une réalisation de la surface rugueuse (ﬁgure 4). Le champ incident est une onde plane et
les courants de surface sont pseudo-périodiques. La périodicité de la surface permet d’utiliser
toutes les techniques développées pour les réseaux. Le problème de cette approche est que, pour





− sin θi (6)
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Fig. 4 – Surface périodique.
Fig. 5 – Représentation des interactions pour la surface périodique.
où n est un entier et λ la longueur d’onde électromagnétique. La période du réseau varie avec
la combinaison angle d’incidence, angle diﬀracté qui nous intéresse. Le dernier problème d’une
telle méthode est de pouvoir estimer l’erreur engendrée par la périodicité de la surface. En
eﬀet comme on peut le voir sur la ﬁgure 5 : deux points très éloignés sur la surface sont en
interaction faible (phénomène de faible couplage). Or, à cause des conditions de périodicité, ils
se retrouvent très proches et sont donc en interaction forte.
Théorie des images et fonction de Green du demi-plan
La théorie des images permet de résoudre le problème de diﬀraction par une surface rugueuse
parfaitement conductrice éclairée par une onde plane. Cette méthode consiste à modiﬁer le pro-
blème surfacique en un problème volumique. En eﬀet, la surface rugueuse initiale est remplacée
par un objet constitué de la surface et de sa surface image par rapport au plan (voir ﬁgure 6).
De plus, l’objet est éclairé par deux ondes planes, une éclairant l’objet par dessous et l’autre par
dessus. Ces ondes planes incidentes sont déﬁnies de telles sortes que la somme des composantes
tangentielles du champ électrique soit nulle pour z égal à zéro.
Zhao dans [12] remplace le problème de diﬀraction par une surface rugueuse par un problème de
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Fig. 6 – Surface utilisée pour la théorie des images.
Fig. 7 – Surface utilisé par Zhao.
diﬀraction par un objet. Cet objet est constitué de la surface et d’un plan inﬁni (ﬁgure 7). Pour
résoudre ce problème, il utilise la fonction de Green du demi-plan. Pour le métal inﬁniment
conducteur, ce formalisme est équivalent à la théorie des images.
Avec ces deux approches, la modiﬁcation de la surface réelle sur les bords engendre des erreurs
sur le champ diﬀracté. En eﬀet, pour pouvoir borner le problème, l’ordonnée de la surface ru-
gueuse doit être positive quelle que soit le point ou l’on se trouve (voir ﬁgure 7). L’objet ainsi
constitué présente une bosse aux deux extrémités ce qui va modiﬁer le champ diﬀracté. De plus,
la théorie des images n’est pas généralisable aux milieux diélectriques, et la fonction de Green
du demi-plan n’est pas connue analytiquement.
Actuellement, le problème de la diﬀraction des ondes électromagnétiques par des surfaces
rugueuses en incidence rasante n’est toujours pas résolu. Mon travail de thèse consiste à réali-
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ser un modèle de diﬀusion par des surfaces rugueuses bidimensionnelles adapté au problème de
l’incidence rasante quelles que soient les conditions aux limites utilisées.
Dans la première partie de cette thèse, après avoir rappelé quelques notions électromagnétiques,
je présente deux formalismes intégraux de frontière adaptés au problème de l’incidence rasante.
Pour chacun des formalismes, j’étudie le comportement du champ diﬀracté pour les angles ra-
sants incidents et diﬀractés. Dans la seconde partie, je détaille la méthode de discrétisation
et de résolution utilisée pour résoudre les équations intégrales de frontière obtenues. Ensuite,
je présente les avantages et les inconvénients des équations intégrales. Des comparaisons avec
le formalisme intégral de frontière classique sont réalisées avec le formalisme intégral rasant
adopté pour des surfaces rugueuses de spectre gaussien et des surfaces rugueuses multi-échelles.
Enﬁn, le comportement de l’amplitude diﬀractée dans les angles rasants est étudié numéri-
quement. Dans une troisième partie, je me suis concentré sur l’étude de quelques méthodes
approchées. Dans un premier temps, deux des méthodes approchées les plus utilisées sont pré-
sentées : la méthode des petites perturbations et la méthode des faibles pentes à l’ordre 1.
Des comparaisons numériques sont eﬀectuées entre ces méthodes approchées et le formalisme
intégral que nous avons développé, en incidence rasante. Une étude similaire est menée avec
des méthodes approchées plus complexes. Pour des raisons de temps, je me suis uniquement
concentré sur le problème inﬁniment conducteur en polarisation horizontale. Dans la dernière
partie, je me consacre à la télédétection océanique avec l’étude des modèles deux échelles et des
fonctions d’ombrage. Pour l’étude des modèles deux échelles, j’étudie l’inﬂuence des méthodes
approchées utilisées dans le calcul de la diﬀraction par les petites échelles de rugosité. Pour les
fonctions d’ombrage, après avoir rappelé quelques résultats généraux, j’étudie essentiellement
leur comportement dans les angles rasants. Enﬁn, le modèle deux échelles adopté au cours de
ma thèse est comparé aux données expérimentales de Nathanson. Ainsi, l’inﬂuence des phéno-




Formalisme intégral de frontière pour
l’incidence rasante
Le formalisme intégral de frontière permet de résoudre un problème de diﬀraction tridimen-
sionnel en résolvant un système d’équations intégrales déﬁnies sur une surface bidimensionnelle,
pourvu que les milieux soient homogènes. Ces équations intégrales s’expriment à l’aide de la
fonction de Green, solution élémentaire de l’équation d’Helmholtz et vériﬁant des conditions de
rayonnement à l’inﬁni.
1.1 Equations de Maxwell
Les équations de Maxwell harmoniques s’écrivent, pour un champ électromagnétique (E,H)
et une dépendance temporelle en exp(−iωt) :

rotE− iωµ0H = 0






dans le vide et 

rotE− iωµ0H = 0






dans un diélectrique homogène.
Selon le milieu présent sous la surface, les conditions de passage sont diﬀérentes.
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1.2 Conditions de passage
Pour une surface séparant le vide et un matériau diélectrique non magnétique, il y a conser-
vation des composantes tangentielles des champs électrique et magnétique ainsi que la conser-
vation de la composante normale du champ magnétique, ce qui s’écrit :






où [n ∧ E] = n ∧ (E+ − E−) et [n ∧H] = n ∧ (H+ −H−) représentent respectivement le saut
des composantes tangentielles du champ électrique et magnétique, [n ·H] = n · (H+ −H−) le
saut de la composante normale du champ magnétique, et [n ·D] = n · (D+ −D−) le saut de la
composante normale du vecteur déplacement électrique (D = εE).
Lorsque le matériau est dit fortement conducteur, c’est à dire qu’il présente une faible épaisseur
de peau, la relation entre les composantes tangentielles électriques et magnétiques peut être
approchée par une relation locale :
n ∧ E ≈ [Z]n ∧H (1.4)
où Z représente l’impédance.
Pour le problème du métal inﬁniment conducteur, l’épaisseur de peau est nulle. les champs
électriques et magnétiques sont donc nuls à l’intérieur du métal. De plus, un courant J et









Le problème de diﬀraction des ondes électromagnétiques par une surface rugueuse éclairée
par une onde plane incidente peut se décomposer en deux problèmes [15, 16]. En eﬀet, le
champ électrique de cette onde plane peut se décomposer selon deux vecteurs indépendants
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et perpendiculaires à la direction de propagation. Ces deux vecteurs représentent deux états
de polarisation de l’onde plane, la polarisation Horizontale et la polarisation Verticale déﬁnies
respectivement par les vecteurs pˆ±H(k) = kˆ× zˆ, et pˆ±V(k) = ∓qkˆ+kzˆK , avec K± = kkˆ ± qzˆ. Le
signe ± indique si l’onde monte ou descend par rapport à zˆ. Les vecteurs (Kˆ±, p±V, p±H) forment
une base orthonormée.
Dans la littérature, on parlera aussi de polarisation Transverse Magnétique ou E// (s’il existe
une direction d’invariance de la surface) ou encore s pour la polarisation Horizontale. Pour la
polarisation Verticale, on parlera de Transverse électrique, H// ou p.
Pour une polarisation incidente α, Ei = ei(k0·r−q0z)pˆ−α (k0), la composante polarisée β du champ
diﬀracté au dessus de la surface s’écrira E+βα(k,k0) = pˆ
+
β (k) · E+α (k), où E+α représente le champ
diﬀracté obtenu pour une onde incidente polarisée selon le vecteur pˆα.
1.4 Coefficients de Fresnel
Les coeﬃcients de Fresnel dépendent de la polarisation de l’onde incidente ainsi que des





où rH et rV représentent respectivement les coeﬃcients de Fresnel obtenus pour une polarisation















H et V indiquent la polarisation de l’onde incidente, Horizontale ou Verticale. q0 et qt re-
présentent respectivement la composante verticale du vecteur d’onde incident et diﬀracté,
qt =
√
K20 (εr − 1) + q20 avec K0 le nombre d’onde du vide lié à la longueur d’onde électroma-
gnétique par la relation K0 = 2π/λ. Pour un milieu diélectrique et une polarisation Verticale,
il existe un angle d’incidence pour lequel le coeﬃcient de réﬂexion s’annule, c’est l’angle de






Pour des milieux à pertes, ce phénomène correspond à une valeur minimum de la réﬂectivité.
Pour la mer en bande L (soit une longueur d’onde d’environ 20 cm), de permittivité relative
complexe εr = 73.5 + i61.0, ce minimum apparaît vers 84˚ . Lorsque la permittivité tend vers
l’inﬁni, on retrouve les coeﬃcients de réﬂexion du métal inﬁniment conducteur.
Le développement limité des coeﬃcients donnés par (1.7) s’écrit, pour les faibles valeurs de q0
(incidence rasante) :

rH = −1 + 2q0K0√εr−1 +O (q20)


















O(q20) représente le symbole de Landau qui signiﬁe que la fonction se comporte comme q
2
0 au











Les deux limites ne sont pas commutables. Ce problème met en avant la particularité de la
polarisation V. Contrairement à la polarisation H, il y a une diﬀérence fondamentale entre le
problème inﬁniment conducteur et fortement conducteur. Dans la suite, nous verrons que cette
diﬀérence de comportement du coeﬃcient de réﬂexion se retrouve sur le champ diﬀracté.
1.5 Plan localement déformé
Pour résoudre le problème de diﬀraction par des surfaces rugueuses en incidence rasante, le
modèle du plan localement déformé éclairé par une onde plane est utilisé. La surface rugueuse Σ
est une perturbation locale du plan (ﬁgure 1.1), elle est représentée par une équation cartésienne
z = h(r) = h(x,y) dans un repère (xˆ,yˆ,zˆ), avec l’axe z dirigé vers le haut. La fonction h(x,y)
est deux fois dérivable. La normale à la surface n est orientée vers les z croissants. La résolution
Fig. 1.1 – Plan localement perturbé.
de ce problème de diﬀraction engendre toujours les eﬀets de bord dus à la coupure brutale de
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la surface, puisque l’onde plane éclaire toute la surface. Pour borner le problème, le champ
spéculairement réﬂéchi par le plan moyen est utilisé. Seule la contribution de la rugosité dans
le champ diﬀracté nous intéresse, celle du plan moyen étant connue analytiquement à partir
des coeﬃcients de Fresnel. Ainsi, en retranchant le champ réﬂéchi spéculairement par le plan
moyen, il va être possible de borner le problème et d’éviter les eﬀets de bords décrits dans
l’introduction.
1.6 Formalisme intégral indirect (F2I)
Pour obtenir des équations intégrales de frontière, on introduit une fonction vectorielle U
[17, 18, 1]. Cette fonction est construite de manière à obtenir une équation intégrale de frontière
avec un second membre qui s’annule sur le plan. U satisfait les équations de Maxwell pour le




H−Hi −Hr = Hd si z>h(x,y)
n ∧U continue
(1.11)
H représente le champ magnétique total. L’exposant (i) représente le champ incident, l’exposant
(r) le champ réﬂéchi spéculairement par le plan moyen et l’exposant (d) représente le champ
diﬀus qui correspond à la contribution de la rugosité.
U coïncide avec le champ diﬀusé au dessus de la surface. La continuité des composantes tan-
gentielles de U permet d’obtenir une équation intégrale de frontière à une inconnue. On aurait
pu imposer la continuité des composantes tangentielles de rotU.
Le rotationnel de U s’écrit, au sens des distributions :
rotU = {rotU}+ [n ∧U]δΣ (1.12)
et donc
rot rotU = {rot rotU}+ [n ∧ {rotU}]δΣ + rot ([n ∧U]δΣ) (1.13)
avec δΣ la distribution de Dirac, [n ∧U] et [n ∧ {rotU}] les sauts des composantes tangentielles
de la fonction U et de son rotationnel. U satisfait l’équation :
rot rotU = grad (divU)−∆U = K20U (1.14)
où K0 = ω
√
ω0ǫ0 est le nombre d’onde du vide. A partir de (1.14) et (1.13), l’équation d’Helm-
holtz est obtenue :
∆U+K20U = −rot ([n ∧U]δΣ)− [n ∧ {rotU}]δΣ + grad (divU) (1.15)
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La solution de l’équation d’Helmholtz (1.15) s’écrit comme le produit de convolution de la
fonction de Green avec le membre de droite couramment appelé terme d’excitation ou terme
source, U = G0 ∗S. La fonction de Green est la solution élémentaire de l’équation d’Helmholtz
(∆ + K2)G = δ et qui vériﬁe la condition de rayonnement de Sommerfeld. Pour le problème




G0 est la fonction de Green associée au nombre d’onde du vide. Un rotationnel supplémentaire
est appliqué à U aﬁn de supprimer le terme en grad (divU). Finalement,
rotU = −rot (G0 ∗ [n ∧ {rotU}]δΣ)− rot rot (G0 ∗ [n ∧U]δΣ) (1.17)
Par déﬁnition de U, [n ∧U] est nul, donc (1.17) s’écrit :
rotU = −rot (G0 ∗ [n ∧ {rotU}]δΣ) (1.18)
pour z>h(x,y), rotU peut s’exprimer en fonction du champ électrique diﬀracté.
Ed = − i
ωε0
rot (G0 ∗ [n ∧ rotU]δΣ) pour z >h(x,y) (1.19)
On peut aussi trouver l’expression du champ magnétique en appliquant un rotationnel à l’équa-
tion précédente.
Hd = − 1
K0
rot rot (G0 ∗ [n ∧ rotU]δΣ) pour z > h(x,y) (1.20)
Les deux équations (1.19) et (1.20) permettent de relier les champs au dessus de la surface
à l’inconnue de notre problème j = iωε0[n ∧ rotU]. Pour obtenir les équations intégrales de
surface, il faut faire tendre le point d’observation vers la surface dans (1.19) et (1.20). Pour les
détails sur ces passages à la limite, je renvoie à [19]. Une fois le passage à la limite et le produit





j = n ∧ Ed (1.21)
i
ωµ0
P0j = n ∧Hd (1.22)
L’inconnue ne peut pas être reliée de manière simple aux composantes tangentielles du champ
électrique, ceci explique l’appellation de formalisme intégral indirect (F2I). M0 et P0 sont les
opérateurs intégraux introduits par Martin et Ola dans [20]. Ils s’écrivent pour une densité
surfacique c et deux points R et R′ sur la surface,









où rot R représente le rotationnel par rapport au point R. Les opérateurs M0 et P0 utilisent la
fonction de Green du vide G0.
1.6.1 Le problème du métal infiniment conducteur
Pour le problème du métal inﬁniment conducteur, n ∧ E = 0, ainsi à partir de (1.21)





j = −n ∧ (Ei + Er) (1.23)
avec j = iωε0[n ∧ rotU] la nouvelle inconnue de notre problème. Sur le plan, n ∧ (Ei + Er)
est nul. Le second membre de l’équation intégrale (1.23), pour le plan localement perturbé,
est donc borné. Ceci est essentiel pour espérer une décroissance rapide de l’inconnue j sur la
partie plane et éviter le problème de diﬀraction par les bords. La formule (1.23) ayant un noyau
fortement ressemblant avec la Magnetic Field Intgral Equation (MFIE), les mêmes techniques
de résolution peuvent être utilisées.
Une équation intégrale avec le noyau de la Electric Field Integral Equation (EFIE) peut être
obtenue. Pour cela, il suﬃt de construire U en imposant la continuité de n ∧ rotU au lieu de
n ∧U. Le premier choix conduit à un opérateur moins singulier ce qui nous permet d’utiliser
des schémas numériques plus simples. Pour l’opérateur M , le rotationnel peut s’appliquer à
l’intégrande. Ainsi, il est possible de reporter la diﬀérentiation sur la fonction de Green.
M c(R) = n ∧
∫
Σ
grad RG(R−R′) ∧ c(R′)dS ′
Le gradient de la fonction de Green se comporte, quand |R − R′| = D tend vers zéro, comme
1/D2. L’opérateur M est dit singulier et peut être facilement intégré, [19].
Pour l’opérateur P , si l’on fait porter les deux diﬀérenciations sur la fonction de Green,
P c(R) = n ∧
∫
Σ
K2G(R−R′)c(R′) + (c(R′) · grad R)grad RG(R−R′)dS ′
Le noyau présente un comportement en 1/D3. Il est dit fortement singulier et s’avère délicat à
traiter.
1.6.2 Le problème diélectrique














Pn ∧ E = 0 (1.25)
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et des équations (1.21) et (1.22), il est possible d’obtenir deux équations intégrales couplées


















n ∧ (Ei +Er)
− i
ωε





















Pn ∧ (Ei +Er) (1.27)
On constate que, pour le cas diélectrique, les équations intégrales sont beaucoup plus complexes.
Les membres de droite des équations (ou termes d’excitation) ne s’annulent pas sur un plan.
Cependant ils tendent tout de même vers zéro puisque pour tout point en dehors de la rugosité
Ei + Er = Et et Hi +Hr = Ht. Et et Ht représentent respectivement le champ électrique et





n ∧Et − i
ωε





n ∧Ht + i
ωµ0
Pn ∧ Et = 0 (1.29)
Les deux problèmes avec ces équations intégrales sont la présence des opérateurs hyper-singuliers
P et P0, et des produits d’opérateurs incompatibles avec l’approche numérique adoptée (SMF-
SIA).
Pour les matériaux fortement conducteurs, la fonction de Green du milieu décroît exponentielle-
ment. Les opérateurs intégraux M et P deviennent donc locaux et ne posent plus de problème.
Cependant, l’opérateur P0 reste incontournable. Pour ces raisons, dans ce qui suit, je m’intéresse
uniquement au problème du métal inﬁniment conducteur avec ce formalisme.
1.6.3 Amplitude diffractée
Une fois l’inconnue j déterminée, le champ diﬀracté par la surface rugueuse peut être calculé
à partir de (1.19). Pour nos applications, nous nous intéressons à l’amplitude diﬀractée S qui






ei(k·r+qz)dk pour z > maxR2 h(x,y) (1.30)
avec k2 + q2 = K20 . Le signe + indique que les ondes se propagent dans le sens des z positifs.
L’amplitude diﬀractée est obtenue à l’aide de (1.19) et de la formule de Weyl (1.32) qui permet
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(−K× jR′) exp(−iK ·R′) dΣ′ (1.31)
où K est le vecteur d’onde du vide déﬁni par k+ qzˆ avec k et q ses composantes horizontale et
verticale.







Pour une surface rugueuse aléatoire, il est possible de déﬁnir, à partir de l’amplitude diﬀractée,





avec A, l’aire de la surface éclairée.
Pour les angles rasants, l’amplitude diﬀractée doit tendre vers zéro pour la polarisation Ho-
rizontale. Ce comportement a été étudié par Tatarskii et Charnotskii dans [22]. Ils montrent
que pour des angles d’incidence rasants, l’amplitude diﬀractée tend vers zéro comme q0, q0
étant la composante verticale du vecteur d’onde incident. Pour les angles diﬀractés rasants,
cette amplitude tend vers zéro comme q, la composante verticale du vecteur d’onde diﬀracté.
Or (1.31) ne présente pas ce comportement explicitement. De ce fait, l’amplitude diﬀractée ne
tendra pas vers zéro numériquement à cause de la précision numérique. Tatarskii et Charnotskii
calculent l’amplitude diﬀractée à partir d’une combinaison des champs diﬀractés au dessus et
en dessous de la surface (car il est nul sous la surface) aﬁn de faire explicitement apparaître
le comportement en q. Une telle manipulation n’est pas possible avec le formalisme indirect.
En eﬀet, pour construire l’équation intégrale (1.23), nous avons imposé la continuité des com-
posantes tangentielles de U uniquement, il n’est donc pas possible de lier notre inconnue au
champ diﬀracté sous la surface.
Dans cette partie, le formalisme intégral a été adapté au problème de l’incidence rasante.
Pour le métal inﬁniment conducteur, l’équation intégrale obtenue est très simple. Elle reprend
le noyau d’une MFIE classique et le terme d’excitation est simplement la somme du champ in-
cident et du champ spéculairement réﬂéchi par le plan moyen. Pour le problème d’impédance et
diélectrique, les équations intégrales sont beaucoup plus complexes à cause notamment d’opé-
rateurs très diﬃciles à discrétiser numériquement. Toutefois, par construction, le formalisme
adopté ne permet pas de relier le champ diﬀracté sous la surface à un champ physique et il est
donc impossible d’obtenir une expression du champ diﬀracté au dessus de la surface dépendant
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de manière explicite de q. Nous verrons plus tard l’intérêt d’expliciter le comportement en q de
l’amplitude diﬀractée. Pour toutes ces raisons, j’ai développé de nouvelles équations intégrales.
1.7 Formalisme intégral direct (FID)
Considérons les fonctions vectorielles discontinues U et V suivantes, qui satisfont une équa-
tion d’Helmholtz pour le nombre d’onde du vide et une Condition d’Ondes Sortantes de part









H−Hi −Hr = Hd si z>h(x,y)
0 si z<h(x,y)
(1.34)
E et H représentent respectivement les champs électrique et magnétique total. Les équations
de Maxwell pour les deux fonctions discontinues U et V s’écrivent, au sens des distributions :
rotU− iωµ0V = mδΣ (1.35)
rotV + iωǫ0U = jδΣ (1.36)
m = [n ∧ U] = n ∧ (E− Ei − Er) et j = [n ∧ V] = n ∧ (H−Hi −Hr). En appliquant un
rotationnel à l’équation (1.35) et en utilisant (1.36) et la relation ∆U = grad divU−rot rotU ,
l’équation d’Helmholtz pour U est obtenue.
∆U+K20U = −rot (mδΣ)− iωµ0jδΣ + grad divU = S (1.37)
U et V satisfont une condition d’onde sortante pour z = +∞ et −∞. Comme pour le premier
formalisme présenté, la solution de cette équation s’écrit comme le produit de convolution de
la fonction de Green 3D avec le second membre, U = G0 ∗ S. Un rotationnel supplémentaire
est appliqué à U aﬁn de supprimer le terme en grad divU. Finalement, la fonction V s’écrit :
V = −rot (G0 ∗ jδΣ) + i
ωµ0






La même méthode appliquée à l’équation (1.36) donne :
U = −rot (G0 ∗mδΣ)− i
ωε0
rot rot (G0 ∗ jδΣ) =


E− Ei − Er
0
(1.39)
Nous venons d’obtenir une expression des champs hors de la surface pour le vide (1.38) et
(1.39). Les expressions du champ hors de la surface pour un matériau de perméabilité (µ0) et
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de permittivité ε avec ε = ε0εr, où εr représente la permittivité relative du milieu, peuvent
s’obtenir en employant le même raisonnement que précédemment mais en considérant comme












Et et Ht sont respectivement le champ électrique et magnétique transmis à travers le plan
moyen. Ainsi, les champs hors de la surface pour le matériau s’écrivent :
V = rot
(






























Avec E− Et = E− Ei − Er et H−Ht = H−Hi −Hr, les quatre formules (1.38), (1.39),
(1.41) et (1.42) permettent de calculer le champ diﬀus en tout point hors de la surface à
partir des composantes tangentielles de E− Ei − Er et de H−Hi −Hr sur la surface. Les
inconnues j et m peuvent être considérées comme des courants de surface ﬁctifs, source du
champ diﬀus. Contrairement au formalisme intégral indirect, les inconnues du problèmes sont
directement liées aux composantes tangentielles des champs électriques et magnétiques d’où
le nom de formalisme intégral direct. Ils nous reste à déterminer l’expression des courants de
surface. Comme pour le premier formalisme, les équations intégrales de surfaces sont obtenues
en faisant tendre le point d’observation vers la surface dans les équations (1.38), (1.39), (1.41) et
(1.42). Une fois le produit vectoriel par la normale appliqué, les équations intégrales de surface















P0 j = 0 (1.44)





n ∧ (E− Et)− i
ωε





n ∧ (H−Ht)+ i
ωµ0
P n ∧ (E− Et)= 0 (1.46)
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n ∧ (Et − Ei − Er)
− i
ωǫ


















P n ∧ (Et −Hi −Hr) (1.48)
Quatre équations ont été obtenues (1.43), (1.44), (1.47) et (1.48) pour deux inconnues j et m.
Il est donc possible de choisir les équations intégrales pour résoudre le problème de diﬀraction.
Avec ce nouveau formalisme, il est possible de résoudre le problème diélectrique et d’impédance
avec une excitation bornée.
1.7.1 Le problème diélectrique
Pour éviter les problèmes de singularités liés aux opérateurs P et P0, des combinaisons li-
néaires des équations intégrales vont être réalisées aﬁn de faire apparaître ces deux opérateurs
sous la forme P − P0. En eﬀet, la singularité en 1/D3 de P et P0 ne dépend pas du nombre
d’onde. La diﬀérence des deux opérateurs P et P0 permet donc d’éliminer cette singularité
et d’obtenir un noyau dont le comportement à l’origine est en 1/D. Cette manipulation des
opérateurs P et P0 a été utilisée dans [23], [24], [25].















n ∧ (Et − Ei − Er)
− i
ωµ0
Pn ∧ (Ht −Hi −Hr) (1.49)
(1 +M0 −M1) j− i
ωµ0










Pn ∧ (Et − Ei − Er) (1.50)
Pour ces deux équations, le membre de droite dépend de n∧(Ht −Hi −Hr) et n∧(Et − Ei − Er)
qui valent zéro sur le plan, donc les deux équations ont une excitation qui tend vers zéro en
dehors de la rugosité. Grâce à ce système d’équations, il est possible de résoudre le problème
de diﬀraction des ondes électromagnétiques par des surfaces rugueuses diélectriques éclairées
par une onde plane.
34
1.7.2 Le problème de l’approximation d’impédance
Dans le cas des surfaces rugueuses et pour des matériaux à faible épaisseur de peau devant
la longueur d’onde :
n ∧ E ≈ Zn ∧H (1.51)
avec Z, l’impédance de surface qui ne dépend que de l’épaisseur de peau complexe d = i/k et des
caractéristiques géométriques locales de la surface. Cette impédance a été déterminée grâce à un
développement limité des équations intégrales classiques pour une surface bidimensionnelle dans
[26], en prenant comme paramètre le rapport d/λ. Pour nos inconnues, la relation d’impédance
s’écrira :
m = Zj+ Z
{
n ∧ (Hi +Hr)}− n ∧ (Ei + Er) = Zj+X (1.52)
avec l’impédance de surface déﬁnie par [27, 28]

















sa trace. S est la projection de la Hessienne,
tenseur des dérivées secondes du proﬁl, sur le plan tangent à la surface au point considéré. La
projection d’un vecteur v sur le plan tangent vaut v − (v · n)n = −n ∧ (n ∧ v) = Tv. La

















le tenseur de courbure extrinsèque s’écrit S = φTHT où φ = |z − gradh|, et sa trace est
la moyenne des courbures principales de la surface. Lorsque S est nul, la relation du plan est
retrouvé, n ∧ E = −iK0η0n ∧H = (1/η)n ∧H avec η =
√
µ0/ǫ l’impédance du matériau.
En introduisant la relation d’impédance (1.52) dans les équations intégrales (1.43) et (1.44),





























Comme pour le problème diélectrique, le second membre des deux équations (1.53) et (1.54) tend
vers zéro en dehors de la rugosité. Ainsi, il est possible de résoudre le problème de diﬀraction
pour des matériaux qui ont une forte conductivité avec une seule inconnue.
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1.7.3 Le problème du métal infiniment conducteur
Lorsque la conductivité électrique du métal tend vers l’inﬁni alors n∧E = 0 donc Z = 0 et





j = − i
ωµ0









n ∧ (Ei + Er) (1.56)
Les équations (1.55) et (1.56) ont les mêmes noyaux que les MFIE et EFIE classiques. Cepen-
dant, les termes d’excitation sont beaucoup plus complexes. Un opérateur intégral, P0 pour
l’équation (1.55) et M0 pour l’équation (1.56), est appliqué à n∧ (Ei + Er). Pour la résolution
numérique, nous utilisons l’équation (1.55) aﬁn d’éviter la singularité de l’opérateur P0 dans le
noyau. Pour traiter la singularité de l’opérateur P0 du membre de droite de l’équation une des
deux diﬀérentiations va être appliquée à n ∧ (Ei + Er).
P0 c(r




K20G(R−R′)c(R′) + grad RG(R−R′)DivR′c(R′)
]
dS ′ (1.57)
avec c(R′) = n ∧ (Ei + Er) et Div la divergence de surface. Le champ magnétique est lié à la
divergence de surface du champ électrique par la relation [20] :
Div
(
n ∧ (Ei +Er)) = −n · rot (Ei + Er) = −iωµ0n · (Hi +Hr) (1.58)




























Contrairement au premier formalisme intégral utilisé, ce nouveau formalisme permet d’obtenir
des équations intégrales pour le problème diélectrique et le problème d’impédance ne faisant
pas intervenir de produit d’opérateur mais deux équations intégrales couplées. De plus, avec
ce formalisme, il va être possible de déterminer une amplitude diﬀractée avec le comportement
en q et q0 explicite. Cependant, pour le métal inﬁniment conducteur, le second membre de
l’équation (1.55) contrairement à celui de l’équation (1.23) ne s’annule pas parfaitement sur




Contrairement au premier formalisme, U est connu au dessus et en dessous de la surface.













ei(k·r−qz)dk z <minR2 h
(1.60)







−K± ×mR′ + 1
ωε0
K± × (K± × jR′)
)
exp(−iK± ·R′) dΣ′ (1.61)
où K est le vecteur d’onde du vide déﬁni par k ± qzˆ. Le signe + représente des ondes se
propageant vers les z positifs et le signe − vers les z négatifs.
1.8 Théoréme d’extinction
Les formules (1.39) et (1.38) sont deux relations vériﬁées par les courants électrique et
magnétique de surface j et m. Cette propriété est indépendante de la nature du matériau sous
la surface. m et j sont telles que U et V sont nulles en tout point en dessous de la surface.
Cette relation est plus connue sous le nom de théorème d’extinction. L’amplitude diﬀractée
vériﬁe donc, sous la surface, la relation :
S−(k) = 0 (1.62)
De façon analogue, pour un matériau de permittivité ﬁnie, les courants de surface m et j sont
tels que U et V soient nulles au dessus de la surface suivant les formules (1.42) et (1.41).
1.9 Théorème de réciprocité
Soit S l’amplitude de diﬀraction associée au champ diﬀracté usuel E− Ei, c’est-à-dire in-
cluant le champ réﬂéchi spéculairement par le plan moyen, Sβα est lié à l’amplitude diﬀractée
déﬁnie précédemment par la relation :
Sβα = S
+
βα + rαδ(k− k0)δβα (1.63)
avec rα le coeﬃcient de Fresnel et δαβ le symbole de Kronecker qui vaut 1 si α = β et 0 sinon.
Le théorème de réciprocité pour l’amplitude diﬀractée S s’écrit d’après [29],
Sβα( k, k0) = (−)αβSαβ( −k0, − k) (1.64)
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avec (−)βα égal à −1 si β 6= α et 1 sinon. Comme la partie cohérente de l’amplitude diﬀractée
rαδ(k− k0)δβα est réciproque, l’amplitude diﬀractée S+βα obtenue en retranchant le champ
spéculairement réﬂéchi par le plan moyen l’est aussi.
Le théorème de réciprocité est vériﬁé en particulier pour les milieux isotropes.
1.10 Comportement aux grands angles du champ dif-
fracté
Le comportement du champ diﬀracté aux grands angles pour le problème scalaire de la
diﬀraction est étudié par Tatarskii et Charnotskii dans [22] et [30] ainsi que par Fuks dans [31].
Pour le problème de Dirichlet (u = 0), ils montrent que le champ diﬀracté tend vers zéro et
se comporte comme (q0q) aux grands angles d’incidence et diﬀractés (q0 → 0, q → 0). Pour le
problème de Neumann (∂u/∂n = 0), le champ diﬀracté se comporte comme O(1). Cette étude
n’a été réalisée que pour le problème de Dirichlet et de Neumann. Nous allons généraliser les
résultats obtenus au cas des ondes électromagnétiques pour diverses conditions aux limites.
Le comportement du champ diﬀracté aux grands angles, d’après la formule (1.61), est non ex-
plicite. Il est possible de formuler le champ diﬀracté de façon à faire apparaître le comportement
en fonction de q de manière explicite à l’aide du théorème d’extinction [22],[30]. En eﬀet, sous
la surface, d’après ce qui a été dit dans le paragraphe 1.8, S−( k, k0) = 0. Ainsi, il est possible
de formuler l’amplitude diﬀractée par la relation :
S˜( k, k0) = S
+( k, k0)± S−( k, k0) (1.65)
Cette combinaison est théoriquement égale à S+( k, k0).
1.10.1 Le métal infiniment conducteur
Pour une polarisation incidente quelconque, les composantes S+( k, k0) · hˆ = S+Hα et






























kzˆ ·m+ ωµ0hˆ · j
)




Pour le métal inﬁniment conducteur, par construction, le support de m est bien borné pour
le plan localement perturbé. Le support de j n’est pas borné, à cause de la présence d’ondes
de surface qui se propagent sur les plateaux. Par contre, pour le plan localement perturbé, les
termes m · zˆ et sin (qh(r))j · hˆ sont bien à support borné, les intégrales sont donc bien déﬁnies.
Par conséquent, l’amplitude diﬀractée SHα tend vers zéro comme q, ce que l’on notera selon les
















0 kˆ·r dΣ′ +O(q2) (1.69)
Les composantes S+( k, k0) · vˆ+ = S+V α et S−( k, k0) · vˆ− = S−V α s’écrivent :




























A partir de ces expressions, il est possible de déterminer S˜V α = S
+




















Contrairement à précédemment, le terme cos (qh(r))j · kˆ n’est pas à support borné à cause de
la présence des ondes de surface. Cette expression n’est donc pas déﬁnie et ne permet pas de
conclure sur le comportement du champ diﬀracté en polarisation V diﬀractée. Il est possible
d’exprimer SV α par la combinaison S˜V α = S
+




















Cette fois, l’intégrale est bien déﬁnie pour le plan localement perturbé. Lorsque q tend vers
zéro, l’amplitude diﬀractée S+V α est en O(1).
Le comportement en q de S+V α a été déterminé. A l’aide du théorème de réciprocité, il est
possible de déterminer le comportement en q0 de l’amplitude diﬀractée pour les grands angles
d’incidence. Pour une polarisation diﬀractée et incidente Horizontale, il est possible d’écrire :

S±HH( k, k0) = S
±
HH(−k0,− k)
S±HH( k, k0) = O(q0)
S±HH(−k0,− k) = O(q)
⇒ S±HH( k, k0) = O(qq0)
39
Donc l’amplitude diﬀractée S±HH tend vers zéro et se comporte comme qq0.
Pour une polarisation incidente Verticale et une polarisation diﬀractée Horizontale, on a :

S±V H( k, k0) = −S±HV (−k0,− k)
S±V H( k, k0) = O(1)
S±HV (−k0,− k) = O(q0)
⇒ S±V H( k, k0) = O(q0)
L’amplitude diﬀractée S±HV tend vers zéro et se comporte comme q. Des raisonnements similaires
peuvent être réalisés pour toutes les conﬁgurations. Le tableau (1.1) présente le comportement
du champ diﬀracté, du coeﬃcient bistatique et monostatique pour les grands angles en fonction
de la polarisation incidente et diﬀractée, pour le métal inﬁniment conducteur. Les résultats
Polarisation S+βα(k,k0) σβα(k,k0) σβα(−k,k)




β=H α=V O(q) O(q2) O(q2)




β=V α=V O(1) O(1) O(1)
Tab. 1.1 – Comportement de l’amplitude diffractée pour les angles rasants, cas bistatique et
monostatique, pour un métal infiniment conducteur.
obtenus sont en accord avec [22], [30], dans le sens que l’amplitude diﬀractée en polarisation HH
a le même comportement en O(q0q) que le problème de Dirichlet, et que l’amplitude diﬀractée
en polarisation VV correspond au problème de Neumann.
1.10.2 Le cas diélectrique et fortement conducteur
Pour les milieux à pertes, les ondes de surfaces qui se propagent sur le plan sont atté-
nuées exponentiellement. Les inconnues j et m sont donc bien bornées pour le plan localement




S˜V α = S
+
V α − S−V α
Donc l’amplitude diﬀractée est en O(q) quelle que soit la polarisation diﬀractée. Par réciprocité,
l’amplitude diﬀractée pour les milieux à pertes est en O(qq0) quelle que soit la conﬁguration.
Pour les diélectriques sans pertes, il n’y pas d’onde de surface. Les inconnues j et m sont donc
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bien à support borné. L’amplitude diﬀractée présente donc le même comportement en O(qq0)
que pour les milieux à pertes.
1.11 Comportement aux grands angles des termes d’ex-
citation
Il est intéressant de regarder le comportement des termes d’excitation des équations inté-
grales du FID.
1.11.1 Le diélectrique
Pour la polarisation H,
Ei + Er − Et = [e−iq0h(r) + rH eiq0h(r) − tH e−iqth(r)] eik0·r(kˆ ∧ zˆ) (1.74)
Le développement limité en q0 de (1.74) s’écrit d’aprés (1.7) :

Ei + Er − Et =
[






eiK0kˆ·r(kˆ ∧ zˆ) +O (q20)











eiK0kˆ·r(kˆ ∧ zˆ) +O (q20)
Pour la polarisation V,































K20 − q20 = K0 +O(q20). Le développement limité en q0 de (1.75) s’écrit :





















kˆ et zˆ étant en O(1), n ∧ (Ei + Er − Et) est en O(q0) quelle que soit la polarisation incidente.
Les champs magnétique et électrique sont liés par la relationH = Kˆ∧E
η
, donc n ∧ (Hi +Hr −Ht)
présente le même comportement.
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1.11.2 L’approximation d’impédance
Pour un matériau à forte conductivité, les termes sources dépendent de n ∧ (Ei + Er) et
n ∧ (Hi +Hr). Pour la polarisation H,
Ei + Er =
[
e−iq0h(r) + rH e
iq0h(r)
]
eik0·r(kˆ ∧ zˆ) (1.77)
Le développement limité en q0 de (1.77) s’écrit :

Ei + Er =
[
−2i sin (q0h(r)) + 2q0K0√εr−1eiq0h(r)
]
eik0· r(kˆ ∧ zˆ) +O(q20)







eik0·r(kˆ ∧ zˆ) +O(q20)
Pour la polarisation V,

















Le développement limité en q0 de (1.78) s’écrit :


















Pour les mêmes raisons que pour le problème diélectrique, n ∧ (Ei + Er) et n ∧ (Hi +Hr)
tendent vers zéro comme q0.
1.11.3 Le métal infiniment conducteur
Pour le métal inﬁniment conducteur, le terme source dépend de n ∧ (Ei + Er). Pour la
polarisation H,
Ei + Er = −2i sin (q0h (r))) eik0·r (1.80)
Pour les angles d’incidence rasants, le développement limité en q0 de (1.80) s’écrit :





Pour la polarisation V,
















Pour la polarisation H, n ∧ (Ei +Er) se comporte toujours en O(q0). Contrairement aux cas
diélectrique ou impédance, la polarisation V n’a plus le même comportement en O(q0). En eﬀet,
le terme d’excitation tend vers une constante lorsque l’angle d’incidence devient très important.
Ceci montre bien la spéciﬁcité du problème du métal inﬁniment conducteur en polarisation V.
On constate que, si le comportement des termes étudiés ci-dessus est transmis aux incon-
nues m et j (et donc au champ diﬀracté) à travers les opérateurs intégraux, l’on retrouve le
comportement en q0 de l’amplitude diﬀractée et par réciprocité le comportement en q.
1.12 Remarque sur la polarisation V
Au cours de ma thèse, pour des raisons de temps, je me suis limité au problème de diﬀraction
des ondes électromagnétiques par des surfaces bidimensionnelles parfaitement conductrices.
Comme je l’ai montré dans le paragraphe 1.4, pour des milieux avec une permittivité ﬁnie, en
polarisation Verticale, il existe un angle pour lequel le coeﬃcient de réﬂexion est nul ou faible
c’est l’angle de Brewster. Pour la mer en bande L (= 1.2 GHz), cette angle est d’environ 84˚ .
Pour des angles d’incidence inférieurs, le modèle du métal inﬁniment conducteur donne des
résultats très voisins du problème réel. Au voisinage et au delà de cet angle, cette hypothèse
n’est plus valable. De plus, le comportement aux grands angles est diﬀérent entre le problème
du métal parfaitement conducteur et celui de la mer. En eﬀet, dans un cas la section eﬃcace
ou le coeﬃcient bistatique tend vers zéro en se comportant comme q0 et, dans l’autre cas, ils
tendent vers une valeur ﬁxe. Pour ces raisons, dans la suite, je ne m’intéresse qu’au problème
inﬁniment conducteur en polarisation HH pour l’étude du formalisme intégral rasant.
1.13 Conclusion
Dans ce chapitre, le modèle adopté pour le problème de la diﬀraction des ondes électro-
magnétiques par des surfaces rugueuses en incidence rasante a été présenté. Deux approches
ont été étudiées, le formalisme intégral indirect et direct. La première a permis d’obtenir une
équation intégrale bornée pour le problème du métal parfaitement conducteur, mais s’avère
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délicate à mettre en oeuvre pour le problème d’impédance et diélectrique à cause de la présence
de produit d’opérateurs. De plus, cette approche ne permet pas d’obtenir un champ diﬀracté
dont le comportement en q est explicite. Pour ces raisons, une approche alternative a du être
développée. Elle a permis d’écrire des équations intégrales quel que soit le problème considéré
et de formuler l’amplitude diﬀractée de manière à faire apparaître la dépendance en q explicite-
ment. Cependant, pour le métal inﬁniment conducteur et contrairement à la première équation
intégrale obtenue, le terme source n’est pas rigoureusement nul sur le plan à cause de la pré-
sence d’un opérateur non local P . A partir des expressions des champs diﬀractés au dessus et
en dessous de la surface et du théorème de réciprocité, le comportement aux grands angles de
l’amplitude diﬀractée a été étudiée en fonction de la nature du matériau sous la surface et des




Dans le chapitre précédent, j’ai présenté les équations intégrales de frontière adaptées au
problème de l’incidence rasante. Les inconnues de ces équations sont des grandeurs continues
déﬁnies sur un espace inﬁni. Pour résoudre numériquement ces équations, il faut les discrétiser.
Pour obtenir une solution de l’équation intégrale discrétisée, il existe de nombreuses méthodes
qui permettent d’aller plus ou moins vite, parmi ces méthodes, on peut citer la Fast Multipole
Method (FMM) [32], la MOMI (Method of Order Multiple Interactions) ou encore la méthode C
([33, 34, 35]). Pour notre problème, nous utiliserons la méthode des moments (MoM) [36] pour
discrétiser les équations intégrales, cependant il est possible d’utiliser la méthode des éléments
ﬁnis [37]. Aﬁn de résoudre de manière eﬃcace ces équations, nous utiliserons une méthode
itérative. Pour plus d’informations sur ces méthodes numériques, je renvoie à [38].
2.1 Discrétisation et résolution
La méthode des moments (MoM) [36] est une technique numérique qui permet de discrétiser
les équations intégrales et de résoudre le système linéaire obtenu après discrétisation.
Considérons l’équation intégrale :∫
S′
G0(R−R′)c(R′)dx′dy′ = f(R) (2.1)
Pour résoudre ce système, le plan moyen de la surface rugueuse est échantillonné à l’aide d’un
pavage rectangulaire de NxNy = N mailles de taille D. Suivant ce maillage, l’intégrale de





G0(R−R′)c(R′)dx′dy′ = f(R) (2.2)
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Pour résoudre cette équation, on utilise pour fonction de base les fonctions caractéristiques des
rectangles Dj et pour fonction test les distributions de Dirac aux centres des mailles Rj. On







cj = bi (2.3)
qui se met sous la forme matricielle :
Ac = b (2.4)
où A est la matrice carrée d’ordre N à valeurs complexes Aij =
∫ ∫
Dj
G0(Ri −R′)dx′dy′, cj est
la valeur supposée constante sur Dj de c(R
′) et bi = f(Ri). Les équations intégrales obtenues au
chapitre précédent sont discrétisées suivant cette méthode. Le système obtenu pour le problème
















Chaque élément de la matrice 4×4 sont des matrices d’ordre N , où N est le nombre d’éléments
de discrétisation de la surface. A cause des singularités, le calcul des éléments de ces matrices ne
se fait pas de la même manière selon que les éléments sont diagonaux ou pas. Pour résoudre ce
système directement, il faut réaliser de l’ordre de 2N3 opérations pour une méthode d’inversion
directe. La résolution du système nécessite aussi de stocker en mémoire un nombre de 4N2
éléments. Pour ces raisons, nous utilisons une méthode itérative et en particulier la SMFSIA
(Sparse Matrix Flat Surface Iterative Approche) et le CAG3D (CAnonical Grid 3D), [24], [25],
[6] ce qui permet de réduire le nombre d’éléments et d’opérations nécessaires pour la résolution
du système.
2.2 La SMFSIA-CAG3D
A partir du phénomène de faible couplage, nous allons déﬁnir un rayon de forte interaction rd
dont la taille dépendra de la surface et de la longueur d’onde. La matriceM peut se décomposer
en deux parties :
M = S +W (2.5)
S (pour Strong) est la matrice forte qui comporte les termes d’interactions forts, c’est-à-dire
tous les éléments tels que
√
(xi − xj)2 + (yi − yj)2 soit inférieur à rd, où xi − xj et yi − yj re-
présentent les diﬀérences de coordonnées entre les centres des mailles i et j, les autres éléments
étant nuls. W (pour Weak) comporte les termes d’interactions faibles déﬁnis par la relation
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√
(xi − xj)2 + (yi − yj)2 > rd.
La matrice forte est une matrice creuse bloc-bande dont les éléments sont calculés rigoureuse-
ment, seul les éléments non nuls sont stockés en mémoire, ainsi la place mémoire nécessaire est
beaucoup plus faible que pour pour la matrice totale.
Les éléments de la matrice faible sont développés suivant la méthode du Multilevel Canonical
Grid 3D développée par Chan et Xia dans [39, 6]. Grâce à cette méthode, la matrice faible
présente une structure bloc Toeplitz réduisant le nombre d’élément à stocker en mémoire et
permettant de réaliser des produits matrice vecteur de façon optimale à l’aide de FFT. En eﬀet,
une matrice circulante est diagonale dans l’espace de Fourier, ainsi le produit entre un vecteur
et cette matrice peut s’écrire dans la base de Fourier comme le produit terme à terme.
Pour la résolution du système, nous utilisons deux niveaux d’itérations imbriqués qui exploitent
les propriétés des matrices bloc-Toeplitz. Le premier niveau d’itération utilise le GMRES, pour
Generalized Minimum RESidual, et le second niveau d’itération le BiCGStab, pour BiConjou-
gate Gradient Stabilized. Cette méthode appelée SMFSIA-CAG3D permet donc de résoudre de
manière rapide des problèmes de diﬀraction 3D. La convergence dépendra du choix du rayon
de forte interaction. Si le premier ou second niveau ne convergent pas, on augmente la valeur
de rd dans la limite de la place mémoire disponible.
Cette méthode de résolution a donné de très bons résultats [21, 23, 24, 25, 40]. Enﬁn, une
méthode Monte-Carlo est utilisée. Cette méthode consiste simplement à moyenner l’intensité
diﬀractée, calculée pour plusieurs échantillons de surface.
2.3 Géométrie des surfaces utilisées
Pour le formalisme intégral rasant, nous avons utilisé le modèle du plan localement perturbé
(ﬁgure 1.1). Pour assurer la régularité du proﬁl à la jonction entre le plan moyen et la surface
rugueuse, nous utilisons une fonction de Hann (ﬁgure 2.1). La surface étudiée est représentée
par l’équation z = h(x,y)Hx(x)Hy(y), où Hx,y représente la fonction de Hann (2.6). La taille
des transitions entre le plan moyen et la surface rugueuse sont déﬁnies par les paramètres L1,
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L1′, L2 et L2′, la valeur de ces paramètres dépend de la surface étudiée.

H(x) = 0 si x < xmin ou x > xmax
















si x2 < x < xmax
(2.6)
avec, selon les notations de la ﬁgure 2.2, xmin = L − P1, xmax = L − P2, x1 = L − P1 − L1
et x2 = L− P2− L2. La ﬁgure 2.2 représente la géométrie des surfaces utilisées. Le rectangle
en pointillé représente le domaine pour lequel les termes d’excitation ne tendent pas vers zéro.
Autour de la surface rugueuse, on ajoute des plateaux aﬁn que les termes d’excitation et les







































Fig. 2.2 – Géométrie de la surface.
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2.4 Onde de surface et effet de troncature
Sur les ﬁgures (2.3) et (2.4), l’intensité diﬀractée est calculée à partir des deux équations
intégrales présentées dans le chapitre (1) pour deux types de surface : une surface gaussienne
parfaitement conductrice de hauteur quadratique moyenne de 0.083λ et de longueur de corré-
lation de 0.5λ, et une surface en spectre k−4 tronqué à K/15 et 4K (voir annexe A).
Les ﬁgures (2.3.a) et (2.4.a) présentent l’intensité diﬀractée calculée dans le demi-espace
supérieur à partir du formalisme intégral indirect (résolution de l’équation intégrale (1.23)) et de
la déﬁnition de l’amplitude diﬀractée (1.31). Les ﬁgures (2.3.b) et (2.4.b) présentent l’intensité
diﬀractée calculée au dessus et en dessous de la surface à partir du formalisme intégral direct
et de la déﬁnition de l’amplitude diﬀractée (1.61). On peut voir que l’intensité diﬀractée, avec
le FID, ne remonte pas à partir de −70˚ , cependant on ne retrouve pas le comportement en
(qq0)
2.
Sur les ﬁgures (2.3.a) et (2.4.a), l’intensité diﬀractée augmente entre −70˚ et −90˚ ce qui
est en total désaccord avec le comportement aux grands angles de l’intensité. Sur les ﬁgures
(2.3.b) et (2.4.b), S− n’est pas nul sous la surface, à cause de la faible précision sur le théorème
d’extinction. Cette diﬀérence entre théorie et numérique est due à l’erreur engendrée par la
résolution numérique du système. La connaissance du champ sous la surface permet d’obtenir
une idée sur la précision des calculs. L’intensité diﬀractée, comme sur les ﬁgures (a), ne tend
pas vers zéro aux grands angles diﬀractés mais vers une valeur, par exemple −40 dB pour les
angles arrières sur la ﬁgure 2.3.b. Ces diﬀérences peuvent s’expliquer de manière phénoménolo-
gique par la combinaison de deux facteurs. Le premier facteur est la présence d’ondes de surface
qui vont se propager sur le plan sans être perturbées (ﬁgure 2.5) et le deuxième facteur est la
troncature de la surface.
En eﬀet, pour un plan métallique, les ondes de surface (ou ondes de Zenneck) se propagent
le long de la surface [41]. Leur constante de propagation pour un plan a été déterminé analyti-






Ainsi, pour un milieu absorbant, l’onde de surface va s’atténuer alors que pour un métal par-
faitement conducteur l’onde de surface se propagera à l’inﬁni. Pour la permittivité de la mer
en bande L, αp = 0.99 + i 3.10
−3, l’onde de surface s’atténue très lentement. De plus lors de la
diﬀraction des ondes électromagnétiques par une surface rugueuse inﬁnie, ces ondes de surface
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Fig. 2.3 – Intensité diffractée, polarisation HH, pour une incidence de 60˚ , en fonction de l’angle
diffracté dans le plan d’incidence, calculée à partir du F2I (figure a) et calculée au dessus (courbe
rouge) et en dessous de la surface (courbe noire) à partir du FID (figure c). La surface rugueuse
est une surface gaussienne parfaitement conductrice avec une hauteur quadratique moyenne de
0.083λ et une longueur de corrélation de 0.5λ.
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Fig. 2.4 – Intensité diffractée, polarisation HH, pour une incidence de 60˚ , en fonction de
l’angle diffracté dans le plan d’incidence, calculée à partir du F2I (figure a) et calculée au
dessus (courbe rouge) et en dessous de la surface (courbe noire) à partir du FID (figure c). La
surface rugueuse est parfaitement conductrice en spectre k−4 tronqué à K/15 et 4K.
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Fig. 2.5 – Excitation et propagation des ondes de surface sur une surface rugueuse.
sont converties en ondes propagatives par couplage avec la rugosité de la surface. Or, dans
notre modèle du plan localement perturbé, les ondes de surface qui se propagent sur le plan ne
sont pas converties en ondes propagatives et ne sont pas atténuées par absorption. Pour plus
de précision sur le sujet, je renvoie à [43, 44, 45, 42].
Sur la ﬁgure 2.6, les modules des composantes x et y de j calculés pour une incidence de 60˚ ,
pour une surface gaussienne de hauteur 0.083λ et de lc 0.5λ à partir du FID ont été tracés.
On peut voir que le courant ne s’annule pas en dehors de la surface rugueuse et des oscillations
apparaissent. Sur les ﬁgures 2.7 a et b, la partie réelle et imaginaire de la composante x de j
dans le plan d’incidence (y = 0) sont représentées. On constate que des oscillations apparaissent
sur les plateaux. La période de ces oscillations correspond à αp soit 1λ. Tous ces phénomènes
sont liés à la présence des ondes de surface.
En principe, des ondes de surface se propageant sur une surface plane inﬁnie ne rayonnent
pas. Pour résoudre le problème de diﬀusion numériquement, nous sommes toutefois obligés de
tronquer la surface. Le courant calculé j peut s’écrire :
j = jd + jsp (2.8)
avec jd, le courant de surface source du champ diﬀus par la surface rugueuse et jsp le courant
de surface source du champ rayonné par les ondes de surface à cause de la troncature de la
surface. L’amplitude diﬀractée peut donc s’écrire :
S± = S±d + Ssp (2.9)
avec S±d la contribution de la surface rugueuse dans l’amplitude diﬀractée, et Ssp la contribution
due à la présence des ondes de surface sur le plan et de la troncature de la surface. Par construc-
tion, sous la surface, S−d = 0. Donc l’amplitude diﬀractée calculée sous la surface correspond
à la contribution des ondes de surface dans le diagramme de rayonnement. On constate sur
les ﬁgures 2.3(b) et 2.4(b) que le champ diﬀracté calculé au dessus et en dessous de la surface
tendent vers la même valeur dans les angles diﬀractés rasants. Pour des angles non rasants,
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Fig. 2.6 – Modules des composantes x et y de j calculés à partir du FID pour une surface gaus-
sienne parfaitement conductrice de hauteur 0.083λ et de longueur de corrélation 0.5λ. L’inci-
dence est de 60˚ et l’onde incidente est polarisée Horizontale.
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Fig. 2.7 – Partie réelle et imaginaire de la composante x de j calculés à partir du FID pour une
surface gaussienne parfaitement conductrice de hauteur 0.083λ et de longueur de corrélation
0.5λ. L’incidence est de 60˚ et l’onde incidente est polarisée Horizontale.
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les ondes de surface ne posent pas de problème car leur contribution est beaucoup plus faible
que la contribution de la rugosité, alors que pour les angles rasants, leur contribution est plus
importante que le champ diﬀracté. L’inﬂuence de ces ondes de surface est plus importante pour
le F2I que pour le FID. Cette diﬀérence vient de la diﬀérence sur le second membre entre les
deux formalismes. Pour le F2I, le second membre est rigoureusement nul sur le plan, alors que
pour le FID ce n’est pas le cas.
Pour ces raisons, l’intensité diﬀractée a été calculée à partir de la combinaison S˜HH( k, k0) =
S+HH( k, k0) − S−HH( k, k0) théoriquement équivalente à l’intensité diﬀractée calculée à partir
de (1.61). Cette combinaison ne peut être réalisée que pour le FID car le F2I, par construction,
ne permet pas de relier l’amplitude diﬀractée calculée avec un champ physique. Les deux inten-
sités diﬀractées sont tracées sur les ﬁgures 2.8(a) et 2.8(b), les surfaces utilisées sont les mêmes
que précédemment. Les deux courbes se superposent parfaitement sur l’ensemble du diagramme
sauf dans les angles rasants. Maintenant, l’intensité diﬀractée, évaluée numériquement à partir
de la combinaison du champ diﬀracté dessous et dessus la surface, tend bien vers zéro comme
q2q20.
Grâce à la connaissance du champ diﬀracté sous la surface et du théorème d’extinction, il est
possible de corriger l’erreur introduite par la présence des ondes de surface et la troncature de
la surface. Ceci permet de choisir le FID pour résoudre le problème de diﬀraction aﬁn de réussir
à supprimer la contribution des ondes de surface.
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Fig. 2.8 – Intensité diffractée, polarisation HH, pour une incidence de 60˚ , en fonction de
l’angle diffracté dans le plan d’incidence, calculé avec (1.65), ligne en trait noir, et avec (1.61),
trait rouge : (a) surface gaussienne de hauteur quadratique 0.083λ et de longueur de corrélation
0.5λ, (b) surface en spectre k−4 tronqué à K/15 et 4K.
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2.5 Validation du formalisme intégral rasant
2.5.1 Comparaison du formalisme intégral rasant avec le formalisme
intégral classique
Le formalisme intégral rasant FID (MoM rasant) est comparé avec le formalisme intégral
classique pour des angles modérés. Pour le formalisme intégral classique, un faisceau gaussien
est utilisé. Pour les deux formalismes, les simulations numériques sont réalisées avec un code
fortran. Pour le formalisme intégral classique utilisant un faisceau (MoM faisceau), le code for-
tran a été réalisé et validé à l’aide de données expérimentales par Gabriel Soriano au cours de
sa thèse [21].
Pour les surfaces gaussiennes, les comparaisons ont été réalisées sur deux cents échantillons
de surfaces parfaitement conductrices pour une incidence modérée de 60˚ , diﬀérentes hauteurs
quadratiques moyennes (ou rms pour root mean square) et longueurs de corrélation. Pour la
MoM rasant, la taille des surfaces utilisées est de 16 × 16λ avec comme paramètres pour la
géométrie de la surface L1 = L1′ = L2 = L2′ = 2λ et des plateaux de 2λ. Pour la MoM
faisceau, la taille des surfaces est de 32λ de largeur et 64λ de longueur. La surface rugueuse
a été échantillonnée à huit points par longueur d’onde. Le nombre d’inconnues s’élève donc à
N = 16384 pour la MoM rasant et N = 131072 pour la MoM faisceau.
Surface gaussienne de rms 0.083λ et de lc 0.5λ
Les simulations pour la MoM rasant ont été réalisées sur un PC bi-processeur dual-core de
2.8 GHz avec 8 Go de Ram. Le temps de calcul pour résoudre le problème par une surface de
16 × 16λ échantillonnée à 8 points par longueur d’onde est de 20 secondes soit un temps de
calcul d’une heure environ pour deux cents échantillons.
Les diagrammes bistatique de la ﬁgure 2.9(a) ont été obtenus à partir de deux cents surfaces
gaussiennes de 0.083λ de rms et 0.5λ de longueur de corrélation, parfaitement conductrices.
Les deux courbes sont très proches sur l’ensemble du diagramme sauf au niveau de la direction
spéculaire et aux angles rasants. Pour la MoM rasant, seule la partie incohérente du champ est
tracée alors que pour la MoM faisceau, nous avons représenté le champ total d’où la diﬀérence
au niveau spéculaire. Pour les angles rasants inférieurs à −85˚ et supérieurs à +85˚ , la MoM
faisceau ne présente pas le bon comportement, en eﬀet le coeﬃcient bistatique est calculé à partir
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Fig. 2.9 – Composante HH et VH du coefficient bistatique normalisé pour une incidence de 60˚
en fonction de l’angle diffracté : MoM rasant (trait continu) et MoM faisceau (trait pointillé). La
surface est parfaitement conductrice à spectre gaussien avec une hauteur quadratique moyenne
de 0.083λ et une longueur de corrélation de 0.5λ.
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d’une formule du type (1.61) et donc, pour les mêmes raisons présentées précédemment, il ne
peut pas tendre vers zéro (notons que la technique utilisée pour notre formalisme permettrait
d’avoir le comportement en q2 pour la MoM faisceau).
Sur la ﬁgure 2.9(b), les polarisations croisées dans le plan d’incidence obtenues avec la MoM
rasant et faisceau sont comparées. Les deux courbes ont le même comportement, cependant
il y a une diﬀérence de niveau. Cet écart vient de la diﬀérence de représentation du champ
incident. Pour la MoM rasant, on utilise une onde plane parfaitement polarisée Horizontalement.
Pour la MoM faisceau, la surface est éclairée par un faisceau gaussien construit à partir d’une
superposition d’ondes planes polarisées. Par construction toutes ces ondes planes ne peuvent
pas être polarisées perpendiculairement au plan d’incidence du fait que le champ électrique doit
être perpendiculaire au vecteur d’onde. Certaines ondes planes ont une composante verticale
non nulle et par conséquent une partie de composante copolarisée VV se retrouve dans la
composante croisée de l’intensité diﬀractée. Pour la MoM faisceau, la composante croisée de
l’intensité est donc surestimée. La MoM rasant permet de mieux évaluer cette polarisation
croisée. Ce problème est intrinsèque au modèle de la surface inﬁnie éclairée par un faisceau très
collimaté.
Surface gaussienne de pente quadratique moyenne de 0.47
Le FID peut être utilisée pour des surfaces plus rugueuses. Les deux surfaces utilisées ont
la même pente quadratique moyenne de 0.47. La première surface considérée a une hauteur
quadratique moyenne de 0.25λ et de longueur de corrélation de 0.75λ. Les deux courbes de la
ﬁgure 2.10 sont très proches, sauf pour la direction spéculaire et les angles rasants, pour les
mêmes raisons que précédemment.
Pour la ﬁgure 2.11, la surface utilisée est une surface gaussienne parfaitement conductrice de
hauteur quadratique moyenne de 0.5λ et de longueur de corrélation de 1.5λ. Pour les angles
diﬀractés compris entre −85˚ et +15˚ , les deux formalismes donnent les mêmes résultats. Au
delà de 15˚ , les deux courbes diﬀérents. Cette diﬀérence est probablement liée au modèle du
plan localement perturbé.
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Fig. 2.10 – Composante de la co-polarisation HH du coefficient bistatique normalisé pour une
incidence de 60˚ en fonction de l’angle diffracté : MoM rasant (trait continu) et MoM faisceau
(trait pointillé). La surface est parfaitement conductrice à spectre gaussien avec une hauteur
quadratique moyenne de 0.25λ et une longueur de corrélation de 0.5λ.
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Fig. 2.11 – Composante de la co-polarisation HH du coefficient bistatique normalisé pour une
incidence de 60˚ en fonction de l’angle diffracté : MoM rasant (trait continu) et MoM faisceau
(trait pointillé). La surface est parfaitement conductrice à spectre gaussien avec une hauteur
quadratique moyenne de 0.5λ et une longueur de corrélation de 1.5λ.
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Spectre en loi de puissance (k−4)
Les simulations pour la MoM rasant ont été réalisées sur le même PC que pour les surfaces
gaussiennes. Le temps de calcul pour résoudre le problème par une surface de 48× 48λ échan-
tillonnée avec 8 points par longueur d’onde est de 4 minutes soit un temps de 7 heures environ
pour cent échantillons.
Cent échantillons de surfaces parfaitement conductrices ont été utilisés. Les comparaisons
ont été faites pour trois coupures basse fréquence (K/8, K/15 et K/30) à une incidence de 60˚ .
Les surfaces utilisées, pour la MoM rasant, ont une taille de 48 × 48λ et les caractéristiques
géométriques des surfaces sont L1 = L1′ = L2 = L2′ = 4λ et des plateaux de 2λ. La surface
est échantillonnée à huit points par longueur d’onde ce qui représente un nombre d’inconnues
N = 294912. Pour la MoM faisceau, les surfaces utilisées ont une taille de 64λ × 64λ, elles
sont échantillonnées avec 8 points par longueur d’onde, le nombre d’inconnues s’élève donc à
N = 524288.
La ﬁgure 2.12(a) représente la composante HH de l’intensité diﬀractée obtenue avec le forma-
lisme rasant et le formalisme classique pour une surface à spectre de rugosité en k−4 tronqué
à K/8 et 4K éclairée à 60˚ , ce qui correspond à une hauteur quadratique moyenne de 0.065λ.
Les deux courbes sont très proches sur l’ensemble du diagramme sauf pour les angles diﬀractés
rasants supérieurs à ±85˚ . Encore une fois, la diﬀérence au niveau du spéculaire, comme pour
la surface gaussienne de rms de 0.083λ et de longueur de corrélation de 0.5λ, vient du fait
que l’on trace le champ total pour la MoM faisceau et seulement la partie incohérente pour
la MoM rasant. Comme pour les surfaces gaussiennes, sur la ﬁgure 2.12(b), on peut voir la
diﬀérence entre l’utilisation du faisceau gaussien et de l’onde plane sur la polarisation croisée.
Pour les angles diﬀractés inférieurs à 60˚ , les deux courbes présentent le même comportement,
mais l’intensité diﬀractée calculée avec la MoM faisceau est supérieure à l’intensité diﬀractée
calculée avec la MoM rasant d’environ 3 dB en moyenne. Pour les angles diﬀractés supérieurs
à 60˚ , la diﬀérence entre les deux formalismes est beaucoup plus importante.
La ﬁgure 2.13 présente les résultats obtenus pour une coupure basse fréquence de K/15 ce qui
correspond à une hauteur quadratique moyenne de 0.122λ. Les composantes HH de l’intensité
diﬀractée calculées avec les deux formalismes se superposent parfaitement sauf pour les angles
rasants et le spéculaire.
Sur la ﬁgure 2.14(a), l’intensité diﬀractée obtenue pour une surface en k−4 avec une coupure
basse fréquence de K/30 a été tracée pour la MoM rasant et la MoM faisceau avec un pas
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Fig. 2.12 – Composante HH et VH du coefficient bistatique normalisé pour une incidence de 60˚
en fonction de l’angle diffracté : MoM rasant (trait continu) et MoM faisceau (trait pointillé).
La surface est parfaitement conductrice de spectre k−4 avec une coupure basse fréquence de K/8
et une coupure haute fréquence de 4K.
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Fig. 2.13 – Composante de la polarisation HH du coefficient bistatique normalisé pour une
incidence de 60˚ en fonction de l’angle diffracté : MoM rasant (trait continu) et MoM faisceau
(trait pointillé). La surface est parfaitement conductrice de spectre k−4 avec une coupure basse
fréquence de K/15 et une coupure haute fréquence de 4K.
d’échantillonnage de 8 points par longueur d’onde. L’incidence est de 60˚ . On constate que la
MoM rasant surestime l’intensité diﬀractée pour les angles diﬀractés supérieurs à −40˚ . L’écart
atteint environ 5 dB. Une étude numérique pour des surfaces unidimensionnelles a montré que
la longueur de la surface et des plateaux n’avaient que très peu d’inﬂuence sur l’intensité dif-
fractée. Cette diﬀérence n’est donc pas liée à la représentation de la surface. Pour cette raison,
j’ai voulu étudier l’inﬂuence du pas d’échantillonnage sur l’intensité diﬀractée. Si l’on augmente
le nombre de points par longueur d’onde pour la MoM rasant, de 8 à 15 (ﬁgure 2.14(b)), l’écart
devient très faible. A 80˚ (ﬁgure 2.15), l’intensité diﬀractée obtenue avec la MoM rasant est tra-
cée pour diﬀérents pas d’échantillonnage 10, 15 et 20 points par longueur d’onde. On constate
que l’on converge au fur et à mesure que l’on augmente le nombre de points par longueur
d’onde. La diﬀérence entre 15 et 20 points est très faible.
Lorsque des grandes échelles sont introduites, on constate que la MoM rasant surestime l’inten-
sité diﬀractée. Une étude numérique a montré que cette diﬀérence n’était pas liée à la longueur
de la surface ou des plateaux utilisés. La résolution du problème par la MoM rasant nécessite
un échantillonnage beaucoup plus important. Ce phénomène est probablement lié à la présence
de l’opérateur P dans le second membre de l’équation intégrale et au fait que ses éléments
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Fig. 2.14 – Composante de la co-polarisation HH du coefficient bistatique normalisé pour une
incidence de 60˚ en fonction de l’angle diffracté : (a) MoM rasant échantillonnée avec 8 points
par longueur d’onde (trait continu) et MoM faisceau (trait pointillé), (b) MoM rasant échantillo-
née avec 15 points par longueur d’onde et MoM faisceau. La surface est parfaitement conductrice
à spectre en k−4 avec une coupure basse fréquence de K/30 et une coupure haute fréquence de
4K.
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Fig. 2.15 – Composante de la polarisation HH du coefficient bistatique normalisé pour une
incidence de 80˚ en fonction de l’angle diffracté : MoM rasant échantillonnée avec 10 points par
longueur d’onde (trait noir), avec 15 points par longueur d’onde (trait rouge) et avec 20 points
par longueur d’onde (trait bleu). La surface est parfaitement conductrice à spectre en k−4 avec
une coupure basse fréquence de K/30 et une coupure haute fréquence de 4K.
diagonaux ou proches de la diagonale ne sont pas calculés de manière assez précise.
Remarque sur le F2I
Sur la ﬁgure 2.16, la méthode directe, échantillonnée à 15 points par longueur d’onde,
est comparée à la méthode indirecte, échantillonnée à 8 points par longueur d’onde, pour
une incidence de 80˚ . La F2I converge mieux lorsque des grandes échelles sont introduites
que le FID. Cette diﬀérence entre les deux formalismes est probablement liée à la présence
de l’opérateur P0 appliquée au second membre du FID. En eﬀet, pour les termes proches
de la diagonale, l’intégrale est approchée par le produit de sa valeur au centre de la maille
par l’aire de la surface. Cette approximation donne de bons résultats pour des opérateurs
faiblement singuliers mais l’opérateur P0 est un opérateur fortement singulier. Un calcul plus
précis de ces intégrales permettrait probablement d’obtenir de meilleurs résultats. Enﬁn, nous
pouvons utiliser des fonctions de base et de test qui permettent de conserver la continuité de
nos inconnues, par exemple RWG [46]. Cependant, l’utilisation de telle fonction s’avère délicate
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à mettre en oeuvre avec les techniques d’accélération utilisées [47] mais reste une solution pour
traiter numériquement P0 de manière plus précise.

















Fig. 2.16 – Composante de la polarisation HH du coefficient bistatique normalisé pour une
incidence de 80˚ en fonction de l’angle diffracté : F2I échantillonnée à 8 points par longueur
d’onde (trait rouge) et FID (trait noir) échantillonnée à 15 points par longueur d’onde. La
surface est parfaitement conductrice à spectre en k−4 avec une coupure basse fréquence de K/30
et une coupure haute fréquence de 4K.
Conclusion
L’avantage de l’utilisation du plan localement perturbé éclairé par une onde plane par
rapport au modèle de la surface inﬁnie éclairée par un faisceau, est que le nombre d’inconnues
est indépendant de l’angle d’incidence ce qui permet de gagner pour les surfaces gaussiennes
étudiées, un facteur 8, pour une incidence de 60˚ . Pour les surfaces de spectre en k−4, un facteur
2 a été gagné pour 60˚ d’incidence. Ce facteur augmente avec l’angle d’incidence car la taille de
la surface éclairée dépend de l’angle d’incidence pour le formalisme classique [7]. La taille de
la surface minimum à prendre dépend des caractéristiques géométriques de la surface étudiée.
Pour les surfaces de spectre en k−4, la surface est plus grande que pour les surfaces gaussiennes
ce qui explique la diﬀérence de facteur gagné sur le nombre d’inconnues. Cependant, pour les
surfaces de spectre en loi de puissance k−4 se facteur sera beaucoup plus important pour des
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angles rasants.
Lorsque des grandes échelles sont introduites, la résolution du problème par le formalisme
intégral direct nécessite l’augmentation de l’échantillonnage, on passe de 8 points par longueur
d’onde à 15 points par longueur d’onde pour une incidence de 60˚ . Une amélioration du calcul
des éléments des matrices peut permettre de résoudre ce problème.
Des résultats pour des surfaces beaucoup plus rugueuses ont été obtenus avec la MoM rasant,
comme par exemple des surfaces gaussiennes de rms 0.5λ et de lc 0.75λ, pour des incidences de
80˚ à 89˚ .
2.6 Etude numérique du comportement du champ dif-
fracté aux grands angles
Dans le chapitre 1, le comportement du champ diﬀracté aux angles rasants a été étudié.
Il a été montré que, pour le problème inﬁniment conducteur en polarisation HH, le champ
diﬀracté tendait vers zéro comme qq0 et donc l’intensité diﬀractée tendait vers zéro comme
q2q20. Nous allons étudier le domaine de validité de ce comportement numériquement. Pour
plus de lisibilité, les dépendances en k et k0 sont implicites. De plus, seule la contribution
incohérente de l’intensité diﬀractée est considérée.
2.6.1 Comportement en q0 du champ
Le développement limité en q0 de l’amplitude diﬀractée s’écrit :


















































































Le premier terme du développement limité en q0 de l’amplitude diﬀractée peut être déterminé
numériquement.
Sur la ﬁgure 2.17, la composante x de l’inconnue j (jx) dans le plan d’incidence est tracée pour
une incidence de 87˚ ainsi que la composante x de q0(87˚ )j
(1), pour une polarisation incidente
Horizontale. La surface utilisée est une surface parfaitement conductrice gaussienne de hauteur
quadratique moyenne 0.083λ et de longueur de corrélation 0.5λ. On constate que les courbes se
superposent très bien. Ce comportement se retrouve pour la composante y de notre inconnue et
quel que soit le plan dans lequel on regarde. Pour le problème du métal inﬁniment conducteur
éclairé par un champ polarisé H, l’inconnue j se comporte comme O(q0).
Sur la ﬁgure 2.18, le module carré du premier terme du développement en q0 de l’amplitude
diﬀractée a été tracé pour la même surface ainsi que pour une surface de spectre en k−4 tronqué
à K/15 et 4K.
Sur la ﬁgure 2.19, l’intensité diﬀractée obtenue à partir de l’équation (1.68) est comparée
à l’intensité diﬀractée calculée grâce au développement au premier ordre de l’intensité en q0
pour une surface parfaitement conductrice gaussienne. Pour une incidence de 89˚ et 87˚ , les
deux courbes se superposent parfaitement. A 80˚ , les deux courbes sont encore très proches. A
60˚ , la diﬀérence atteint environ 3 dB sur l’ensemble du diagramme. Comme pour la surface
gaussienne de hauteur quadratique moyenne de 0.083λ et de longueur de corrélation de 0.5λ, les
intensités diﬀractées obtenues par les équations (1.68 et 2.10) ont été tracées sur la ﬁgure 2.20
pour plusieurs incidences. A 89˚ et 87˚ , les deux courbes se superposent parfaitement comme
pour la surface gaussienne. A 80˚ d’incidence, il y a une diﬀérence qui apparaît aux alentours
de 60˚ . La surface ayant une faible hauteur, l’intensité diﬀractée est directement liée au spectre.
Cette diﬀérence provient donc de la coupure du spectre et de l’incidence. A 60˚ , pour les angles
diﬀractés inférieurs à −60˚ les deux courbes se suivent très bien. Au delà, l’erreur augmente,
elle atteint environ 10 dB à 50˚ .
L’expérience numérique montre que la diﬀérence entre l’intensité diﬀractée calculée de manière
rigoureuse et calculée à l’aide du développement limité en q0 reste inférieur à 1 dB pour des
angles d’incidence supérieurs à 70˚ pour ces deux surfaces de faible hauteur.
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Fig. 2.17 – Module de la composante x de l’inconnue j pour 87˚ (trait bleu) et le produit
q0(87˚ )j
(1)
x (trait rouge), pour une polarisation incidente Horizontale. La surface utilisée est
une surface gaussienne parfaitement conductrice de hauteur quadratique moyenne 0.083λ et de
longueur de corrélation 0.5λ.





































: (a) surface gaussienne de hauteur quadratique
moyenne de 0.083λ et de longueur de corrélation 0.5λ, (b) surface en k−4 avec une coupure
basse fréquence de K/15 et une coupure haute fréquence de 4K.
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Fig. 2.19 – Comparaison entre l’intensité diffractée incohérente obtenue à partir de (1.68) (trait
noir) et obtenue à partir de (2.10) (trait rouge), pour une incidence de 60˚ , 80˚ , 87˚ et 89˚ . La
surface utilisée est une surface gaussienne parfaitement conductrice de hauteur quadratique
moyenne de 0.083λ et de longueur de corrélation 0.5λ.
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Fig. 2.20 – Comparaison entre l’intensité diffractée incohérente obtenue à partir de (1.68)
(trait noir) et obtenue à partir de (2.10) (trait rouge), pour une incidence de 60˚ , 80˚ , 87˚ et
89˚ . La surface utilisée est une surface parfaitement conductrice en k−4 avec une coupure basse
fréquence de K/15 et une coupure haute fréquence de 4K.
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2.6.2 Comportement en q du champ
Une étude similaire peut être menée pour les angles diﬀractés. Comme précédemment, il est
possible d’écrire le développement limité en q de l’amplitude diﬀractée :































Sur la ﬁgure 2.21, l’intensité diﬀractée incohérente calculée à partir de la formule (2.13) est
comparée à l’intensité diﬀractée calculée avec (1.68) pour des surfaces gaussienne de rms 0.083λ
et de lc 0.5λ. Pour les angles diﬀractés arrières, on peut voir que la diﬀérence entre l’intensité
diﬀractée obtenue rigoureusement et son développement en q reste faible (< 1 dB) pour des
angles diﬀractés inférieurs à −70˚ . Pour les angles diﬀractés avants, la diﬀérence reste faible
pour des angles diﬀractés supérieurs à 75˚ .
Pour les surfaces en spectre k−4 tronqué à K/15 et 4K, ﬁgure 2.22, la conclusion est la même
pour les angles diﬀractés arrières. Pour les angles diﬀractés avants, le développement en q de
l’amplitude diﬀractée reste valable (écart < 1 dB) pour des angles diﬀractés supérieurs à 80˚ .
Regardons maintenant le développement du champ diﬀracté en q et q0.
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(courbes en pointillées) et intensité diffractée calculée
par (1.68) (traits pleins) : (a) et (c) surface gaussienne de hauteur quadratique moyenne de
0.083λ et de longueur de corrélation 0.5λ.
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(courbes en pointillées) et intensité diffractée calculée
par (1.68) (traits pleins) : surface en k−4 avec une coupure basse fréquence de K/15 et une
coupure haute fréquence de 4K.
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2.6.3 Comportement en qq0 du champ
Le développement au premier ordre du champ diﬀracté en q et q0 s’écrit :












































{−ih2(r) cos (qh(r))A+B [−2h(r) sin (qh(r))− qh2(r) cos (qh(r))]} e−ik·r dΣ′



































































= 0. La dérivée seconde de
l’amplitude diﬀractée par rapport à q0 est donc nulle. Le terme dominant du développement en























+ ωµ0hˆ · ∂j
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Pour les deux types de surface utilisés, le comportement du champ diﬀracté en qq0, et donc
en (qq0)
2 de l’intensité diﬀractée, est vériﬁé pour des angles d’incidence supérieurs à 70˚ et
des angles diﬀractés inférieurs à −70˚ , c’est-à-dire que la diﬀérence entre l’intensité diﬀractée
obtenue par le développement en qq0 de l’amplitude diﬀractée et par l’expression rigoureuse
(1.68) est inférieure à environ 1 dB. La ﬁgure 2.23 présente ces résultats.
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(courbes en pointillées) et intensité diffractée
calculée par (1.68) (traits pleins) : (a) surface gaussienne de hauteur quadratique moyenne de
0.083λ et de longueur de corrélation 0.5λ, (b) surface en k−4 avec une coupure basse fréquence
de K/15 et une coupure haute fréquence de 4K.
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2.6.4 Conclusion
Le comportement de l’intensité diﬀractée en (qq0)
2 a été étudié numériquement pour une
surface gaussienne de hauteur quadratique moyenne de 0.083λ et de longueur de corrélation de
0.5λ, et pour une surface en k−4 tronqué à K/15 et 4K. Pour ces surfaces, le comportement
en (qq0)
2 de l’intensité diﬀractée est vériﬁé pour des angles d’incidence supérieurs à 70˚ et
des angles diﬀractés inférieurs à −70˚ . La diﬀérence entre l’intensité diﬀractée obtenue par le
développement de l’amplitude diﬀractée en qq0 et son expression rigoureuse reste inférieure à 1
dB. Grâce au comportement en qq0 de l’amplitude diﬀractée, il est possible à partir du calcul de
∂2S∂q∂q0 calculé à 90˚ , de déterminer l’intensité diﬀractée pour des angles rasants diﬀérents.
Ces résultats ont été établis pour des surfaces peu rugueuses. A partir du développement en
qq0 de l’amplitude diﬀractée, il est possible à l’aide d’un calcul à 70˚ , de déterminer l’intensité
diﬀractée jusqu’à 90˚ pour les surfaces rugueuses utilisées.
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2.7 Conclusion
Dans ce chapitre, la méthode de discrétisation et de résolution des équations intégrales a
été rappelée brièvement. Les F2I et FID ont été comparés pour des surfaces à spectres gaussien
et en k−4. Nous avons pu voir que la présence d’ondes de surface et la troncature numérique du
domaine d’étude engendraient des problèmes sur l’intensité diﬀractée. Seul le FID permet de
supprimer la contribution des ces ondes de surfaces. Les comparaisons entre le FID et le forma-
lisme rasant ont été réalisées pour une incidence modérée de 60˚ . Le FID permet de retrouver
les résultats du formalisme classique. L’utilisation d’une onde plane incidente permet d’estimer
plus précisément la polarisation croisée. Cependant, pour des surfaces en k−4, l’échantillonnage
de la surface doit être plus important lorsque des grandes échelles sont ajoutées. Pour des inci-
dences rasantes, le F2I permet de corriger ce problème mais pas celui lié à la contribution des
ondes de surface dans le champ diﬀracté.
Le comportement en q2 et q20 de l’intensité diﬀractée a été présenté pour des surfaces à
spectre gaussien et à spectre en loi de puissance. Le domaine de validité de ce comportement
a été étudié. Pour les surfaces rugueuses utilisées, ce comportement reste valable (erreur infé-
rieure à 1 dB) pour des angles d’incidence et diﬀractés supérieurs à 70˚ .
Actuellement, nous avons un code Fortran qui permet de résoudre le problème de diﬀrac-
tion des ondes électromagnétiques par des surfaces rugueuses bidimensionnelles parfaitement
conductrices en polarisation incidente H.
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Chapitre 3
Etude de méthodes approchées en
incidence rasante
Dans cette partie, nous allons étudier deux méthodes approchées : la méthode des petites
perturbations au premier ordre (SPM1) et la méthode des faibles pentes au premier ordre
(SSA1). Il existe deux grandes familles de méthodes approchées. La première famille de mé-
thodes consiste à estimer les courants de surface et à les faire rayonner, l’approximation de
Kirchhoﬀ fait partie de cette famille. La deuxième famille, à laquelle appartiennent SPM et
SSA, cherche à estimer l’amplitude diﬀractée en intégrant un nombre plus ou moins important
de contraintes physiques sur cette amplitude. Dans tout ce qui suit, seuls les résultats adaptés
au métal inﬁniment conducteur sont présentés.
3.1 L’approximation de Kirchhoff
Avec la méthode des petites perturbations, l’approximation de Kirchhoﬀ est la plus ancienne
et la plus utilisée des méthodes approchées. L’approximation de Kirchhoﬀ est valable pour des
surfaces qui ont un grand rayon de courbure ou des surfaces dites “douces”. L’approximation
de Kirchhoﬀ est aussi connue sous le nom d’approximation du plan tangent. Dans ce modèle,
le champ en un point R sur la surface est égal au champ qui serait produit par le plan tangent
à ce point. Ainsi, il dépend seulement des coeﬃcients de réﬂexion de Fresnel calculés pour
l’incidence locale. L’approximation de Kirchhoﬀ est une approximation locale dans lequel le
champ au point R de la surface ne dépend pas des autres points. Elle ne prend pas en compte
l’eﬀet de la diﬀraction multiple et les eﬀets de courbure. L’approximation de Kirchhoﬀ est
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considérée valable pour les surfaces qui ondulent gentiment et pour des angles d’incidences où
les phénomènes d’ombrage et les eﬀets de la diﬀusion multiple sont négligeables. L’amplitude
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Chacun des éléments de la matrice représente la conﬁguration des polarisations incidente et






où les indices i et d représentent les bases incidente et diﬀractée. Par exemple, l’élément HdVi
signiﬁe que la polarisation de l’onde incidente est Verticale et celle de l’onde diﬀractée Hori-
zontale. Toutes les matrices présentées seront écrites selon la même convention.
Il n’existe pas de critère simple pour déﬁnir le domaine de validité de l’approximation du
plan tangent, cependant, la longueur de corrélation de la surface est un critère important. Par
exemple, pour une surface de hauteur quadratique moyenne modérée (Kσ < 3) et un spectre
gaussien, l’approximation de Kirchhoﬀ est connue comme donnant de bons résultats pour les
surfaces dont la longueur de corrélation est trois fois plus grande que la longueur d’onde [48].
Il existe d’autres critères comme par exemple K rc cos
3 θi >> 1, avec rc le rayon de courbure
[49]. Le problème de l’approximation de Kirchhoﬀ est qu’elle n’est pas valable pour les angles
rasants. En eﬀet, l’amplitude diﬀractée ne présente pas le comportement en qq0. De plus, le
critère K rc cos θi >> 1 n’est plus vériﬁé. Par exemple, pour une surface gaussienne de hauteur
quadratique moyenne de 0.083λ et un angle d’incidence de 80˚ , on a K rc cos θi ≈ 3. Pour ces
raisons, l’approximation de Kirchhoﬀ ne sera pas étudiée dans la suite des méthodes approchées.
Des améliorations ont été apportées à l’approximation de Kirchhoﬀ, avec l’ajout de fonctions
d’ombrage (voir le chapitre 4.3.1) par exemple, ou la prise en compte de termes supplémentaires
dans la série de Kirchhoﬀ [50, 51].
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3.2 La méthode des petites perturbations
La méthode des petites perturbations (à l’ordre 1) a été introduite par Rayleigh pour la
diﬀraction des ondes acoustiques par une surface rugueuse. Elle est valable pour des surfaces
rugueuses dont la hauteur est petite devant la longueur d’onde (|K0h(x,y)| << 1). Elle a
été adaptée par Fano pour les réseaux optiques puis par Rice pour des surfaces parfaitement
conductrices unidimensionnelles [48, 49]. Cette méthode peut s’obtenir grâce à la décomposition
en ondes planes du champ diﬀracté au dessus de la surface. Cette décomposition est supposée
valable aussi sur la surface rugueuse. A partir du développement perturbatif en K0σ du champ
diﬀracté sur la surface rugueuse et des conditions de continuité du champ électrique et magné-
tique, il est possible de déterminer l’amplitude diﬀractée. Pour l’ordre zéro et le premier ordre,
l’amplitude diﬀractée s’écrit :
S(k,k0) = q0R− iB(k,k0)hˆ(k− k0) (3.2)
où hˆ(ξ) est la transformée de Fourier de la hauteur. B est le noyau de Bragg, il s’écrit pour le
métal inﬁniment conducteur :
B = 2

K2kˆ · kˆ0 − kk0 Kq0(kˆ0 ∧ kˆ) · zˆ










A noter que lorsque q et q0 tendent vers zéro, le comportement en qq0 de l’amplitude diﬀractée
est explicite pour la polarisation HH. Pour la polarisation VV, le comportement est en O(1).
Pour une surface rugueuse aléatoire, la section eﬃcace incohérente s’écrit :
〈σ〉 = (qq0)2|B (k,k0) |2Cˆ(k− k0) (3.3)
avec Cˆ(k− k0), la transformée de Fourier de la fonction de corrélation de la surface.
3.3 La méthode des faibles pentes
La méthode des faibles pentes (SSA, Small Slope Approximation) a été proposée par Voro-
novich comme une théorie uniﬁée qui permet de faire le lien entre SPM et KA [29, 48, 52, 53,
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54, 55]. Elle repose sur un ansatz de structure de l’amplitude diﬀractée et de la propriété de
transformation de phase de l’amplitude diﬀractée lors d’une translation :
horizontale :r → r+ d→ S(k,k0)→ S(k,k0)e−i(k−k0)·d




L(k,k0;h(r),r) est une fonctionnelle inconnue de la surface qui doit être invariante par trans-
lation. L’intégrale obtenue est de la même forme que celle obtenue pour l’approximation de
Kirchhoﬀ mais avec un noyau diﬀérent. Le développement fonctionnel de ce noyau en h s’écrit :




Les coeﬃcients inconnus sont déterminés de façon à obtenir les résultats de SPM à la limite
lorsque la hauteur tend vers zéro, à tous les ordres. Finalement, l’amplitude diﬀractée de SSA






où B est le noyau de Bragg introduit précédemment. SSA1 présente donc le même comportement
en qq0 pour l’amplitude diﬀractée que SPM1 aux angles rasants.




|(B (k,k0) |2Fˆ (k− k0; q + q0) (3.6)
avec :
F (k− k0; q + q0) =
〈
e−i(q+q0)(h(r)−h(0))
〉− 〈e−i(q+q0)h(r)〉 〈e+i(q+q0)h(0)〉 (3.7)
et Fˆ sa transformée de Fourier.
3.4 Comparaisons entre le formalisme intégral rasant,
SPM1 et SSA1
3.4.1 Comparaison méthode de Monte-Carlo et version statistique
de SPM1 et SSA1
Sur la ﬁgure 3.1, les résultats obtenus avec deux cents échantillons de surface gaussienne
parfaitement conductrice de hauteur quadratique moyenne 0.083λ et de longueur de corrélation
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Fig. 3.1 – Comparaison entre l’intensité diffractée obtenue avec SSA1 statistique (trait noir) et
SSA1 Monte Carlo (trait rouge, bleu et vert) pour différents paramètres d’apodisation de la sur-
face, et une incidence de 80˚ . Les surfaces utilisées sont des surfaces parfaitement conductrices
de spectre gaussien de hauteur quadratique moyenne de 0.083λ et de longueur de corrélation
0.75λ.




















































Fig. 3.2 – Comparaison entre l’intensité diffractée obtenue avec SSA1 statistique (trait noir)
et SSA1 Monte Carlo (trait rouge), pour une incidence de 20˚ , 60˚ , 80˚ et 89˚ . Les surfaces
utilisées sont des surfaces parfaitement conductrices de spectre gaussien de hauteur quadratique
moyenne de 0.083λ et de longueur de corrélation 0.5λ.
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Fig. 3.3 – Comparaison entre l’intensité diffractée obtenue avec SPM1 statistique (trait noir)
et SPM1 Monte Carlo (trait rouge), pour une incidence de 20˚ , 60˚ , 80˚ et 89˚ . Les surfaces
utilisées sont des surfaces parfaitement conductrices de spectre gaussien de hauteur quadratique
moyenne de 0.016λ et de longueur de corrélation 0.5λ.












































Fig. 3.4 – Comparaison entre l’intensité diffractée obtenue avec les versions statistiques (trait
noir) et Monte Carlo (trait rouge) de SSA1 et SPM1, pour une incidence de 60˚ , 80˚ et 89˚ .
Les surfaces utilisées sont des surfaces parfaitement conductrices à spectre de puissance avec
kl = K/15 et ku = 4K.
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Tab. 3.1 – Caractéristiques géométriques des surfaces utilisées pour la simulation par méthode
Monte-Carlo.
0.75λ pour diﬀérents paramètres d’apodisation de la surface sont comparés avec les résultats
calculés par la version statistique de SSA1 pour une incidence de 80˚ . Les caractéristiques des
surfaces utilisées sont présentées dans le tableau 3.1. On constate que les paramètres d’apodi-
sation peuvent modiﬁer la forme du diagramme bistatique dans les angles arrières (θ < 0) de
manière signiﬁcative. Les montées doivent être assez importantes pour que la transition entre
la surface et le plan ne soit pas trop brutale. De plus, les paramètres à utiliser pour apodiser
la surface doivent être choisis de manière à ne pas modiﬁer de façon signiﬁcative les caractéris-
tiques de la surface que l’on souhaite étudier. Sur les ﬁgures 3.2 et 3.3, les comparaisons ont été
eﬀectuées pour des surfaces gaussiennes de hauteur quadratique moyenne 0.083λ dans un cas
et 0.016λ dans l’autre avec une longueur de corrélation de 0.5λ. On constate que la diﬀérence
entre la version Monte Carlo et la version statistique des méthodes approchées est faible pour
les surfaces gaussiennes utilisées (inférieure à 1 dB).
Sur les ﬁgures 3.4(a) et 3.4(b), des comparaisons, pour diﬀérents angles d’incidence, entre la
version Monte-Carlo et statistique de SSA1 et SPM1 ont été réalisées pour des surfaces en k−4
tronquées à kl = K/15 et ku = 4K. Pour les simulations Monte-Carlo, la longueur totale des
surfaces utilisées est de 44λ et celle des montées de 4λ. La diﬀérence, pour les angles diﬀractés
avants, sur le diagramme bistatique, n’est pas liée aux caractéristiques géométriques de la sur-
face utilisée mais à la coupure du spectre. Pour les trois incidences, les courbes se superposent
parfaitement pour des angles diﬀractés de −90˚ à 70˚ , au delà l’inﬂuence de la coupure du
spectre est visible. La surface en k−4 est beaucoup moins sensible à la diﬀérence de représenta-
tion de surface que pour les surfaces gaussiennes.
Pour éviter les problèmes de représentation de la surface, les méthodes approchées seront cal-
culées par méthode Monte-Carlo et non statistique.
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Fig. 3.5 – Comparaison entre l’intensité diffractée obtenue avec la MoM rasant (croix bleues),
SSA1 (trait rouge) et SPM1 (trait noir), pour une incidence de 20˚ , 60˚ , 80˚ et 89˚ . La sur-
face utilisée est une surface parfaitement conductrice à spectre gaussien de hauteur quadratique
moyenne de 0.083λ et de longueur de corrélation 0.5λ.
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Fig. 3.6 – Comparaison entre l’intensité diffractée obtenue avec la MoM rasant (croix bleues),
SSA1 (trait rouge) et SPM1 (trait noir), pour une incidence de 20˚ , 60˚ , 80˚ et 89˚ . La sur-
face utilisée est une surface parfaitement conductrice à spectre gaussien de hauteur quadratique
moyenne de 0.016λ et de longueur de corrélation 0.5λ.
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Fig. 3.7 – Ecart obtenu sur l’intensité rétrodiffusée entre la MoM rasant et SPM1 pour dif-
férentes incidences et différentes hauteurs quadratiques moyennes. Pour toutes les surfaces
utilisées la longueur de corrélation est de 0.5λ.
























Fig. 3.8 – Ecart obtenu sur l’intensité rétrodiffusée entre la MoM rasant et SSA1, pour dif-
férentes incidences et différentes hauteurs quadratiques moyennes. Pour toutes les surfaces
utilisées la longueur de corrélation est de 0.5λ.
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3.4.2 Surface à spectre gaussien
Les résultats ont été obtenus pour 200 échantillons de surface gaussienne parfaitement
conductrice de longueur de corrélation de 0.5λ. Les caractéristiques géométriques de chacune
des surfaces sont L1 = L1′ = L2 = L2′ = 1λ, 2L = 2l = 16λ et des plateaux de 2λ. Les com-
paraisons entre le formalisme intégral et les modèles approchés sont réalisées par une méthode
Monte-Carlo pour limiter les erreurs de représentation de la surface par rapport à une surface
inﬁnie (voir précédemment).
Sur la ﬁgure 3.5, les intensités diﬀractées obtenues avec le formalisme intégral rasant et les deux
méthodes approchées (SSA1 et SPM1) ont été tracées. A 20˚ d’incidence, SPM1 donne le bon
comportement du champ diﬀracté mais le sous-estime pour les angles diﬀractés compris entre
−90˚ et −25˚ et la surestime au delà de +25˚ avec une erreur inférieure à 5dB. SSA1 sous-
estime l’intensité diﬀractée pour les angles inférieurs à −30˚ de quelques dB et donne de très
bons résultats entre −30˚ et +90˚ . Pour une incidence de 60˚ , SSA1 coïncide parfaitement avec
la MoM rasant pour les angles diﬀractés supérieurs à 0˚ et sous-estime l’intensité diﬀractée pour
les angles inférieurs à 0˚ . SPM1 coïncide avec la MoM pour les angles diﬀractés supérieurs à 60˚
et surestime l’intensité diﬀractée entre 0˚ et 60˚ . Pour SSA1 et SPM1, l’intensité diﬀractée est
sous-estimée pour les angles diﬀractés arrières. Pour 80˚ et 89˚ d’incidence, l’intensité diﬀractée
obtenue à partir de SSA1 et SPM1 est bien calculée pour les angles diﬀractés supérieurs à 0˚ et
sous-estime l’intensité diﬀractée pour les angles diﬀractés arrières. L’écart entre la MoM rasant
et les méthodes approchées augmente avec l’angle d’incidence, elle atteint 16 dB pour 89˚ . La
ﬁgure 3.6 présente une autre comparaison entre la MoM rasant et les deux méthodes approchées
pour une surface gaussienne de hauteur quadratique moyenne de 0.016λ. Pour 20˚ d’incidence,
les trois courbes se superposent parfaitement. Pour 60˚ d’incidence, les deux courbes se super-
posent parfaitement de −40˚ à +90˚ et diﬀérent légèrement pour les angles diﬀractés inférieurs à
−40˚ . Cette erreur augmente avec l’angle d’incidence mais reste faible. Les écarts entre l’inten-
sité diﬀractée rétro-diﬀusée obtenue avec la MoM rasant et les deux méthodes approchées ont
été tracées en fonction de la hauteur quadratique moyenne et de l’incidence sur les ﬁgures 3.7 et
3.8. On peut voir que l’erreur augmente avec la hauteur quadratique moyenne mais aussi avec
l’incidence et que cette erreur est plus importante pour la méthode des petites perturbations
que pour la méthode des faibles pentes.
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3.4.3 Surface de densité spectrale en k−4
















































































Fig. 3.9 – Comparaison entre l’intensité diffractée obtenue avec la MoM rasant (trait noir),
SSA1 (trait rouge) et SPM1 (trait bleu), pour une incidence de 20˚ , 60˚ , 80˚ et 89˚ . La surface
utilisée est une surface en k−4 parfaitement conductrice coupé à K/15 et 4/K.
L’étude des surfaces en spectre de puissance k−4 est très intéressante. En eﬀet, ce sont
des surfaces multi-échelles, contrairement aux surfaces à spectre gaussien. Les surfaces en k−4
ont été les premiers modèles utilisés pour l’étude de la mer [56]. Les résultats ont été obte-
nus pour cent échantillons de surfaces parfaitement conductrices à spectre de puissance coupé
à kl = K/15 et ku = 4K . Les caractéristiques géométriques de chacune des surfaces sont
L1 = L1′ = L2 = L2′ = 4λ, 2L = 2l = 48λ et des plateaux de 2λ. Comme pour les surfaces
gaussiennes, les comparaisons entre le formalisme rasant et les méthodes approchées sont réa-
lisées à l’aide des versions Monte-Carlo de SSA1 et SPM1.
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Sur la ﬁgure 3.9, les intensités diﬀractées obtenues avec le formalisme rasant et les méthodes
approchées sont tracées pour quatre incidences diﬀérentes 20˚ , 60˚ , 80˚ et 89˚ . A 20˚ , SSA1 et la
MoM se superposent parfaitement sur l’ensemble du diagramme. SPM1 sous-estime l’intensité
diﬀractée de −20˚ à 0˚ et de 40˚ à 70˚ environ. Au niveau du spéculaire, l’erreur est due à
la coupure basse fréquence du spectre. A 60˚ , SSA1 suit parfaitement la MoM de 0˚ à 90˚ et
sous-estime l’intensité pour les angles diﬀractées inférieurs à 0˚ . SPM1 sous-estime l’intensité
de −90˚ à 40˚ , elle coïncide avec la MoM pour des angles diﬀractés supérieurs à 80˚ . A 80˚
et 89˚ d’incidence, SPM1 et SSA1 donnent les mêmes résultats. Ils sous-estiment l’intensité
diﬀractée pour des angles diﬀractés inférieurs à 0˚ : l’erreur atteint 2 dB pour un angle diﬀracté
de −60˚ . Contrairement aux surfaces gaussiennes, l’erreur est moins sensible à l’incidence et
elle est beaucoup plus faible alors que la hauteur quadratique moyenne est de 0.122λ. Cepen-
dant, contrairement à une surface gaussienne de hauteur quadratique moyenne de 0.083λ et de
longueur de corrélation 0.5λ qui a une pente moyenne de 0.23, pour la surface en k−4 tronquée
à kl = K/15 et ku = 4K, elle ne vaut que 0.068.
3.4.4 Conclusion
Au cours de cette partie, j’ai montré que SPM1 et SSA1 sont des méthodes dont le domaine
de validité dépend non seulement des caractéristiques de la surface utilisée mais aussi de l’angle
d’incidence. L’erreur augmente avec l’angle d’incidence ; elle peut passer de 2 à 16 dB quand
l’angle d’incidence augmente de 20˚ à 89˚ pour une rms de λ/12. Cette erreur dépend de la pente
de la surface comme le montre l’étude sur les surfaces gaussiennes et en k−4. Pour ces raisons, il
est intéressant d’étudier des méthodes plus élaborées qui peuvent prendre en compte la courbure
de la surface déﬁnie par les dérivées secondes de h(r). Je me suis intéressé à deux méthodes.
La première méthode est la méthode des faibles pentes à l’ordre 2 (SSA2). Cette méthode ne
fait pas intervenir de terme de courbure mais permet d’apporter un terme supplémentaire à
SSA qui va permettre de corriger SSA1 et de retrouver l’approximation de Kirchhoﬀ pour les
hautes fréquences électromagnétiques. L’autre méthode à laquelle je me suis intéressé utilise
la courbure de la surface : l’approximation de la courbure pondérée (ou WCA pour Weighted
Curvature Approximation) de T. Elfouhaily [57, 58].
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3.5 La méthode des faibles pentes à l’ordre 2
La méthode des faibles pentes à l’ordre 2 s’obtient en développant la fonctionnelle L(k,k0;h(r),r)













avec Q = q + q0 et M(k,k0; ξ) =
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3.6 Weighted Curvature Approximation (WCA)
WCA a été proposée par Elfouhaily. Cette méthode repose sur SSA1. En eﬀet, tout comme
SSA2, WCA apporte une correction à SSA1 à l’aide d’une intégrale de Kirchhoﬀ avec un noyau
plus complexe qui fait intervenir la pente de la surface. L’amplitude diﬀractée s’écrit :
S(k,k0) = SSA1 +
∫
e−i(q+q0)h(r)e−i(k−k0)·rT(k,k0;−(q + q0)gradh(r))dr (3.9)
où T s’exprime par une combinaison des noyaux de Bragg et de Krichhoﬀ évalués aux angles












Ce noyau permet de retrouver SPM1 et Kirchhoﬀ pour les limites basses et hautes fré-
quences. Elle permet aussi de vériﬁer certaines propriétés fondamentales du champ diﬀracté :
les propriétés de réciprocité et d’invariance de phase (voir relation (3.4)), et la propriété d’in-
variance de tilt au premier ordre de l’amplitude diﬀractée. Cette dernière propriété signiﬁe que
l’amplitude ne dépend pas du plan de référence et des systèmes de coordonnées liés. L’invariance
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de tilt étant une condition très contraignante, elle n’est, en général, vériﬁée qu’au premier ordre
[58].
Cette méthode a été testée avec succès pour les surfaces à spectre gaussien pour des incidences
modérées dans [60, 61].
3.7 Comparaisons entre le formalisme intégral rasant,
SSA2 et WCA
Sur les ﬁgures 3.10, les intensités diﬀractées obtenues avec la MoM rasant et les méthodes
approchées SSA1, SSA2 et WCA ont été tracées pour une incidence de 80˚ avec plusieurs sur-
faces à spectre gaussien de longueur de corrélation 0.5λ et de hauteurs quadratiques moyennes
diﬀérentes allant de 0.083λ à 0.008λ.
Pour SSA2, les surfaces sont supposées périodiques aﬁn de pouvoir calculer de manière eﬃcace
l’amplitude diﬀractée à l’aide de FFT, les courbes ont été calculées par Joel T. Johnson. Pour
WCA, la version statistique a été écrite dans [60] et les résultats ont été obtenus par Charles-
Antoine Guérin.
Pour une hauteur quadratique moyenne de 0.083λ (ﬁgure 3.10(a)), SSA2 corrige SSA1 de ma-
nière signiﬁcative mais non suﬃsante, à −80˚ l’intensité est inférieure d’environ 6 dB. WCA
coïncide avec la MoM rasant de −90˚ à 20˚ et surestime l’intensité pour les angles supérieurs à
20˚ .
Pour une hauteur quadratique moyenne de 0.033λ, WCA coïncide parfaitement avec la MoM
sur l’ensemble du diagramme, une diﬀérence apparaît au niveau du spéculaire, elle est liée à
la méthode Monte-Carlo. Comme précédemment, la correction apportée par SSA2 est faible et
insuﬃsante. Pour la hauteur quadratique moyenne de 0.016λ, WCA suit la MoM rasant sur
l’ensemble du diagramme comme précédemment. SSA2 ne corrige quasiment plus SSA1. Pour la
surface avec une hauteur quadratique moyenne, tous les modèles suivent la MoM rasant, l’écart
très faible (1 dB) dans les angles rasants arrières, provient de la diﬀérence de représentation
de la surface, surface inﬁnie pour les méthodes approchées et plan localement perturbé pour la
MoM rasant.
SSA2 est une méthode approchée qui nécessite des méthodes de calculs complexes. La pério-
dicité de la surface utilisée pour calculer ce modèle ne permet pas d’aller à des incidences
supérieures à 80˚ (il est nécessaire de prendre une surface très grande). WCA est plus facile à
mettre en oeuvre numériquement. Sur les ﬁgures 3.11(a) et 3.11(b), l’intensité diﬀractée obte-
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Fig. 3.10 – Comparaison entre l’intensité diffractée obtenue avec la MoM rasant (croix bleues),
SSA2 (trait noir), WCA (trait vert) et SSA (trait rouge), pour une incidence de 80˚ . La sur-
face utilisée est une surface à spectre gaussien de longueur de corrélation 0.5λ et de hauteur
quadratique moyenne de 0.083λ (a), 0.033λ (b), 0.016λ (c) et 0.008λ (d).
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(a) hauteur quadratique moyenne de 0.083λ


















(b) hauteur quadratique moyenne de 0.016λ
Fig. 3.11 – Comparaison entre l’intensité diffractée obtenue avec la MoM rasant (croix bleues)
et WCA (trait vert) pour une incidence de 89˚ . La surface utilisée est une surface à spectre
gaussien de longueur de corrélation 0.5λ et de hauteur quadratique moyenne de 0.083λ (a) et
0.016λ (c).




































Fig. 3.12 – Comparaison entre l’intensité diffractée obtenue avec la MoM rasant (croix bleues)
et WCA (trait vert) pour une incidence de 80˚ et 89˚ . La surface utilisée est une surface en k−4
tronqué à K/15 et 4K.
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nue avec la MoM rasant et WCA pour les surfaces gaussiennes de hauteur quadratique moyenne
0.083λ et 0.016λ ont été tracées pour une incidence de 89˚ . Pour les angles diﬀractés inférieurs
à −80˚ , WCA suit la MoM rasant. Pour les angles diﬀractés supérieurs à −80˚ , l’erreur observée
diminue avec la hauteur de la surface.
Sur les ﬁgures 3.12(a) et 3.12(b), l’intensité diﬀractée obtenue avec la méthode WCA et la MoM
rasant a été tracée pour une surface à spectre k−4 tronqué à kl = K/15 et ku = 4K pour une
incidence de 80˚ et 89˚ . N’ayant pas pour le moment de formulation statistique de WCA pour
les surfaces à spectre k−4, l’intensité diﬀractée de WCA a été obtenue par méthode Monte-Carlo
à partir de cent réalisations de surface. Les surfaces utilisées ont une taille de 48 × 48λ et les
caractéristiques géométriques des surfaces sont L1 = L1′ = L2 = L2′ = 4λ et des plateaux de
2λ. A 80˚ d’incidence, WCA donne de très bons résultats pour les angles diﬀractés compris entre
−80˚ et 90˚ . Pour les angles diﬀractés inférieurs à −80˚ , WCA surestime l’intensité diﬀractée,
l’erreur atteint environ 15 dB à −89˚ .
Pour une incidence de 89˚ , WCA surestime l’intensité diﬀractée de −90˚ à 65˚ . Comme pour
les surfaces gaussiennes, WCA donne des résultats intéressants pour une incidence de 80˚ , mais
pour des angles très rasants, WCA n’est plus valable.
3.8 Conclusion
Dans ce chapitre, j’ai rappelé rapidement les trois méthodes les plus utilisées, l’approxi-
mation de Kirchhoﬀ, SPM1 et SSA1. J’ai ensuite comparé SPM1 et SSA1 avec le formalisme
intégral rasant obtenu dans les chapitres précédents. L’approximation de Kirchhoﬀ n’étant pas
valable pour les surfaces étudiées et les angles d’incidence rasants (l’amplitude diﬀractée ne
présente pas le bon comportement en q0q), elle n’a pas fait l’objet de comparaisons.
J’ai pu montrer que l’erreur entre la méthode des moments et ces deux méthodes approchées
augmente avec l’angle d’incidence et qu’elle est plus importante pour SPM1 que pour SSA1
et pour des surfaces gaussiennes. Ensuite, j’ai étudié des méthodes approchées plus complexes.
Ces méthodes qui font intervenir des termes d’ordre supérieurs comme SSA2 ou des termes
de courbures comme WCA, ont été brièvement présentées. Comme pour SPM1 et SSA1, j’ai
eﬀectué des comparaisons avec la méthode des moments. On a pu ainsi voir que la correction
apportée à SSA avec SSA2 était très faible et ne suﬃsait pas à corriger le diagramme bistatique
de manière signiﬁcative. WCA a permis de retrouver les résultats obtenus avec la MoM rasant
sur une large bande d’angles d’incidences et diﬀractés. Cependant lorsque l’angle d’incidence
devient très grand, WCA ne permet plus de retrouver les résultats obtenus avec la MoM rasant.
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Les comparaisons entre WCA et le formalisme intégral rasant permettent de mettre en évidence
l’importance de prendre en compte la courbure dans les méthodes approchées dans le domaine
rasant.
Pour les applications radar, je me suis essentiellement intéressé à la rétrodiﬀusion, par la suite




A partir du champ électromagnétique réﬂéchi par la surface océanique, il est possible de
remonter à certaines caractéristiques de la surface (hauteur des vagues, direction du vent, tem-
pérature, ...). Les détails auxquels nous avons accès varient avec la longueur d’onde incidente.
Les premières mesures de la diﬀusion des ondes électromagnétiques par la surface de la mer
ont été réalisées dans les années 1950 avec l’utilisation de radar HF. A la ﬁn des années 60,
des mesures ont été obtenues dans le domaine du visible et de l’infra-rouge à l’aide de satellites
météorologiques. A partir des années 1970, grâce aux nouveaux radars, la résolution spatiale a
pu être améliorée, le satellite Seasat lancé en 1978 a permis de recueillir des informations sur les
températures de la surface océanique ou la rugosité de la surface. Depuis, de nombreux satellites
ont été et sont toujours envoyés aﬁn de recueillir de nouvelles informations sur les océans, on
peut citer Geosat ou Envisat et SMOS. Des mesures en avion sont aussi réalisées comme pour
le projet POLARD-96. Avec la diminution de la longueur d’onde incidente, les informations sur
les petites échelles permettent de mieux comprendre les phénomènes hydrodynamiques mis en
jeu et ainsi de pouvoir décrire de manière plus correcte la surface océanique.
4.1 Surface océanique
La surface océanique peut être décrite par une superposition de vagues de longueur d’onde,
de hauteur et de direction de propagation diﬀérentes (ﬁgure 4.1). Les surfaces de mer que l’on
modélise sont des mers de vent, c’est-à-dire qu’elles sont générées par le vent local. Lorsque ce
vent souﬄe depuis suﬃsamment longtemps et sur une distance suﬃsamment importante alors
la surface atteint son état d’équilibre, on parle de mer totalement développée. En pleine mer,
ces hypothèses sont raisonnables. Il est important de ne pas confondre une mer de vent avec
la houle. Cette dernière est générée par les grandes échelles issues d’une mer de vent qui se
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Fig. 4.1 – Formation de la mer par superposition de vagues indépendantes (Bourlier 2000).
propagent au delà de la zone ventée.
4.1.1 Spectre
La répartition de la hauteur de chacune des vagues est représentée par le spectre omnidi-
rectionnel de hauteur S(k), avec k qui représente le nombre d’onde. Pour prendre en compte
la direction du vent, une fonction d’étalement est utilisée Φ(k,φ), où φ représente la direction
de l’onde par rapport au vent. A partir du spectre omnidirectionnel et de la fonction d’éta-
lement, il est possible de déﬁnir le spectre directionnel qui va nous permettre de générer une
surface océanique bidimensionnelle. Toutefois, ce spectre ne prend pas correctement en compte





A partir du spectre bidimensionnel, la hauteur quadratique moyenne et la pente quadratique













Les spectres omnidirectionnels sont basés sur la théorie et les observations. Selon la longueur
d’onde de la vague, les forces de rappel mises en jeu dans leur formation sont diﬀérentes. Ainsi
on distinguera plusieurs régimes, le régime de gravité, de capillarité et le régime intermédiaire de
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gravité-capillarité. Les vagues de gravité sont les vagues dont la force de gravité est la principale
force de rappel agissant. Les vagues de capillarité sont celles dues à la tension superﬁcielle. Les
ondes de surface des océans sont dispersives, c’est-à-dire que leur vitesse de phase varie avec la
longueur d’onde.
Relation de dispersion
La pulsation ω s’écrit :




avec g l’accélération de la pesanteur, ρ = 103kg.m−3 la masse volumique et τ = 74.10−3N.m−1
la tension superﬁcielle de la surface de l’eau.
Si gk >> k3τ/ρ alors on parle de vague de gravité. Si gk << k3τ/ρ, on parle de vague de ca-
pillarité. Si les deux termes sont du même ordre de grandeur, on est en régime gravité-capilarité.
Il existe de nombreux modèles de surface de mer dont le domaine de validité varie. Je ne vais
en présenter que trois, le spectre de Pierson-Moskowitz, le spectre de Kudryavtsev et le spectre
d’Elfouhaily. Le spectre de Pierson-Moskowitz est l’un des premiers spectres de mer utilisé dans
les années 1970. Il permet de modéliser le domaine de gravité. Les spectre de Kudryavstev et
d’Elfouhaily sont les deux spectres les plus récents de la littérature datant de la ﬁn des années
1990. La partie basses fréquences de ces spectres est basée sur le spectre de Pierson-Moskowitz.
4.1.2 Spectre de Pierson-Moskowitz













où g = 9.81 m.s−2 est l’accélération de la pesanteur, U19.5 est la vitesse du vent à une hauteur
de 19.5 m au dessus de la surface de la mer et φ la direction du vent. Sur la ﬁgure 4.2(a) et
4.2(b), les spectres de mer d’élévation et de courbure ont été tracés en fonction du nombre
d’onde pour trois vitesses de vents. Pour les trois courbes de la ﬁgure 4.2(a), il y a un pic
appelé pic de gravité. La position de ce pic dépend de la vitesse du vent. Plus le vent est fort et




par conséquent la rugosité de la surface augmente avec le vent. Après ce pic, pour les grandes



































Fig. 4.2 – Amplitude du spectre de hauteur (figure de gauche) et de courbure (figure de droite)
de Pierson-Moskowitz le long de la direction du vent (φ = 0˚ ) pour différentes vitesses de vent :
5 m.s−1 (trait rouge), 10 m.s−1 (trait bleu) et 15 m.s−1 (trait noir).
comportement. Ce spectre n’est pas suﬃsant pour retrouver les observations, notamment pour
le domaines des vagues de capillarité, où il surestime l’énergie. Pour ces raisons, plusieurs autres
modèles ont été élaborés. Dans la suite, je présente brièvement deux modèles récents, le spectre
d’Elfouhaily et de Kudryavtsev .
4.1.3 Spectre d’Elfouhaily et de Kudryavtsev
Les spectres de Kudryavtsev et d’Elfouhaily ont été décrits dans [62, 63] durant la ﬁn des









































où kp représente le pic de gravité, αp et αm sont des paramètres issus de l’expérience pour




































































Fig. 4.3 – Amplitude du spectre de hauteur (figures a et b) et de courbure (figures b et c)
d’Elfouhaily (gauche) et de Kudryavtsev (droite) le long de la direction du vent (φ = 0˚ ) pour
différentes vitesses de vent : 5 m.s−1 (trait rouge), 10 m.s−1 (trait bleu) et 15 m.s−1 (trait noir).
vitesse de phase du pic de gravité et cm la vitesse de phase minimum des vagues de gravité-














avec a0 = 0.173, am = 4 et ap = 0.13
Uf
cm
, où Uf représente la vitesse de friction. Toutes ces
valeurs sont obtenues à l’aide d’observations.
Le spectre d’Elfouhaily décrit uniquement les vagues générées par le vent. Sur les ﬁgures 4.3(a)
et 4.3(c), les spectres d’élévation et de courbure ont été tracés pour diﬀérentes vitesses de vent.
On constate l’apparition d’un pic secondaire dans le domaine des vagues de gravité-capillarité
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à 370 rad.m−1 observé par Jähne et Riemer. Le spectre d’Elfouhaily permet de retrouver les
pentes quadratiques moyennes mesurées optiquement par Cox et Munk et de prendre en compte
la notion de fetch (distance sur laquelle le vent agit). Ce modèle n’est pas valable dans le do-
maine des vagues de capillarité.
Le spectre de Kudryavstev est le spectre de mer le plus récent de la littérature. Contrairement
au spectre d’Elfouhaily, ce spectre est basé sur des données radars. Il permet de décrire les
vagues de capillarité en plus des vagues de gravité et de gravité-capillarité. La partie basses
fréquences de ce spectre est composée du spectre de Donelan et al. [64]. Pour formuler son
spectre, Kudryavstev propose de résoudre l’équation de conservation d’action à l’équilibre en
évaluant les termes de sources et de pertes. Ce spectre prend en compte diﬀérents processus
associés aux trois domaines de vagues rappelés en début de chapitre, les vagues de gravités, de
capillarité-gravité et de capillarité, comme, par exemple, le transfert d’énergie des vagues de
gravité courtes vers les vagues de capillarité, les interactions résonnantes à trois ondes dans le
domaine des vagues capillarité-gravité ou encore les interactions non-linéaires à quatre vagues
dans le domaine de gravité courtes [65]. Sur les ﬁgures 4.3(b) et 4.3(d), le spectre d’élévation
et de courbure de Kudryavstev ont été tracés. On trouve un second pic entre 700 et 800 rad.m−1.
Pour plus de précision sur les surfaces océaniques, je renvoie à [62, 63, 64, 65]. Pour les
applications qui nous intéressent, les longueurs d’onde utilisées varient de 25 cm à 3 cm (1.2GHz
à 10GHz), le spectre d’Elfouhaily est donc suﬃsant. De plus, avec le spectre d’Elfouhaily, il
est possible de calculer la fonction d’auto-corrélation spatiale des hauteurs nécessaire pour les
méthodes approchées.
4.2 Modèle de diffraction à deux échelles
Fig. 4.4 – Modèle deux échelles.
Nous avons pu voir précédemment que la surface océanique était multi-échelles. La résolution
rigoureuse du problème de diﬀraction des ondes électromagnétiques par la surface océanique
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s’avère très diﬃcile voire impossible pour des vents supérieurs à 5 m/s. Une méthode rigou-
reuse nécessite de calculer les courants de surface sur toute la surface, le nombre d’inconnues
devient donc trop important pour pouvoir traiter le problème numériquement. Pour cette rai-
son, l’utilisation de méthodes approchées s’avére nécessaire. Pour un vent de 5 m/s, la hauteur
quadratique moyenne de la mer est d’environ 10 cm et la pente 0.1 environ. Par vent modéré,
pour des longueurs d’onde incidentes supérieures à 3 m, il est possible de résoudre le problème
de diﬀraction des ondes électromagnétiques par la mer en utilisant SPM1. Dans le domaine
micro-onde, l’utilisation de méthodes approchées s’avère délicate. En eﬀet, dans ce domaine
de longueur d’onde, les méthodes approchées comme SPM1, SSA1 ou Kirchhoﬀ ne sont plus
valables puisque la rugosité de la surface est de l’ordre de la longueur d’onde. Pour résoudre ce
problème, on fait appel aux modèles à deux échelles.
Dans ces modèles, on suppose que la mer est la superposition de petites vagues (petites échelles)
caractérisées par la fonction hs(r) et de grandes vagues (grandes échelles) caractérisées par hl(r).
Les grandes et les petites échelles sont des processus supposés indépendants. La surface totale
peut donc s’écrire comme la somme des deux processus (ﬁgure 4.4) :
h(r) = hs(r) + hl(r) (4.6)
En 1968, Wright, dans [66], montre que la section eﬃcace pour ce problème peut s’écrire comme
le produit de convolution entre la section eﬃcace de diﬀusion des petites perturbations σSPM1
évalué aux angles locaux qui dépendent de la pente locale, et de la densité de probabilité des
pentes des grandes vagues.
σTSM = σSPM1 ∗P (4.7)
Valenzuela dans [56] et Brown dans [67], améliorent l’approche de Wright en introduisant un
terme supplémentaire d’optique géométrique provenant des grandes échelles dont la contribution
devient importante au niveau du spéculaire.
σTSM = σSPM1 ∗P+ σGO (4.8)
σGO présente la section eﬃcace des grandes vagues dans l’approximation de l’optique géomé-
trique. Des améliorations ont été apportées sur la partie optique géométrique [68].
Avant d’aller plus loin dans les modèles deux échelles, il est intéressant d’estimer l’erreur
faite avec SPM1 et SSA1 sur la partie hautes fréquences du spectre.
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Fig. 4.5 – Intensité diffractée calculée avec SSA1 et SPM1 pour une incidence de 80˚ et 89˚ .



























Fig. 4.6 – Intensité diffractée calculée avec la MoM rasant (courbe bleue) et calculé avec SSA1
(courbe rouge) pour une incidence de 80˚ (a) et 89˚ (b) : surface océanique d’Elfouhaily tronquée
à K/15 et 4K pour un vent de 10 m/s en bande L.
4.2.1 Partie hautes fréquences
La ﬁgure 4.5 montre que les résultats obtenus avec SPM1 et SSA1 sont quasiment similaires,
pour ces raisons, dans la suite je ne parlerai que de SSA1.
Sur les ﬁgures 4.6(a) et 4.6(b), les résultats obtenus avec SSA1 et la MoM rasant pour une
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Fig. 4.7 – Ecart entre l’intensité diffractée rétro-diffusée calculée avec la MoM rasant et SSA1
en fonction du vent et de la longueur d’onde incidente pour une incidence de 80˚ (a) et de 89˚
(b) : surface océanique d’Elfouhaily tronquée à K/15 et 4K.
surface à spectre d’Elfouhaily tronqué à K/15 et 4K sont présentés pour une incidence de 80˚
et 89˚ et une longueur d’onde de 25 cm. La vitesse du vent est de 10 m/s. On constate que pour
les angles diﬀractés inférieurs à 0˚ , SSA1 sous-estime l’intensité diﬀractée.
Sur les ﬁgures 4.7(a) et 4.7(b), l’écart sur l’intensité rétro-diﬀusée est tracé en fonction de la
vitesse du vent et de longueur d’onde incidente. Pour un vent de 15 m/s, l’erreur atteint environ
5 dB pour une onde incidente de 3 cm de longueur d’onde. L’erreur moyenne est d’environ 3
dB. Comme pour les surfaces en loi de puissance k−4 étudiées précédemment dans le chapitre 3,
SSA1 est beaucoup moins sensible à l’incidence que pour des surfaces gaussiennes. SSA1 est une
méthode approchée envisageable pour la partie hautes fréquences du spectre. Cette conclusion
est aussi valable pour SPM1. Ainsi, les méthodes approchées SPM1 et SSA1 seront utilisées
pour calculer la diﬀraction des ondes électromagnétiques par la partie hautes fréquences du
spectre océanique. Pour la partie basses fréquences, l’optique géométrique sera utilisée.
4.2.2 GOSSA
Pour séparer les petites échelles des grandes échelles, il est commode d’utiliser une fréquence
de coupure. Les modèles deux échelles qui utilisent SPM1 sont très sensibles à cette fréquence de
coupure comme le montre la ﬁgure 4.8. A cause de la dépendance à la fréquence de coupure des
modèles deux échelles utilisant SPM1, Soriano et Guérin ont développé dans [68] un modèle à
106
Fig. 4.8 – Intensité retro-diffusée HH calculée par le modèle deux échelles classique en fonction
de la fréquence de coupure : bande Ku, vent = 15 m/s.
Fig. 4.9 – Intensité rétro-diffusée HH calculée avec GOSSA en fonction de la fréquence de
coupure : bande Ku, vent = 15 m/s.
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deux échelles en remplaçant en particulier SPM1 par SSA1. La section eﬃcace obtenue s’écrit :





+ σSSA1 ∗P (4.9)
σs et σl représentent respectivement la hauteur quadratique moyenne des petites et grandes
échelles. SSA1 est estimé pour les angles locaux. On constate que pour σs = 0 et (q+ q0) >> 1
on retrouve l’optique géométrique et, pour σl = 0, SSA1.
Sur la ﬁgure 4.9, la section eﬃcace rétro-diﬀusée a été tracée pour les polarisations Horizontale
et Verticale, pour diﬀérentes fréquences de coupure, un vent de 15 m/s et une onde incidente
de 2 cm de longueur d’onde. GOSSA n’est quasiment pas sensible à la coupure.
Aux grands angles, GOSSA est équivalent au modèle à deux échelles utilisant SPM1 pour
la partie hautes fréquences du spectre océanique. Cependant pour la suite de mon étude, je
compare des données obtenues pour des incidences rasantes à des incidences modérées. Pour
cette raison, j’utiliserai GOSSA car il est beaucoup moins sensible au choix de la fréquence de
coupure. Sur la ﬁgure 4.10, l’intensité diﬀractée calculée avec GOSSA a été tracée pour un vent
de 10 m/s et une longueur d’onde de 25 cm. On constate que l’intensité diﬀractée ne tend pas
vers zéro pour les angles rasants ce qui est en contradiction avec la théorie électromagnétique. Ce
problème vient du fait que certaines facettes constituant la surface ne doivent pas être éclairées
et que d’autres facettes éclairées ne doivent pas renvoyer d’énergie dans certaines directions (voir
la ﬁgure 4.11) : le modèle ne prend en compte que les interactions simples. A priori, GOSSA
surestime l’intensité diﬀractée. Pour résoudre ce problème, on utilise des fonctions d’ombrage.
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Fig. 4.10 – Intensité diffractée HH calculée avec GOSSA pour différentes incidences 60˚ (courbe
bleue), 80˚ (courbe rouge) et 89˚ (courbe verte) : bande L, vent = 10 m/s.
Fig. 4.11 – Représentation du phénomène d’ombrage.
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4.3 Fonction d’ombrage
Les fonctions d’ombrage ou fonctions d’ombre (voir même fonction de visibilité) ont été
introduites dans les années 60 pour améliorer l’approximation de Kirchhoﬀ. En eﬀet, en se
basant sur une approche géométrique, lorsqu’une surface a une rugosité très importante une
partie de celle-ci n’est pas illuminée. La fonction d’ombrage va permettre de déterminer la frac-
tion de surface éclairée. L’avantage de l’utilisation de la fonction d’ombrage est que l’intensité
diﬀractée avec l’ombrage est simplement le produit de l’intensité diﬀractée sans ombrage par la
fonction d’ombrage ; pour la démonstration je renvoie à Sancer dans [69]. Beckmann a été l’un
des premiers à déterminer une fonction d’ombrage en 1965 dans [70], cependant, Brockelman
dans [71] montre numériquement que le modèle de Beckmann est erroné. En 1966 et 1967, le
modèle est amélioré par Wagner [72] puis Smith [73, 74]. Ils obtiennent de meilleurs résultats
que Beckmann. Brown dans [50] a montré, en se fondant sur la série de Kirchhoﬀ, que l’utili-
sation des fonctions d’ombrage était valable pour des surfaces dites “douces” (pentes modérées
et grands rayons de courbure). Plus tard, Bourlier dans [75, 76] montre numériquement que la
fonction de Wagner surestime l’eﬀet d’ombrage alors que celle de Smith est bien meilleure. Tous
les résultats obtenus par Beckmann, Wagner et Smith, supposent que la densité de probabilité
des hauteurs et des pentes sont gaussiennes et que la corrélation entre deux points est nulle.
Les fonctions d’ombrage de Wagner et de Smith ont été calculées en prenant en compte cette
corrélation dans [77].
4.3.1 Définition de la fonction d’ombrage monostatique monodi-
mensionnelle
La fonction d’ombrage va être explicitée pour une surface unidimensionnelle, elle sera ensuite
généralisée au cas de la surface bidimensionelle. Le problème est le suivant : quelle la probabilité
S(ξ0,γ0) qu’un point F d’une surface rugueuse, de hauteur ξ0 au dessus du plan moyen, et avec
une pente locale γ0, ne soit pas dans l’ombre lorsque la surface est éclairée par un faisceau de
rayons parallèles à un angle d’incidence θ (voir ﬁgure 4.12).
L’origine des coordonnées est prise par rapport au plan moyen sous le point F et (xOy) est plan
incidence. Seule la partie à droite du point F et dans le plan d’incidence peut ombrer le point
F . S(ξ0,γ0,θ), que l’on notera S(F,θ) pour simpliﬁer, est équivalent à la probabilité qu’aucune





Fig. 4.12 – Section d’une surface rugueuse aléatoire illuminée de S.
où S(F,θ,τ) est la probabilité qu’il n’y ait pas de point de la surface qui intercepte le rayon FS
dans l’intervalle [0; τ ]. Une équation diﬀérentielle pour S(F,θ) peut être développée. Commen-
çons par exprimer S(F,θ,τ +∆τ).
S(F,θ,τ +∆τ) = S(F,θ,τ) ·Q(∆τ |F,θ,τ) (4.11)
où Q(∆τ |F,θ,τ) est la probabilité conditionnelle que la surface n’intercepte pas le rayon FS
dans l’intervalle d’observation ∆τ sachant qu’elle ne l’intercepte pas dans l’intervalle τ .
Si g(τ)∆τ est la probabilité conditionnelle que le rayon FS soit intercepté par la surface dans
l’intervalle ∆τ sachant qu’elle ne l’intercepte pas dans l’intervalle τ . L’équation (4.11) peut
s’écrire
S(F,θ,τ +∆τ) = S(F,θ,τ) [1− g(F,θ,τ)]∆τ (4.12)
Donc S(F,θ,τ) vériﬁe l’équation diﬀérentielle :
∂S(F,θ,τ)
∂τ
= −g(F,θ,τ) · S(F,θ,τ) (4.13)



















avec, S(F,θ,0) égale à un si la pente dans le plan d’incidence γ0, est inférieur à µ = cotanθ et
zéro sinon, soit S(F,θ,0) = H(µ− γ0), où H est la fonction d’Heaviside.
A partir de cette fonction d’ombrage, il est possible de déﬁnir la fonction d’ombrage moyenne







où p(ξ0,γ0) est la densité de probabilité jointe des hauteurs et des pentes. Le calcul de la fonction
d’ombrage repose sur la détermination de la fonction g et de son intégration sur τ . Les deux
approches les plus utilisées sont celles de Wagner et de Smith. Toutes les deux sont un cas
particulier des travaux de Ricciardi et Sato dans [78].
4.3.2 Approche de Ricciardi et Sato
L’expression de la fonction g, fondée sur l’approche de Ricciardi et Sato [78], s’exprime
comme une série inﬁnie d’intégrales faisant intervenir la densité de probabilité jointe que la sur-
face intercepte le rayon FS au point ξ(τ) dans les intervalles {[τ1; τ1 +∆τ1] ,..., [τn; τn +∆τn]}
connaissant le point F (ξ0,γ0). La densité de probabilité g a été rigoureusement calculée par
Bourlier dans [77] pour un processus aléatoire décorrélé. Il montre que la fonction d’ombrage
ne tend pas vers zéro aux grands angles et conclut sur la nécessité de prendre en compte la
corrélation pour le calcul de g. Cependant, le calcul de la densité de probabilité g devient très
complexe voir impossible analytiquement. Kapp et Brown dans [79], ont calculé numériquement
les trois premiers termes du développement de la densité de probabilité, mais leurs résultats
divergent pour les angles rasants et sont beaucoup moins précis que les résultats obtenus avec
l’approche de Smith et Wagner [77].
4.3.3 Approche de Wagner
Pour Wagner, la probabilité conditionnelle g∆τ que le rayon FS soit intercepté par la surface
dans l’intervalle [τ ; ∆τ ] sachant qu’elle ne l’intercepte pas dans l’intervalle [0; τ ], est approchée
par la probabilité que la surface intercepte le rayon FS dans l’intervalle [τ ; τ +∆τ ] connaissant




(γ − µ) p(ξ = ξ0 + µτ,γ|,ξ0,γ0; τ)dγ (4.17)
pour un processus gaussien décorrélé, la probabilité de Wagner se simpliﬁe :
gW (F,θ,τ) = µΛp(ξ = ξ0 + µτ) (4.18)




(γ − µ)p(γ)dγ et µ = cotan(θ)
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Fig. 4.13 – Intensité rétrodiffusée pour un vent de 10 m.s−1 en bande L sans fonction d’ombrage
(courbe bleue) et avec la fonction d’ombrage de Smith décorrélée (courbe rouge).
4.3.4 Approche de Smith
Pour Smith, la probabilité conditionnelle g est approchée par la probabilité conditionnelle
que la surface intercepte le rayon FS dans l’intervalle [τ ; τ +∆τ ] sachant qu’elle ne l’intercepte
pas avant τ et connaissant le point F (ξ0,γ0), [73]. Smith rajoute une condition supplémentaire







où p(ξ,γ|ξ0,γ0) est la densité de probabilité conjointe des hauteurs (ξ,ξ0) et des pentes (γ,γ0). La
densité de probabilité de Smith n’est autre que la densité de probabilité de Wagner normalisée.
Pour un processus décorrélé, gS s’écrit
gS(F,θ,τ) = µ
Λp(ξ = ξ0 + µτ)∫ ξ=ξ0+µτ
−∞ p(ξ1)dξ1
(4.20)
4.3.5 Surface gaussienne décorrélée
Les fonctions d’ombrage de Wagner et de Smith ont été calculées dans [72, 73, 77] pour une
densité de probabilité des hauteurs et des pentes gaussienne et décorrélée.

SW (F,θ) = H(µ− γ0)exp−0.5Λ(v) erfc(ξ0/
√
2σ)
SS(F,θ) = H(µ− γ0)
(







Et donc les fonctions d’ombrage moyennes de Wagner et de Smith s’écrivent :














Λ′(v) = 1− erfc(v)
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, avec ω l’écart type des pentes et µ = cotanθ.
Bourlier a montré numériquement que les approches classiques de Smith et de Wagner sur-
estiment la fonction d’ombre [75, 76]. Néanmoins, la fonction de Smith donne de meilleurs
résultats que la fonction de Wagner. Wagner a calculé dans [72] sa fonction d’ombrage en
prenant en compte la corrélation à l’aide d’approximations. Bourlier a étudié les fonctions
d’ombre de Smith et de Wagner pour un processus gaussien corrélé. Les résultats qu’il a obte-
nus, montrent que l’inﬂuence de la corrélation devient négligeable pour les angles rasants [77].
Ceci est conﬁrmé par Fuks dans [80, 81].
Sur la ﬁgure 4.13, l’intensité rétro-diﬀusée a été tracée en fonction de l’angle d’incidence pour
un vent de 10 m.s−1 en bande L avec et sans la fonction d’ombrage de Smith décorrélée. L’ombre
devient signiﬁcative (inférieure à 1 dB) pour des angles d’incidence supérieurs à 85˚ .
4.3.6 Fonction d’ombrage bistatique
L’approche la plus répandue pour le problème bistatique est de considérer les deux problèmes
monostatiques déﬁnis selon l’émetteur et le récepteur et de considérer trois cas, comme le montre
la ﬁgure 4.14.
La fonction d’ombre bistatique S(F,θ1,θ2) représente la probabilité que le rayon émis et le
Fig. 4.14 – Représentation géométrique des trois cas.
rayon réﬂéchi se coupant au point F, d’incidences respectives (θ1,θ2) , ne soient pas interceptés
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Fig. 4.15 – Diagramme bistatique obtenu avec GOSSA pour une surface de mer d’Elfouhaily
avec un vent de 10 m/s et une incidence de 89˚ , avec la fonction d’ombrage de Smith bistatique
(courbe rouge) et sans (courbe bleue).
par la surface. La fonction d’ombre bistatique dépendra des fonctions d’ombre monostatique




S(F,θ1)S(F,θ2) pour θ2 ∈ [0; pi2 ]
S(F,θ1) pour θ2 ∈ [θ1; 0]
S(F,θ2) pour θ2 ∈ [θ2; θ1]
(4.22)
Cette méthode, très simple pour calculer la fonction d’ombre bistatique, engendre une rupture
brutale dans le comportement du diagramme bistatique autour de la direction de rétro-diﬀusion
comme le montre la ﬁgure 4.15. Ce comportement a déjà été observé par Bourlier dans [82]
(voir sa ﬁgure 4 pour une incidence de 80˚ ). Ce phénomène est clairement non physique. Mu-
daliar dans [83] présente une fonction d’ombrage bistatique alternative permettant d’obtenir
un comportement plus lisse. Cependant, la formulation de cette fonction d’ombre ne peut être
obtenue de façon analytique que pour des cas limites et s’avère délicate à mettre en œuvre ce
qui en limite son intérêt.
4.3.7 Fonction d’ombrage bidimensionnelle
Dans [76], la fonction d’ombrage monodimensionnelle a été généralisée au cas bidimension-
nel. En faisant un changement de repère, la fonction d’ombrage bidimensionnelle s’écrit comme




ωx et ωy étant respectivement l’écart type des pentes γx et γy, et φ la direction d’observation
selon l’axe (Ox). Les résultats déterminés précédemment au cas monodimensionnel peuvent
donc être généralisés au cas bidimensionnel.
4.3.8 Comportement de la fonction d’ombrage aux grands angles
Il est intéressant d’étudier le comportement de la fonction d’ombrage aux grands angles.
Processus gaussien décorrélé
Pour les fonctions d’ombrage de Smith et de Wagner pour un processus gaussien décorrélé,
grâce au développement en série de la fonction erfc donnée par Abramowitz dans [84], lorsque












Et donc les fonctions d’ombre de Wagner et de Smith pour un processus gaussien décorrélé
s’écrivent :
SS(θ) = SW (θ) ≈
√
πν +O(ν2) (4.23)









Pour les angles d’incidences rasants, le comportement de ν et q sont comparables. Les fonctions
d’ombre de Smith et Wagner se comportent comme ν et donc q lorsque l’angle d’incidence
devient rasant. Ce résultat est en parfait accord avec celui obtenu par Milder dans [85].
Il engendre un problème sur le comportement de la fonction d’ombrage. Pour le modèle à deux
échelles, il a été vu que l’intensité diﬀractée sans ombrage ne tendait pas vers zéro. L’intensité
diﬀractée avec ombrage I0MB est directement proportionnelle à la fonction d’ombre. Pour les
angles rasants, elle s’écrit :
IOMB = I · S (θ) ≈ Iθ=90˚
√
πν +O(ν2) (4.25)
L’utilisation de la fonction d’ombrage va donc faire tendre l’intensité diﬀracté vers zéro mais




Pour les surfaces corrélées, il est beaucoup plus diﬃcile de déterminer directement le com-
portement de la fonction d’ombrage en ν. En eﬀet, les probabilités de Smith et Wagner font
intervenir la fonction de corrélation et ses dérivées en τ . Cependant, lorsque la longueur d’ob-
servation est plus grande que quelques longueurs de corrélation, les fonctions de corrélations
et leurs dérivées deviennent négligeables. L’intégration, sur le domaine d’observation τ , de la





gc(ξ = ξ0 + µτ)dτ +
∫ ∞
τ0
gd(ξ = ξ0 + µτ)dτ (4.26)
avec gc et gd, la probabilité de Smith ou de Wagner avec corrélation et sans corrélation, τ0 la
longueur d’observation à partir de laquelle la fonction d’autocorrélation s’annule. Le changement



































Donc pour les angles rasants, l’inﬂuence de la corrélation devient négligeable. Ainsi, le com-
portement de la fonction d’ombrage avec corrélation présente le même comportement en ν que
la fonction d’ombrage sans corrélation. Ce résultat est en parfait accord avec celui obtenu par
Wagner dans [72] (voir la ﬁn de son annexe).
Processus non linéaire décorrélé
D’après les travaux de Longuet-Higgins, Jackson développe la densité de probabilité jointe


































)3 − 3 ξ
σ
, et λ300 et λ120 les coeﬃcients de dissymétrie. Il faut faire attention au
choix des paramètres de dissymétrie car la densité de probabilité peut être inférieure à zéro
selon leur valeur. A partir de cette distribution jointe des pentes et des hauteurs, il est possible
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Fig. 4.16 – Fonctions d’ombrage moyenne de Wagner (gauche) et de Smith (droite) calculées
pour une surface linéaire (courbe en trait plein) et non linéaire (trait discontinu) de paramètres













Fig. 4.17 – Fonctions d’ombrage moyenne de Wagner (courbes bleues) et de Smith (courbes
rouges) calculées pour une surface linéaire (courbe en trait plein) et non linéaire (courbes en
trait discontinu) de paramètres λ120 = 0.2 et λ300 = 0.5. La hauteur quadratique moyenne est
de 0.365λ et la pente de 0.144. Les courbes q et q2 présentent respectivement un comportement
linéaire et quadratique.
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Fig. 4.18 – Fonctions d’ombrage moyenne de Wagner (gauche) et de Smith (droite) calculées
pour une surface linéaire (courbe en trait plein) et non linéaire (croix) de paramètres λ120 = 0.5













Fig. 4.19 – Fonctions d’ombrage de Wagner (courbes bleues) et de Smith (courbes rouges) calcu-
lées pour une surface linéaire (courbe en trait plein) et non linéaire (courbes en trait discontinu)
de paramètres λ120 = 0.5 et λ300 = 0.2. La hauteur quadratique moyenne est de 1λ et la pente
de 0.7. Les courbes q et q2 présentent respectivement un comportement linéaire et quadratique.
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de calculer, numériquement cette fois, les fonctions d’ombrage de Smith et de Wagner. Sur les
ﬁgures 4.16(a) et 4.16(b), ces fonctions ont été tracées pour une mer de hauteur quadratique
moyenne de 0.365λ et une pente de 0.144, ce qui correspond aux caractéristiques d’une surface
océanique pour un vent de 7 m/s. Les paramètres de λ120 et λ300 sont pris respectivement égales
à 0.2 et 0.5 suivant Srokosz [87]. Pour Wagner ou Smith, la diﬀérence est quasiment nulle. Sur
la ﬁgure 4.17, on peut voir le comportement pour les grands angles d’incidences. Les ﬁgures
4.18(a), 4.18(b) et 4.19 présentent les résultats obtenues pour une surface de hauteur quadra-
tique moyenne 1λ et de longueur de pente 0.7, ce qui correspond à une longueur de corrélation
de 0.5λ pour une surface à spectre gaussien. L’inﬂuence des paramètres de dissymétrie est plus
importante que pour la mer, elle reste cependant faible. Les fonctions d’ombrage calculées pour
des surfaces non linéaires se comportent toujours comme O(ν).
Approche de Wetzel
Fig. 4.20 – Fonction d’ombrage de Wetzel pour différents vents, SC représente la fonction
d’ombre de Smith (Wetzel 1986).
Wetzel dans [88] montre, en calculant la diﬀraction par un motif élémentaire à l’aide de la
théorie physique de la diﬀraction, que le domaine d’illumination s’étale au delà de la région
déterminée par l’optique géométrique, c’est-à-dire que l’intensité passe de zéro à un plus ou
moins rapidement. A partir de ce résultat et d’observations, Wetzel considère que pour des
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angles rasants, la surface de l’océan peut être représentée comme un plan noir d’où émergent
des “îles” diﬀractantes. De plus, invoquant des conditions de stabilité de la surface, il suppose
que ces “îles” sont des prismes d’angle intérieur 120˚ et de longueur d’arête LI couvertes de




Où LI = L
ξ2
seuil [1 − erf(ξseui)] et LSH = Lξ2seuil [1 + erf(ξseuil)] la distance séparant deux “îles”,









ξseuil représente un niveau seuil qui décroît avec la valeur θ/ω. Ce niveau est obtenu à partir








Avec cette fonction d’ombrage, Wetzel montre graphiquement qu’elle se comporte en ν4 pour les
angles très rasants (> 88˚ , voir ﬁgure 4.20). Pour les angles moindres, cette fonction d’ombrage
diverge rapidement. Sur la ﬁgure 4.20, Wetzel a introduit une fonction de transition aﬁn de
retrouver les résultats de la fonction d’ombre de Smith pour les grands angles angles rasants.
Cette fonction arbitraire est insuﬃsamment documentée, pour cette raison, le modèle de Wetzel
ne sera pas utilisé. De plus, cette approche repose sur de nombreuses hypothèses, forme des
“îles”, niveau seuil (qui repose sur la fonction d’ombrage de Smith).
4.3.9 Conclusion
La déﬁnition de la fonction d’ombrage monostatique monodimensionnelle ainsi que la gé-
néralisation à la fonction d’ombrage bistatique bidimensionnelle ont été rappelées. Le cas des
surfaces gaussiennes corrélées et non corrélées a été étudié analytiquement, et les surfaces non
corrélées faiblement non linéaires ont reçu un traitement numérique. Les fonctions d’ombrage
de Smith et Wagner sont proportionnelles à ν. Ce comportement dérive de la nature géomé-
trique de S. L’introduction de ce terme d’ombrage dans un modèle deux échelles ne permet
donc pas de retrouver le comportement électromagnétique dans les angles rasants en q40 dans le
cas monostatique.
Les fonctions d’ombrage présentent aussi d’autres défauts. Elles sont toutes indépendantes de la
polarisation de l’onde incidente. Dans le cas bistatique et surtout pour des angles très obliques,
il apparaît un point d’inﬂexion au niveau de la direction rétrodiﬀusée. Ce problème a été en
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partie résolu par Mudaliar, mais la fonction d’ombrage bistatique obtenue n’a pas d’expression
analytique.
Un des intérêts des fonctions d’ombrage est d’indiquer approximativement à partir de quel
angle les eﬀets d’ombrage apparaissent. Les surfaces océaniques présentent de faibles pentes
quadratiques moyennes. Pour un vent de 10 m/s, en bande L, les eﬀets d’ombrage, pour les
fonctions étudiées, deviennent signiﬁcatifs (supérieurs à 1 dB) pour des angles supérieurs à 87˚ .
Leur inﬂuence sur le diagramme de diﬀraction apparaît ici assez faible.
On a pu voir que les fonctions d’ombrage ne permettent pas de corriger les modèles deux
échelles de manière satisfaisante pour les surfaces de mer utilisées. Or, dans les angles rasants,
il existe d’autres contributeurs qui peuvent intervenir dans la section eﬃcace de diﬀusion de
la surface océanique, comme par exemple les vagues déferlantes, et qui ne sont pas pris en
compte dans nos modèles (MoM, GOSSA). Il est donc intéressant de comparer GOSSA avec
des données expérimentales et d’introduire un terme supplémentaire dans la section eﬃcace
représentant le déferlement.
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4.4 Comparaison de GOSSA avec les données de Na-
thanson
Dans cette partie, je me suis intéressé aux données obtenues par Nathanson dans les années
1960 et j’ai voulu voir quel était l’écart entre GOSSA et ces données. Ces données sont très
utilisées dans l’industrie.
4.4.1 Les données de Nathanson





















(a) bande L, VV





















(b) bande L, HH





















(c) bande X, VV





















(d) bande X, HH
Fig. 4.21 – Intensité rétrodiffusée mesurée par Nathanson pour différents états de mer.
Les données de Nathanson ont été obtenues dans les années 1960, elles sont présentées dans
[89] sous forme de tables. Elles donnent le σ0 en fonction de l’état de mer (voir tableau 4.1
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incidence (˚ ) Etat 2 Etat 3 Etat 4 Etat 5 Etat 6
89.9 -87 -90 -82 -82 -78 -74 -70 -70 - -
89.7 -73 - -70 -68 -65 - -64 -64 - -
89 -58 -65 -54 -60 -45 -56 -43 -50 - -
87 -50 -59 -43 -55 -38 -48 -38 -46 - -
80 -37 -53 -34 -48 -31 -45 -30 -43 -29 -40
60 -31 -41 -30 -39 -28 -37 -24 -34 -23 -32
30 -21 -21 -18 -20 -15 -18 -15 -18 -17 -19
Tab. 4.1 – Données de Nathanson en Bande L, colonne de gauche polarisation V et colonne de
droite polarisation H. La NRCS est en dB.
incidence (˚ ) Etat 2 Etat 3 Etat 4 Etat 5 Etat 6
89.9 -56 -59 -51 -53 -48 -48 -44 -42 - -
89.7 -52 -56 -45 -46 -43 -42 -39 -39 -34 -34
89 -44 -46 -39 -40 -37 -36 -33 -34 -31 -32
87 -41 -43 -38 -39 -35 -35 -33 -33 -28 -30
80 -36 -43 -32 -37 -29 -34 -25 -30 -22 -27
60 -32 -38 -26 -34 -24 -29 -22 -26 -17 -21
30 -18 -23 -16 -21 -14 -15 -13 -14 -11 -12
Tab. 4.2 – Données de Nathanson en Bande X, colonne de gauche polarisation V et colonne
de droite polarisation H. La NRCS est en dB.
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Echelle Etat de mer Hauteur de vague signiﬁcative (m) U10 (m/s)
0 plate 0 0
1 ridée < 0.10 < 2
2 belle 0.1 à 0.5 2 à 4.5
3 peu agitée 0.5 à 1.25 4.5 à 7
4 agitée 1.25 à 2.5 7 à 10
5 forte 2.5 à 4 10 à 12.5
6 trés forte 4 à 6 12.5 à 15
Tab. 4.3 – Echelle de Douglas.
et 4.2), de l’incidence, de la fréquence et de la polarisation. Sur les ﬁgures 4.21(a) à 4.21(d),
les données ont été tracées pour la bande X et L, en polarisation H et V. Ces données ne
présentent pas le comportement électromagnétique en q40 à cause de la présence de phénomènes
non linéaires. Le tableau 4.3 donne les correspondances entre état de mer (Echelle de Douglas),
hauteur de vagues signiﬁcatives (H = 4 rms) et vitesse de vent. Les données reportées ne
prennent pas en compte la direction du vent.
4.4.2 Comparaison de GOSSA avec les données de Nathanson
Ne connaissant pas la direction du vent pour les données de Nathanson, nous allons, pour
chaque état de mer, calculer l’intensité diﬀractée pour le vent le plus faible et le vent le plus
fort pour les deux directions de vent (vent de face et vent de coté), et considérer uniquement la
valeur minimum et la valeur maximum. Nous allons ainsi donner une limite haute et une limite
basse sur l’intensité diﬀractée pour les diﬀérents états de mer. Les états 0 et 1 ne seront pas
étudiés dans notre cas, les modèles n’étant pas très ﬁables pour des vents si faibles. Le spectre
de mer utilisé dans notre modèle sera le spectre d’Elfouhaily.
Sur les ﬁgures 4.22(a) à 4.22(e), l’intensité rétro-diﬀusée est tracée pour les diﬀérents états de
mer en bande L, pour la polarisation V.
Pour un état de mer 2, l’écart entre GOSSA et les données de Nathanson atteint 8 dB pour
une incidence de 60˚ . Pour les états de mer 3 à 6, les données de Nathanson sont très proches
de la limite inférieure de GOSSA. Cependant, l’erreur sur la mesure donnée par Nathanson
varie entre 3 et 8 dB. Pour tous les états de mer, les données de Nathanson présentent le même
comportement que GOSSA, sauf pour les angles très rasants où les phénomènes d’ombrage
interviennent de manière importante (pour un état de mer 4 où 5, l’ombrage géométrique
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(a) Etat de mer 2











(b) Etat de mer 3











(c) Etat de mer 4
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(e) Etat de mer 6
Fig. 4.22 – Intensité rétro-diffusée, GOSSA avec φ = 0˚ (courbe bleue supérieure), GOSSA avec
φ = 90˚ (courbe bleue inférieure) et données de Nathanson (courbe verte). Bande L, polarisation
V.
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(a) Etat de mer 2











(b) Etat de mer 3











(c) Etat de mer 4











(d) Etat de mer 5











(e) Etat de mer 6
Fig. 4.23 – Intensité rétro-diffusée, GOSSA avec φ = 0˚ (courbe bleue supérieure), GOSSA avec
φ = 90˚ (courbe bleue inférieure) et données de Nathanson (courbe verte). Bande L, polarisation
H.
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(a) Etat de mer 2











(b) Etat de mer 3











(c) Etat de mer 4











(d) Etat de mer 5











(e) Etat de mer 6
Fig. 4.24 – Intensité rétro-diffusée, GOSSA avec φ = 0˚ (courbe bleue supérieure), GOSSA avec
φ = 90˚ (courbe bleue inférieure) et données de Nathanson (courbe verte). Bande X, polarisation
V.
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(a) Etat de mer 2











(b) Etat de mer 3











(c) Etat de mer 4











(d) Etat de mer 5











(e) Etat de mer 6
Fig. 4.25 – Intensité rétro-diffusée, GOSSA avec φ = 0˚ (courbe bleue supérieure), GOSSA avec
φ = 90˚ (courbe bleue inférieure) et données de Nathanson (courbe verte). Bande X, polarisation
H.
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devient signiﬁcatif à partir de 87˚ ).
Sur les ﬁgures 4.23(a)-4.23(d), l’intensité rétro-diﬀusée en bande L pour la polarisation H est
tracée. Pour les angles modérés (<60˚ ), les données de Nathanson et GOSSA sont proches. Au
delà, on constate que la courbe expérimentale se situe au dessus de celle de GOSSA et plonge
brutalement. Contrairement à la polarisation V, GOSSA ne présente pas le même comportement
que les données.
Les ﬁgures 4.24(a) à 4.25(e) présentent les résultats obtenus pour la bande X.
Pour la polarisation V, on constate que GOSSA permet de retrouver les données de Nathanson
de manière satisfaisante jusqu’à des angles de 89˚ comme pour la bande L. Pour la polarisation
H, l’erreur entre GOSSA et Nathanson est très importante. Cette erreur augmente avec l’état
de la mer. De plus, contrairement à la bande L, l’écart apparaît pour des angles beaucoup plus
faibles, aux alentours de 65˚ pour la bande X alors que pour la bande L cet écart commençait
à apparaître aux alentours de 75˚ .
La méthode GOSSA a été comparée aux données de Nathanson obtenues dans les années 1960.
Les comparaisons ont permis de voir que le calcul de la polarisation V avec GOSSA permettait
de retrouver le comportement des données en bande L et X, bien que les phénomènes d’ombrage
ne soient pas pris en compte. Pour la polarisation H, GOSSA ne permet pas de retrouver le bon
comportement dans les grands angles d’incidences, mais, alors que l’on s’attend à ce que GOSSA
surestime l’intensité diﬀractée, on constate que l’intensité diﬀractée mesurée par Nathanson
est beaucoup plus élevée. Cette diﬀérence peut s’expliquer par la modélisation de la surface
océanique. Dans notre modèle, la mer est supposée totalement développée, linéaire et les eﬀets
de déferlement ne sont pas pris en compte. En langage géophysicien, seule la contribution dite
de Bragg est calculée. Lorsqu’on réalise des mesures temporelles, on s’aperçoit qu’à certains
moments des pics d’énergie très élevés et très brefs apparaissent. Ces pics sont couramment
appelés “sea spikes”, que l’on peut traduire par ﬂash de mer, et vont augmenter le niveau
de l’intensité diﬀractée moyennée sur le temps. Ces phénomènes dits non Bragg sont liés aux
eﬀets de déferlement, pour ces raisons je me suis intéressé à ces vagues déferlantes et à leur
contribution sur l’intensité diﬀractée.
4.4.3 Le déferlement
Pour prendre en compte la contribution des vagues déferlantes dans la section eﬃcace rétro-
diﬀusée, je vais utiliser le modèle de Kudryavtsev [90, 91] basé en partie sur les travaux de
Phillips et Wetzel [92, 88].
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Modèle de Kudryavtsev
Dans ce modèle, les contributions linéaire (ou Bragg) et déferlement sont supposées indé-
pendantes, ainsi la section eﬃcace de rétro-diﬀusion totale peut s’écrire :
σ0 = σbr + σsp + σdef (4.32)
σbr représente la contribution à la section eﬃcace de la diﬀusion de Bragg, σsp la réﬂexion
spéculaire et σdef la contribution à la section eﬃcace des zones de déferlement.
La section eﬃcace des vagues déferlantes n’est pas connue de manière théorique. Kudryavtsev
se fonde sur les travaux de Wetzel [88] et d’Ericson [93] pour obtenir une expression semi-
empirique de la section eﬃcace des vagues déferlantes. Il modélise les fronts déferlants des
vagues qui cassent par des rouleaux dont la face avant comporte une zone de très forte rugosité
(voir ﬁgure 4.26). Ericson et al. montrent, dans [93], à partir de mesures en bassin, qu’à 45˚ la
section eﬃcace rétro-diﬀusée normalisée augmente signiﬁcativement près des crêtes des vagues
déferlantes et que le rapport de polarisation est proche de 0 dB. Ils montrent que l’approximation
de Kirchhoﬀ permet de bien reproduire le signal radar près des crêtes des vagues, et le modèle des
petites perturbations (ou approximation de Bragg) loin de ces crêtes. A partir de ces données,
Kudryavtsev modélise d’une part la diﬀusion par le front déferlant par un terme d’optique
géométrique et, d’autre part, la diﬀusion par les fortes rugosités par un terme constant ( !).




où s2def est la variance des pentes des vagues de fortes rugosités générées par le déferlement et ǫdef
le rapport des échelles verticales sur les échelles horizontales des parties déferlantes. Le deuxième
terme de la section eﬃcace des vagues déferlantes devient prépondérant devant le premier pour
des angles d’incidence supérieurs à 50˚ . Dans ce modèle de section eﬃcace, Kudryavtsev n’a
pas pris en compte la longueur d’onde incidente. Cette contribution est tracée sur la ﬁgure
4.27 en prenant les valeurs données par Kudryavtsev. Maintenant que la section eﬃcace d’un
front déferlant a été déterminée, il reste à calculer la section eﬃcace d’un ensemble de vagues
déferlantes. Kudryavtsev utilise les travaux de Phillips et Wetzel [92, 94] pour déterminer cette
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Fig. 4.26 – (a) Schéma idéalisé de fronts déferlants. (b) Géométrie de la face avant d’un front
déferlant. Figures extraites du chapitre 12 de Wetzel et al.














Fig. 4.27 – Section efficace d’un front déferlant.
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Couverture






Λ (k,φ) dkdφ (4.35)




signiﬁe que seules les vagues de longueur d’onde supérieure à 15 cm où à 10 fois la longueur
d’onde radar vont participer à l’augmentation de la section eﬃcace radar par déferlement.
CQ, s
2
wb et ǫwb sont des constantes, Kudryavstev détermine ces valeurs de façon à retrouver les
données radar (incidences non rasantes) de Una et al., Masuko et al.[95, 96]. Il prend s2wb = 0.19,










avec B(k,φ) le spectre de Kudryavstev et α et n des paramètres qui dépendent de la longueur
d’onde des vagues donnés dans [65, 97, 90, 91]. Finalement la section eﬃcace ﬁnale s’écrira :
σ0 = (1−Q) [σbr + σsp] +Qσ0wb (4.37)
Dans la section précédente, j’ai utilisé GOSSA pour déterminer la section eﬃcace qui n’est rien
d’autre que la composante Bragg et spéculaire de la section eﬃcace déterminée par Kudryavtsev,
pour nous, la section eﬃcace totale s’écrira :
σ0 = (1−Q)σGOSSA +Qσ0wb (4.38)
Maintenant, je peux calculer la section eﬃcace de la mer en prenant en compte les vagues
déferlantes. Ce modèle sera appelé GOSSA/déferlement.
Il est intéressant de comparer la couverture de vagues déferlantes avec celle obtenue par Hwang
et al. dans [98]. Hwang considère que si le rapport de polarisation σHH/σV V est supérieur à
0 dB alors il a détecté un ﬂash de mer. Ainsi, il est capable d’estimer la couverture de ﬂash
de mer qu’il compare à la couverture d’écume mesurée à l’aide de moyen optique. Il montre
que le taux de couverture de ﬂash de mer est supérieur aux taux de couverture d’écume. Les
résultats obtenus sont approximés par les courbes de tendance données par Monahan et Wu




















Fig. 4.28 – Comparaison des couvertures de Kudryavstev (courbe bleu), Monahan (courbe verte)









Fig. 4.29 – Comparaison des couvertures de Kudryavstev pour la bande L (courbe rouge) et la
bande X (courbe bleue).
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U10 étant la vitesse du vent à 10 m au dessus de la surface de la mer.
Hwang montre que la couverture de ﬂash de mer est bien représentée avec la formule empirique
de Monahan pour des vents compris entre 9 et 15 m/s. Sur la ﬁgure 4.28, la couverture calculée
avec le spectre de Kudryavtsev est comparée avec les courbes de tendances de Monahan et
Wu. On constate que la courbe de Monahan est proche de celle de Kudryavstev, par la suite
j’utiliserai donc la couverture de déferlement obtenue par Kudryavtsev. Il existe de nombreuses
autres formules de couverture d’écume obtenues par les mesures (voir la table 1 de Anguelova
et Webster dans [99]).
La ﬁgure 4.29 présente la couverture de vague déferlante calculée pour la bande X et la bande
L. On constate que la couverture de vague déferlante pour la bande L est largement inférieure
à la couverture obtenue en bande X. Ce qui signiﬁe que l’inﬂuence du déferlement est beaucoup
plus importante pour la bande X.
Influence du déferlement sur la section efficace



















Fig. 4.30 – Rapport de la section efficace du déferlement sur la section efficace totale (σwb/σ0)
en fonction de l’angle d’incidence pour une vitesse de vent de 2 m/s (trait plein) et 12.5 m/s
(trait pointillé). Polarisation V (courbe rouge), polarisation H (courbe bleue).
Sur la ﬁgure 4.30, le rapport entre la section eﬃcace des vagues déferlantes et la section
eﬃcace totale a été tracée pour une vitesse de vent de 2 et 12.5 m/s, pour la polarisation
H et V en bande X. Pour un vent de 2 m/s, la contribution géométrique du déferlement
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est négligeable quelle que soit la polarisation. La contribution des fortes rugosités des vagues
déferlantes devient prépondérante pour les grands angles d’incidence en polarisation H. Elle
atteint 50% à environ 75˚ pour seulement 20% à 89˚ en polarisation V. Pour un vent de 12.5
m/s, la contribution géométrique des vagues déferlantes (pour les angles d’incidence inférieurs à
50˚ environ) représente jusqu’à 65%, en polarisation H, et 45%, en polarisation V, de la section
eﬃcace totale. En polarisation H, la section eﬃcace du déferlement représente la majorité de
l’énergie rétrodiﬀusée par la surface océanique. En polarisation V, la contribution des rugosités
des vagues déferlantes devient non négligeable pour les angles d’incidence supérieurs à 80˚
environ. La partie Bragg de la section eﬃcace étant plus forte en polarisation V, les eﬀets de
vagues déferlantes sont moins importants en polarisation V qu’en polarisation H. Ces résultats
sont en accord avec les observations.
Dans le chapitre 4.4.1, les sections eﬃcaces obtenues avec GOSSA ont été comparées avec les
données de Nathanson. Il a été vu que les données en polarisation H pour les bandes L et X
étaient sous estimées par GOSSA. Je vais donc comparer les mesures de Nathanson avec les
résultats de GOSSA/déferlement.
4.4.4 Comparaison GOSSA/déferlement avec les données de Na-
thanson
Sur les ﬁgures 4.31(a) à 4.32(e), les résultats obtenues avec GOSSA, GOSSA /déferlement
et les données de Nathanson sont tracés pour la bande L. En polarisation V, la contribution
des vagues déferlantes est négligeable.
En polarisation H, l’introduction du terme de déferlement dans la section eﬃcace permet de se
rapprocher des mesures de Nathanson pour les angles d’incidence proches de 80˚ , mais surestime
la section eﬃcace. En eﬀet, le terme constant de la section eﬃcace des fronts déferlants dû aux
fortes rugosités présentes sur les vagues déferlantes ne dépend pas de l’angle d’incidence et
donc ne permet pas d’obtenir le bon comportement pour les angles rasants. C’est aussi vrai en
polarisation V mais cela n’est pas visible à cause de la faible contribution du déferlement.
Les données obtenues en bande X sont présentées sur les ﬁgures 4.33(a) à 4.34(e). Comme
pour la bande L, en polarisation V, l’ajout des vagues déferlantes a tendance à détériorer les
résultats. La contribution du déferlement est donc trop importante.
Pour la polarisation H, jusqu’à un état de mer 4, la contribution du déferlement améliore les
comparaisons avec les mesures pour des angles d’incidence inférieurs à 89˚ . Pour des états de
mer supérieurs à 4, la contribution géométrique du déferlement est très faible et ne corrige pas
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(b) Etat de mer 3
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(e) Etat de mer 6
Fig. 4.31 – Intensité rétro-diffusée, GOSSA (courbes bleues), GOSSA/déferlement (courbes
rouges) et données de Nathanson (courbe verte). Bande L, polarisation V.
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(a) Etat de mer 2











(b) Etat de mer 3











(c) Etat de mer 4











(d) Etat de mer 5











(e) Etat de mer 6
Fig. 4.32 – Intensité rétro-diffusée, GOSSA (courbes bleues), GOSSA/déferlement (courbes
rouges) et données de Nathanson (courbe verte). Bande L, polarisation H.
138











(a) Etat de mer 2











(b) Etat de mer 3











(c) Etat de mer 4











(d) Etat de mer 5











(e) Etat de mer 6
Fig. 4.33 – Intensité rétro-diffusée, GOSSA (courbes bleues), GOSSA/déferlement (courbes
rouges) et données de Nathanson (courbe verte). Bande X, polarisation V.
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(a) Etat de mer 2











(b) Etat de mer 3











(c) Etat de mer 4











(d) Etat de mer 5











(e) Etat de mer 6
Fig. 4.34 – Intensité rétro-diffusée, GOSSA (courbes bleues), GOSSA/déferlement (courbes
rouges) et données de Nathanson (courbe verte). Bande X, polarisation H.
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dans le bon sens les résultats obtenus avec GOSSA pour les angles modérés (inférieurs à 50˚ ).
Cependant pour les angles d’incidence inférieurs à 89˚ , les résultats de GOSSA/déferlement
sont plus proches des mesures que GOSSA. Toutefois, GOSSA/déferlement ne permet pas
de retrouver le comportement dans les angles rasants des données de Nathanson diﬀérent du
comportement électromagnétique en q40.
L’ajout de la section eﬃcace des vagues déferlantes donnée par Kudryavtsev permet d’améliorer
les comparaisons entre le code et les mesures pour la polarisation H en bande L mais surtout
en bande X. Cependant, le terme de Kudyrvatsev ne tend pas vers zéro pour les angles rasants
ce qui a pour conséquence de détériorer les résultats pour des angles d’incidence supérieurs à
87˚ . On ne retrouve pas le comportement en q4 dans les angles rasants. De manière générale,
en bande L et X, le modèle de section eﬃcace du déferlement de Kudryavtsev n’a pas d’intérêt
en polarisation V.
4.4.5 Comparaisons des rapports de polarisation
Pour la plupart des travaux expérimentaux existants, la donnée intéressante est le rapport
de polarisation (σHH/σV V ) pour la détection des ﬂash de mer et des vagues déferlantes. En
eﬀet, si le rapport de polarisation est supérieur à un alors il y a un ﬂash de mer. Le modèle
de Kudryavtsev a été développé aﬁn de retrouver la dépendance azimutale des rapports de
polarisation des sections eﬃcaces en fonction de la vitesse du vent [90, 91, 65, 97]. Pour ces
raisons, j’ai voulu étudier les rapports de polarisation obtenus avec GOSSA/déferlement.
Sur les ﬁgures 4.35(a) à 4.36(e), les rapports de polarisation obtenues avec GOSSA, GOSSA /dé-
ferlement et les données de Nathanson sont tracés. La prise en compte de la section eﬃcace du
déferlement permet d’améliorer le rapport de polarisation en bandes L et X. En eﬀet contraire-
ment à GOSSA qui a un rapport qui décroît de manière monotone, GOSSA/déferlement permet
de faire remonter le rapport de polarisation aux angles rasants et ainsi d’obtenir le même com-
portement que pour les données de Nathanson. De plus, l’écart entre le rapport de polarisation















































































(e) Etat de mer 6
Fig. 4.35 – Rapport de polarisation, GOSSA (courbes bleues), GOSSA/déferlement (courbes














































































(e) Etat de mer 6
Fig. 4.36 – Rapport de polarisation, GOSSA (courbes bleues), GOSSA/déferlement (courbes
rouges) et données de Nathanson (courbe verte), bande X.
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4.5 Conclusion
Dans cette partie, GOSSA calculé avec une surface de mer d’Elfouhaily a été comparé pour
des angles d’incidence rasants avec les données de Nathanson de 1969 en bande L et en bande X.
En polarisation V, GOSSA permet de retrouver les mesures de Nathanson sauf pour les angles
très rasants (inférieurs à 89˚ ) ou les eﬀets d’ombrage présents ne sont pas pris en compte par
GOSSA. En polarisation H, GOSSA sous-estime l’intensité diﬀractée par rapport aux données
de Nathanson pour des angles d’incidence supérieurs à 60˚ , cette diﬀérence étant beaucoup plus
importante en bande X qu’en bande L. A partir de ces comparaisons, l’introduction d’un terme
supplémentaire non Bragg a été ajouté à GOSSA en se fondant sur les travaux de Kudryavtsev.
Un modèle empirique de section eﬃcace de vagues déferlantes a ainsi été ajouté à GOSSA.
Les nouvelles comparaisons avec les données de Nathanson et le modèle GOSSA/déferlement
ont montré que cela améliore de façon très signiﬁcative la section eﬃcace en polarisation H en
bandes L et X. Cependant, la contribution optique géométrique introduite par Kudryavtsev
pour décrire la section eﬃcace des fronts déferlants est, au mieux, négligeable ou détériore les
résultats. En polarisation V, l’introduction d’un terme supplémentaire ne se révèle pas pertinent.
Pour des angles très rasants (supérieurs à 89˚ ), un terme constant ne permet pas de retrou-
ver la limite électromagnétique en q40, ce qui montre la limite de la section eﬃcace de la vague
déferlante introduite par Kudryavtsev. Les rapports de polarisation de Nathanson ne peuvent
être retrouvés aux fortes incidences qu’avec l’introduction d’un terme de déferlement. Ce terme
permet d’obtenir un rapport de polarisation précis même lorsqu’une erreur importante est com-
mise sur la section eﬃcace dans chaque polarisation.
Des améliorations sur la modélisation de la surface de mer restent à faire. Une étude sur la
non linéarité de la surface est en cours avec les travaux de Charles-Antoine Guérin et Frédé-
ric Nouguier pour prendre en compte la non linéarité de la surface dans un modèle SSA. Les
premiers résultats montreraient que l’inﬂuence de la non linéarité de la surface augmente la
section eﬃcace de manière signiﬁcative pour des grands angles d’incidence, mais cela reste à
approfondir. La modélisation hydrodynamique du déferlement est un sujet en plein essor. Le
modèle de Kudryavtsev est un modèle imparfait, il est nécessaire de l’améliorer.
Actuellement, il existe peu de données en incidence rasante directement exploitables. Parmi
ces données, il y a celles du LSEET obtenues en bande L [100]. Des comparaisons de GOSSA/Déferlement
144
avec ces données seraient intéressantes. Toutefois, il parait nécessaire de réaliser d’autres me-




Un modèle rigoureux, fondé sur le plan localement perturbé éclairé par une onde plane, a
été développé pour résoudre le problème de diﬀraction des ondes électromagnétiques par des
surfaces rugueuses en incidence rasante. Le formalisme intégral de frontière a ainsi pu être
adapté au problème de l’incidence rasante pour les diverses conditions de passage. En utilisant
notre formalisme intégral, le comportement asymptotique de l’amplitude diﬀractée aux grands
angles d’incidence et diﬀractés a pu être déterminé.
Un modèle numérique de type méthode des moments a été développé pour le problème du métal
inﬁniment conducteur en polarisation Horizontale. Ce modèle a été validé par des comparaisons
avec un formalisme intégral classique (surface rugueuse inﬁnie éclairée par un faisceau) pour
des angles d’incidence modérés. Avec notre modèle, le nombre d’inconnues est indépendant de
l’angle d’incidence ce qui permet de traiter numériquement le problème des angles rasants. A
partir des résultats théoriques obtenus sur le comportement asymptotique du champ diﬀracté
aux angles rasants, un modèle perturbatif en fonction de l’angle d’incidence et diﬀracté de
l’amplitude diﬀracté a pu être développé. Ce modèle a été comparé à notre formalisme intégral
rigoureux. L’étude montre qu’avec ce développement asymptotique, il est possible de détermi-
ner l’amplitude diﬀractée sur une plage d’angle incident et diﬀracté à partir d’un unique calcul.
Ce domaine angulaire dépend, bien entendu, des caractéristiques des surfaces rugueuses.
Des comparaisons entre notre modèle et la méthode des petites perturbations à l’ordre 1
(SPM1) et la méthode des faibles pentes à l’ordre 1 (SSA1) ont été menées sur des surfaces
gaussiennes et des surfaces de type océanique. Ces confrontations ont montré que la validité
de ces méthodes dépendait certes des caractéristiques de la surface rugueuse mais aussi de
l’angle d’incidence. Pour une surface gaussienne de hauteur quadratique moyenne de λ/12,
SPM1 donne des résultats corrects pour une incidence de 20˚ . A 89˚ , l’erreur commise est très
importante et atteint 16 dB en rétrodiﬀusion. Pour obtenir avec cette méthode le même niveau
de précision qu’à 20˚ , il faut réduire la rugosité à λ/120 soit d’un facteur 10. Les conclusions
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sont similaires pour SSA1.
Des modèles approchés plus complexes comme la méthode des faibles pentes à l’ordre 2 (SSA2)
et l’approximation de la courbure pondérée (ou WCA pour Weighted Curvature Approxima-
tion) ont été comparés à notre formalisme intégral. Le terme supplémentaire apporté par SSA2
ne permet pas de corriger suﬃsamment SSA1 dans les angles rasants. WCA a permis d’obtenir
de meilleurs résultats jusqu’à des angles d’incidence de 80˚ , au-delà, WCA s’écarte signiﬁcati-
vement du formalisme intégral. L’intégration de la courbure dans un modèle de diﬀusion simple
s’avère plus pertinente que la prise en compte d’eﬀets de diﬀusion double.
Les modèles numériques ne sont pas adaptés aux surfaces présentant des échelles de rugosité
trop grandes devant la longueur d’onde. Ainsi la surface océanique aux fréquences microondes
est généralement inabordable avec ce genre de modèle. Pour prendre en compte toutes les
échelles de rugosité, nous considérons des modèles à deux échelle de complexité abordable et
connus pour donner de bons résultats pour des angles modérés. Ces modèles ont été développés
à partir des années 1960 par la communauté scientiﬁque de la télédétection océanique. Aux
angles plus importants, apparaissent des phénomènes d’ombrage où seule une fraction de la
surface est éclairée. Ce phénomène est calculé à l’aide des fonctions d’ombrage fondées sur la
théorie des rayons. Après une étude exhaustive de ces fonctions, couvrant les surfaces corrélées,
linéaires et faiblement non linéaires, l’accent a été mis sur les angles rasants. Il en résulte que les
fonctions d’ombrage présentent un comportement commun, à savoir que la fraction de surface
éclairée est asymptotiquement proportionnelle à l’angle rasant. Pour cette raison, ces fonctions
appliquées au modèle à deux échelles s’avèrent inadaptées pour les surfaces océaniques modé-
lisées. Elles ne permettent pas de retrouver le comportement de l’intensité diﬀractée dans les
angles rasants prédit par la théorie des ondes électromagnétiques.
Les phénomènes hydrodynamiques complexes tels que le déferlement, l’écume, etc, ne sont
pas considérés dans notre modélisation océanique et peuvent se révéler contributifs en rasant.
Aﬁn d’estimer leur importance sur la section eﬃcace de diﬀusion, les résultats obtenus avec le
modèle à deux échelles GOSSA ont été confrontés aux données expérimentales de Nathanson en
bande X et L. En polarisation V, où la section eﬃcace est la plus forte, GOSSA et les données
de Nathanson sont comparables. Même s’il existe parfois une diﬀérence de niveau, les courbes
présentent la même allure. Ceci n’est plus le cas en polarisation H et les erreurs commises sont
beaucoup plus importantes en bande X qu’en bande L. Suivant les travaux de Kudryavstev,
un terme représentant le déferlement est ajouté à la section eﬃcace de GOSSA. Ce terme,
147
d’inﬂuence négligeable sur la polarisation V, permet de corriger le modèle à deux échelles de
manière signiﬁcative en polarisation H. Malgré la simplicité du modèle de Kudryavtsev, cette
étude prouve que la prise en compte des phénomènes fortement non linéaires s’avère nécessaire
pour cette polarisation.
Pour la suite, une modélisation plus poussée de la surface océanique, avec la prise en compte
de phénomènes hydrodynamiques complexes (déferlement, etc) est incontournable. D’autres
comparaisons entre les modèles de diﬀraction actuels et les données obtenues pour des angles
rasants doivent être réalisées. Le modèle numérique doit être développé pour les milieux forte-
ment conducteurs en polarisation Horizontale et Verticale. Ainsi, il sera possible d’approfondir
les comparaisons des méthodes approchées.
Le développement asymptotique de l’amplitude diﬀractée doit être étudié pour d’autres sur-
faces aﬁn de déterminer le domaine angulaire de validité de ce développement. Enﬁn, notre
modèle n’étant pas limité à l’onde plane comme champ incident, il sera intéressant de prendre





L’étude de la diﬀraction des ondes électromagnétiques par des surfaces rugueuses nécessite
la modélisation de ces surfaces. Pour cela, une approche probabiliste est utilisée. La surface
est un processus aléatoire vériﬁant certaines propriétés statistiques. Pour les surfaces que nous
utilisons, la distribution des hauteurs et des pentes est supposée gaussienne. De plus les surfaces
sont stationnaires spatialement, c’est à dire que les propriétés statistiques de la surface sont
invariantes par translation des coordonnées spatiales. Bien que les surfaces rugueuses ne soient
pas nécessairement gaussiennes, l’utilisation de statistiques gaussiennes permet de réduire la
complexité associée au processus aléatoire. La description d’un processus aléatoire gaussien est
donnée par sa moyenne et sa fonction de corrélation.
A.1 Surface gaussienne aléatoire.
Pour faciliter les calculs, nous considérerons une surface aléatoire unidimensionnelle, il sera
très facile de généraliser les résultats pour les surfaces aléatoires bidimensionnelles. Le proﬁl
d’une surface est décrit par une fonction aléatoire de coordonnée x et sera noté h(x). Les
coordonnées d’un point de la surface s’écriront (x,h(x)). Les hauteurs de la surface z = h(x)













où σ est l’écart type des hauteurs, et m la valeur moyenne. Nous supposerons que la surface
est un processus aléatoire centré sur zéro, c’est-à-dire que sa moyenne est nulle. La densité de


























2 leurs variances. C est le
coeﬃcient de corrélation. Pour m1 = m2 = 0 et σ1 = σ2 = σ, la covariance de deux variables
aléatoires z1 et z2 est d’après [16].
〈z1z2〉 = σ2C (A.3)




Avec p(x), la densité de probabilité de la variable x.
Si C = 0, alors z1 et z2 sont deux variables indépendantes.
A.1.1 Fonction de corrélation
La fonction de corrélation d’une variable aléatoire h(x) est déﬁnie comme :
Rh(x1,x2) = 〈h(x1)h(x2)〉 (A.5)
Pour un processus gaussien à moyenne nulle et avec une hauteur quadratique moyenne σ, la
fonction de corrélation s’écrit d’après (A.3) :
Rh(x1,x2) = σ
2C(x1,x2) (A.6)
Pour un processus stationnaire h(x), la fonction de corrélation dépend seulement de la distance
x1 − x2 donc :
Rh(x1,x2) = Rh(x1 − x2) (A.7)
A.1.2 Fonction de corrélation des pentes
Pour un processus aléatoire h(x), sa dérivée h′(x) est toujours un processus aléatoire. Pour
une surface rugueuse caractérisée par son proﬁl h(x), h′(x) correspond à la pente de la surface
au point x. Il est donc tout à fait possible de déterminer la fonction de corrélation des pentes.
D’après [16] :





A.1.3 Densité spectrale de puissance
La densité spectrale de puissance ou spectre de puissance d’un processus aléatoire est déﬁnie
comme la transformée de Fourier de la fonction de corrélation :
















Pour générer un processus gaussien stationnaire de moyenne nulle, il suﬃt de connaître son
spectre de puissance. Pour la plupart des surfaces rugueuses réalisées en laboratoire, comme par
exemple des couches minces, le spectre est gaussien. Pour les surfaces océaniques, les spectres
utilisés sont beaucoup plus compliqués à cause du caractère multi-échelle de ces surfaces et des
interactions locales et non-locales très complexes qui existent.
A.2 Spectre gaussien















où lc est la longueur de corrélation, σ la hauteur quadratique moyenne. La pente quadratique






A.3 Spectre de puissance
Le spectre de puissance est un spectre isotrope donné par [56] :
S(kx,ky) = a0k
−4 (A.14)
avec a0 = 5.25e− 3 et k2 = k2x + k2y.
A cause de la singularité en k = 0, ce spectre ne peut être utilisé que pour des nombres
d’onde compris entre kl ≤ k ≤ ku. Bien que les variations de la vitesse du vent et le caractère
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anisotrope de la surface ne soient pas pris en compte dans ce modèle simpliﬁé, les spectres
océaniques mesurés sont qualitativement bien représentés par un spectre tronqué en k−4 dans
la région des vagues de gravité, c’est-à-dire les vagues dont l’évolution au cours du temps est
régit par la loi de la gravité.









et la pente quadratique moyenne par :





Formalisme intégral direct : surface
unidimensionnelle
Dans cette annexe, je présente le formalisme intégral direct pour une surface unidimension-
nelle. Le modèle du plan localement perturbé est toujours adopté.
B.1 Equation intégrale de frontière
En polarisation Horizontale, le champ électrique est supposé parallèle à l’axe Oy ; il s’écrit :
E = u(x,y)yˆ (B.1)
Pour la polarisation Verticale, c’est le champ magnétique qui est parallèle à l’axe Oy :
H = u(x,y)yˆ (B.2)
Donc, nous pouvons raisonner sur une fonction u qui représentera le champ électrique ou ma-
gnétique selon la polarisation. Pour construire les équations intégrales de frontières, nous consi-




u− ui − ur = ud si z>h(x)
0 si z<h(x)
(B.3)
Ou u, ui et ur représentent respectivement l’amplitude du champ total, incident et spéculaire-
ment réﬂéchi par le plan moyen du champ électrique ou magnétique selon la polarisation. u0















représentent respectivement le saut de la fonction u0 et de sa dérivée, δΣ est la
distribution de Dirac. La solution élémentaire de cette équation est la fonction de Green 1D




0 est la fonction de Hankel et R la distance entre deux points. La
solution de l’équation (B.4) s’écrit comme le produit de convolution entre la fonction de Green
et le second membre.
u0 = nˆ
′ · gradG0 ∗ [u0]δΣ +G0 ∗ [∂u0
∂n
]δΣ (B.5)









, de plus ∂u
d
∂n
= n · gradud. Le passage à la limite sur la surface




















G0 (r− r′) ∂u
∂n
(r′)dl′ (B.7)
B.2 Le problème du métal infiniment conducteur
Pour le métal inﬁniment conducteur, ∂u
∂n
= 0 pour la polarisation Verticale et u0 = 0 pour



























Comme pour le problème bidimensionnel, ud et ∂u
d
∂n
sont les inconnues de notre problème. Les
deux équations obtenues ont une excitation qui tend vers zéro sur le plan par conséquent les
équations intégrales de frontières (B.8) et (B.9) sont à support borné pour le problème du plan
localement perturbé éclairé par une onde plane.
B.3 Approximation d’impédance
Pour le problème d’impédance, il existe une relation entre le champ totale et sa dérivée.






− u = 0 (B.10)
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Pour la polarisation Verticale, elle s’écrit :
∂u
∂n
+ iK0ZV u = 0 (B.11)

























h′ et h′′ représentent respectivement la dérivée première et seconde par rapport à x de la


















































Comme pour le problème de la surface bidimensionnelle, les deux termes d’excitations tendent
vers zéro pour le plan. Les équations (B.14) et (B.15) sont donc bornées pour le plan localement
perturbé. Lorsque la permittivité tend vers l’inﬁni, les équations intégrales (B.8) et (B.9) sont
retrouvées.
B.4 Amplitude diffractée














+ q ud cos (qh(x))
}
e−ikxdx (B.16)
avec q = K0 cos θ et k = K0 sin θ, θ étant l’angle diﬀracté pris par rapport à la normale au plan
moyen. Le champ se comporte comme O(q). Pour la polarisation H, ud = −(ui+ ur) et pour la

































Fig. B.1 – Intensité diffractée calculée avec le formalisme intégral rasant (courbe rouge) et
le formalisme intégral classique (courbe bleue) pour une incidence de 45˚ et une polarisation
incidente Horizontale (figure de gauche) et Verticale (figure de droite). La surface est une














Fig. B.2 – Intensité diffractée calculée avec le formalisme intégral rasant pour une incidence
de 89˚ et une polarisation incidente Horizontale (courbe rouge) et Verticale (courbe bleue). La




Un code a été réalisé sous Matlab pour résoudre le problème de diﬀraction des ondes électro-
magnétiques par des surfaces rugueuses. Comme pour le problème bidimensionnel, la méthode
des moments est utilisée pour la discrétisation. La résolution du système est réalisée en inver-
sant une matrice. Les techniques d’accélérations présentées dans (2) n’ont pas été utilisée ici.
Sur les ﬁgures B.1(a) et B.1(b), le formalisme intégral rasant a été comparé avec le formalisme
intégral classique utilisant un faisceau gaussien comme onde plane incidente. Les comparaisons
ont été réalisées sur cent échantillons de surface gaussienne de permittivité εr = 60 + i60 pour
une incidence de 45˚ . Pour la polarisation Horizontale et Verticale, les deux formalismes sont
en parfait accord. La ﬁgure (B.2) présente les résultats obtenues pour la même surface que
précédemment mais avec une incidence de 89˚ .
B.6 Conclusion
Le formalisme intégral rasant a été modélisé pour une surface unidimensionnelle de per-
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La diffraction des ondes électromagnétiques par des surfaces rugueuses intéresse de 
nombreux domaines comme l’Optique, la furtivité, la compatibilité électromagnétique ou bien 
encore la télédétection. La modélisation de ce phénomène peut se faire soit à l’aide de 
théories rigoureuses basées sur la résolution des équations de Maxwell, soit avec des théories 
approchées. Actuellement, le problème tridimensionnel de la diffusion des ondes 
électromagnétiques par des surfaces rugueuses éclairées sous incidence rasante ne peut pas 
être résolu de manière satisfaisante par les méthodes rigoureuses. Ces méthodes ne peuvent 
donc pas être utilisées pour estimer la validité des méthodes approchées pour ce type 
d’incidence. 
Afin de résoudre ce problème, de nouvelles équations intégrales de frontière ont été 
développées. A l’aide du théorème d’extinction et du théorème de réciprocité, le 
comportement du champ diffracté pour les angles rasants a pu être déterminé. A partir de ces 
résultats, l’amplitude diffractée a été reformulée afin d’obtenir explicitement le bon 
comportement du champ pour de tels angles. 
Une technique de résolution numérique  de l’équation intégrale obtenue a été mise en 
oeuvre pour des surfaces rugueuses infiniment conductrices en polarisation Horizontale. La 
validation a été menée par comparaison avec des résultats issus du formalisme intégral 
classique, pour des angles d’incidence raisonnables. La pertinence de quelques méthodes 
approchées pour des incidences rasantes a été étudiée. 
Le problème de diffraction par la surface de la mer ne pouvant être résolu de manière 
rigoureuse pour des vents supérieurs à 4m/s, l’étude s’est portée sur les modèles à deux 
échelles et les fonctions d’ombrage. Nous montrons que ces dernières ne sont pas adaptées à 
la surface océanique. Enfin, en comparant un modèle à deux échelles, combinant l’Optique 
géométrique et l’approximation des faibles pentes, aux données expérimentales de Nathanson, 
nous avons montré que les phénomènes hydrodynamiques comme le déferlement augmentent 
de manière significative l’énergie rétro-diffusée dans les angles rasants. 
 
Mots Clés : Electromagnétisme, diffraction, formalisme intégral, incidence rasante, méthodes 
approchées, surface océanique, modèle à deux échelles, fonction d’ombrage, déferlement. 
 
