We present a new type of search trees, called Skip trees, which are a generalization of Skip lists. To be precise, there is a one-to-one mapping between the two data types which commutes with the sequential update algorithms.
Introduction
This paper follows on from the attempt to design a concurrent algorithm on the y approach for Skip lists. The Skip list 22] is a data structure that stores values in a sorted order (see Figure 1 ). It plays an important role because, by means of randomization, the form of the Skip list is independent of the order of updates. The expected e ciency of updates is comparable with other equilibrated structures such as AVL trees and B-trees. In the last ve years there have been a great number of reports analysing its properties 3, 11, 18, 24] .
The concurrent on the y approach, which allows a very high degree of concurrence, is inspired by 5]. This paper proposes a Garbage collection concurrent algorithm consisting of the main algorithm, which dynamically puts nodes onto the structure and takes them away, and the garbage collector, which marks the removed nodes and gathers them together into a garbage list. The goal was to design the garbage collector with a set of local evolution rules that assume temporal atomicity (small number of assignments and tests) and spatial atomicity (a xed small set of neighboring nodes). J.L.W. Kessels was the rst to apply this approach to search trees, speci cally AVL trees 10]: once new keys have been inserted, the tree is balanced with a set of local evolution rules. This approach was further applied in 1, 13, 14, 15] .
The concurrent algorithm on Skip lists by W. Pugh 21] is far from being composed of local rules and needs some kind of circular pointers to maintain information. These two facts cast doubts as to the comprehensiveness and correctness of the algorithm. We think that the main di culty derives from the sequential update algorithms: recall that the insertion and deletion ones are based on the path followed in the search stage, therefore, global information is needed to modify local data.
As the main obstacle to designing concurrent algorithms takes place in the structure of Skip lists (a set of linked lists), we propose a new data type called Skip trees, composed of trees and inspired by the path followed by the sequential search algorithm in Skip lists 1 . The improvement is that we are not obliged to store the path followed in the search process because this information has been added to nodes of trees, therefore the design of algorithms can be based on sets of local rules. Moreover, as there is a one-to-one mapping between 1 This idea was applied by T. Papadakis Figure 1 , we group consecutive items with the same level, such as 60 and 70, into the same node, and attach to them the nodes with a lower level (including empty ones) in a sorted order; the Skip tree show in Figure 2 is obtained. From a dynamic point of view, as the level of each key of Skip lists is given by a random procedure, the height of a node (the height of the subtree rooted at this node) is given by the same random procedure; but it is interesting to note that the length of a node (the number of keys stored in this node) inherits a similar random distribution. Then, the Skip trees can be considered as a class of unbounded random B-trees because all the leaves have the same depth; we say unbounded random because the length of the nodes is unbounded and has a random distribution. Moreover, as the expected length of the nodes is proportional to a certain parameter q : 0 < q < 1 of the distribution, it holds that Skip trees are close to 2{3 trees for q ' :5 and close to B-trees for q ' 1.
From a practical point of view, Skip list should be in the main memory, but if the data is very large the pagination of the structure is necessary. If this pagination is based on sets of consecutive keys, then all update algorithms slow down because they have to change pages many times. Skip trees, thanks to their structure, allow more e cient pagination. Moreover, due to their relationships with B-trees, the improvements proposed by G. Diehr and B. Faaland 4] can be applied.
Recall that mappings between data structures are a well-known topic. L. Guibas and R. Sedgewick 8] embed schemes in a dichromatic frame. T. Papadakis 17] gives us a one-to-one mapping between 2{3 trees and deterministic Skip lists. Later on T. Ottmann, H. Six and D.
Wood 16] prove that there exists a one-to-one mapping that commutes with updates between AVL trees and 1{2 Brother trees.
Finally, Skip trees have the same performance rates as the random search trees by R. Seidel and C. Aragon 23] . However, random search trees should be applied in a di erent context, because the probability of a key is given by a continuous identically distributed random variable. This paper has six sections. The second recalls the main properties of Skip lists. The third gives the de nition of Skip trees, their local rules and the formal de nition of mapping and its proof. The fourth section presents the concurrent and sequential algorithms. The fth section analyses the ability of Skip trees to manage data bases, and the last section includes the main conclusions and the proposals for further research.
Skip lists
Skip lists are randomized data structures introduced by W. Pugh in 1990 22] . Sequential skip list algorithms are very simple to implement, and they provide signi cant constant factor improvements over balanced and self-adjusting trees. Skip lists are also space e cient, requiring an average of 2 (or fewer) pointers per item and no balance, priority or weight information. Furthermore, the probability of the search time or space complexity exceeding their expected values rapidly approaches 0 as the items number in the skip list increases 24].
A non-empty Skip list (see Figure 1) consists of several non-empty sorted linked lists. All the items are stored in the list of level 1. Some of them also belong to the list of level 2, and so forth. Each item x in S has a key denoted as key(x) and a positive integer level(x). If level(x) =`, it means that x belongs to the linked lists of level 1; 2; : : : ;`. We write level(S) to denote the maximum level among the levels of its items. The level of S is also called as its height.
To implement a skip list, we need to allocate a node for each item. Each node x contains the item and level(x) pointers. The successor of x at level l, denoted forward(x;`), is given by the`-th forward pointer of x. A header node, header(S), which stores a dummy key smaller than any legal key, points to the rst node of each linked list. A node called NIL, which stores a key greater than any legal key, is pointed by the last node of each of the linked lists.
Given a Skip list S and a node x 6 = NIL and some integer 0 l level(x), we write wall(x; l) = \the rst node y to the right of x, i.e. key(x) < key(y), such that level(y) > l". For instance, in Figure 1 , wall(header(S); 3) is the node having key 50.
We de ne a subskiplist at node/level (x; l) of S , denoted S x;l for short, as the Skip list of height l, where x acts as a header and wall(x; l) acts as NIL. S x;l contains all node/levels of S reachable from (x; l).
We recall the sequential algorithms:
Search: Given a Skip list S and a key a, the search procedure returns the unique node in S such that key(node) < a key(forward(node; 1)). It works moving the key a forward or down through S until it reaches node. In any given stage the key is said to be at a Insertion: Assume, w.l.o.g., that the key a to be inserted does not belong to S . The insertion has three main phases. First, we search for a to locate the insertion point for the new item, but it is also necessary to collect information about the search path, namely the would-be predecessors of the new item in each list. Second, a random level is chosen and a new node is allocated for the new item. Finally, the third phase modi es the necessary links to add the new node. The random distribution considered was the negative binomial distribution with random parameter q, also designated Pascal or geometric distribution, and denoted NB(1; q). Recall that a negative random variable is the number of failures observed before a success in a series of independents trials, where the probability of success in a trial is q. Let X be a random variable with this distribution NB(1; q) , then P robfX = kg = p k q and the expected value is p=q being p + q = 1. 2 The levels of nodes of a Skip lists with parameter q is given by the independent distributed random variables NB(1; q) + 1 with expected mean 1=q. Consequently the expected level of a Skip list of size n is O(log 1=p n), and the expected time to search, insert or delete a key is O(log 1=p n) 22].
We recall the local rules of Skip lists (see Figure 3 ) that appear implicitly in the work of
Pugh 21] about concurrent Skip lists. Assume that a = key(x). Firstly we recall the rule upward(S; a), that corresponds to the increase of the level of node x by one.
upward(S; a) = \increase the level of x by one and reconstruct S , when level(x) = level(S), increase level(S) by one". When level(x) > 0 we can de ne appropriately the inverse rule, namely downward(S; a), that decreases the level of x by one, in such a way that: downward(upward(S; a); a) = upward(downward(S; a); a) = S: We nally introduce the rule attach(S; a) and unattach(S; a) that attaches and unattaches key a to nodes with level 1.
Skip trees
A Skip tree is a search tree. Each internal node n has three registers: height(n) gives us the height of the node, key(n) stores a possibly empty ordered list of keys and child(n) stores an ordered list of pointers. If key(n) has r keys, child(n) contains r + 1 pointers to its children.
Each leaf l contains only one key. The leaves do not have any children and all of them have the same depth.
Observe that the number of keys of nodes is not bounded and that we allow internal nodes without keys (empty nodes in Figure 2) having only one child.
We de ne four local rules that will serve us to design the algorithms. Firstly we de ne split and join rules starting from the split and join ones de ned for 2{3 trees or B-trees but giving due attention to white nodes. Then, we de ne attach and unattach rules that attachs or unattach nodes to trees.
Given a Skip tree T and a key a belonging to node x of T , we de ne:
x 6 = root(T) the node x is split into two more nodes and the key a is located in the father of x.
x = root(T) the node x is split into two more nodes and a new node will be created to store a. In both cases, white nodes will be created or propagated when necessary. The di erent context of a in T give us di erent types of split which are straightforward to deduce (see Figure 4) . Dually, we can de ne the inverse rule join(T; a) that groups together the internal nodes located on both sides of the key a into only one internal node, and puts a between them. In join(T; a) the height of a decreases by one. It follows that: join (split(T; a); a) = split (join(T; a); a) = T
We need a rule that attaches a new key a to T .
attach(T; a) = \a new leaf with value a is hung in T at height 0 and the key a is located appropriately at level 1. This means, if the node is white, ful ll it with a; otherwise insert a between the keys located at this internal node".
Finally, we can easily de ne the inverse rule unattach(T; a) if a has height 1.
Mapping between Skip trees and Skip lists
We de ne the mapping between Skip trees and Skip lists, and we prove that it is one-to-one function and that local rules of Skip lists commute with local rules of Skip trees. These two facts suggest that the update algorithms of both data types are syntactically identical; they only di er from local calls. The node x is surrounded by left and right brothers having exactly level l.
The node x has only a left brother with level exactly l.
The node x has only a right brother having level exactly l. There are no brothers surrounding x and having level l.
The preceding considerations allow us a total of 16 di erent contexts for x inside S 0 straightforward to prove
We give due attention to inverse rules. Therefore, given a Skip list S with di erent keys, and a key a with level greater than one, it holds that: T (downward(S; a)) = join(T (S); a): If the case a has level one, we have T (unattach(S; a)) = unattach(T (S); a).
Concurrent and sequential algorithms on Skip trees
The trees are generated by the forthcoming insertion and deletion algorithms, but starting on empty trees. As the insertion is random, these trees are (random) Skip trees, but as people do with Skip lists we only refer to them as Skip trees.
Before designing the algorithms we select the random distribution which determines the height of keys. As the height is equal to the level on Skip list, it is determined by the random variable 1+NB(1; q). Thus by a \Skip tree with parameter q" we mean Skip trees whose keys have all been inserted following this random distribution.
We rst address the main algorithmic contribution of this paper: the concurrent algorithm on the y approach and its proof of correctness. Later on we derive the sequential algorithms because they can be viewed as concurrent ones acting over one key.
Concurrent algorithm
We design a concurrent algorithm on the y approach. This approach, inspired by 5], suggests de ning a set of local rules which modi es the tree with a nondeterministic evolution strategy, until the desired nal state is reached. Although locking groups of nodes during critical updates cannot be avoided, locality of rules ensures small number of locked keys and for a short time as possible. Observe that the rules explained in section 3 verify these properties.
The correctness of the algorithm derives from the following properties:
safety : expresses that if no rule can apply, then the nal state has been reached (partial correctness), liveness : expresses that eventually no rules applies (total correctness),
The safety property is easy to test from the guard (precondition) of rules and the proof of liveness needs a variant function that should be positive and strictly decreases at each application of any rule.
Search rules
Assume that we search the Skip tree T for the set of items a 1 ; a 2 ; : : :. We add to each node a new register, denoted waiting bag, that contains all the keys waiting to be percolated. We do not assume any strategy, such as FIFO, LIFO, : : :, in the management of the bag. The algorithm introduce all items into the bag of the root, and applies the rule which percolates them down through the tree. 
Rule

Search and insertion rules
Now we deal with items to be searched only and items to be searched and further inserted.
Then we slightly modify the behaviour of Percolation in order to take into account the last class of items, and we recall from section 3 the rule split. 
Expected magnitudes of Skip trees
The distribution function of the following magnitudes can be deduced:
Height: it is determined by the random variable H = 1 + NB(1; q) (like the height of Skip lists). The expected value is 1=q.
Length: Let L be the random variable whose value is the number of keys of nodes. Thnks to the one-to-one mapping, L is equal to the number of consecutive keys with the same level, magnitude which is denoted gap by Papadakis 17] and that is determined by the random distribution L = NB(1; p) whose expected value is q=p.
The above lemma suggests that Skip trees manage data base as well as large were q and n, but taking care about the length of nodes. The probability that the height was greater than the expected one is very small, but this is not true for the length of nodes: for instance, c = 1 determines that about n=e nodes grows more than the expected value. This fact suggests implementing Skip trees with nodes of variable length as E. McCreight 12] or G. Diehr and B. Faaland 4] propose for B-trees. 6 Conclusions and further research From a theoretical point of view, the balanced search trees can be separated into two groups depending on the set of local rules: a rst group, which uses splits and joins, consisting of B-trees and derivatives, and a second group, which uses rotations, composed of AVL trees and Red-black trees. Therefore, the main theoretical conclusion of this paper is that Skip lists, by means of Skip trees, belong to the rst group. Hence, in the trees of this group holds that if the length of the nodes is bounded we are dealing with 2{3 trees, 2{3{4 trees, ..., but if the length is randomly determined by a negative binomial distribution we are dealing with Skip trees (or Skip lists).
A second conclusion is that Skip trees lie between Skip lists and the family of B-trees. Skip trees inherit random characteristics and race properties from Skip lists, and structural and algorithmic improvements from the family of B-trees. For instance, an example of a structural improvement is the de ntion, by following C. Douglas 6] , of Skip trees or Skip + trees. And an example of algorithmic improvements is that we can translate algorithms from B-trees to Skip trees by taking parameter q ' 1, or from 2{3 trees to Skip trees by taking parameter q ' 0:5.
From a practical point of view, Skip trees can be partitioned to paginate them as if they were B-trees and can be applied to manage data bases, taking care, however,with the length of nodes.
Finally, we have designed a concurrent algorithm on the y approach. We leave for further research the design of massively parallel algorithms for Skip trees. The state of the art is that W. Paul, U. Vishkin and H. Wagener 19] designed a parallel algorithm for 2{3 trees, L. Higham and E. Schenks 9] designed one for B-trees, and J. Gabarr o, C. Mart nez and X. Messeguer 7] designed a parallel algorithm for Skip lists. Thus, the parallel algorithm of Skip trees will arise from the right mixture of them.
