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FOLIATIONS, SOLVABILITY AND GLOBAL INJECTIVITY
FRANCISCO BRAUN, JOSE´ RUIDIVAL DOS SANTOS FILHO,
AND MARCO ANTONIO TEIXEIRA
Abstract. Let F : Rn → Rn be a C∞ map such that DF (x) is invertible
for all x ∈ Rn. We know that F is a local diffeomorphism but, in general,
it is not globally injective. We discuss the relations between some additional
hypothesis that guarantee the global injectivity of F . Further, based on one
of these hypotheses, we establish a necessary condition for the existence of
F : Rn → Rn such that detDF = h, where h : Rn → [0,∞) is a given C∞
function.
1. introduction
Let F : Rn → Rn be a C∞ map such that DF (x) is invertible for all x ∈ Rn. By
the inverse function theorem F is a local diffeomorphism but, in general, it is not
injective. In fact, even in the polynomial case in R2, S. Pinchuk showed in [12] that
additional hypotheses are needed for the injectivity of F . The same problem con-
cerning polynomial maps in Cn is yet an open question, widely known as Jacobian
conjecture (see [1] or [5] for references). In the general case, additional conditions
to have the injectivity of F were established in the literature. The major goal of
this paper is to compare some of these additional requirements. Furthermore, based
on one of these conditions, we establish a necessary hypothesis for the existence of
F : Rn → Rn such that detDF (x) = h(x) for all x ∈ Rn, where h : Rn → [0,∞)
is a given C∞ function. For the statement of our results, we introduce some useful
concepts and the injectivity conditions to be related.
In the holomorphic setting, Y. Stein ([13], [14]) proposed a relation between
global properties of certain vector fields associated to F with the Jacobian conjec-
ture for n = 2. After that, T. Krasin´ski and S. Spodzieja ([11]) improved this result
for the n-dimensional case. (Early connections has been proposed before, see [1]).
More precisely, given a C∞ map F = (f1, . . . , fn) : K
n → Kn, with K = R or C,
we define n vector fields Vi, i = 1, . . . , n, as follows:
(1) Vi(φ) = det
(
D(f1, . . . , fi−1, φ, fi+1, . . . , fn)
)
.
Observe that for n = 2, Vi = (−1)iHfj , i 6= j ∈ {1, 2}, where Hfj stands for the
Hamiltonian vector field associated to fj , Hfj = −∂2fj∂1 + ∂1fj∂2.1 We patch
together the above mentioned results in the following theorem, where En stands
for the set of holomorphic functions Cn → C.
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1In this paper, for f : Rn → R, we denote ∂if = ∂f/∂xi .
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Theorem 1.1 ([11], [13], [14]). Let F : Cn → Cn be a polynomial map such
that detDF is a non-zero constant. If Vi(En) = En for n − 1 different indices
i ∈ {1, . . . , n}, then F is injective.
In this paper, we consider the vector fields (1) for the C∞ real case.
For further reference, we define the notion of global solvability of vector fields:
Definition 1.2. Let M be a C∞ manifold and X : C∞(M)→ C∞(M) be a vector
field. We say that X is globally solvable when X (C∞(M)) = C∞(M).
On the other hand, in Section 2 we prove the following result:
Proposition 1.3. Let F = (f1, . . . , fn) : R
n → Rn be a C∞ map such that detDF
is nowhere zero. If there is i ∈ {1, . . . , n} such that all the intersections
n⋂
j=1
j 6=i
f−1j ({cj}), cj ∈ R,
are connected, then F is injective.
These results give rise to the question: When detDF is nowhere zero, what are
the relations between global solvability of the vector fields Vi and the hypothesis
of Proposition 1.3? For n = 2, the answer was given by Theorem 2.4 of [3], where
it is shown that for i, j ∈ {1, 2}, i 6= j, the global solvability of Vi is equivalent to
the connectedness of the level sets of fj . We state this result again in Proposition
A bellow. (Actually, in [3] and also as a consequence of our proof of Proposition A
bellow, we have something more precise: If f : R2 → R is a C∞ submersion, then
Hf is globally solvable if and only if f
−1({c}) is connected for all c ∈ R). Our first
result, Theorem A, considers such question for n ≥ 3.
For a C∞ submersion f : Rn → R, we denote by F (f) the C∞ foliation of
dimension n− 1 whose leaves are the connected components of the level sets of f .
Theorem A. Let n ≥ 3 and F = (f1, . . . , fn) : Rn → Rn be a C∞ map such that
detDF is nowhere zero.
(1) Let i ∈ {1, . . . , n}. If there are i1, i2 ∈ {1, . . . , n} \ {i}, i1 6= i2, such that
for each ik (k = 1, 2), Lik ∈ F (fik ) and cj ∈ R, the set
 ⋂
j /∈{i,ik}
f−1j ({cj})

 ∩ Lik
is connected, then Vi is globally solvable.
(2) Let n = 3 and i ∈ {1, 2, 3}. If Vi is globally solvable, then for j, k ∈
{1, 2, 3} \ {i}, j 6= k, Lk ∈ F (fk) and cj ∈ R, the set
f−1j ({cj}) ∩ Lk
is connected.
(3) There exist J ⊂ {1, . . . , n}, with #J = n−2, and F such that for all i ∈ J ,
Vi is globally solvable but ∩j 6=if−1j ({cj}) is not connected for some cj ∈ R.
Remark 1.4. Clearly it follows from statement (1) of the above theorem that if
∩nj 6=i
j=1
f−1j ({cj}) is connected for each cj ∈ R, then Vi is globally solvable.
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For n = 2 and f : R2 → R the very known concept of half-Reeb component,
or simply hRc, of F (f) (we recall it in Definition 3.1) has been used to deal with
injectivity. The following result was proved by C. Gutierrez in [8], see also [7] and
[9], and was one of the main tools used by him to solve Markus-Yamabe conjecture
in [8].
Proposition 1.5. Let F = (f1, f2) : R
2 → R2 be a C∞ map such that detDF is
nowhere zero. If F (f1) or F (f2) has no hRc, then F is injective.
We establish some relations between hRc and global solvability in the following
result, which includes the above-mentioned relation between connectedness and
solvability.
Proposition A. Let F = (f1, f2) : R
2 → R2 be a C∞ map such that detDF is
nowhere zero. Then, for i, j ∈ {1, 2}, i 6= j, the following statements are equivalent
(1) Vi is globally solvable.
(2) F (fj) does not have any hRc.
(3) f−1j ({c}) is connected for all c ∈ R.
As a consequence, we obtain a proof of Proposition 1.5 using Proposition 1.3.
Moreover, in [10], C. Gutierrez and C. Maquera defined half-Reeb components
of F (f) for f : R3 → R, as we will recall in Definition 3.4. They used this concept
to deal with injectivity (for details, see [10]). Given F : R3 → R3 such that DF (x)
is invertible for all x ∈ R3, it is then natural to ask what are the relations between
global solvability of Vi with the existence or not of half-Reeb components of F (fj)
for i, j ∈ {1, 2, 3}. This is given by our following result.
Theorem B. Let F = (f1, f2, f3) : R
3 → R3 be a C∞ map such that detDF
is nowhere zero. If F (fi) has a hRc, then Vj is not globally solvable for j ∈
{1, 2, 3}\{i}.
The converse of this result fails in general, as we will see in Example 3.7.
Finally, to obtain their main result, the authors of [3] proved the following the-
orem in a certain special case.
Theorem 1.6. Let f : R2 → R be a C∞ submersion, A ⊂ R2 be a hRc of F (f)
and U a neighborhood of A. If h : U → [0,∞) is a C∞ function such that∫
A
h =∞,
then there exists no C∞ function g : U → R such that Hfg = h in U .
Based on their techniques, we define a new concept that we call mild half-Reeb
component, or simply mhRc, (see Definition 4.1) of a foliation F (f), where f :
Rn → R is a C∞ submersion. As we will see, in R2 and in R3, half-Reeb components
are mild half-Reeb components. Our last result is the following generalization of
Theorem 1.6.
Theorem C. Let f : Rn → R be a C∞ submersion, B ⊂ Rn be a mhRc of F (f)
and U a neighborhood of B. If h : U → [0,∞) is a C∞ function such that∫
B
h =∞,
then there exists no C∞ map F = (f1, · · · , fn) : U → Rn with f1 = f and detDF =
h in U .
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The paper is organized as follows: In Section 2, we prove some properties of the
integral curves of the vector field Vi, see Lemma 2.1. As a corollary, we obtain the
proof of Proposition 1.3. Then we recall part of a result by J. Duistermaat and L.
Ho¨rmander, which gives a geometric characterization of a globally solvable vector
field in terms of its integral curves, see Lemma 2.2. With these results we prove
statements (1) and (3) of Theorem A.
In Section 3, we recall the definition of hRc in R2 and prove Proposition A.
Then we state the concept of hRc in R3 and prove Theorem B. We also give some
examples. We finish the section with the proof of statement (2) of Theorem A.
In Section 4, we recall the main result of [3] and see briefly how it was obtained
using Theorem 1.6. Then we define the concept of mhRc and prove Theorem C.
2. Global solvability and connected components
We begin this section with some properties of integral curves of the vector fields
Vi defined in (1).
Lemma 2.1. Let F = (f1, . . . , fn) : R
n → Rn be a C∞ map such that detDF is
nowhere zero. Then for each i ∈ {1, . . . , n},
(1) The integral curves of Vi are the non empty connected components of
(2)
n⋂
j=1
j 6=i
f−1j ({cj}), cj ∈ R.
(2) The function fi is strictly monotone along the integral curves of Vi.
(3) The α- and ω-limit sets in Rn of each integral curve of Vi are empty.
In particular, for each i1 < i2 < · · · < ik ∈ {1, . . . , n}, k < n, all the intersections
∩kj=1f−1ij ({cj}), cj ∈ R, are empty or unbounded.
Proof. From the definition of Vi given in (1), it follows that for each j ∈ {1, . . . , n},
Vi(fj) = δij detDF,
where δij stands for the Kronecker delta. Thus giving an integral curve γ of Vi,
it follows that (fj ◦ γ)′(t) = δij detDF (γ(t)), for all t in the maximal interval of
solution of γ. This shows that fi is strictly monotone along γ, proving (2), and
that γ is contained in a connected component of an intersection of (2). Since
these intersections are 1-dimensional manifolds by the implicit function theorem,
the connected component that contains γ must coincide with γ, because Vi has no
singular points. This proves (1).
To prove (3), we first observe that (1) implies that the integral curves of Vi are
closed sets. So each integral curve of Vi contains its α- and ω-limit sets. If for
a integral curve of Vi one of these sets was non-empty, we would have a periodic
integral curve, a contradiction with (2). 
Proof of Proposition 1.3. Let a, b ∈ Rn, a 6= b. If fj(a) = fj(b) ∀j 6= i, then from
the hypothesis and statement (1) of Lemma 2.1, a and b are in the same integral
curve of Vi. So, by (2) of Lemma 2.1, it follows that fi(a) 6= fi(b), which gives
F (a) 6= F (b). 
Now we recall part of Theorem 6.4.2 of [6]. It characterizes the global solvability
of a given vector field in terms of the geometry of its integral curves.
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Lemma 2.2. Let M be a C∞ manifold and X : C∞(M) → C∞(M) be a vector
field on M . Then X is globally solvable if and only if
(1) No integral curve of X is contained in a compact subset of M , and
(2) For each compact K ⊂M , there exists a compact K ′ ⊂M such that every
compact interval on an integral curve of X with end points in K is contained
in K ′.
Proof of statement (1) of Theorem A. Without loss of generality, we assume that
i = 1, i1 = 2 and i2 = 3. We denote by γx the integral curve of V1 through x ∈ Rn.
Suppose on the contrary that V1 is not globally solvable. From (3) of Lemma 2.1,
no integral curve of V1 is contained in a compact subset of Rn. Thus from Lemma
2.2, there exist sequences {xk} ⊂ Rn and {tk}, {sk} ⊂ R, with 0 < sk < tk, and
a, b ∈ Rn such that
(3) xk → a, γxk(tk)→ b, |γxk(sk)| > k.
We take γa and γb the integral curves of V1 through a and b respectively. Using
the facts that the level sets of f1 are local transversals to the flow of V1 and f1 is
monotone along each integral curve of V1 (from (2) of Lemma 2.1), we conclude
from (3) and from the flow box theorem that γa and γb are different integral curves.
Now considering c2, . . . , cn ∈ R such that γa and γb are distinct connected com-
ponents of ∩nj=2f−1j ({cj}), it follows from the hypothesis that γa and γb are in
distinct connected components of f−13 ({c3}). Hence γa and γb are in two distinct
connected components of ∩nj=3f−1j ({cj}), which we denote by Γa and Γb, respec-
tively. Then we take open neighbourhoods Na and Nb of a and b respectively such
that all the leaves of the foliation F (f2) in Na intersect Γa and all the leaves of
F (f2) in Nb intersect Γb (this is possible since F (f2) is transversal to the foliation
given by the connected components of ∩nj=3f−1j ({cj})). We then take k big enough
in order that xk ∈ Na and γxk(tk) ∈ Nb and take L2 ∈ F (f2) containing γxk .
This leaf L2 intersects Γa and Γb and thus ∩nj=3f−1j ({cj}) ∩ L2 is disconnected, a
contradiction with the hypothesis. 
The proof of statement (2) of Theorem A will be given at the end of Section 3.
Proof of statement (3) of Theorem A. Let
F (x) = (ex1 cosx2, e
x1 sinx2, x3, . . . , xn) .
We have detDF (x) = e2x1 > 0 for all x ∈ Rn. Moreover, for each i = 3, . . . , n, it is
clear that Vi = e2x1∂i is a globally solvable vector field. On the other hand, taking
c1 = 1, c2 = 0 and c3, . . . , cn ∈ R, it follows that for each i = 3, . . . , n, the set⋂
j 6=i
f−1j ({cj}) =
⋃
k∈Z
{(0, 2kpi, c3, . . . , ci−1, z, ci+1, . . . , cn) | z ∈ R}
is disconnected. 
3. Half-Reeb components in R2 and R3. Relations with global
solvability
Given a C∞ submersion f : R2 → R, we recall now the concept of half-Reeb
component of the foliation F (f).
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Definition 3.1. Let f : R2 → R be a C∞ submersion, h0(x, y) = xy and
B = {(x, y) ∈ [0, 2]× [0, 2] | 0 < x+ y ≤ 2}. We say that A ⊂ R2 is a half-Reeb
component, or simply a hRc, of F (f) if there is a homeomorphism T : B → A
which is a topological equivalence between F (h0)|B and F (f)|A with the following
properties:
(1) The segment {(x, y) ∈ B | x+y = 2} is sent by T onto a transversal section
for the leaves of F (f) in the complement of T (1, 1). This section is called
the compact edge of A.
(2) Both segments {(x, y) ∈ B | x = 0} and {(x, y) ∈ B | y = 0} are sent
by T onto full half-leaves of F (f). These two half-leaves are called the
non-compact edges of A.
It is a known fact that the leaves of F (f) are the integral curves ofHf (in Lemma
2.1 this is proved when f is a component of a local invertible map R2 → R2). Before
the proof of Proposition A, we describe the half-Reeb component A by using the
integral curves of Hf . Given x ∈ R2, we denote by γx(t) the integral curve of Hf
such that γx(0) = x. We denote by S an arc with end-points p and q in two different
integral curves of the vector field Hf such that there exists a point w ∈ S\{p, q}
with the following properties:
(1) The arcs S1 ⊂ S, from p to w, and S2 ⊂ S, from q to w, are transversal
sections to the flow of Hf away from the point w.
(2) For every point x in S1\{p, w} the integral curve γx crosses a point y(x) in
S2\{q, w}.
(3) The map S1\{p, w} ∋ x 7→ y(x) ∈ S2\{q, w} is a homeomorphism and
extend homeomorphicaly to S1 be setting y(p) = q and y(w) = w.
We define G to be the union of the intervals from x to y(x) of γx, for all x ∈ S1\{p},
and take A = G∪ (γp ∩G)∪ (γq ∩G). It is clear that this set is a hRc of F (f) with
compact edge being the arc S and non-compact edge the half-solutions γp ∩G and
γq ∩ G. It is also clear that a hRc of F (f) satisfies the properties of the set just
constructed.
We observe also that the existence of hRc is equivalent to the existence of insep-
arable leaves on the foliation F (f), see [9] for details.
Proof of Proposition A. In this proof, given x ∈ R2, we denote by Ix the maximal
interval of solution of γx, where as above γx(t) is the integral curve ofHfj = (−1)iVi
such that γx(0) = x. Further, we denote γ
+
x = {γx(t) | t ≥ 0, t ∈ Ix} and
γ−x = {γx(t) | t ≤ 0, t ∈ Ix}. Finally, given a set A ⊂ R2, we say that the positive
end (respectively negative end) of γx is in A when there exists t0 ∈ Ix, t0 ≥ 0
(respectively t0 ≤ 0) such that γx(t) ∈ A for all t > t0, t ∈ Ix, (respectively for all
t < t0, t ∈ Ix).
It is clear that (1) implies (2), since appearance of a hRc in the foliation F (fj),
according to Lemma 2.1, would make condition (2) in Lemma 2.2 to fail.
The fact that (3) implies (1) follows as in the proof of (1) of Theorem A: if
Vi is not globally solvable, it follows from Lemma 2.2 that there exist sequences
{xk} ⊂ R2 and {tk}, {sk} ⊂ R such that xk → a, γxk(tk) → b and |γxk(sk)| > k.
Then the curves γa and γb are different (use the Flow Box Theorem), but they
belong to the same level set of fj, a contradiction.
Thus it remains to prove that (2) implies (3). We assume (2) and suppose on
the contrary that there exists c ∈ R such that f−1j ({c}) is not connected. We will
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construct a hRc of F (fj) prescribing a set A as explained right after Definition
3.1, obtaining a contradiction with (2). We take p and q in two distinct connected
components of f−1j ({c}) and denote by Γ the open connected region of R2 bounded
by the integral curves γp and γq (recall (1) of Lemma (2.1)). Let λ : [0, 1] → R2
be a C∞ injective curve such that λ(0) = p, λ(1) = q and λ((0, 1)) ⊂ Γ. The
curve λ separates Γ in two open connected regions that we denote by Γ1 and Γ2,
respectively.
Either the global maximum or the global minimum of fj ◦ λ(t) is attained at
a point tm ∈ (0, 1). Hence γλ(tm) is entirely contained in Γ1 ∪ λ([0, 1]) or in
Γ2 ∪ λ([0, 1]). In particular, both the positive and the negative ends of γλ(tm)
are contained in Γ1 or in Γ2, respectively. Therefore, the set
T = {t ∈ (0, 1) | both the ends of γλ(t) are contained in Γ1 or in Γ2}
is non-empty. Let t1 ∈ [0, 1] be the greatest lower bound of T . We have two
possibilities: either t1 ∈ T or t1 /∈ T .
In the first possibility, we suppose without loss of generality that both the ends of
γλ(t1) are in Γ1. It is clear from the definition of t1 that t1 > 0 and that γλ(t1) does
not intersect λ([0, t1)). We take a cross section to the flow of Hfj , α : [a, b]→ R2,
such that α(a) = λ(t1) and such that α ((a, b]) and λ((0, t1)) are contained in the
same connected region of Γ defined by γλ(t1). For b
′ ∈ (a, b) close enough to a,
we conclude that the integral curves of Hfj crossing α((a, b
′)) have one end in Γ1
and the other end in Γ2. Without loss of generality, we assume that the negative
ends of these curves are in Γ1. From continuous dependence, by taking b
′ smaller
if necessary, we can assume that for all r ∈ (a, b′),
sr = sup{s | γα(r)(s) ∈ Γ1 ∪ λ} ∈ (0,∞).
Clearly there is t(r) ∈ (0, 1) such that
(4) γα(r)(sr) = λ(t(r)), γα(r)(s) ∈ Γ2, ∀s > sr, s ∈ Iα(r).
The function (a, b′) ∋ r 7→ t(r) is clearly injective. We claim that this function
is also monotone. The claim follows if we prove that: for each r1, r2, r3 ∈ (a, b′)
with r1 < r2 < r3, the point t(r2) is contained in the interval determined by t(r1)
and t(r3). To prove this, consider the open set A contained in Γ2 bounded by the
interval of curves γ+λ(t(r1)), γ
+
λ(t(r3))
and the interval of λ(t) with end points λ(t(r1))
and λ(t(r3)). The curve γα(r2) is contained in the region bounded by γα(r1) and
γα(r3). In particular, this curve will enter the set A according to (4). The only
way to do that is crossing the interval of λ(t) with end points λ(t(r1)) and λ(t(r3)).
This proves that t(r2) is between t(r1) and t(r3).
From the claim it follows that there exists t2 = limr→a+ t(r). We consider the
integral curve γλ(t2). We take a cross section β : [c, d]→ R2 with β(c) = λ(t2) and
β((c, d]) contained in the open connected region defined by γλ(t2) containing the
curves γα(r). For r0 close enough to a, we conclude by construction that all the
curves γα(r), r ∈ (a, r0], intersect β((c, d]). Let u0 ∈ (c, d] and s0 > 0 such that
γα(r0)(s0) = β(u0). We take the curve
S = α([a, r0]) ∪ γα(r0)([0, s0]) ∪ β([c, u0]).
Using the Flow Box Theorem along the interval of curve γα(r0)([0, s0]), we can
modify the continuous curve S to a C∞ curve S′ which is transversal to the flow
of Hfj up to a point w
′. From construction, the arc S′, with end-points p′ = λ(t1)
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and q′ = λ(t2), satisfy the properties (1), (2) and (3) prescribed after Definition
3.1. Thus we obtain a hRc of F (fj) with compact edge being S
′ and non-compact
edges being γ+λ(t1) and γ
−
λ(t2)
finishing the proof in case t1 ∈ T .
Now in the case t1 /∈ T , it follows that γλ(t1) has one end in Γ1 and one end
in Γ2 or t1 = 0. In both cases, we take a cross section α : [a, b] → R2 such
that α(a) = λ(t1) and α((a, b]) is contained in the open region determined by γλ(t1)
containing q. From the definition of t1 there exists b
′ ∈ (a, b) such that each integral
curve of Hfj crossing α((a, b
′)) has its both ends in Γ1 or in Γ2. We assume without
loss of generality that they have its both ends in Γ1. Assuming that the negative
end of γλ(t1) is in Γ1, it follows from continuous dependence, taking b
′ smaller if
necessary, that for all r ∈ (a, b′),
sr = sup{s | γα(r)(s) ∈ Γ2 ∪ λ} ∈ (0,∞).
As above we define t(r) to be the point of (0, 1) such that γα(r)(sr) = λ(t(r)).
Then similar arguments show that t(r) is monotone and as above we construct a
hRc with one of its non-compact edges being γ+λ(t1). 
Remark 3.2. In the proof of Proposition A above we did not use the full hypothesis
that fj is one of the components of a local invertible map (f1, f2) : R
2 → R2. We
only used that fj is a submersion (and as a consequence the leaves of F (fj) are
the integral curves of the vector field Hfj ). Hence we have proved that a C
∞
submersion f : R2 → R has a disconnected level set if and only if F (f) has a hRc
if and only if Hf is not globally solvable.
Moreover, if f−1({c}) is a disconnected level set of the submersion f , let as in
the above proof two connected components γp and γq of f
−1({c}). Let also Γ be
the open connected set whose border is γp ∪ γq, and λ be a curve contained in Γ
connecting γp and γq. Our proof above shows that under these hypotheses, there
exists a hRc of F (f) contained in Γ whose non-compact edges intercept the curve
λ.
Now we recall the concept of half-Reeb component for a C∞ submersion f :
R3 → R as introduced in [10]. We first define the concept of vanishing cycle for
F (f).
Definition 3.3. Given a C∞ submersion f : R3 → R, we say that a C∞ embedding
F0 : S
1 → R3 is a vanishing cycle for F (f) if it satisfies:
(1) F0
(
S1
)
is contained in a leaf L0 of F (f) and is not homotopic to a point
in L0.
(2) F0 can be extended to a C
∞ embedding F : [−1, 2]× S1 → R3 such that
for all t ∈ (0, 1] there is a 2-disc Dt contained in a leaf Lt with ∂Dt =
F
({t} × S1).
(3) For all x ∈ S1 the curve t ∈ [−1, 2] 7→ F (t, x) is transverse to the foliation
F (f), and for all t ∈ (0, 1] the disc Dt depends continuously on t.
We say that the leaf L0 supports the vanishing cycle F0 and that the map F is
associated to F0.
Definition 3.4. The half-Reeb component, or simply hRc, of F (f) associated to
the vanishing cycle F0 is the region
A = (∪t∈(0,1]Dt) ∪ L ∪ F0 (S1) ,
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where L is the connected component of L0\F0
(
S1
)
contained in the closure of
∪t∈(0,1]Dt.
We say that the transversal F
(
[0, 1]× S1) (to the foliation F (f)) is the compact
face of A and L ∪ F0
(
S1
)
is the non-compact face of A.
Example 3.5. Let g : R2 → R be defined by g(x, y) = x(1− xy2). It is easy to see
that g is a submersion and that the set {(x, y) | − 1/√x ≤ y ≤ 1/√x, 0 < x ≤ 1}
is a hRc of F (g) with compact edge being the segment {(1, y) | y ∈ [−1, 1]} and
non-compact edges being the curves y = 1/
√
x and y = −1/√x, with x ∈ (0, 1).
Now we rotate this function around the x-axis and obtain a hRc in R3. More
precisely, define f : R3 → R by f(x, y, z) = g(x, y2 + z2) = x − x2(y2 + z2)2.
It is easy to see that f is a submersion and that the set {(x, y, z) | y2 + z2 ≤
1/
√
x, 0 < x ≤ 1} is a hRc of F (f), now according to Definition 3.4. Here the
compact face is the set {(1, y, z) | y2 + z2 ≤ 1} and the non-compact face is the set
{(x, y, z) | y2 + z2 = 1/√x, 0 < x ≤ 1}.
Lemma 3.6. Let A be a hRc in the sense of Definition 3.4. Then int(A) is un-
bounded.
Proof. Suppose on the contrary that int(A) is bounded. So L is compact, and
hence we can cover it by a tubular neighborhood U and construct pi : U → L a C∞
submersion with the property that pi(w) = w and pi−1({w}) is transversal to F (f)
for each w ∈ L (see Lemma 2 of Chapter 4 of [4]). It is clear that this submersion
can be taken so that pi−1
(
F0
(
S1
)) ∩Dt = ∂Dt for each t ∈ (0, δ), for some δ > 0.
Using continuity, we can choose t ∈ (0, δ) small enough so that Dt ⊂ U . We fix
p0 ∈ L and define pt to be the unique point of intersection of pi−1({p0}) with Dt.
Since Dt is contractible, there exists a C
∞ map Ht : S
1 × [0, 1] → Dt such that
Ht(x, 0) = F (t, x) and Ht(x, 1) = pt for all x ∈ S1. We define H : S1 × [0, 1]→ L
by H(x, s) = pi ◦ Ht(x, s). This is a C∞ map such that H(x, 0) = F (0, x) and
H(x, 1) = p0 for all x ∈ S1, which proves that F0
(
S1
)
is homotopic to p0, a
contradiction with (1) of Definition 3.3. 
Proof of Theorem B. Consider A to be a hRc of F (fi). We will use the notation
of definitions 3.3 and 3.4. Let K = F
(
[0, 2]× S1), where F0 : S1 → R3 is a
vanishing cycle for the foliation F (fi). For each n ∈ N, let xn ∈ int (A) such that
xn /∈ B(0, n) (this is possible from Lemma 3.6). For n sufficiently large, there is
tn ∈ (0, 2] such that xn ∈ Dtn . Let j ∈ {1, 2, 3}, j 6= i, and consider γxn the integral
curve of Vj passing through xn. From (1) of Lemma 2.1, γxn ⊂ Ltn . Since Dtn
is bounded, the statement (3) of the same lemma asserts the existence of s1n, s
2
n,
s1n < 0 < s
2
n, in the interval of definition of γxn , such that
γxn(s
τ
n) ∈ ∂Dtn ⊂ K, for τ = 1, 2.
This shows that Vj is not globally solvable by Lemma 2.2. 
On the other hand, the converse of Theorem B is not true in general, as we can
see in the following example.
Example 3.7. We take again the map F (x) = (ex1 cosx2, e
x1 sinx2, x3). For
i = 1, 2, 3, each leaf of the foliation F (fi) is homeomorphic to R
2, and hence it
follows that F (fi) has no half-Reeb components. But V1 and V2 are not globally
solvable. To see this we observe that for all c > 0, the sets {(x1, x2, 0) | ex1 sinx2 =
c, x2 ∈ (0, pi)} are integral curves of V1, according to (1) of Lemma 2.1. Taking
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K = {0} × [0, pi] × {0}, we observe there is no compact K ′ as in condition (2) of
Lemma 2.2. We can use the same idea to prove that V2 is not globally solvable.
Remark 3.8. Since the map F in the last example is not injective, we see that the
non-existence of hRc on the foliations F (fi) does not guarantee global injectivity.
Remark 3.9. When F : R3 → R3 is a diffeomorphism, F (fi) does not have
any hRc for i = 1, 2, 3, because all its leaves are diffeomorphic to R2. So in the
polynomial case, where injectivity implies surjectivity, by [2], for example, the
existence of hRc is an obstruction for injectivity.
On the other hand, for n = 3, the existence of hRc does not interfere on the
injectivity of F in general:
Example 3.10. Let f1 : R
3 → R be given by f1(x) = x21 + x22 − ex3 . We have
that f1 is a submersion and that the set {x ∈ R3 | x21 + x22 ≤ ex3 , x3 ≤ 0} is a
half-Reeb component of F (f1) with compact face {(x1, x2, 0) | x21 + x22 ≤ 1} and
F0(S
1) = {(x1, x2, 0) | x21 + x22 = 1} (contained in the leaf x21 + x22 = ex3). Let
G = (f2, f3) : R
2 → R2 be a C∞ map such that detDG is nowhere zero and define
F (x) =
(
f1(x), G(x1, x2)
)
. We can have two situations:
(1) F is injective if G is injective.
(2) F is not injective if G is not injective.
Take G = (x1, x2) for item (1) and G = (e
x1 cosx2, e
x1 sinx2), for item (2), for
instance.
Proof of statement (2) of Theorem A. Without loss of generality we assume that
i = 1, k = 2 and j = 3. From Theorem B it follows that F (f2) does not have hRc.
From Proposition 2.2 of [10] it follows that all the leaves of F (f2) are diffeomophic
to R2.
We suppose on the contrary that there are c3 ∈ R and L2 ∈ F (f2) such that
f−13 ({c3}) ∩ L2 is not connected. We consider a diffeomorphism H : L2 → R2 and
the map G = (g1, g2) : R
2 → R2 defined by G(x) = (f1, f3)◦H−1(x). It follows that
detDG(x) 6= 0 in R2, because f1 and f3 are transversal to L2, and that g−12 ({c3})
is not connected. From Proposition A, the foliation F (g2) of R
2 has a hRc. Thus
going back to L2, we have, in the light of Lemma 2.1, integral curves of V1 violating
item (2) of Lemma 2.2, a contradiction with the global solvability of V1. 
4. A necessary condition for local invertibility
As we have said in the introduction section, a version of Theorem 1.6 was used
to obtain the main result of [3] which says: If F = (f, g) is a polynomial map such
that detDF (x) > 0, ∀x ∈ R2, and deg f ≤ 3, then F is injective. We begin this
section explaining briefly how this result was proved in [3]: The authors supposed
by contradiction that Hf is not globally solvable (recall that if it is globally solvable,
the injectivity of F follows from propositions 1.5 and A). Then they proved that, up
to an affine change of coordinates, f(x, y) = x(1 + xy). In the sequel, they proved
that
∫
A h =∞ for all strictly positive polynomial h, where A is a hRc of F (f), for
this special f (the existence of A is given by Proposition A). Since detDF = Hfg,
they got a contradiction with their version of Theorem 1.6, which is this theorem
for the special case of a hRc of F (x(1 + xy)).
We now define the concept of mild half-Reeb component in order to state and
prove Theorem C.
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Definition 4.1. Let f : Rn → R be a C∞ submersion. We say that a region
B ⊂ Rn is a mild half-Reeb component, or simply a mhRc, of the foliation F (f) if
it satisfies
B =
⋃
k∈N
Pk,
where Pk is a bounded connected open set whose boundary is C
1 by parts and
given by the union of a subset Qk of a leaf of F (f) and a hypersurface Lk of R
n.
Furthermore, Pk ⊂ Pk+1 for all k ∈ N and there exists a bounded hypersurface L
of Rn such that Lk ⊂ Lk+1 ⊂ L for all k ∈ N.
Example 4.2. Half-Reeb components in R2 andR3 are mild half-Reeb components.
To prove Theorem C, we will use the vector fields Vi calculated in coordinates:
(5) Vi =
n∑
j=1
coff(aij)∂j ,
where coff(aij) is the cofactor of the entry aij in the matrix DF . We need the
following technical result.
Lemma 4.3. Let F = (f1, . . . , fn) : R
n → Rn be a C∞ map. Then
div(fiVi) = detDF,
for all i = 1, . . . , n.
Proof. If we denote VF,i = Vi to emphasize the dependence of the map F , it is easy
to see that VF,i = −VF,n, where F is the map F with fi permuted with fn. So,
since det(DF ) = − det(DF ), it is enough to prove that div(fnVn) = detDF . By
(5) we have
div(fnVn) =
n∑
k=1
(∂kfn)coff(ank) + fn
n∑
k=1
∂kcoff(ank).
It is clear that the first term above is detDF . We assert that the second term is
zero. Indeed, we have
n∑
k=1
∂kcoff(ank) =
n∑
k=1
n∑
j=1
j 6=k
Skj ,
where
Skj = (−1)n+k det
(
∂1g, . . . , ∂j−1g, ∂k∂jg, ∂j+1g, . . . , ∂̂kg, . . . , ∂ng
)
and g = (f1, . . . , fn−1)
t
, see (5). So it is enough to prove that Skj = −Sjk.
Suppose first that k < j. We have
Skj = (−1)n+k det (∂1g, . . . , ∂k−1g, ∂k+1g, . . . , ∂j−1g, ∂k∂jg, ∂j+1g, . . . , ∂ng)
= (−1)n+k(−1)j−1−k det (. . . , ∂k−1g, ∂k∂jg, ∂k+1g, . . . , ∂j−1g, ∂j+1g, . . .)
= −Sjk.
The case k > j is similar. 
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Proof of Theorem C. Suppose on the contrary that there are f2, . . . , fn with the
properties required. We claim that there exists M ∈ R such that∫
Pk
h ≤M, for all k ∈ N.
This will be a contradiction with the hypothesis by the monotone convergence
theorem. Therefore it remains to prove the claim. By the divergence theorem∫
Pk
div(fnVn) =
∫
Qk
〈fnVn, N〉wQk +
∫
Lk
〈fnVn, N〉wLk ,
where wQk and wLk are the volume forms of Qk and Lk, respectively, and N :
Qk ∪ Lk → R3 is the normal vector field of Qk ∪ Lk. Since Vn(f1) = 0 and Qk, for
each k ∈ N, are parts of level sets of f1, it follows that Vn is tangent to Qk for each
k ∈ N. This means that the sum above has just the second term, which is clearly
bounded by
M =
∫
L
|〈fnVn, N〉|wL,
where L is the bounded hypersurface given by Definition 4.1, and wL is its volume
form. From Lemma 4.3 it follows that
∫
Pk
detDF ≤M . Then the claim is proved,
finishing the proof of the theorem. 
References
[1] H. Bass, E.H. Connell and D. Wright, The Jacobian conjecture: reduction of degree and
formal expansion of the inverse, Bull. Amer. Math. Soc. 7 (1982), 287–330.
[2] A. Bia lynicki-Birula and M. Rosenlicht, Injective morphisms of real algebraic varieties,
Proc. Amer. Math. Soc. 13 (1962), 200–203.
[3] F. Braun and J.R. dos Santos Filho, The real Jacobian conjecture on R2 is true when
one of the components has degree 3, Discrete Contin. Dyn. Syst. 26 (2010), 75–87.
[4] C. Camacho and A. Lins Neto, Geometric theory of foliations, Birkha¨user Boston, Inc.,
Boston, MA (1985), vi+205pp.
[5] A. van den Essen, Polynomial automorphisms and the Jacobian conjecture, Progress in
Mathematics 190. Birkha¨user Verlag, Basel (2000), xviii+329 pp.
[6] J.J. Duistermaat and L. Ho¨rmander, Fourier integral operators. II, Acta Math. 128
(1972), 183–269.
[7] A. Fernandes, C. Gutierrez and R. Rabanal,Global asymptotic stability for differentiable
vector fields of R2, J. Differential Equations 206 (2004), 470–482.
[8] C. Gutierrez, A solution to the bidimensional global asymptotic stability conjecture, Ann.
Inst. H. Poincare´ Anal. Non Line´aire 12 (1995), 627–671.
[9] C. Gutierrez, X. Jarque, J. Llibre and M.A. Teixeira, Global injectivity of C1 maps
of the real plane, inseparable leaves and the Palais-Smale condition, Canad. Math. Bull. 50
(2007), 377–389.
[10] C. Gutierrez and C. Maquera, Foliations and polynomial diffeomorphims of R3, Math. Z.
262 (2009), 613–626.
[11] T. Krasin´ski and S. Spodzieja, On linear differential operators related to the n-dimensional
Jacobian conjecture, Lecture Notes in Math. 1524, Springer Verlag (1992), 308–315.
[12] S. Pinchuk, A counterexample to the strong real Jacobian conjecture, Math. Z. 217 (1994),
1–4.
[13] Y. Stein, On linear differential operators related to the Jacobian conjecture, J. Pure Appl.
Algebra 57 (1989), 175–186.
[14] Y. Stein, Linear differential operators related to the Jacobian conjecture have a closed image,
J. Analyse Math. 54 (1990), 237–245.
FOLIATIONS, SOLVABILITY AND GLOBAL INJECTIVITY 13
Departamento de Matema´tica, Universidade Federal de Sa˜o Carlos, 13565-905 Sa˜o
Carlos, Sa˜o Paulo, Brazil
E-mail address: franciscobraun@dm.ufscar.br
Departamento de Matema´tica, Universidade Federal de Sa˜o Carlos, 13565-905 Sa˜o
Carlos, Sa˜o Paulo Brazil
E-mail address: santos@dm.ufscar.br
Departamento de Matema´tica, Universidade Estadual de Campinas, 13083-970 Campi-
nas, Sa˜o Paulo, Brazil
E-mail address: teixeira@ime.unicamp.br
