ABSTRACT In this paper, a transmission redundancy optimization strategy for fountain codes that uses an adaptive filtering technique as well as recent results concerning the upper bound of the source packet erasure probability for fountain codes over finite fields is proposed. The performance of the proposed strategy was evaluated in static and simulated realistic underwater acoustic channel environments simulated by a recently proposed statistical underwater acoustic channel model. The goal of this investigation is to improve the communication efficiency of underwater acoustic sensor networks that use communication protocols based on fountain codes. The performance of the proposed strategy is compared with the recently proposed approaches of discrete stochastic approximation (DSA) and the joint power and rate control (JPR) schemes. The simulation results demonstrate that the strategy proposed in this paper performs better than the existing schemes in both static and simulated realistic environments. The proposed strategy is 4.75 times better than the DSA in the static convergence performance evaluation. Further analysis shows that in the presence of a simulated realistic environment, compared to DSA and JPR, the strategy proposed in this paper reduces the overall transmission redundancy by approximately 11.4% and 52.6%, respectively. It also improves the average communication efficiency by 1.3% and 12.5%, respectively. The average optimization error relative to optimal redundancy is improved by approximately 62.1% and 92.5%, respectively. These numerical results are obtained by employing the specific simulation parameters and the simulated environment mentioned in this paper.
I. INTRODUCTION
Underwater acoustic sensor networks (UASNs) are becoming increasingly important because they help fulfill the needs of applications such as offshore exploration, ecosystem monitoring, early disaster warning, assisted navigation, and tactical surveillance [1] , [2] . Acoustic waves are typically used as the physical carrier in underwater wireless communications [3] , and underwater acoustic communication (UWAC) faces challenges due to the extreme complexity of the temporal and spatial variations in the underwater acoustic channel (UAC). Because communications in UASNs are affected by the unique characteristics of the UAC (e.g., high delay, narrow bandwidth, strong path losses, multipath, Doppler spread) that lead to a high and varying bit error rate (BER) [4] , automatic repeat request (ARQ) and forward error correction (FEC) are usually employed to guarantee reliable communications [5] .
ARQ is one of the basic error control mechanisms used in UASNs [6] . However, numerous retransmissions may be required to achieve better performance due to the high and varying BER. A transmitter may ''overflow'' [7] when useless data packets are sent during ACK packet transmission due to the long propagation delay in UASNs. Furthermore, in extreme cases, ACK packets may be lost due to poor channel conditions. Consequently, useless data packets will be continuously transmitted until the arrival of ACK packets or a timeout strategy is executed. Obviously, the unique characteristics of the UAC impose restrictions on the use of ARQ techniques in UASNs.
Using FECs is another promising error control mechanism used in UASNs [6] . FEC techniques employ error correction codes (ECCs) such as convolutional codes, Reed-Solomon (RS) codes, turbo codes and LDPC codes to lower the BER by transmitting extra redundancy data. However, ECCs usually have fixed code rates, which may cause decoding failures when the UAC is in poor condition or waste the limited bandwidth when the UAC is in good condition. One of the most efficient ways to solve this problem is by employing rate-compatible ECCs. In recent years, several studies have investigated the application of rate-compatible ECCs in UWACs. Moreover, convolutional codes and LDPC codes have usually been employed in these investigations. In [8] - [10] , rate-compatible punctured convolutional code was employed to solve the image compressed data protection problem [8] , as well as combined with cooperative and incremental redundancy-hybrid ARQ [9] and the superNyquist technique [10] to ensure reliable communication.
In [11] - [16] , the applications of rate-compatible LDPC (RC-LDPC) code in UWAC were introduced. Lin et al. [11] and Chen et al. [12] , [13] analyzed the impact of CSI/SNR and investigated the application of RC-LDPC code in ARQ-based shallow-water acoustic communications. Their works evaluated the performances of RC-LDPC code under UWAC conditions. Chen et al. [14] , [15] and Lin et al. [16] , the authors combined the RC-LDPC code with the OFDM or frequency-hopping techniques to improve the reliability of shallow-water acoustic communications. All of the investigations have shown some improvements in the performance of the UWAC system. Although rate-compatible techniques can be employed to solve this problem and have proven efficient in improving performance, they also complicate the design of ECCs. Moreover, rate-compatible ECCs are usually characterized by only a limited set of code rates, which may not be perfectly adapted to the channel condition changes in the UAC [17] .
Over the last decade, employing rateless codes as ECCs in UASNs was explored [18] - [20] . In further research, a family of rateless codes, called fountain codes [21] , was considered appropriate for error correction in UASNs. Fountain codes have advantages such as being rateless, robust, rarely producing feedback, requiring no retransmissions, and having low encoding/decoding complexities [22] . The transmission redundancy of fountain codes is theoretically unlimited and can be tuned on the fly. These characteristics make fountain codes robust to extremely complex channel variations and even incorrect channel state estimations in UASNs. It was also demonstrated that applying fountain codes in UASNs can reduce energy consumption by up to 30% [23] . Investigations on applying fountain codes in UASNs have continued to attract increasing attention because they can potentially overcome some of the disadvantages of conventional ECCs.
Fountain codes ensure reliable communications in UASNs by tuning transmission redundancy on the fly and rarely experience feedback or require retransmission. One of the crucial aspects is the tradeoff between performance and overall transmission redundancy [22] , [24] . Because communications over a UAC are restricted by limited bit rate, long transmission delay and high and varying BER, high transmission redundancy would observably reduce their communication efficiency. Hence, the investigation of transmission redundancy optimization for fountain code-based communications in UASNs is a useful research topic.
Casari et al. [22] , [24] investigated this issue under a broadcast scenario in UASNs. In [22] , a theoretical framework that included total redundancy, reliability, delay and per-hop advancement was proposed to characterize the performance of fountain codes applied to broadcasts in UASNs. The authors noted that selecting the tradeoff between the optimal transmission power and redundancy level is important and not trivial. In [24] , fountain codes with a stop-andwait ARQ were employed to enhance the performance of broadcasts, and redundancy optimization policies based on dynamic programming that minimize the overall transmission redundancy were proposed. More recently, a multihop reliable data transfer protocol was proposed in [25] , called the FOuntain Code-based Adaptive multihop Reliable data transfer (FOCAR), which enhanced the reliability of multihop communications in UASNs with low end-to-end delay and high energy efficiency. To optimize the data block size on every node, the FOCAR protocol introduced a multihop optimization algorithm based on the packet error rate information of every hop and convex optimization. In [23] , fountain codes were used to encode a group of M frames. In addition, the number of redundant frames needed to ensure reliable communications was analyzed by modeling the problem as a function of the transmission distance. A stochastically optimized fountain code-based transmission scheme was proposed in [26] . The authors formulated the fountain code-based transmission in UASNs as a stochastic optimization problem that was aimed at optimizing the goodput by introducing a dynamic appropriate parity ratio for the fountain codes. Then, they solved the problem using discrete stochastic approximation (DSA). Recently, R. Ahmed and M. Stojanovic proposed a joint power and rate (JPR) control scheme for packet coding over fading channels such as UAC [27] . The proposed scheme determines the transmitting power and number of coded packets to transmit to achieve a predefined outage/reliability requirement using the CSI gathered from the receiver's feedback as the input condition.
Furthermore, there were some investigations on the issue of adaptive coding and redundancy allocation schemes in UASNs. All these investigations were focused on increasing the reliability and lowering the energy consumption by optimizing the transmission redundancy. The adaptive coding method proposed in [28] utilized the guard time slot of timeslotted UASNs to adapt the code rate and increase reliability for the best tradeoff. The investigation controlled the tradeoff between the goodput and energy consumption per transmission by optimizing the transmission redundancy in both single and multiple packet transmissions using incremental redundancy hybrid automatic repeat request (IR-HARQ). Tomasi et al. [29] proposed a redundancy allocation scheme by using recent results on a tight approximation of codeword error probability for fixed rate and finite block length in UASNs. Simulation results demonstrated that a robust codeword is inefficient in UASNs due to the unique characteristics of the UAC. The proposed scheme resulted in increased efficiency and decreased delivery delays while having a limited impact on reliability.
According to the literature mentioned above, performing only optimal transmission redundancy would bring higher reliability, improved spectral efficiency and lower energy consumption to fountain code-based UWACs in UASNs. However, most of the schemes proposed in the previous investigations relied on the ARQ technique, which may lead to longer round-trip time (RTT) and overflow. Although [26] revealed the possibility of optimizing the transmission redundancy of fountain codes with no feedback messages about the decoding process, their scheme may not be appropriate for variations of the UAC because the frequently visited redundancy value found by DSA may not be the optimal value for communications in a varying UAC environment. Therefore, in this paper, we propose an adaptive transmission redundancy optimization strategy to dynamically approximate the optimal value of transmission redundancy. First, the transmission redundancy optimization issue is simplified to a linear model; then, it is modeled as an adaptive filtering problem. The normalized least mean square (NLMS) algorithm is utilized to update the states of the adaptive filter. The simulation results demonstrate that the proposed strategy has both superior performance and a shortened convergence time in a static UAC environment. It also achieves outstanding tracking performance in dynamic UAC environments. The contributions of this paper are summarized as follows.
A. We model the redundancy optimization issue for fountain code-based UWACs in UASNs as a linear optimal estimation problem and solve the problem using the NLMS predictor.
B. The proposed strategy can estimate the current optimal redundancy using only channel state information (CSI) and no feedback messages about the decoding process. It may be suitable for fountain codes defined on any order of Galois fields because it requires only the source packet erasure probability of the fountain codes.
C. The investigation in this paper provides an effective method for optimizing the overall transmission redundancy of UWAC.
The remainder of this paper is structured as follows. Section II introduces the application scenario and system model. Section III introduces the adaptive transmission redundancy optimization strategy. Section IV introduces the simulation and results. Finally, Section V concludes this paper and shows potential future research routes. 
II. APPLICATION SCENARIO AND SYSTEM MODEL
A. APPLICATION SCENARIO Fig. 1 shows a typical 3-D UASN structure that contains anchored sensor nodes, an underwater sink, a sea surface station and an onshore station. The sensor nodes acquire and preprocess the data and then transmit the results to the underwater sink through multihop communications. The underwater sink collects and groups the data from the different sensor nodes and transmits the data to the sea surface station using vertical underwater acoustic links. Finally, the sea surface station relays the data to the onshore station using terrestrial radio links [30] . The adaptive transmission redundancy optimization strategy proposed in this paper is used in node-to-node or node-to-sink communications. Because this paper focuses on UASNs deployed in shallow waters, the communication link performance is affected by the extreme complexities of temporal and spatial variations.
In this paper, the source data are grouped in ''files.'' Each file contains M data blocks, and each data block consists of V source packets. The source packets are then encoded into N encoding packets. The length of the source packets and the encoding packets are l s bits and l p bits, respectively. The encoding packets are transmitted by MAC layer protocols, and the BFSK modulation scheme is assumed to be used in the physical layer. Notably, the proposed strategy is not specific to any modulation scheme, and the BFSK modulation scheme is used only to construct the physical layer in this paper. Moreover, the interference introduced by the multiuser scenario is partly solved by the MAC layer and is not considered in this paper. Thus, the performance of the proposed strategy will be impacted by only the CSI. The interference due to multiusers may impact the transmission delay of the communication protocols based on the proposed strategy; however, such delays can be resolved by optimal channel allocation algorithms in the MAC layer.
B. FOUNTAIN CODES
Fountain codes are outstanding sparse-graph codes for erasure channels [21] . The first realizations of fountain codes VOLUME 6, 2018 were the LT codes introduced by Luby in 2002 [31] . LT codes become highly efficient as the code length grows. LT codes can be decoded by a belief propagation (BP) decoder. When employed in a communication system, LT codes encode V source packets into N encoding packets (N ≥ V ), where N = (1 + ρ) V and ρ is the redundancy. At the receiver, only N encoding packets may be successfully received due to channel erasure. Although some of the encoding packets are erased, the receiver can still successfully decode the message when N is at least slightly larger than V .
Obviously, short and medium code lengths are suitable for UASNs, as the UAC has extreme complexity due to temporal and spatial variations. Therefore, in this study, LT codes will be employed because they have lower encoding/decoding complexity and have almost the same performance as Raptor codes when the code length is short or medium.
Furthermore, because fountain codes were designed for erasure channels, a real-world noisy channel (UAC in this paper) must be converted to an erasure channel [6] . One of the easiest ways to establish this conversion is by applying ECCs such as cyclical redundancy checks (CRCs). In this paper, it is assumed that the encoding packet consists of not only the output of an LT encoder but also the corresponding CRC segment, header and other essential redundant bits. Then, the N encoding packets constitute a data frame that is sent by the transmitter. While receiving, the receiver checks every single encoding packet in the data frame for errors according to the CRC segment, and the encoding packets with errors are erased. The process presented above converts a realworld noisy channel to an erasure channel.
C. UAC MODEL AND ENCODING PACKET LOSS RATE
UAC models provide an efficient way to evaluate the performance of UASNs before deployment through low-cost computer simulations. Although there have been some studies on modeling UACs [32] - [36] , no unanimously approved UAC model exists. Therefore, the channel model proposed in [32] will be used in this paper to simulate the temporal and spatial variations of the UAC. In [32] , the transfer function of the UAC was modeled as
where H 0 (f ) is the reference function describing the filtering effect for all the paths; h p and τ p are the gain and delay of each path, respectively; andγ p (f , t) is the overall small-scale path coefficient that includes the impacts of scattering and motioninduced Doppler shifting. As mentioned above, conversion between a real-world noisy channel and an erasure channel is one of the most important issues for the application of fountain codes. The key connections between these two types of channels are the erasure of the encoding packets with errors and the parameter encoding packet loss rate P l{n} , which is used to quantify the erasure probability of the encoding packets for the nth communication. The following discussion will focus on the calculation of P l{n} .
At the beginning of the nth communication, the transmitter and receiver send the data frame and probe packet (together with the power spectral density N 0{n−1} of noise at the receiver side of the (n-1)th communication), respectively, at the same time t {n} . This can be realized by using juggling-like protocols [20] or full-duplex underwater acoustic modems. Thus, the transmitter can estimate the CSI (h p ,γ p etc.) of the nth communication [37] , and then, the UAC transfer function can be determined by (1) .
Because the BFSK modulation scheme is assumed to be used in a physical layer, the transmitting signal s {n} (t) can be described as
where b {m,i} is the bit sequence of the data frame, m is the encoding packet number, i is the bit sequence number in packet, l p is the length of the encoding packet, f c and f c + f are the pair of frequency bins used for BFSK modulation, T is the period of a modulation symbol, P t is the transmitting power of the signal, i b = (m − 1) l p + i is the bit sequence number in data frame, and R (t) is a restrict function defined as
The receiving signal r {n} (t) of the nth communication at the receiver side can be estimated by
where H {m,i} is the UAC's transfer function during the {m, i}th bit's transmission, which is determined by the CSI. Then, the energy per bit is E b{m,i} = +∞ −∞ r {m,i} (t) 2 dt, and the receiving bit signal-to-noise ratio (SNR) for ith bit in the mth encoding packet is γ {m,i} = E b{m,i} N 0{n} , where N 0{n} is the power spectral density of noise at the receiver side of the nth communication. Note that N 0{n} is estimated by the outdated noise information (N 0{n−1} , N 0{n−2} , . . . ), as the accurate noise information of the nth communication can only be acquired while the data frame is arriving at the receiver side. As an example, N 0{n} can be estimated in the average sense by calculating the mean of the outdated noise information. In this paper, the BER prediction model of BFSK proposed in [38] is employed. Yang and Yang [38] found that BER data are significantly higher than those of terrestrial communication with a Rayleigh fading channel, and that a prediction model with a K -distribution amplitude fading distribution corresponds to the BER data. Therefore, the {m, i}th bit's BER of the nth communication is found to be [38] 
where (v) is the gamma function, and v is a shape parameter of the K -distribution. Then, the encoding packet loss rate P l{n} can be described in the average sense as
Notably, the BER prediction model proposed in [38] is gathered from the TREX04 experiment's data. As there is no general BER model for UAC, Yang and Yang [38] have shown a potentially reasonable method to gather the BER prediction model of a particular UAC. Thus, the simulation results in this paper are dedicated to the UAC environment of the TREX04 experiment. The results for other UACs could be gathered by changing the BER model. Furthermore, in this paper, it is assumed that most of the impacts of the multipath effect and Doppler shift were eliminated by adding an interval between the symbols and employing Doppler compensation. Therefore, the SNR at the receiver side would be the most important factor impacting the BER.
D. COMMUNICATION EFFICIENCY MODEL
Communication efficiency is a proper parameter for performance evaluation in communication systems and is selected as the objective function of transmission redundancy optimization for fountain codes in this paper. Therefore, the optimization problem corresponds to achieving optimal communication efficiency by using the lowest transmission redundancy for the nth communication. The definition of communication efficiency for the nth communication is
where P sML is the source packet erasure rate of the fountain code under maximum-likelihood decoding. Equation (7) can be adapted to other classes of fountain codes (such as Raptor codes) by changing P sML . According to [39] , the source packet erasure rate can be described by a theoretical upper bound. Therefore, upon defining ρ {n} as the receiving redundancy on the receiver side for the nth communication, the P sML in (7) can be represented by the following equation:
where
is the degree distribution of the fountain code, d is the maximum degree of the encoding packets, and q = 2 l s (l s ∈ N ) is the order of Galois fields. However, the communication links in UWAC systems are affected by various factors and may be unstable. The encoding packets of fountain codes would be erased due to the impacts of these factors, and the erasure rate of the encoding packets is characterized by temporal-spatial variation. Therefore, the receiving redundancy ρ {n} is usually smaller than the original transmission redundancy ρ {n} . Thus, the receiving redundancy ρ {n} of the nth communication can be described as
III. TRANSMISSION REDUNDANCY OPTIMIZATION STRATEGY FOR FOUNTAIN CODES A. ANALYSIS OF THE TRANSMISSION REDUNDANCY OPTIMIZATION PROBLEM
Communication efficiency modeled as Equation (7) in Section II is selected as the objective function of transmission redundancy optimization. The goal is to achieve optimal communication efficiency by using the lowest transmission redundancy for the nth communication. The keys to the optimization problem are as follows. First, we must assess whether an optimal value ρ * {n} that maximizes the communication efficiency exists. Second, we must address the calculation of the maximum value of communication efficiency if such a ρ * {n} exists. These issues will be discussed in this section, and the transmission redundancy optimization will be formulated as a linear optimization model along with the analysis.
First, the existence of the optimal value ρ * {n} will be discussed. According to (9) , the receiving redundancy ρ {n} is a function of P l{n} and ρ {n} . However, the source packet erasure rate P sML of the fountain code under maximum-likelihood decoding is a function of ρ {n} . Therefore, the communication efficiency η {n} is a function of P l{n} and ρ {n} . To demonstrate that transmission redundancy optimization is essential for point-to-point UWAC in UASNs, several curves of communication efficiency with different P l{n} and corresponding P sML are shown in Fig. 2 and Fig. 3 .
As shown in Fig. 2 , there is an optimal value ρ * {n} that maximizes the communication efficiency to η {n}max for each curve with different P l{n} , indicating that using the optimal value ρ * {n} during the encoding of the fountain codes will increase the goodput of point-to-point UWAC in UASNs. In some cases, there are two values of ρ {n} that could lead to the same value of η {n} due to the nonmonotonicity of the curves. Although these two values of ρ {n} could lead to the same communication efficiency, the results of the transmission based on these values are indeed different. Moreover, difficulties will become evident when considering the source packet erasure rate P sML . Fig. 3 shows the P sML values corresponding to the communication efficiency curves, which are shown in Fig. 2 . A higher ρ {n} clearly leads to lower source packet erasure rates, which means that more source packets will be recovered on the receiver side. Thus, only values of ρ {n} that are equal to or greater than ρ * {n} could be employed to maintain the best tradeoff between source packet erasure rate and communication efficiency. Furthermore, although there are values of ρ {n} that, when greater than ρ * {n} , could help the receiver to decrease P sML , more encoding packets and battery energy are also required during the transmission. Moreover, the decoding performance improvement may be quite limited due to the source packet erasure rate P sML becoming less sensitive to the increase in ρ {n} within the domain of ρ {n} > ρ * {n} . Therefore, considering the appropriate balance among decoding performance, energy consumption, and communication efficiency, only the optimal value ρ * {n} is employed for the communications in this study. Further conclusions can be drawn by comparing the curves shown in Fig. 2 . With an increase in the encoding packet loss rate P l{n} , the optimal value ρ * {n} becomes larger, and the maximum communication efficiency η {n}max decreases. This finding is mainly because the UAC erases some of the encoding packets during the transmission phase. These erasures lower the receiving redundancy ρ {n} , which reduces the decoding performance of the fountain code. The reduction in η {n}max is continuous within the domains of ρ {n} and P l{n} . A curved surface and the optimal values of communication efficiency are shown in Fig. 4 as an example, with the domains of ρ {n} ∈ [−0.1, 0.8] and P l{n} ∈ [0, 0.3].
Therefore, the transmission redundancy optimization problem requires finding the optimal value ρ * {n} to maximize the communication efficiency for the nth communication starting at time t {n} with a UAC encoding packet loss rate of P l{n} . The problem can be formulated as
As shown in Fig. 2 , the communication efficiency η {n} has a maximum value η {n}max and is almost always continuous within the domain (0, ρ max ], where ρ max = 0.8. According to the definition of the derivative, the maximum value η {n}max and the optimal redundancy ρ * {n} can be uniquely determined by the following equation:
69326 VOLUME 6, 2018 where a w = V − 1 w − 1 (q − 1) w−1 and
In (11), a w and b w have fixed values if the encoding parameters of the fountain codes are determined. There is a unique deterministic solution ε * r for (11) . Because ε r is a function of ρ {n} , finding the solution of (11) is equivalent to finding the optimal value ρ * {n} under the specific channel encoding packet loss rate P l{n} for the nth communication starting at time t {n} . With further analysis, Equation (11) means that each communication in UASNs will achieve maximum efficiency only when the optimal value ε * r is employed. The condition for achieving the maximum efficiency for each communication is
The conclusions of (11) and (12) can be further proven by the optimal numerical results. Fig. 5 shows the projection of the optimal communication efficiency curve in the ''Transmission redundancy'' and ''Encoding packet loss rate'' planes of Fig. 4 . This curve describes the relationship of the two variables that optimize communication efficiency. Several optimal communication efficiency parameter profiles and the corresponding values of ε * r are listed in Table 1 . Obviously, the profiles show that the combinations of transmission redundancy and encoding packet loss rate, which optimize the communication efficiency, all lead to the same value of ε * r (approximately 1.1). The value of ε * r will be fixed and can be obtained by optimization algorithms after the encoding parameters of the fountain code have been determined. Furthermore, the profiles are drawn in Fig. 5 to show that the projection curve verifies the conclusions of (11) and (12) . Thus, the conclusions of (11) and (12) are proved by the numerical results. In the following section, Equation (12) is used to calculate the optimal redundancy value ρ * {n−1} for the (n-1)th communication, and ρ * {n−1} is used to estimate the optimal redundancy valueρ {n} for the nth communication.
Furthermore, as mentioned above, the fountain code decoder can successfully recover V source data packets by receiving N encoding packets when N is at least slightly larger than V . This means that even if the encoding packet loss rate is equal to 0, there still need a transmission redundancy to ensure successful decoding. In other words, the maximum communication efficiency will show up when the transmission redundancy is equal to the smallest value that can guarantee successful decoding. Fig. 5 shows that when there is no encoding packet loss, a transmission redundancy of 0.1 is needed to maximize the communication efficiency.
B. NLMS ADAPTIVE REDUNDANCY OPTIMIZATION STRATEGY
Unlike terrestrial wireless communication systems, the communication delay in UAC is rather long (approximately 0.67 s/km when the speed of sound in seawater is 1500 m/s). Due to the long delay in UAC, the CSIs gathered by channel estimations at the transmitter side are usually outdated. Using these CSI values to solve (10) may not obtain a proper ρ * {n} , which will reduce the communication efficiency or cause a failure. The key to the solution of (10) is to use the outdated CSI to predict the optimal value of redundancy to approximate the maximum communication efficiency. The normalized least mean square (NLMS) adaptive linear predictor is employed in this paper to solve (10) . Its iterative equations are e {n−1} = ρ * {n−1} −ρ {n−1} (13) w {n} = w {n−1} + µ
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predictor, and ρ {n−1} 2 is square norm. The terms w {n} and w {n−1} are the filter coefficients vector for the nth and (n-1)th communications, respectively, e {n−1} is the predictor error for the (n-1)th communication, and ρ * {n−1} is the expected value of the predicted output that maximizes the communication efficiency η {n−1} for the (n-1)th communication and can be calculated by (12) . Here,ρ {n−1} is the predicted value of the (n-1)th communication, and µ is the convergence coefficient.
Directly solving (11) is extremely complex and may bring a greater burden to the CPU of the UASN nodes, which have limited energy and calculating ability. Therefore, an efficient way to solve (11) is by using the dynamic multi-swarm particle optimization (DMPSO) algorithm [40] to search for the maximum value of η {n} within the domain (0, ρ max ]. The DMPSO algorithm is less complex than solving (11) directly, and it may be more efficient and consume less energy by using parallel programming techniques. Based on the above discussions, the NLMS adaptive redundancy optimization (NLMS-ARO) strategy proposed in this paper is summarized as follows.
Step 0: Initialization a. Read the lookup table of P sML with no encoding packet erasures for the given fountain code with the parameters V and d . b. Find the ε * r by using the DMPSO algorithm. c. Set the initial value P l{0} of the encoding packet loss rate. d. Set the length of the NLMS adaptive linear predictor to W 0 . Set the initial filter coefficients vector w {0} to 0. Set the initial redundancy parameter ρ {0} of the fountain code encoder.
Step 1: Correction a. Estimate the CSI of the (n-1)th communication according to the probe sequence. Then, calculate the encoding packet loss rate P l{n−1} of the UAC for the (n-1)th communication. b. Calculate the optimal redundancy value ρ * {n−1} for the (n-1)th communication using Equation (12).
Step 2: Update a. Use Equation (13) to calculate the prediction error e {n−1} for the (n-1)th communication. b. Update the filter coefficients vector w {n} of the predictor.
Step 3: Prediction Predict the optimal redundancy valueρ {n} of the nth communication using Equation (15).
Step 4: Encoding and transmission a. Useρ {n} as the redundancy parameter of the fountain code to encode the corresponding data block in the source data file. b. Transmit the encoding frame. c. Go back to Step 1 and wait for the next communication. It is assumed that the parameters M , V and l s are fixed for every data file in this paper. Therefore, the lookup table of P sML mentioned in Step 0 can be used for the entire transmission procedure of the data files.
Step 1 through Step 4 describe the iterative learning process. In Step 1, the outdated CSI of the (n-1)th communication is used to accurately calculate the optimal redundancy value ρ * {n−1} . Steps 2 and 3 are used together to obtain the predicted valueρ {n} of the optimal redundancy value ρ * {n} . As the iterations increase, the predicted valueρ {n} will converge to the optimal redundancy value ρ * {n} . Therefore, the NLMS-ARO strategy is actually a transmission redundancy optimizer for fountain codes as described in (10) .
IV. SIMULATION AND RESULTS
In this section, the performance of the NLMS-ARO strategy is evaluated from two aspects. First, the static convergence performance of NLMS-ARO is evaluated in a static UAC environment, in which the CSI parameters are fixed once the positions of the sensor nodes are fixed. Second, the dynamic tracking performance, which includes responding to UAC state changes and adaptability to a realistic UAC environment, is investigated. The realistic UAC environment refers to the combination of a practical point-to-point communication scenario and the corresponding CSI variations that are calculated by a statistical UAC model [32] . Simulations run under this simulated environment are helpful for evaluating the performance of NLMS-ARO in practical UWAC.
In this paper, the transmitter encodes one of the M data blocks and sends the encoding packets grouped in a data frame. The transmitter should predict the optimal redundancy using the NLMS-ARO strategy at the beginning of the nth communication. Assuming that the time of duration for the nth communication is t c{n} and the time between two communications is t d , the relation between these two parameters is t d ≥ t c{n} , and t d is selected by the limitation of parameter ρ max .
A. STATIC CONVERGENCE PERFORMANCE EVALUATION
The static convergence performance of the NLMS-ARO strategy refers to the speed and accuracy of its convergence, and it directly impacts the communication efficiency of UASNs. The simulation involves a point-to-point data file transmission between two arbitrary sensor nodes in the UASN; the CSI of the UAC is assumed to be fixed (i.e., the positions of the sensor nodes are fixed). The basic simulation parameters are listed in Table 2 .
The parameters in Table 2 are selected or calculated from the relevant literature. The UAC model proposed in [32] is employed to calculate a more realistic channel gain parameter. The power spectral density of noise is selected from the typical ocean values introduced in [2] . The transmitter's sound source level uses the parameter estimated from the WHOI Micro-modem [41] .
The static convergence performance is shown in Fig. 6 . For comparison, the performance of the DSA (avg. of 500 runs) and the JPR approaches is also shown in Fig. 6 . The NLMS-ARO strategy can quickly converge to 98% of the maximum communication efficiency in approximately 4 iterations, whereas the DSA needs approximately 19 iterations. The simulation result demonstrates that the static convergence performance of the NLMS-ARO strategy is 4.75 times better than that of the DSA. As mentioned above, the parameters M , V and l s for every data file are fixed in this paper. Thus, the parameters N opt and N max of the JPR scheme are fixed. In Fig. 6 and Fig. 7 , the CSI is fixed, and the JPR scheme can achieve the lowest average energy per bit using the optimized N opt and corresponding P * T . Therefore, the communication efficiency in Fig. 6 and Fig. 7 is constant during the data file transmission procedure.
Moreover, Fig. 7 shows that the convergence performance is different for every single DSA run due to the stochastic approximation character. This will directly impact the overall transmission redundancy and lower the energy efficiency of the UASN. In contrast, the NLMS-ARO strategy has a deterministic convergence procedure if the environment is fixed. 
B. DYNAMIC TRACKING PERFORMANCE EVALUATION
Many factors can impact the UAC environment in UASNs, such as marine climate changes, biological activities, shipping activities and sensor node movements. Therefore, simulations that include CSI changes and a realistic UAC environment are necessary and important for the performance evaluation. Due to the unique characteristics of the UAC, there will be CSI changes between communications when the sensor nodes' positions vary greatly, or the propagation/noise conditions change. The performances of the NLMS-ARO, DSA (avg. of 500 runs) and JPR are shown in Fig. 8 . Clearly, although both the NLMS-ARO and DSA can adapt to the UAC variations, the NLMS-ARO still has a better convergence speed. Because communications in UASNs are usually short due to the limited energy and low data rates, the shorter convergence time of the NLMS-ARO strategy constitutes a substantial advantage. The JPR scheme is based on the criteria of minimizing the average energy per bit in each block transmission procedure. To achieve the criteria, the JPR scheme will always try its best to tune the transmitting power on-the-fly for each block transmission procedure. Once the CSI becomes bad enough, the transmitting power needed will exceed the maximum value P T _max , and the JPR scheme will try to tune the number of coded packets N within the domain N opt , N max to see whether there is a value of N that can make the transmitting power drop below P T _max . Following this basic thought, the performance of the JPR scheme in Fig. 8 can be explained. At first, the JPR scheme can tune the transmitting power to achieve the criteria. Then, the CSI becomes worse, and the JPR scheme is found to need a transmitting power exceeding P T _max . Therefore, the JPR scheme tunes N to achieve the criteria. The direct result of the above tuning action is that the communication efficiency becomes lower, as observed in Fig. 8 . Finally, the CSI becomes good again, and the JPR scheme can achieve the criteria by tuning the transmitting power, and the communication efficiency also restores to normal value.
The realistic CSI of the UAC changes constantly and involves both large-and small-scale variations [32] . Fig. 9 shows a scene where an AUV sink is sailing towards a sensor node; this scene was built to simulate a realistic UAC environment. The channel gain of the UAC is calculated by the statistical channel model proposed in [32] . In Fig. 9 , the initial position of the AUV is 3 km north of the sensor node; the AUV is sailing straight towards the sensor node at 18 km/h (approximately 9.72 knots). Assuming that there is an ocean current flowing towards the east at 2 km/h, it causes the AUV to sail southeast. The distance variations between the AUV and the sensor node are shown in Fig. 10 . The variations of instantaneous channel gain are shown in Fig. 11 .
The performances of the NLMS-ARO, DSA and JPR approaches under the simulated realistic UAC environment are shown in Figs. 12 and 13. As shown in Fig. 12 , the NLMS-ARO strategy can converge in fewer iterations due to its good static convergence performance. The average communication efficiency of NLMS-ARO is 0.8579, which is 1.3% and 12.5% better than that of the DSA approach (0.8472; avg. of 500 runs) and the JPR approach (0.7626), respectively. Notably, the JPR approach shuts down the transmission under some UAC conditions, which are marked in Fig. 12 . These results are excluded when calculating the average communication efficiency of the JPR approach. Fig. 13 shows the transmission redundancy tracking performance of NLMS-ARO, DSA (avg. of 500 runs) and JPR. The overall transmission redundancies of NLMS-ARO, DSA (avg. of 500 runs) and JPR are 0.1275, 0.1439 and 0.2689, respectively. The NLMS-ARO strategy achieved an approximately 11.4% and 52.6% improvement compared to DSA and JPR, respectively. The promotion of overall transmission redundancy means that the communication protocols for UASNs that employ the NLMS-ARO strategy will have higher energy efficiency.
Furthermore, the error performance of redundancy tracking is shown in Fig. 14 . The average tracking error of NLMS-ARO is 0.01, which is approximately 62.1% and 92.5% better than that of the DSA (approximately 0.02638; avg. of 500 runs) and JPR (approximately 0.153) approaches, respectively. The lower average tracking error of the NLMS-ARO explains the improvements in average communication efficiency and overall transmission redundancy.
As observed in the abovementioned simulations, the NLMS-ARO strategy can achieve improvements in communication efficiency performance by optimizing the transmission redundancy (so-called coding redundancy or code rate of the fountain code) with a fast and accurately converging optimization strategy. The NLMS-ARO can also establish a steady and certain convergence procedure. Although DSA is a good redundancy optimization approach, due to its stochastic characteristic, it establishes a different convergence procedure in each iteration, which leads to different convergence performances. The JPR approach focuses on the aim of optimizing the average energy per successfully transmitted bit, and the communication efficiency may not be optimal.
C. COMPUTATIONAL COMPLEXITY EVALUATION
As mentioned in Sec. II A., the source data file is divided into M blocks, and each block contains V source packets. The NLMS-ARO strategy is employed in the block transmission procedure. There are five steps that are grouped up as two stages in the NLMS-ARO strategy. The first stage is the ''Initialization Stage'' (Step 0), and the second stage is the ''Iterative Optimization Stage'' (Step 1 -Step 4). The ''Initialization Stage'' only executes once at the beginning of the data file transmission and does not impact the block transmission procedure. The ''Iterative Optimization Stage'' executes before the transmission of each block to determine the transmission redundancy, and there are M executions in total during the block transmission procedure. In this part, the computational complexity evaluation is mainly focused on stage two. For comparison, the computational complexity of the DSA and JPR schemes are also evaluated and compared. The computational complexities of the three schemes are listed in Table 3 for a theoretical comparison. As there are large differences in the problem size, the number of arithmetic operations (add, multiply, divide) of each scheme in each iteration is very different. It seems that the NLMS-ARO scheme has the smallest problem size, as the length of the NLMS adaptive linear predictor is usually small and could be set to less than several tens (W 0 = 4 is used in the simulations). The notation Q represents the size of the discrete state space used in DSA, which was defined in [26] . The value of Q is usually as large as the system can bear. A larger Q means that the minimum search step in the domain of the state space could be smaller and can achieve the maximum communication efficiency more accurately. The value of Q used in the simulations is 90. The problem size and arithmetic operations needed in each iteration of JPR are determined by the values of the optimization results N max and N opt . As the JPR scheme has an on-the-fly tuning algorithm when N = N opt and P * T > P T max , the arithmetic operations of JPR listed in Table 3 are the worst. Additionally, the notation of G = N max − N opt N max + N opt − 2V + 3 is employed to simplify the expressions. While employing all three schemes, the number of arithmetic operations in each iteration has no relations with the iteration times (also known as M , the number of blocks in the data file). Therefore, the transmission of the whole data file can achieve a linear computational complexity (O (M )).
The metric of average execution time was selected to evaluate the complexity performance of the three schemes through simulations. The simulation results under static, dynamic and simulated realistic UAC environments are shown in Fig. 15 -Fig. 17 . The UAC environments are the same as those used in the abovementioned simulations in Sec. IV parts A and B. All the simulation results under each UAC environment were gathered from 5000 Monte Carlo simulations. Thus, the simulation results are the average performance of the approaches mentioned in this paper. s, respectively. NLMS-ARO achieves a 56.3% improvement compared with the DSA due to the smaller problem size. This result corresponds with the theoretical analysis mentioned above. JPR has a short execution time because the CSI setting of the static UAC environment is good enough, and JPR only needs to use the default N opt and corresponding P * T to finish the transmission. Under this condition, JPR only executes some normal operations, such as comparison, and no arithmetic operations are needed.
The situation under the dynamic UAC environment mentioned in Sec. IV B is somehow different and shown in Fig. 16 . The CSI changes at the 37 th iteration, and JPR's on-the-fly tuning procedure is triggered to find a proper value of N to reduce the transmitting power P T to P T _max . The computational complexity of JPR also increases at the 37 th iteration. As shown in Fig. 8 , the JPR approach finds a proper value of N and corresponding P T to minimize the average energy per bit. The price of tuning is that communication efficiency becomes lower. The simulation results show that the average computational complexity of DSA, NLMS-ARO and JPR are approximately 6.06 × 10 −5 s, 2.54 × 10 −5 s and 0.06s, respectively. It can be observed that NLMS-ARO and DSA have relatively steady performances, and the performance of JPR is lower due to its on-the-fly tuning procedure.
The simulated realistic UAC environment is somehow a complex combination of static and dynamic UAC environments. The computational complexity performance of the three approaches also verified this point. As shown in Fig. 17 , the average computational complexity of DSA, NLMS-ARO and JPR are approximately 5.64 × 10 −5 s, 2.44 × 10 −5 s and 0.12s, respectively. It can be observed that NLMS-ARO and DSA still have relatively steady performances and that JPR's performance is still lower due to the on-the-fly tuning procedure. Furthermore, there are some cases where JPR's on-the-fly tuning procedure cannot find a proper value of N to reduce P T to P T _max . Under this condition, JPR shuts down the communication, and the computational complexity performance is at its worst, which is marked in Fig. 17 .
V. CONCLUSIONS AND FUTURE WORK
In this paper, an adaptive transmission redundancy optimization strategy called NLMS-ARO was proposed to solve the transmission redundancy optimization problem. The problem was modeled as an adaptive filtering problem in which the transmission redundancy is optimized by using the CSI of the UAC. The receiver needs only to periodically transmit the probe sequences used by the channel estimator. Consequently, fountain code-based communication protocols for UASNs that use NLMS-ARO can reliably transmit data files without feedback messages about the decoding process. The simulation results demonstrate that NLMS-ARO can achieve high reliability, fast and accurate convergence performance and low transmission redundancy. Future related work will focus primarily on the design of fountain code-based communication protocols for UASNs that use NLMS-ARO. Realistic experiments concerning the application of the NLMS-ARO strategy will also be considered.
