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Abstract
The aim of this contribution is mainly twofold. First, the
stochastic two-scale convergence in the mean developed by Bourgeat
et al. [13] is used to derive the macroscopic models of: (i)
diusion in random porous medium, (ii) nonstationary ow of
Stokesian uid through random linear elastic porous medium.
Second, the multi-scale convergence method developed by Al-
laire and Briane [7] for the case of several microperiodic scales
is extended to random distribution of heterogeneities character-
ized by separated scales (stochastic reiterated homogenization).
1 Introduction
Since the pioneering papers on G- and  -convergence by the Italian
School of the Calculus of Variations (see the relevant references in the
book [19]) and on H-convergence by Murat and Tartar [32], one can
distinguish, grosso modo, two domains of extensive research linked with
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homogenization. Prior to a brief characterization of those domains we
should also mentioned Russian contributions largely summarized in the
book by Jikov et al. [29].
The rst domain of homogenization pertains to the elaboration of
mathematical methods of convergence of sequences of operators and
functionals depending on a small parameter " > 0 intended to tend to
zero [10, 29, 41]. It is worth noting that though signicant progress has
been achieved in the study of homogenization of nonconvex functionals
[14, 19] yet the problem of homogenization of nonconvex functionals
typical for nite elasticity remains open.
The second domain, already quite vast, pertains to various appli-
cations of the homogenization methods to linear and nonlinear prob-
lems of micromechanics, porous media and structural mechanics, cf.
[6, 15, 16, 25, 29, 30, 45]. We observe that biological tissues are in fact
porous materials [17, 18, 22, 26].
It is often believed that from the point of view of applications the
homogenization methods are applicable only to media with periodic
microstructures. Such a conviction is evidently false, cf. [6, 19, 32].
In fact, periodicity is important since one may say that microperiodic
composites are "dense" in the class of composites characterized by a
small parameter, cf. [30, 37]. In practice, two approaches can be dis-
tinguished in the study of nonperiodic composites. The rst approach
relies on nding lower and upper bounds on eective quantities. Recall
here the famous Hashin-Strikman bounds [6]. Obviously, bounding
techniques are also useful in the periodic case since except the case
layering, i.e., dependence of say elastic moduli on only one spatial vari-
able, one cannot analytically solve the so-called basic or local problem
involving partial derivatives.
Composites and porous media often exhibit random microstruc-
tures. To construct macroscopic models of such materials one can
use stochastic homogenization methods. The comprehensive book by
Torquato [45] summarizes the results of nding eective quantities for
media with random microstructures, including various bounding tech-
niques. We also observe that in our paper [43] various approaches to
micro-macro passage for random porous media were reviewed.
Torquato [45] does not exploit the possibilities oered by mathe-
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those methods which cover stochastic G- and H-convergence, stochas-
tic  -convergence and stochastic two-scale convergence in the mean has
been performed by the rst author [42]. The emphasis in the review
article [42] is put on applications to linear and nonlinear composites
with random distribution of microinhomogeneities.
In the present contribution the stochastic two-scale convergence
method in the mean developed by Bourgeat et al. [13] is applied to:
(i) the derivation of eective stationary transport model in the case of
random porous media, (ii) the study of nonstationary ow of Stokesian
uid through random porous linear elastic medium. Our next aim is
to extend the multi-scale convergence method [7], being a convenient
mathematical tool of reiterated homogenization, to the case of media
with several separated random (hierarchical) microstructures. The re-
sults due to Allaire and Briane [7] are conned to the case of multiple
separated scales of periodic oscillations.
We observe that the general approach developed by Bourgeat et
al. [13] is an extension of the so-called periodic nonuniform homoge-
nization to media with random distribution of microinhomogeneities.
It means that after, this time stochastic, homogenization the eective
moduli depend on the macroscopic variable, say x.
To make the paper accessible to a wider audience, in Section 2 we
provide some useful data on description of porous media as well as on
fundamental aspects of the method of stochastic two-scale convergence
in the mean.
2 Mathematical preliminaries
An essential problem in the study of random porous media constitutes
the description of porous microstructure. Therefore in Section 2.1 we
gathered some useful relevant data. Section 2.2 introduces indispens-
able concepts of the stochastic convergence in the mean.
2.1 Description of random porous media
Natural and man-made porous materials usually possess formidably
complicated architecture. Obviously, in modelling, one has to assume340 J. J. Telega, W. Bielski
reasonable idealizations, cf. Telega and Bielski [43] and the relevant
references cited therein. Random porous media constitute an impor-
tant class of such idealizations. We pass to a brief description of general
characterization of random porous media. We observe that Adler and
Thovert [4] described random objects such as fractures and fracture
networks using the methods of the geometry of random elds, cf. [2].
The rst general approach is due to Beliaev and Kozlov [9], cf.
Jikov et al. [29]. Let (
;F;) denote a probability space, where F is
a complete -algebra and  is the probability measure. Assume that

 is acted on by an n-dimensional dynamical system T(x) : 
 ! 
,
such that for each x 2 Rn, both T(x) and T(x) 1 are measurable, and
such that the following conditions are satised:
(a) T(0) is the identity map on 
 and for x1; x2 2 Rn; T(x1+x2) =
T(x1)T(x2);
(b) for each x 2 Rn and measurable set F 2 F, (T(x) 1F) = (F);
i.e.,  is an invariant measure for T;
(c) for each F 2 F, the set f(x;!) 2 Rn  
jT(x)! 2 Fg is a
dx  d measurable subset of Rn  
, where dx denotes the
Lebesgue measure on Rn.
We observe that T(x) 1 = T( x). The dynamical system satisfy-
ing (a){(c) is also called a measure preserving ow, cf. Sab [40].
Consequently, we can introduce random homogeneous elds, start-
ing from the random variable
f 2 L
1(
); ~ f(x;!)  f(T(x)!): (2.1)
We observe that ~ f is also called the statistically homogeneous (i.e.
stationary) random process. Statistical homogeneity means that two
geometric points of the space are statistically undistinguishable. In
other words, the statistical properties of the medium are invariant un-
der the action of translations. In this way we have a group fU(x) :
x 2 Rng of isometries on L2(
) = L2(
;F;) dened by (U(x)f)(!) =
f(T(x)!); x 2 Rn;! 2 
; f 2 L2(
). The function x ! U(x) is con-
tinuous in the strong topology, i.e., for each f 2 L2(
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strongly in L2(
) as x ! 0. The strong convergence holds pro-
vided that the probability space is separable, what we tacitly assume
throughout this paper.
A dynamical system is said to be ergodic, if every invariant function,
i.e. satisfying f(T(x)!) = f(!), is constant almost everywhere in 
.
Example 2.1.
(i) Spherical inclusions or voids in a matrix (Sab [39, 40]). Consider
an innite composite medium consisting of a matrix with identical
spherical particles (or voids) randomly embedded in the matrix. Then
a realization ! 2 
 is identied with the set ! = fam : m 2 Ng of
the centers am of the particles (or voids). Here N denotes the set of
natural numbers. Let Nb(!;Q) denote the number of centers that fall
in the open domain Q  Rn. F is dened as the smallest -algebra
containing the subsets of 
 of the form:
f! 2 
 : Nb(!;Q1) = k1;:::;Nb(!;Qi) = kig;
where Q1;:::;Qi are disjoint domains and k1;:::;ki are positive inte-
gers. The probability measure  is uniquely dened on F by its values
on these subsets; the translations act on 
 as follows:
8x;8! = fa
m : m 2 Ng; T(x)! = fa
m + xjm 2 Ng:
To guarantee the statistical homogeneity of the composite,  must be
invariant under the action of T(x), for all x. This will be the case if,
for instance,  obeys the Poisson distribution:
[Nb(!;Q1) = k1;:::;Nb(!;Qi) = ki] =
[Nb(!;Q1) = k1]  :::  [Nb(!;Qi) = ki];
with
(Nb(!;Q) = k) =
(ajQj)k
k!
exp( ajQj):
Here a > 0 is a constant and jQj denotes the measure of Q (its volume).
It is known that the Poisson distribution is ergodic, cf. Papan-
icolaou [35]. Unfortunately, it is not always a good model for high
concentration of particles (voids) because of possible overlapping.342 J. J. Telega, W. Bielski
(ii) Statistically periodic media are modelled by a probability space
(
0;F0;0) on which acts a measure preserving Zn - group T 0(z); z 2
Zn, which is a set of bijective maps from 
 into itself satisfying the
group property in Zn and the following invariance property (Sab [40]):
8z 2 Z
n;8F 2 F
0; T
0( z)F = f! : T
0( z)! 2 Fg 2 F
0
and 0(T 0(z)F) = 0(F):
We recall that Z denotes the set of integers. A statistically periodic
medium is ergodic if constants are the only real random variables such
that:
8z 2 Z
n; f  T
0(z) = f a. s. (almost surely):
For examples the reader is referred to Dal Maso and Modica [20], and
Sab [39, 40].
We observe that statistically periodic media are a special case of
statistically homogeneous media. Indeed, it suces to take 
 = 
0Y
with Y = [0;1)n, F to be F0 
 L(Y ), the completion with respect to
 = 0 
 dy of the -algebra product of F0 and Borel -algebra on Y .
Now T(x) dened by:
8x 2 R
n; 8!
0 2 

0; 8y 2 Y; T(x)(!
0;y) = (T
0[x+y]!
0;x+y [x+y])
is a measure preserving ow on (
;F;); moreover, the medium is
ergodic if and only if T 0 is ergodic.
(iii) Periodic media are also a special case of statistically homogeneous
ergodic media (Sab [40]). Now Y is the set Y = [0;1)n (the unit basic
cell), whilst F and  are the Borel -algebra and Lebesgue measure on
Y , respectively. Then T(x) acts on Y as follows
8x 2 R
n; y 2 Y; T(x)y = x + y   [x + y]:
We recall that [x] denotes the integer part of x. In this particular
case, a random variable is identied with a measurable map on Y , ~ f is
identied with the periodic continuation of f to the whole space whilst
the expectation is identied to the volume average on Y and d = dy.
(iv) Quasiperiodic media. Let 
 = Tm; m > n, be an m-dimensional
torus endowed with the Lebesgue measure. To dene the dynamicalStochastic homogenization and macroscopic modelling... 343
system T(x) we x an (m  n)-matrix  = (ij) and set, cf. Pankov
[34],
T(x)! = ! + x mod Z
n:
The map T(x) preserves the measure . For T(x) to be ergodic, it
is necessary and sucient that k 6= 0 for any k 2 Zn; k 6= 0. Any
measurable function f on 
 may be identied with a unique measurable
1 periodic function on Rn. However, in this case we have a lot of
essentially dierent realizations f(! + x): Realizations of this type
are called quasiperiodic functions, if f(!) is continuous. 2
Let us x a set G 2 F. The random domain G(!) is the set
G(!) = fx 2 R
n jT(x)! 2 Gg:
It is usually assumed that G(!) is almost surely (a. s.) an open
domain in Rn. We also introduce the characteristic function (!) of
the domain G and the realization (T(x)!) of this random variable.
Then x ! (T(x)!) for xed ! 2 
 is the characteristic function of
the domain G(!).
To formulate the ergodic theorem we introduce the notion of the
mean value for functions dened in Rn. Let g 2 L1
loc(Rn), i.e. the
function f is integrable on every measurable bounded set K  Rn. A
number Mfgg is called the mean value of g if
lim
"!0
Z
K
g("
 1x)dx = jKjMfgg: (2.2)
Here jKj denotes the Lebesgue measure of K.
Of crucial importance is the following famous result, see Jikov et
al. [46].
Birkho ergodic theorem. Let f 2 L(
);   1: Then for almost
all ! 2 
 the realization f(T(x)!) possesses a mean value in the
following sense:
f(T(
x
"
)!) * Mff(T(x)!)g weakly in L

loc: (2.3)
Moreover, the mean value Mff(T(x)!)g, considered as a function of
! 2 
, is invariant, and
hfi
df
=
Z


f(!)d =
Z


Mff(T(x)!)gd:344 J. J. Telega, W. Bielski
In particular, if the system T(x) is ergodic, then
Mff(T(x)!)g = hfi for almost all ! 2 
: 2
Beliaev and Kozlov [9] introduced the following denition:
The random domain G(!) is called porous if there exists a random
variable h(!) > 0 such that
hh
 1i < 1; (2.4)
and for any ' 2 C1
0 (G(!))
Z
Rn
h(T(x)!)'
2(x)dx 
Z
Rn
jr'(x)j
2 dx: (2.5)
We observe that for a periodic domain G(!) inequality (2.5) holds
true for h equal to 0, the principal eigenvalue of the periodic domain
for the Laplacian with Dirichlet boundary conditions on @G(!).
Beliaev and Kozlov [9] provided examples oriented towards checker-
board porous media.
Let Q be a given deterministic, bounded domain in Rn and G(!) the
statistically homogeneous random domain introduced above. Media
with a microstructure, including porous media, are characterized by
a small parameter " = l=L, where l is the characteristic microscopic
dimension whilst L denotes the characteristic macroscopic dimension.
Obviously, for a real porous material " = "0 > 0. Homogenization is
nothing else as smearing out heterogeneities, for instance the pores.
Mathematically it means that we have to perform the limit passage
" ! 0. Beliaev and Kozlov [9] introduced the random domain Q"(!) =
Q \ "G(!). On the other hand, Wright [47, 48] sets
Q"(!) = Q n G"(!); where G"(!) = fx 2 R
n j"
 1x 2 G(!)g:
Such denitions of the random domain Q"(!) are suitable for theoreti-
cal considerations. In practice, we have to describe G(!) or G"(!) more
precisely. Many papers have been written on this subject. The reader
is advised to consult an excellent review paper by Adler and Thovert
[3], cf. also Roberts [38]. In essence, the methods of the geometry of
random elds are exploited, see Adler [2]. More precisely, the approachStochastic homogenization and macroscopic modelling... 345
reviewed in Adler and Thovert [3] consists in an approximation of the
characteristic function (T(x)!), denoted simply by Z(x):
Z(x) =
(
1 if x belongs to the pore space,
0 otherwise:
(2.6)
The function Z(x) is called a phase function. The determination of the
pore space is equivalent to the determination of the function Z(x) and
of some of its properties. Adler and Thovert [3] reviewed computational
and experimental methods enabling to determine this function. Among
various available techniques let us mention high resolution microtomog-
raphy, very suitable for systematic studies of porous architectures of
geomaterials and trabecular bones, cf. also M uller and R uegsegger [31].
To reconstruct homogeneous random elds one may use Gaussian
or non-Gaussian (like Markov) random elds. Let us briey discuss
the most frequently used case of GRFs (Gaussian random elds), cf.
also Roberts [38]. Once Z(x) is determined, the porosity is calculated
according to
 = hZ(x)i: (2.7)
The other important quantity is the second moment of the phase func-
tion which is also called the correlation function
Rz(u) = h[Z(x)   ][Z(x + u)   ]i=(   
2): (2.8)
Here u = juj denotes the modulus of the translation vector u. For the
sake of simplicity macroscopic isotropy has been assumed, hence the
modulus u of juj. For more details the reader is referred to Adler and
Thovert [3] and Roberts [38].
Unfortunately, a porous medium is incompletely, i.e., in a nonunique
manner, dened by only its two rst moments:  and Rz. Rigorously,
it is precisely dened by an innite series of centered moments (or
correlation functions Rk):
Rk(u1;u2;:::;uk 1) = (   
2)
 k=2h[Z(x)   ]
k 1 Y
i=1
[Z(x + ui)   ]i
(2.9)346 J. J. Telega, W. Bielski
Porous media are often not statistically homogeneous and their lo-
cal properties may depend on the location. To classify various types
of heterogeneities one may use the classication proposed for fractals.
For a review, the reader is referred to Adler and Thovert [3]. It seems
that an alternative possibility is oered by stochastic non-uniform ho-
mogenization, considered in the present paper.
Here it suces to recall that homogeneous random elds are in-
variant under the action of an arbitrary translation. Heterogeneous
random elds lack this property.
2.2 Stochastic two-scale convergence in the mean
In the case of periodic homogenization a fundamental role in the deriva-
tion of macroscopic constitutive equations is played by the so-called
local or cell problem posed on a basic cell, usually denoted by Y , cf.
Bensoussan et al. [10], Bielski and Telega [11], Sanchez-Palencia [41].
The periodic homogenization obviously involves the dierentiation with
respect to y 2 Y . Now, in the case of stochastic homogenization the
role of Y is played by 
. We assume that 
 is a separable as a measure
space. To carry out stochastic homogenization we need to introduce
elements of local stochastic calculus. For more details the reader is
referred to Andrews and Wright [8] and Bourgeat et al. [13].
Let f be a measurable function dened on 
, the function (x;!) !
f(T(x)!) is dx  d measurable on Rn  
 and consequently we can
dene a group fU(x)jx 2 Rng of isometries on L2(
) = L2(
;F;)
by (U(x)f)(!) = f(T(x)!); x 2 Rn; ! 2 
; f 2 L2(
): Then
U(x)f ! f strongly in L2(
) as x ! 0.
A xed n-dimensional dynamical system T on 
 enables us to dene
a stochastic dierential calculus on L2(
) which comes from the indi-
vidual coordinate actions arising from the isometry group fU(x)jx 2
Rng. To this end, we observe that when each coordinate of x =
(x1;::::xn) varies over R with the other coordinates held equal to
zero in U(x), we obtain n one-parameter, strongly continuous group of
isometries Ui on L2(
) which pairwise commute. Thus we may write
Ui(xi)f = U(0;0;:::;xi;0;:::;0) = f(T(0;0;:::;xi;0;:::;0)):
Let D1;:::;Dn denote the innitesimal generators in L2(
) of theseStochastic homogenization and macroscopic modelling... 347
one-parameter groups and let D1;:::;Dn denote their respective do-
mains. Consequently f 2 Di if and only if f 2 L2(
) and
Di(f) = lim
!0
Ui()f   f

(2.10)
exists strongly as an element of L2(
). We set D(
) =
n T
i=1
Di. For each
multi-index  = (1 :::n), let D = D
1
1 :::Dn
n , and set
D
1(
) = ff 2 L
2(
)jD
f 2 D(
); for all multi-indices g:
Let us now denote by C1(
) the set of all functions f 2 L1(
) such
that for each multi-index , Df 2 L1(
) and  1(Ui()Df   Df)
converges strongly in L1(
) as  ! 0, for i = 1;:::;n.
Let f 2 L1(
) and  be a multi-index. The stochastic derivative
Df is the linear functional on C1(
) dened by
(D
f)(') = ( 1)
jj
Z


fD
'd; (2.11)
where jj = 1 +:::+n The T-invariance of the probability measure
 yields Z


fDig d =  
Z


gDif d; (2.12)
where f 2 Di; g 2 Di: If we endow D(
) with the natural norm
kfk
2
D(
) = kfk
2
L2(
) +
X
i
kDigk
2
L2(
); (2.13)
then the resulting Banach space can be viewed as a stochastic gener-
alization of the Sobolev space H1(Rn). With a slight abuse of nota-
tion, we will let Dif denote the stochastic weak derivative Dif for
f 2 L2(
).
For f 2 L2(
) (resp. v = (v1;:::;vn) 2 [L2(
)]n = L2(
)n); we de-
ne the stochastic gradient r!f, stochastic divergence div !v, stochas-
tic Laplacian !f, and curl curl!v by
r!f = (D1f;:::;Dnf); div !v =
X
i
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!f =
X
i
D
2
if; (curl !v)ij = Divj   Djvi:
Let us pass to the presentation of some properties of stochastically
dierentiable functions. We recall that a function f 2 L2(
) is in-
variant for T if f(T(x)) = f;    a. e. on 
, for all x 2 Rn ({ a.
e. = almost everywhere with respect to the probability measure ).
The set of all functions in L2(
) invariant for T is a closed subspace of
L2(
) and denoted by I2(
). We set M2(
) = [I2(
)]?, i.e. M2(
) is
the orthogonal complement of I2(
) in L2(
).
Another characterization of the subspace I2(
) of invariant func-
tions is that it is complemented in L2(
) by a projection E : L2(
) !
L2(
) of norm 1 which can be calculated as follows
(Ef)(!) = lim
!1
1
(2)n
Z
[ ;]n
f(T(x)!)dx; f 2 L
2(
); for -a.e. ! 2 
:
(2.14)
The last limit exists strongly in L2(
) and also pointwise -a.e.; we
have M2(
) = kerE. Let us specify some of the properties of stochas-
tically dierentiable functions.
Lemma 2.1.
(i) If f 2 L2(
) then f 2 I2(
) if and only if r!f = 0:
(ii) If ' 2 D1(
), then for - a. e. ! 2 
, the function x ! '(T(x))
is in C1(Rn), and for any multi-index  = (1;:::;n),
@
'(T(x)!) = (D
')(T(x)!);
where @ = @jj=@x
1
1 :::@xn
n :
(iii) C1(
) is strongly dense in L2(
).
(iv) Let u 2 L2(
)n; v 2 L2(
)n;curl !u = 0; and div !v = 0. Then
Z


uivi d =
Z


(Eu)  (Ev)d: (2.15)
Furthermore, if T is ergodic then (2.15) reads
Z


uv d =
Z


ud
Z


v d: 2Stochastic homogenization and macroscopic modelling... 349
The last equation extends the well-known Hill-type relation [30].
If F is a -measurable subset of 
, we denote by C1(F) the set of
all functions in C1(
) vanishing on 
 n F. If f 2 L1(
), we will say
that Dif vanishes on F if (Dif)' = 0 for all  2 C1(F).
We observe that (i) implies that if f 2 L2(
) agrees on F with an
element of I2(
), then r!f = 0 on F. In order to obtain a converse
statement, we say that F is T-open in 
 if C1(F) is strongly dense in
the set L2(F) of all elements of L2(
) vanishing on 
 n F and that F
is T-connected in 
 if whenever f 2 C1(
) has a stochastic gradient
which vanishes on F, then f agrees on F with an element of L2(
).
We have
Lemma 2.2. If F is a -measurable subset of 
 that is T-open and
T-connected, then f 2 L2(
) has a stochastic gradient which vanishes
on F if and only if f agrees on F with an element of I2(
). 2
In the analysis of the Stokes equations in the deterministic case a
fundamental result states that if Q is a bounded Lipschitz domain in
Rn and if d is a distribution in H 1(Q)n which vanishes on the ker-
nel of the divergence in H1
0(Q)n, then d is the gradient of a function
f 2 L2(Q). In the stochastic case we have a similar result.
Theorem 2.1. Suppose that d is a bounded linear functional on
H1(
)n which vanishes on the kernel of the stochastic divergence. Then
there exists f 2 L2(
), uniquely determined modulo I2(
), such that
d = r!f, i.e.,
d(v) =  
Z


fdiv!v d; 8v 2 H
1(
)
n: 2
Let us now introduce stochastic counterparts of the classical func-
tion spaces of uid mechanics.
Proposition 2.1. Let
J(
) = L
2(
)
n   norm closure of the set f' 2 C
1(
)
n jdiv!' = 0g;
X(
) = range of r! restricted to H
1(
):
Then
L
2(
)
n = X(
)  J(
): 2
Now we are in a position to formulate the fundamental denition.350 J. J. Telega, W. Bielski
Denition 2.1. A sequence fu"g">0 in L2(Q  
) is said to stochas-
tically two-scale converge in the mean to u 2 L2(Q  
) if for all
  2 L2(Q  
)
lim
"!0
Z
Q

u
"(x;!) (x;T("
 1x)!)dxd =
Z
Q

u(x;!) (x;!)dxd:
(2.16)
The notion of two-scale convergence in the case of periodic homog-
enization was introduced by Nguetseng [33] and developed by Allaire
[5], cf. also Bielski and Telega [11]. Bielski et al. [12] exploited this
notion to justify the eective model of nonstationary ow of Stokesian
uid through a linear elastic porous medium.
Let us pass to providing some basic facts concerning stochastic two-
scale convergence in the mean.
Theorem 2.2. Suppose fu"g">0 is a bounded sequence in L2(Q
).
Then there exists a subsequence of fu"g">0 which stochastically two-
scale converges in the mean to u 2 L2(Q  
): 2
Theorem 2.3.
(a) Suppose that fu"g and f"rxu"g are bounded sequences in L2(Q

). Then there exist u 2 L2(Q;H1(
)) and a subsequence, still
denoted by fu"g, such that fu"g (resp. f"rxu"g) stochastically
two-scale converges in the mean to u (resp. r!u).
(b) Let X be a norm-closed, convex subset of H1(
) (for instance a
ball). Suppose fu"g is a sequence in L2(Q  
) which satises
the following conditions: for " > 0,
(i) u"(;!) 2 X, for - a. e. ! 2 
, and
(ii) there exists an absolute constant C > 0 such that
Z


ku
"(;!)k
2
H1(Q) d  C:
Then there exist u 2 H1(Q;L2(
)); v 2 L2(Q
)n, and subse-
quence, still denoted by fu"g, which satisfy the following condi-
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(iii) for a.e. x 2 Q; u(x;) 2 I2(
) and for - a. e. ! 2 
; u(;!) 2
X;
(iv) v is contained in the L2(Q  
)n - norm closure of L2(Q) 

(range of r!), and for a.e. x 2 Q; v(x;) 2 M2(
)n; curl!v(x;) =
0;
(v) fu"g (resp. frxu"g) stochastically two-scale converges in the mean
to u (resp. rxu + v);
(vi) (rxu(x;) 2 I2(
)n; for a. e. x 2 Q. 2
Remark 2.1. Let us extend the mapping E dened by Eq. (2.14). To
this end for each y 2 Rn we dene the mapping ~ T(y) : Q
 ! Q

by ~ T(y)(x;!) = (x;T(y)!):
Then f~ T(y)jy 2 Rng is an n-dimensional dynamical system on Q

with an invariant measure dx  d: Let I2(Q  
) denote the set
of all functions in L2(Q  
) which are invariant for ~ T. We have
I2(Q
) = L2(Q;I2(
)): When (
;T) is replaced by (Q
; ~ T) then
~ Eg(x;!) = E[g(x;)](!); (2.17)
where g 2 L2(Q  
): Formula (2.14) yields
~ Eg(x;!) = lim
!0
1
(2)n
Z
[ ;]n
g(x;T(y)!)dy: (2.18)
We observe that ~ Eg does not depend on ! 2 
 provided that  is
ergodic for T.
Useful properties of ~ E
(a) ~ E denes a projection of norm 1 of L2(Q  
) onto I2(Q  
):
(b) If g 2 L2(Q  
) then
E
Z
Q
g(x;)dx

=
Z
Q
~ Eg(x;)dx:352 J. J. Telega, W. Bielski
3 Stationary diusion in random porous
medium made of nonhomogeneous
material
Many authors studied already the problem of stochastic homogeniza-
tion of the diusion equation, sometimes called the transport equa-
tions, cf [8, 10, 13, 24, 29, 36] and the relevant references therein. For
the case of periodic homogenization the reader is referred to [10,15,29].
General, nonperiodic case is considered in [15, 32]. The essential nov-
elty of the present section lies in taking into account both the random
distribution of micropores and material inhomogeneity.
The domains Q and Q"(!) have been introduced in Section 2.1. We
set
Q
s
"(!) = Qn  Q"(!); (3.1)
where the bar over a set denotes its closure. We employ the superscript
s for the solid phase. Let  "(!) = Q \ @Qs
"(!), S"(!) = @Q \ @Qs
"(!),
and F = 
nG; moreover F(!) = fx 2 Rn jT(x)! 2 Fg. We assume
that the set RnnF(!) is open and connected for each ! 2 
.
Consider the following transport equation
 divx [A(x;T(" 1(x)!)rxu"(x;!)] = f(x) in Qs
"(!);
u"(x;!) = 0 on S"(!);
[A(x;T(" 1x)!)ru"]  n = 0 on  "(!):
(3.2)
Here n is the outward unit normal vector to @Qs
"(!) and f 2 L2(Q).
The moduli Aij (i;j = 1;:::;n) are assumed to satisfy the following
conditions:
(i) Aij 2 L1(Q  G);
(ii) Aij = Aji;
(iii) there exist constants    > 0 such that for dxd-a. e. (x;!) 2
Q  G;
jj
2  Aij(x;!)ij  jj
2 8 2 R
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Here jj2 = ii:
We observe that u" may be, for instance, a temperature eld or an
electric potential.
A function u" satisfying the following variational equation
Z
Qs
"(!)
Aij(x;T("
 1x)!)u
"
;j(x;!)v;i(x)dx =
Z
Qs
"(!)
f v dx; (3.3)
for each v 2 H1(Qs
") with trace 0 on S"(!), is called a weak solution
of (3.2) provided that u"(;!) 2 H1(Qs
") and (3.2)2 holds. Under the
above assumptions u" exists and is unique. We recall that the trace
of a function on the boundary (or the interface) practically means its
value on this boundary.
From (iii) and (3.3) we conclude that there exists C > 0 such that,
for all " > 0 Z


ku
"(;!)k
2
H1(Qs
") d  C: (3.4)
Similarly to the case of periodic homogenization [16], the function u"
has to be extended to the whole domain Q. After Andrews and Wright
[8], we say that a  measurable set F 2 F has the extension property
with respect to Q if the following conditions are satised: there exists
"0 > 0 and C1 > 0 such that for each u(;!) 2 H1(Qs
"(!)) with trace 0
on S"(!), there exists ~ ~ u"(;!) 2 H1
0(Q) such that
(a) (x;!) ! ~ ~ u"(x;!) is dx  d measurable on Q  
;
(b) ~ ~ u"(;!)
  
Qs
"(!)
= u(;!); 8" 2 (0;"0]; 8! 2 
;
(c) k ~ ~ u"(;!)kH1(
)  C1ku(;!)kH1(Qs
"(!)); 8" 2 (0;"0]; 8! 2 
:
Remark 3.1.
(i) Andrews and Wright [8] consider a more general extension, namely
these authors additionally assume that there exists p > 1 and
in condition (c) the space H1(Q) is to be replaced by W 1;p(Q).
Then obviously ~ ~ u"(;!) 2 W
1;p
0 (Q) and p is called the exponent
of smoothness of the extension.354 J. J. Telega, W. Bielski
(ii) The construction of extension operators is a delicate problem even
in the periodic case, cf. [16,30] and the relevant references cited
therein. For a discussion and illustrative examples in the case of
randomly perforated media the reader is referred to the papers
by Jikov [27,28] and the book by Jikov et al. [29 ] 2
Let f"(;!) be a function dened on Qs
"(!). Similarly to the periodic
case [16,29,30], we want to nd its limit when " ! 0. We set
f
0
"(x;!) =
(
f"(x;!); if x 2 Qs
"(!);
0; if x 2 QnQs
"(!):
Hence we conclude that f0
" is the function obtained by extending f"(;!)
by 0 into the perforations F"(!) of Q.
The following lemma is a specic case of Lemma 3.5 formulated in
[8].
Lemma 3.1. Let F 2 F be a -measurable subset of 
. Suppose that
for each ! 2 
, fv"(;!)g">0 is a sequence of functions with v"(;!)
dened on Qs
"(!), and assume that
(a) f~ ~ v"g">0 is a sequence of functions dened on Q  
 for which
~ ~ v"(;!)
  
Qs
"(!)
= v"(;!); 8! 2 
;
(b) f~ ~ v"g stochastically two-scale converges in the mean to v in
L2(Q  
).
Then fv0
"g stochastically two-scale converges in the mean to 
nFv in
L2(Q  
), where 
nFv denotes the characteristic function of 
nF.
Proof . From (a) for all (x;!) 2 Q  
, we have
v
0
"(x;!) = QnF"(!)(x)~ ~ v"(x;!) = 
nF(T("
 1x)!)~ ~ v"(x;!):
Thus v0
" 2 L2(Q  
), for each ". Using now (b) we readily get
lim
"!0
Z
Q

v
0
"(x;!) (x;T("
 1x)!)dxd
= lim
"!0
Z
Q

~ ~ v"(x;!)(
nF )(x;T("
 1x)!)dxd
=
Z
Q

(
nFv )(x;!)dxdStochastic homogenization and macroscopic modelling... 355
for all   2 L2(Q  
): 2
Now we are in a position to pass with " ! 0 in (3.2) in the sense of
stochastic two-scale convergence in the mean.
Theorem 3.1. Let F 2 F have the extension property with respect
to Q. Then there exists a subsequence of the sequence fu"g">0, still
denoted by fu"g, such that there exists u 2 H1(Q;I2(
)), and  2
L2(Q;M2(
))n, with  contained in L2(Q  
)n { norm closure of
L2(Q) 
 (ranger!), for which f(u")0;(rxu")0g">0 stochastically two-
scale converges in the mean to (
nFu;
nF( +rxu)), and such that
(u;) is a weak solution of
div!f
nF(!)A(x;!)((x;!) + rxu(x;!)]g = 0; (3.5)
 divxf ~ E[
nF(!)A(x;!)((x;!) + rxu(x;!))]g = (
nF)f; (3.6)
u(x;!) = 0 on @Q;(3.7)
where (3.5) holds almost everywhere on Q whilst (3.6) and (3.7) hold
{a.e. on 
.
Proof. Using the extension property of F with respect to Q, we nd
"0 > 0; C > 0 and a measurable function ~ ~ u" dened on Q  
 such
that for all 0 < "  "0 we have
~ ~ u"(;!) 2 H
1
0(Q) (3.8)
~ ~ u"(;!)jQs
" = u
"(;!); (3.9)
k ~ ~ u"(;!)kH1(Q)  Cku
"(;!)kH1(Qs
"(!)); (3.10)
for all ! 2 
. From (3.4) and (3.10) we conclude that the sequence
f ~ ~ u"g0<""0 is a bounded set in L2(
;H1(Q)): Hence, by (3.8), (3.9),
Theorem 2.3 and Lemma 3.1 there exists a subsequence f(u")0g and
functions (u;) 2 H1
0(Q;I2(
))  L2(Q;M2(
))n with  contained in
L2(Q
)n{ norm closure of L2(Q)
(ranger!) such that f(u")0;rx(u")g
stochastically two-scale converges in the mean to (
nFu;
nF( +
rxu)):
Let us now verify that (u;) is a weak solution of Eqs. (3.5) and
(3.6). First we observe that if v 2 H1
0(Q), then on account of the T{
invariance of , (3.3) and the fact that Q"(!)(x) = f(T(" 1x)!);(x;!) 2356 J. J. Telega, W. Bielski
Q  
, we get
R
Q

Aij(x;T(" 1x)!)~ ~ u
"
;j(x;!)v;i(x)dxd
=
R


R
Q"(!) Aij(x;T(" 1x)!)~ ~ u
"
;j(x;!)v;i(x)dxd
+
R


R
Qs
"(!) Aij(x;T(" 1x)!)u"
;j(x;!)v;i(x)dxd
=
R
Q

F(T(" 1x)!)Aij(x;T(" 1x)!) ~ ~ u"
;j(x;!)v;i(x)dxd
+(
nF)
R
Q fv dx:
(3.11)
Hence
R
Q


nF(T(" 1x)!)Aij(x;T(" 1x)!) ~ ~ u"
;j(x;!)v;i(x)dxd
= (
nF)
R
Q fv dx:
(3.12)
In virtue of Theorem 2.3 we conclude that f ~ ~ u";rx ~ ~ u"g stochastically
two-scale converges in the mean to (u; + rxu). We will now prove
that (u;) satises Eqs. (3.5) and (3.6). To this end we apply Lemma
2.1(b) of Andrews and Wright [8] which states that there exists a count-
able subset A of C1(
),strongly dense in W 1;p(
) for 1  p < 1. Let
g; h 2 C1
0 (Q); b 2 I2(
) and k 2 A. For 0 < "  "0 the function
x 7! g(x)b(!) + "h(x)k(T(" 1x)!); x 2 Q, is an element of C1
0 (Q).
We use this as a test function in (3.12) and obtain
R
Q


nF(T(" 1x)!)Aij(x;T(" 1x)!)~ ~ u
"
;j(x;!)[b(!)g;i(x)
+"(h(x)k(T(" 1x)!));i dxd
= (
nF)
R
Q f(x)[g(x)b(!) + "h(x)k(T(" 1x)!)]dxd:
(3.13)
We have
"(h(x)k(T("
 1x)!);i = "k(T("
 1x)!)h;i(x) + h(x)Di[k(T("
 1x)!)]:
Substituting the last relation into (3.13) and letting " tend to zero, we
conclude from the stochastic two-scale convergence in the mean that
R
Q


nF(!)A(x;!)[ + rxu(x;!)]  [b(!)rxg(x) + h(x)r!k(!)]dxd
= (
nF)
R
Q f(x)g(x)b(!)dx:
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We now set g  0 in (3.14) and conclude from the fact that h 2 C1
0 (Q)
is arbitrary that, for all k 2 A and for a. e. x 2 Q;
Z



nF(!)[(x;!) + rxu(x;!)]  r!k(!)d = 0:
Since A is countable, we conclude that (u;) is a weak solution of Eq.
(3.5) for a. e. x 2 Q.
In order to verify that (u;) is a weak solution of Eq. (3.6) we apply
the property (b) of the mapping ~ E, given in Section 2.2. Indeed, let
h  0 in Eq. (3.14). Since b 2 I2(
) is otherwise arbitrary, it follows
that for all ' 2 L2(
) we have
R
Q 
nF(!)
R
Q A(x;!)[(x;!) + rx(x;!)]  rxg(x)dx 
R
Q f(x)g(x)dx

E(')d = 0:
Hence
E
R
Q A(x;!)[(x;!) + rxu(x;!)]  rxg(x)dx

= (
nF)
R
Q f(x)g(x)dx:
By the aforementioned property (b) of E, for { a. e. ! 2 
, we get
R
Q ~ E(
nF(!)A(x;!)[(x;!) + rxu(x;!)])  rxg(x)dx
= (
nF)
R
Q f(x)g(x)dx:
Since g 2 C1
0 (Q) is arbitrary, from the last relation we deduce Eq.
(3.6).
In order to prove that (u;) is uniquely determined by (3.5){(3.7)
it suces to follow the corresponding part of the proof of Theorem
4.1.1. of Bourgeat et al. [13] or the proof of Theorem 3.1 of Andrews
and Wright [8]. The proof of Theorem 3.1 is thus complete. 2
Remark 3.2. Consider the case where T is ergodic. Then u does not
depend on ! and Eq. (3.6) is written as follows
 divx
Z



nF(!)A(x;!)[rxu(x) + (x;!)]d = f(x); in Q:358 J. J. Telega, W. Bielski
We may set a = rxu(x) 2 Rn and treat x as a parameter. The
eective (homogenized) moduli are given by
A
h(x)a =
Z



nF(!)A(x;!)(a + (x;!))d; (3.15)
for each a 2 Rn. On account of linearity we may write  = air! i,
where  i 2 M2(
).
Finally we get
A
h
ij(x) =
Z



nF(!)Aik(x;!)(jk + Dk 
j)d: (3.16)
The local functions  i (i = 1;:::;n) are solutions to the following
problem easily obtained from Eq. (3.5)
 
i 2 M
2(
); Di[Aik(x;!)(jk + Dk 
k)] = 0:
4 Flow of Stokesian uid through random
linear elastic porous medium
In the present section nonstationary ow of a Stokesian uid through
random elastic porous medium is considered. Comments on the pas-
sage to stationary ow are also provided. For earlier results on the
Stokesian ow through undeformed random porous medium the reader
is referred to the papers by Wright [47,48]. This section extends the
results obtained by Bielski et al. [12] for the case of microperiodic
medium to the case of random porous elastic medium.
4.1 Basic equations
For a xed " > 0 all the relevant quantities are denoted by the super-
script ". Similarly to the previous case, the small parameter " char-
acterizes the microstructure. By u"(t;x;!) and v"(t;x;!) we denote
the elds of displacement in the elastic skeleton Qs
"(!) and the velocity
eld in Ql
"(!) = QnQ
s
"(!), respectively. In what follows we assume
that the sets Ql
"(!) are connected, cf. [47,48]. The pressure eld in theStochastic homogenization and macroscopic modelling... 359
liquid phase Ql
"(!) is denoted by p"(t;x;!). The small strain tensor
e(u) is dened by
eij(u) = ui;j = (
@ui
@xj
+
@uj
@xi
)=2: (4.1)
The matrix of elastic moduli is denoted by
a = a(x;!) = (aijkl(x;!)); i;j;k;l = 1;:::;n:
Obviously, n = 3 in the three{dimensional case. The elastic moduli
aijkl are dened on Q  G and satisfy the usual symmetry condition:
aijkl = ajikl = aklij: (4.2)
We make the following assumptions:
(A1) for each (i;j;k;l); aijkl 2 L1(Q  G);
(A2) there exist constants c1  c0 > c such that
c0jj
2  aijkl(x;!)ijkl  c1jj
2 8 2 E
n
s:
Here En
s stands for the space of symmetric n  n matrices.
The elds u"; v" and p" satisfy the following equations
%
s u
" = divx[a
"e(u
")] + F
s(t;x) in (0;)  Q
s
"(!); (4.3)
%
l _ v
" = "
2v
"   rp
" + F
l(t;x) in (0;)  Q
l
"(!); (4.4)
divxv
" = 0 in (0;)  Q
l
"(!): (4.5)
Here a"(x;!) = a(x;T(" 1x)!); _ u
" =
@u"
@t
, etc. Obviously, (0;);  >
0, denotes the time interval, and %s;%l are the solid and uid density,
respectively. The scaling "2 of the uid viscosity is typical for the
ow of Stokesian uids through porous media, cf. [11,12,41] and the
relevant references cited therein.
We assume that u"(t;x;!) and v"(t;x;!) vanish on the exterior
boundary. The conditions on the solid{liquid interface  "(!) are spec-
ied by
(a"e(u"))n = ( p"I + "2e(v"))n on (0;)   "(!);
v"(t;x;!) = _ u
"(t;x;!) on (0;)   "(!):
(4.6)360 J. J. Telega, W. Bielski
Here n = (ni) denotes the outward unit normal vector to  "(!), di-
rected from Qs
"(!) to Ql
"(!).
For the sake of simplicity we assume homogeneous initial conditions:
u
"(0;x;!) = 0; _ u
"(0;x;!) = 0 in Q
s
"(!); (4.7)
v
"(0;x;!) = 0 in Q
l
"(!): (4.8)
The case of nonhomogeneous initial condition can be investigated sim-
ilarly to Wright [48].
4.2 Passage with " to zero: eective model
Passing with " ! 0 in the sense of the stochastic two-scale conver-
gence in the mean we arrive at the homogenized equations describing
the macroscopic (eective) behaviour. The general homogenization
theorem is formulated without the assumption of ergodicity of the dy-
namical system T on 
.
We recall that F = 
nG; we set  = (F); Q = (0;)  Q.
Theorem 4.1. Under the assumptions listed in Sec. 4.1, for a xed
" > 0 a weak solution (u";v";p") solving (4.3){(4.8) exists and is
unique. The pressure eld is unique in the space L2(Qs
"(!))=R: There
exist u;  = (ij); v; p and p(1), functions of (t;x;!), such that
u 2 H1(Q;I2(
))n;  2 L2(Q;M2(
))n2 and:
(i) fu";rxu";v"g">0 stochastically two-scale converges in the mean
to
(
nFu;
nF( + rxu);Fv);
(ii) p agrees on Q  F with an element of L2(Q;I2(
)) and p"
stochastically two-scale converges in the mean to p along L2(Q
F);
(iii) the homogenized equation of motion is given by
~ E[
nF(!)%s(x) u(t;x;!)] + ~ E[F(!)%l(x)_ v(t;x;!)]
= divx ~ E[
nF(!)a(x;!)((t;x;!) + rxu(t;x;!))]
  ~ E(F(!)rxp(t;x;!))   ~ E(F(!)r!p(1)(t;x;!))
+ ~ E(
nF(!)F
s(t;x)) + ~ E(F(!)F
l(t;x)) in Q  
;
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where the operator ~ E has been introduced in Remark 2.1;
(iv) the local elastic cell problem takes the form
div ![
nF(!)a(x;!)((t;x;!) + rxu(t;x;!))] = 0
in Q  
;
(4.10)
a(x;!)[rxu(t;x;!) + (t;x;!)]N =  p(t;x;!)N
on Q   (!);
(4.11)
where  (!) = @G(!) and N the exterior unit vector normal to
 (!), directed the solid phase to the uid phase;
(v) (v;p;p(1)) is a solution on Q  F of the time-dependent, two-
pressure Stokes system:
%
l _ v + rxp + r!p
(1)   !v = F
l(t;x);
(vi) div !v = 0 on 
; dt  dx   a. e. on Q ;
(vii) 9 v1(t;x;!) such that
divxv(t;x;!) + div !v
(1)(t;x;!) = 0 on Q  F;
(viii) the functions u(t;x;!); _ u(t;x;!) and v(t;x;!) satisfy homo-
geneous initial conditions;
(ix) the Darcy law is nonlocal in time:
~ E(F(!)(v   _ u)) =
1
%l
R t
0 (t   s;!)[F
l(s;x)   %l u(s;x;!)   rxp(s;x;!)]ds;
(4.12)
where the permeability matrix  = (ij) is dened by
ij(t;!) = E(F(!) _ w
(i)(t;!)  ej); i;j = 1:::;n: (4.13)
Here ej stands for the jth standard basis vector in Rn. The
permeability matrix A is symmetric and positive denite, cf. also362 J. J. Telega, W. Bielski
Wright [48]. The function wi; i = 1;:::;n, is a solution to the
following ow cell problem:
%
l@w(i)
@t
+ r!q
(i)   !w
(i) = ei; on (0;)  F;
div !w(i)(t;!) = 0; on (0;)  F;
w(i)(t;!) = 0 on (0;)   (!):
(4.14)
We note that the local eld q(i) plays the role of the local pressure
generated by ei. 2
The proof of the last theorem is rather lengthly and we omit it here.
Anyway, it can be performed by randomization of the proof devised
in [12] for the periodic homogenization, cf. also the proof of Theorem
3.1. In the case of nonhomogeneous initial condition an additiona telrm
appears in Eq. (4.12), cf. [48].
4.3 Ergodicity of dynamical system and comments
If T is ergodic on 
 then the displacement u and pressure p do not
depend on !. In such a case the Birkho theorem formulated in Sec.
2.1 implies that the operations E; ~ E can be replaced by ensemble
averaging. For instance, Darcy law (4.12) takes the form
hF(!)(v(t;x;!)   _ u(t;x)i =
1
%l
R t
0 (t   s)[F
l(s;x)   %l u(s;x)   rxp(s;x)]dx;
(4.15)
where
ij(t) = hF(!) _ w
(i)(t;!)  eji: (4.16)
The equation of motion (4.9) is then written as follows
(1   )%s(x) u(t;x) + %lhF(!)_ v(t;x;!)i
= divxh
nF(!)a(x;!)((t;x;!) + rxu(t;x)i
 hF(!)rxp(t;x)i   hF(!)r!p(1)(t;x;!)i
+(1   )F
s(t;x) + F
l(t;x):
(4.17)Stochastic homogenization and macroscopic modelling... 363
We recall that  = (F). In the periodic case  denotes the volume
fraction of pores.
If T is ergodic, the macroscopic elastic moduli ah(x) and the macro-
scopic stress tensor h0i(t;x); x 2 Q, are determined by
a
h
ijkl(x) = h
nF(!)aijkl(x;!) + aijmn(x;!)e
!
mn(
(pq))i; (4.18)
h0i(t;x) = h
nF(!)s0(t;x;!)i + hF(!)l0(t;x;!)i
= h
nF(!)s0(t;x;!)i   p(t;x)I:
(4.19)
Here I = (ij) and
s0(t;x;!) =
a(x;!)[rxu(t;x) + r!u1(t;x;!)] in Q  (
nF);
(4.20)

l0(t;x;!) = 
l0(t;x) =  p(t;x)I; in Q  F; (4.21)
u
(1)
m (t;x;!) = 
(pq)
m (t;x;!)epq(u(t;x)) + P
(m)(t;x;!)p(t;x):
The local strains e!
ij(
(pq)) are calculated as follows
e
!
ij(
(pq)) = (Di
(pq)
j + Dj
(pq)
i )=2:
The functions 
(pq)
m and P (m) are solutions to the following local equa-
tions posed on Q  
 (in fact Q  (
nF)):
Dj[
nF(!)(aijpq(x;!) + aijmnDm
(pq)
n (t;x;!))] = 0; (4.22)
Dj[
nF(!)(aijmn(x;!)DnP
(m)(t;x;!) + ij)] = 0: (4.23)
Hence we get
[aijpq(x;!) + aijmn(x;!)Dm
(pq)
n (t;x;!)]Nj = 0;
on (0;)   (!);
(4.24)
and
(aijmnDnP
(m)(t;x;!) + ij)Nj = 0; on (0;)   (!): (4.25)364 J. J. Telega, W. Bielski
We observe that in Eqs. (4.22){(4.25) the variables t;x are treated as
parameters. We also notice that the local problems are in fact posed
on innite domains: the elastic problem on G(!) and the local ow
problem on F(!) cf. Dal Maso and Modica [20,21], Gambin et al.
[23], Golden and Papanicolaou [24], Telega and Bielski [43], Torquato
[45]. In practice the local problems are posed on a suciently large
domain called a representative volume element (RVE), for instance a
cube. In general, the eective moduli depend on the choice of RVE.
Rigorously, the eective moduli are obtained by letting the dimensions
of the RVE tend to innity. Unfortunately, there are no practical
procedures to carry out such a theoretically lucid approach. Hence
the need for nding bounds on the eective moduli like permeability
coecients and elastic coecients, cf. Torquato [45].
The reader probably noticed that within the framework adopted
in the present paper the eective moduli Ah
ij and ah
ijkl depend on the
macroscopic variable x 2 Q. It means that the stochastic homoge-
nization procedure, primary developed by Bourgeat et al. [13], may
be qualied as nonuniform. Such a case is practically very important
since many materials possess macroscopically inhomogeneous proper-
ties, cf. for instance Adler and Thovert [3,4], Cowin[17,18]. What
does it mean mathematically? In fact, the operator ~ E involves the
dynamical system ~ T(y) : Q  
 ! Q  
 dened by, cf. [8,13,47,48]
~ T(y)(x;!) = (x;T(y)!); (x;!) 2 Q  
:
The last comment pertains the passage to the stationary case. This
is performed by letting t tend to innity, cf. [12]. The Darcy law
assumes then a more familiar form:
hF(!)v(x;!)i = K[F(x)   rxp(x)]; (4.26)
where
Kij =
1
%lhF(!)(r!w
(i)
1) : r!w
(j)
1 i: (4.27)
Now the local velocity w(i) is a solution to
r!q
(i)
1   !w
(i)
1 = ei in F;
div !w
(i)
1 = 0 in F:
(4.28)
Obviously, q
(i)
1 is the local pressure generated by ei.Stochastic homogenization and macroscopic modelling... 365
5 Stochastic multiscale convergence in the
mean
Materials with hierarchical microstructures are common in nature. For
instance, fractured reservoirs are modelled as materials possessing two
separated scales. cf. [4,46]. From the point of view of periodic homog-
enization such materials as called materials with double periodicity (or
double porosity), cf. [11,25,46]. Another striking examples are bio-
logical tissues like bone and soft tissues, [17,18,22,26]. Architecture of
those biological materials covers several separated scales and ranges
from nanometers to milimeters or even centimeters. Obviously, in the
case of geomaterials with hierarchical structure scales are on the orders
of magnitude larger. Another interesting example is provided by opti-
mal design for minimum compliance and optimal shape design [6,30].
It was shown that optimal structures are made of so-called laminates
of appropriate orders [6,30], i.e., hierarchical microstructures.
Periodic multiscale convergence was introduced by Allaire and Bri-
ane [7] as an extension of two-scale convergence. The latter was intro-
duced by Nguetseng [33] and developed by Allaire [5].
We observe that the multiscale convergence provides a rigorous
mathematical foundation for the so-called reiterated homogenization
in the case of not necessarily stationary problems. On the other hand,
the method of  -convergence can also be used to the determination of
materials with hierarchical architecture (microstructure), cf. [14, 44].
Unfortunately, this case of the reiterated homogenization is conned
to sequences of functionals with suitable mathematical properties.
The aim of the present section is to extend the stochastic two-
scale convergence in the mean to several microscopic scales. We note
that the intermediate scales are sometimes called mesoscales. In other
words, we intend to perform randomization of the periodic multiscale
convergence studied by Allaire and Briane [7].
Let "1;:::;"N be positive functions of " > 0 which converge to 0 as
" does. We make the following assumption:
(H)
The functions "1;:::;"N are assumed to be separated,
i.e. they satisfy lim
"!0
"k+1
"k
= 0 8k 2 f1;:::;N   1g:366 J. J. Telega, W. Bielski
For instance, the scales "k; 1  k  N may be successive powers of
the parameters of the parameter ". Then we have
"k = "
k for 1  k  N
and the assumption (H) is satised.
Each scales is now governed by a dynamical system Tk; k = 1;:::;N,
acting on 
k. Obviously, we now have to introduce N measure spaces
(
k;Fk;k). We assume that the spaces L2(
k); k = 1;:::;N are
separable, cf. [13,29,47,48]. The dynamical systems Tk; k = 1:::;N,
satisfy the conditions specied in Sec. 2.1.
Ergodicity of Tk is dened similarly as ergodicity of T in Sec. 2.1.
In considerations which follow we assume that each dynamical system
Tk on 
k is n-dimensional. However, from practical point of view,
it may be of importance to consider also lower dimensional dynamic
systems. For instance, it may happen that at a, say, scale i the dy-
namical system is one-dimensional. Then Ti denes a one-dimensional
dynamical system on 
i as a family fTi(x)jx 2 Rg of invertible maps
Ti(x) : 
i ! 
i satisfying the usual properties.
Thus we come to the central denition of this section.
Denition 5.1. A sequence fu"g">0 in L2(Q  
1    
N) is said
to (N + 1)-scale converge in the mean to u 2 L2(Q  
1    
N)
if for every   2 L2(Q  
1    
N),
lim
"!0
Z
Q
1
N
u
"(x;!1;:::;!N) (x;T1("
 1
1 x)!1;:::;TN("
 1
N x)!N)
dxd!1 :::d!N
=
Z
Q
1
N
u(x;!1;:::;!N) (x;!1;:::!N)dxd!1 :::d!N:
As we already know, periodic homogenization is a specic case of
stochastic one. It means that Denition 2.3 of Allaire and Briane
[7] is a specic case of denition just introduced. Moreover, we can
consider "mixed" homogenization, namely stochastic{periodic multi{
scale convergence. For instance one or several scales may be periodic
and the remaining ones still stochastic. To illustrate the notion ofStochastic homogenization and macroscopic modelling... 367
mixed stochastic{periodic homogenization consider the following 3{
scale mixed stochastic{periodic convergence.
Example 5.1. Let N = 2; 
1 = Y with d1 = dy and 
2 = 
; T2 =
T: As usual Y denotes the so-called basic cell [10,11,41]. Then a se-
quence u" in L2(Q
) 3{scale converges to u(x;y;!) 2 L2(QY 
)
if for every   2 L2(Q  Y  
) with  (x;;!) 2 C](Y ) for every
(x;!) 2 Q  
,
lim"!0
R
Q
 u"(x;!) (x;"
 1
1 x;T("
 1
2 x)!)dxdyd
=
R
Q
R
Y
R

 u(x;y;!)dxdyd:
Here C](Y ) is the space of continuous periodic functions. The reader
can now easily consider more complex mixed stochastic{periodic mul-
tiscale convergence.
The next result establishes a compactness property of stochastic
(N + 1)-scale convergence in the mean.
Theorem 5.1. Let fu"g">0 be a bounded sequence in L2(Q  
1 
  
N). Under assumption (H), one can extract a subsequence of
fu"g which stochastically (N + 1)-scale converges to u 2 L2(Q  
1 
  
N).
Proof. By Cauchy-Schwartz's inequality and the invariance of Tk with
respect to k; k = 1;:::;N, for all " > 0 and   2 L2(Q
1
N)
we have
  
R
Q
1
N u"(x;!1 :::;!N) (x;T1("
 1
1 x)!1;:::;TN("
 1
N x)!N)
dxd1 dN
  
 Ck kL2(Q
1
N);
where C = sup" ku"kL2(Q
1
N): The integral
R
Q
1
N u" 
dxd1 dN is a linear form on the space of test functions  , i.e. on
L2(Q  
1    
N). According to our assumptions this space is
separable. This form can be identied with a duality product hf"; i
where ff"g">0 is a bounded sequence of functionals still contained in
L2(Q  
1    
N). One can extract a subsequence weakly con-
vergent to a limit functional f. By the Riesz representation theorem,368 J. J. Telega, W. Bielski
there is a u 2 L2(Q  
1    
N) such that
lim
"!0
Z
Q
1
N
u
"(x;!1;:::;!N) (x;T1("
 1
1 x)!1;:::;TN("
 1
N x)!N)
dxd1 :::dN
= hf; i =
Z
Q
1
N
u(x;!1;:::;!N) (x;!1;:::;!N)
dxd1 :::dN
for each   2 L2(Q  
1    
N). 2
The next theorem is of paramount importance for applications to
homogenization problems in the case of materials with random hierar-
chical microstructure.
Theorem 5.2. Let X be a norm-closed convex subset of H1(Q): Sup-
pose fu"g">0 is a sequence in L2(Q  
1    
N) such that
(i) 8" > 0; u"(;!1;:::;!N) 2 X for 1  2  :::  N- a. e
(!1;:::;!N) 2 
1;:::;
N;
(ii) fu"g is bounded in L2(
;H1(
1  :::  
N)). Then there
exists u 2 H1(Q;I2(
1  :::  
N)); 
(k) 2 L2(Q  
1  ::: 

k 1;M2(
k))N such that, up to a subsequence, the following
conditions are satised:
(iii) for 12N  a. e.(!1 :::;N); u(;!1 :::;N) 2 X;
(iv) 
(k) is contained in L2(Q
1 
2 
k) - norm closure
of
L2(Q) 
 (range of r!1) 
  
 (range of r!k)
(v) fu"g (respectively, frxu"g) stochastically (N + 1){converges
in the mean to u(x;!1;:::;!N) (respectively, rxu+ PN
k=1 
(k)(x;!1 :::;!k)). 2
The proof of the above theorem is lengthly and will not be given here.
Anyway, it is an extension of Theorem 3.7 of Bourgeat et al. [13] and
of Allaire and Briane [7].
To better grasp condition (ii) we have to dene the space I2(
1 
  
k), k = 1;:::;N.Stochastic homogenization and macroscopic modelling... 369
A function f 2 L2(
1    
k) is said to be invariant for T =
(T1;:::;Tk) (relative to 12k) if for every x 2 Rn, fT(x) =
f (T1(x);:::;Tk(x)) = f; 12k-a.e. on 
1
2
k:
By I2(
1  
2    
k) we denote the subspace of functions in
L2(
1  
2    
k) which are invariant for T = (T1;T2;:::;Tk).
Similarly to Andrews and Wright [8], who considered only the case
k = 1, we could introduce the space Ip(
1
2
k); 1  p  1:
The operator E(1;:::;k) : L2(
1
2
k) ! L2(
1
2

k) is now dened as follows
(E(1:::;k)f)(!1;:::;!k)
= lim1!1(21) n limk!1(2k) n R
[ 1;1]n


R
[ k;k]n
f(T1(x)!1;:::;Tk(x)!k)dx
(5.1)
where the limits exist strongly in L2(
1  
2    
k) and also
pointwise (1  2    k){a.e. on 
 = (
1  
2    
k).
We observe that formula (5.1) is valid for f 2 L2(
1
2
k)
and (1  2    k){ a.e. in 
1  
2    
k. If k = 1, we
recover formula (2.14) where E1 = E.
We also introduce the space
M
2(
1  
2    
k) = kerE(1;:::;k): (5.2)
Obviously, M2(
1  
2    
k) = [I2(
1  
2    
k)]? or
L2(
1
2
k) = M2(
1
2
k)I2(
1
2
k).
The operator ~ E(1;:::;k) is introduced similarly to the operator ~ E de-
ned by (2.18). More precisely, we dene the mapping
~ T(1;:::;k)(y) : Q  (
1  
2    
k) ! Q  (
1  
2    
k)
by ~ T(1;:::;k)(y)(x;!1;:::;!k) = (x;T1(y)!1;:::;Tk(y)!k). Then
~ E(1;:::;k)g(x;!1;:::;!k) = E(1;:::;k)[g(x;;:::;)](!1;:::;!k); (5.3)370 J. J. Telega, W. Bielski
where g 2 L2(Q  (
1  
2    
k)). Formula (5.1) gives
~ E(1;:::;k)g(x;!1;:::;!k) =
lim
1!1
:::lim
k!1
(21)
 n  :::  (2k)
 n
Z
[ 1;1]n
:::
R
[ k;k]n
g(x;T1(y)!1;:::;Tk(y)!k)dy:
(5.4)
We observe that ~ E(1;:::;k)g does not depend on (!1;:::;!k) 2 
1

k provided that 1  2  :::  k is ergodic for T = (T1;:::;Tk):
Application to reiterated stochastic homogenization of stationary diu-
sion equation
To illustrate the general scheme of multiscale stochastic homogeniza-
tion we consider the following diusion or transport problem with
f 2 L2(Q) and " > 0:
 divx[A(x;T1("
 1
1 x)!1;:::;TN("
 1
N x)!N)rxu
"] = f in Q; (5.5)
u = 0 on @Q: (5.6)
Here Q is a bounded Lipschitz domain of Rn whilst A = A(x;!1;:::;!N)
is a symmetric nn matrix of functions dened on Q
1 :::
N
which satises the following conditions:
(i) Aij 2 L1(Q  
1  :::  
N); i;j = 1;:::;n;
(ii) there exist constants    > 0 such that for dxd1dN{
a.e. (x;!1;:::;!N) 2 Q  
1    
N;
jj
2  Aij(x;!1;:::;!N)ij  jj
2; 8 2 R
n:
We now wish to determine the limit behaviour as " ! 0 (homoge-
nization). Our subsequent theorem provides a procedure for the reit-
erated stochastic homogenization.
Theorem 5.3. Under assumption (H) on the separation of scales and
assuming further that the matrix A satises conditions (i), (ii), then
there exist u 2 H1
0(Q;I2(
1 
N)) and 
(k) 2 L2(Q
1 

k 1;M2(
k))n; k = 1;:::;N; with 
(k) contained in the L2(Q
1 Stochastic homogenization and macroscopic modelling... 371

k){closure of L2(Q)
(range of r!1)

(range of r!k); such
that fu"g and frxu"g stochastically two-scale converge in the mean
as " ! 0 to u and
rxu +
N X
k=1

(k)(x;!1;:::;!k);
respectively. Moreover, (u;u1;:::;uN) is the unique solution to
 div !NA(rxu +
N X
k=1

(k)) = 0; (5.7)
 div !kf ~ Ek+1;:::;N[A(rxu +
N X
j=1

(j))]g = 0; 1  k  N   1; (5.8)
 divxf ~ E1;:::;N[A(rxu +
N X
j=1

(j))]g = f: (5.9)
We recall that A and u depend on (x;!1 :::!N) whilst 
(j) on
(x;!1 :::!j): 2
The proof of this theorem is lengthy and is omitted here.
Consider now the specic case when T = (T1;:::;TN) is ergodic.
Then u does not depend on (!1 :::!N); i.e., u = u(x); x 2 Q, and is
the unique solution of the following homogenized equation
u 2 H
1
0(Q);  div(A
h(x)ru) = f in Q: (5.10)
The matrix of homogenized coecients (Aij(x)) is dened by the in-
ductive homogenization formulae
A
h
N = A(x;!1;:::;!N);
A
h
k = Ak(x;!1;:::;!k);
. . .
A
h = A
h(x)
9
> > > =
> > > ;
(5.11)
The matrix A
h
k(x;!1;:::;!k) is obtained by the stochastic two-scale
convergence in the mean of A
h
k+1(x;!1;:::;!k;Tk+1("
 1
k+1x)); here !1;:::;!k372 J. J. Telega, W. Bielski
play the role of parameters. Finally A
h(x) is obtained by the stochas-
tic two-scale convergence in the mean of
A
h
1(x;T1("
 1
1 x)): In other words, recalling that the dynamical systems
T1;:::;TN are now ergodic, we have
A
h
k(x;!1;:::;!k)a =
R

k+1
A
H
k+1(a + w(k+1)(x;!1;:::;!k;!k+1))dk+1
(5.12)
for all a 2 Rn, with w(k+1) 2 L2(Q
1
k;M2(
k+1))n solution
of
div !k+1[A
h
k+1(a + w
(k+1))] = 0; in 
k+1: (5.13)
Obviously in Eqs. (5.12) and (5.13) there is no summation over k.
The reader is advised to proceed further and nd formulae similar
to Eq. (3.16).
6 Final remarks
We used the method of stochastic two-scale convergence in the mean
developed by Bourgeat et al. [13] to two physical problems of randomly
porous media. This method oers many other possibilities of applica-
tions to not necessarily linear problems. From the theoretical point of
view, it would be interesting to know what are the relations between
the stochastic two-scale convergence in the mean and the stochastic
 -convergence developed in [1,20,21,40]. In the last two papers the
authors studied nonconvex problems, yet no precisely those arising in
nite elasticity.
In the last section of our paper we have only briey outlined an
extension of periodic reiterated homogenization to the stochastic case.
To this end we have generalized the stochastic two-scale convergence
in the mean and introduced the notion of stochastic multiscale con-
vergence in the mean. An alternative approach would consist in a
randomization of the iterated homogenization developed in the book
by Braides and Defranceschi [14]. These authors use the method of
 -convergence in the periodic case. The advantage of multiscale con-
vergence (periodic and stochastic) is that it applies to evolution prob-
lems whilst  -convergence is conned to sequences of functionals withStochastic homogenization and macroscopic modelling... 373
suitable mathematical properties. We know of no application of  -
convergence to evolution, say dynamic, problems.
Acknowledgements
The authors were partially supported by the State Committee for Sci-
entic Research (KBN, Poland) through the grant No 8 T07A 052 21.
The rst author was also partially supported through the grant No 7
T07A 043 18.
References
[1] Y.Abddaimi, G.Michaille and C.Licht, Stochastic homogenization
for an integral functional of a quasiconvex function with linear
growth, Asymptotic Anal., 15,(1997), 183{202.
[2] J.P.Adler, The geometry of random elds, Wiley, Chichester, 1981.
[3] P.M.Adler and J.-F.Thovert, Real porous media: Local geome-
try and macroscopic properties, Appl. Mech. Reviews, 51, (1998),
537{585.
[4] P.M.Adler and J.-F.Thovert, Fracture and fracture networks,
Kluwer, Dordrecht, 1999.
[5] G.Allaire, Homogenization and two-scale convergence, SIAM J.
Math. Anal., 23, (1992), 1482{1518.
[6] G.Allaire, Shape optimization by homogenization method,
Springer, New York 2002.
[7] G.Allaire and M.Briane, Multiscale convergence and reiterated ho-
mogenization, Proc. R. Soc. Edinburgh, 126A, (1996), 297{342.
[8] K.T.Andrews and S.Wright, Stochastic homogenization of ellip-
tic boundary-value problem with Lp{data, Asymptotic Anal., 17,
(1998), 165{184.374 J. J. Telega, W. Bielski
[9] A.Yu.Beliaev and S.M.Kozlov, Darcy equation for random porous
media, Commun. Pure Appl. Mathematics, 49, (1996), 1{34.
[10] A.Bensoussan, J.-L.Lions and G.Papanicolaou, Asymptotic anal-
ysis for periodic structures, North-Holland, Amsterdam, 1978.
[11] W.Bielski and J.J.Telega, Eective properties of geomaterials:
rocks and porous media, Publ. Inst. Geophysics, Pol. Acad. Sci.,
A-26(285), Warszawa 1997.
[12] W.Bielski, J.J.Telega and R.Wojnar, Macroscopic equations for
nonststionary ow of Stokesian uid through porous elastic skele-
ton, Arch. Mech. 51, (1999), 243{274.
[13] A.Bourgeat, A.Mikeli c and S.Wright, Stochastic two-scale conver-
gence in the mean and applications, J. reine angew. Math. 456,
(1994), 19{51.
[14] A.Braides and A.Defranceschi, Homogenization of multiple inte-
grals, Clarendon Press, Oxford, 1998.
[15] D.Cioranescu and P.Donato, An introduction to homogenization,
Oxford University Press, Oxford 1999.
[16] D.Cioranescu and J.Saint Jean-Paulin, Homogenization of reiter-
ated structures, Springer, New York, 1999.
[17] S.C.Cowin (ed.), Handbook of bone mechanics, CRC Press, Boca
Raton, 2001.
[18] S.C.Cowin, How is a tissue built?, J. Biomech. Eng., 122, (2000),
553{569.
[19] G.Dal Maso, An Introduction to  -convergence, Birkh auser,
Boston, 1993.
[20] G.Dal Maso and L.Modica, Nonlinear stochastic homogenization,
Ann. Mat. pura appl., 144, (1986), 347{389.
[21] G.Dal Maso and L.Modica, Nonlinear stochastic homogenization
and ergodic theory, J. reine angew. Math., 368, (1986), 28{42.Stochastic homogenization and macroscopic modelling... 375
[22] Y.C.Fung, Biomechanics: mechanical properties of living tissues,
Springer-Verlag, New York, 1993.
[23] B.Gambin, J.J.Telega and L.Nazarenko, Stationary thermoelas-
ticity and stochastic homogenization, Arch. Mech., 54, (2001), in
press.
[24] K.Golden and G.Papanicolaou, Bounds for eective parameters
of heterogeneous media by analytic continuation, Commun. Math.
Phys., 90, (1983), 473{491.
[25] U.Hornung, Homogenization and porous media, Springer, New
York, 1997.
[26] J.Huyghe, R.van Loon and F.T.P.Baaijens, We are all porous me-
dia, in: Proc.2nd Biot Conference, ed. by J.-L. Auriault, Balkema,
2002, in press.
[27] V.V.Jikov, Problems of function extension related to the theory of
homogenization, Di. Eqs., 26, (1990), 33{44.
[28] V.V.Jikov, Asymptotic problems connected with the heat equation
in perforated domains, Math. USSR - Sb., 71, (1992), 125{147.
[29] V.V.Jikov, S.M.Kozlov and O.A.Oleinik, Homogenization of
dierential operators and integral functionals, Springer-Verlag,
Berlin, 1994.
[30] T.Lewi nski and J.J.Telega, Plates, laminates and shells: asymp-
totic analysis and homogenization, World Scientic, Singapore,
2000.
[31] R.M uller and P.R uegsegger, Micro-tomographic imaging for the
nondestructive evaluation of trabecular bone architecture, In Bone
Research in Biomechanics, eds. G. Lowet, P. R uegsegger, H.
Weinans, and A. Meunier, IOS Press, Amsterdam, (1997), 61{79.
[32] F.Murat and L.Tartar, H-convergence, In Topics in the Mathe-
matical Modelling of Composite Materials, eds.A. Cherkaev and
R.V.Kohn, Birkh auser, Boston, (1997), 21{43.376 J. J. Telega, W. Bielski
[33] G.Nguetseng, A general convergence result for a functional related
to the theory of homogenization, SIAM J. Math. Anal., 20, (1989),
608{623.
[34] A.Pankov, G-convergence and homogenization of nonlinear partial
dierential operators, Kluwer Academic Publishers, Dordrecht,
1997.
[35] G.C.Papanicolaou, Macroscopic properties of composites bubbly
uids, suspensions and related problems, In Les M ethodes de
L'homog en eisation: Th eorie et Application en Physique, eds.D.
Bergman, J.L. Lions, G.Papanicolaou, L.Tartar and E.Sanchez-
Palencia, Eyrolles, Paris, (1982), 233{317.
[36] G.C.Papanicolaou and S.R.S.Varadhan, Boundary value problems
with rapidly oscillating random coecients, In Proc. Colloquium
on Random Fields: Rigorous Results in Statistical Mechanics
and Quantum Field Theory, Colloq. Mat. Soc. J. Bolyai, North-
Holland, Amsterdam, (1979), 835{873.
[37] U.Raitums, On the local representation of G-closure, Arch. Rat.
Mech. Anal., 158, (2001), 213{224.
[38] A.P.Roberts, Statistical reconstruction of three-dimensional porous
media from two-dimensional images, Phys. Review E, 56, (1997),
3203{3212.
[39] K.Sab, On the homogenization and simulation of random materi-
als, Eur. J. Mech. A/Solids, 11, (1992), 585{607.
[40] K.Sab, Homogenization of non-linear random media by a duality
method. Application to plasticity, Asymptotic Analysis, 9, (1994),
311{336.
[41] E.Sanchez-Palencia, E. Non-homogeneous media and vibration
theory, Springer-Verlag, Berlin, 1980.
[42] J.J.Telega, Stochastic homogenization: theoretical methods and
applications to randomly heterogeneous media, J. Multiscale
Comp. Eng., submittedStochastic homogenization and macroscopic modelling... 377
[43] J.J.Telega and W.Bielski, Flow in random porous media: eective
models, Computers and Geotech., 2002, in press.
[44] J.J.Telega, A.Ga  lka and S.Tokarzewski, Application of the reit-
erated homogenization to determination of eective moduli of a
compact bone, J. Theor. Appl. Mech., 37, (1999), 687{706.
[45] S.Torquato, Random heterogeneous materials: microstructure and
macroscopic properties, Springer, New York, 2001.
[46] S.Whitaker, The method of volume averaging, Kluwer Academic
Publishers, Dordrecht, 1999.
[47] S.Wright., On the steady-state ow of an incompressible uid
through a randomly perforated porous medium, J. Di. Equations,
146, (1998), 261{286.
[48] S.Wright, Time-dependent Stokes ow through a randomly perfo-
rated porous medium, Asymptotic Anal., 23, (2000), 257{272.
Stohasti cka homogenizacija i makroscopsko
modeliranje kompozita i te cenje kroz poroznu
sredinu
UDK 531.01, 532.528
Svrha ovog rada je uglavnom dvostruka. Prvo, stohasti cka dvoskalna
konvergencija u srednjem razvijena od Bourgeat i saradnika [13] se
koristi za izvodjenje slede cih makroskopskih modela: (i) difuzije u
slu cajnoj poroznoj sredini, (ii) nenstacionarno te cenje Stokes-ovog u-
ida kroz slu cajnu linearno elasti cnu poroznu sredinu. Drugo, metoda
vi seskalne konvergencije razvijena od Allaire-a i Briane-a [7] za slu caj
vi se mikroperiodi cnih skala je ovde pro siren na slu cajni raspored het-
erogenosti okarakterisan razdvojenim skalama (stohasti cka homoge-
nizacija sa reiteracijom).