Abstract. We propose a unified approach, based on methods from microlocal analysis, for characterizing the local solvability and hypoellipticity in C ∞ and Gevrey G σ classes of 2-variable semilinear anisotropic partial differential operators with multiple characteristics. The conditions imposed on the lower-order terms of the linear part of the operator are optimal.
Introduction
We consider a class of semilinear anisotropic equations with multiple characteristics in two variables (x, y) belonging to the set Ω := { x 2 + y 2 < δ}, δ sufficiently small, of the form , and so the nonlinearity involves derivatives of anisotropic order less than m− t. Our main aim is to propose a unified approach for a complete analysis of the influence of the lower-order terms of (1.2) on the solvability and hypoellipticity of (1.1) in the C ∞ category and in the Gevrey spaces G σ beyond the critical index m/(m − 1). The arguments in our proofs are based mainly on microlocal tools: pseudo-differential operators, wave front sets, allowing relevant simplifications in the study, and S m ρ,δ techniques. Some papers have been devoted to the study of this kind of problem; see, for example, Hounie-Santiago [HS] and Gramchev-Popivanov [GP] on the local solvability of semilinear partial differential equations in the case of simple characteristics, Gramchev-Rodino [GR] about Gevrey solvability for equations with multiple characteristics (see also Spagnolo [SP] and Kajitani-Spagnolo [KS] ), and Garello [G] regarding the inhomogeneous elliptic case; see alsoŠananin [S] on the C ∞ local solvability of equations of quasi-principal type and Lorenz [LO] regarding anisotropic operators with characteristics of constant multiplicity.
GIUSEPPE DE DONNO AND ALESSANDRO OLIARO
We consider an F that is C ∞ and nonlinear, and we assume that the coefficients in (1.2) are C ∞ . We always suppose that (1.3) d < m, b 0 (0, 0) = 0, F(x, y, 0) = 0.
We recall that the nonzero requirement on b 0 is an invariant nondegeneracy condition, usually required in the study of the local solvability and hypoellipticity of the linear operator (1.2) in C ∞ and in the Gevrey classes G σ , σ > m m−1 ; see for example , De Donno-Rodino [DR2] , in which Gevrey hypoellipticity for PDEs with high multiplicity is proved. Let us also observe that if b 0 (x, y) = 0, then the operator is quasi-elliptic; the results of hypoellipticity and local solvability are well known in this case. Regarding G σ data, see for example Marcolongo-Oliaro [MO] , in which the local solvability is proved in the n-dimensional case and under hypotheses on the quasi-principal symbol; in the present paper we admit less regular data f (x, y) with respect to the case studied in [MO] , but we add hypotheses on the lower-order terms. In this frame it will be convenient to use the Sobolev anisotropic space H is an algebra; cf.
the inhomogeneous Schauder estimates and Garello [G, Proposition 2.5] . Moreover, we define the anisotropic characteristic manifold
We recall the definition of the Gevrey anisotropic space G (q1,q2) (Ω).
Definition 1.1. Let q 1 > 1, q 2 > 1. We denote by G (q1,q2) (Ω) the set of all the functions f ∈ C ∞ (Ω) such that the following condition holds: for every compact K ⊂ Ω there exists a positive constant C K 
q1 (j!) q2 for every l, j ∈ Z + .
As usual, G (q1,q2) 0
(Ω) is the set of all the functions in G (q1,q2) (Ω) with compact support in Ω.
Let us state the main results. 
with k * = ml * + dj * . This clarifies, at least intuitively, the loss of derivatives
Remark 1.2. It is always possible to rephrase the previous assumptions in Theorem 1.1 directly on the coefficients of P . For example, if b 0 > 0 and m, d are odd, the conditions i), ii), iii) are respectively equivalent to:
* and l + l * both even or both odd, and a lj (x, y) ≡ 0 otherwise; iii ) b 0 (x, y) ≤ 0 (≥ 0) for j * and d+l * both even or both odd, and b 0 (x, y) ≡ 0 otherwise.
In the picture on the next page, which resembles the Newton polygon pictures, we show the geometrical meaning of hypothesis ii) in Theorem 1.1 (or equivalently assumption ii ) in Remark 1.2). We consider the operator of order m = 9 with d = 7:
is C ∞ and Gevrey hypoelliptic and C ∞ solvable by Theorem 1.1. We want to study now the case in which hypothesis i) in Theorem 1.1 is not satisfied: the basic idea is to refer to the Gevrey classes and transform the operator P in (1.2) into another operator that satisfies it. To this aim, we introduce the anisotropic Gevrey-Sobolev spaces H s,ψ τ,q,r (R × (−δ, δ) ), defined as the set of all L 2 functions for which
where q ≥ 1 is the Gevrey order, s > 0 the Sobolev index, and we take r ∈ (0, 1), τ > 0; ψ = ψ(y, ξ) is a nonnegative function belonging to the Hörmander class To every couple (Dx, Dy) = (l, j) with 9l + 7j < 7 · 9 ,
In the hypoellipticity region 7(9 − 1 2 ) < 9l + 7j < 7 · 9 there are three candidates to give anisotropic order
We have (l * , j * ) = (6, 1), a61(x, y) > 0 and
The anisotropic order of the other
, so we do not require any assumptions.
Fix t > 1 − r and assume that the coefficients of P in (1.2) are analytic and for (x, y, ξ, η) ∈ Σ δ one of the following conditions holds: 
The study of the weakly hyperbolic equation (1.1) resembles the study of degenerate parabolic equations, in that under suitable hypotheses equation (1.1) behaves like them in regard to local solvability and hypoellipticity in the C ∞ category and in some Gevrey spaces
In Theorem 1.2 we require that the nonlinearity is analytic with respect to (x, y, ∂ l x ∂ j y u). One encounters highly nontrivial difficulties in getting hard analysis type estimates on composition of nonanalytic Gevrey nonlinearities, and in the paper Gramchev-Rodino [GR] different Gevrey norms involving power series of finite Sobolev-type norms are used. A possible analogue of Theorem 1.2 could be proved in the anisotropic case for nonanalytic Gevrey nonlinearities, and this will be the subject of a future paper.
We point out that in hypotheses [a] and [b] of Theorem 1.2 the exponent m − 1 plays the role of j * in assumptions ii) and iii) of Theorem 1.1. In fact, for a suitable
contains all the terms of P and an additional pseudo-differential term
, we have to require m ≥ 4. The theorem applies, of course, also in the case when the assumption on the a lj is empty; in this case we recapture the result of [MO] .
Passing to the standard isotropic Gevrey classes G σ (Ω), defined by the estimates
we may conclude that equation (1.1) is locally solvable for f ∈ G m dr 0 (Ω). We observe that under assumption i) in Theorem 1.1 we obtain solvability in C ∞ , as well as C ∞ hypoellipticity, while for the operator P and Theorem 1.2 we only get local solvability in G 
We also observe that if m and d are even and b 0 (0, 0) < 0, the operator is quasielliptic and we may apply known results; cf. Mascarello-Rodino [MR] and Rodino [RO] .
Let us compare our result with the previously known ones. For the sake of brevity we limit our attention to a model of the form (1.2) with d = m − 1, where we fix attention on the case x = 0, y = 0:
( 1.9) Let us analyze first the case β 2 = γ = µ 1 = µ 2 = 0. For α = β 1 = 0 the operator (1.9) is not hypoelliptic; observe also that for α = 0, β 1 = 0, h = 1, (1.9) is not hypoelliptic and not locally solvable, cf. Corli [C] . For α = 0, β 1 = 0, h even, (1.9) is hypoelliptic and locally solvable, despite the fact that b 0 (0, 0) = 0, cf. Menikoff [M] , Popivanov [P1] , Roberts [R] ; for both α, β 1 = 0 and h even, the operator (1.9) is not hypoelliptic if h is sufficiently large with respect to q ≥ 1, cf. . If j * is even, then (ii) implies a lj ≡ 0 for odd j < j * ; as a corresponding example of hypoelliptic and locally solvable operator consider (1.9) with β 1 = β 2 = 0, αγ > 0, h even (j * = 2). The order m has to be chosen sufficiently large to satisfy the assumption m−1 2 > j * . Now we discuss for the preceding examples the problem of local solvability in terms of Gevrey classes, arguing in the isotropic spaces G σ (Ω). Concerning (1.9) with h even, to which we may add arbitrary perturbations of lower anisotropic order, we have σ-local solvability for σ < m m−2 . This follows from Theorem 1.2, and is also a consequence of Marcolongo-Oliaro [MO] . The result is sharp, in the sense that when α = 0 and h = 1 (1.9) is not σ-locally solvable for σ > m m−2 , see Corli [C] . For α, β 1 = 0, β 2 = 0, it was proved by Popivanov-Popov [PP] and Popivanov [P2] that (1.9) is not C ∞ locally solvable, and recently for h even, Marcolongo [MA] 2) vanish of high order at the origin, then the lower-order terms have no influence on the local solvability. As an example we consider the operator
which is C ∞ locally solvable and C ∞ hypoelliptic for k ≤ 4 3 l; see the arguments in the book by Gramchev and Popivanov [GP1, Theorem 3.1 and Chapter 4] , and see also Theorem 3.1 in Gramchev [GG] . We also observe that by applying Theorem 1.2 we obtain Gevrey G σ local solvability, σ < 5 3 , for k > 4 3 l, too.
Gevrey-Sobolev spaces
As a preparation for the proof of Theorem 1.2, in this section we study a class of Gevrey-Sobolev spaces defined on the strip R × (−δ, δ), δ > 0. These spaces have been introduced in the n-dimensional case in [MO] ; here we prove some results that will be used in the next sections for the local solvability of (1.1).
Definition 2.1. We define the Gevrey-Sobolev space H s,ψ τ,q,r (R × (−δ, δ) ) as the set of all functions f ∈ L 2 (R × (−δ, δ)) such that (1.8) holds. Writing p = 1 q , we shall say that ψ(y, ξ) is a weight function of order (r, p). The operator e τ ψ(y,Dx) acts on the function f in the following way:
the definition of H We need to introduce suitable equivalent norms on the spaces H s,ψ τ,q,r (R× (−δ, δ) ). First we recall that the following identities hold:
for every k, j ∈ Z + , where the symbols of the pseudo-differential operators q ((−δ, δ) × R). In particular, we obtain that 
Definition 2.2. We say that a function f belongs to the space H
, s ≥ 0; let t and h be such that
where D x l and D y l are the pseudo-differential operators with symbols |ξ| l and |η| l , respectively; we write (ξ, η) for the dual variables of (x, y).
Remark 2.2. Let us suppose that p 1 , p 2 ∈ Q, and let s be a positive integer such that p j s is an integer, j = 1, 2. By Lemma 2.1 we have that an equivalent norm in H s (p1,p2) (R 2 ) is given by the following expression: (R 2 ) that extends u. Moreover, we can find a constant C such that: (−δ,δ) ) . This lemma can be proved using an argument similar to the one developed in the isotropic case by Egorov and Schulze in [ES, Theorem 27 ]. The proof is omitted.
)) with p a rational number and s a positive integer such that ps is an integer; we write Θ for R × (−δ, δ). Then there exists a function
respectively. So if s is an integer such that ps is an integer and f ∈ H s p (R × (−δ, δ)), using Lemma 2.2 and Remark 2.2 we can prove that an equivalent norm in the space H s p (R × (−δ, δ) ) is given by the following expression:
. Theorem 2.1. Let us fix s > 0, τ > 0, r ∈ (0, 1], p ∈ (0, 1] and assume that s is a positive integer such that ps is an integer. Then the following norms are equivalent:
Proof. (a) ⇔ (b). Using Lemma 2.1 and Lemma 2.2 we obtain
, by Remark 2.2 and Lemma 2.2 we have 
In the opposite direction we may use similar arguments. By the same arguments we have (c) ⇔ (d).
Now we prove some important results that will be used in Section 3 for the solvability of the semilinear equation. Proof. First we observe that H s,ψ τ,q,r ⊂ H t,ψ τ,q,r for s > t; then, without loss of generality, we may assume that s is a positive integer such that ps is an integer. By Theorem 2.1 we can write
with the same constant C K as in Definition 1.1, depending on s. For every integer k, applying the Fourier transform with respect to x we can find b ∈ R, depending on supp f , such that
It follows immediately that (1 + |ξ|)
q for all integers k, where we suppose C ≥ 1. So we have
Since ψ(y, ξ) is a weight function of order (r, p), we can find a constant C such that 
where u β and v γ stand for the partial Fourier transform with respect to x of u β and v γ respectively. The function ψ(y, ξ) being essentially subadditive with respect to ξ, it follows immediately that e τ ψ(y,ξ)−τ ψ(y,ξ−µ)−τ ψ(y,µ) ≤ e C , and so
Since we have required s > p+1 2p , at least one of the inequalities
4p must be satisfied. Let ρ > 0 be such that
Using Lemma 2.2 and Young's estimates, we have
4p − ρ, by the Hölder inequality and (2.7) we have
The same arguments allow us to show that (l p+1
. So (2.10) holds. By interpolation, the result remains valid for every s > s 0 .
3. Analysis of the linear equation and proof of Theorems 1.1 and 1.2
Let us consider the operator (1.2), where we take the coefficients b 0 (x, y) and a lj (x, y) in the space G (q1,q2) (Ω) with 1 < q 1 < m dr , q 2 > 1. We choose t in (1.2) in such a way that there exist two integers l and j for which l where t is given by the following expression:
The symbol M(b) stands for the decimal part of b, and
We deal with the local solvability at the origin of the equation
P as in (1.2); so it is not restrictive to multiply the coefficients b 0 (x, y) and a lj (x, y)
(Ω) with support in a neighborhood of the origin. Thus, we can suppose that b 0 (x, y) and a lj (x, y) are compactly supported. Now we fix a weight function ψ(y, ξ) of order r, d m , essentially subadditive with respect to ξ; for every s ≥ s 0 and τ we consider the anisotropic Gevrey-Sobolev space H
For an arbitrary real number q ≥ 1 we set: δ) ). Moreover, the operator P (x, y, D x , D y ) can be regarded as a continuous map
,r,loc (Ω), or also as a continuous map
,r (Ω). Now let us consider the following operator:
By Remark 2.1 and the previous considerations we have
and, moreover,
Now we want to analyze the conjugate operator P (x, y, D x , D y ); to this aim we start from the following proposition. (3.6) where the symbols q −j(q−r) (x, y, ξ) of the operators Q −j(q−r) (x, y, D x ), j = 1, 2, satisfy the following conditions: (y,Dx) and using the standard properties of the oscillatory integrals, we easily obtain that the symbol q a (x, y, ξ) of the operator Q a (x, y, D x ) is given by
where we write d (3.8) where
From (3.8) and the standard properties of the Fourier transform it follows immediately that
−2(q−r) (x, y, ξ) . Using the Leibniz rule, Definition 1.1 and the fact that ψ ∈ S (Ω × R); so we have only to prove that q
First we obtain by induction on n that for every j, k ∈ Z + there exists a constant C jk such that
Using the Leibniz rule and the estimate (3.9), it is easy to deduce that for every fixed N , q
(Ω × R).
Now we consider q (2)
−2(q−r) (x, y, ξ) . Let us observe that, ψ(y, ξ) being essentially subadditive with respect to ξ, we get e τ ψ(y,ξ+tη)−τ ψ(y,ξ) ≤ e C(1+|η|) pr ; moreover,
1,0 ), and to the inequality
So we obtain, using Faà di Bruno's estimate, that
Using (3.9) with ξ + tη instead of ξ, the previous estimate and the fact that
Reasoning as in the proof of Theorem 2.2, we find that, if a(
. Using this fact, the estimate (3.10) and the Leibniz rule, we have
since pr < 1, taking N sufficiently large, depending on j and k, we obtain that the symbol q −2(q−r) (x, y, ξ) = q
Definition 3.1. Let us consider a function a(x, y, ξ, η) ∈ C ∞ (Ω × R 2 ) and define
We say that a (x, y, ξ, η (Ω × R 2 ).
in (3.13) has the sym-
(Ω × R 2 ), as is easy to prove since ψ ∈ S rp 1,0 . Proof. Using the identities (2.2)-(2.4) and Proposition 3.1, we get D y ). In the expression of the symbol of the last operator, let us analyze, for example, the term a(x, y)q
In general, using the Leibniz rule, the estimates on ψ ∈ S (Ω × R) for k = 1, 2, we obtain:
where λ(ζ) = |ξ| d m +|η| is the anisotropic norm; cf. the expression of the anisotropic Sobolev spaces in Definition 2.2:
is the anisotropic characteristic manifold of p (x, y, ξ, η) in (3.16); letting Λ be a neighborhood of Σ, we denote by Γ the set Ω × Λ, and we state the following:
+ and for all K ⊂⊂ Ω we have, with suitable constants L α,β,γ,θ and B, that (3.20) |D s − m (x, y, ξ, η) )#ϑ (x, y) (1 − (ξ, η) ) and let E 0 be the pseudo-differential operator of symbol e 0 . By construction we obtain P E 0 = ϑ(x, y)(1 − (D x , D y ) (x, y, ξ, η) )#χ (x, y) (1 − κ(ξ, η) 
