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Summary
Two main topics were discussed in this Phd thesis. a) An experimental part concerning
the characterization of soft magnetic thin films by ferromagnetic resonance (FMR) and
b) a theoretical part, where numerical simulations of the magnetization inversion of
thin films by a spin polarized current were performed.
a) In the case of ultra thin films (a few nanometers) the broadband ferromagnetic
resonance experiment has a limited sensitivity, since the absorption is only a small part
of measured signal, and depends directly on the volume of the sample. An interferome-
ter setup was implemented, in order to circumvent this problem. The FMR interferom-
eter with two identical diode detectors and a lock-in amplifier was implemented. The
experimental signal-to-noise ratio was improved two to three times in comparison to
standard state-of-the-art vector network analyzer based experiments. The experiment
worked for thicknesses down to 3 nm of Py with in plane anisotropy, but was not able
to successfully identify absorptions in ultra thin films (< 2 nm) with perpendicular
anisotropy.
Amorphous FeSiB thin films presentingmagnetostriction have been investigated for
decades for energy and sensors applications. They are very soft magnetic films, with
high magnetization saturation. The magnetic properties of those films can be tuned by
thermal annealing, releasing the quenched-in stresses. There have been just a few re-
ports in the literature about the microwave dynamic magnetic properties on these films.
𝐹𝑒78𝑆𝑖9𝐵13 thin films with 80 to 300 nm thickness progressively annealed from 200⁰C
to 325⁰C were characterized by FMR. These materials possess a notable state exhibiting
stripe domains regime, where several absorption modes were found, and this peculiar
domain configuration was investigated in detail with experiments and micromagnetic
simulations to evaluate the possibility of using these films for magnonic applications.
The Magnetization saturation obtained was 𝑀𝑠 = 1.65 T and the magneto-elastic en-
ergy could not be exactly quantified due to accuracy issues, but was in close to al-
ready published results by our group. The Gilbert damping was found between 1.5 and
2.7 × 10−3, which is surprisingly low for amorphous thin films. The microwave oscil-
lation modes observed in a specific magnetic configuration exhibiting stripe domains
were identified by micromagnetic simulations.
b) Recently Field free switching ofmagnetic nano elements by spin polarized current
have been achieved experimentally. The spin current is generated due to an electric
iii
current passing through a heavy metal underlayer by spin Hall effect. This is very
promising for spintronic applications, such as magnetic random access memories. In
order to obtain the switching in perpendicular anisotropy films, the energy symmetry
of the system needs to be broken spatially. The symmetry of the system can be broken
mainly in two ways: either by introducing a tilt in the anisotropy axis or by applying
an external bias field using a heavy metal antiferromagnet such as IrMn or PtMn. In
this thesis a comparison is presented between the two methods, done both analytically
and by macrospin simulations. We have shown that the energy barrier is degraded by
the use of a bias field, and thus the tilt method has more potential for minimization and
faster operation speed.
iv
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Chapter 1
Introduction
Magnetic phenomena have been a subject of study since ancient past, since the discov-
ery of the lodestone attracting pieces of iron. Modern magnetism started with William
Gilbert, with his treaty De Magnet in 1600, where, to explain the behavior of compasses
he proposed the Earth to be a magnet itself[1]. From the 1820s onward, the relationship
between electricity and magnetism began to be investigated, and these investigations
culminated with Maxwell’s equations at the end of the century. Since then, magnetism,
electricity and optics were unified in the electromagnetic field.
All materials respond to an external magnetic field, albeit in a different manner.
Materials can then be classified depending on their response to a magnetic field.
Diamagnetism occurs when the electron cloud of the material is repelled by Fara-
day’s law due to the magnetic field, and the resulting magnetic moment is in the direc-
tion opposite to the field. All materials are Diamagnetic, but the effect is usually small
as long the external field is not abnormally large.
Paramagnetism is present in many metals and oxides, where the spin of uncoupled
electrons is free to align with the magnetic field. The effect is stronger than Diamag-
netism, but smaller than the thermal agitation at room temperature, and thus is only
seen in the presence of an external magnetic field.
Ferromagnetism and Antiferromagnetism, on the other hand, are present even in
the absence of an external field. They derive from the Heisenberg interaction, which
aligns neighboring free electron spins either parallel or anti-parallel. For Ferromag-
netism, the interaction is strong in transition metals with an incomplete 3d shell, more
specifically Iron, Nickel and Cobalt; and in rare earths with an incomplete 4s shell such
as Gadolinium. These phenomena are irreversible, meaning that once a sample is mag-
netized it will remain magnetized even in the absence of an external magnetic field. The
lodestone mentioned in the first paragraph, is a ferromagnetic material1.
1Actually a ferrimagnetic material, pertaining to a subgroup of ferromagnetic materials
1
Introduction
Ferromagnetic materials are widely used in a range of applications: sensors, actu-
ators, transformer cores, inductors and for data storage. The dimension of ferromag-
netic materials influences directly in their magnetic properties, and it the past decades
research has been focused on nanometer scale magnets. Two relevant applications of
nanosized thin films are the data storage disk and read-out sensors of hard drives. Giant
magneto resistance allowed to read smaller and smaller data elements through electric
signals, and opened the whole new field of spintronics.
Spintronics relates to several phenomena connecting spin polarized currents and
magnetism - and it was verified that it is possible to switch magnetization of a magnetic
element through a spin current even in the absence of an external magnetic field.
The original work that was carried out in this thesis is divided in two major parts:
the first part is devoted to the characterization of amorphous FeSiB ferromagnetic thin
films including their interesting microwave properties; the second part is related to
spintronics, the comparison by simulation of two field-free switching magnetization
methods. In both parts, all the physics employed was already available and well es-
tablished, and my original contribution to the research is associated to the study of the
magnetic and the spintronic behavior of specific materials, for possible high relevance
technology applications. The first chapter is the introduction. The second chapter cov-
ers the fundamentals of dynamics of magnetization used throughout the text. Magne-
tization dynamics are described using an analogy with a spinning top. The description
starts from the Landau-Lifhstiz-Gilbert equation and its solution for the uniform pre-
cession mode, or the ferromagnetic resonance. The ferromagnetic resonance is a well
understood phenomenon that can be used to obtain certain magnetic properties of ma-
terials, such as the anisotropy and losses. A detailed description of the underlying mag-
netic phenomena necessary to model experimental cases is described, together with the
specific solution for uniaxial anisotropy thin films. Finally, the Landau-Lifshtiz-Gilbert-
Slonczewski equation is presented, with the added torques caused by a spin current, of
specific relevance to the field of spintronics.
The third chapter covers experimental methods used in this thesis, and concerning
the ferromagnetic resonance. In the first part the experimental setups and data analysis
fittings procedures are detailed, together with their limitations. In the second part an
attempt is presented to implement an improvement of the experimental setup using
interferometry techniques.
The fourth chapter covers the characterization of amorphous FeSiB thin films. The
thin films present stresses quenched-in during deposition, which influence their mag-
netic properties. Further thermal treatments at different temperatures progressively
released the internal stresses. Ferromagnetic resonance was used to characterize these
films and their stress, and the analysis was supported by micromagnetic simulations.
The fifth chapter is related to the theoretical background. It is the comparison be-
tween two families of methods to attain the switching of a ferromagnetic layer in the
absence of an external magnetic field. We show that the switching is possible by ex-
ploiting the spin polarization of an electric current passing through an adjacent heavy
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metal layer. However, the energy barrier landscape symmetry of the system needs to
be broken to successfully complete the switching on a thin film with perpendicular
anisotropy. This is done either by introducing a fixed bias field from one of the lay-
ers, or tilting the anisotropy axis by a few degrees. The investigation was done both
analytically - to understand the energy landscapes - and numerically - to observe the
trajectories taken by the magnetization. Both results are then combined for the com-
parison.
3
4
Chapter 2
Magnetization Dynamics
2.1 Introduction
Magnetization dynamics investigates how the trajectory of the magnetization evolves
in time. It is of great importance, being used from the understanding of several complex
magnetic phenomena to characterize materials. This chapter lays the groundwork of
physical concepts used for both the experimental and simulation procedures in this
thesis.
The chapter starts with an introduction of the Landau-Lifshitz-Gilbert equation,
an analogous equation to a spinning top, and the main equation in the field. It then
follows to the description of magnetic energies and their connection to the effective
field. Ferromagnetic Resonance is described and how to obtain a general equation to
each specific case defining the magnetic energies of interest. This general equation is
then used to describe the uniaxial anisotropy case, which is commonly used in thin film
and extensively in this thesis.
Last, the Landau-Lifshitz-Gilbert-Slonczewski equation is described, of interest to
the subfield of spintronics. It is the same as the Landau-Lifshitz-Gilbert equation, except
of two additional terms related to the change of magnetization by a spin current.
2.2 Angular momentum and spin
Being a fundamental particle, the electron has its physics governed by quantum me-
chanics. It is thus considered a one dimensional point in space, with two properties:
electric charge and spin. The electric charge properties and its consequences are well
explained by the classical Maxwell equations, from electrical currents to generation of
magnetic fields and electromagnetic waves. However, the spin, i.e., its intrinsic mag-
netic moment, cannot be directly explained by classical physics.
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The first direct experimental observation of the spin, the Stern-Gerlarch experi-
ment [2, 3], is one of the stepping stones of the development of the quantum mechan-
ics. The experiment consisted in sending a beam of silver atoms through a gradient of
magnetic field - they were then deflected and concentrated in two discrete points, ei-
ther up or down. Initially, the experiment was developed to verify the hypothesis from
the Bohr-Sommerfeld model that the orbital angular momentum of silver atoms where
quantized, since by the classical model a continuous of points should be detected. In
reality though, it not only invalidated the classical mechanics but also created problems
for the Sommerfeld model - which predicted 3 points of deflection. They were solved
after the introduction of the concept of a spinning electron, by George Uhlenbeck and
Samuel Goudsmit and it was later modeled by Pauli [4].
Fundamental particles then have an intrinsic property analog to an angular mo-
mentum. It is as if they ”spin” around their axis, albeit being one dimensional objects.
The Stern-gerlach experiment can be used to probe also the spin of charged particles
(as the electron), as long as there is an electrical field to compensate the deflection by
the Lorentz force 1. The electron then is found to have two values of spin, ±1/2ℏ, in
the direction of the discretization (defined by the inhomogeneous field direction on the
experiment).
Ferromagnetism has its roots on the Heisenberg interaction, given by the dot prod-
uct of two neighboring spins. Electrically non-compensated atoms are then either at-
tracted (ferromagnetism) or repulsed (antiferromagnetism). Thus, one may argue that
magnetism is a purely quantum phenomena, and should be treated and dealt as such.
However, inmaterials one is dealingwith large amounts of atoms grouped together, that
gives birth to spontaneous magnetization which behaves in a continuous way, without
quantization. Together with the wave mechanics approach of quantum mechanics, the
resultant equations are often inconvenient, happening to be over complicated with the
phenomena in question to be studied.
Therefore, a semi-classical approach is used. The idea is of treating the magnetic
moments as sums of spins grouped together, and use an analogue of classical newtonian
mechanics of motion for rotating rigid bodies. The image is that of a spinning top,
precessing due to the force of gravity 𝐹𝑔 (see Fig.2.1.a). The total torque of the system
⃗𝜏𝑡𝑜𝑡𝑎𝑙 is equal to the torque caused by the gravity on the rotating body 𝜏𝑔:
𝜏𝑡𝑜𝑡𝑎𝑙 = 𝜏𝑔. (2.1)
Since 𝜏𝑡𝑜𝑡𝑎𝑙 is the rate of change in time 𝑡 of the angular momentum 𝑑?⃗?/𝑑𝑡, and the 𝜏𝑔
depends in the lever arm 𝑑, one gets:
𝑑?⃗?
𝑑𝑡
= 𝑑 × 𝐹𝑔. (2.2)
1𝐹 = 𝑞?⃗? + 𝑞𝑣 × ?⃗?
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Figure 2.1: The precession of a magnetic moment as an analogue of a rapidly spinning
top. a) The spinning top vectors and torque. b) magnetic moment suffering a torque
from the effective field.
The spin of an 𝑖 electron 𝑆𝑖 is an angular momentum, and their sum the magnetization
?⃗? of the body:
?⃗? =∑
𝑖
𝑆𝑖. (2.3)
The torque suffered by such magnetization in an applied field ?⃗?𝑒𝑓𝑓
2 is comparable to
𝜏𝑔, as long as the ratio between the angular momentum and magnetic moment, i.e. the
gyromagnetic ratio 𝛾, is considered (Fig.2.1.b):
𝑑?⃗?
𝑑𝑡
= −𝛾𝜇0?⃗? × ?⃗?𝑒𝑓𝑓. (2.4)
The last equation does not agree with experimental observations though. The pre-
cession of the magnetization is observed to be a damped oscillation, and thus in Eq.2.4 it
is missing a second torque responsible for losses on the system (see Fig.2.2), which was
introduced by ”hand” by Landau and Lifshitz in 1935 [5]. The Landau-Lifshitz equation
is:
𝑑?⃗?
𝑑𝑡
= −𝛾𝜇0?⃗? × ?⃗?𝑒𝑓𝑓 −
𝜆
𝑀2𝑠
?⃗? × (?⃗? × ?⃗?𝑒𝑓𝑓), (2.5)
where 𝜆 is a phenomenological damping parameter and𝑀𝑠 the saturation magnetiza-
tion.
2In ferromagnetic materials, the magnetization suffers the torque from the external applied field and
its own generated field. This effective field is denoted by ?⃗?𝑒𝑓𝑓, and will be dealt with in the following
sections.
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Figure 2.2: Vector scheme with the added damping torque.
However, the Laundau-Lifshitz equation does not properly work for larger magnetic
dampings, causing a slight mismatch between experiments and theory in this cases. To
solve this, Gilbert in 1955 [6] proposed a time dependent term, and justified it through
Lagrangian equations of motion. Known as the Landau-Lifhshitz-Gilbert equation, is
given by:
𝑑?⃗?
𝑑𝑡
= −𝛾(1 + 𝛼2)𝜇0?⃗? × ?⃗?𝑒𝑓𝑓 −
𝛼
𝑀𝑠
?⃗? ×
𝑑?⃗?
𝑑𝑡
, (2.6)
where ?⃗?𝑠 is the saturation magnetization, 𝛼 is the Gilbert damping and ?⃗?𝑒𝑓𝑓 is the
effective field felt by the magnetization:
?⃗?𝑒𝑓𝑓 = −
1
𝜇0
∇?⃗?𝐹 (?⃗?), (2.7)
where 𝐹 is the magnetic free energy density of the system.
Both equations are equivalent, with the following relation:
𝛼 =
𝜆
𝛾𝑀𝑠
, (2.8)
𝛾∗ = (1 + 𝛼2)𝛾. (2.9)
The largest damping 𝛼 observed in the 1950s was of about 0.1, and as such the
(1 + 𝛼2) correction is about 1%. In this thesis, all dampings are smaller then 0.01, and
the correction on 𝛾 will not be considered.
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The LLG equation is non-linear, meaning there is no universal analytical solution.
However, there are analytical solutions to specific cases, considering the sample com-
pletely magnetic saturated with𝑀 ≈ 𝑀𝑠, as in the case with the modes of oscillation.
The magnetization can precess uniformly (FMR), or not, generating spin waves in anal-
ogy to oscillations in a rope. The equation can also be solved numerically, both in a
macrospin or micromagnetic approach. In the macrospin approach, the magnetization
is considered to be a single unit vector, and the ?⃗?𝑒𝑓𝑓 terms are introduced as separate
fields each generating a different torque. On the other hand, with the micromagnetic
approach the magnetic sample is broken into many small regions, solving the LLG for
each one of those.
The analytical solution of the ferromagnetic resonance will be presented in the next
sections, and it is used for the analysis of the experimental data obtained in this thesis.
The micromagnetic and macrospin approaches will be used in chapters 4 and 5 respec-
tively, and will be described in detail there.
2.3 Magnetic Free energy
In a ferromagnetic material, the magnetization suffers a torque not only by the applied
external field, but also from internal fields from and the magnetization of neighboring
regions. We define the effective field as:
⃗𝐻𝑒𝑓𝑓 = −
1
𝜇0
∇?⃗?𝐹 (?⃗?), (2.10)
where 𝐹 is the magnetic free energy density of the system.
Subjected to their own field generated by its strong magnetization, ferromagnetic
materials display several interesting phenomena. They can generate domains with
different magnetization directions and magnitudes, anisotropy due to shape and crys-
talline arrangement, field dependent internal stresses, etc. These effects are mainly a
consequence of a complex interplay between the exchange and magnetic dipolar field
interactions. Since these phenomena were found experimentally in different specific
situations, it is common practice to model them separately. The free magnetic energy
terms are:
𝐹 = 𝐹𝑍𝑒𝑒𝑚𝑎𝑛 + 𝐹𝑠 + 𝐹𝑐𝑟𝑦𝑠 + 𝐹𝑚−𝑠 + 𝐹𝑒𝑥 + 𝐹𝐷𝑊 (2.11)
where:
• 𝐹𝑍𝑒𝑒𝑚𝑎𝑛: the dipolar energy from the torque of themagnetizationwith the applied
field;
• 𝐹𝑠: the shape anisotropy energy;
• 𝐹𝑐𝑟𝑦𝑠: the crystalline anisotropy energy;
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• 𝐹𝑚−𝑒: the magnetoelastic energy
• 𝐹𝑒𝑥: exchange interaction energyootnotein the spin waves context[7];
• 𝐹𝐷𝑊: magnetic domain wall energy.
Each of these terms will be described in the following pages, with emphasis on the
terms most important for the chapters 4 and 5. They will all be described in a system
of spherical coordinates defined by the magnetization vector (see Fig.2.3)
̂𝑒𝜌 =
⎡
⎢
⎢
⎣
sin 𝜃 cos𝜙
sin 𝜃 sin𝜙
cos 𝜃
⎤
⎥
⎥
⎦
; ̂𝑒𝜃 =
⎡
⎢
⎢
⎣
cos 𝜃 cos𝜙
cos 𝜃 sin𝜙
− sin 𝜃
⎤
⎥
⎥
⎦
; ̂𝑒𝜙 =
⎡
⎢
⎢
⎣
− sin𝜙
− cos𝜙
0
⎤
⎥
⎥
⎦
; (2.12)
êx
êy
êzθ
φ
êρ êφêθM
Figure 2.3: Spherical coordinates as a function of the magnetization direction ?⃗?
Zeeman energy
The Zeeman energy is the torque exerted on the magnetization by the applied field. It
is at a maximum when the vectors are orthogonal to each other, and minimum when
parallel. It is defined as:
𝐹𝑍𝑒𝑒𝑚𝑎𝑛 = −
1
𝑉 ∫𝑉
?⃗? ⋅ ?⃗?𝑑𝑉, (2.13)
the magnetic induction 𝐵 = 𝜇0(𝐻 +𝑀) gives two terms:
𝐹𝑍𝑒𝑒𝑚𝑎𝑛 =
1
𝑉
− 𝜇0∫
?⃗? ⋅ ?⃗?𝑑𝑉 − 𝜇0∫
?⃗? ⋅ ?⃗?′𝑑𝑉 . (2.14)
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The first term on the left side of this equation is uniform in the volume as long as the
sample is fully magnetized, and the integral is straightforward. The second term, how-
ever, depends on the boundary conditions on each sample. It will generate an external
field, opposing the change in magnetization known as the demagnetizing field, and it
will be described in the following section.
The Zeeman energy in spherical coordinates is:
𝐹𝑍𝑒𝑒𝑚𝑎𝑛 = 𝜇0𝐻𝑀𝑠(sin 𝜃 sin𝜙). (2.15)
2.3.1 Demagnetizing field and shape anisotropy
The magnetization of a ferromagnetic material is strong enough to interact with itself
- generating an internal field which may oppose or help the torque of an external field.
Named as the demagnetizing field, it depends on the shape of the material. This effect is
a de facto anisotropy: by applying an external field one will need less field to magnetize
in the longest direction of the material against the shortest. For example, in a thin film,
less field is needed to magnetize in the plane of the sample, against perpendicular to
plane.
The demagnetizing field is a consequence of the interaction between the magnetic
dipoles inside the material. They compensate each other internally, but accumulate on
the boundaries of the material, with the magnetic flux closing on the opposite direction.
The consequence is a strong field𝐻𝑑 acting to demagnetize the material (see Fig2.4).
Hd
M
Figure 2.4: Vector scheme for the integration of the demagnetizing field of a generic
magnetic sample.
To calculate the demagnetizing field, one needs to integrate the magnetic potential
over the surface and volume magnetic charges of a material:
𝜙𝑀(𝑟) = −
𝜇0
4𝜋 ∫𝑉
∇′ ⋅
?⃗?(𝑟′)
|𝑟 − 𝑟′|
𝑑𝑉 ′ +
𝜇0
4𝜋 ∮𝑆
̂𝑛 ⋅
?⃗?(𝑟′)
|𝑟 − 𝑟′|
𝑑𝑆′. (2.16)
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Figure 2.5: 𝐻𝑑 the demagnetizing field of a generic magnetic sample.
A scheme of the integration vectors can be seen on Fig.2.5. If the sample is fully mag-
netized in one direction, ?⃗? is uniform in the space and thus ∇ ⋅ ?⃗?(𝑟′) = 0, and we are
left with:
𝜙𝑀(𝑟) =
𝜇0
4𝜋
?⃗? ⋅
∮𝑆
̂𝑛
1
|𝑟 − 𝑟′|
𝑑𝑆′, (2.17)
where ̂𝑛 is the unit vector perpendicular to the surface and 𝑑𝑆′ the surface infinitesimal
element.
Now, the demagnetizing field is given by 𝐻𝑑 = −∇𝜙𝑀, and will depend uniquely
on the geometry of the sample. For an ellipsoidal material we have:
𝐻𝑑 = −?̄??⃗? , (2.18)
where ?̄? is the rotational ellipsoid tensor, respecting𝑁𝑎 +𝑁𝑏 +𝑁𝑐 = 1:
𝑁 =
⎡
⎢
⎢
⎣
𝑁𝑎 0 0
0 𝑁𝑏 0
0 0 𝑁𝑐
⎤
⎥
⎥
⎦
. (2.19)
In this thesis, all the samples are thin films, which we approximate with an oblate
ellipsoid. Thus, 𝑁𝑎 = 𝑁𝑏 = 0 and 𝑁𝑐 = 1. Comparing with the Zeeman energy
(Eq.2.13), but changing the applied field for the demagnetizing field we have:
𝐹𝑠 = −
𝜇0
2
?⃗? ⋅ 𝐻𝑑
=
𝜇0
2
𝑀2𝑠 cos
2 𝜃. (2.20)
Hence, this energy is part of the effective field, accounting for the anisotropy caused
by the shape of the sample. In the plane of a thin film 𝜃 = 𝜋/2, and 𝐹𝑠 = 0. If one now
tries to switch to an out-of-plane magnetization, 𝐹𝑠 is maximum and the applied field
will have to compete against it to switch the magnetization. It is a uniaxial anisotropy,
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in the sense that it depends only on 𝜃. This anisotropy energy then works in favor of
maintaining themagnetization in the plane of the sample [8]. There are other two forms
of anisotropy, one originated from the crystalline structure and the from the internal
stresses of thematerial. In this thesis, the samples we used are either amorphous (FeSiB)
or present negligible crystalline anisotropy (𝑁𝑖20𝐹𝑒80).
Crystalline anisotropy energy
The crystalline lattice influences the preferred magnetization directions in a ferromag-
netic material, generating an internal field that acts with or against the applied field
depending on the direction of the magnetization. In a crystalline lattice, there are three
different couplings possible: spin-spin, spin-lattice and spin-orbit. The spin-spin cou-
pling comes from the Heisenberg interaction and is isotropic, not contributing to the
anisotropy.
The spin-lattice coupling comes from the crystalline field. This field is a conse-
quence of the interaction of electric field generated by the uncompensated spins on
neighboring atoms, distorting their electric charge distribution. Depending on the ele-
ment or alloy, it will favor certain structures: e.g. tetragonal, hexagonal and variations.
In the case of Iron and Nickel, at room temperature it is found to be cubic, with body
centered and face centered respectively. In this cases, the electric cloud of each atom
on the vertices is elongated on the direction of the axis of the cube, coupling with the
lattice.
Applying a magnetic field, the spins of the uncoupled electrons should be free to
align to the field, but the orbital magnetic moments are not. This effect is known as the
angular momentum quench. However, the spins are also coupled to their orbits by the
spin-orbit coupling. Thus, the applied field needs to overcome the spin orbit coupling
from the site, which in turn depends on the lattice directions and symmetry.
The role of the spin-orbit coupling in the crystalline anisotropy are well established,
but predictions of its intensity from first principles are seldom reliable. More so, even
the spin density in an axis does not corresponds in an easy or hard axis. For example,
the highest atomic density direction on a body centered structure (as iron) is [111] and
results in a hard magnetization axis, while in face centered structures (as Nickel) is
[110], which is a medium hard axis. Therefore, the crystalline anisotropy is treated in a
phenomenological fashion, as an expansion of the direction cosines 𝛼1, 𝛼2, 𝛼3 from the
angles between the magnetization and the cristalline axis, and for a cubic system is:
𝐹𝑐𝑟𝑖𝑠 = 𝐾0 + 𝐾1(𝛼
2
1𝛼
2
2 + 𝛼
2
2𝛼
2
3 + 𝛼
2
3𝛼
2
1) + 𝐾2(𝛼
2
1𝛼
2
2𝛼
2
3), (2.21)
where𝐾0,𝐾1 e𝐾2 are the anisotropy constants. In spherical coordinates, this equation
takes the form:
𝐹𝑐𝑟𝑖𝑠 = 𝐾0 + 𝐾1(
sin2 𝜃 sin2 𝜙 + cos2 𝜃
4
+ cos2 𝜃) sin2 𝜃 + 𝐾2(
sin2 2𝜙
16
sin2 2𝜃) (2.22)
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Another way of writing the energy for a general system is:
𝐹𝑐𝑟𝑖𝑠 = 𝐾0 + 𝐾1(𝑢 ⋅ ?⃗?)
2 + 𝐾2(𝑢 ⋅ ?⃗?)
4 (2.23)
where 𝑢 and ?⃗? are direction unitary vectors of the crystalline axis and themagnetization
respectively. Thus, an hexagonal close packed system like Co, the anisotropy takes the
form of a uniaxial one:
𝐹𝑐𝑟𝑖𝑠 = 𝐾0 + 𝐾1 sin
2 𝜃 + 𝐾2 sin
4 𝜃 (2.24)
Magnetoelastic energy
The strain of a material is defined by 𝜆 = Δ𝑙/𝑙, where Δ𝑙 is the variation and l is the
length. When a material is exposed to a magnetic field, the alignment of its magnetic
moments and/or electron clouds generate a strain, called magnetostriction (see Fig.2.6).
It is a weak effect, often neglected. Ferromagnets with strong magnetization, however,
may present strains of the order of 10−5 and compared to the thermal expansion coef-
ficient in typical metals and alloys (≈ 2𝑥10−7 1/K), this strain would be equivalent to
the expansion due to 0.5 K [8], which is still relatively small, but combined with stress
may have important consequences in the magnetic permeability and magnetization be-
havior.
The origin of magnetostriction is the spin-orbit interaction and the non spherical
shape of the atoms due to the electron cloud distribution. The first ties the atoms to a
crystalline structure, and the second may generate a strain depending on their physical
orientation at their sites inside the structure. In the case of a cubic crystalline structure,
such as iron, the [100] directions (edges of the cube) expand when the material is mag-
netized in these directions. This fact means that the material is longer on the direction
of [100], and not perfectly cubic as the X-ray crystallography results show.
FM materials often are polycristalline, meaning they are composed with a variety
of randomly oriented crystalline grains. However, deposition conditions often favor a
preferred orientation of these grains, or a texture. The magnetostriction is then given
by 𝜆𝜃 as a function of the angle between the strain and magnetization direction (𝜃) is
[8]:
𝜆𝜃 =
3
2
𝜆𝑝(cos
2 𝜃 −
1
3
) (2.25)
where 𝜆𝑝 is the magnetostriction polycristalline constant. Typical values are −7×10
−6
for Fe and −34 × 10−6 for Ni[8]. Here it is considered an isotropic approximation of
the magnetostriction, or that is equal in every crystallographic direction. This is a good
approximation only for materials without a well defined texture, as some polycristalls
and amorphous materials.
In the presence of stress 𝜎, a change in magnetization is observed mediated by the
magnetostriction. Depending on the strength of the stress, this reverse phenomenon
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may have profound impacts on the shape of the hysteresis curves, reducing or increas-
ing the applied field necessary to magnetic saturation, acting as an extra internal field.
The energy stored in the system by the stress, or the magnetoelastic energy 𝐸𝑚𝑒, is
simply the work done on the material by the former as a function of the angle between
the stress and the magnetization 𝜃 3:
∫
𝐸𝑚𝑒
0
𝑑𝐸𝑚𝑒 = −𝜎∫
𝜆𝜃
𝜆𝑝
𝑑𝜆 (2.26)
𝐸𝑚𝑒 =
3
2
𝜆𝑝𝜎 sin
2 𝜃. (2.27)
Thus, the combination of stress andmagnetostriction results in a uniaxial anisotropy,
and can be written in the form:
𝐸𝑚𝑒 = 𝐾𝑚𝑒 sin
2 𝜃, (2.28)
with𝐾𝑚𝑒 = 3/2𝜆𝑝𝜎. with its hard or easy axis as function of its sign. If it is compressive
it is negative, or tensile if positive.
H=0
H
L
ΔL
Figure 2.6: Illustration of the magnetostriction effect. Since the atoms are not com-
pletely spherical, the applied magnetic field changes the electron cloud distribution
due to the spin orbit coupling, and a change in the dimension of the material can be
observed.
2.3.2 Exchange energy
The main phenomenon in ferromagnetism is the Heisenberg interaction: −𝐽𝑆1 ⋅ 𝑆2.
In a ferromagnetic medium, neighboring spins tends to become aligned, making them
3It is just the area below a stress x strain curve
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behave as a single identity over large portions of the material. Ferromagnets can them
be treated as a continuous medium, as a function of the sum of the spin moments in
that region, i.e, the magnetization.
Small variations of orientation between these regions can them be seen as a dot
product - with an increase in the system energy caused by the misalignment of the
magnetization. As such the energy in a continuous medium should depend on the gra-
dient of the magnetization in all directions. If the change in the direction are not too
abrupt, one can perform a Taylor expansion and obtain[9, 7]:
𝐹𝑒𝑥 =
𝐴
𝑀2𝑠
(∇?⃗?)2 (2.29)
where 𝐴 is the exchange interaction constant. 𝐴 is a phenomenological interpretation
of the exchange constant in the material, changing its value for different materials and
alloys.
Competingwith the other energy terms, specially the anisotropy ones, the exchange
energy has important consequences. One of them is the formation of domain walls,
which will be briefly covered in chapter 5. Another is the exchange length 𝑙𝑒𝑥:
𝑙𝑒𝑥 =
√
2𝐴
𝜇0𝑀
2
𝑠
(2.30)
The exchange length is the distance in which the neighboring spins behave as one sin-
gle entity, and it is used to give physical meaning to micromagnetic calculations. In a
fully magnetized material, in the directions when the dimensions are bigger than the
exchange length, a phase difference in the precession between neighboring regions may
occur, generating spin waves.
2.4 Magnetic damping
Themost commonmeasurement of damping is the Gilbert magnetic damping 𝛼 of equa-
tion 2.6. It is defined as dimensionless quantity and strictly positive. Experimentally, it
is mainly obtained either by time-resolved or frequency domain linewidth in FMR ex-
periments, as in this thesis, and the technique used will be used and described in detail
in the following sections and in Chapter 3. The obtained raw parameter from FMR char-
acterization is often referred as 𝛼𝑒𝑓𝑓, since it is a combination of several physical pro-
cesses converting the magnetic oscillations (precession) in lattice vibrations (phonons)
and consequently heat.
The processes involved in the damping of the precession are divided in two broad
categories: intrinsic and extrinsic phenomena. The intrinsic damping is related to phe-
nomena that are inherent of the material or alloy of interest, and would be present even
in an ideal perfect sample without any kind structural defects. The extrinsic damping
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covers phenomena caused by structural defects, such as surface roughness, holes, crys-
talline discontinuities and impurities.
The intrinsic damping is a combination of a group of effects, all caused by the same
underlying physical process: the conversion of magnons (local oscillations of magne-
tization) into phonons (local vibration of atoms in their sites). This is caused by dis-
tortions of the electron band structure in the material, mainly by spin-orbit coupling
(SOC).
On the other hand, the extrinsic damping is originated from inhomogeneities in the
structure of the material, such as crystalline grains, defects and doping materials. Since
there are local structural differences in the material, the extrinsic damping might re-
flect in a non completely uniform precession of the FMR, generating a phase difference
between the oscillations from region to region, i.e, spin-waves. These spin-waves in-
teract with the main uniform mode and with themselves, increasing the linewidth and
the damping. This effect is known in the literature as two-magnon scattering.
Spin pumping and spin-mixing at interfaces are common in FM samples with an
adjacent NM material, especially heavy metals. The spin angular momentum is trans-
ferred through the interface into the NM metal by SOC, generating a spin current, that
might even reflect back inside the FM. All this scattering causes another channel of en-
ergy dissipation, increasing the linewidth.
Hence, the intrinsic damping comprehends all the phenomena that are associated to
a material, and does not change from sample to sample, while the extrinsic damping are
from small variations on fabrication conditions, andmay change from sample to sample.
2.5 Uniformprecession and Ferromagnetic resonance
The Eq. 2.6 is non-linear, and with no universal analytical solutions. Nevertheless, it
can be solved by means of approximations for specific situations of interest. In the case
of the FMR, which is defined by a uniform precession of the magnetic moments of the
material around the effective applied field𝐻𝑒𝑓𝑓, the analytical solution can be found by
setting the component of the magnetization vector to have the same magnitude as the
saturation magnetization𝑀0 ≈ 𝑀𝑠. In other words, if the precession is small enough
to cause a negligible effect on the magnetization.
Using this approximation, one cannot utilize standard static magnetization experi-
ments anymore, since they rely directly on the magnetization. By utilizing the Poyint-
ing theorem and the Maxwell equations, one can find the relationship of the absorbed
alternated current (AC) power (generating an AC oersted field ℎ⃗ acting on a magnetic
material), and the magnetic susceptibility 𝜒 [10]:
𝑃𝑎𝑏𝑠 = −
1
2 ∫𝑉
𝜔𝜒″|ℎ⃗|2𝑑𝑉 + 𝑖
1
2 ∫𝑉
𝜔(1 + 𝜒′)|ℎ⃗|2𝑑𝑉 (2.31)
where 𝑉 is the volume of the magnetic material, 𝜔 the frequency in radians per second,
𝜒′ and 𝜒″ the real and imaginary parts of the susceptibility.
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Thus, one can measure 𝜒 by means of an AC field on a magnetic material at the res-
onance. In other words, it is of interest to understand how the resonance conditions,i.e.,
the applied field and the frequency are related to each other to extract magnetic con-
stants imbued in the effective field. Hence, we are now interested in two solutions of
the linearized LLG equation: one for the susceptibility 𝜒(𝜔) and another one for the
resonance frequency 𝜔(𝐻).
2.5.1 Magnetic susceptibility at the resonance
For this solution, the effects of the effective field are not considered, as if there were
only the applied field 𝐻. The magnetization ?⃗? and applied field ?⃗? vectors are given
by:
?⃗? = ?⃗?0 + ⃗𝑚(𝑡); (2.32)
?⃗? = ?⃗?0 + ⃗ℎ(𝑡); (2.33)
where ?⃗?0 and ?⃗?0 , ⃗𝑚(𝑡) and ⃗ℎ(𝑡) are respectively the static and alternating components
of the magnetization and applied field. These are then inserted on the LLG equation,
considering the alternating components in the form ∝ exp[𝑖𝜔𝑡]. Since 𝑀0 ≈ 𝑀, the
resulting equation of motion is:
𝑑?⃗?
𝑑𝑡
= 𝛾𝜇0?⃗?𝑠 × ℎ⃗. (2.34)
The equation of motion can then be rewritten in the following way:
?⃗? = ̄𝜒?⃗? (2.35)
where ̄𝜒 is the Polder susceptibility vector:
̄𝜒 =
[
𝜒 𝑖𝜅
−𝑖𝜅 𝜒]
. (2.36)
Finally, the solution is found to be4:
𝜒+ = 𝜒
′
+ + 𝑖𝜒
″
+ ; (2.37)
𝜒′+ =
𝜔𝑚(𝜔0 − 𝜔)
(𝜔0 − 𝜔)2 + 𝜔2𝛼2
; (2.38)
𝜒″+ =
𝜔𝑚𝛼𝜔
(𝜔0 − 𝜔)2 + 𝜔2𝛼2
; (2.39)
4The full step by step solution can be found at [11, 12]
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where 𝜔𝑚 = −𝛾𝜇0𝑀𝑆 and 𝜔0 = −𝛾𝜇0𝐻0.
The normalized plot of the real and imaginary parts of 𝜒+ can be seen in Fig.2.7.
The imaginary component is responsible for the power loss at the resonance, and the
real part for a phase dispersion. Here 𝜒+ is different due to considerations of the geom-
etry of the alternating field, since we approximate it to be only with one perpendicular
component, as if in a TEM (transverse electromagnetic mode) case, of specific interest
for experiments.
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Figure 2.7: Centered and normalized resonance plot of the real (𝜒′+) and imaginary (𝜒
″
+ )
susceptibility components as a function of frequency. The vertical lines are highlighting
the FWHM and its relationship between the imaginary and real components.
The linewidth of the absorption derived from the imaginary component of 𝜒+ car-
ries information about the magnetic losses. It is thus a term of great importance, and is
defined as the full width at half maximum (FWHM) of the𝜒″+ peak in Fig.2.7 . Its rela-
tionship to 𝜒 is given by:
Δ𝜔 = 𝜔2 − 𝜔1 = 2𝛼𝜔0 (2.40)
This relation is found by subtracting the the value of two solutions𝜔2 and𝜔1 of𝜒
″(𝜔) =
𝜒″(𝜔𝑟𝑒𝑠)/2.
One can them extract the resonance conditions and FWHM from the absorbed power.
The next step is to find how these conditions are connected to each other, or more
precisely, to the effective field𝐻𝑒𝑓𝑓 in order to obtain the magnetic anisotropy.
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2.5.2 Smith-Beljers Formula
The next formula was developed by Smith and Beljers in [13]. It is a general way to
obtain the resonance dispersion relations, by defining the free magnetic energy density
terms of the system of interest. The resonance dispersion relations are defined by:
𝜔𝑟𝑒𝑠 = 𝛾𝐻𝑒𝑓𝑓 (2.41)
and the effective field𝐻𝑒𝑓𝑓:
?⃗?𝑒𝑓𝑓 = −
1
𝜇0
∇?⃗?𝐹 (?⃗?). (2.42)
Basically, the solution to be found connects the free magnetic energy 𝐹 of the system
with the effective field and the resonance frequency. The gradient acting on 𝐹 is on
the magnetization axis system of coordinates, that is not necessarily the same as the
applied field one. It is compulsory then to use the appropriate coordinate system, and
it is more convenient doing so a spherical reference frame, which was already defined
in 2.3:
̂𝑒𝜌 =
⎡
⎢
⎢
⎣
sin 𝜃 cos𝜙
sin 𝜃 sin𝜙
cos 𝜃
⎤
⎥
⎥
⎦
; ̂𝑒𝜃 =
⎡
⎢
⎢
⎣
cos 𝜃 cos𝜙
cos 𝜃 sin𝜙
− sin 𝜃
⎤
⎥
⎥
⎦
; ̂𝑒𝜙 =
⎡
⎢
⎢
⎣
− sin𝜙
− cos𝜙
0
⎤
⎥
⎥
⎦
; (2.43)
In this new system, the same linearization condition of small precessions of the last
section is used:
?⃗? = 𝑀𝑠 ̂𝑒𝜌 (2.44)
𝜃 = 𝜃0 + 𝛿𝜃; 𝛿𝜃 << 𝜃0 (2.45)
𝜙 = 𝜙0 + 𝛿𝜙; 𝛿𝜙 << 𝜙0 (2.46)
So that the magnetization vector has the fixed magnitude of the saturation magnetiza-
tion𝑀𝑠, and it is allowed to have small oscillations 𝛿𝜙 and 𝛿𝜃 around the equilibrium
position 𝜃0 and 𝜙0. For example, in a thin film, when the applied field is either perpen-
dicular or parallel to the sample surface, the equilibrium position of the magnetization
will be the same as of the applied field.
The general formula is given by:
𝜔𝑟𝑒𝑠 = 𝛾
∗(1 + 𝛼2)1/2
1
𝑀𝑠 sin 𝜃0
[𝐹𝜃𝜃𝐹𝜙𝜙 − 𝐹
2
𝜃𝜙]
1/2
(𝜃=𝜃0,𝜙=𝜙0)
, (2.47)
and the linewidth by:
Δ𝜔 =
𝛼𝛾∗
𝑀𝑠
[𝐹𝜃𝜃 + (sin
2 𝜃0)
−1𝐹𝜙𝜙](𝜃=𝜃0,𝜙=𝜙0) (2.48)
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Formally there is a (1+𝛼2)1/2 factor in these equations, but are significant only with
high damping of around 0.1 , and while the values found in this thesis are in the order
of 10−3.
2.5.3 Uniaxial anisotropy solution
Since all the uniaxial energy terms (𝐹𝑢𝑛𝑖 = 𝐹𝑠ℎ𝑎𝑝𝑒 + 𝐹𝑐𝑟𝑦𝑠 + 𝐹𝑚−𝑒) have the same form,
changing only by a constant, they can be grouped together with a 𝐾𝑒𝑓𝑓 constant
5:
𝐾𝑒𝑓𝑓 = −
1
2
𝜇0𝑀
2
𝑠 + 𝐾𝑐𝑟𝑦𝑠 + 𝐾𝑚−𝑠 (2.49)
From now on, it is possible to obtain an equation to extract 𝐾𝑒𝑓𝑓 from experiments.
This is extremely helpful, since one can use the same method for different samples as
long as their anisotropy depends only in one axis. Hence, for a fully magnetized thin
film with uniaxial anisotropies the free magnetic energy is:
𝐹 = 𝐹𝑍𝑒𝑒𝑚𝑎𝑛 + 𝐹𝑠ℎ𝑎𝑝𝑒 + 𝐹𝑐𝑟𝑦𝑠 + 𝐹𝑚−𝑒 (2.50)
= −𝜇0?⃗? ⋅ ?⃗? + 𝐾𝑒𝑓𝑓 sin
2 𝜃 (2.51)
Defining:
𝜇0𝐻𝐴 ≡
2𝐾𝑒𝑓𝑓
𝑀𝑠
[𝑇 ], (2.52)
one can substitute it on Eqs.2.47 and 2.48 and obtain the general ferromagnetic reso-
nance equation for uniaxial anisotropic materials:
𝜔𝑟𝑒𝑠
𝜇0𝛾
2
= [𝐻 cos(𝜃𝐻 − 𝜃0) + 𝐻𝐴 cos 2𝜃0] ⋅ [𝐻 cos(𝜃𝐻 − 𝜃0) + 𝐻𝐴 cos
2 𝜃0]; (2.53)
and the linewidth:
Δ𝜔 = 𝛼𝛾𝜇0[2𝐻 cos(𝜃𝐻 − 𝜃0) + 𝐻𝐴(3 cos
2 𝜃0 − 1)], (2.54)
with the equilibrium angle 𝜃0 given by
6:
𝐻 sin(𝜃𝐻 − 𝜃0) = 𝐻𝐴 sin 𝜃0 cos 𝜃0. (2.55)
The equilibrium condition is an implicit non-linear equation, and it can be solved only
numerically. It cannot be substituted in Eqs.2.53 and 2.54. However, it does have trivial
solutions if the measurement is performed with the applied field H either in-plane (𝜃 =
𝜋/2) or out-of-plane of the sample (𝜃 = 0).
5the terms can be added remembering that: cos2 𝜃 = 1 − sin2 𝜃
6the angles 𝜙 and 𝜙0 are not relevant, since it is a uniaxial anisotropy system!
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To this end, the equations for the in-plane field are:
𝜔𝑟𝑒𝑠 = 𝛾𝜇0√𝐻
2
𝐴 −𝐻
2, 𝑖𝑓 |𝐻𝐴| > |𝐻|; (2.56)
= 𝛾𝜇0√𝐻[𝐻 −𝐻𝐴], 𝑖𝑓 |𝐻𝐴| < |𝐻|; (2.57)
and for the out-of-plane field:
𝜔𝑟𝑒𝑠 = 𝛾𝜇0[𝐻 −𝐻𝐴] 𝑖𝑓 |𝐻𝐴| < 𝐻 (2.58)
The linewidth for both in-plane and out-of-plane orientations is given by:
Δ𝜔 = 2𝛼𝛾𝜇0[𝐻 −𝐻𝐴], (2.59)
The normalized solutions for each combination of IP and OOP anisotropies and
fields are plotted in Fig.2.8. By fitting the experimental resonance data with these equa-
tions, one can obtain the anisotropy field 𝐻𝐴, and its effective constant 𝐾𝑒𝑓𝑓. A step
by step example will be shown in the next chapter.
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Figure 2.8: Normalized resonance frequency as a function of IP and OOP static fields.
Plots 1 and 2 with IP static field; 3 e 4 with OOP; 𝐾𝑒𝑓𝑓 < 0 e 𝐾𝑒𝑓𝑓 > 0 respectively.
2.6 Spin transfer torques
When there is an electron flow in a ferromagnetic material, the spins in the current are
randomly oriented, and their average effect on themagnetization is zero. However, if by
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any means they become polarized, they interact to exert a torque on the magnetization.
The phenomena is called either spin transfer torque (STTs) [14] or spin orbit torque
(SOTs) [15], depending on the physical origin of the spin polarization mechanism.
The first theoretical prediction of STTs came at the end of the 1970s by the group of
L. Berger, when they predicted a canting on domain walls caused by an electron current
[16, 17], followed by an experimental verification of domain wall motion in 1980s [18,
19]. Withmmwide Py thin films, the necessary current for moving the domainwall was
< 40 A (1 ∼ 2𝑥10−11 𝐴𝑚−2). It did not sparked much interest in the community, until
the discovery of the interlayer exchange coupling [20] and giant magneto resistance
[21, 22], following the development magnetic tunnel junction (MTJ) devices.
The MTJs are a trilayer structure, two ferromagnets separated by an ultrathin non
magnetic insulating barrier. If both ferromagnetic layers have the same orientation of
magnetization, the resistance is minimum, if they have opposite orientation, the resis-
tance across the barrier is maximum. The mechanism is due to the spin polarization
of the electron current passing through the first FM layer. The polarized current then
interacts with the magnetization of the second layer, increasing its scattering and con-
sequently the electrical resistance. At the end of the 1990s Slonczewski [23] predicted
that a dc current flowing perpendicular to the plane in such kind of device could switch
the layer’s magnetization, and the low resistance of the layers could tolerate the high
currents necessary to produce the effect, which was called STT.
It was found later that a greater degree of spin polarization can be achieved in heavy
metals, due to their high spin orbit coupling. An electron current flowing trough the
thickness of aHM thin filmwill produce a flux of spin currentwith opposite orientations
on its surfaces (known as the Spin Hall effect). If one of the surfaces is now attached to
a ferromagnetic layer, its magnetization will feel the torque from the transferred spin
current. Here, since the underlying cause is the spin orbit coupling and the spin Hall
effect, the torques are called spin orbit torques.
The torques are referred as damping-like (𝑎𝑗) and field-like (𝑏𝑗) torque. The first has
an opposite direction to the damping, and the second one acts as an extra external field
(see Fig. 2.9). The LLG equation with added torques is then:
⃗𝑑𝑀
𝑑𝑡
= −𝛾(1+𝛼2)𝜇0?⃗? × ⃗𝐻𝑒𝑓𝑓−𝜇0?⃗? ×𝑏𝑗 ̂𝑝−
𝛼
𝑀𝑠
?⃗? ×
⃗𝑑𝑀
𝑑𝑡
−
𝑎𝑗
𝑀𝑠
?⃗? ×(?⃗? × ̂𝑝). (2.60)
There are several interesting consequences of these added torques. For example, the
electrical current flowing through the film cross section can be set in such a manner to
make the damping-like torque fully compensate the magnetic damping - allowing the
system to precess indefinitely as an oscillator (see Fig.2.10). If attached to another HM
layer on the opposite side of the FM, this layer will then generate an electric microwave
current by the inverse spin Hall effect.
Another consequence is the possibility of obtaining a complete inversion of the
magnetization in an adjacent film layer as a function of the spin polarized current in-
tensity, as can be seen in the loop in Fig.2.11.
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Figure 2.9: Spin transfer torque added vector scheme on the LLG equation.
For the two examples mentioned above the anisotropy was set to an in-plane easy
axis (𝐾 < 0). The case with out-of-plane easy axis is of more interest to technological
applications, but comes with some caveats. It will be explored in more detail on chapter
5.
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Figure 2.10: Spin transfer torque induced oscillator. The field like torque 𝑏𝑗 is set to
zero, and the damping like 𝑎𝑗 is set to compensate the Gilbert damping. Hard axis on ̂𝑧
direction. No external field applied, only a current.
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Figure 2.11: Final magnetization as a function of the STT induced torques. 𝑏𝑗 = −𝑎𝑗, in
red decreasing from positive to negative, in blue otherwise. Hard axis on ̂𝑧 direction.
No external field applied.
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Chapter 3
Experimental Methods
In this chapter the experimental methods utilized in this thesis will be described, more
specifically about the ferromagnetic resonance experiment.
The first section covers the basics about the ferromagnetic resonance experiment,
from a brief historical introduction to modern broadband experiments. Afterwards is
detailed the functionality of the two common approaches for the broadband experimen-
tation: using the Vector Network analyzer (VNA) or the Lock-in amplifier + diode de-
tector. With the VNA, the text is focused in the mathematical analysis of the extracted
data and the meaning of its measured quantities. On the other hand, with the Lock-in
amplifier approach, the measured quantities are directly linked to the resonance, so
the focus is shifted to explaining the internal functionality of the instrument and its
peculiarities on the experimental setup. In both cases, it is presented and example of
absorption spectra of the resonance.
The second section covers the step by step process to use the resonance to charac-
terize magnetic materials. It uses adapted versions of the equations shown in the last
chapter with a Permalloy sample.
The third section covers the investigation about interferometer techniques applied
to the ferromagnetic resonance, performed abroad at the Physikalisch-Technische Bun-
desanstalt in Brauschweig - Germany.
3.1 Ferromagnetic resonance experiment
The first ferromagnetic resonance (FMR) experimentswere performed byV. K. Arkad’yev
in a series of works between 1911 and 1913[11], observing an absorption by applying
centimeter waves in Ni and Fe wires. Ya. G. Dorfman (1923) [24] gave the first qualita-
tive explanation based on the Zeeman effect, in which the absorption was a transition
between Zeemanmultiplets caused by the excitation wave. The matter was further pro-
gressed by L.M. Landau and E.M. Lifshitz in 1935, when it was proposed the equation
about the dynamics of themagnetization. In the next decades, the efforts of the scientific
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community shifted towards the electron paramagnetic resonance (EPR), both theoreti-
cally and experimentally [25, 26]. With this new found experimental techniques, they
were applied to ferromagnetic materials in 1946 simultaneously in the UK and USSR,
where Griffths[27] and Zavoisky [28] published experimental works with Ni,Fe,Co and
FeSi, opening up to the first quantitative interpretations of the phenomena by Kittel [29,
30] and Van Vleck [31], generalizing the Landau-Lifshitz equations and developing the
modern interpretation of the phenomena. Since then this model has been vastly used to
characterize magnetic parameters such as the anisotropy field, gyromagnetic constant
and gilbert damping of ferromagnetic alloys. The FMR characterization has superior ac-
curacy in obtaining specifically two magnetic parameters: the magnetic damping and
the anisotropy field.
The basic principle of the FMR experiment is to find the field and frequency param-
eters where there is a resonant absorption, which translates to a loss in transmitted or
reflected microwave power at the receiver. Physically, the experiment is composed by
two general important ingredients: an external magnetic field and a small alternating
excitation field. The external field aligns the magnetic moments with himself, and to-
gether with its internal field dictates its natural precession period, called the Larmor
precession. The alternating excitation field is introduced by means of an ac electro-
magnetic wave, in such a way that its ac magnetic component is perpendicular to the
static one, tilting the magnetization axis of the system slightly inducing a short lived
precession. If both frequencies are the same, the precession is persistent and the ac sig-
nal is absorbed by the sample and converted in heat. This frequencies are typically in
the GHz range, since the magnetic moments are given by the free electron spins of the
ferromagnet and depends on the gyromagnetic ratio.
In order to find the resonant absorption, one then needs to sweep either the fre-
quency or the field, while fixing the other quantity and search for and absorption in
the measured ac signal. In the classical EPR experiment mentioned above the ac signal
is introduced on a resonant cavity that has its own fixed resonance frequency, depen-
dent on its geometrical dimensions. The cavity is then fine tuned (either physically or
by adjusting the frequency) without field so there is a resonance of the electromagnetic
field inside, reflecting near zero power signal to the receiver. By sweeping the exter-
nal field, when the FMR condition is met the whole electromagnetic characteristics of
the cavity are changed, and some signal is reflected. Although this method has an in-
credible sensitivity, since only the difference in signal due to the FMR is measured, one
needs to change the whole cavity to change substantially the frequency - almost invali-
dating the use of the Kittel equations. To circumvent this problem, the broadband FMR
(BBFMR) techniques were developed.
3.1.1 Measurement of the FMR in broadband frequencies
Tomeasure the FMR in a wide span of frequencies (BBFMR), instead of using a resonant
cavity to introduce the excitation field, one uses design variations of a planar open
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wire called striplines. There are several ways of implementing them: a wire covered in
a casing for grounding, a line on a face of substrate with a ground on the opposite face,
etc.
A widely used variation is called coplanar waveguide (CPW), in which a central
stripe carries the signal, and have two ground planes on the same face of the substrate
separated by small gaps. The resulting effect is a confinement of the excitation field to
a very narrow area around the central strip (see Fig.3.1). This mitigates a bit the loss
of quality factor in comparison to resonant cavities, and permits to control precisely its
impedance to match the whole system. The expression for the CPW can be found in
page 79 of [32].
h
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Figure 3.1: Coplanar waveguide cross-section illustration. Excitation field shown by
ℎ𝑟𝑓.
The impedance of the line is mostly determined by the signal line and gap widths,
which also determine the probed volume of the sample, and hence critical to the am-
plitude of the measured absorption. Thus, the bigger the central conductor, the larger
the sample volume probed, and the larger the signal. The trade-off of a larger center
conductor is loss a of sensitivity of higher frequencies. Our CPW is matched to 50 Ω
up to 50 GHz, and has the following dimensions: 𝑤 = 2 and 𝑠 = 0.1mmwith a ROS404
substrate.
Therefore, in order to perform a BBFMR experiment one needs to detect a mi-
crowave power absorption by a sample positioned on top of a CPW, as a function of
both frequency and static field. The absorbed power at the resonance 𝑃𝑎𝑏𝑠 is given by
[10]1:
𝑃𝑎𝑏𝑠 = −
1
2 ∫𝑉
𝜔𝜒″|ℎ⃗|2𝑑𝑉 + 𝑖
1
2 ∫𝑉
𝜔(1 + 𝜒′)|ℎ⃗|2𝑑𝑉 (3.1)
where 𝜔 is the frequency in radians per second, ℎ the excitation field, 𝑉 the volume of
the sample and 𝜒 = 𝜒′ + 𝑖𝜒″ the complex permeability.
There are basically two ways of performing the BBFMR experiment: one by using
a Vector Network Analyzer (VNA) and other utilizing a combination of a microwave
1Refer to Appendix for demonstration
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source, diode detector and a lock-in amplifier. The first approach is the most used,
since it has a direct experimental setup - the VNA is responsible for generating the sig-
nal and measuring it on the same device. Also it is capable of measuring both the real
and imaginary components, but the conversion to the permeability units is not straight
forward. The second is a modular approach, in which the signal produced from a mi-
crowave generator reaches the CPW, then a diode detector and finally is read by a lock-
in amplifier. The measured signal is a voltage directly proportion to the transmitted
power, so no extra mathematical conversion is needed. This approach only probes the
imaginary part of the magnetic susceptibility at the resonance.
BBMFR experiment with the Vector network analyzer (VNA-BBFMR)
The BBFMR-VNA experiment scheme can be seen in Fig.3.2. The CPW is connected
between the two Vector Network Anlyzer (VNA) ports P1 and P2, and inserted in the
electromagnet applying the static magnetic field. The applied field is controlled by a
Power Supply and measured by a Gaussmeter. The experiment is done by sweeping the
microwave (MW) frequency of the signal with a fixed applied field. In this section it
will be described in detail the VNA measured quantities and their relationship with the
magnetic susceptibility and the FMR.
Power Supply
Gaussimeter
P1 P2
VNA
Sample
Figure 3.2: Experimental schematics of the BFMR with the VNA.
When the wavelength of an alternated signal is comparable to the components di-
mensions in a circuit, as is the case with microwaves, one needs to consider the signal
interfering with itself due to possible internal interference and diffraction. As such, the
voltage, current and impedance (lumped parameters) are not uniform in the circuit, and
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may change locally due to constructively or destructively interference of its traveling
waves. A more convenient way of interpreting the system is by using distributed pa-
rameters instead, which takes in consideration the fact that the circuit changes both in
time and space. The Vector Network Analyzer is an equipment optimized to measure
these distributed parameters, and it is vastly used in high frequency applications [33].
The scattering parameters is one of them, and is defined by the scattering matrix
∑𝑖,𝑗 𝑆𝑖𝑗. The 𝑆𝑖𝑗 matrix components are the ratio between the received and emitted
wave at a determined port. At Fig.3.3 one can see the scheme for a two-port setup,
considering both ports and the device under test (DUT). For example, the𝑆12 parameter
is the ratio between the wave emitted by port 1 (𝑎1) and the resultant wave arriving
at the port 2 (𝑏2). The wave 𝑏2 is then the result of the traveling wave 𝑎1 by being
partially reflected by the left and right side of the DUT and its possible interference in
a given period of measured time. This is the equivalent of a scattering, caused by the
impedance discontinuity induced by the DUT in the circuit, and hence the name.
l t l
a1
b1
b2
a2
DUT
I II III
Po
rt 1
Po
rt 2
Figure 3.3: scheme with aj/bj waves
Albeit being more convenient to deal with the scattering parameters instead of the
direct voltage and power of conventional circuits, one still needs to do the backward
path to obtain the magnetic susceptibility and finally the power loss due to the reso-
nance (Eq. 3.1). The first conversion method from scattering parameters to permitivity
and permeability was described by W.S Barry [34]. In the case of the FMR, only the
permeability changes with the field, and thus variations of the Barry method have been
proposed: either by simplifying the post processing neglecting the reflections [35], or
to correct geometrical asymmetries of the system [36].
The relationship between the relative magnetic permeability 𝜇𝑟
2 and relative di-
electric constant 𝜖𝑟 in a circuit as Fig.3.3 is given by [34]:
2The relative magnetic permeability 𝜇𝑟 is the ratio between the permeability of interest and the free
space permeability 𝜇0
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𝜖𝑟 = 𝐴
𝑘
𝑘0
1 − 𝑅
1 + 𝑅
(3.2)
𝜇𝑟 = 𝐴
𝑘
𝑘0
1 + 𝑅
1 − 𝑅
, (3.3)
where A is an adjustment paramater to compensate imperfections on the circuit, 𝑘0 =
2𝜋𝑓√𝜇𝑜𝜖0 is the wave vector of free space. The wave vector 𝑘 and reflection constant
𝑅 are related to the scattering parameters as:
𝑘𝑡 = cos−1
(
𝑒−𝑖4𝑘0𝑙 + 𝑆212 − 𝑆
2
11
2𝑒−𝑖2𝑘0𝑙𝑆12 )
= cos−1(𝑎𝑟𝑔) (3.4)
𝑅 =
𝑆11
𝑒−2𝑖𝑘0𝑙 − 𝑆12𝑒−𝑖𝑘𝑡
. (3.5)
Breaking 𝑘 in real and imaginary components:
𝑅𝑒[𝑘𝑡] = Θ𝐺 ± 2𝑛𝜋, 𝑛 = 0,1,2... (3.6)
𝐼𝑚[𝑘𝑡] = ln𝐺, (3.7)
considering:
Θ𝐺 = arctan [𝐼𝑚(𝑎𝑟𝑔 −√𝑎𝑟𝑔
2 − 1)/𝑅𝑒(𝑎𝑟𝑔 −√𝑎𝑟𝑔2 − 1)] (3.8)
𝐺 = √𝑅𝑒[𝑎𝑟𝑔 −√𝑎𝑟𝑔2 − 1]2 + 𝐼𝑚[𝑎𝑟𝑔 −√𝑎𝑟𝑔2 − 1]2 (3.9)
where t is the sample length and l is the empty spaces of the CPW.
Here, there are several geometrical quantities to be inserted related to the position-
ing and geometry of the sample (𝑡 and 𝑙), which can be a considerable source of errors.
To circumvent this problem, Bilzer makes a geometrical average of 𝑆11 and 𝑆22, instead
of considering only the 𝑆22 value[36]:
𝑆′11 = √𝑆11𝑆22, (3.10)
and subsequently substituting𝑆11 by𝑆
′
11 on equation 3.3. Next, on the frequency range
of interest for the FMR described, the electrical permitivity is constant, and can be scaled
off. Thus, the permeability can be seen as:
𝜇𝑟 ∝ (
𝑘𝑡
𝑘0(𝑡 + 2𝑙)
)
2. (3.11)
Nonetheless, the final equations are still of considerable complexity, and its appli-
cability is dependent on a precise calibration of the VNA and circuitry - that needs to
be redone on each repositioning of cables, connectors and CPW.
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Kalarical et.al. proposed a very elegant simplification [35], relying on the fact that
the reflection parameters 𝑆11 and 𝑆22 are a few orders of magnitude smaller than the
transmission coefficients 𝑆12 and can be neglected. This simplifies greatly equation 3.3,
removing also the geometrical associated inputs. More importantly, the method also
subtracts a reference measurement with a different static field intensity, serving as an
more situational accurate calibration. The final expression is then given by:
𝑅𝑒[𝑈(𝑓)] = arctan
𝐼𝑚[𝑆21𝑚𝑒𝑠]
𝑅𝑒[𝑆21𝑚𝑒𝑠]
− arctan
𝐼𝑚[𝑆21𝑟𝑒𝑓]
𝑅𝑒[𝑆21𝑟𝑒𝑓]
(3.12)
𝐼𝑚[𝑈(𝑓)] =
𝐴
2𝜋𝑓
𝑙𝑛
|𝑆21𝑚𝑒𝑠|
|𝑆21𝑟𝑒𝑓|
(3.13)
where the𝑈(𝑓) is the uncalibrated magnetic permeability, 𝑓 is the measured frequency,
and 𝐴 an amplitude scaling constant.
An example of a 20 nm permalloy(𝐹𝑒80𝑁𝑖20) measured absorption spectra is shown
in Fig.3.4a. Here one can see the results of the subtraction, with a positive absorption
peak of the reference, and the negative peak of interest. Even though the subtraction of
the reference should account for clearing the systematic errors of a thorough calibra-
tion, they still are present to a smaller degree. This happens due to the fact that even
small variations of temperature can cause a change of the impedance of the contacts,
causing a drift on the measured signal compared to the reference one. A simple man-
ner of circumvent this problem, which is to perform a field sweep at a fixed frequency
instead, since in principle only the magnetic related phenomena (at GHz range should
only be the FMR) modifies with the received signal. Performing the experiment like
this would remove completely the needs of calibration, but rejects the advantage of
subtracting a reference measurement in Eqs.3.12 and 3.13. Moreover, the VNA is not
optimized to work with a monochromatic wave, and as such introduces harmonics at
other frequencies. Also, each field step needs to have a time delay in order to stabilize
the static field. Since one needs the find the relationship of frequency and field of the
absorption, the result is a too much time consuming process.
The solution I found was to perform the experiment as a conventional frequency
sweep and convert the dataset for a field sweep numerically. The experimental fre-
quency sweep dataset is composed by fixed field files of frequency per 𝑆 parameters.
One can add them all together in a big tensor, and rebuild the dataset. The result is a file
for each fixed frequency, with field per 𝑆 parameters. The subtraction can also be per-
formed now, as long as is done before the conversion. A spectra can be seen in Fig.3.4b,
with the same exact experimental dataset from Fig.3.4a and resonance conditions.
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Figure 3.4: Comparison between different subtraction methods with the same dataset.
Py 20 nm. a) Substraction of a reference in a frequency sweep. The reference and
measurement field are respectively 74 mT and 250 mT. b) Converting the subtracted
frequency sweep data for a field sweep dataset.
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BBFMR experiment with the Lock-in amplifier (BBFMR-Lock-in)
Broadband FMR experiments can also be donewithout the VNA by amodular approach,
exciting the sample via a microwave generator and reading the power with a diode
detector and a Lock-in. The schematics of the experiment can be seen on Fig.3.5. The
microwave generator inputs the signal on the CPW, the transmitted signal is then rec-
tified by a diode detector and read by the Lock-in amplifier. This is a direct power mea-
surement, that depends on the impedance, which changes with the frequency. Hence
the experiment have to be necessarily done by sweeping the applied field at a fixed fre-
quency, otherwise the absorption may not be seen.
Power Supply
Gaussmeter
Out
MW Generator
Sample
Lock-in
A
Sine 
OutAM
Diode detector
Magnet
Figure 3.5: Lock-in-BFMR schematics.
The lock-in amplifier is capable of extracting of very weak signals from extremely
noise environments by reading the signal only at a specific predetermined frequency
𝑓𝑚. Any oscillatory signal can be expanded in an Fourier series [37], or an infinite series
of sines or cosines, and so the input signal can be written as:
𝑉𝑖𝑛𝑝𝑢𝑡 =∑
𝑛
𝑉𝑛 sin(2𝜋𝑓𝑛𝑡 − 𝜙𝑖𝑛𝑝𝑢𝑡), (3.14)
where 𝑉𝑛 is the voltage component of the series, and 𝜙𝑖𝑛𝑝𝑢𝑡 a possible phase offset from
the input signal.
The lock-in then multiplies the received 𝑉𝑖𝑛𝑝𝑢𝑡 by a reference 𝑉𝑟𝑒𝑓 = 𝑉
′ sin(2𝜋𝑓𝑚𝑡−
𝜙𝑟𝑒𝑓) at the desired frequency 𝑓𝑚 and then integrates it in a total period 𝑇:
𝑉𝑚𝑒𝑠 = ∫
𝑇
0
𝑉𝑖𝑛𝑝𝑢𝑡𝑉𝑟𝑒𝑓𝑑𝑡 (3.15)
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By utilizing the orthogonality property of trigonometric functions, which states that
the integration over a full period of two multiplied sines (cosines) is equal to zero as
long the frequencies are different, and proportional to 1/√2 if equal [37], the measured
signal becomes:
𝑉𝑚𝑒𝑠 = 𝑉
′𝑉𝑓𝑚/√2 = 𝑉𝑟𝑚𝑠, (3.16)
where 𝑉 ′ is the reference amplitude and 𝑉𝑓𝑚 the input voltage amplitude of the series
at the frequency 𝑓𝑚 of the reference.
Finally, the result is the resultant root mean square value 𝑉𝑟𝑚𝑠, which is directly
proportional to the measured power. It is worth stressing that the amplitude 𝑉 ′ of
the reference multiplies the signal only at the reference frequency, amplifying only the
signal of interest against the random noise. Also, by increasing the integration time 𝑇
(Lock-in’s Time constant) to several periods, one averages the measurement. Thus, the
lock-in amplifier is an extremely elegant and sensitive instrument.
There are a few important details to consider when using the lock-in amplifier to
BBFMR experiments. First, since it is a power measurement, only the imaginary part of
the permeability can be probed, and the real part of Eq.3.1 is lost. Second, the internal
frequencies of the instrument works at radio-frequency (RF) range (KHz): implying in
the use of a rectifying diode and a modulation wave on top of the carrier microwave
signal.
Initially, a microwave is generated with the desired frequency in the GHz range (see
Fig.3.6a). Then, the combinedmodulating andmicrowave signal can be seen in Fig.3.6b).
This combined signal is then fed in the CPW, and produces the alternate excitation field
ℎ𝑟𝑓 applied to the sample. Afterwards, in Fig.3.6c), it is rectified by the planar-doped
barrier diode (Schottky) and only one of the polarities survives - depending on the diode
chosen positive or negative specifications. Finally the Lock-in reads the average of this
value 𝑉𝑅𝑀𝑆, which in this case is directly proportional to the power. If the sample
enters in the vicinity of a resonance in relationship to the applied field 𝐻, it absorbs
power, transmitting a smaller amplitude in the carrier wave - that propagates to the
modulated RF and to the 𝑉𝑅𝑀𝑆.
a) b) c)
VRMS
Figure 3.6: Scheme of the amplitude modulation generating and reading process. The
carrier microwave can be seen at a), the combined RF AMmodulation and carrier wave
at b) and finally the rectified signal by the diode at c). The lock-in then reads the aver-
age of the signal, namely the 𝑉𝑅𝑀𝑆. Thus, any change in the amplitude of the carrier
microwave will reflect directly on a change on 𝑉𝑅𝑀𝑆.
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3.2 Magnetic constants extraction
The BBFMR experiment allows the characterization of three magnetic constants: the
gyromagnetic factor 𝛾, the anisotropy field 𝐻𝑎 and the Gilbert damping 𝛼. The char-
acterization consists in two steps: obtaining the resonances frequency and fields and
their linewidth, and then fit them with the Kittel equations. In this section I show only
the VNA spectra, since the Lock-in experiments are the same as the imaginary part of
the former.
The color plot of the imaginary 𝑈″(𝑓,𝐻) frequency x field spectra of a 20 nm Py
can be seen in Fig.3.7. Here one can see clearly the sharp resonances following a square
root function, as expected of a magnetic thin film with an in-plane easy axis. Apart
from the FMR signal there are also several artifacts evolving in frequency the with the
applied field - indicating they have a magnetic component. Most likely they are either
resonances of magnetic coatings from the connectors and adapters and giant magneto
impedance around zero field.
Figure 3.7: Color plot of the uncalibrated permeability 𝑈″(𝐻, 𝑓). Colors are amplitude
in dbs. It is highlighted the origin of the applied field, indicating a slight offset in the
measured field.
The next step is the to take slice per slice, and obtain the resonance field (𝐻𝑟𝑒𝑠) and
linewidth Δ𝐻 for each frequency. Normally, one would expect to fit to the following
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equations3:
𝜒′(𝐻) = 𝐴
𝐻2𝑟𝑒𝑠 −𝐻
2
(𝐻2𝑟𝑒𝑠 −𝐻2)2 + (2𝐻Δ𝐻)2)
(3.17)
𝜒″(𝐻) = −𝐴
2𝐻Δ𝐻
(𝐻2𝑟𝑒𝑠 −𝐻2)2 + (2𝐻Δ𝐻)2)
, (3.18)
where 𝐴 is a parameter amplitude and Δ𝐻 is the full width half maximum (FWHM)
linewdith. However, its observed empirically in the experiments a small rotation on
the complex plane (see fig3.8), and needs to be corrected [38]:
χ''
χ'
Δφ measure
Figure 3.8: Rotation of the magnetic susceptibility complex plane observed experimen-
tally.
𝜒𝑒𝑥𝑝 = 𝜒(𝐻)𝑒
𝑖Δ𝜙. (3.19)
Finally, to relate to the permeability one them does:
𝑈(𝑓) = 1 + 𝜒𝑒𝑥𝑝 (3.20)
Ideally, one should get the higher field possible (a proxy for infinite field), obtain Δ𝜙 by
fitting the two equations and proceed with the other points with its fixed value. Since
the lock-in experiments can only probe the the imaginary part of 𝑈(𝑓), the phase is
obtained by fitting of only one spectra and may not correspond to its the actual value
due to the high number of fitting parameters. For this reason, we chose to work with
the VNA for the materials characterization in chapter 4.
An example of fitting can be seen in Fig.3.9. It is shown simultaneously the fit of
both the real and imaginary parts of the 9 GHz slice, with 0 dbm power. The parameters
obtained are in Table 3.2.
3These equations are experimentally convenient forms of equation 2.39.
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Figure 3.9: Example of non-linear fit of a 9 GHz slice of uncalibrated permeability U(f,H)
for a 20 nm Py thin film. The real part is shown in black and the imaginary part in red.
𝑈(𝐻) A (10−4) 𝜇0𝐻𝑟𝑒𝑠 (mT) 𝜇0Δ𝐻 (mT) Δ𝜙 (rad)
Re 1.42 ± 0.01 95.05 ± 0.03 3.11 ± 0.03 14.3 ± 0.6
Im 2.32 ± 0.02 95.18 ± 0.03 3.27 ± 0.03 16.6 ± 0.06
Table 3.1: Relevant resonance parameters obtained from Magnetic susceptibility fit.
Here it is important to double check the fitting parameters, specially the phase dif-
ference Δ𝜙. They should be equal considering its error parameters. The bigger than
confidence interval differences in the values obtained may be due to the baseline. As
mentioned before, there are significant baseline signal caused by other magnetic phe-
nomena and thermal variations at the connectors and adapters. As rule of thumb, Δ𝐻
is slightly more precise at Re spectra, in opposition to 𝐻𝑟𝑒𝑠 in relationship to the Im
spectra. This fact will be considered on the next stage of the analysis.
The next step is to obtain this parameters for a series of frequencies, and fit them
with Eq.2.53 and 2.54. Nonetheless, it is not guaranteed that values obtained are correct.
The problemwas first pointed out by Shaw et al [39]. where they investigated the effect
of the considered frequency spans, showing that a bigger range (up to 50 GHz) yields
more accurate results for 𝛾 - errors on this variables makes for drastically higher 𝐻𝑎s.
Another issue on the matter was demonstrated by Gonzales-Fuentes et al [40], where
they calculated the error propagation for the fitting equations. They found that smaller
errors in the detection of the applied field due to the positioning of the the Hall probe
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accumulates to the magnetic constants quite significantly, and may give values out by
10% or more. The workaround goes by adjusting the field axis offset (see white line in
Fig.3.7), evidenced by the resonances. This is achieved by simply considering for the
fit:
𝐻′𝑟𝑒𝑠 =
𝐻+𝑟𝑒𝑠 +𝐻
−
𝑟𝑒𝑠
2
, (3.21)
where𝐻+𝑟𝑒𝑠 and𝐻
−
𝑟𝑒𝑠 are the resonances obtained respectively with a positive field and
negative fields at the same frequency.
Next, the least squares fit is performed on the resulting values, for an in plane mag-
netized film and applied field with4:
𝑓 =
𝛾
2𝜋
√𝐻′𝑟𝑒𝑠(𝐻
′
𝑟𝑒𝑠 −𝐻
′
𝑎) (3.22)
Δ𝐻 = Δ𝐻0 +
4𝜋𝛼
𝛾
𝑓, (3.23)
where 𝛾/2𝜋 is the gyromagnetic ratio in GHz/T, and Δ𝐻0 is an experimental offset
value connected to internal inhomogeneities. The results for our Py example can be
seen in fig.3.10, and the obtained parameters and its respective errors on table 3.2. The
difference between the fits of the real and imaginary parts are not visible graphically, so
just the best fit was shown - Im for the resonance fit and Re for the linewidth. One can
see the obtained values are equal inside the confidence intervals. The obtained values
are inside the expected at the literature for Py, with the exception of the anisotropy field
𝐻𝑎, that is typically found to be around 1 T [40].
Im[U(H)] Re[U(H)]
𝛾/2𝜋 29.55 ± 0.08 29.3 ± 0.1 GHz/T
𝐻𝑎 −0.868 ± 0.005 −0.88 ± 0.01 T
Δ𝐻0 1.33 ± 0.08 1.31 ± 0.05 mT
𝛼 3.5 ± 0.1 3.67 ± 0.08 ×10−3
Table 3.2: Magnetic parameters obtained from the 20 nm Py fit.
4see section.2.5.3
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Figure 3.10: Py 20 nm final non-linear fits for obtaining the magnetic parameters.
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3.3 Interferometric BBFMR techniques
The Nanomagnetism division at INRIM is part of a Joint Research Project within the Eu-
ropean Metrology Research Programme EMPIR entitled the Metrology of Topological
Spin Structures (EMPIR-TOPS). One of the main activities of the project is a round robin
to establish the accuracy of obtaining the Dzyaloshinskii-Moriya interaction (DMI) [41,
42] constant using different experimental methods5. Among them there are methods
utilizing asymmetric propagation of spin waves, a similar experiment to the BBFMR.
Here, a spin wave is propagated from right to left, and vice and versa, on a ferromag-
netic material with DMI. A slight difference in spin-wave resonance frequency is ver-
ified between the propagation directions caused by the DMI. To extract the DMI con-
stant from this frequency variation [43], one needs to utilize both 𝛾 and 𝛼 - which are
commonly obtained by BBFMR characterization.
The biggest disadvantage of the BBFMR techniques is that the measured absorption
may be several orders of magnitude smaller than the detected signal, and in most of
the cases is lost due to an overload of the dynamic range of the Lock-in amplifier or
the VNA. Moreover, the absorption amplitude scales with the volume of the probed
sample, and thus the thickness of the sample is directly linked with the final sensitivity
of the measurement. One of the pre-requisites of the interfacial DMI to be present in
thin films is the broken symmetry between the upper and bottom interfaces and thus
thickness below 2 nm are often employed. Consequently, they are very hard - if not
impossible - to measure by conventional BBFMR techniques.
Inspired by the EPR experiment, where the signal measured is in principle only
the absorption of the FMR, recently there has been some interesting developments in
adapting interferometric techiniques for the BBFMR experiments [44, 45, 46, 38]. The
idea is to divide the input microwave signal in two arms, one with the sample and one
without, and make them interfere destructively before measuring at the VNA or Lock-
in. In this way, the dynamic range is better employed only to measure the absorption,
and if needed, extra amplification might be used. In fact, in the VNA interferometer
designed by [45], claimed a 43 db improvement in signal to noise ratio, by systematically
taking care of each source of noise.
As part of the TOPS project, I spent a period at the Physikalisch-Technische Bunde-
sanstalt in Brauschweig - Germany. Supervised by Drs. Sybille Sievers, Mark Bieler and
Hans Schumacher, I implemented the lock-in type interferometer, to further character-
ize the ultra thin (< 2 nm) HM/CoFeB/MgO samples of the Round Robin. The choice of
the Lock-in type interferometer [46] was due to themodularity and simplicity of the im-
plementation. Here, the interferometry is done after the diode rectification, so the wave
manipulation is done in the RF (KHz) regime, without the need of expensive microwave
dedicated components. Moreover, the Lock-in already has a two port differential input,
5The DMI is given by 𝐷𝑠1 × 𝑠2, where D is the DMI constant, and 𝑠1 and 𝑠1 are neighboring spins
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so no phase manipulation between the two arms is required.
3.3.1 Lock-in type interferometer
The scheme of the experiment can be seen on Fig.3.12. The main difference from the
BBFMR-Lock-in setup described in section 3.1.1 is the second arm used for the interfer-
ence. The AMmodulated microwave is first divided by a power divider, then one of the
arms goes to the CPW and sample and the other serves as a reference. The reference
arm incorporates an identical diode detector as the sample arm plus and L-pad resis-
tive attenuator (Fig.3.12). The two arms are connected at the channel ports A and B of
the Lock-in Amplifier and the differential input mode is chosen. In this input mode, the
signal from both channels is subtracted before any stage of raw signal manipulation of
the Lock-in (filters,amplification,digital to analog conversion). The attenuator is then
used to imitate the attenuation of the sample, connectors and CPW, focusing the Lock-
in amplifier dynamic range to work optimally in the scale of the FMR absorption.
Power Supply
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MW Generator
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Lock-in
Amplifier
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Diode detectors
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Figure 3.11: Scheme of the Lock-in based interferometric BFMR experiment. The conec-
tions in purple are done by u.h.f(GHz) cables and conectors, while the ones in black
with standard RF (KHz)
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50 Ω 
Pot
Figure 3.12: L-pad type attenuator. The ideal potentiometer to be used is a multiturn,
to allow a more precise control of the resistance.
First experimental implementation and optimization
We initiated the process by assembling the Lock-in interferometer in amicrowave probe
station inside of a electromagnet (see Fig.a3.13). The probe station is composed of a 3-
terminal probe that makes contact superficially with the CPW, instead of using typical
end launch coaxial connectors6. This was done in order to employ the same batch of
samples used in the VNA interformeter work published at PTB[44]. The samples are
20 nm thick Py thin films with fixed length and varying width in a wafer substrate (see
Fig.3.13b). Since the FMR absorption is proportional to the volume, variations in width
may be used to simulate different thickness.
At Fig.3.14 it can be seen the effective comparison at 5 GHz of a continuous 0.5 mm
stripe measuring only channel A (conventional BBFMR-Lock-in ), and the interferomet-
ric A-B. The attenuator was set to remove only 1 db (10 times) out of the sample arm
(channel A), and the results are already impressive.
6For more information on point probes please refer to ....
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(a) (b)
Figure 3.13: a) Point probe station. b) 20 nm thick Py stripes with varying widths.
Numbers are in mm.
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Figure 3.14: Comparison between measuring only the sample arm (Ch A) against the
subtraction from the reference arm (Ch A-B). Py sample width of 0.5 mm.
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The full batch of absorption at 5 GHz with different widths can be seen in Fig3.15.
One can see the decrease in absorption amplitude due to decreasing probed volume,
and below 1 mm width the SNR was degraded considerably. An optimization ”sweet
spot” needs to be found. The parameters that can be optimized are: the amplitude
compensation of the reference arm, the AM modulation frequency, the lock-in time
constant and the total MW power applied to the system.
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Figure 3.15: Effect of decreasing the width of the stripe in contact with the CPW. No
signal at 0.25 mm
The reference arm amplitude is individual to each measurement, due to the CPW
dimensions causing a frequency dispersion. The result is a change in the baseline mea-
sured power (away from the absorption) from the sample arm from frequency to fre-
quency. Since the A-B channel does the subtraction at the first stage at the input, the
reference arm cannot be set compensate exactly the sample arm: if the Lock-in re-
ceives zero resultant signal, it cannot perform the signal processing needed7. Also,
if the baseline power is smaller than the the absorption peak, the Lock-in phase will
change during the measurement, distorting dramatically the shape of the absorption.
Hence, the reference arm needs to be adjusted for each performed measurement when-
ever the frequency is modified and not fully to allow proper functioning of the Lock-in
amplifier.
7see section 3.1.1
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The MW power is the parameter with biggest potential to improve SNR in MW
measurements, and is of the same importance to the reference arm compensation in
interferometric experiments. The higher the input power, the higher the ratio of the
measurement and random noise will be. However, one of the main conditions of the
FMR discussed in section 2.5 is that the induced precession by the excitation field does
not change significantly the projection of the magnetization around the static field
(𝑀𝑧 ≈ 𝑀𝑠). Otherwise, it is verified by increasing the power at first by an enlarge-
ment of the linewidth, followed by an secondary absorption peak formation [47]. So,
by increasing the power over a certain limit, an actual loss in the SNR is seen for FMR
measurements. The ideal MW input power was found to be 0 db and we managed to
properly obtain the absorption peak of the 0.25 mm length sample with outstanding
sensitivity as can be seen in Fig.3.16.
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Figure 3.16
The time constant (TC) is basically the averaging of the signal over the multiple RF
periods contained in the AM modulation frequency8. A TC of 0.1 S is then the same
as averaging 10 thousand times the measurement at 1 KHz. Hence there is not much
room for improvement at the cost of increased measurement time. As a matter of fact,
by increasing above 10 KHz of AM, artifacts from the L-pad attenuator starts to appear
due to its frequency limitations (see Fig.3.16).
8see section. 3.1.1
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Second implementation: Southwest connectors and water-cooled electromag-
net
The probes station setup has several limitations. First, the procedure to touch down the
point probe on the CPW inevitably damages it, to a point to render the CPW useless
after a few iterations. Second, in our case it only allows small static magnetic fields,
due to the size of the gap between the poles of the electromagnet - also limiting the
sample filling size and probed volume. Since the samples needs to be magnetically
saturated for the FMR, the electromagnet is necessary to be capable of a wide range of
field values to account for the varied anisotropies of different magnetic materials.
We then transferred the experiment to a bigger water cooled electromagnet (see
Fig.3.17a), capable to apply up to 2 T, and with the end launch Southwest connectors.
They are BeCu millitary grade connectors, are extremelly resistant to fatigue and have
similar insertion losses to the point probes(see Fig.3.17b). Although the decrease in vol-
ume by length should be the equivalent to a decrease in thickness, we chose to deposit a
3 nm thick Py thin film to directly verify a sample with reduced thickness. This also ac-
counts for the increased sample filling factor provided by the bigger electromagnet and
connectors, being closer to the experimental conditions for the round robin samples.
(a) (b)
Figure 3.17: a) Photo of the actual setup inside the electromagnet. b) Southwest con-
nectors input loss.
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A comparison spectra of the 3 nm Py thin film at 9 GHz between the Lock-in inter-
ferometer and a BBFMR-VNA (same procedure as in Section.3.1.1) with a state of the art
VNARode-Schwarz can be seen in Fig3.18. The interferometer improves the SNR aprox-
imately two-fold against BBFMR-VNA. The measurement was performed at 0 dbmMW
power and around 34 dbm was removed from the baseline. As with the point probes
setup, the results are again very optimistic.
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Figure 3.18: 5 GHz spectra of 3 nm thick Py film. a) Lock-in interferometer. b) VNA
Rode-Schwarz
The uniaxial anisotropy fits9 for the 3 nm Py resulted in: 𝛾/2𝜋 = 29 ± 1 GHz/T,
𝐻𝑎 = −0.56±0.02 T,Δℎ = 0.28±0.06mT and 𝛼 = −5.9±0.7𝑥10−3. Out of those, only
the anisotropy field𝐻𝑎 differs from the literature accepted value of 1 T. This is mainly
due to effects of the OOP interface anisotropy which increases as a factor of 1/t with
the thickness. Moreover the magneto elastic and crystalline anisotropies might also be
present and competing to a certain degree, and further structural characterization of
the sample is needed to draw a full model on this regard.
9Not shown. The procedure was given in the last sections, and there is no observable differences from
the graphs alone. The information is basically contained on the results of the minimum square fit.
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Final sensitivity considerations and limitations
In order to generalize the 3 nm thick Py results to other samples, it is important to es-
tablish the relationship of the expected absorption amplitude in respect to the magneti-
zation saturation𝑀𝑠 and the linewidth (∝ 𝛼). The absorbed power 𝑃𝑎𝑏𝑠 is given by the
real part of Eq.3.1. Since the sample is saturated, and we assume the fields to be homo-
geneous inside the sample, we can integrate on the volume and obtain:
𝑃𝑎𝑏𝑠 = −
1
2
2𝜋𝑓𝜒″ℎ𝑟𝑚𝑠𝑉 (3.24)
𝜒″ is then given by Eq.2.39. At the resonance,𝐻𝑟𝑒𝑠 = 𝐻 and after some simple algebraic
manipulations we have:
𝜒″𝑚𝑎𝑥(𝐻) =
𝛾𝜇0𝑀𝑠
2𝐻Δ𝐻
(3.25)
Now, Δ𝐻 is given by Eq.3.23. Δ𝐻0 is an experimental variable, which depends mainly
on the inhomogeneities of the sample, or its imperfections. It cannot be predicted ex-
perimentally, and it is typically a few times smaller than the total linewidth. For the
sake of the argument10, it will be approximated to zero. Putting all together, one can
find:
𝑃𝑎𝑏𝑠 ≈ −ℎ𝑟𝑚𝑠
1
2
𝛾
2𝜋
𝜇0𝑀𝑠
𝛼
𝑉 (3.26)
ℎ𝑟𝑚𝑠 is directly related to the input MW power, and it was already discussed the limi-
tations of optimizing this value. 𝛾/2𝜋 ranges of about 5% difference between Co,Ni,Fe
so it is not responsible for big changes from sample to sample. Thus, the important re-
lation to be compared to the baseline noise is the relative amplitude 𝐴𝑟𝑒𝑙 dependent of
the volume 𝑉, the magnetization saturation𝑀𝑠 and the Gilbert damping 𝛼:
𝐴𝑟𝑒𝑙 ∝
𝜇0𝑀𝑠𝑉
𝛼
(3.27)
At this point, it is good to remember that 𝐴𝑟𝑒𝑙 is only a guideline for comparison, since
Δ𝐻0 and other anisotropies different than shape anisotropy were not considered. In
any case, this would decrease its value even more, so it is good practice consider the
requirements for 𝐴𝑟𝑒𝑙s a few times bigger than the baseline noise.
The round robin series of samples are Ta/CoFeB/MgOwith below 2 nm thicknesses.
Similar samples can be found in the literature [48] to have 𝜇0𝑀𝑠 ≈ 1.88𝑇 and 𝛼 = 0.02.
Comparing with the 3 nm Py values obtained in the last section, they have around
double 𝜇0𝑀𝑠 and ten times more 𝛼. Thus we can expect at least 5 times less signal.
10see section.2.5.3
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The obtained SNR for Py was around 5, and considering extra room for non accounted
unpredictable variables, it should not be enough to measure it. As a matter of fact, we
did not find any meaningful data after several weeks of extensive experimentation.
The question to be made is what are the sources of systematic noise of the system,
and how to enhance it even further - to around one order of magnitude. The connec-
tors, cables and CPW can certainly be improved but all together could account for at
most a few percent. Fluctuations in the inputMWsignal during themeasurement sweep
could also be an issue. All in all, this systematic errors in principle are accounted by
the interferometry, and furthermore the Lock-in is already working optimally. An in-
sight can be given by referring to Fig.3.18a), from 30-40 and 60-70 mT (away from the
absorption). The oscillations seem here are common from temperature variations, and
in fact the order of magnitude is in line with what is expected by 0.5 ⁰C in Copper (from
the CPW conductors). Could it be then by inserting the experiment in a Cryostat and
precisely controlling temperature would solve the issue? It is unlikely. The order of
magnitude of oscillations are already below what is guaranteed by the diode detector
datasheet 11. The main problem is that the interference is done after the rectification
process of the diode detector, so the sensitivity is ultimately limited by the diode
dynamic range. In other words, the FMR peak is again only a small part of the signal
detected by the diode. The interferometry is then not being used in its full potential.
Other BBFMR interferometric experiments depends on the VNA, but the MW from
port 1 has to be manipulated - amplitude matched and phase inverted - before arriving
at the Port 2, increasing considerably the complexity of the setup. One simple solu-
tion would be to add an extra length of cable on the reference arm and verify in which
frequencies there are destructive interference, and use it in the continuous wave mode
with field sweeps. This would change from sample to sample though, once its electric
length is changed by the new sample + CPW system. This approach was used at PTB
in a previous work [44], and the same set of Py mentioned in the point probe analysis
in this thesis were used. It worked, but they found artifacts caused by slightly off de-
structive phase interference. Moreover, at MW frequency, the impedance needs to be
matched, and continuous attenuators like the L-pad type we used are not available, so
the amplitude compensation will not be as precise. In the Tamaru work [45], the one
with the most impressive improvements of SNR, they do not specify what was used for
the phase manipulation. The instruments available in the market are not broadband,
typically spanning a few GHZ, inside the known MW band standards. In fact, also
their measurements seems like to be done only at the C band. Finally, in defense of the
VNA type interferometry, the VNA has around one third more dynamic reserve than
the diode detector and certainly is worth to keep pursuing solutions of the mentioned
problems.
118474C Planar-Doped Barrier Diode Detector, 0.01 to 33 GHz
51
Experimental Methods
Nonetheless, optical techniques as the TR-MOKE [48] had been successfully em-
ployed for investigating magnetization dynamics in ultra thin films. They also utilize
interferometric concepts, are commercially available and thus are far more suitable tool
to such small signals - if the considerably higher budget is available.
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Chapter 4
Amourphous FeSiB dynamics
4.1 Introduction
Magnetic amorphous and nanocrystalline alloys are present everywhere in our lives.
Miniaturized power supplies, digital compasses, motion detector in smartphones, hard
drives were possible due to the high customization of magnetic parameters of this class
of materials controlling their structure in the nanometer scale, made possible by tweak-
ing the stoichiometry and thermal annealing.
A material is considered amorphous in absence of a periodic structure. In real con-
ditions though, there is no such thing as a completely disordered structure. Inevitably
small crystalline volumes are formed, with random preferred magnetization directions.
In the case of ferromagnets, due to the strength of the exchange interaction, there is a
minimum distance at which spins are allowed to tilt from neighboring ones - called the
exchange length. If the crystalline volumes are then smaller than the exchange length,
the magnetization is not able to follow its local anisotropy directions. In the case of Co
or Fe, the resultant crystalline anisotropy energies are of the order of 1𝑥10−1 ∼ 1𝑥10−6
𝐽/𝑚3. Consequently, incredibly low coercitivities are found, wielding very soft mag-
netic materials [49].
Themain principle to take in considerationwhen trying to produce amorphousmet-
als is the viscosity 𝜂. In the liquid state, 𝜂 is at the order of 10−2 𝑁𝑠𝑚−2 against 1011
𝑁𝑠𝑚−2 when in the solid state. If the quenching rate is sufficiently low to consider each
temperature step at equilibrium, the sample will fully crystallize near the melting tem-
perature. Since this temperature is quite high, the amplitude of thermal vibrations will
allow the metal atoms to move and form metallic bonds in on a longer scale, producing
large crystals. On the contrary, if the quenching rate is high, the liquid will solidify in
a lower glass temperature. In the interval between the melting and glass temperature,
the system is in a thermal meta-stable equilibrium, forming an under cooled liquid. In
this liquid state, the viscosity does rises exponentially from the melting to glass tem-
perature. As such, when the solidification occurs, the atoms are not allowed to move
much and form many bonds. Thus the crystals formed have neglible size, resulting in
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a amorphous state. In order to attain such fast quenching rates, the lower the melt-
ing point temperature the better. This is achieved by looking at the eutectic points
in alloys combining transition metals and metalloids in a ratio of approximately 80 to
20. Lower melting temperatures combined with atom size difference and non metallic
bonds formed by the metalloids introduction both contribute to the amorphisation pro-
cess [49].
By using Fe, Co or Ni, as TM, one then can make amorphous magnetic alloys. At
the cost of a decrease in the magnetic moment due to the d-shell electrons being occu-
pied by the metalloids, the crystalline anisotropy becomes negligible. Nevertheless, the
internal stresses created during the quenching process give rise to magnetostriction -
contributing to its own anisotropy. In Fe alloys, this may reach 103𝐽𝑚−3. The internal
stresses can be relaxed by thermal annealing below the recrystallization temperature.
Also, in these amorphous alloys, the magnetostriction of the amourphous matrix and
the grains have opposite signs, and can be tuned to compensate each other, even with
nanometer scale grains. Thus one can fine tune grain growth by adding a small amount
of non magnetic TM, such as Cu or Ta - increasing the nucleation rate and hindering
the growth rate. The result is near zero total magnetic anisotropy, high permeability
and higher magnetic moment compared to the fully amorphous counterparts. Another
consequence is high resistivity, making them ideal materials for inductive applications
such as inductors and transformers.
Thesematerials weremostly investigated in structures like tapes orwires, facilitated
by the productionmethod andwith industrial applications inmind. The fabrication pro-
cess consists on the melt spinning technique, in which a drum rotates rapidly receiving
the melted alloy in one side and is water cooled in the opposite side. The process pro-
duces meters and meters long samples, and the annealing can be done in commercial
ovens, making the whole field extremely industrially friendly.
Thin films or flat wires, may also be fabricated by deposition. The thin films depo-
sition techniques naturally have fast quenching rates, since the film is formed from the
gaseous directly to the solid state. If the substrate is kept at a constant low temperature,
by water cooling, amorphisation can be achieved. The reduced thickness opens up sev-
eral new phenomena such as interfacial effects and strong shape anisotropy. Due to the
sample high tunability of magnetic parameters, amorphous magnetic thin films are ex-
cellent specimens for research. For example, one can eliminate the crystalline and iso-
late the competition of shape and magnetostriction anisotropy or reduce the thickness
to a few nm range, so interfacial effects become dominant.
One of the most studied amourphous magnetic thin films is CoFeB, that presents
near zero magnetostriction and crystalline anisotropy. The presence of Co decreases
the total magnetic moment, resulting in a weaker in-plane anisotropy due to shape. To-
gether with the reduced thickness and with the addition of an adjacent oxide or heavy
metal layer, interfacial anisotropy effects are enhanced by spin orbit coupling, allowing
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the out-of-plane anisotropy to overcome the in-plane anisotropy, forming a perpendic-
ularly magnetized anisotropy (PMA) film1. CoFeB/MgO PMAs have been extensively
used to investigate new physical phenomena like spin orbit torques and Dzyaloshinskii-
Moriya Interaction, resulting in new technologies that might be applied in the sensors
and digital storage market. However, the spike in Co demand has high economical, so-
cial and environmental costs. Thus research in finding Co free alternative alloys might
not only be useful in reducing producing costs, but also solving potential political con-
flicts.
4.1.1 Fe-Si-B amorphous alloys
Fe-Si-B alloys were first investigated in the end of the 1970s, in search of materials to
be used as transformers cores and inductors. A major problem with Fe-B amorphous
alloys known at the time was their stability at room temperature, due to its low Curie
temperature 𝑇𝑐. Typical𝑀𝑠 values decreases of about 22% in the range of 77 ∼ 300 K,
and the highest value found is 180 emu/g[50].
Si can then be added to make the system more thermally stable, raising the 𝑇𝑐.
Consequently, the onset of crystallization is increased by 100 K to a maximum of 750⁰C
[51]. Moreover, Si greatly increases the amorphisation range of conditions. However,
it does donate 3d electrons to Fe, which also affects negatively the 𝑀𝑠. By keeping Si
content low, one can get only a 𝑀𝑠 decrease of only 1% from the optimal 𝐹𝑒80𝐵20 at
𝐹𝑒82𝑆𝑖6𝐵12[50] is observed. A modern study on several ribbons from this family of
alloys, by Yue et al [52], investigated the cooling rates thoroughly confirming these old
findings. As expected the amorphisation depends on the cooling rate, and ultimately
the iron content of 71-86% of Fe. A phase diagram for these alloys can be found in [53].
The rapid cooling of these alloys leaves them in a metastable state, generating in-
ternal stresses. In fact, the amorphous phase produces an isotropic magnetostriction,
and it was reported positive constants up to 𝜆𝑠 = 36 × 10
−6 in ribbons [54]. With ther-
mal treatment, the internal stresses can be slowly released, until the onset of crystal-
lization. The nanocrystal’s phase may be 𝐹𝑒𝐵 or 𝛼 − 𝐹𝑒(𝑆𝑖), depending on the iron
content, and typical size is about 17 nm [54, 53].
Thin films can be deposited with these alloys, as long as the substrate is kept at a
constant low temperature by water cooling it. They have been widely studied in the
thickness range of 100 to 300 nm in [54, 55, 56, 57, 58]. They can achieve magnetostric-
tion constants up to 𝜆𝑠 = 6.50 × 10
−6 and have the same remarkable tunable magnetic
properties by thermal annealing as their melt-spinned ribbon counterparts. Coercitiv-
ities were found as low as 0.4 mT by thermal treatment in the range of 200 ∼ 390⁰C.
A series of works on the commercial composition 𝐹𝑒79𝑆𝑖9𝐵13 amorphous alloys in
thin films was published by Coisson et al [59, 59, 60, 61]. They present a well defined
1The amourphous state is not a prerequisite to PMAs
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weak stripe domain structure, with OOP components - that can be tuned by the film
thickness and thermal treatment. In the most recent paper, the films were investigated
by BB-FMR [61] and a complex set of modes was found when the sample is in the stripe
domains state. In this chapter we investigate those modes, together with a fully fledged
FMR analysis.
First we summarize the already published results of structural and hysteresis curves
characterization, and then we present new data from the BB-FMR and micromagnetic
simulations on the modes.
Structural and Composition analysis
The FeSiB thin films were deposited by rf sputtering on a water cooled𝑆𝑖3𝑁4 substrate.
The base pressure was 10−7 and Ar pressure 10−2 mbar. Power was kept constant at 50
W. The target consists in amourphous 𝐹𝑒78𝑆𝑖9𝐵13 tapes produced by melt-spinning.
Originally they were deposited in thin films ranging from 25 nm to 600 nm thickness.
On this thesis only the range of 80 nm to 300 nm will be considered [62].
The constant refrigerating of the substrate due to the water-cooling impedes move-
ment of the cluster of samples arriving at the substrate, keeping their amorphous status
from the target. The films internal structure was verified by x-ray diffraction, and no
sign of crystallinity was seen below 𝑡 = 150𝑛𝑚. Above 𝑡 = 300 nm some crystalline
volumewith bcc 𝛼−𝐹𝑒 can be seen, but a reliable quantificationwas only possible above
600 nm [59]. Also, an increase of Fe/Si ratio was observed in the EDS-SEM analysis,
indicating a slight B decrease in the deposited samples.
The thickness was verified by measuring a step on the film by both a profilometer
and atomic force microscopy.
Static Magnetic Characterization
The magnetic characterization of the set of FeSiB films was performed using an alter-
nating field gradient magnetometer [8] and a magnetic force microscope (MFM).
The hysteresis curves of films with different thickness are shown in Fig4.1 a). All
the samples have a dominant in-plane (IP) anisotropy, caused by the demagnetizing field
(shape anisotropy). In the films with t=150, 230 and 300 nm, the magnetization presents
peculiar shape called trascritical loop [63], due to the competition and superposition of
an OOP anisotropy on the expected IP one. This effect is is evident in the magnetization
curve just before reaching magnetic saturation. OOP anisotropy derives from the film
magnetostriction and it is driven by the internal stresses quenched in the film during
the sputtering deposition and also from the structural mismatch caused by the presence
of Si and B atoms which have different crystal lattice parameters, causing an isotropic
magneto-elastic (m-e) anisotropy. By annealing the film for 60 min at temperatures T
ranging from 200 to 325 𝑜C, temperatures well below the crystallization temperature
of 375 𝑜C [59], the system is allowed to relax and the m-e anisotropy progressively
56
4.1 – Introduction
decreases. This effect is shown in Fig.4.1b for the 230 nm thick sample, where the
magnetization curve progressively returns to a square shape (with high remanence)
after annealing at higher and higher temperatures.
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Figure 4.1: Hysteresis curves for a) different film thicknesses and b) different annealing
temperatures (60 min) on the 230 nm thick sample.
Figure 4.2: Diagram of the expected domain profile in a cross section of the FeSiB film
at remanence, in the presence of stripe domains with alternating OOP magnetization.
A further investigation of the origin of this peculiar linear magnetization depen-
dence on field region observed in films with quenched-in stress was conducted by an-
alyzing the magnetic domain patterns using MFM imaging[60, 61]. For samples with
t=150 and 230 nm, stripe domains were observed, with an OOP magnetization compo-
nent, and with alternating up and down magnetization regions separated. A sketch of
the magnetization directions within magnetic domains is shown in Fig. 4.2.
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In summary, increasing the sample annealing temperature decreases the magneto-
elastic contribution of the OOP anisotropy. When we have an adequate ratio of OOP
anisotropy contribution due to stress and the shape anisotropy, well defined perpen-
dicular stripe domains can develop, as in the t= 150 and 230 nm, while in the t=300
nm these domains are present but not well structured. In the t=80 nm samples, due
to its reduced volume, no transcritical HxM curves is seem, and consequently no stripe
domains structure.
4.2 FeSiB Ferromagnetic Resonance
In this thesis we investigated the microwave magnetic properties of the above men-
tioned FeSiB film samples through the analysis of magnetic damping and the anisotropy
using FMR experimental techniques, which can provide an accurate analysis of mag-
netic anisotropy and magnetic losses at high frequency (Gilbert damping).
4.2.1 Analysis of FMR results
The FMR experiments were performed by applying a saturating magnetic field of 300
mT parallel to the film surface bymeans of a variable gap electromagnet and then slowly
decreasing the field in 5 mT steps down to 0 mT (80, 300 and 150nm samples) or down
to -300 mT (230 nm sample only). At each field step, a frequency sweep was performed
using the Vector Network Analyzer, then the VNA data collected at each field step was
processed to convert the frequency sweep data to a format equivalent to field sweep
data, using the procedure described in the previous Chapter 3. This step was applied in
order to remove measurement artefacts frequently observed in frequency sweep data.
The FeSiB thin film samples with t= 150 nm, 230 nm and 300 nm present stripe
domain patterns which were observed by MFM imaging [61]. Here we show, as a rep-
resentative set, the samples with t=230 nm after the six annealing treatments. These
films present several FMR absorptionmodes at low applied field (and corresponding low
frequencies), which tend to collapse into a single FMR mode once the sample reaches
magnetic saturation (Fig.4.3). The field/frequency value where only a single FMR mode
is found tends to decrease with increasing annealing temperature, an indication that
the additional modes are connected to internal stresses and magneto elastic energy as
spatial magnetic inhomogeneities, preventing the onset of a single uniform FMR mode
in the whole sample. It should be noted that multiple absorption modes are only found
when stripe domains are present, as is the case with t= 150 nm, 230 nm and 300nm
samples.
The stresses are induced during the film deposition, due to different thermal ex-
pansion coefficients between the silicon nitride substrate and the film material as well
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bending of the substrate during deposition due to the mechanical holder. Thermal an-
nealing tends to enlarge the size of stripe domains, and they progressively become ir-
regular with increasing annealing temperature, to the point where the MFM is not able
to detect the stripe domain features any longer[61].
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Figure 4.3: Series of FMR absoprtion peaks measured from 2 to 6 GHz on the t=230 nm
sample. From left to right, top to bottom: annealing temperatures= 200, 225, 250, 275,
300, 325 ⁰C.
A color plot of the FMR behaviour of the 230 nm thick film after a 200⁰C annealing is
shown in Fig.4.4. Above 6 GHz a single FMR mode is found, and the frequency disper-
sion corresponds to a typical film sample with a dominant in-plane uniaxial anisotropy,
which can be analyzed according to the analytical procedure described in Section 3.2.
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Figure 4.4: Temperature plot of the FMR spectra for the 230 nm thick film with 2000C.
The square root law of the frequency dispersion shown is typical of films with a domi-
nant in-plane dominant anisotropy component.
4.2.2 Broadband-FMR characterization
In order to analyze the FMR data and extract the uniaxial anisotropy value 𝐾𝑢 of the
material we used the procedure described in chapter 3. Since the FMR behavior corre-
sponds to a small-amplitude uniform oscillation mode of the film, a uniformly magne-
tized state without magnetic domains is required for the analysis (𝑀 ≈ 𝑀𝑠). This
condition is only reached when full magnetic saturation is achieved, in the range of
10-25 mT. For each frequency, and then a fitting of the real and imaginary part of the
uncalibrated permeability 𝑈(𝑓) was performed and the resonance field and linewidth
is extracted2.
For the 230 nm thick film sample annealed at 200⁰C, the fitting of one resonance
near f= 12 GHz is shown in Fig.4.5 and the corresponding fitting values are shown
in Table 4.1. Once a set of resonance peaks measured at different field/frequencies is
available (Fig.4.6), their dispersion relation can be fitted using equation 3.22. In this case
a good data fit was obtained using a fixed 𝛾/2𝜋 = 29.145 GHz/T value corresponding
to the bulk iron one[64]. The results of the fit define a uniaxial anisotropy field value
2The full detailed process is described in Chapter 3
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Figure 4.5: Non-linear fit of the resonances for the 230 nm thick film with 2000C. Fixed
𝛾/2𝜋 = 29.25 GHz/T and 𝜇0𝐻𝑎 = 1.582 ± 0.003 T
of 𝜇0𝐻𝑎 = −1.582± 0.003 T. The discussion of the anisotropy values will be presented
in section 4.3.
𝑈(𝐻) A (10−3) 𝜇0𝐻𝑟𝑒𝑠 (mT) 𝜇0Δ𝐻 (mT) Δ𝜙 (rad)
Re 2.05 ± 0.05 99.5 ± 0.1 6.5 ± 0.1 −5.44 ± 0.2
Im 0.33 ± 0.04 99.54 ± 0.08 6.71 ± 0.08 −5.43 ± 0.01
Table 4.1: Parameters obtained from the peak fit of the 230 nm thick sample at 12 GHz
To obtain the magnetic losses, another fitting procedure is applied on the linewidths
of the FMR peaks, using equation 3.23. They give for this sample Δ𝐻0 = 4± 1 mT and
𝛼 = 2.9 ± 0.2 × 10−3 (Fig.4.7)
The procedure is then repeated to all the sample sets, annealed from 200⁰C to 325⁰C.
The summary of the results can be seen in Table. 4.2
4.2.3 Discussion
Anisotropy of the FeSiB films
A summary of the values of anisotropy fields found for the set of four FeSiB thin film
samples with thickness ranging from 80 nm to 300 nm, each annealed at different tem-
peratures is shown in column𝐻𝑎 of Table 4.2. The -1.6 T value is almost constant across
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Figure 4.6: Non-linear fit (Eq. 2.53) of the resonances for the 230 nm thick film with
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Figure 4.7: Non-linear fit of the linewidths for the 230 nm thick film with 2000C. Fixed
𝛾/2𝜋 = 29.25 GHz/T, 𝜇0Δ𝐻0 = 4 ± 1 mT and 𝛼 = 2.9 ± 0.2 × 10
−3
the whole set of samples and annealing temperatures, and the small variations should
reflect the effect of stress relief by annealing. Negative values of the anisotropy field
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𝐻𝑎 ( T) Δ𝐻0(𝑚𝑇 ) 𝛼 (1e-3)
80 nm 200⁰C −1.656 ± 0.004 2.8 ± 1.9 2.3 ± 0.2
225⁰C −1.658 ± 0.002 5.6 ± 0.4 2 ± 0.1
250⁰C −1.659 ± 0.002 6.7 ± 0.7 1.8 ± 0.1
300⁰C −1.671 ± 0.002 8.2 ± 0.5 1.9 ± 0.1
325⁰C −1.687 ± 0.002 5.7 ± 0.9 2.2 ± 0.1
150 nm 200⁰C −1.638 ± 0.003 0.2 ± 0.1 3.4 ± 0.2
225⁰C −1.646 ± 0.005 0.1 ± 0.2 3.7 ± 0.3
275⁰C −1.678 ± 0.003 0.2 ± 0.2 4.3 ± 0.5
230 nm 200⁰C −1.582 ± 0.003 4.0 ± 0.1 2.9 ± 0.1
225⁰C −1.653 ± 0.004 2 ± 0.2 3.8 ± 0.2
250⁰C −1.602 ± 0.003 1.7 ± 0.6 3.2 ± 0.1
275⁰C −1.614 ± 0.002 1.4 ± 0.1 3.5 ± 0.1
300⁰C −1.613 ± 0.004 2.5 ± 0.1 3 ± 0.1
325⁰C −1.597 ± 0.004 2.0 ± 0.2 3.8 ± 0.2
300 nm 200⁰C −1.660 ± 0.002 3.3 ± 0.2 2.9 ± 0.3
225⁰C −1.664 ± 0.003 2.9 ± 0.2 3.4 ± 0.3
250⁰C −1.653 ± 0.003 1.5 ± 0.2 3.5 ± 0.2
275⁰C −1.669 ± 0.002 2.7 ± 0.2 3.5 ± 0.2
300⁰C −1.671 ± 0.002 2.5 ± 0.2 2.9 ± 0.2
325⁰C −1.669 ± 0.002 1.6 ± 0.2 2.9 ± 0.4
Table 4.2: Summary of the magnetic anisotropy and damping constants obtained from
the Broadband FMR experiments. The uncertainties are an indication of the quality of
the fit, and not of the constant value itself. The plots are presented in Figs. 4.8 and 4.9
𝐻𝑎 indicate that the dominant anisotropy component present is IP.
The slight decrease of the negative 𝐻𝑎 found in the t=80 nm sample by increasing
the annealing temperature, indicates a trend toward a more favorable in-plane magne-
tization due to the progressive disappearance of the small OOP anisotropy component
of magneto-elastic origin. This relaxation effect is present up to 325⁰C and it was not
directly visible in previous data using hysteresis curves in [59, 59, 60, 61]. This result
shows that FMR can be a very sensitive technique for anisotropy analysis.
The t=230 nm set of samples also presents a similar behavior although some oscil-
lation of the results is observed and the increase in the negative value of the anisotropy
field seems to saturate at 300⁰C.
As mentioned in Chapter 2, the anisotropy field is defined by 𝜇0𝐻𝑎 = 2𝐾𝑢/𝜇0𝑀𝑠,
where𝐾𝑢 is the sum of different uniaxial contributions. The samples are expected to be
amorphous, with internal stresses due to the deposition process, so𝐾𝑢 = 𝐾𝑠ℎ𝑎𝑝𝑒+𝐾𝑚−𝑒
where𝐾𝑠ℎ𝑎𝑝𝑒 = −𝜇0𝑀
2
𝑠 /2 and the values of𝐾𝑚−𝑒 are positive as verified by the decrease
of K when internal stresses are removed, and also in the hysteresis loops[62, 59]. So the
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minima 𝐻𝑎 values found for each sample correspond to the their 𝑀𝑠 value associated
to 𝐾𝑠ℎ𝑎𝑝𝑒 alone.
a) In the case of the t=80 nm sample set, the minimum of 𝐻𝑎 was found at 325⁰C
and we can estimate its saturation magnetization being 𝜇0𝑀𝑠 = 1.687 T. This value is
higher than the FeSiB bulk value of 1.45 T. This result can be associated to the high Fe/Si
ratio observed by EDS on the deposited films [59], and should anyhow be noted that
similar results with 𝜇0𝑀𝑠 = 1.52−1.68 T were recently reported for FeSiB amorphous
ribbons in the eutectic composition by [52]. The value found for the 80 nm thick film
samples is representative for the whole sample thickness and annealing set, as it can be
seen in Fig. 4.8
b) the 150 nm sample set also presents decreasing anisotropy field values with in-
creasing annealing temperature, although only a few results are present since a reduced
number of annealed samples was available.
c) In the case of the set of t= 230 nm film samples, the analysis of the anisotropy
and saturation magnetizaton is not immediate. The expected decreasing trend of the
anisotropy value observed in the previous film sets is not strictly followed by the films
annealed at 225⁰C and 325⁰. The most likely cause of the fluctuation of the observed
values is connected to the uncertainty on the anisotropy field𝐻𝑎 values, which is higher
than the uncertainty reported by the fitting procedure alone.
A few important notes are required to understand which measurement uncertain-
ties are intrinsic in our instrumental setup. The gap between the electromagnet poles
is larger than the pole radius, so the field homogeneity region is rather small. To cir-
cumvent this problem, the sample was positioned in the center of the gap on the axis
of the poles. The gaussmeter probe was positioned as close as possible to the sample
(on top). During each sample change the probe was removed and replaced as close as
possible to its original position. A slight change in position (or rotation) of the probe,
combined with the field inhomogeneity could easily cause an offset of a few mT in the
field readings from sample to sample. If one considers a generic 2% error on the reso-
nance field (Δ𝐻𝑟𝑒𝑠), equivalent to 1.6 mT at 11 GHz, as it will be described in the fol-
lowing error propagation section, would lead to Δ𝐻𝑎 = 35𝑚𝑇, which is a rather large
value if compared to the m-e anisotropy contribution.
The summary of 𝜇0𝐻𝑎 of all the characterized samples with Δ𝐻𝑟𝑒𝑠 = 2%, is shown
on Fig.4.8. The decreasing trend due to the relaxations are still visible, but the errors
do not allow to trace a more detailed quantitative analysis. Nonetheless, If one takes
the difference between the films at 200⁰C and 300⁰C for 230 nm thickness, the out-of-
plane anisotropy field contribution is of 35 mT and 𝐾𝑚−𝑒 = 23 kJ/m³. Considering the
higher 𝑀𝑠 value found of 1.65 mT, the anisotropy values found here 𝐾𝑚−𝑒 are in line
with those derived from the hysteresis loop data in [59].
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Figure 4.8: Summary of the obtained anisotropy field values for all the samples. The
error was propagated for Δ𝐻𝑟𝑒𝑠 = 2%.
FMR Linewidths and magnetic damping
An example of the fitting of the linewidths by Eq. 3.23 is shown in Figure 4.7. The
summary of the of the 𝛼 and Δ𝐻0 parameters obtained by the fitting procedure for
all the samples can be seen in Table.4.2. Since both the linewidth and the damping are
independent of the exact value of applied magnetic field their uncertainty should not
be affected by the probe positioning issue mentioned on the last section.
The main source of uncertainty for the linewidths are the field fluctuations at each
new field step. In order to keep the error to a minimum, small applied field steps of 0.5
mT and a delay of 3 s were used before each frequency sweep measurement. Thus, we
chose to keep the fit affidability values, as seen in Table 4.2.
The 𝛼Gilbert damping value has to be corrected for the capacitive coupling between
the sample and the CPW as described in [64] (radiative damping):
𝛼𝑟𝑎𝑑 =
𝛾𝑀𝑠𝜇
2
0𝑡𝑙
16𝑍0𝑤𝑐𝑐
(4.1)
where 𝑙 is the sample length on the waveguide (10 mm), 𝑡 is the sample thickness,𝑍0 the
characteristic coplanar waveguide impedance (50 Ω), 𝑤𝑐𝑐 the CPW central conductor
width (1 mm). The correction determines a reduction of the damping, in the range of
4 × 10−4 ∼ 1.4 × 10−3 for 𝑡 = 80 ∼ 300 nm.
On all of the samples, the radiative damping corrections leads to 𝛼 damping values
in the range of 1.5 ∼ 2.7×10−3. No well defined trend was observed with the annealing
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Figure 4.9: Summary of the obtained intrinsic damping values found for all the samples.
They were corrected for the capacitive coupling between the sample and the CPW
temperature. It is interesting that the values on these samples are similar to values
typically found in literature for bcc Fe 20 nm thin filmswith damping 𝛼 = 1.9−2.7×10−3
[64, 65, 66]. However, the amorphous films in this analyzed in this thesis are 4 to 10
times thicker. The low damping found here, despite of the large thickness is connected
to the higher resistivity and the lack of a long range crystalline structure, which reduces
the efficiency of the spin precession dissipation into phonons. The effect of surface
irregularities and pinning centers is also reduced due to the higher sample thickness.
We conclude that both the annealing temperature and sample thickness (on the
range of 80-300nm) may be used to modify the anisotropy, keeping the damping prop-
erties constant. The low damping of ≈ 2𝑥10−3 found in combination with the high
𝜇0𝑀𝑠 = 1.65 T at higher thickness (230 nm) makes them a viable candidate to substi-
tute CoFeB for spin-wave propagation investigations.
4.2.4 Error Propagation
In the paper by Coisson et al. [59] the range of values obtained for the m-e anisotropy
energy density is 𝐾𝑚−𝑒 = 13 − 23 kJ/m³ in FeSiB samples with thicknesses between
150 and 300 nm. Converting these energy densities to field values, we obtain a range
between 𝐻𝑎 = 22.5 − 39.9 mT
3. Hence, the uncertainty in the anisotropy field Δ𝐻𝑎
3The convertion is done using 𝜇0𝐻𝑎 = 2𝐾𝑢/𝑀𝑠
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needs to be in the order of a few mT to a proper quantitative analysis of the stress
release by thermal annealing.
Ignoring possible correlations between the variables, the propagated errorΔ𝑓(𝑥, 𝑦)
of a function 𝑓(𝑥, 𝑦) is given by:
Δ𝑓(𝑥, 𝑦) =
√(
𝜕𝑓(𝑥, 𝑦)
𝜕𝑥 )
2
Δ𝑥2 +
(
𝜕𝑓(𝑥, 𝑦)
𝜕𝑦 )
2
Δ𝑦2, (4.2)
where Δ𝑥 and Δ𝑦 are the respective variable errors. Rewriting equation 2.20 to be in
the form𝐻𝑎(𝑓𝑟𝑒𝑠,𝐻𝑟𝑒𝑠, 𝛾):
𝐻𝑎(𝑓𝑟𝑒𝑠,𝐻𝑟𝑒𝑠, 𝛾) = 𝐻𝑟𝑒𝑠 −
1
𝐻𝑟𝑒𝑠
𝑓 2𝑟𝑒𝑠
𝛾2
. (4.3)
Since 𝛾 was fixed, the uncertainty is then given by:
Δ𝐻𝑎 =
√√√
⎷(
1 −
1
𝐻2𝑟𝑒𝑠
𝑓 2𝑟𝑒𝑠
𝛾2 )
2
Δ𝐻2𝑟𝑒𝑠 + (
2
𝐻𝑟𝑒𝑠
𝑓𝑟𝑒𝑠
𝛾2 )
2
Δ𝑓 2𝑟𝑒𝑠. (4.4)
One needs then to evaluate the uncertainties Δ𝐻𝑟𝑒𝑠 and Δ𝑓𝑟𝑒𝑠 to compute Δ𝐻𝑎.
The fittings of resonance field𝐻𝑟𝑒𝑠 are obtained with a negligible error, but Δ𝐻𝑟𝑒𝑠 can
be estimated from the difference between the values obtained from the fitting of the
Re[U(H)] and Im[U(H)] spectra. They are on average ∼ 0.2%, which is associated to
an uncertainty of Δ𝐻𝑟𝑒𝑠 ∼ 10
−4 mT. The uncertainty on the frequency Δ𝑓𝑟𝑒𝑠 depends
on the VNA internal filter, which was set to 1 KHz giving an uncertainty smaller than
10−6 for frequencies above 1 GHz, thus Δ𝑓𝑟𝑒𝑠 can be neglected.
In Fig.4.10a) it can be seen the uncertainty Δ𝐻𝑎 plotted for dataset of the sample
with 𝑡 = 230𝑛𝑚 and 225⁰C as a function of the resonance frequency 𝐹𝑟𝑒𝑠. Below 8 GHz,
there is a divergence, most likely by the absence of full magnetic saturation, invalidating
the uniaxial anisotropy equation.
In order to verify the effect of Δ𝐻𝑟𝑒𝑠 in Δ𝐻𝑎, they are plotted in Fig.4.10b). It can
be see that Δ𝐻𝑎 grows almost linearly with Δ𝐻𝑟𝑒𝑠, apart from the divergences already
mentioned.
The average Δ𝐻𝑎 can be kept below 5 mT as long as the sample is fully saturated
andΔ𝐻𝑟𝑒𝑠 is below 0.6mT. This results confirms that the procedure can be employed to
investigate the m-e energy and the source of uncertainty in the anisotropy field is due
to the field inhomogeneities mentioned on Sec 4.2.3. Thus, we have enough sensitivity,
but not enough accuracy to properly quantify the release of the stresses.
4.3 Micromagnetic Simulations
The multiple FMR peak structures observed in the field sweep of the FeSiB films pre-
sented in Fig. 4.3 may be connected to the presence of stripe domains. The stripe do-
mains state, as opposed to the saturated state, allows for the presence of a multiplicity
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Figure 4.10: Propagated uncertainty in the anisotropy field 𝜇Δ𝐻𝑎 as a function of a)
the resonance frequency 𝑓𝑟𝑒𝑠 and b) the uncertainty of the resonance field 𝜇0Δ𝐻𝑟𝑒𝑠
of resonance conditions. This system can be solved analytically using a system of cou-
pled Smit-Beljers equations ( Eq. 2.47) for each different magnetic region (domains and
domain walls). However, these calculations are quite complex and many assumptions
and simplifications have to be made in order to find a solution.
The alternative approach to the study of this complex magnetic system with stripe
domains is to use micromagnetic simulations. In these simulations, the sample is sub-
divided in small volumes, each representing a group of strongly phase-coupled spins,
and for each of those cells, the effective field is calculated using the gradient of the mag-
netic energy (see section 2.3) defined by the user. The Landau Lifshitz Gilbert equation
is then solved numerically for each of the volumes, obtaining in the end a detailed 3d
map, in time, of the dynamics of the magnetization in a sample with a complex domain
structure.
The micromagnetic program chosen for this task was the MuMax3 [67] package,
which uses the finite differences method optimized for parallel computing graphics
cards (GPU). The use of graphic cards allow for the simultaneous solution of all the
cells (volumes), decreasing by several orders of magnitude the time required for the
simulation (of the order of 106). The software also calculates the demagnetizing field
using a GPU optimized fast fourier transform package.
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4.3.1 Mumax3 simulation parameters
In order to guarantee that the results of the simulation have physical meaning, the first
consideration is on the cell size. If only dipolar and exchange interactions are present,
the cell size has to be similar to the correlation length. This is the maximum distance at
which neighboring spins have such a strong attraction to behave as one. The correlation
length can be defined as [9] :
𝑙𝑒𝑥 =
√
2𝐴
𝜇0𝑀
2
𝑠
(4.5)
where𝐴 is the exchange interaction constant and𝑀𝑠 the saturation magnetization. For
the FeSiB, if we use the standard value for 𝐴 = 4𝑥10−12 J/m and the value equivalent
to4 𝜇0𝑀𝑠 = 1.65 T from the previous chapter as well as from [60], we obtain 𝐿𝑒𝑥 ∼ 2
nm, so we fix the cell size at the same value.
The second consideration is the total size of the sample. The chose shape must
large and flat enough to guarantee that we are in the thin film geometry approximation
for the demagnetizing field (𝑛𝑐 ∼ 1), but we cannot simulate the whole sample 1 𝑐𝑚
2,
since it would require 1014 cells. To overcome this limitation we can use a smaller 0.25
𝜇𝑚2 sample, in which only a few stripe domains can be formed, and repeat the pattern
to calculate the demagnetizing field using periodic boundary conditions (PBC). For an
oblate ellipsoid, the demagnetizing field as as a function of the PBC is given in 5 :
𝑛𝑐 =
𝑚2
𝑚2 − 1
[1 −
1
√(𝑚2 − 1)
arcsin(
√(𝑚2 − 1)
𝑚
)] (4.6)
where m is the ratio between thickness and length. On Fig.4.11, one can see that the use
of 250 PBC is sufficient inmost cases. Finally the simulation size usedwas of 250x250x75
cells (x,y,z), and the surface of the sample seen by the demagnetizing field after applying
the PBC is of 0.156 mm².
The third consideration is the magnetic constants to be used. We used𝐴 = 4𝑥10−12
J/m and 𝜇0𝑀𝑠 = 1.85 T as mentioned before. The Gilbert damping constant 𝛼 =
5𝑥10−3 was taken in consideration due to the fact that the simulation is in a perfectly
homogeneous sample. We also introduced an uniaxial OOP anisotropy 𝐾 = 23 kJ/m³
as reported in [59], to account for the magneto-elastic contribution.
4The actual value used was 1.85 T. Since the gyromagnetic ratio is kept at the free electron value in
Mumax by default, the𝑀𝑠 has to be rescaled.
5This is a more detailed solution of the integral described in section 2.3.1. For a more detailed de-
scription, please refer to [8, 9, 68]
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Figure 4.11: Change in the demagnetizing factor as a function of the ratio of width to
thickness. 𝑛𝑐 = 1 in the ideal oblate elipsoid. 250 PBC gives around 𝑛𝑐 = 0.999.
4.3.2 Simulation Procedures
Two sets of simulations were performed in this thesis. One set was used to repro-
duce the M(H) curves from [59] and evaluate the validity of our model. The other
set of simulations was performed to reproduce the frequency dispersion results from
the Broadband-FMR experiments, and further investigate which physical conditions
give rise to the experimentally observed absorption modes when the stripe domains
are present.
In the first set of simulations, related to the M(H) curves, each point corresponds to
a simulation. As a first step a field value (e.g. 𝐻 = 0) is applied, the system is initialized
with out-of-plane (OOP) stripe domains alternating in the up and down direction, in
absence of any closure domains. The system is then allowed to relax to a local energy
minimum 6 at zero field with a random thermal noise at 𝑇 = 300 K. In the next field
step (𝐻 = 0 + Δ𝐻), one starts with the system in the previously relaxed state, and
the system is allowed to relax reaching a new equilibrium state in the presence of the
newly applied field and the thermal noise. In the next steps the procedure is repeated
until the hysteresis loop is completed.
In the second set of simulations, related to finding the high frequency oscillation
modes of the system, a similar procedure is applied: at first we start with a stripe do-
main configuration and a magnetic field is applied, which has the DC field directed
along longitudinal to the stripes, and a Sin(t)/t pulse directed along ?̂?. The sin cardinal
6The function relax fromMuMax3 searches for a local minima, and has dynamic time steps to optimize
the computational cost.
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function has a square shape in the frequency domain, and it excites simultaneously and
with the same intensity the whole chosen frequency range set to 20 GHz. The system
is then let to run for a few nanoseconds, at fixed time steps. The amplitude of the sin
cardinal field pulse was set to𝐻𝑎𝑐 = 0.5𝑚𝑇, to guarantee the𝑀 ≈ 𝑀𝑠 approximation
to be kept. After the simulation, an FFT (fast fourier transform) of the time domain re-
sults (i.e. mx(t),my(t),mz(t) etc.) obtained at each imposed DC field value is performed
to obtain the frequency spectra where the microwave modes are found.
To reduce the computation time, the film thickness chosen for the simulation was
the t=150 nm, which also presents the same transcritical M(H) curves and stripe do-
mains as the t=230 nm one [59]. Even with this reduced sample thickness, each simu-
lation required 50-100 hours, generating datasets from about 100 MB to 10 GB. It is also
very important to reduce the data to a minimum, to allow for proper post-processing
of the simulated data.
4.3.3 Results and Discussion
In Fig.4.12a) we show a 3d representation with the magnetic domains and domain walls
present at the remanence state with zero applied field, which corresponds to the stripe
domains structure also observed by MFM imaging by Coisson et al in [61].
The simulated hysteresis loop qualitatively reproduce the experimental transcriti-
cal ones of [59] (Fig. 4.12b). The remanence and saturation field are closely matched,
altough the coercitivity is not. This may be due to the high number of pinning points
and defects in the real sample, or other anisotropy contributions which remains to be
investigated. Nevertheless, the results are satisfactory as a first model.
It is interesting to note that the magnetization of the domains points out of the plane
only in its core, and smoothly becomes in-plane at the surface. Closure domains can
also be seen on the surface between the stripes. When the applied field increased, the
stripe domains start to tilt from the OOP direction to the field direction, progressively
enlarging the more favorably oriented domains, merging near saturation.
Once the simulation parameters were able to reproduce the static magnetization
behavior of the film, we proceeded to simulate the dynamic behavior. The simulation
set is summarized in Fig.4.13. Several modes can be seen in the stripe domain regime.
Looking closer at a fixed field 10 mT slice in Fig.4.14, one can see actually two well
defined modes, followed by a series of smaller ones. Here it is also plotted the experi-
mental frequency sweep of the 150 nm sample annealed at 2000 C, and the best match
with frequency of the modes is found at 3 mT. This indicates that the anisotropy value
used in the simulation is likely higher than the experimental value.
In order to investigate the multiple the frequency modes in more detail, and to de-
fine the corresponding spatial configurations in the film volume, simulations were also
performed with a fixed frequency. The frequencies were chosen corresponding to the
maxima of the main absorption modes of Fig.4.14 at 𝑓1 = 2.34 GHz and 𝑓2 = 4.15 GHz.
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a)
b)
Figure 4.12: a) Cross section of the 150 nm thick film with the domain structure simu-
lated at remanence. The yellow arrows indicate the magnetization direction. The stripe
domains have a magnetization that points in the out-of-plane direction only in the cen-
ter of the domain (red and blue areas) and then becomes parallel to the film surface. b)
Hysteresis curves. Orange is the experimental data, and blue the simulated one. Both
have a transcritical shape, with the remanence and saturation field closely matched.
A phase sequence was built at Δ𝑡 = 𝜋/6𝑇 (one quarter of a period) steps and the mag-
netization in the sample zx cross section can be seen in Fig.4.15a) for 𝑓1 = 2.34 GHz
and Fig.4.15b) for 𝑓2 = 4.15 GHz.
In both figures, the stripe domains can be seen at the center circles, surrounded by
the closure domains. At 𝑓1 (Fig.4.15a)), the neighboring stripe domains pulses out of
phase, and show a change in amplitude concentrated in the y direction (perpendicular to
the cross section of the sample and longitudinal to the stripes direction). This indicates
that the oscillation is mostly happening in the yz plane. The closure domains follow
the same pattern, but in a much smaller amplitude.
At 𝑓2 (Fig.4.15b)) it can be seen a much higher oscillation amplitude, and some cir-
cular movements on the stripe domains and longitudinal for the closure domains. Thus,
the oscillations now are tilted from the yz plane, with x components. Qualitatively it
indicates to be oscillating around the equilibrium magnetization direction, which tilts
the OOP components of the stripe domains in the applied field direction (y).
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Figure 4.13: Temperature plot of the dynamics simulation of the t=150 nm film with
applied field up to 20 mT. Multiple FMR modes are observed at low applied field.
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Figure 4.14: Slice of frequency modes at 10mT (simulation) and 3 mT (experimental).
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Figure 4.15: Cross section of the temporal progression of a half a period for a) 2.34 GHz
and b) 4.15 GHz. c) Vector directions for reference.
4.4 Conclusion and future prospectives
In this work, a framework was developed to investigate the dynamics of FeSiB amor-
phous thin films exhibiting stripe domains, combining micromagnetic simulations and
experimental results.
It was shown that the amorphous FeSiB thin films present a high saturation of mag-
netization and magneto-elastic energy due to quenched in stresses.
Themagnetic anisotropywas investigated by Ferromagnetic resonance experiments,
finding results consistent with previously published static magnetic characterization.
More work maybe needed for a more precise quantitative analysis of the release of
thermal stresses. The low magnetic damping found is very interesting for a potential
application of these alloys. Thus, for in-plane anisotropy applications, it was shown
that the FeSiB family of alloys can be a viable and more economical substitute to CoFeB
thin films.
Themicromagnetic simulations were able to reproduce qualitatively the experimen-
tal results. The two major oscillation modes were identified and discussed, and it was
shown that the smaller mode corresponds to mostly oscillations of the core of the stripe
domains.
The developed methods can be used to investigate more complex dynamics in stripe
domain systems with the support of micromagnetic simulations. Since these films
present a large thickness above 100 nm, a high saturation magnetization and low damp-
ing are attractive for the development of magnonic devices, where spin waves can be
propagated within the magnetic domain structure.
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Chapter 5
Field Free switching spintronic
devices
5.1 Introduction
This chapter presents a pure theoretical and numerical simulation work developed in
this thesis. The work was carried out in parallel with the experimental activities of the
previous chapters. In this chapter we present the activities performed to analyze and
compare two classes of materials here used to generate a spin current used to switch a
ferromagnetic layer without the need for an external magnetic field.
This investigation resulted in a publication on the Journal of Magnetism and Mag-
netic Materials [69]. This chapter is an extended version of the published article. It
starts with an introduction of the need for new technologies for magnetic storage de-
vices, and then an analysis is presented of field-free magnetic switching of memory
nanoelements by spin-orbit torque and the limitations associated to this approach. We
then present our comparison of two possible approaches to the switching of memory
nanoelements without an external magnetic field, based on both an analytical and a
numerical analysis of the dynamics of this process. The merits and issues associated to
each process will be discussed.
5.1.1 Magnetic recording devices
Magnetic recording devices have always been of paramount importance to society, as
they supplied and still supply the demand for higher and higher data storage capacity.
Until recently, the data was stored with magnetic domains, written by a localized ap-
plied field and read by induction. One can choose materials with adequate magnetic
properties to make smaller and smaller bits, to increase the amount of data that can be
stored in a device.
The thermal stability of each memory element depends on the ratio between the
anisotropy energy barrier and the thermal energy 𝐸𝑉 /𝑘𝐵𝑇. To obtain a high memory
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density device, the volume of the magnetic ”bit” is decreased, but it has a minimum
threshold due to the thermal agitation 𝑘𝑏𝑇. Also, the smaller the device the smaller
the readout signal, which depends on the magnetic induction caused by the transition
between the magnetic domains, and proportional to the saturation magnetization the
associated volume. Increasing the anisotropy energy allows the use of smaller volume
devices, but makes the writing of a magnetic ”bit” harder, and requires a higher and
more localized field. On the other hand, increasing the magnetization may increase
the demagnetizing field, which in turn may increase or decrease the energy stability
barrier height. This is the well known magnetic recording trilemma [70]: conflicting
requirements between the thermal stability, readability and writeability.
Several scientific breakthroughs in the past two decades have allowed to improve
dramatically the data density and speed of magnetic storage devices. First, Co based
granular out-of-plane anisotropy thin films with superior energy barriers [70] than its
in-plane counterparts. The decrease in readability is solved by the discovery of the gi-
ant magnetoresitance [21, 22], improving drastically the readout component. However,
the writing component still is done by an applied field. The newest hard drives uses
thermally assisted switching, in which the bit volume is locally heated by a laser, de-
creasing the necessary field. A more exciting development is the recent findings in
spintronics [71], that allowed magnetization switching by an electric current, in ab-
sence of an external magnetic field.
5.1.2 Spin orbit torques devices
Novel magnetic phenomena like spin transfer torque (STT) have also been success-
fully used to produce memory devices such as the non-volatile magnetic random ac-
cess memory (MRAM)[72, 73].
Spin orbit torques [74, 75, 76, 77, 15] (SOTs) are an effective way to switch the
magnetization of perpendicularly magnetized thin nanoelements by means of electric
currents. Imposing an electric current on a heavy metal layer (HM), a spin current is
generated by the spin Hall effect and its moments can be transferred to an adjacent
ferromagnetic (FM) layer, causing a torque on its magnetization. The strength of the
torque depends on the transferred spin current density, which is directly proportional
to the spin hall angle 𝜃𝑆𝐻:
𝜃𝑆𝐻 =
2𝑒
ℏ
𝜎𝑠ℎ
𝜎0
(5.1)
where 𝑒 is the electron charge, ℏ the Planck constant, 𝜎0 the electric conductivity
and 𝜎𝑠ℎ the spin hall conductivity. The spin hall angle is thus a direct measure of the
efficiency of the conversion from the charge current to the actual torque exerted on the
FM. Typical values range from 0.032 for Al, up to 33 in some heavy metals as Ta and Pt
[78].
Alternatively, the electric current also generates an accumulation of polarized spin
density at the interface between the HM and FM, causing a torque on the adjacent FM
76
5.1 – Introduction
layer by the exchange interaction[78]. This effect is known as the inverse spin galvanic
effect. In both previous cases, the spin current produces the damping-like and field like
torque as in STTs (see section 2.6). These phenomena are of great interest for data
storage devices, where they can potentially substitute the present writing systems -
especially for racetrack memories and magnetic logic devices.
In such applications, there are size scalability advantages by using perpendicular
anisotropymaterials (PMA). To invert themagnetization of the bit of hypothetical mem-
ory, the current induced torque needs to overcome the energy barrier. For PMAs, the
shape anisotropy contributionwas already compensated by the out-of-plane anisotropy,
and thus the current needed is directly proportional to the anisotropy. More so, in
the in-plane device the current needs also to best the shape anisotropy, which raises
the current and does not contribute to the thermal stability[79].
However, to achieve deterministic magnetic switching in PMAs, one needs to per-
turb the energy landscape[79] of the system. The simplest way to perturb the energy
and obtain SOT switching uses an external bias field. Unfortunately, although deter-
ministic switching has been successfully attained in [74, 80, 75, 81, 82, 83], applying an
external in-plane (IP) field undermines the technological advantages of utilizing SOT
for practical purposes.
In the context of practical use for SOT-MRAM three terminal devices [79, 84, 85, 86,
15], where the magnetic-tunnel junction readout block is ferromagnetically uncoupled,
a minimum stacking of layers is desired. A first solution compatible with SOT switching
is to generate an IP bias field adding an extra magnetic layer: either an uncoupled FM
layer on the stack or an HM antiferromagnet layer such as PtMn[87, 88] or IrMn[89],
twomaterials which can simultaneously provide the spin current and the necessary bias
field. A second solution to obtain SOT switching, is to modify the energy landscape by
breaking the spatial symmetry of the PMA energy barrier, which introduces an angular
tilt in the out-of-plane (OOP) anisotropy axis. Torrejon et al.[90] and You et al.[91]
engineered the anisotropy tilt using film-thickness gradients on either the FM or the
MgO oxide layer, and obtained a field-free deterministic switching on HM/FM/MgO
trilayers.
It is worth mentioning that other field free switching methods have been recently
proposed to achieve the system symmetry-breaking. Some of them are: extra in-plane
shape anisotropy due to a elongated FM shape [92] and extra input current terminal on
the x direction [93, 92, 94]; extra field-like torque caused by a thickness gradient of the
oxide layer [95, 96]; RKKY coupling with a second FM layer [97, 98]; laterally attached
in-plane anisotropy FM structures [99], switching by induction of domain nucleation
[100] ; the creation of a T type structure[101]; composite free-layer composed by an-
tiferromagnetically coupled layers [102] and Co/Pt/Co trilayers with orthogonal easy
axis between Co layers[103]. Nonetheless, these methods cannot be implemented eas-
ily or without the introduction of additional layers in the three-terminal architecture
device. As a matter of technological applicability, the in-plane bias field or anisotropy
tilt methods remain of great interest and potential.
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Until now, it is still unclear if an in-plane bias field or an anisotropy tilt would
only help the SOT switching or would also interfere with the energy barrier height and
critical current values: in the scenario of a reduction of the energy barrier, the possible
miniaturization of the devices would be jeopardized, because the memory elements
would become thermally unstable. Since the relationship between the energy barrier
and the critical current is extremely important for SOT based data storage applications,
it needs to be investigated thoroughly.
To this end, in this chapter we focus on the writing performance of both methods
described above to achieve field-free SOT magnetization switching. Namely a fixed
bias field such as the AFM/FM bilayers (bias case) and an anisotropy tilt caused by a
structural asymmetry (tilt case). The writing performance is analyzed with respect to
two requirements of magnetic recording: a large energy barrier for thermal stability and
a small critical current for power efficient switching. As such, the results may be useful
independently of the chosen reading method for specific three-terminal applications.
The investigation was done first by analyzing analytically the effects of a bias field
induced by an AFM/FM layer or an anisotropy tilt using an HM/FM system on the free
magnetic energy landscape. We then proceed to solve numerically the Landau-Lifshitz-
Gilbert equation on a macrospin approximation either at several different in-plane field
values or with different anisotropy tilt angles, interpreting the results in the light of the
effective bilayer energy landscape. Finally, we investigate the effect of the current pulse
duration, equivalent to the speed of operation of an hypothetical SOT switching device.
5.2 Energy barrier modeling
The discussion begins by presenting a simple model for the magnetic energy of the two
mechanisms (see Fig.5.1(a) and (b)). The energy density of a perpendicular anisotropy
system is 𝐹 = 𝐸/𝑉 = −𝐾𝑢𝑚
2
𝑧 where 𝐾𝑢 is the effective uniaxial anisotropy constant,
𝑚𝑧 is the third component of the normalized magnetization ?⃗? and 𝑉 is the volume of the
ferromagnetic layer. Here, the anisotropy constant is the resultant of the out-of-plane
anisotropy 𝐾𝑜𝑜𝑝 and the shape anisotropy 𝐾𝑢 = 𝐾𝑜𝑜𝑝 − 𝜇0𝑀
2
𝑠 /2, where 𝜇0 the vacuum
permeability and 𝑀𝑠 the saturation magnetization. The two systems in consideration
have out-of-plane anisotropy and, thus, 𝐾𝑢 is strictly positive. The energy landscape
is symmetric as it is shown in Fig.5.1(c). The saddle points corresponds to the equator
and the minima to the poles of the sphere.
For the bias case, a ferromagnet in contact with an antiferromagnet as depicted
in Fig.5.1(a). In a simple approximation we can model it with a unidirectional field,
representing the strength of the exchange field bias. The energy density of the system
becomes:
𝐹 = −𝐾𝑢𝑚
2
𝑧 − 𝜇0𝑀𝑠𝑚𝑥𝐻𝑋, (5.2)
where 𝐻𝑋 is the exchange bias field. The energy landscape corresponding to such
energy density is shown in Fig.5.1(d).
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(c) (d) (e) 
(a)     Bias case (b)     Tilt case 
Figure 5.1: (a) Vector diagram of the bias case and (b) tilt case. The anisotropy tilt angle
is in the yz plane for the tilt case. Energy landscape for (c) Perpendicular anisotropy, (d)
Bias case and (e) Tilt case. In the graphs, the blue color is the minimum value and red is
themaximumvalue. Themagnetizationmay switch if the applied current is sufficient to
traverse the separatrix line plotted in green. Energy-conserving trajectories are shown
in black.
In the other mechanism, which we label as the tilt anisotropy case, the energy is
modeled by adding a tilt angle on the anisotropy axis (see diagram in Fig.5.1(b)). Under
this assumption the energy density becomes:
𝐹 = −𝐾𝑢(?⃗? ⋅ ?⃗?)
2, (5.3)
where ?⃗? is the anisotropy axis and has the form ?⃗? = (0, 𝑠𝑖𝑛𝛽, 𝑐𝑜𝑠𝛽) where 𝛽 is the tilt
angle. We plot the landscape of such case in Fig.5.1(e) (right).
For now, it can be noted that the energy landscapes of the tilt and standards are
similar, albeit for a rotation caused by the tilt. On the other hand, the bias case presents
not only a rotation, but also several new high energy zones, with its saddle points not
being directly over the equator.
5.2.1 Equilibrium positions
To obtain the equilibrium positions, one needs to find the minimae on equations 5.2
and 5.3. This is done by obtaining the first derivative and setting the value to zero, and
checking the signal of the second derivative to determine if it is a maxima ou minima.
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For the tilt case, the results are straightforward and the equilibrium positions fol-
lows the tilt angle on the z axis projection. The equilibrium state is aligned to the
anisotropy axis and then ?⃗?𝑒𝑞 = (0,±𝑠𝑖𝑛𝛽,±𝑐𝑜𝑠𝛽).
In the bias case, it is considered a bias field 𝐻𝑋 smaller than the anisotropy field
𝐻𝑘 = 2𝐾𝑢/𝜇0𝑀𝑠, as to not cause a field dependent switching of the magnetization.
The system them has two equilibrium positions with positive and negative projection
on the z axis (top and bottom). Their values in polar coordinates are:
𝜃𝑒𝑞 = arcsin(
𝐻𝑋
𝐻𝑘
). (5.4)
These equilibrium positions correspond to the linear part of the hard axis IP hysteresis
loop with perpendicular anisotropy, with 𝑚𝑥 = 𝐻𝑋/𝐻𝑘. There are two valleys corre-
sponding to such minima as shown Fig.5.1(d). There is also a high energy region, which
contains the global energy maximum. This region corresponds to the white and yel-
lowish regions of Fig.5.1(d). Both the minima valleys and the high energy regions are
partitioned by the separatrix (green line) as can be seen in Fig.5.1(d). In the anisotropy
tilt case the separatrix is rotated by the tilt angle and there are no other equilibrium
regions apart from the two minima (see Fig.5.1(e)). The existence of the high energy re-
gion in the bias case will change the behavior of that system. In the anisotropy tilt case,
once the current is switched off the magnetization will evolve to the minimum corre-
sponding to the nearest valley and will relax to the corresponding energy minimum. In
the bias case, if at the end of the current pulse the magnetization is in a minimum val-
ley, the magnetization will spontaneously evolve to the corresponding minimum, due
to energy relaxation. However, if at the end of the current pulse, the magnetization is
in the high energy region, the final state of the magnetization will depend on the exact
point of the high energy region where it was at the time of current removal. This will
result in a bias case switching diagrammore dependent on the values of the parameters
(current value or pulse duration) as will be discussed in the following sections.
5.2.2 Energy barriers of the two systems
The simplest thermal switching mechanism corresponds to coherent rotation: the rota-
tion of the magnetization as a whole, without domains formation. To obtain the energy
barriers of the system one needs to determine the position of the saddle points.
In the bias case, the saddle points correspond to the polar coordinates 𝜙 = 0 and
𝜃 = 𝜋/2, associated to the crossing of the separatrix line (see Fig.5.1(d)). The vector
coordinates for the saddle points thus are 𝑚𝑠𝑎𝑑𝑑𝑙𝑒 = (1,0,0). The bias field 𝐻𝑋 is fixed
on the ?̂?, so (𝐻𝑋,0,0). The equilibrium position is determined by eq.5.4, so 𝑚𝑒𝑞 =
(sin 𝜃𝑒𝑞,0, cos 𝜃𝑒𝑞). Remembering the anisotropy is on the ̂𝑧 direction and the bias field
𝐻𝑋 is fixed on the ?̂?, the energy barrier can be calculated introducing these quantities
on eq.5.2 for the saddle and equilibrium points. The energy barrier 𝐹𝐵 for coherent
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rotation of the tilt case then becomes:
𝐹𝐵 = 𝐹𝑠𝑎𝑑𝑑𝑙𝑒 − 𝐹𝑒𝑞 (5.5)
𝐹𝐵 =
𝜇0𝑀𝑠𝑉 (𝐻𝑘 −𝐻𝑋)
2
2𝐻𝑘
= 𝐾𝑢(
1 −
𝐻𝑋
𝐻𝑘 )
2
. (5.6)
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Figure 5.2: Energy barrier for coherent rotation and domain wall nucleation as a func-
tion of the exchange-bias field.
Using the same principles, the energy barrier when there is no bias field (tilt case),
yields 𝐹𝐵 = 𝐾𝑢 cos
2 𝛽. For small values of 𝛽, cos 𝛽 ≈ 1, and as such it is obtained
the typical value of 𝐸𝐵 = 𝐾𝑢𝑉. Using an effective anisotropy constant 𝐾𝑢 = 2.65 ×
104𝐽/𝑚3 and an element of volume 100x100x1 𝑛𝑚3, the thermal stability factor has the
value 𝐸𝐵/𝑘𝐵𝑇𝑅𝑜𝑜𝑚 = 64. This value is close to the standard value 𝐸𝐵/𝑘𝐵𝑇𝑅𝑜𝑜𝑚 = 60
in magnetic recording[104] for thermal stability of ten years. In the anisotropy tilt
case, the energy barrier height for coherent rotation (as well as the stability factor)
is maintained because the tilt corresponds to a rigid rotation of the energy landscape
without variations of its value. From the comparison of the coherent rotation value in
zero field with Eq.5.6, one can conclude that the introduction of an antiferromagnetic
layer, which produces a bias field orthogonal to the anisotropy axis, tends to reduce the
energy barrier by a factor of (1 − 𝐻𝑋/𝐻𝑘)
2.
Energy barriers for nucleation of a domain wall
The thermal switching process which is most likely to occur is the process with the
minimum energy barrier. As we increase the size of the element, volume grows, and
other switching processes with a smaller energy barrier become available, such as the
thermal switching by nucleation and propagation of a domain wall. In order to consider
this process the exchange energy 𝐹𝑒𝑥 = 𝐴[(∇𝑚𝑥)
2 + (∇𝑚𝑦)
2 + (∇𝑚𝑧)
2] (where 𝐴 is the
exchange constant) term needs to be introduced in eqs. 5.3 and 5.21.
1The demonstrations are done in detail on section 3.6 of [105]
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For the tilt case, the free energy of the system then becomes:
𝐹𝑡𝑖𝑙𝑡 = 𝐴 ̇𝜃
2 + 𝐾 cos2 𝜃 (5.7)
And the linear density of energy contained in a domain wall is given by:
𝐹𝑤 = ∫
+∞
−∞
[𝐴 ̇𝜃2 + 𝐾 cos2 𝜃]𝑑𝑥 (5.8)
where ?̂? is the film plane and perpendicular to the domain wall. Solving by Euler-
Lagrange equations, one finds:
𝐹𝑤 = ∫
2𝜋
[𝐴
𝐾
𝐴
cos2 𝜃 + 𝐾 cos2 𝜃]
1
cos 𝜃√
𝐴
𝐾
𝑑𝜃 (5.9)
= 4√𝐴𝐾 (5.10)
For the tilt case the energy barrier of a 180 degree wall then is[105]:
𝐸𝐵 = 4𝑆√𝐴𝐾𝑢 (5.11)
where 𝑆 is the smallest cross section of the device [105]. The saddle point configu-
ration for that energy barrier corresponds to a 180∘ wall. For an element of cross section
𝑆 = 100𝑛𝑚2, an effective anisotropy constant 𝐾𝑢 = 2.65× 10
4𝐽/𝑚3 and exchange con-
stant 𝐴 = 1.5 × 10−11𝐽 /𝑚, the thermal stability factor becomes 𝐸𝐵/𝑘𝐵𝑇𝑅𝑜𝑜𝑚 = 60.88.
The value of the energy barrier in the anisotropy tilt case is preserved because the sad-
dle point configuration is also a 180∘ wall.
In the bias case, when a bias field 𝐻𝑥 is present, the domains are tilted and the
energy of the domain wall is reduced due to the smaller rotation of the magnetization
inside the wall. The saddle point configuration then contains a domain wall of 𝜋 −2𝜃𝑒𝑞
as defined in Eq. 5.4. Following a similar procedure than the one in the tilt case, but
with the energy density defined as:
𝐹𝑏𝑖𝑎𝑠 = 𝐴 ̇𝜃
2 + 𝐾 cos2 𝜃 + 𝜇0𝐻𝑥𝑀𝑠 (5.12)
The energy barrier for a domain wall in the bias case is then given by:
𝐸𝐵 = 4𝑆√𝐴𝐾𝑢
⎛
⎜
⎜
⎝
√
1 −
(
𝐻𝑋
𝐻𝑘 )
2
+
2𝐻𝑋
𝐻𝑘
arctan(
𝐻𝑋 −𝐻𝑘
√𝐻
2
𝑘 −𝐻
2
𝑋
)
⎞
⎟
⎟
⎠
(5.13)
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which is equivalent to the formula already found in literature [105]. The energy barrier
for coherent rotation and domain wall nucleation is shown in Fig.5.2 as a function of
the exchange bias field𝐻𝑋. In both cases the energy barrier is reduced with respect to
the tilt case (zero bias field) case. The energy barrier has to be calculated more precisely
in the general case, where inhomogenities of the magnetization can play a role.
For the bias case, the domain wall width of the saddle configuration is field depen-
dent and has the value
Δ =
Δ0(𝐻𝑋 +𝐻𝑘)
√𝐻
2
𝑘 −𝐻
2
𝑋
(5.14)
where isΔ0 = √(𝐴/𝐾𝑢). For such calculations the criterion of the derivative at the mid-
dle of the wall has been used. The thin films comprised of multilayers of HM/FM can
also posses a chiral exchange of interfacial origin known as Dzyaloshinskii-Moriya in-
teraction (DMI)[106]. In the presence of interfacial DMI the energy barrier correspond-
ing to a DW nucleation will be reduced by a factor −𝜋𝐷𝑆 [107] where 𝐷 is the DMI
constant. This is in agreement with some numerical calculations showing that DMI ac-
tually reduces the energy barrier for switching in magnetic nanoelements [108, 109].
In summary, the introduction of a bias field or DMI reduces the energy barrier, while
the anisotropy tilt preserves it, independently of the type of thermal switching mech-
anism. However, the thermal mechanism does not determine the dynamical switching
and has to be analyzed separately with numerical modeling. For this reason we explore
the dynamics under applied current in the next sections.
5.3 Critical currents
Following the analytical discussion in the previous sectionwe now investigate the effect
of a current pulse on the SOT device using numerical calculations of the dynamics of
magnetization as a function of the applied current induced damping like torque 𝑎𝑗 and
pulse time duration 𝑡𝑝. We use the same dynamics and torque equations for both the bias
case and anisotropy tilt case, changing only the variable of interest: the bias field𝐻𝑋 for
the bias case and the tilt angle 𝛽 for the anisotropy tilt case (see Fig.5.1(a) and (b)). We
focus on identifying the minimum necessary value of the dc current generated damping
like torque 𝑎𝑗 to obtain SOT switching, i.e. the critical current. We then interpret the
results in light of the energy landscape obtained in the previous section2.
The dynamics of themagnetizationwas calculated using the Landau-Lifshitz-Gilbert
equation with the additional terms corresponding to the field-like and damping-like
2We have chosen to use the current torque in field units, since the macrospin problem can be normal-
ized to the anisotropy field values and the actual value depends on the related material conditions.
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spin orbit torques
𝑑?̂?
𝑑𝑡
= −𝛾?̂? × (?⃗?eff + 𝑎𝑗(?̂? × ̂𝑝) + 𝑏𝑗 × ̂𝑝) + 𝛼?̂? ×
𝑑?̂?
𝑑𝑡
(5.15)
where 𝛾 is the gyromagnetic ratio and 𝛼 is the Gilbert damping parameter. ?⃗?eff =
−(1/𝜇0𝑀𝑠)𝜕(𝐸/𝑉 )/𝜕?⃗?. We also use here the macrospin approach, where the magneti-
zation is considered to be homogeneous in the magnetic layer. This approach has been
shown to be valid as long as no strong DMI[110] is present or large applied currents
are used[111]. For such situations, the switching is mediated by inhomogeneities like
domain walls[110] and full micromagnetic simulations are required. The effective field
contains the anisotropy field and in the bias case, the bias field is introduced inside ?⃗?eff
as an additional external field𝐻𝑋?̂?. We consider the polarization direction of the spin
Hall current to be ̂𝑝 = (0,1,0). The ratio between field-like torque induced by the 𝑏𝑗
current and damping-like torque connected to 𝑎𝑗 is 𝑏𝑗/𝑎𝑗 and depends on the material;
since in AFM/FM bilayers (bias case) it has been reported to be affected by the order of
the stack [112], while in HM/FM bilayers (tilt case) it depends on interface effects on the
ferromagnet, we have considered for simplicity three possible scenarios for the field like
torque 𝑏𝑗: 𝑏𝑗 = 𝑎𝑗; 𝑏𝑗 = 0 and 𝑏𝑗 = −𝑎𝑗. The current pulse time and subsequent relax-
ation is governed by the step-like Heaviside function, since typical rise and fall times of
pulse generators are in the range from about 20 to 100 ps and no capacitive or reactive
phenomena are considered. The anisotropy constant corresponds to 𝜇0𝐻𝑘 = 0.053 𝑇
as in Ref.[90]. The damping value, which can vary due to the different interfaces of the
bias and anisotropy tilt cases, was anyhow fixed to be 𝛼 = 0.05 to be able to compare
the various results.
In order to determine the critical current values for the SOT switching in the tilt
and bias cases we start with the magnetization in the equilibrium state corresponding
to the positive Z direction, then we apply a single 𝑡𝑝 = 100 ns current pulse 𝑎𝑗 and the
results are shown in Figs. 5.3(a-c) bias case and 5.3(g-i) tilt case. The stability of both
cases are also analyzed by letting the magnetization relax after the 100 ns pulse in Fig.
5.3(d-f) for the bias case and 5.3(j-l) for the anisotropy tilt case.
5.3.1 Anisotropy tilt case
For the anisotropy tilt case, we vary the amplitude of the 𝑡𝑝 = 100 ns current pulse 𝑎𝑗
and the angle 𝛽 while fixing for simplicity the 𝑏𝑗 values as described in the previous
paragraph. In Fig. 5.3(g-i) we show the magnetization state right after the end of the
pulse duration 𝑡𝑝. Here, since the energy landscape is not distorted but only rigidly
rotated by an angle 𝛽 (see Fig.5.1 (e)), the switching is rather robust.
The damping like torque caused by the applied current (𝑎𝑗) pulls the magnetization
to the plane of the sample (𝑚𝑧 = 0), and may be assisted by the field like torque 𝑏𝑗
or the anisotropy tilt 𝛽 depending on its respective directions (see blue trajectory on
Fig.5.4(a)) .
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Figure 5.3: OOP magnetization map (𝑚𝑧 color coded) with different 𝑏𝑗 values 𝑏𝑗 = 𝑎𝑗;
𝑏𝑗 = 0; 𝑏𝑗 = −𝑎𝑗 as a function of the intensity 𝑎𝑗 of a current pulse lasting 𝑡𝑝: from a) to
c) 𝑚𝑧 is the bias case as a function of the bias in plane field (𝐻𝑋) at the end of current
pulse time 𝑡𝑝 = 100𝑛𝑠 , d) to f) the relaxed 𝑚𝑧 for the bias case after 100 ns (𝑡 = 2 ∗ 𝑡𝑝)
upon removal of the current pulse; g) to i) Anisotropy tilt case as a function of the
anisotropy tilt angle 𝛽 at the end of current pulse time 𝑡𝑝 = 100𝑛𝑠, j) to l) the relaxed
𝑚𝑧 for the tilt case after 100 ns (𝑡 = 2 ∗ 𝑡𝑝) upon removal of the current pulse;. Column-
wise we observe the effect of the field-like torque 𝑏𝑗 in the systems.
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For 𝑏𝑗 = 0 (Fig.5.3(h)), about 0.02 T of |𝑎𝑗| is enough to redirect the magnetization
to the plane, and it is assisted by the anisotropy tilt for negative values. The necessary
current for the redirection decreases increasing the tilt at negative values, and on the
contrary increases for positive values. Meanwhile for 𝑏𝑗 = 𝑎𝑗 the field like torque also
opposes the switching, as it can be seen for the higher currents of Fig.5.3(g). On the
contrary, the field like torque works in favor of the switching for 𝑏𝑗 = −𝑎𝑗 (Fig.5.3(g)).
With the magnetization on the plane of the sample, once the current pulse is re-
moved, the system is in a high energy state, and it has to relax to a low energy one.
If the adequate conditions are met, the magnetization can then evolve from 𝑚𝑧 ≈ 0
to 𝑚𝑧 = −1 (red trajectory on Fig.5.4(a) . The bottom row of Fig5.3 (j-l) shows the
system state after the removal of the current pulse and subsequent relaxation. The
switching occurs only for negative values of 𝑎𝑗, since in this direction it is bolstered
by the rigid energy landscape rotation caused by the tilt, while for negative values
no switching happens because for that current polarity, tilt and current torque work
in opposite directions. The minimum absolute values of 𝑎𝑗 for the switching, in other
words the critical current, increases from positive to negative values of 𝑏𝑗, suggesting
that the field like torque 𝑏𝑗 assists the switching when it has a direction antagonistic to
the damping like torque Fig5.3(l).
(a) (b)
Figure 5.4: Simulation of the magnetization trajectory for field free switching with
𝑎𝑗 = −10 mT and 𝑏𝑗 = −𝑎𝑗. Black arrow indicates the initial state, blue lines and dots
dynamics with the current pulse and red lines and dots the relaxation upon removing
of the current. a) Tilt case, 𝛽 = 3.5𝑜. b)Bias case,𝐻𝑋 = −10 mT.
5.3.2 Bias case
In the numerical calculations of the bias case, we vary the applied current 𝑎𝑗 and the
bias field 𝐻𝑋. In Fig.5.3(a) to (c) one sees the final magnetization 𝑚𝑧 right after the 𝑡𝑝
pulse.
After the current pulse, the magnetization diagrams resemble to the ones obtained
in the tilt case. Opposite signs between the bias field 𝐻𝑋 and damping like torque 𝑎𝑗
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are needed to pull the magnetization in-plane. The field like torque 𝑏𝑗 influence, besides
𝑏𝑗 = −𝑎𝑗 (Fig. 5.3(c)), is different though. Generally less current is required to pull
the magnetization in the film plane and it can even achieve switching with the help of
|𝐻𝑋|, as verified by the black regions of Figs.5.3(a) and 5.3(b).
However, after the removal of the current pulse, the relaxation is not so straightfor-
ward as in the tilt case. Since the energy landscape is distorted by𝐻𝑋, the magnetiza-
tion has to be also in condition to follow the right path through the lower energy land-
scape valleys, as evidenced by the lines in Fig.5.1(d) and the red trajectory of Fig5.4(b).
For 𝑏𝑗 = 𝑎𝑗 and 𝑏𝑗 = 0 (Figs.5.3 (d) and e)), if the system has already switched it still
holds, but not necessarily if the magnetization has to evolve from close to the in-plane
condition. Surprisingly, regions that were unlikely to switch do so, as the ones with
same signs of 𝐻𝑋 and 𝑎𝑗. On the other hand, if the magnetization is close to in-plane,
the system does not follows the simple continuous behavior, which was verified before
on the tilt case, and alternating regions with successful and unsuccessful switching are
found.
This is the consequence of a complicated interplay between the spin orbit torques
and the current pulse duration, which has been already pointed out byMangin et al.[79]
and discussed by Miron et al.[74]. During the precession period, each of the spin orbit
torques (𝑎𝑗 and 𝑏𝑗) changes their directions in reference to themagnetization. Thus their
actual role in either aiding or obstructing the magnetization switching will depend not
only on their intensity and relative directions, but also on the state of the magnetization
itself at any given instant. In the simulations just discussed above, large current-pulse-
times were used to guarantee a quasi-stationary behavior (net torque equal to zero).
The effect of the pulse duration will be further analyzed in section 5.4.
5.3.3 SOT switching efficiency
Looking at the critical current values 𝑎𝑗,𝑐 associated to the sign changing of𝑚𝑧 in Fig.5.3,
it may seem that the bias case is amore energy efficientmethod to achieve SOTmagneti-
zation switching for memory applications. Nevertheless, to properly compare the bias
and anisotropy tilt switching methods, one needs to normalize the value of the critical
current 𝑎𝑗,𝑐 applied during the 𝑡𝑝 = 100 ns pulse, used to reach the final relaxed state
with respect to the energy barrier 𝐸𝐵 encountered in the switching process as defined
in Eq. 5.6. To this end in Fig. 5.5 we plot the ratio between the module of the critical
current and the relevant energy barrier (|𝑎𝑗,𝑐|/𝐸𝐵) as a figure of merit representing the
efficiency of both the bias and the tilt cases.
Comparing Figs.5.5(a) and (b), in the tilt case we find an evident decrease of the
ratio |𝑎𝑗,𝑐|/𝐸𝐵 when the tilt angle 𝛽 increases; on the contrary, an increase of the ratio
|𝑎𝑗,𝑐|/𝐸𝐵 is observed when 𝐻𝑋 increases in the bias case. Since in both cases there is
a reduction of 𝑎𝑗,𝑐 with increasing values of the relevant input parameter 𝐻𝑋 or 𝛽 as
shown in 5.3, we can deduce that the decrease in the energy barrier height 𝐸𝐵 with
increasing𝐻𝑋 in the bias case, must be larger than the reduction of the critical current
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Figure 5.5: Figure of merit 𝑎𝑗,𝑐/𝐸𝐵 for (a) Tilt case as a function of the tilt angle 𝛽 and
(b) Bias case as function of the bias field𝐻𝑋.
|𝑎𝑗,𝑐| with𝐻𝑋.
This means that in the bias case we observe an important degrading in the energy
barrier. Although this still corresponds to smaller energy requirements on the SOT
switching of a possible device, it also entails a lower thermal stability and also limits
the degree ofminiaturization. On the other hand, a larger |𝑎𝑗,𝑐| current needed to switch
themagnetization direction in the tilt casewould also generatemore heat by Joule effect,
and this might compromise miniaturization as well. So specific optimization choices
are needed in each case for the tailored development of specific SOT applications.
5.4 Switching dependence on pulse duration
Another important feature which we need to include in the analysis of hypothetical
SOT devices is the ultimate speed of operation. To this end we show here the effect
of different current pulse durations 𝑡𝑝 on the final magnetization state achieved after a
𝑡 = 10𝑡𝑝 relaxation time, see Fig. 5.6. The current 𝑎𝑗 is fixed at a value where switching
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is achieved, and close to the critical current |𝑎𝑗,𝑐| and then we vary both the tilt angle
𝛽 or the bias field 𝐻𝑋 and also the pulse duration 𝑡𝑝. After relaxation without applied
current for 𝑡 = 10𝑡𝑝, we draw a black dot in the graph if the switching takes place or
a white one if switching does not occur. Fig.5.6(a) to (c) shows switching speed for
bj=aj bj=0 bj=-aj 
aj=-0.028 T  aj=-0.02 T  aj=-0.03 T  
(a) (b) (c) 
(d) (e) (f) 
m0HX(mT) 
b (°) 
m0HX(mT) m0HX(mT) 
aj=-0.0275 T  
b (°) b (°) 
aj=-0.023 T aj=-0.0115 T  
Figure 5.6: SOT switching in the tilt case for different pulse duration 𝑡𝑝 as a function of
tilt angle 𝛽 for (a) field-torque equal to damping-torque 𝑏𝑗 = 𝑎𝑗 (b) no field-like torque
𝑏𝑗 = 0 (c) and inverted sign between torques 𝑏𝑗 = −𝑎𝑗. In the next row, SOT switching
in the bias case for different pulse duration 𝑡𝑝 as a function of the bias field 𝐻𝑥 for (d)
field-torque equal to damping-torque 𝑏𝑗 = 𝑎𝑗 (e) no field-like torque 𝑏𝑗 = 0 (f) and
inverted sign between torques 𝑏𝑗 = −𝑎𝑗. Black dot means switched state and white dot
not switched.
the tilt case. For both 𝑏𝑗=𝑎𝑗 and 𝑏𝑗=0 the switching is permanent for a pulse duration
𝑡𝑝 > 3 ns. With the exception of the much slower 𝑏𝑗=-𝑎𝑗 case, the performance of a
tilt based device results far faster than an AFM/FM stack with bias field. However the
fastest speed here is found when 𝑏𝑗=0, a condition which is unlikely to be achieved in
real samples, due to the fact that the physical phenomena which tend to generate the
damping-like torque 𝑏𝑗 also tend to produce a field-like one 𝑎𝑗 [77].
Fig 5.6(d) to (f) shows the bias case. Here the 𝑏𝑗=𝑎𝑗 case behaves quite well andman-
ages to be stable. There are some instabilities near zero field, which are expected due
to the necessity of perturb the energy landscape with an external field to obtain a field-
free switching system. The other two cases 𝑏𝑗 = 0, and 𝑏𝑗=−𝑎𝑗 present considerable
areas where switching does not occur. Particularly, the 𝑏𝑗 = 0 case is mostly unstable
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above 15 mT.
The pulse duration analysis shows that extra care is needed to choose the operating
current value. Not only the minimum switching current has to be considered, but also
how the system evolves and relaxes with time. As mentioned above, the field-like and
damping-like torque have different signs during the precession period, and the specific
instant at which they are removed interferes with the trajectory taken by the magneti-
zation 𝑚𝑧 to the final state.
5.5 Conclusions
We have analyzed the field-free switching by spin-orbit torques for two different mech-
anism that yield to a deterministic behavior with HM/FM with tilted anisotropy and
AFM/FM bilayers with bias field. While in the tilt case the energy barrier is preserved
with increasing anisotropy tilt angles, we have found a significant reduction of the
anisotropy energy barrier for the bias case caused by the bias field. For a compari-
son the Landau-Lifshitz-Gilbert equation was also solved numerically in a macrospin
approximation with added damping-like and field-like torques as a function of the vari-
able of interest for each case (tilt angle or bias field).
Our numerical simulations confirmed the analytical results of a reduction of the
energy barrier for the AFM/FM bias field case. On the other hand, in the HM/FM
anisotropy tilt case, we have shown the switching to be specially robust with small
variations of the tilt angle. Moreover, this method also tolerates a certain flexibility on
the chosen HM layer, allowing to employ novel materials with giant spin Hall angles
(as the oxygen doped W and Ta) [113, 75, 114, 115, 116] and consequently to lower the
required current densities. Since most of the other -more complex- switching methods
proposed, and not considered in this paper, also present a coupling with another layer,
and hence a potential energy barrier reduction, we thus believe that the tilt case to be
a strong contender towards future practical magnetic memory applications. The miss-
ing piece is then to find a way to systematically generate a small anisotropy tilt on the
FM layer. This may be done, for example, by tweaking the deposition process, intro-
ducing an inhomogeneity of the sputtering on the target or causing a mismatch in the
crystalline axis of the layers in the interface.
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Chapter 6
Final Remarks
In this thesis soft magnetic thin films were investigated by magnetization dynamics.
The experimental characterization was done by ferromagnetic resonance and the the-
oretical by macrospins simulations supported by analytical solutions.
The experimental part, concerning the ferromagnetic resonance experimental tech-
nique was deeply studied, both from the instrumentation point of view (with the in-
terferometer implementation) and the characterization of FeSiB amorphous thin films.
Moreover, micromagnetic simulations were performed to identify the non-linear modes
presented in the stripe domains regime of the films. The results were presented at the
Joint Magnetic Symposium, held in Uppsalla, from 26-29 of August of 2019. After solv-
ing the field accuracy issue, we intend to publish the results.
The theoretical part investigates the dynamics of magnetic switching of thin film
by spin orbit torque. The work is of great importance in the field of spintronics, where
we hope it play a role in identifying the proper field-free switching method for three-
terminal applications. The investigation was conducted by the candidate and was pub-
lished in the Journal of Magnetism and Magnetic materials [69].
Recently, there have been reports of controlling the propagation of spin waves in
stripe domains by means of spin currents. One can rotate the longitudinal direction
of the stripe domains, by applying a static field. This rotation can also be achieved by
means of an spin current, in absence of an external field. One them needs to combine
both the approaches of chapters 4 and 5, opening a lot of possibilities for novel electronic
devices.
In summary, the PhD were of great didactic value to the candidate, where he could
learn and apply a wide variety of experimental and theoretical skills: ferromagnetic
resonance characterization and instrumentation, micromagnetic and macrospin sim-
ulations supported by analytical solutions. Those skills will be of great value in the
future for the candidate career.
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