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On the Schmidt-rank-three bipartite and multipartite unitary operator
Lin Chen 1 and Li Yu 1
1 Singapore University of Technology and Design, 20 Dover Drive, Singapore 138682
Unitary operations are physically implementable. We further the understanding of such
operations by studying the possible forms of nonlocal unitary operators, which are bipartite
or multipartite unitary operators that are not tensor product operators. They are of broad
relevance in quantum information processing. We prove that any nonlocal unitary operator
of Schmidt rank three on a dA × dB bipartite system is locally equivalent to a controlled
unitary. This operator can be locally implemented assisted by a maximally entangled state
of Schmidt rank min{d2
A
, dB} when dA ≤ dB. We further show that any multipartite unitary
operator U of Schmidt rank three can be controlled by one system or collectively controlled
by two systems, regardless of the number of systems of U . In the scenario of n-qubit, we
construct non-controlled U for any odd n ≥ 5, and prove that U is a controlled unitary for
any even n ≥ 4.
PACS numbers: 03.65.Ud, 03.67.Mn
I. INTRODUCTION
Bipartite and multipartite unitary operators play a fundamental role in quantum information
processing. They are used to create quantum states, nonlocal correlations such as entanglement
and discord [1], and to implement quantum circuits and computation. It is thus desirable to
systematically implement multipartite unitary operators and understand their properties. So far
this is a hard problem. The understanding of the forms and implementation schemes of multipartite
unitary operators is still far from complete. For a survey of the literature on this topic, we refer
the readers to the introductory parts of [2] and [3], but in the next paragraph we review some
basic concepts and known facts about the nonlocal unitary operators and the controlled unitary
operators.
Controlled unitary operators are a subclass of multipartite unitary operators. For example,
the product of the local unitary operators on the local systems is the simplest controlled unitary.
Such a unitary operator with Schmidt rank one is a local operator, also known as a product
operator. Otherwise it is a nonlocal operator. Nonlocal unitaries can create quantum entanglement
between distributed parties [4], and their equivalence has been studied under local operations and
classical communication (LOCC) [5]. Without prior entanglement, nonlocal unitaries cannot be
implemented by LOCC only, even if the probability is allowed to be close to zero [6]. To implement
these tasks, it is desirable to have a simple type of nonlocal unitaries. The bipartite controlled
unitary gates turn out to be such a type. They are of the general form U =
∑m
j=1 Pj ⊗ Vj acting
on a bipartite Hilbert space HA ⊗ HB, where Pj are orthogonal projectors on HA and Vj are
unitaries on HB. They can be implemented by a simple nonlocal protocol [7] using a maximally
entangled state of Schmidt rank m. In this sense the implementation of controlled unitaries is
operational. The bipartite controlled unitary gates are one of the few classes of bipartite unitaries
for which their capacity to create entanglement between the parts is relatively well understood [8],
and [9, 10] contain significant progress toward understanding their entanglement cost. Controlled
unitaries also play an important role in quantum information theory, e.g. they are used in gate
sets that are universal [11] for quantum computation [12], and they were also used in the creation
of graph states (cluster states) [13], which find wide use in quantum communication protocols [14]
and quantum computation.
In this paper, we study this problem via the Schmidt-rank-three bipartite and multipartite
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FIG. 1: Any bipartite unitary U of Schmidt rank three is locally equivalent to a controlled unitary, where the
controlling side may be A or B. This is expressed as U = (Q⊗ I)(
∑dA
k=1 |k〉〈k| ⊗ Vk)(R ⊗ I) or
U = (I ⊗Q)(
∑dB
k=1 Vk ⊗ |k〉〈k|)(I ⊗R), where Vk, Q and R are local unitaries. The output systems A
′ and B′
are assumed to be of the same size as A and B, respectively.
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FIG. 2: Any n-partite unitary U of Schmidt rank three is locally equivalent to a controlled unitary by one
system, or a unitary collectively controlled by two systems (but the systems are not arbitrary). The case that
U is controlled by two systems is illustrated in the figure, and the case of one system acting as control is
similar. The two controlling systems are denoted as A1, A2. And U = (Q⊗ I)(
∑d
k=1
|k〉〈k| ⊗ Vk)(R⊗ I),
where Q and R are unitary operations on the space H1 ⊗H2 of dimension d, and Vk are unitary operations on
H3⊗· · ·⊗Hn. The output systems A
′
1, · · · , A
′
n are assumed to be of the same size as A1, · · · , An, respectively.
unitary operators. We show that any Schmidt-rank-three bipartite unitary operator on dA ×
dB system is locally equivalent to a controlled unitary operator, see Theorem 11 and Fig. 1.
The theorem is proved by developing novel tools from linear algebra in Sec. II A. Our results
directly generalize most findings and applications in [3]. In particular, we show that the unitary
can be implemented by LOCC and a maximally entangled state |Ψr〉 = 1√r
∑r
i=1 |ii〉, where r =
min{d2A, dB} and dA ≤ dB , see Lemma 22. As an application different from those in [3], we show
that any multipartite unitary operator of Schmidt rank three can be controlled by one system or
collectively controlled by two systems, regardless of the number of systems of this operator. This
is illustrated in Fig. 2 and Theorem 18. The theorem is further strengthened in Corollary 19, by
which we show that every Schmidt-rank-three multipartite unitary is controlled by the union of
two systems (such two systems are considered as one combined system). By “collectively controlled
by m systems” we mean that, the appointed m systems are regarded as one system which controls
the multipartite unitary, and the unitary is not controlled by any k (k ≤ m− 1) systems.
We also study the Schmidt-rank-three n-qubit unitary U . For any odd n ≥ 3, we present
examples of U that are collectively controlled by two systems, see Eqs. (21) and (28). For any even
n ≥ 4, U turns out to be a controlled unitary, see Proposition 21. We also introduce a connection
between the controlled unitary and Schmidt rank in Lemma 24. The algebra tools we develop also
reproduce the main result in [2], see Lemma 25.
The rest of this paper is organized as follows. In Sec. II we introduce the preliminary knowledge.
3In Sec. III we prove our main result that any Schmidt-rank-three bipartite unitary is a controlled
unitary. Next we propose a few applications of the main result in Sec. IV. We show that any
Schmidt-rank-three multipartite unitary is either a controlled unitary, or collectively controlled
by two systems. In particular, any Schmidt-rank-three n-qubit unitary with any even n ≥ 4 is a
controlled unitary. We also discuss the implication of our main result to the entanglement cost of
bipartite unitaries, the connection between the Schmidt rank of a unitary and the Schmidt number
of some related quantum states, and give a simple proof for that any Schmidt-rank-two bipartite
unitary is a controlled unitary. Finally, we conclude in Sec. V.
II. PRELIMINARIES
LetH = HA⊗HB be the complex Hilbert space of a finite-dimensional bipartite quantum system
of Alice and Bob. We denote by dA, dB the dimension of HA and HB , respectively. It is known
that H is spanned by the computational basis |i, j〉, where i = 1, · · · , dA, and j = 1, · · · , dB . We
shall denote Ik =
∑k
i=1 |i〉〈i|. For convenience, we denote IA = IdA , IB = IdB and I = IdAdB as the
identity operator on spaces HA,HB , and H, respectively. Two bipartite unitary operators U, V on
H are locally equivalent when there are two product unitaries S1, S2 such that U = S1V S2. We say
that U is a controlled unitary gate, if U is locally equivalent to
∑dA
j=1 |j〉〈j|⊗Uj or
∑dB
j=1 Vj ⊗|j〉〈j|.
To be specific, U is a controlled unitary from A or B side. Next, U has Schmidt rank n if there is a
Schmidt decomposition (or expansion) U =
∑n
j=1Aj ⊗Bj where the dA × dA matrices A1, · · · , An
are linearly independent, and the dB × dB matrices B1, · · · , Bn are also linearly independent. In
particular, the zero matrix has Schmidt rank zero. We name the A (B) space of U as the space
spanned by all Aj (Bj) that appear in a Schmidt decomposition of U . It is well defined in the sense
that the space is independent of the specific choice of the Schmidt decomposition. For example,
the identity operator I is the simplest controlled unitary and has Schmidt rank one.
Let us recall the concept of block-controlled unitary gate [3]. We split the space into a direct
sum: HA = ⊕mi=1Hi, m > 1, DimHi = mi, and Hi ⊥ Hj for distinct i, j = 1, · · · ,m. We say that
U is a block-controlled unitary (BCU) gate controlled from the A side, if U is locally equivalent
to
∑m
i=1
∑mi
j,k=1 |uij〉〈uik| ⊗ Vijk where |ui,1〉, · · · , |ui,mi〉 is an orthonormal basis of Hi. Note that
the Vijk are not necessarily unitary. For simplicity we denote the decomposition as ⊕AVi where
Vi =
∑mi
j,k=1 |uij〉〈uik| ⊗ Uijk, and we denote |Vi|A = mi. We have UU † =
∑m
i=1 PHi ⊗ IB = I. In
this paper we give an alternative and more easily accessible definition of BCU as follows. A unitary
U is a BCU controlled from the A side if and only if U =
∑
i |ai〉〈bi| ⊗ Vi +
∑
j |cj〉〈ej | ⊗Wj where
〈ai|cj〉 = 〈bi|ej〉 = 0, ∀i, j. One may similarly define the BCU gate controlled from the B side.
We shall use both definitions in the remaining part of this paper, and say U is a BCU when it is
from either A or B side. By definition every controlled unitary with the condition dAdB > 1 is a
BCU. As this condition is generically satisfied, we will simply state that every controlled unitary
is a BCU.
Not every bipartite unitary is a BCU. For example, the SWAP gate 12
∑3
i=0 σi ⊗ σi acts on
two-qubit space and has Schmidt rank 4. Here σ0 = I2, and
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (1)
are standard Pauli matrices. By definition, the SWAP gate is neither a controlled unitary nor a
BCU. We will refer toW ⊕AX as the direct sum of matrices W and X from the A side, or A-direct
sum of W and X. HereW , X respectively act on the subspaces Hi⊗HB, i = 1, 2, where H1 ⊥ H2.
Indeed, both controlled unitaries and BCU are the direct sum of some blocks.
4A. Preliminary results on linear algebra
We present a few preliminary lemmas based on linear algebra. They are useful for our main
result Theorem 11, as well as the investigation of multipartite unitaries in Sec. IV.
Lemma 1 Let A be a square matrix and AA† =
∑k
i=1 ciPi, where the ci are distinct nonnegative
real numbers, and the projectors Pi are pairwise orthogonal. Then
(i) A = (
∑k
i=1 c
1
2
i Pi)V , where V is a unitary matrix.
(ii) If furthermore A is normal, then A = ⊕ki=1c
1
2
i Ui, where the Ui is a unitary on the subspace of
Pi.
(iii) Let W,X be two unitary matrices and W (
∑k
i=1 ciPi)X =
∑k
i=1 ciPi. Then W = ⊕ki=1Wi and
X = ⊕ki=1Xi, where the Wi and Xi are two unitary matrices on the subspace of Pi, and Wi = X†i
for all i such that ci is nonzero.
(iv) Let W,X be two unitary matrices and WDX = D, where D is a diagonal positive definite
matrix. Then W = X†.
Proof. (i) The assertion is known in matrix theory.
(ii) Since A is normal and AA† =
∑k
i=1 ciPi, we have A = U(
∑k
i=1 ci
1
2P ′i )U
† where U is a
unitary and P ′i is a diagonal unitary on the space of Pi. Hence P
′
i (P
′
j)
† = δijPi = PiPj . It follows
from AA† =
∑k
i=1 ciPi that U and
∑k
i=1 ciPi commute. Since the ci are pairwise different, we have
U = V1⊕ · · · ⊕Vk, where the Vi is a unitary on the space of Pi. Letting Ui = ViP ′iV †i for all i leads
to the assertion.
(iii) Since W (
∑k
i=1 ciPi)X =
∑k
i=1 ciPi, we have X
†(
∑k
i=1 ciPi)W
† =
∑k
i=1 ciPi. Their prod-
ucts are
W
( k∑
i=1
c2iPi
)
W † = X†
( k∑
i=1
c2iPi
)
X =
k∑
i=1
c2iPi. (2)
Since the ci are nonnegative, real and pairwise different, so are the c
2
i . Eq. (2) implies that
W = ⊕ki=1Wi and X = ⊕ki=1Xi, where the Wi and Xi are two unitary matrices on the subspace of
Pi. Since W (
∑k
i=1 ciPi)X =
∑k
i=1 ciPi, we have ciWiXi = ciPi for any i. Thus Wi = X
†
i for all i
such that ci is nonzero. So assertion (iii) follows.
(iv) Since D is a diagonal positive definite matrix, there is a permutation matrix P such that
D = P (
∑k
i=1 ciPi)P
†. Since WDX = D, we have
P †WP
( k∑
i=1
ciPi
)
P †XP =
k∑
i=1
ciPi. (3)
Since D is positive definite, (iii) implies that P †WP = (P †XP )†. Hence W = X†. This completes
the proof. ⊓⊔
Lemma 2 Any space spanned by two linearly independent square matrices contains a nonzero
singular matrix.
Proof. Denote the two matrices as A and B. If the assertion does not hold, then A and
B are both invertible. Let λ be an eigenvalue of A−1B, we have det(−λIA + A−1B) = 0, hence
det(−λA+B) = 0, meaning that C := −λA+B is singular. Since A and B are linearly independent,
C is nonzero. This completes the proof. ⊓⊔
5Lemma 3 Let A1, A2 be two linearly independent square matrices. Let xi, yi be two positive num-
bers, zi one complex number, such that xiyi > |zi|2 for i = 1, 2 and
x1A
†
1A1 + y1A
†
2A2 + z1A
†
1A2 + z
∗
1A
†
2A1 = I,
x2A1A
†
1 + y2A2A
†
2 + z2A1A
†
2 + z
∗
2A2A
†
1 = I. (4)
Then the following statements hold:
(i) There are two positive numbers a, b, and two linearly independent matrices B1, B2 in the
span of A1, A2 such that
B†1B1 +B
†
2B2 = I,
aB1B
†
1 + bB2B
†
2 = I. (5)
(ii) If one of B1 and B2 is not proportional to a unitary, then a = b = 1.
(iii) B1 and B2 always have simultaneous singular value decomposition, i.e., there are unitary
matrices V,W such that V B1W and V B2W both diagonal.
Proof. (i) Since xiyi > |zi|2 for i = 1, 2, then (4) implies that there are two linearly independent
matrices A3 = (x1 − |z1|
2
y1
)
1
2A1, and A4 in the space H = span{A1, A2} such that
A†3A3 +A
†
4A4 = I,
xA3A
†
3 + yA4A
†
4 + zA3A
†
4 + z
∗A4A
†
3 = I, (6)
with two positive numbers x, y, one complex number z = |z|e−iϕ and a real phase ϕ. It follows
from (4) and x2y2 > |z2|2 that xy > |z|2. If x = y, then (6) implies that a = x+ |z|, b = x− |z|,
and B1,2 =
1√
2
A3 ± 1√2eiϕA4 in (5). Since x > |z|, we have a, b > 0. Since B1, B2 span H, the
assertion follows. It suffices to assume x 6= y. Let
B1 = cos θA3 + e
iϕ sin θA4, (7)
B2 = sin θA3 − eiϕ cos θA4, (8)
a =
1
2
(x+ y + sgn(x− y)
√
(x− y)2 + 4|z|2), (9)
b =
1
2
(x+ y − sgn(x− y)
√
(x− y)2 + 4|z|2), (10)
where θ = 12 arctan
2|z|
x−y , and sgn() is the sign function. One can easily verify that these expressions
make (5) and (6) the same. It follows from (10) and xy > |z|2 that a, b > 0. Since B1, B2 span H,
the assertion follows.
(ii) Up to local unitaries on the l. h. s. of (5), we may assume that B1 =
∑k
i=1 c
1
2
i Pi, where
the ci are nonnegative, real and ci > ci+1 for all i, and the projectors Pi are pairwise orthogonal.
Eq. (5) implies that B†2B2 = I −B†1B1 and B2B†2 = 1bI − abB1B†1. The r.h.s. of both equations are
diagonal matrices whose diagonals are in the ascending order. Since B2B
†
2 and B
†
2B2 are similar
matrices, they have identical eigenvalues. We have B2B
†
2 = B
†
2B2 =
∑k
i=1(1 − ci)Pi. Since one of
B1 and B2 is not proportional to a unitary, we have k > 1. Then Eq. (5) implies that a = b = 1.
(iii) From (ii), we have that either B1, B2 are both proportional to unitaries, or none of B1, B2
are proportional to unitaries but they satisfy Eq. (5) with a = b = 1. In the former case, up to
unitaries before and after the operators B1 and B2, we may assume B1 ∝ IB , and B2 is diagonal,
hence B1 and B2 have simultaneous singular value decomposition. In the latter case, up to unitaries
we may assume B1 is a diagonal matrix, i.e., B1 =
∑k
i=1 c
1
2
i Pi, where the ci are nonnegative, real,
6pairwise different, and the projectors Pi are pairwise orthogonal. From Eq. (5) with a = b = 1,
we have B2B
†
2 = B
†
2B2 =
∑k
i=1(1 − ci)Pi. So B2 is normal. It follows from Lemma 1 that
B2 = ⊕ki=1(1 − ci)
1
2Ui, where the Ui is a unitary on the subspace of Pi, and can be diagonalized
simultaneously with Pi. Hence in the latter case, B1 and B2 also have simultaneous singular value
decomposition. This completes the proof. ⊓⊔
Lemma 4 Suppose a bipartite operator
∑N
j=1Aj ⊗Bj has Schmidt rank r ≥ 0, and
δA := Dim
(
span{Aj}Nj=1
)
, (11)
δB := Dim
(
span{Bj}Nj=1
)
. (12)
Then
(i) δA + δB ≤ N + r;
(ii) r ≤ min{δA, δB} ≤ max{δA, δB} ≤ N ;
(iii) If max{δA, δB} = N , then min{δA, δB} = r.
Proof. (i) The assertion is from [15].
(ii) It is sufficient to prove the first inequality. If r > min{δA, δB}, then the Schmidt rank of
the bipartite operator is smaller than r. It gives us a contradiction, so the assertion follows.
(iii) The assertion follows from the definition of Schmidt rank. This completes the proof. ⊓⊔
The converse of (iii) is wrong. If min{δA, δB} = r, then we have max{δA, δB} ≤ N .
The equivalence between a bipartite and controlled unitary has been widely studied recently
[2, 3]. For the purpose in this paper, we provide more equivalent conditions of deciding whether a
bipartite unitary is a controlled unitary.
Lemma 5 Let U =
∑
j Aj ⊗Bj be a bipartite unitary and consider the following five assertions:
(i) U is a controlled unitary from the A side;
(ii) there are two orthonormal basis {|ai〉} and {|bi〉} of HA such that U =
∑
i(|ai〉〈ai| ⊗
IB)U(|bi〉〈bi| ⊗ IB);
(iii) for two arbitrary orthonormal basis {|ci〉} and {|ej〉} of HB, there are unitaries S and T on
HA such that the operators (S ⊗ 〈ci|)U(T ⊗ |ej〉) on HA, ∀i, j are all diagonal;
(iv) the matrices Ai have simultaneous singular value decomposition.
(v) the operators AiA
†
j , ∀i, j are all normal and commute with each other, and the operators A†iAj ,
∀i, j are all normal and commute with each other.
Then the first three assertions are equivalent. If the operators {Bj} are linearly independent,
then all five assertions are equivalent.
Proof. The relation (i) → (ii), (iii) follows from the definition of controlled unitaries. Let us
prove the relation (ii)→ (i). Suppose there are two orthonormal basis {|ai〉} and {|bi〉} of HA such
that U =
∑
i(|ai〉〈ai| ⊗ IB)U(|bi〉〈bi| ⊗ IB). We assume the decomposition U =
∑
i,j |ai〉〈bj | ⊗ Uij,
and obtain Uij = 0 for any i 6= j. So U is a controlled unitary from the A side, and (ii) → (i)
holds.
Next let us prove the relation (iii) → (i). Suppose for two arbitrary orthonormal basis {|ci〉}
and {|ej〉} of HB , there are unitaries S and T on HA such that the operators (S ⊗ 〈ci|)U(T ⊗ |ej〉)
on HA, ∀i, j are all diagonal. We can always have the decomposition U =
∑
i,j Uij ⊗ |ci〉〈ej | with
some operators Uij on HA. Then all matrices SUijT are diagonal. By definition U is a controlled
unitary from the A side, and (iii) → (i) holds. So we have shown that the first three assertions
are equivalent.
To prove the claim in the last sentence of the lemma, suppose the operators {Bj} are linearly
independent. The relation (iv)→ (i) follows from the definition of controlled unitaries (see also [2,
7Lemma 2]). The relation (v)→ (i) is from [3, Lemma 2]. We now show that (i)→ (iv), (v). Up to a
permutation of labels, the A space of U is spanned by the linearly independent matrices A1, · · · , Ar.
We have the Schmidt decomposition U =
∑r
i=1Ai ⊗B′i, where each B′i is a linear combination of
{Bj}. Since the operators {Bj} are linearly independent, any Ai is in the A space of U , thus from
the definition of controlled unitaries we have (i)→ (iv). It follows from [3, Lemma 2] that (i)→ (v)
holds when i, j = 1, · · · , r in assertion (v). For any k, l, we have AkA†l ∈ span{AiA†j}i,j=1,··· ,r and
A†kAl ∈ span{A†iAj}i,j=1,··· ,r. It implies (i) → (v), and thus the equivalence between any two of
the five assertions (i)− (v). This completes the proof. ⊓⊔
Note that the proof for (iii) → (i) is similar to proving the so-called classical and generalized
classical states [16]. The former has zero quantum discord, so there is no quantum correlation in
the classical states [1]. They are both a class of separable states lying near the quantum-classical
boundary, in the sense that each party of such states can perfectly identify a locally held state
without disturbing the global state. This is a task known as non-disruptive local state identification,
which is related to the problem of unambiguous state discrimination [16]. The counterpart of this
task for controlled unitaries has been presented as Lemma 5 (ii). The generalized classical states
also allow for another quantum-information task of local broadcasting [17]. An N-partite quantum
state ρ(12...N) allows for local broadcasting if there exists local maps Λ(i) : H(i) →H(i) ⊗H(i) such
that the state σ(11
′22′...NN ′) = [Λ(1) ⊗ ... ⊗ Λ(N)]ρ has reduced states σ(12...N) = σ(1′2′...N ′) = ρ.
However so far there is no counterpart of local broadcasting for controlled unitaries. Below we
present a result that applies to all bipartite operators.
Lemma 6 The following statements hold:
(i) The A space and the B space of a Schmidt-rank-r bipartite operator each contains r − 1
linearly independent singular operators.
(ii) Suppose a Schmidt-rank-r bipartite unitary with Schmidt decomposition
∑r
i=1Ai⊗Bi satisfies
Bi|a〉 = 0 for a nonzero vector |a〉, i = 2, · · · , r. Then the unitary is a BCU from the B side, and
A1 is proportional to a unitary matrix. That is, the A space of U contains a unitary matrix.
Proof. (i) Suppose a Schmidt expansion of the Schmidt-rank-r bipartite unitary is U =
∑r
j=1Aj⊗
Bj. From Lemma 2, there is a nonzero linear combination of A1 and A2 that is singular, denoted
as A′1. Apparently A
′
1 is in the A space of U . We can re-expand U using r linearly independent
operators on the A side including A′1. Now the remaining r− 1 A-side operators in such expansion
also contains a singular operator, again from Lemma 2. Denote such operator as A′2. The A
′
2
is linearly independent from A′1, since the r − 1 A-side operators above together with A′1 form a
linearly independent set. We can re-expand U using r operators on the A side including A′1 and A
′
2.
This process can repeat until we find r−1 linearly independent singular operators A′1, A′2, · · · , A′r−1.
Hence the A space of U contains r−1 linearly independent singular operators. The proof is similar
for the B space.
(ii) Let U =
∑r
i=1Ai ⊗Bi. From U †U = I, we have
∑r
i,j=1A
†
iAj ⊗B†iBj = I. Since Bi|a〉 = 0
for a nonzero vector |a〉, i = 2, · · · , r, we have (IA ⊗ 〈a|)U †U(IA ⊗ |a〉) = 〈a|B†1B1|a〉A†1A1 = IA.
So A1 is proportional to a unitary matrix.
It remains to prove that U is a BCU from the B side. Since Bi|a〉 = 0 for i ≥ 2, there exist two
dB × dB unitaries V and W such that V B1W =
(
B11 0
B12 B13
)
and V BiW =
(
Bi1 0
Bi2 0
)
, i ≥ 2,
where B11 and Bi1 are of size (dB − 1)× (dB − 1). Let U ′ = (IA ⊗ V )U(IA ⊗W ), which is locally
equivalent to U . Since U is unitary, U ′ is also unitary and the complex number B13 is nonzero.
8Since (U ′)†U ′ = I, we have
r∑
j=1
A†1Aj ⊗B∗13Bj2 = 0. (13)
We have proven that A1 is proportional to a unitary and B13 6= 0. Thus (13) implies
∑r
j=1Aj ⊗
Bj2 = 0. Since U =
∑r
j=1Aj ⊗ Bj has Schmidt rank r, the r matrices A1, · · · , Ar are linearly
independent. These arguments imply Bj2 = 0 for all j. So
U ′ = A1 ⊗
(
B11 0
0 B13
)
+
r∑
i=2
Ai ⊗
(
Bi1 0
0 0
)
=
(
A1 ⊗B13|dB〉〈dB |
)
+
( r∑
i=1
Ai ⊗Bi1
)
. (14)
By definition U ′ is a BCU from the B side. Since U and U ′ are locally equivalent, U is also a BCU
from the B side. This completes the proof. ⊓⊔
III. SCHMIDT-RANK-THREE BIPARTITE UNITARIES
In this section we show that any Schmidt-rank-three bipartite unitary is a controlled unitary.
This is the main result, as proved in Theorem 11. For this purpose, we present four preliminary
lemmas 7, 8, 9, and 10. They characterize the properties of Schmidt-rank-three bipartite unitaries
and some of them might be generalized to bipartite unitaries of higher Schmidt rank. The proof
of these lemmas are intimately related to the linear algebra constructed in Sec. II A and the
concepts in the preliminaries such as BCU. Although they are both preliminaries for Theorem 11,
the lemmas in this section work for only Schmidt-rank-three bipartite unitaries.
Lemma 7 The following two statements are equivalent:
(i) any Schmidt-rank-three bipartite unitary is a controlled unitary;
(ii) any Schmidt-rank-three bipartite unitary is a BCU.
Proof. To prove the lemma, we first prove the following statement:
If a bipartite unitary U of Schmidt rank three is the direct sum from A side of two unitaries T1, T2,
and satisfies one of the following conditions:
(a) one of T1, T2 is a Schmidt-rank-three controlled unitary from B side;
(b) both T1, T2 are controlled unitaries;
then U is a controlled unitary.
The proof for the statement is as follows:
Suppose U = T1 ⊕A T2, where T1, T2 are unitaries.
For condition (a): without loss of generality assume T1 is controlled from the B side and has
Schmidt rank three. From Lemma 5, the basis of threeB side operators for T1 can be simultaneously
diagonalized under local unitaries. Since U is also of Schmidt rank three, the linear span of such
three B side operators contains the B side operators in the Schmidt expansion of T2. Hence all B
side operators of U are simultaneously diagonalized under local unitaries. From Lemma 5, U is a
controlled unitary from the B side. So the assertion follows.
For condition (b): If T1, T2 are both controlled from the A side, then U is also a controlled
unitary from the A side. Otherwise, it must be that one of the two controlled unitaries, say T1 is
controlled from the B side only. Then T1 is of Schmidt rank at least 3, since unitaries with Schmidt
rank not exceeding 2 are controlled from both sides [2]. Since U has Schmidt rank three, so is T1.
9Thus condition (i) holds, and hence U is a controlled unitary from the B side. This completes the
proof of the statement.
For the lemma, the implication (i) → (ii) is obvious. To prove the implication (ii) → (i), we
present a method for proving that any Schmidt-rank-three bipartite unitary is a controlled unitary
that involves induction over the dimensions dA and dB . The induction hypothesis is that any
Schmidt-rank-three bipartite unitary on k × l (k ≥ 2, l ≥ 2) system is a controlled unitary, when
either k ≤ dA − 1, l ≤ dB or k ≤ dA, l ≤ dB − 1. The boundary case is that k = 2 or l = 2, and is
proved in [3]. By condition (ii), the Schmidt-rank-three unitaries U on dA × dB system is always
a BCU. We can always choose to divide U into two blocks only rather than many blocks, and use
the induction hypothesis to get that each block is a controlled unitary, then the previously proved
statement when condition (b) holds implies that the whole unitary is a controlled unitary. This
proves the incremental case in the induction hypothesis when the dimensions are (dA, dB). This
completes the proof. ⊓⊔
Lemma 8 Consider a Schmidt-rank-three bipartite unitary operator whose A space is spanned by
unitary matrices. Then the operator is
∑3
i=1Ai ⊗ Bi, where {Ai} are unitary and at least one of
the Bi is non-invertible.
Proof. Suppose the Schmidt-rank-three bipartite unitary is U =
∑3
i=1Xi ⊗ Yi where {Xi} are
unitary. If one of {Yi} is non-invertible then the assertion follows. It suffices to consider that {Yi}
are all invertible. There is a complex number x such that B1 = Y1 − xY2 is non-invertible. We
have U = X1 ⊗ B1 + (xX1 +X2) ⊗ Y2 +X3 ⊗ Y3. Let |a〉 be a state such that B1|a〉 = 0. Since
(IA ⊗ 〈a|)U †U(IA ⊗ |a〉) = IA, we have
(
(xX1 +X2)⊗ Y2|a〉+X3 ⊗ Y3|a〉
)†
·
(
(xX1 +X2)⊗ Y2|a〉+X3 ⊗ Y3|a〉
)
= IA. (15)
Because Y2 and Y3 are invertible, we have Y2|a〉 6= 0 and Y3|a〉 6= 0. Thus there is a complex
number y such that −yY2|a〉 + Y3|a〉 is orthogonal to Y2|a〉. Since X3 is unitary, Eq. (15) implies
that xX1 +X2 + yX3 is nonzero and proportional to a unitary. We have U = X1 ⊗B1 + (xX1 +
X2 + yX3) ⊗ Y2 + X3 ⊗ (−yY2 + Y3). By assuming X1 = A1, the second and third products as
A2 ⊗B2 and A3 ⊗B3, respectively, we obtain the assertion. This completes the proof. ⊓⊔
Lemma 9 Any Schmidt-rank-three non-BCU bipartite unitary cannot have one of its spaces
spanned by unitary matrices.
Proof. The proof is by contradiction. Assume there is a Schmidt-rank-three non-BCU bipartite
unitary satisfying that one of its spaces is spanned by unitary matrices. Let U be such a Schmidt-
rank-three non-BCU bipartite unitary whose A space is spanned by three unitary matrices. These
three unitaries are not simultaneously diagonalizable, since otherwise U is a controlled unitary,
contradicting with the non-BCU condition. From Lemma 8, we have U =
∑3
j=1Aj ⊗ Bj , where
Aj are all unitary and B3 is non-invertible. Let B3 be of rank r ∈ [1, dB − 1]. Up to local unitaries
on HB, we may assume that B3 = P ⊕ 0dB−r is diagonal and P is a r × r invertible matrix. Let
Bi =
(
Bi1 Bi2
Bi3 Bi4
)
for i = 1, 2, and Bi1 is of size r × r. If B12 = B22 = 0, then there are two
complex numbers x, y such that xB14 + yB24 is nonzero and singular. We re-expand the unitary
as U = A′1 ⊗ (xB1 + yB2) +A′2 ⊗B′2 +A3 ⊗B3. Let |a〉 ∈ span{|r + 1〉, · · · , |dB〉} be a state such
that (xB14 + yB24)|a〉 = 0. Hence (xB1 + yB2)|a〉 = B3|a〉 = 0. Lemma 6 (ii) implies that U is a
BCU from the B side, a contradiction with the assumption. Below we assume that one of B12 and
B22 is not zero.
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Up to a unitary similarity transform on HA, we may assume that A1 = IA, A2 = D, and the
identical diagonal entries of D are adjacent. Let D = eiθ1P1 + e
iθ2P2 + · · · + eiθkPk, where k ≥ 2,
the projectors Pi are pairwise orthogonal, and θi ∈ (0, 2pi) are pairwise different. We write A3
as a partitioned matrix A3 = [Vij ]i,j=1,··· ,k, where the submatrix Vij is of size |Pi| × |Pj |, and the
diagonal blocks Vii are all upper-triangular. If the blocks Vjm are zero for all distinct integers
j,m, then the unitarity of U implies that all Vii are diagonal. U is a controlled unitary from the
A side, it is a contradiction with the assumption that the A-side unitaries are not simultaneously
diagonalizable. So there are two distinct integers j,m such that Vjm 6= 0. Since U is unitary, there
is another integer n different from j, such that Vnj 6= 0. Let V ′ii be the same as Vii, except that the
diagonals of V ′ii are replaced by zeros. From U
†U = I we have
IA ⊗ (B†1B1 +B†2B2 +B†3B3) +D ⊗B†1B2
+D† ⊗B†2B1 +A3 ⊗B†1B3 +A†3 ⊗B†3B1
+D†A3 ⊗B†2B3 +A†3D ⊗B†3B2 = I. (16)
By considering the off-diagonal part of the A side operators in this equation, we obtain that the
following partitioned matrix

 V
′
nn Vnj Vnm
Vjn V
′
jj Vjm
Vmn Vmj V
′
mm

⊗B†1B3+


(V ′nn)† V
†
jn V
†
mn
V †nj (V
′
jj)
† V †mj
V †nm V †jm (V
′
mm)
†

⊗B†3B1+

 e
−iθnV ′nn e−iθnVnj e−iθnVnm
e−iθjVjn e−iθjV ′jj e
−iθjVjm
e−iθmVmn e−iθmVmj e−iθmV ′mm

⊗B†2B3+


eiθn(V ′nn)† eiθjV
†
jn e
iθmV †mn
eiθnV †nj e
iθj (V ′jj)
† eiθmV †mj
eiθnV †nm eiθjV †jm e
iθm(V ′mm)†

⊗B†3B2 (17)
is zero. In particular if m = n, then each of the four blocks in the A side of (17) is replaced by
its upper left four blocks, say

 V
′
nn Vnj Vnm
Vjn V
′
jj Vjm
Vmn Vmj V
′
mm

 is replaced by
(
V ′nn Vnj
Vjn V
′
jj
)
, etc. Since Vjm and
Vnj are nonzero and θj ∈ (0, 2pi) are pairwise different, the space spanned by the four operators
in the A side of (17) has dimension at least two. From (17) and Lemma 4, the space H spanned
by the four operators B†1B3, B
†
3B1, B
†
2B3, and B
†
3B2 has dimension at most two. In the second
paragraph we have shown that P is a r × r invertible matrix, and one of B12 and B22 is not zero.
It implies DimH = 2. By using this fact and also the block structure of the four B-side matrices,
it can be determined that B†1B3 ∝ B†2B3, and B†3B1 ∝ B†3B2. Because DimH = 2 and none of the
four operators in A side of (17) is zero, neither are the operators B†1B3, B
†
3B1, B
†
2B3, and B
†
3B2.
The two matrices B†1B3 and B
†
3B1 are linearly independent. Applying to (17) these facts and that
Vjm and Vnj are nonzero, we have θj = θn. It is a contradiction with the fact that θj, θn ∈ (0, 2pi)
are different. Therefore the assumption is wrong. This completes the proof. ⊓⊔
Lemma 10 Any Schmidt-rank-three non-BCU bipartite unitary U =
∑3
j=1Aj ⊗Bj cannot satisfy
the following condition:
11
A1 is the direct sum of a 2 × 2 upper left diagonal matrix and a (dA − 2) × (dA − 2) matrix, and
A2 is the direct sum of another upper left 2 × 2 diagonal matrix and another (dA − 2) × (dA − 2)
matrix. The diagonal vectors of the two 2× 2 matrices are linearly independent.
Proof. The proof is by contradiction. Assume the condition stated in the lemma holds. By
replacing A1, A2 by a suitable linear combination of them and absorbing two global factors into
B1, B2, we may assume that the first two diagonal entries of A1 and A2 are 1, 0 and 0, 1, respectively.
By replacing A3 by a suitable linear combination of A1, A2, and A3, we may assume that the first
two diagonal entries of A3 are zero. So the first rows of A1 and A3 are orthogonal, and the first
columns of A1 and A3 are also orthogonal. Up to local unitaries on HB , we may assume that
B3 =
∑k
i=1 ciPi, where the projectors Pi are pairwise orthogonal, and the real and nonnegative ci
are pairwise different. Since (〈1| ⊗ IB)U †U(|1〉 ⊗ IB) = (〈1| ⊗ IB)UU †(|1〉 ⊗ IB) = IB , we have
B†1B1 + wB
†
3B3 = B1B
†
1 + xB3B
†
3 = IB, (18)
with nonnegative and real numbers w, x. Since (〈2|⊗IB)U †U(|2〉⊗IB) = (〈2|⊗IB)UU †(|2〉⊗IB) =
IB , we have
B†2B2 + yB
†
3B3 = B2B
†
2 + zB3B
†
3 = IB , (19)
with nonnegative and real numbers y, z. If one of w, x, y, z is zero, then Lemma 6 implies that U
is a BCU, a contradiction with the non-BCU condition in the lemma. Below we assume that none
of w, x, y, z is zero. From B3 =
∑k
i=1 ciPi, Eqs. (18) and (19), we have w = x and y = z. Thus
B1, B2 are normal. We have B1B
†
1 =
∑k
i=1(1 − wc2i )Pi, and B2B†2 =
∑k
i=1(1 − yc2i )Pi. Since {ci}
are real, nonnegative, and pairwise different, so are {1 − wc2i } and {1 − yc2i }, respectively. Then
Lemma 1 implies that B1 = ⊕ki=1(1−wc2i )
1
2Ui and B2 = ⊕ki=1(1−yc2i )
1
2Vi, where Ui, Vi are unitary
matrices on the subspace of projector Pi and U
†
i Ui = V
†
i Vi = Pi for all i. So U is the B-direct sum
of the bipartite unitaries Xi = A1 ⊗ (1 − wc2i )
1
2Ui + A2 ⊗ (1 − yc2i )
1
2Vi + A3 ⊗ ciPi, i = 1, · · · , k.
If k > 1, U is a BCU from the B side, a contradiction with the assumption in the lemma. Hence
k = 1. Since U has Schmidt rank three, the B space of U is spanned by three unitary matrices
U1, V1, IB . This is a contradiction with Lemma 9, given that U is non-BCU. Hence the assumption
is wrong. This completes the proof. ⊓⊔
Theorem 11 Any bipartite unitary of Schmidt rank three is a controlled unitary.
Proof. Let U =
∑3
j=1Aj ⊗ Bj be a Schmidt-rank-three bipartite unitary. By Lemma 7, we
only need to consider the cases that U is not a BCU, for the following reason: if we always get a
contradiction for the non-BCU cases, for all dimensions dA, dB , then we would have proved that
any Schmidt-rank-three bipartite unitary is a BCU, and from Lemma 7, any bipartite unitary of
Schmidt rank three is a controlled unitary. Hence in the following we assume U is not a BCU.
From Lemma 6(i) we may assume that A1 is singular. Up to local unitaries on HA, we may assume
A1|1〉 = A†1|1〉 = 0. Since (〈1| ⊗ IB)U †U(|1〉 ⊗ IB) = (〈1| ⊗ IB)UU †(|1〉 ⊗ IB) = IB, we have
IB = x1B
†
2B2 + y1B
†
3B3 + z1B
†
2B3 + z
∗
1B
†
3B2,
IB = x2B2B
†
2 + y2B3B
†
3 + z2B2B
†
3 + z
∗
2B3B
†
2, (20)
where xi, yi are non-negative and real numbers, zi are complex numbers. They are given by
x1 = 〈1|A†2A2|1〉, y1 = 〈1|A†3A3|1〉, z1 = 〈1|A†2A3|1〉, x2 = 〈1|A2A†2|1〉, y2 = 〈1|A3A†3|1〉, z2 =
〈1|A2A†3|1〉. From these equations we get that the inequalities xiyi ≥ |zi|2 hold for i = 1, 2. If one
of the equalities hold then either T |1〉 = 0 or T †|1〉 = 0 for some T ∈ span{A2, A3}, then from
Lemma 6(ii), U is a BCU, and we get a contradiction. So xiyi > |zi|2 for i = 1, 2. It follows from
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Eq. (20) and Lemma 3 that there are two linearly independent matrices B4, B5 in span{B2, B3}
such that B4, B5 are simultaneously diagonalizable. Hence U is locally equivalent to the non-BCU
bipartite unitary satisfying the condition stated in Lemma 10, but that lemma says the condition
cannot be satisfied for non-BCU Schmidt-rank-three unitaries. This is a contradiction, hence we
have shown a contradiction always exists for any dimensions dA, dB . Hence there is no non-BCU
Schmidt-rank-three unitary in systems of any size, meaning that any Schmidt-rank-three bipartite
unitary is a BCU. Then by Lemma 7, any bipartite unitary of Schmidt rank three is a controlled
unitary. This completes the proof. ⊓⊔
We can further decide the side from which U is controlled by Lemma 5, and the algorithm is
described in [18].
IV. APPLICATIONS
In this section we propose a few applications of our results on general nonlocal unitary operators.
To generalize our findings to multipartite case, we study Schmidt-rank-three multipartite unitary
operators in Sec. IVA. We begin by defining the necessary terminologies, and then characterize
the basic properties of multipartite unitaries in Lemma 12. We also present a few methods of con-
structing non-controlled Schmidt-rank three multipartite unitaries in Example 14. The main result
of this section is that any multipartite unitary operator of Schmidt rank three can be controlled by
one system or collectively controlled by two systems, regardless of the number of systems of this
operator in Theorem 18. This is based on the preliminary lemmas 15, 16 and 17. The theorem is
further strengthened in Corollary 19, by which we show that every Schmidt-rank-three multipartite
unitary is controlled by the union of two systems.
Next, we study the Schmidt-rank-three n-qubit unitary U in Sec. IVB. We construct non-
controlled U for any odd n ≥ 3 in (28). The main result of this section is Proposition 21, which
states that U for any even n ≥ 4 is a controlled unitary. This is based on a preliminary lemma 20. In
Sec. IVC, we show that any bipartite unitary operator of Schmidt rank three can be implemented
by LOCC and a maximally entangled state |Ψr〉 = 1√r
∑r
i=1 |ii〉, where r = min{d2A, dB} and
dA ≤ dB , see Lemma 22. In Sec. IVD, we study the connection between the controlled unitary
and Schmidt rank in Lemma 24. In Sec. IVE, we give an alternative proof of one of the main
results in [2], using only the linear algebra developed in Sec. II. The main result is Lemma 25.
A. Schmidt-rank-three multipartite unitary operators
Multipartite quantum states, such as the Greenberger-Horne-Zeilinger (GHZ) states, W states
[19] and graph states [20], are the fundamental ingredients of quantum information processing.
Multipartite quantum states can be generated by using multipartite unitary operations and in
particular, by using multipartite controlled unitary operations. Understanding the structure of
multipartite unitary helps explore the problems such as the state classification, implementation,
and the experimental violation of multipartite Bell-type inequalities [21]. In this section, we will
investigate multipartite unitary operators of Schmidt rank three, by using the results developed
for bipartite unitaries.
To investigate multipartite unitary operators, we generalize the definitions and terminologies
for bipartite unitary operators. Let j1, · · · , jk be k distinct integers in the set {1, 2, · · · , n}, and
j1, · · · , jk the remaining n − k distinct integers in the same set. We shall denote the k systems
Aj1 , · · · ,Ajk and the corresponding Hilbert space Hj1 ⊗ · · · ⊗ Hjk as Aj1,··· ,jk and Hj1,··· ,jk , re-
spectively. Let U be an n-partite unitary operator of the system A1,··· ,n in the space H1,··· ,n with
DimHi = di for all i. We say that U has Schmidt rank r if U =
∑r
i=1Ai,1 ⊗ Ai,2 ⊗ · · · ⊗ Ai,n,
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and U cannot be the sum of fewer product operators. U is a controlled unitary from the Aj side
when it is locally equivalent to
∑dj
j=1 |j〉〈j|⊗Vj where Vj is a unitary on the subspace Hj. We shall
sometimes ignore the subscript j and just say that U is a controlled unitary. We say U is not a
controlled unitary, or equivalently, U is a “non-controlled” unitary, when U is not controlled from
any one system, but could be collectively controlled from two or more systems.
If we partition the system A1,··· ,n into two larger systems Aj1,··· ,jk and Aj1,··· ,jk , then we can
regard U as a bipartite unitary Uj1,··· ,jk:j1,··· ,jk . Its Schmidt rank is defined as the dimension of
the Aj1,··· ,jk space of U . It is evidently equal to the dimension of the Aj1,··· ,jk space. Since U
has Schmidt rank r, the Schmidt rank of Uj1,··· ,jk:j1,··· ,jk is between 1 and r. In particular, if it is
equal to one, then U is the tensor product of two multipartite unitary operators on the subspaces
Hj1,··· ,jk and Hj1,··· ,jk , respectively. Based on these terminologies and definitions, we characterize
the properties of multipartite unitary as follows.
Lemma 12 Let U =
∑r
i=1Ai,1⊗Ai,2⊗· · ·⊗Ai,n be an n-partite Schmidt-rank-r unitary operator.
Then
(i) For any integer j ∈ [1, n], the r product operators {Ai,1⊗· · ·⊗Ai,j−1⊗Ai,j+1⊗· · ·⊗Ai,n}i=1,··· ,r
are linearly independent.
(ii) U is a controlled unitary from the Aj side if and only if the r operators A1,j, · · · , Ar,j have
simultaneous singular value decomposition.
(iii) U is a controlled unitary if there are integers j1, · · · , jk such that the r product operators
{Ai,j1 ⊗ · · · ⊗Ai,jk}i=1,··· ,r span a 1-dimensional or 2-dimensional space.
Proof. (i) Assume the assertion does not hold. Then one of these r product operators is a linear
combination of the other r− 1 product operators. By expanding U using such r− 1 operators that
act on the space H1,··· ,j−1,j+1,··· ,n, we obtain an expansion of U with r−1 terms which are product
operators. Thus U has Schmidt rank not greater than r− 1, a contradiction with the assumption.
Hence the assertion holds.
(ii) From (i) and the fact that U has Schmidt rank r, the r product operators {Ai,1 ⊗ · · · ⊗
Ai,j−1 ⊗Ai,j+1 ⊗ · · · ⊗Ai,n}i=1,··· ,r are linearly independent. The assertion follows from Lemma 5
(iv).
(iii) Under the first condition, U is a controlled unitary from any system of Aj1,··· ,jk . So the
assertion holds. It suffices to prove the assertion under the second condition. Suppose the r product
operators {Ai,j1 ⊗ · · · ⊗ Ai,jk}i=1,··· ,r span a 2-dimensional space. Without loss of generality, let
A1,j1 ⊗ · · · ⊗A1,jk and A2,j1 ⊗ · · · ⊗A2,jk be linearly independent. Thus Al,j1 ⊗ · · · ⊗Al,jk with any
l > 2 is their linear combination. By the same reason, there is at least one integer, say j1 such
that A1,j1 and A2,j1 are linearly independent. So Al,j1 with any l > 2 is their linear combination.
By partitioning the system A1,··· ,n into Aj1 and Aj1 , we obtain a Schmidt-rank-2 bipartite unitary
Uj1:j1 . It is a controlled unitary from the Aj1 side [2], and so is U . This completes the proof. ⊓⊔
The “if” condition in Lemma 12 (iii) means that the Aj1,··· ,jk space has dimension one or two,
but the converse is generally not true. So the corollary cannot be generalized to multipartite
unitary of a larger Schmidt rank, as we show in the following example.
Example 13 Let V be the two-qubit SWAP gate, W = (σ0 ⊗ σ3)V (σ0 ⊗ σ3), and U = 1√2(V12 ⊗
V34 + iW12 ⊗W34). One can easily verify that U is a four-qubit unitary operator of Schmidt rank
bigger than three. The Ajk space of U has dimension equal to or larger than two, and the equality
holds when (j, k) = (1, 2). Furthermore, the Aj space with any j has dimension four. So U is not
a controlled unitary. ⊓⊔
One may develop more conditions equivalent to Lemma 12 (ii), by using the items in Lemma
5. It is known that any Schmidt-rank-2 multipartite unitary is a controlled unitary from any side
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[2]. For n = 2, we have shown that all Schmidt-rank-three unitaries are controlled unitaries in [3]
and Theorem 11. Below we present a few examples and methods of constructing non-controlled
Schmidt-rank-three multipartite unitary.
Example 14 For n = 3, there has been a Schmidt-rank-three non-controlled three-qubit unitary
[2]
U (3) =
1√
3
(σ0 ⊗ σ0 ⊗ σ0 + iσ1 ⊗ σ1 ⊗ σ1 + iσ3 ⊗ σ3 ⊗ σ3). (21)
Below we construct two other sets of Schmidt-rank-three non-controlled unitaries of high dimen-
sions. It is easy to verify that the matrix U+σ0⊗σ0⊗(
∑n
i=3 |i〉〈i|) is a 2×2×n Schmidt-rank-three
non-controlled unitary. Next, Let V = U⊗IA′
1
A′
2
A′
3
be a tripartite unitary of the systems B1,B2,B3,
where Bi = AiA′i and IA′i acts on the space C
d′i for i = 1, 2, 3. Then V is a Schmidt-rank-three
non-controlled unitary on the 2d′1 × 2d′2 × 2d′3 system. ⊓⊔
In spite of these examples, we do not have a systematic method of constructing Schmidt-rank-
three non-controlled unitaries.
Although the tripartite unitary U (3) is not a controlled unitary, the bipartite unitary U
(3)
j1,j2:j1,j2
with any distinct j1, j2 is a controlled unitary by Theorem 11 and Lemma 12 (ii). That is, U
(3)
is collectively controlled by system A12. Next, the four-qubit unitary in Example 13 is a unitary
collectively controlled by the system A12 because of [2]. These facts turn out to be general. In
Theorem 18 we will show that any Schmidt-rank-three multipartite unitary is collectively controlled
by at most two systems. To prove this theorem, we present three preliminary lemmas.
Lemma 15 Let A1, A2, B1, B2 be square matrices, and A1 singular. The following statements
hold:
(i) If B2 is singular, then the span of A1⊗B1 and A2⊗B2 does not contain any invertible matrix.
(ii) If A1 ⊗B1 +A2 ⊗B2 is unitary, then B2 is proportional to a unitary matrix.
Proof. (i) Since A1, B2 are both singular, let |a〉, |b〉 be the states such that A1|a〉 = B2|b〉 = 0.
Then any matrix V in the span of A1 ⊗B1 and A2 ⊗B2 satisfies V |a, b〉 = 0. So V is singular and
the assertion holds.
(ii) Let U = A1 ⊗ B1 + A2 ⊗ B2 be the unitary. Since A1 is singular, let |a〉 be the state such
that A1|a〉 = 0. Then (〈a|⊗IB)U †U(|a〉⊗IB) = IB ∝ B†2B2. Hence B2 is proportional to a unitary
matrix. This completes the proof. ⊓⊔
Lemma 16 Let
∑3
i=1Ai,1⊗Ai,2⊗Ai,3 be a Schmidt-rank-three tripartite unitary. The matrices in
one of the two sets {Ai,2}i=1,2,3 and {Ai,3}i=1,2,3 have simultaneous singular value decomposition,
if one of the following two conditions is satisfied:
(i) there is a state |b〉 such that any two vectors in {Ai,1|b〉}i=1,2,3 are nonzero and parallel.
(ii) The matrices in {Ai,1}i=1,2,3 have simultaneous singular value decomposition, and two matrices
in {Ai,1}i=1,2,3 are invertible.
Proof. (i) Let U =
∑3
i=1Ai,1⊗Ai,2⊗Ai,3. Since U is unitary, we have (〈b|⊗IA2,3)U †U(|b〉⊗IA2,3) =
IA2,3 = V †V , where V =
∑3
i=1 xiAi,2 ⊗ Ai,3 with nonzero complex numbers x1, x2, x3. So V is
unitary. Since U has Schmidt rank three, so is V by Lemma 12 (i). Theorem 11 implies that V is
a controlled unitary. The assertion follows from Lemma 5 (iv).
(ii) If U satisfies condition (ii), then it satisfies condition (i). So the assertion follows. This
completes the proof. ⊓⊔
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Lemma 17 Let U =
∑3
i=1Ai,1⊗Ai,2⊗ · · ·⊗Ai,n be an n-partite Schmidt-rank-3 unitary operator
collectively controlled by k ≤ ⌈n2 ⌉ systems of A1,··· ,n. Then
(i) for any integers j1, · · · , js ∈ [1, n] and s ∈ [1, k − 1], the Aj1,··· ,js space of U is spanned by
unitary matrices.
(ii) If k ≥ 2, then
(ii.a) for any integer j ∈ [1, n], the space span{Ai,j}3i=1 is spanned by three unitary matrices.
(ii.b) U is a Schmidt-rank-three bipartite unitary on any bipartite cut.
(iii) If k ≥ 3, then
(iii.a) there are k distinct integers l = j1, · · · , jk ∈ [1, n] such that for each l, the set {Ai,l}i=1,2,3
contains a singular matrix.
(iii.b) Let {Ail,l}il∈[1,3],l∈[1,n] be the set of all singular matrices in {Ai,j}. Then the set {il} consists
of exactly two distinct integers in {1, 2, 3}. If x ∈ {1, 2, 3} \ {il}, then Ax,l with any l ∈ [1, n] is
proportional to a unitary matrix.
(iii.c) Any matrix Ai,j is normal.
Proof. (i) If the Aj1,··· ,js space of U has dimension one or two, then it is spanned by unitary
matrices [2]. Suppose the space has dimension three. Theorem 11 implies that Uj1,··· ,js:j1,··· ,js is a
controlled unitary. Since s < k, the system Aj1,··· ,js cannot control U . So the Aj1,··· ,js space of U
is spanned by unitary matrices. The assertion follows.
(ii) Let us prove (ii.a). Since k ≥ 2, the unitary Uj1:j1 is not a controlled unitary, for any j1.
Hence from [2] and that U has Schmidt rank 3, Uj1:j1 has Schmidt rank exactly 3. Thus the space
span{Ai,j1}3i=1 has dimension three and is the Aj1 space of U . Therefore from (i), this space is
spanned by three unitary matrices. Assertion (ii.a) holds.
To prove (ii.b), suppose there are integers j1, · · · , jk such that Uj1,··· ,jk:j1,··· ,jk has Schmidt rank
one or two. Up to the exchange of subscripts, we may assume that the three product operators
{Ai,j1 ⊗ · · · ⊗ Ai,jk}i=1,2,3 span a 1-dimensional or 2-dimensional space. Then U is a controlled
unitary, according to Lemma 12 (iii). It is a contradiction with the condition k ≥ 2. Thus (ii.b)
follows.
(iii) Since k ≥ 3 implies k ≥ 2, all assertions in (ii) apply to U . Assume there are at most k− 1
integers, say l = 1, · · · , k − 1 such that for each l, the set {Ai,l}i=1,2,3 contains a singular matrix.
It implies that any matrix in the set {Ai,l′}i=1,2,3 with l′ > k − 1 is invertible. Since k ≥ 3, (ii.b)
implies that the bipartite unitaries U1,··· ,k−2:1,··· ,k−2 and U1,··· ,k−1:1,··· ,k−1 have both Schmidt rank
three. They are controlled unitaries by Theorem 11. Since ⌈n2 ⌉ ≥ k ≥ 3, they are controlled by the
systems Ak−1,··· ,n and Ak,··· ,n, respectively. Let Ci = Ai,k−1 ⊗Bi, where Bi = Ai,k ⊗ · · · ⊗Ai,n for
i = 1, 2, 3. From Lemma 5 (v), the operators BiB
†
j (resp. CiC
†
j ), ∀i, j are all normal and commute
with each other, and the operators B†iBj (resp. C
†
iCj), ∀i, j are all normal and commute with each
other. We have
[
Ai,k−1A
†
j,k−1 ⊗BiB†j , As,k−1A†t,k−1 ⊗BsB†t
]
= 0, (22)[
A†i,k−1Aj,k−1 ⊗B†iBj, A†s,k−1At,k−1 ⊗B†sBt
]
= 0, (23)
for any i, j, s, t ∈ [1, 3]. Since any matrix in the set {Ai,l′}i=1,2,3 with l′ > k − 1 is invertible, the
matrices {Bi}i=1,2,3 are all invertible. It is known that the product of any two invertible matrices
is invertible. Using these facts, (22) and (23), we obtain that the operators Ai,k−1A
†
j,k−1, ∀i, j
are all normal and commute with each other, and the operators A†i,k−1Aj,k−1, ∀i, j are all normal
and commute with each other. So {Ai,k−1}i=1,2,3 have simultaneous singular value decomposition.
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Then U is a controlled unitary from Ak−1 side [18]. It is a contradiction with k ≥ 3, so the
assumption is wrong. The assertion (iii.a) follows.
Next we prove (iii.b). Evidently we have {il} ⊆ {1, 2, 3}. Suppose the two sets are equal. It
means that there is a set of integers S = {l1, l2, l3} ∈ [1, n] such that A1,l1 , A2,l2 and A3,l3 are
all singular. From (iii.a), we can always find a set S in which two integers are different. That is,
|S| ≥ 2. If the inequality holds, let |bi〉 be the states such that 〈bi|Ai,li = 0 for i = 1, 2, 3. Then
(〈b1, b2, b3| ⊗ IA4,··· ,n)UU †(|b1, b2, b3〉 ⊗ IA4,··· ,n) = 0. This is a contradiction with the fact that U is
unitary. So we have |S| = 2. Without loss of generality, we may assume l1 6= l2 = l3. Because of
k ≥ 3 and Theorem 11, the Al1,l2 space of U is spanned by unitary matrices U1, U2, U3 of Schmidt
rank at most two. These matrices cannot have Schmidt rank one because of assertion (ii.a) and the
fact that A1,l1 , A2,l2 and A3,l3 = A3,l2 are singular. So U1, U2, U3 all have Schmidt rank two. Next,
(ii) implies that any Ui is the linear combination of two elements of {Ai,l1 ⊗Ai,l2}i=1,2,3. Note that
A1,l1 , A2,l2 and A3,l3 = A3,l2 are singular. From Lemma 15 (i), any Ui is the linear combination of
A2,l1 ⊗ A2,l2 and A3,l1 ⊗ A3,l2 . So the U1, U2, U3 span a 2-dimensional space. It is a contradiction
with the fact that they span the Al1,l2 space of U , which has dimension three. Hence the two sets
{il} and {1, 2, 3} are not equal. We obtain {il} ⊂ {1, 2, 3}.
Next, suppose {il} consists of exactly one integer in {1, 2, 3}, say il = 1. It implies that any
matrix Ai,l with i = 2, 3 and l = 1, · · · , n is invertible. Let
Bj = Aj,3 ⊗ · · · ⊗Aj,n (24)
for j = 1, 2, 3. Assertion (ii.b) and Theorem 11 imply that U12:12 is a Schmidt-rank-three controlled
unitary. It is controlled by the system A3,··· ,n, because of k ≥ 3. And since U12:12 =
∑3
j=1Aj,1 ⊗
Aj,2 ⊗ Bj is a Schmidt decomposition across the bipartite cut 12 : 12, the matrices {Bj}j=1,2,3
have simultaneous singular value decomposition. Note that B2, B3 are both invertible. So from
Lemma 16 (ii), one of the two sets {Aj,1}j=1,2,3 and {Aj,2}j=1,2,3 have simultaneous singular value
decomposition. We have k = 1 and it is a contradiction with k = 3. Thus, the set {il} consists of
exactly two distinct integers in {1, 2, 3}. The first assertion of (iii.b) follows.
Without loss of generality, let {il} = {1, 2}. It implies that any matrix A3,l with l = 1, · · · , n
is invertible. By using (iii.a), we may assume that A11 and A22 are singular. Let |c1〉, |c2〉 be the
states such that A11|c1〉 = A22|c2〉 = 0. Since U is unitary, we have (〈c1, c2|⊗IA3,··· ,n)U †U(|c1, c2〉⊗
IA3,··· ,n) = IA3,··· ,n ∝ A†3,3A3,3 ⊗ · · · ⊗ A†3,nA3,n. So A3,3, · · · , A3,n are all proportional to unitary
matrices. Next, since k ≥ 3, the A12 space of U is spanned by three unitary matrices of Schmidt
rank at most two. Lemma 15 (i) implies that two of the three matrices are b11A11⊗A12+b12A31⊗A32
and b21A21 ⊗A22 + b22A31 ⊗A32 with complex numbers b11, b12, b21, b22, where b12b22 6= 0, and at
least one of b11 and b21 is nonzero. Since A11 and A22 are singular, Lemma 15 (ii) implies that A31
and A32 are both proportional to unitary matrices. We have shown that any A3l with l = 1, · · · , n
is proportional to a unitary matrix. The second assertion of (iii.b) follows.
Lastly we prove (iii.c). We still use the definition of Bj in (24). An argument similar to those
below (24) implies that U =
∑3
j=1Aj,1⊗Aj,2⊗Bj is a Schmidt-rank-three unitary, and the matrices
{Bj}j=1,2,3 have simultaneous singular value decomposition. We choose x = 3 in the statement of
(iii.b). Up to a local unitary on H1,··· ,n, we may assume A31 = aIA1 with some complex number
a, A32 = IA2 and B3 = IA3,··· ,n . Up to another unitary on H12, we may assume B1, B2 are both
diagonal. Since k ≥ 3, assertion (ii) implies that U1:1 is of Schmidt rank three, and it is controlled
by the system A1. Lemma 5 (v) implies[
Ai,2A
†
j,2 ⊗BiB†j , As,2A†t,2 ⊗BsB†t
]
= 0, (25)
for any i, j, s, t ∈ [1, 3]. Let i = t = 3 and j = s = 1, 2. Then (25) becomes [A†j,2⊗B†j , Aj,2⊗Bj] = 0.
Since both B1, B2 are diagonal, we have [A
†
j,2, Aj,2] = 0. Thus Aj,2 is normal for j = 1, 2, 3. By
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exchanging the system A2 and any other Ai, one can similarly prove that Aj,i is normal for
j = 1, 2, 3. Thus the assertion (iii.c) holds. This completes the proof. ⊓⊔
Assertion (iii.a) does not hold when k = 2. A counterexample is the three-qubit U (3) in (21).
Now we are in a position to prove the main result of this section.
Theorem 18 Every Schmidt-rank-three multipartite unitary is a controlled unitary, or is collec-
tively controlled by two systems of A1,··· ,n.
Proof. Assume the assertion does not hold. Let U be a Schmidt-rank-three n-partite unitary
with n ≥ 2, and U cannot be controlled by any two systems of A1,··· ,n. So all assertions in Lemma
17 apply to U . It follows from Theorem 11 that n ≥ 5. Using Lemma 17 (iii) and a suitable local
unitary, we may assume
U = A1 ⊗A2 ⊗ · · · ⊗An +D1 ⊗D2 ⊗ · · · ⊗Dn + aIA1 ⊗ IA2 ⊗ · · · ⊗ IAn , (26)
where any Di is diagonal and the nonzero diagonal elements are in the upper left side of Di, any Ai
is normal, and a is a nonzero complex number. Since U cannot be controlled by any two systems of
A1,··· ,n, Lemma 17 implies that U12:12 is a Schmidt-rank-three bipartite unitary. It is a controlled
unitary controlled by the system A12 by virtue of Theorem 11. Thus the three product matrices
B1 = A3⊗· · ·⊗An, B2 = D3⊗· · ·⊗Dn, and B3 = IA3⊗· · ·⊗IAn have simultaneous singular value
decomposition. Let W and V be unitaries on H3,··· ,n such that WBiV = Ei, i = 1, 2, 3, where Ei
are all diagonal. In particular E3 =WB3V =WV is a diagonal unitary. Hence EiE
†
3 =WBiV E
†
3
are all diagonal. Note that WB3V E
†
3 = E3E
†
3 = I, and since B3 = I, we have W
† = V E†3. Thus
WBiW
† are all diagonal. If (WB1W †)(WB2W †) 6= 0, then there is a nonzero diagonal element
in the same position of WB1W
†,WB2W † and B3, respectively. Let this position be presented by
the projector |l〉〈l|. Then the fact U †U = I implies (IA1,2 ⊗ 〈l|)U †U(IA1,2 ⊗ |l〉) = IA1,2 . So the
A12 space of U contains a Schmidt-rank-three unitary, and it is a contradiction with k ≥ 3 and
Theorem 11. So we have (WB1W
†)(WB2W †) = 0, namely B1B2 = 0. It implies that there is an
integer i ∈ [3, n] such that AiDi = 0. Since Ai 6= 0, Di is singular. We may assume Di = D ⊕ 0
where D is an s × s invertible diagonal matrix and s < di. The equation AiDi = 0 implies that
Ai =
(
0 C1
0 C2
)
, where C1, C2 are two blocks of size s× (di− s) and (di− s)× (di− s), respectively.
Recall that Ai is normal. We have C1 = 0, and C2 is also normal. Hence, the three matrices Ai,Di
and IAi are simultaneously diagonalizable. Eq. (26) implies that U is a controlled unitary. It is a
contradiction with the assumption. This completes the proof. ⊓⊔
The theorem implies that a Schmidt-rank-three multipartite controlled unitary can be charac-
terized through the collaboration of two systems. For example, we have seen that the Schmidt-
rank-three 3-qubit unitary operation U (3) in (21) can be collectively controlled by any two systems
of the operation. Consider the Schmidt-rank-three 5-qubit unitary V = I2 ⊗ I2 ⊗ U (3). Using
Lemma 5 (v), one can show that V cannot be controlled by the system A23. Hence in spite of
Theorem 18, a Schmidt-rank-three multipartite unitary may be not collectively controlled by two
random systems.
Based on Theorem 18 we obtain the following result. We shall refer to “union” as the case that
a multipartite unitary is controlled by the union of a few systems, and may also be controlled by
fewer systems. This is different from “collectively control” defined on in Sec. I.
Corollary 19 Every Schmidt-rank-three n-partite unitary with n ≥ 3 is controlled by the union of
two systems of A1,··· ,n. There exists a non-controlled Schmidt-rank-three tripartite unitary, i.e., it
is collectively controlled by two systems of A123.
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Proof. The second assertion follows from (21). It suffices to prove the first assertion. Let U
be a Schmidt-rank-three n-partite unitary with n ≥ 3. Using Theorem 18, it suffices to prove the
assertion when U is a controlled unitary. Without loss of generality, we may assume that U is
controlled by system A1. Lemma 12 (ii) implies that U is locally equivalent to V =
∑3
i=1Ai,1 ⊗
Ai,2 ⊗ · · · ⊗Ai,n, where each Ai,1 is a diagonal matrix on H1. By rewriting V we have
V =
d1∑
i=1
|i〉〈i| ⊗ Vi, (27)
where each Vi ∈ span{Ai,2 ⊗ · · · ⊗ Ai,n}i=1,2,3 is a unitary on the space H1. Since the {Ai,2 ⊗
· · · ⊗Ai,n}i=1,2,3 are linearly independent, each Vi has Schmidt rank at most three. If some Vj has
Schmidt rank three, then (a) Vj is a controlled unitary controlled by one system Ak of A2,··· ,n, or
(b) Vj has to be collectively controlled by two systems Al,m of A2,··· ,n by Theorem 18. In case
(a), note that Vj ∈ span{Ai,2 ⊗ · · · ⊗ Ai,n}i=1,2,3 has Schmidt rank three. Lemma 12 (ii) implies
that the three matrices A1,k, A2,k and A3,k have simultaneous singular value decomposition. So
V is collectively controlled by the system A1,k, and the assertion follows. In case (b), Lemma 17
(ii) implies that Vj is a Schmidt-rank-three bipartite unitary on any bipartite cut. So the three
product matrices Ai,l ⊗ Ai,m, i = 1, 2, 3 have simultaneous singular value decomposition. So V is
collectively controlled by the system Al,m, and the assertion follows.
It remains to prove the assertion when each Vi has Schmidt rank at most two. Ref. [2] implies
that each Vi is a controlled unitary controlled by any system in A2,··· ,n. Let Wi,Xi be two unitary
matrices on H2 such that the A2 space of (Wi ⊗ IA3,··· ,n)Vi(Xi ⊗ IA3,··· ,n) is spanned by a diagonal
basis. Let W =
∑d1
i=1 |i〉〈i| ⊗ Wi and X =
∑d1
i=1 |i〉〈i| ⊗ Xi be two unitary operators on H12.
From (27), the A12 space of (W ⊗ IA3,··· ,n)V (X ⊗ IA3,··· ,n) is spanned by a diagonal basis. So V is
collectively controlled by A12. This completes the proof. ⊓⊔
To summarize, if a Schmidt-rank-three multipartite unitary U is a controlled unitary by a
system say A1, then it is also controlled by the union of two systems. Nevertheless, we do not
know whether the two systems always contain A1.
On the other hand, if U is collectively controlled by two systems, then it may be not collectively
controlled by any one or any three systems. An example is when U = U (n) with any odd n ≥ 5,
see (28). On the other hand, U (n) is collectively controlled by any two systems of A1,··· ,n by its
symmetry and Theorem 18.
B. Schmidt-rank-three multiqubit unitary operators
Multiqubit controlled gates can be decomposed into certain elementary gates [11], and are more
useful than the general multipartite unitaries. For example, controlled NOT (CNOT) gates are
essential for the construction of universal quantum two-qubit gates used in quantum computing
both theoretically and experimentally [11, 22, 23]. Recently CNOT gates have been proved to be
implemented by trapped ions controlled by fully overlapping laser pulses [24]. Multiqubit graph and
cluster states for one-way quantum computing are generated by controlled-Z gates [20]. Controlled
phase gates have also been used to construct the mutually unbiased bases (MUBs) [25]. Motivated
by these applications and results in previous sections, we explore the Schmidt-rank-three multiqubit
unitaries.
It is known that a two-qubit unitary cannot have Schmidt rank three [26]. In (21), we have
presented the Schmidt-rank-three non-controlled three-qubit unitary constructed in [2]. Indeed,
we can show that the following Schmidt-rank-three n-qubit unitary
U (n) =
1√
3
[(σ0)
⊗n + i(σ1)⊗n + i(σ3)⊗n] (28)
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with any odd n ≥ 3 is not a controlled unitary. On the other hand, constructing a non-controlled
Schmidt-rank-three 4-qubit unitary turns out to be impossible. For any even n ≥ 4, we will show
that the Schmidt-rank-three n-qubit unitary is a controlled unitary, see Proposition 21. This is the
main result of this section. For this purpose we present the following preliminary lemma.
Lemma 20 Let V =


0 0 0 0
0 a b c
0 d e f
0 g h i

 be a two-qubit operator. If V has rank one and Schmidt rank
one, then one of the following four conditions is satisfied:
(i) a = b = c = e = h = 0, di = fg and d 6= 0.
(ii) a = d = e = f = g = 0, bi = ch and b 6= 0.
(iii) a = b = c = d = g = 0, ei = fh, and one of e, f, h is nonzero.
(iv) b = d = e = f = h = 0 and ai = cg.
Proof. The proof is by straightforward computation. We investigate three cases: d 6= 0, b 6= 0
and d = b = 0. Since V has rank one and Schmidt rank one, the first and second cases imply (i)
and (ii), respectively. In the third case, we study two subcases: one of e, f, h is nonzero, and they
are all zero. They imply (iii) and (iv), respectively. This completes the proof. ⊓⊔
Proposition 21 For any even integer m ≥ 4, the Schmidt-rank-three m-qubit unitary is a con-
trolled unitary.
Proof. Suppose the assertion is not true. It implies three items as the hypotheses. First, let n
be the minimum even integer, such that n ≥ 4 and
U =
3∑
i=1
Ai,1 ⊗Ai,2 ⊗Ai,3 ⊗ · · · ⊗Ai,n (29)
is a non-controlled Schmidt-rank-three n-qubit unitary. So Lemma 17 (ii) applies to U . It implies
the second hypothesis: the three 2 × 2 matrices A1,j, A2,j , A3,j with any j ∈ [1, n] are linearly
independent, and do not have simultaneous singular value decomposition. Third, U is a Schmidt-
rank-three bipartite unitary on any bipartite cut. These hypotheses do not change if we switch any
two systems of A123···n, or if we switch any two product operators Ai,1⊗Ai,2⊗Ai,3⊗· · ·⊗Ai,n and
Aj,1 ⊗Aj,2 ⊗Aj,3⊗ · · · ⊗Aj,n by relabeling the subscripts i, j. Since U is not a controlled unitary,
Theorem 18 implies that U is collectively controlled by two systems of A123···n. We can switch the
systems so that U is controlled by the system A12. The third hypothesis implies that the three
matrices in the set S = {Ai,1 ⊗Ai,2}i=1,2,3 have simultaneous singular value decomposition.
We discuss in this paragraph three cases in terms of the ranks of the matrices in S, and will
discuss the remaining fourth case in the next paragraph. First, if all matrices in S have rank one,
then UU † 6= I. It is a contradiction with the first hypothesis that U is unitary. So one matrix
in S has rank at least two. Next, if two matrices in S are invertible (with rank four), then (29)
implies that there are two states |a〉, |b〉 ∈ H12, and nonzero complex numbers c1, c2, c3, such that
(〈a| ⊗ IA
12
)U = 〈b| ⊗ U ′ where U ′ =∑3i=1 ciAi,3 ⊗ · · · ⊗ Ai,n. Since U is unitary, U ′ is a (n − 2)-
qubit unitary. The third hypothesis implies that U ′ has Schmidt rank three by Lemma 12 (i).
Since U is not a controlled unitary, neither is U ′. Since n ≥ 4, we obtain a contradiction with
the first hypothesis that n is minimum. Thus two matrices in S are singular. Third, if there is a
matrix of rank two in S, then up to the relabeling of subscripts and the switch of systems A1 and
A2, we may assume such matrix is A1,1 ⊗ A1,2, and it satisfies rankA1,1 = 1 and rankA1,2 = 2.
Using a suitable product unitary on H12 and absorbing a suitable factor into A1,3, we may assume
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A1,1 = diag(1, 0) and A1,2 = diag(1, c) with some positive number c. Note that the matrices in S
have simultaneous singular value decomposition. Let W,X be two unitary matrices on H12 such
that W (Ai,1 ⊗ Ai,2)X is diagonal for i = 1, 2, 3. In particular, we may choose W,X such that
W (A1,1⊗A1,2)X = A1,1⊗A1,2. Since A1,1⊗A1,2 = diag(1, c, 0, 0) and c > 0, Lemma 1 (iii) implies
that W and X are both the direct sum of two 2× 2 unitary matrices. Using this fact and noting
that W (Ai,1 ⊗ Ai,2)X is diagonal for i = 2, 3, we obtain that Ai,1 ⊗ Ai,2 is the direct sum of two
2 × 2 matrices. Thus A2,1 and A3,1 are both diagonal. Since A1,1 = diag(1, 0), U is a controlled
unitary. This is a contradiction with the first hypothesis. So any matrix in S does not have rank
two.
The three cases in the last paragraph imply that the three matrices in S have to respectively
have rank one, one and four. Up to a relabeling of subscripts, we may assume
rankA1,j = rankA2,j = 1,
rankA3,j = 2, (30)
with j = 1, 2. Up to a product unitary on H12, we may assume
A1,1 = A1,2 = diag(1, 0). (31)
Note that U is controlled by A12. Let W1,X1 be two unitaries on H12 such that
W1(A1,1 ⊗A1,2)X1 = A1,1 ⊗A1,2, (32)
and W1(Ai,1 ⊗ Ai,2)X1 with i = 2, 3 are still diagonal. Eqs. (31), (32), and Lemma 1 (iii)
imply that W1 and X1 are both the direct sum of integer 1 and a 3 × 3 unitary matrices. Since
W1(A3,1 ⊗ A3,2)X1 is diagonal, A3,1 ⊗ A3,2 is the direct sum of a complex number and a 3 × 3
matrix B1. Since A3,1 ⊗A3,2 is invertible, B1 is diagonal. So A3,1 and A3,2 are both diagonal. Up
to a diagonal product unitary on H12, we may assume that A3,1 and A3,2 are both positive definite
without changing A1,1 and A1,2 in (31). Note that U is still a controlled unitary controlled by A12.
From (31) and Lemma 1 (iii), there exist two unitaries
W ′ = 1⊕W2, X ′ = 1⊕X2 (33)
on H12 such that
W ′(A1,1 ⊗A1,2)X ′ = A1,1 ⊗A1,2,
W ′(A3,1 ⊗A3,2)X ′ = A3,1 ⊗A3,2, (34)
and W ′(A2,1 ⊗A2,2)X ′ is diagonal. Thus A2,1⊗A2,2 is the direct sum of a complex number x and
a 3 × 3 matrix B2. The second hypothesis implies that A2,1 ⊗ A2,2 is not parallel to A1,1 ⊗ A1,2.
These facts, (30) and (33) imply x = 0. Thus A2,1 ⊗A2,2 becomes the matrix V in Lemma 20. It
satisfies one of the four conditions (i-iv) in Lemma 20. From (31) and the paragraph below (32),
the four matrices A1,1, A3,1, A1,2 and A3,2 are all diagonal. Since U is not a controlled unitary,
conditions (iii) and (iv) in Lemma 20 are excluded. Next, either condition (i) or (ii) in Lemma 20
implies that A2,1 ⊗A2,2 is not normal. Since W ′(A2,1 ⊗A2,2)X ′ is diagonal, we have W ′ 6= (X ′)†.
Since A3,1⊗A3,2 is diagonal positive definite, we have a contradiction because of (34) and Lemma
1 (iv).
We have excluded all possible cases of the matrices in S. So the hypothesis is wrong, and the
assertion holds. This completes the proof. ⊓⊔
We claim that a nontrivial Schmidt-rank-three n-qubit unitary exists for every n ≥ 3, where
“nontrivial” means not the tensor product of a one-qubit unitary and a Schmidt-rank-three (n−1)-
qubit unitary. If n is odd then the claim follows from (28). For even n, let V (n−1) = (U (n−1))†
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where the latter is defined in (28). Then |1〉〈1| ⊗ U (n−1) + |2〉〈2| ⊗ V (n−1) is a Schmidt-rank-three
n-qubit unitary. So the claim follows.
Proposition 21 implies that the Schmidt-rank-three n-qubit unitaries with odd and even n have
different control properties. The reason that makes the difference might be from the mathematical
structure of multiqubit unitaries, but a decisive proof is not known yet.
C. Entanglement cost of implementing a bipartite unitary
The following lemma generalizes [3, Lemma 9]. It follows simply from a few protocols of
implementation and Theorem 11, as explained after the lemma.
Lemma 22 Let dA ≤ dB. Any bipartite unitary of Schmidt rank three can be implemented by
using LOCC and the maximally entangled state |Ψk〉, where k = min{d2A, dB}.
The d2A term is from using teleportation [27] twice: Alice teleports her input system to Bob, and
Bob does the unitary locally, and teleports back the part of the output system belonging to Alice
to her. This requires two maximally entangled states |ΨdA〉 (dA ≤ dB), which contains 2 log2 dA
ebits [7].
The dB term is from the protocol for controlled unitaries in ref. [7], which uses a maximally
entangled state of Schmidt rank equal to the number of terms in the expression of the unitary in
the controlled form.
From this lemma, log2 dB ebits is an upper bound of the amount of entanglement needed to
implement a bipartite unitary of Schmidt rank three. As discussed in [3], this upper bound can be
saturated for some unitary with dA = 2, dB = 3.
It is still an open question whether there is a Schmidt-rank-three unitary that needs more
than log2 3 ebits to exactly implement using LOCC. This is a question about the lower bound of
entanglement cost of unitaries, and some known results are in Soeda et al [9] and Stahlke et al
[10]. These results suggest the interesting case to look at is when the resource state has Schmidt
rank greater than that of the unitary, but still with relatively small entanglement.
On the probabilistic implementation of unitaries of small Schmidt rank, the protocol involving
gate-teleportation that implements some types of two-qubit or two-qudit unitaries in [28] can
be generalized to a protocol that probabilistically implements an arbitrary unitary acting on a
(dA × dB)-dimensional space, by using the generalized Bell-state measurements and removing the
final corrections. This would implement any Schmidt-rank-r unitary with probability 1/(dAdB)
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using a maximally entangled state of Schmidt rank r, but in the cases of failure, it is hard to
recover the desired unitary via local corrections.
D. Connection with the Schmidt number
The Schmidt number of a bipartite quantum state is firstly introduced in [29]. It becomes the
standard Schmidt rank when the state is pure. The Schmidt number is an entanglement monotone
under LOCC. Recently, a device independent Schmidt rank witness for bipartite pure states has
been proposed by using the Hardy paradox [30]. So the Schmidt rank is to some degree an
observable quantity, and it is well known that it has various applications in quantum information.
Similar statements can be said for the Schmidt number. In this subsection we explore the relation
between the Schmidt number and controlled unitaries. For the convenience of readers, we review
the definition from [31].
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Definition 23 Given the density matrix ρ of a bipartite system and all its possible decomposi-
tions in terms of pure states, namely ρ =
∑
i pi|ψrii 〉〈ψrii |, where ri denotes the Schmidt rank of
|ψrii 〉, the Schmidt number of ρ is defined as min{maxi{ri}} where the minimum is taken over all
decompositions.
For example, the separable state has Schmidt number one in terms of the definition. Since
projectors are extremal in the set of normalized quantum states (trace-one positive semidefinite
matrices), the Schmidt number of a pure state is equal to its Schmidt rank. Below we study how
the Schmidt number of the output state of a bipartite unitary is related to the Schmidt rank of
the unitary, when the input state is restricted to be a separable state. We have not obtained an
exact relationship, but some partial results are presented below.
Observation. For any r ≥ 1, all diagonal bipartite unitaries of Schmidt rank r satisfy that there
is a pure product input state such that the corresponding output state has Schmidt rank r. The
input state can be chosen to be |+〉A|+〉B , where |+〉A := 1√dA
∑dA
j=1 |j〉, and |+〉B := 1√dB
∑dB
j=1 |j〉.
Lemma 24 Suppose a bipartite unitary is of Schmidt rank r, and it acts on a separable input
state.
(i) The Schmidt number of the output state is equal to or smaller than r.
(ii) The equality is always achievable by some suitable input state when ancillas of sufficient size
are allowed as part of the extended input. In particular, when r ≤ 3, the controlling party does not
need any ancilla.
(iii) When ancillas are not allowed, the equality is achieved by some suitable input state (dependent
on the unitary) for any bipartite unitary of Schmidt rank r ≤ 2, and not achieved for some bipartite
unitary of Schmidt rank r where r is any given integer greater than 2.
Proof. (i) Let U =
∑r
j=1Aj ⊗Bj be a Schmidt-rank-r bipartite unitary. Suppose the separable
input state is ρ =
∑
i |αi〉〈αi|⊗|βi〉〈βi|. For each pure-state component |αi〉⊗|βi〉, the corresponding
output is
∑r
j=1Aj |αi〉⊗Bj|βi〉, so it is of Schmidt rank not greater than r. By the definition of the
Schmidt number, the overall output state has Schmidt number not greater than r. This conclusion
holds regardless of whether ancillas are allowed for the input state, since the tensor product of U
with identity operators on the ancillas still has Schmidt rank r. This proves (i).
(ii) If we are allowed to add ancillas A¯ and B¯ with sizes equal to that of A and B, respectively,
then there is an input state 1√
dAdB
∑dA
j=1 |j〉A|j〉A¯ ⊗
∑dB
k=1 |k〉B |k〉B¯ , such that the output state on
AA¯BB¯ has Schmidt rank r across the AA¯ : BB¯ cut, equal to the Schmidt rank of U . This proves
the first part of (ii). For the second part, from Theorem 11 and [2], the unitary is a controlled
unitary, so up to local unitaries and a possible swap of the A,B systems, the unitary is of the form
U =
∑n
j=1 |j〉〈j| ⊗ Vj , where n ≥ r, and Vj (1 ≤ j ≤ n) are unitaries, with r of them being linearly
independent. Choose the input state to be 1√
dAdB
∑dA
j=1 |j〉A ⊗
∑dB
k=1 |k〉B |k〉B¯ , then the output
state on ABB¯ has Schmidt rank r across the A : BB¯ cut, equal to the Schmidt rank of U . The
effect of the local unitaries is to change the form of the input state above, but does not affect the
size of the possible ancillas. This proves the second part of (ii).
(iii) In the following we assume ancillas are not allowed. The equality can obviously be achieved
when r = 1. From [2], all bipartite unitaries of Schmidt rank 2 is locally equivalent to a diagonal
unitary, thus from the Observation above, there is a product pure input state with the output state
having Schmidt rank 2. In the case r = 3, U may be a controlled unitary on a dA× 2 system, then
the maximum Schmidt number of the output state is 2, which is less than the Schmidt rank of the
unitary. In the case r = 4, let U be the SWAP gate on two qubits, then the Schmidt number of
the output state is always 1 for any separable input state. For r > 4, similar examples of unitaries
with min{dA, dB} < r can be constructed so that the maximum Schmidt number of the output is
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not greater than min{dA, dB} and thus less than r, when the input is separable. This completes
the proof. ⊓⊔
From the proof above, we see that for the question of whether the equality is achievable, the
ancillas become important since addition of ancillas increase the dimensions of the local Hilbert
spaces which are upper bounds for the Schmidt number of the output state.
Define the Schmidt rank of a multipartite pure state to be the minimum number of pure product
states that sum to the given state. By defining the Schmidt number of a multipartite mixed state
based on it, similar to Definition 23, we can consider the generalizations of the results above to the
multipartite case. The “Observation” and Lemma 24 (i) can be straightforwardly generalized to
the multipartite case, but Lemma 24 (ii)(iii) may need some modifications in generalization, and
we leave it for future study.
E. Bipartite unitaries studied in Ref. [2]
The Schmidt-rank-two multipartite unitary operators have been thoroughly studied in [2]. Apart
from the usefulness mentioned before, they are also useful for other quantum technology. For
example, the unitary |0〉〈0| ⊗ (I2)⊗n + |1〉〈1| ⊗ (σ1)⊗n can amplify a single spin by set of ancillary
spins [32, Eq. (1)]. So it is meaningful to understand the Schmidt-rank-two unitaries from another
point of view. In this subsection, we give an alternative proof of one of the main results in [2],
using only the linear algebra in Sec. II.
Lemma 25 Any bipartite unitary of Schmidt rank two is a controlled unitary controlled from either
side, and is a diagonal unitary up to local unitaries.
Proof. Let U =
∑2
j=1Aj ⊗ Bj be a Schmidt-rank-2 bipartite unitary. From Lemma 6 (i) we
may assume that A1 is singular. Up to local unitaries on HA, we may assume A1|1〉 = 0. Since
(〈1| ⊗ IB)U †U(|1〉 ⊗ IB) = IB, we have
IB = xB
†
2B2, (35)
where x is a positive real number. Hence B2 is proportional to a unitary. There is a complex
number z such that the linear combination A′2 = zA1 + A2 satisfies Tr(A
′†
2 A1) = 0, hence U =
A1⊗B′1+A′2⊗B2, where B′1 = B1− zB2. The operators B′1 and B2 are linearly independent. By
considering U †U = I and taking the partial trace over the A side, we have
IB = sB
′†
1 B
′
1 + tB
†
2B2, (36)
where s > 0, t > 0. Hence from Eq. (35), we have that B′1 is proportional to a unitary. By
absorbing factors into the A-side operators A1 and A
′
2, we have that both B
′
1 and B2 are unitaries.
Up to local unitaries on HB, we may assume B
′
1 = I and B2 is a diagonal unitary. Both operators
are diagonal, thus U is controlled from the B side.
The argument above also works with the A and B sides swapped. Hence U is a controlled
unitary, controlled from either side. Up to local unitaries, U =
∑dA
j=1 |j〉〈j| ⊗ Cj, where Cj are
unitaries on HB. Then we have Cj ∈ span{Cg, Ch} for two distinct integers g, h in {1, 2, · · · , dA},
and up to local unitaries on HB , we have that Cg = IB , and Ch is a diagonal unitary, hence all Cj
are diagonal, therefore U is a diagonal unitary up to local unitaries. This completes the proof. ⊓⊔
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V. CONCLUSIONS
We have shown that any bipartite unitary operator of Schmidt rank three is locally equivalent
to a controlled unitary. We have shown that LOCC and the r × r maximally entangled state of
r = min{d2A, dB} (under the assumption that dA ≤ dB) are sufficient to implement such operators.
We further show that any multipartite unitary operator of Schmidt rank three is a controlled
unitary, or collectively controlled by two systems, regardless of the number of systems of this
operator. We further show that the Schmidt-rank-three n-qubit unitary with any even n ≥ 4 is a
controlled unitary. We also have found a connection between the Schmidt number and controlled
unitaries, in terms of the separable inputs and ancillas. Using the methods in this paper we have
retrieved a main result of [2] in a different way.
There are many interesting open problems arising in this paper. It is expected that the technique
and results developed here could be useful for characterizing nonlocal unitaries of larger Schmidt
rank. Next, we have sort of characterized the Schmidt-rank-three multiqubit unitary in terms of
U (n) and Proposition 21. It is unknown whether multiqubit unitaries of higher Schmidt rank can
be similarly characterized. This is related to an unproved intuition that the Schmidt-rank-three
multiqubit unitary might have a simpler structure than the general Schmidt-rank-three multipartite
unitary. Another interesting problem is to construct a deeper connection between the nonlocal
unitaries and Schmidt number of a bipartite or multipartite mixed state, extending the results
in Sec. IVD. We also do not know the entanglement cost of implementing a Schmidt-rank-three
multipartite unitary operation. Finally, although we have shown that any Schmidt-rank-three
multipartite unitary is collectively controlled by at most two systems, an efficient method for
finding out the two systems is still lacking.
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