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1 Introduction
Qu’est-ce que l’informatique ? Quels sont ses objets de savoir ? Si demain, l’informatique
devait être enseignée en tant que discipline fondamentale au gymnase, quels objets de sa-
voir devraient être transposés en priorité ? En tant qu’enseignant(e) en informatique, nous
pouvons commencer cette réflexion en essayant de dégager les principaux objets de savoir
qui nous ont marqués lors de notre formation. Mais elle pourrait aussi être guidée par une
vision panoramique de tous les objets de savoir qui font l’informatique. La plus-value de
cette deuxième approche est la garantie d’une presque exhaustivité et d’une plus grande
objectivité. Nous avons donc décidé de construire cette vision panoramique des objets de
savoir en informatique et de permettre ainsi à chacun de disposer d’un outil pour répondre
à ces questions.
Actuellement, l’informatique est enseignée en tant que discipline cantonale, mais on n’y
enseigne pas à proprement parler ses objets de savoir propres. On se contente plutôt de
transmettre des savoir-faire à visée utilitariste, qui consistent en l’acquisition de diverses
compétences de bureautique. Ainsi, en fin de cursus, l’élève sera capable de rédiger son
travail de maturité, de faire une présentation sur un sujet donné et d’e ectuer des calculs
dans un tableur. Cependant, à la prochaine révision du Réglement sur la reconnaissance
des certificats de maturité gymnasiale (RRM) en 2020, l’informatique pourrait bien devenir
une discipline fondamentale et être enseignée au gymnase, comme c’est déjà le cas dans de
nombreux pays. D’après le PECMAT (2016), « l’enseignement de l’informatique – la science
du traitement automatique de l’information – apporte(rait) aux élèves les éléments de culture
générale garants d’une compréhension technique adéquate et d’un regard critique nécessaire
à leur intégration au sein de la société de l’information. » Il est donc opportun et même
impératif de nous poser dès aujourd’hui la question des objets de savoir en informatique.
Ce projet s’appuie sur la réflexion qu’a menée Jean-Philippe Pellet sur la matrice disci-
plinaire de l’informatique (Pellet et al., 2015). Sa réflexion a abouti à une proposition très
complète des di érents sous-domaines propres ou liés à l’informatique, et de leurs connexions.
Notre point de départ était donc cette matrice disciplinaire, que nous devions étendre en
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définissant pour chaque sous-domaine les objets de savoir le composant. Pour ce faire, nous
nous sommes basés sur les descriptifs de cours dispensés par les départements d’informatique
de plusieurs institutions prestigieuses. Nous avons en un premier temps classifié ces cours
dans des sous-domaines de l’informatique, puis nous avons inventorié les objets de savoir qui
leur étaient liés.
Pour qu’elle puisse être utile, cette cartographie de l’informatique devait être aussi exhaus-
tive que possible, tout en restant synthétique. Nous l’avons également souhaitée esthétique et
ergonomique, facile à lire, et autorisant un accès direct à l’information originelle. En e et, « la
recherche systématique d’une adéquation logique entre les propriétés perceptives du référent
(les données) et celles du signifiant (leurs habillages graphiques) permet de solliciter le canal
visuel dans des conditions optimales de rapidité et d’e cacité » (Cohen, 2000, p. 198). Nous
avons ainsi proposé une infographie interactive disponible sur le Web, qui suit des règles très
précises de représentation graphique de l’information (Bertin, 1967).
2 Méthodologie
2.1 Choix des institutions
Un des buts de l’enseignement de l’informatique en tant que discipline fondamentale dans
les écoles de maturité en Suisse serait de préparer les élèves à leur entrée dans une université
ou une école polytechnique suisse. Notre choix s’est donc porté sur les cours dispensés par
l’École Polytechnique Fédérale de Lausanne (EPFL) et l’Eidgenössische Technische Hoch-
schule Zürich (ETHZ), avec pour objectif de déterminer leurs principaux intérêts et besoins.
Afin d’étendre la validité de cette étude au-delà des frontières suisses, nous y avons ajouté
l’université de Stanford, qui est n¶1 dans le monde en informatique d’après le classement
académique des universités mondiales de Shanghai (Université Jiao Tong, 2015) avec un
score total de 100 points.
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2.2 Collection des données
En premier lieu nous avons parcouru les plans d’études des départements d’informatique
des trois institutions pour recenser tous les cours dispensés. Étant donné l’ampleur de la tâche,
nous nous sommes limités aux études de Bachelor (ou undergraduate studies), mais cette
démarche pourrait être étendue aux niveaux supérieurs sans devoir modifier la méthodologie.
En deuxième lieu, nous avons recherché le descriptif de chaque cours figurant dans les
plans d’étude, pour recenser ses objets de savoir les plus importants. Ces objets étaient
généralement disponibles sous la forme d’une liste de contenus abordés aux cours.
Nous avons ensuite unifié les di érentes terminologies et trois langues adoptées par chacune
de ces institutions (le français, l’anglais et l’allemand), en cherchant à utiliser le terme tech-
nique exact et non une traduction approximative. Comme notre but était de donner une vue
exhaustive de l’informatique, nous avons retenu un grand nombre d’objets de savoir. Lorsque
les objets de savoir traitaient du même sujet, nous les avons organisés dans des répertoires
désignés par des mots-clés, afin de faciliter leur lecture. Cette étape était particulièrement
laborieuse, car il a fallu découvrir ce qui se cachait derrière la nomenclature de chaque objet
rencontré.
2.3 Classification par thème et sous-domaine
Nous avons ensuite regroupé les cours avec des intitulés similaires. Pour chaque groupe de
plusieurs cours, nous avons tenté de dégager le sous-domaine informatique dont il fait partie.
Pour faciliter la lecture des sous-domaines identifiés, nous les avons à leur tour regroupés en
thèmes. Il est important de noter que contrairement aux étapes précédentes, celle-ci comporte
une composante subjective : le choix des thèmes et des sous-domaines était dicté par notre
jugement professionnel. Le schéma dans la Figure 1 résume toutes les étapes de la démarche
proposée.
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Plans d’études de 3 universités
190 cours dans trois mind maps
Classification des cours
par thème et sous-domaine
Descriptifs des cours pour 
recenser les objets de savoir
Figure 1 – Schéma de la démarche pour définir les objets de savoir en informatique.
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2.4 Information quantitative
L’importance de chaque sous-domaine et objet de savoir a pu être estimée par deux
indicateurs : le nombre d’universités qui le proposaient et le nombre de cours qui y étaient
associés. L’utilisation de ces indicateurs est décisive, car elle permet de dégager les compo-
santes principales de la science informatique, telle qu’elle est enseignée aujourd’hui au niveau
universitaire. Elle pourrait ainsi guider le choix des enseignants en informatique au gymnase
d’enseigner ou non un objet de savoir précis.
2.5 Datavisualisation infographique
À la fin de toutes ces étapes de recherche exhaustive, nous nous sommes retrouvés avec
une arborescence hiérarchique profonde qui mène aux objets de savoir : informatique ∆
thèmes ∆ sous-domaines ∆ mots-clés ∆ objets de savoir (voir Figure 2). Nous avons
privilégié cette arborescence profonde à une arborescence plate du type informatique ∆
objets de savoir, pour des raisons d’ergonomie. En e et, afin de permettre à l’utilisateur « de
mieux assimiler l’information et, dans certains cas de susciter sa curiosité, il est préconisé de
découper l’information » (Comment ça marche ?, 2016). L’œil et le cerveau peuvent se sentir
démunis devant une multitude d’objets de nature similaire qu’ils ont tendance à parcourir
de manière aléatoire. Une arborescence plate « oblige le lecteur à procéder à une lecture
exhaustive des données pour faire émerger la structure sous-jacente du contenu » (Cohen,
2000, p. 194), alors qu’une arborescence profonde « facilite la sélectivité de l’information,
réduit les coûts cognitifs de mémorisation et o re au lecteur une plus grande liberté de
navigation sur l’écran » (Cohen, 2000, p. 195). Pour résumer, l’organisation des objets de
savoir sur plusieurs niveaux hiérarchiques « réduit la prise en charge perceptive et guide
l’usager dans sa démarche exploratoire » (Cohen, 2000, p. 198).
Comment représenter toutes ces données et les communiquer de manière e cace ? Les
données ayant été collectées dans le but de rendre visibles les contenus de la discipline
informatique, il y a un sens et une plus-value évidents à utiliser une représentation info-
graphique. Nous avons choisi cette option dans l’idée de proposer une infographie disponible
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Informatique
Sous-domaines
Mots-clés
Objets de savoir
Figure 2 – Arborescence des données. Adaptation de l’œuvre artistique Arborescences#04,
de Bertrand Flachot, 2012, 105 x 95, jet d’encre pigmentaire Fine Art (Flachot, 2012).
en tout temps et depuis partout sur le Web, afin que chacun puisse faire des recherches
systématiques des objets de savoir. On peut également créer des liens entre les di érentes
informations. Par exemple, en cliquant sur la page d’un objet de savoir, on peut accéder à la
source de l’information : un des cours qui aborde l’objet de savoir en question. L’interactivité
permet aussi « d’o rir au visiteur des parcours multiples, au gré de ses envies » (Comment
ça marche ?, 2016).
Le déclic est survenu lors du cours de Joël Boucheteil, dans le cadre du cours MSAVI38
de la HEP donné par Aurélie Camuset et Clara Perissé. Il nous a introduits au travail de
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Mike Bostock, un artiste régulièrement sollicité par le New York Times pour mettre en
valeur l’information sous la forme d’infographies interactives. Mike Bostock excelle dans
les visualisations Web et a mis à disposition une librairie, la D3 : data-driven documents
(Bostock, 2011), qui permet de créer chez soi des représentations dynamiques de données.
L’infographie de Mike Bostock que nous avons choisi d’adapter est une arborescence de cercles
imbriqués dans lesquels on peut zoomer (Bostock, 2013). Elle consiste en une multitude de
fichiers écrits en SVG, HTML, JavaScript et JSON.
2.6 Lien avec la matrice disciplinaire de Jean-Philippe Pellet.
Nous avons utilisé un processus bottom-up pour définir les sous-domaines et objets de
savoir en informatique, à partir des cours de niveau Bachelor dispensés par trois départements
d’informatique. La liste de sous-domaines que nous avons obtenue di ère légèrement de celle
de Jean-Philippe Pellet obtenue avec un processus top-down, mais coïncide dans sa plus
grande partie. Nous avons relié les sous-domaines de la matrice disciplinaire aux objets de
savoir de notre infographie, en utilisant simplement des hyperliens.
3 Résultats
3.1 Collection des données
En consultant les plans d’études de l’informatique à l’EPFL de première (EPFL IC,
2015a), de deuxième et troisième année (EPFL IC, 2015b), nous avons relevé 29 cours.
En parcourant le plan d’étude des trois premières années en informatique de l’ETHZ (SI
ETHZ, 2015), nous avons trouvé 19 cours spécifiques à l’informatique. Finalement, le plan
d’études undergraduate de l’université de Stanford a rajouté 142 cours proposés par la section
d’informatique (Stanford CS, 2015). Le total des cours inventoriés est de 190.
La liste complète de tous les cours dispensés par les départements concernés est disponible
en format numérique dans une mind map par institution (Petreska, 2016a,b,c) et dans un
fichier tableur sous le lien suivant : http://vd.educanet2.ch/biljana.petreska/hepl/Petreska_
informatique.xlsx.
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Les objets de savoir répertoriés sont trop nombreux pour être quantifiés et sont également
disponibles dans leur version brute (liste non traitée) sur Mindmeister (2008). Le premier et
le deuxième niveau recensent les di érents cours, alors que les troisième et quatrième niveaux
sont constitués des objets abordés dans les programmes des cours. Les objets de savoir qui
figuraient dans les descriptifs de cours peuvent être consultés dans le fichier tableur (de la
version brute à la version unifiée) et dans l’infographie interactive (version unifiée).
3.2 Classification par thème et sous-domaine
Afin de simplifier la vue d’ensemble des di érents cours, nous avons tenté de les regrouper
par sous-domaine, ce qui a impliqué un certain nombre de décisions subjectives. Nous avons en
premier lieu regroupé les cours qui portaient des noms similaires, et ensuite ceux qui traitaient
des mêmes objets de savoir. Nous illustrons ce processus ici avec le sous-domaine des bases
de données. Le dénominateur commun des intitulés des cours suivants : “Introduction to
database systems”, “Datenmodellierung und Datenbanken (Data Modeling and Databases)”,
“CS145 Introduction to Databases” et “CS245 Database System Principles”, a donné nais-
sance au sous-domaine “Bases de données”. Le cours “Information systems” a également été
attribué au sous-domaine “Bases de données” après inspection de ses contenus, car c’est un
cours qui aborde les bases de données modernes. Quatre cours introductifs n’ont pas pu être
classés, car ils abordaient plusieurs sous-domaines. Ce processus a abouti à l’identification de
27 sous-domaines propres à l’informatique, dont la liste complète est donnée dans le Tableau
1.
Nous avons ensuite regroupé ces sous-domaines en 6 thèmes principaux :
1. Informatique théorique
2. Programmation
3. Logiciel
4. Matériel
5. Réseaux
6. Modélisation & simulation.
8
Thème Sous-domaine # Institutions # Cours
Informatique théorique Algorithmique 3 11
Informatique théorique Calculabilité 2 5
Informatique théorique Théorie de l’information 2 3
Programmation Langages de programmation 3 15
Programmation Compilation 3 4
Programmation Programmation parallèle 3 4
Programmation Programmation fonctionnelle 3 3
Programmation Programmation orientée objet 2 3
Programmation Plateformes de programmation 1 3
Logiciel Bases de données 3 5
Logiciel Systèmes d’exploitation 2 5
Logiciel Génie logiciel 3 3
Logiciel Interaction homme-machine 1 3
Matériel Architecture des ordinateurs 3 3
Matériel Conception des systèmes numériques 2 2
Matériel Architecture des multiprocesseurs 2 2
Matériel Systèmes embarqués 2 2
Réseaux Réseaux informatiques 3 6
Réseaux Systèmes distribués 3 4
Réseaux Cryptographie 1 3
Réseaux Sécurité des réseaux 3 3
Modélisation & Simulation Apprentissage automatique 2 9
Modélisation & Simulation Vision par ordinateur 3 8
Modélisation & Simulation Infographie 2 4
Modélisation & Simulation Intelligence artificielle 2 3
Modélisation & Simulation Robotique 1 3
Modélisation & Simulation Réalité virtuelle 1 3
Tableau 1 – Classification des cours par thème et sous-domaine avec les indicateurs
du nombre d’universités et du nombre de cours liés au sous-domaine (code couleur de
l’infographie). 9
Pour déterminer ces six thèmes, nous nous sommes inspirés des classifications suivantes
en vigueur dans les trois institutions :
1. Blocs de cours A à E à l’EPFL, voir mind map Petreska (2016a).
2. Huit voies master à l’ETHZ, voir mind map Petreska (2016b).
3. Blocs de cours par codes numériques à Stanford, voir mind map Petreska (2016c).
Plus précisément, le thème Informatique théorique fait référence au bloc de cours C
à l’EPFL, à la voie master “Theoretical Computer Science” à l’ETHZ et aux blocs “Ma-
thematical Foundations of Computing” et “Analysis of Algorithms” à Stanford. Le thème
Programmation a été créé en étendant le bloc de cours A à l’EPFL. Le thème Logiciel a
été créé à partir du bloc de cours D à l’EPFL, de la voie master “Software Engineering”
à l’ETHZ et des cours “Software Systems” à Stanford. Le thème Matériel correspond au
bloc de cours B à l’EPFL et aux cours “Hardware Systems” de Stanford. Le thème Réseaux
est une interprétation libre du bloc de cours E à l’EPFL, et des voies master “Distributed
Systems” et “Information Security” à l’ETHZ. Finalement, les voies master “Computational
Sciences” et “Visual Computing” à l’ETHZ et les cours “Artificial Language” à Stanford sont
devenus Modélisation & simulation, en m’inspirant du nom d’un sous-domaine de la matrice
disciplinaire de Jean-Philippe Pellet, que j’ai trouvé très bien adapté. La quasi-totalité des
voies master et classifications de cours se retrouvent directement dans les 6 thèmes. La
distribution des sous-domaines par thème est donnée dans le Tableau 1.
3.3 Information quantitative
Le nombre d’institutions et le nombre de cours qui abordent chaque sous-domaine figurent
dans le Tableau 1 et dans l’infographie interactive.
3.4 Datavisualisation infographique
Notre datavisualisation des objets de savoir en informatique peut être consultée à travers
le lien suivant : http://vd.educanet2.ch/biljana.petreska/hepl/. Le lecteur peut se référer à
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la Figure 3 pour voir une image de cette infographie au niveau des sous-domaines et à la
Figure 4 pour voir une image de cette infographie au niveau des objets de savoir.
En plus d’être numérique et interactive, l’interface a été conçue pour respecter des critères
d’esthétique et d’ergonomie visuelle et cognitive. Dans ce but, nous avons suivi un ensemble
standardisé de règles et de pratiques inhérentes à la représentation graphique de l’information,
plus connues sous le nom de sémiologie graphique (Bertin, 1967).
La nature arborescente de nos données les situe dans la catégorie “réseaux”, un arbre
étant défini comme « un réseau dans lequel il n’y a qu’un chemin possible pour aller d’un
point à un autre » (Bertin, 1967, p. 276). Il fallait donc représenter visuellement les quatre
collections d’entités, ainsi que la relation hiérarchique entre elles :
1. Thème ;
2. Sous-domaine ;
3. Mot-clé ;
4. Objet de savoir.
Pour chacune de ces entités, le choix a été d’utiliser une implantation en zone, car la zone
a une surface mesurable (Bertin, 1967, p. 44) qui peut être corrélée avec son importance.
Le type de zone utilisé est le cercle coloré, et découle directement de l’infographie de Mike
Bostock.
Pour les entités sous-domaine et objet de savoir, nous avions trois variables à représenter :
1. L’appartenance de l’entité à un thème informatique.
2. Le nombre d’universités où l’entité est présente.
3. Le nombre de cours où l’entité est abordée.
D’après Bertin (1967, p. 65), mis à part les deux dimensions du plan x et y, on peut
faire appel à 6 autres variables rétiniennes pour représenter de l’information : la forme,
l’orientation, la couleur, le grain, la valeur et la taille, qui ont chacune des propriétés
di érentes. Dans notre cas, nous avons fait les choix suivants pour la représentation visuelle
des variables :
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Figure 3 – Capture d’écran de la datavisualisation infographique au niveau des thèmes.
Survoler un thème ou un sous-domaine avec la souris (ici le cercle avec bordure blanche)
a che une légende en haut à gauche avec le nom de l’entité, et avec l’indicateur du nombre de
cours donnés à chaque université. Un clic sur un thème zoome au niveau de ses sous-domaines.
Un clic sur un sous-domaine zoome au niveau de ses objets de savoir, dans un nouvel onglet.
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Figure 4 – Capture d’écran de la datavisualisation au niveau des mots-clés. Survoler un
objet de savoir avec la souris (ici le cercle avec bordure blanche) a che une légende avec le
nom de l’objet de savoir, et accentue les liens aux cours qui l’abordent. Un clic sur un mot-clé
ou un objet de savoir zoome au niveau des objets de savoir.
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1. Le nombre de cours par une variation de la taille.
2. Le nombre d’universités par une variation de la valeur.
3. Le thème par une variation de la couleur.
Seule la taille présente la propriété quantitative et permet de représenter « des paliers
naturels résultant d’un comptage » (Bertin, 1967, p. 69). Nous avons donc choisi la variation
de taille pour représenter le nombre de cours qui abordent un sous-domaine ou objet de
savoir particulier. Pour représenter le nombre d’universités, nous avons choisi de faire varier
la valeur. Seules la valeur et la taille sont des variables visuelles dissociatives, qui permettent
à l’œil de dissocier di érentes catégories (Bertin, 1967, p. 65), et la taille était déjà attribuée.
La couleur a été choisie pour représenter la nature du thème informatique, car selon Bertin
(1967, p. 67) c’est la seule variable rétinienne qui n’ordonne pas (les thèmes sont tous au même
niveau au sein de la discipline), tout en étant sélective en implantation de zone (« permettant
à l’œil d’isoler tous les éléments d’une catégorie »). « La sélectivité est maximum près de la
couleur saturée et diminue lorsque l’on s’éloigne » (Bertin, 1967, p. 87). Nous avons ainsi
choisi la gamme de tons purs donnée par (Bertin, 1967, p. 84), pour représenter le thème
auquel appartiennent les sous-domaines et les objets de savoir informatiques.
Grâce à l’interactivité, l’interface que l’on a développée permet à tout utilisateur de
naviguer de manière intuitive dans l’univers des objets de savoir, selon ses intérêts et ses
besoins. Cette interface présente une capacité de recherche selon di érents critères et met en
valeur le potentiel de l’informatique. Elle nous o re énormément de possibilités pour faire
apparaître des informations supplémentaires, par exemple sous la forme de légendes activées
par des actions de la souris. Pour la datavisualisation au niveau des sous-domaines, nous avons
réalisé les choix suivants : le fait de passer la souris sur un cercle le surligne avec une bordure
blanche et nous donne accès au nombre de cours dispensés par chaque université ; en cliquant
sur le cercle, un nouvel onglet s’ouvre dans le navigateur qui contient la datavisualisation de
ses objets de savoirs. Dans cette nouvelle datavisualisation, le fait de passer la souris sur un
cercle nous indique précisément les cours qui abordent l’objet de savoir. Un autre clic de la
souris nous permet d’accéder à la source originelle de cette donnée : le site Web du cours.
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Cette action est particulièrement utile pour l’enseignant(e) en informatique, car elle donne
un accès direct à des supports de cours relatifs aux objets de savoir.
3.5 Lien avec la matrice disciplinaire de Pellet.
Il n’est pas surprenant qu’il existe une correspondance très forte entre les sous-domaines
informatiques identifiés par Jean-Philippe Pellet et ceux obtenus avec notre démarche (voir
Tableau 2).
Dix-neuf sous-domaines se retrouvent dans les deux catégorisations, dont neuf avec la
même nomenclature (Tableau 2, lignes 1 à 9). Deux sous-domaines ont été séparés à leur
tour en deux autres sous-domaines distincts (Tableau 2, lignes 7 à 10). Nous avons changé
le nom de dix sous-domaines (Tableau 2, lignes 10 à 19), dans ces deux cas de figure : le
nom était en anglais ou il faisait référence à un concept propre à l’informatique plutôt qu’au
sous-domaine englobant ce concept.
Sept sous-domaines ont disparu lors de cette étape (Tableau 2, lignes 20 à 26), car pour ces
sous-domaines nous n’avons pas trouvé au moins deux cours s’y référant. Nous les avons donc
inclus au sous-domaine le plus proche. Cela ne veut absolument pas dire que ces sous-domaines
n’ont pas leur place dans la matrice disciplinaire informatique ! Nous avons juste manqué de
données pour les faire apparaître. Ce manque peut être dû à plusieurs défauts de notre
démarche, en particulier nous n’avons pas pris en compte le niveau master des cours en
informatique.
Huit sous-domaines sont apparus lors de cette étape (Tableau 2, lignes 27 à 34). Ils sont
le résultat de notre démarche bottom-up qui part des intitulés de cours et des objets de
savoirs, et pourraient ne pas avoir leur place dans la matrice disciplinaire de l’informatique.
Il n’est pas forcément judicieux d’y faire référence et certains pourraient bien être absorbés
par d’autres sous-domaines informatiques. Cependant, pour des raisons de cohérence dans
notre démarche, nous avons souhaité les garder dans notre datavisualisation.
La matrice disciplinaire reliée aux objets de savoir de notre datavisualisation peut être
accédée sous le lien : http://vd.educanet2.ch/biljana.petreska/hepl/Pellet_matrice.svg.
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Index Sous-domaine hhhhhhhhhhhhhhhhhhhhhh Correspondance
1 Calculabilité Calculabilité
2 Théorie de l’information Théorie de l’information
3 Bases de données Bases de données
4 Systèmes d’exploitation Systèmes d’exploitation
5 Génie logiciel Génie logiciel
6 Cryptographie Cryptographie
7 Robotique & systèmes embarqués Robotique
8 Systèmes embarqués
9 Intelligence artificielle & Machine learning Intelligence artificielle
10 Apprentissage automatique
11 Structures de données & algorithmes Algorithmique
12 Langages & programmation Langages de programmation
13 Compilateurs Compilation
14 Concurrence Programmation parallèle
15 Méthodes formelles Programmation fonctionnelle
16 Interface homme-machine Interaction homme-machine
17 Communication, réseaux & protocoles Réseaux informatiques
18 Computer vision Vision par ordinateur
19 Computer graphics Infographie
20 Théorie de la complexité Inclus dans Algorithmique
21 Automates Inclus dans Calculabilité
22 Compression Inclus dans Théorie de l’information
23 Systèmes de type Inclus dans Langages de programmation
24 Web Inclus dans Langages de programmation
25 Systèmes d’information Inclus dans Bases de données
26 Simulation & modélisation Devenu un thème
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Index Sous-domaine hhhhhhhhhhhhhhhhhhhhhh Correspondance
27 Pas d’équivalent Programmation orientée objet
28 Pas d’équivalent Plateformes de programmation
29 Lié à l’Éléctronique Architecture des ordinateurs
30 Lié à l’Éléctronique Conception des systèmes numériques
31 Pas d’équivalent Architecture des multiprocesseurs
32 Pas d’équivalent Systèmes distribués
33 Inclus dans Cryptographie Sécurité des réseaux
34 Pas d’équivalent Réalité virtuelle
Tableau 2 – Comparaison entre les sous-domaines de la matrice disciplinaire de
Jean-Philippe Pellet et les sous-domaines de notre datavisualisation.
4 Discussion
Nous avons présenté une nouvelle démarche pour définir les objets de savoir d’une dis-
cipline. En partant des descriptifs des cours donnés par trois départements informatiques
soigneusement choisis, nous avons pu délinéer les sous-domaines et les objets de savoir de
la science informatique. Les données collectées sont présentées sous forme numérique et
interactive afin de faciliter leur exploration et leur appropriation.
4.1 Avantages
Cette démarche présente deux avantages significatifs. Le premier est d’être relativement
objective et exhaustive. Mis à part certaines étapes qui ont demandé de faire appel à notre
jugement professionnel (comme la classification en thèmes et sous-domaines) la plupart des
étapes s’appuient directement sur les contenus observés dans les descriptifs de cours. Nous
avons également inclus tous les cours et objets de savoir rencontrés, apportant un haut degré
de complétude.
L’autre avantage de notre méthode est de nous avoir permis d’estimer l’importance de
chaque sous-domaine et objet de savoir en fonction du nombre d’universités et du nombre de
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cours les abordant. Il s’agit d’une estimation à prendre avec des pincettes, mais qui donne
tout de même à l’enseignant(e) en informatique une idée de la place que prend un objet de
savoir dans l’univers informatique.
4.2 Limitations
Cette démarche présente deux limitations assez importantes. La première limitation est
celle d’avoir consulté exclusivement les plans d’étude au niveau bachelor ou undergraduate
studies. Pour des raisons de temps, nous n’avons considéré que les cours de début de forma-
tion, sans recenser les cours de master ou graduate studies. Ce choix n’est pas arbitraire : la
probabilité de transposer les objets de savoir des niveaux universitaires inférieurs aux études
secondaires post-obligatoires est bien plus grande que des niveaux supérieurs. Toutefois,
certains sous-domaines qui devraient faire partie intégrante de l’informatique ne figurent
pas dans notre datavisualisation ou sont sous-représentés. Cette limitation a certainement
amené des biais dans l’estimation de l’importance des sous-domaines et des objets de savoir.
La deuxième limitation est celle d’avoir consulté exclusivement les plans d’étude des
départements d’informatique. Chaque université peut faire ses propres choix en interne sur
l’a ectation d’un cours à un département. Par exemple, la section de l’informatique de
Stanford propose plusieurs cours de robotique, alors qu’à l’EPFL ces cours font partie de
la section de microtechnique.
4.3 Éléments pour la transposition didactique
En recherchant les di érents savoirs en informatique, nous avons été amenée à nous poser
quelques questions quant à leur transposition didactique au gymnase.
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Le niveau des élèves en mathématiques est-il un frein à l’apprentissage de l’informatique ?
Beaucoup de sous-domaines de l’informatique s’appuient fortement sur les mathématiques, en
particulier tous les sous-domaines du thème Informatique théorique (algorithmique, théorie
de l’information et calculabilité) et la plupart des sous-domaines du thème Modélisation & si-
mulation (apprentissage automatique, robotique, etc.). Donc l’enseignement de l’informatique
dépend en grande partie de l’enseignement des mathématiques. Si certaines notions d’algèbre,
d’analyse ou de probabilités et statistiques ne sont pas encore acquises, la transmission d’un
nombre important de notions en informatique est compromise.
Quelle place pour le projet en informatique ? Sur les 190 cours répertoriés sur les plans
d’études que nous avons sélectionnés, 18 cours (environ 10%) étaient des cours proposant
exclusivement le développement de projets. Il était très fréquent aussi que la certification
des autres cours passe par l’implémentation d’un mini-projet. Ceci nous fait penser que la
réalisation d’un projet doit faire une partie intégrante de l’enseignement de l’informatique
au gymnase. De nos jours, il est rare que l’on développe une solution informatique tout seul
dans son coin et il est nécessaire d’apprendre à travailler en équipe. La réalisation d’un projet
permet également à l’élève de développer ses capacités d’autonomie et de créativité.
Par quel langage aborder la programmation ? Après notre travail de recherche sur les objets
de savoir, trois langages se détachent comme des favoris pour la transposition didactique de
l’informatique : C++, Java et Python. En particulier C++ semble être un particulièrement
bon choix si l’on veut aborder la programmation orientée objet et l’organisation de l’ordi-
nateur (la mémoire, les entrées/sorties, etc.). Il nous semble que Java ne constitue pas une
bonne introduction au monde de la programmation, car beaucoup de fonctions de base sont
obscurcies par l’utilisation de librairies. Cependant, Java est le langage qui permet d’avoir le
plus de résultats rapidement, sans avoir des connaissances approfondies en programmation.
Notre choix se porterait sur Python, car il présente un bon nombre d’aspects formels pour
l’introduction des concepts les plus importants en programmation. Il nous semble d’ailleurs
que l’utilisation de ce langage ne cesse de croître au détriment des deux autres.
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4.4 Pistes de développement futur
Sans grande surprise, la principale piste de développement futur serait d’étendre cette
recherche au niveau master des trois institutions, puis à d’autres institutions. Cette extension
permettrait d’obtenir une représentation encore plus fidèle et plus complète des objets de
savoir en informatique.
Il est également intéressant de constater que certains objets de savoir sont présents dans
plusieurs sous-domaines, qui les abordent selon des perspectives di érentes. En théorie, ces
observations permettraient de dégager les liens qui existent entre les sous-domaines. Nous
pourrions ainsi utiliser nos données pour estimer, de manière plus objective, les connexions
de la matrice disciplinaire informatique.
Il serait très utile de doter l’infographie interactive d’une capacité de recherche plus
intelligente. Le fichier SVG permet pour l’instant uniquement de rechercher parmi les mots
qui sont a chés sur la page Web, mais pas parmi ceux des niveaux inférieurs et supérieurs
de l’arborescence. Dans l’idéal, cette recherche devrait pouvoir se faire à tous les niveaux de
l’arborescence, afin que l’utilisateur avec un objet de savoir précis en tête puisse facilement
retrouver toutes ses instances.
5 Conclusion
Nous espérons que ce travail sera un jour utilisé par des didacticiens et enseignants en
informatique en quête de la définition de la discipline ou de sa transposition didactique. Ce
n’est que son utilisation dans le temps qui pourra juger de sa pertinence et de sa validité.
Il est intéressant de noter que la démarche méthodologique (le processus) et la visualisation
graphique (le produit) sont facilement adaptables à d’autres disciplines. Finalement, il ne
faut pas oublier que cette vision panoramique n’est que la photographie d’un moment précis.
L’informatique est une science jeune et très vivante, qui évolue constamment, de sorte que
les objets de savoir doivent être régulièrement revus.
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Les objets de savoir en informatique
Biljana Petreska von Ritter-zahony
Que faut-il enseigner dans un cours d’informatique en tant que discipline fondamentale au
gymnase ? Cette question exige d’avoir préalablement répondu à des interrogations de fond
sur la science informatique. Comment la définir ? Quels sont ses objets de savoir propres ? Afin
de contribuer au débat et d’apporter des éléments de réponse en amont de la transposition
didactique, nous avons cherché à définir avec plus de précision les sous-domaines de l’informa-
tique, en remplissant ces nombreuses “boîtes noires” avec des objets de savoir. Notre approche
s’est appuyée, non pas sur la théorie, mais sur les pratiques actuelles dans les universités.
Nous avons tout d’abord inventorié les cours figurant sur trois plans d’études universitaires,
puis nous avons fait de même avec le contenu des descriptifs de cours. Finalement, nous
proposons une représentation infographique qui, grâce à l’interactivité que nous autorise
l’informatique, permet une appropriation intuitive et personnalisée de l’ensemble des objets
de savoir répertoriés.
Mots-clés : Informatique, matrice disciplinaire, objet de savoir, infographie interactive,
descriptif de cours, transposition didactique, gymnase.
