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ABSTRACT

SEGMENTATION AND CLASSIFICATION OF LUNG NODULES FROM
THORACIC CT SCANS: METHODS BASED ON DICTIONARY LEARNING
AND DEEP CONVOLUTIONAL NEURAL NETWORKS
Mohammad Mehdi Farhangi
April 23, 2019

Lung cancer is a leading cause of cancer death in the world. Key to survival of patients is early diagnosis. Studies have demonstrated that screening high risk patients
with Low-dose Computed Tomography (CT) is invaluable for reducing morbidity
and mortality. Computer Aided Diagnosis (CADx) systems can assist radiologists
and care providers in reading and analyzing lung CT images to segment, classify,
and keep track of nodules for signs of cancer.
In this thesis, we propose a CADx system for this purpose. To predict lung nodule
malignancy, we propose a new deep learning framework that combines Convolutional
Neural Networks (CNN) and Recurrent Neural Networks (RNN) to learn best inplane and inter-slice visual features for diagnostic nodule classification. Since a
nodule’s volumetric growth and shape variation over a period of time may reveal
information regarding the malignancy of nodule, separately, a dictionary learning
based approach is proposed to segment the nodule’s shape at two time points from
two scans, one year apart. The output of a CNN classifier trained to learn visual
appearance of malignant nodules is then combined with the derived measures of
shape change and volumetric growth in assigning a probability of malignancy to the
nodule.
Due to the limited number of available CT scans of benign and malignant nodules in the image database from the National Lung Screening Trial (NLST), we chose
to initially train a deep neural network on the larger LUNA16 Challenge database
which was built for the purpose of eliminating false positives from detected nodules
in thoracic CT scans. Discriminative features that were learned in this application
were transferred to predict malignancy. The algorithm for segmenting nodule shapes
in serial CT scans utilizes a sparse combination of training shapes (SCoTS). This
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algorithm captures a sparse representation of a shape in input data through a linear
span of previously delineated shapes in a training repository. The model updates
shape prior over level set iterations and captures variabilities in shapes by a sparse
combination of the training data. The level set evolution is therefore driven by a data
term as well as a term capturing valid prior shapes. During evolution, the shape prior
influence is adjusted based on shape reconstruction, with the assigned weight determined from the degree of sparsity of the representation. The discriminative nature
of sparse representation, affords us the opportunity to compare nodules’ variations
in consecutive time points and to predict malignancy. Experimental validations of
the proposed segmentation algorithm have been demonstrated on 542 3-D lung nodule data from the LIDC-IDRI database which includes radiologist delineated nodule
boundaries.
The effectiveness of the proposed deep learning and dictionary learning architectures for malignancy prediction have been demonstrated on CT data from 370
biopsied subjects collected from the NLST database. Each subject in this database
had at least two serial CT scans at two separate time points one year apart. The
proposed RNN CAD system achieved an ROC Area Under the Curve (AUC) of
0.87, when validated on CT data from nodules at second sequential time point and
0.83 based on dictionary learning method; however, when nodule shape change and
appearance were combined, the classifier performance improved to AUC=0.89.
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CHAPTER I
INTRODUCTION

1 Motivation
Fatality caused by lung cancer has significant proportions; it is estimated that worldwide 1.1 million people die of lung cancer each year [65]. One reason is because lung
cancer is not diagnosed in its early stages; indeed in most cases it is diagnosed
after it has already spread through the body. Unfortunately, treatments are not
very successful at that point. Screening high risk patients with low-dose Computed
Tomography (CT) has shown significant reduction of lung cancer mortality rate [61].
The goal of CT screening is to detect cancer in early stages when there are more
options to treat the patient.
As a consequence of the benefits provided by low-dose CT imaging, it is being implemented in large scale in the US. However, this extensive usage results in
significant increase of reading efforts for the radiologists. Radiologists mostly read
and investigate volumetric CT scans to detect small abnormal lesions including pulmonary nodules. Pulmonary nodules are radiologically visible small structures that
are roughly spherical [87]. It turns out that these small structured lesions are crucial
indicators of lung cancer, and through their size, appearance, and shape of great use
for cancer malignancy diagnosis [56]. Based on detected nodules, radiologists and
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surgeons can measure the size and characteristics of nodule, , perform biopsies, and
surgical intervention in necessary cases to improve the survival rate.

2 Lung Anatomy
Lungs are a pair of spongy organs located on both side of the chest. When interpreting the lung CT scans, it is important to have a solid understanding of lung
structure. A brief overview of lung anatomy is presented here. Lungs are covered by
a tissue layer called pleural, a thin layer of fluid plays as lubricant helping the lung
to move smoothly over the exhalation and inhalation.
Each lung can be divided into lobes as shown in Figure 1. Each lobe contains
its own separate vascular and lymphatic networks. The right lung is larger because
heart is accommodated in the left lung. The left lung divides into upper and lower
lobe with a horizontal fissure. The right lung on the other hand, has two fissures
which results in three lobes (upper, middle, and lower) lobes.

3 Segmentation
Segmentation is a fundamental step of most CAD systems. By segmenting the nodule, the shape characteristics can be extracted, helping the radiologists analyze the
malignancy as malignant nodules are more speculated. It also provides information
on nodule growth over a period of time. However, segmentation is a challenging problem in lung CT due to the confounding factor that nodules can be attached to the
pleural surface with the same Hounsfield Units (HU) or they might have significant
overlap with neighboring vessels. From this point of view, Kostis et al. [46] divided
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Figure 1. Anatomy of Lung [2].

lung nodules into four different categories named well-circumscribed, juxta-vascular,
juxta-pleural, and pleural tail nodules. The last three cases cause difficulties for
density based segmentation algorithms because for these cases the nodules have HU
very similar to those in the vascular and pleural space.

4 Nodule Detection
To diagnose lung cancer, it is important to detect and interpret the lung nodules.
Fortunately, Low dose CT affords a significant improvement to lung nodule detection in patients in comparison to chest X-ray so that 20% reduction in mortality
is achieved with low-dose CT scans [61, 62]. However, false positives remains high
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with this modality and a post processing step is needed to reduce false positives. A
nodule detector system typically consists of two steps: 1) candidate detection and
2) false positive reduction.
In candidate detection, a large number of candidates are extracted from the
whole volumetric lung CT. The aim of this step to include all the nodules in the
large set of candidates using a variety of characteristics like intensity, shape features,
morphology, etc. This step detect nodules with a very high sensitivity without forcing
the system to keep the false positives at a low rate. Reducing the number of false
positives is typically carried out in the second stage where an effective classifier in
conjunction with discriminative features serve to remove false positives and provide
the output with a high sensitivity at a low false positive per scan.

5 Thesis Objectives
The need to go through large number of high resolution CT scans with many slices
makes the reading and interpretation of images an arduous task - a tedious process
for radiologists. Computer-Aided Detection (CAD) systems have come to assist the
radiologists in the reading and interpretation by detecting, segmenting, and keeping
track of nodule changes in CT scans and making the process more efficient.
The main objective of this thesis is to develop a CAD system to segment and
classify lung nodules in lung CT scans. For nodule segmentation, a general framework
is presented which considers shape variability of nodules and brings this information
into the segmentation process. We capture the best shape by approximating the
evolving surface of a level set model through a linear combination of training shapes
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in a subspace, resulting in a sparse representation of nodule shapes. Sparse encoding
provides a tool to validate the shape approximation and force the shape from growing
once it reaches the boundary of the nodule.
In nodule classification, we propose to classify nodules as benign and malignant
from single time point CT scans, from a pair of consecutive scans, and from a combination of the two. With the remarkable successes of convolutional neural networks
(CNNs) in computer vision [47, 67], and medical imaging [52], for nodule classification from single time point scans, we represent nodules with high level features
learned from training samples by using a deep convolutional neural network. Deep
learning approaches afford us to automatically extract the optimal features for the
application of lung nodule classification without the need to investigate and extract
hand crafted features. A patch surrounding the nodule is separated and multiple
layers including convolutional and max pooling layers are applied to the patches to
both find and extract the best features to distinguish between benign and malignant nodules. When considering a pair of CT scans acquired over for example a one
year period, we would like to determine a quantitative metric of similarity of the
two shapes. To this end we represent both nodule through a sparse representation
of nodule shapes in two time points and propose a similarity metric from which a
malignancy score is derived.

6 Thesis Organization
The thesis is organized in the following order:
• Chapter I presents the introduction on the thesis and its objective.
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• Chapter II reviews the literature on lung nodule segmentation of CAD systems.
• Chapter III illustrates the proposed method for lung nodule segmentation.
• Chapter IV presents experimental results and evaluation of segmentation on a
public database.
• Chapter V reviews the literature on deep learning and its application in medical
imaging.
• Chapter VI presents details of our method for malignancy prediction from
sequential CT scans.
• Chapter VII reports the experimental results of malignancy prediction evaluated on the NLST database.
• Chapter VIII concludes the thesis and proposes future works.
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CHAPTER II
LITERATURE REVIEW ON LUNG NODULE SEGMENTATION

1 Literature Review on Lung Nodule Segmentation
Segmentation of nodules is a fundamental step in every CAD system designed to
detect lung cancer. Several attempts have been made to automatically segment
nodule boundaries from X-ray computed tomography (CT) scans. But, segmentation
is challenging. The challenges mostly come from low contrast and noise. Further
confounding the task is that nodules can have a variety of shapes and may be attached
to the pleural surface with the same Hounsfield Unit (HU). They may also have
significant connections to neighboring vessels. From this point of view, Kostis et
al. [46] divided lung nodules into four different categories named well-circumscribed,
juxta-vascular, juxta-pleural, and pleural tail nodules. The last three cases pose
difficulties for intensity based segmentation algorithms because nodules have HU very
similar to those in the vascular and pleural space. Examples of these four categories
are shown in Figure 2. In the literature, the challenges have been addressed utilizing
shape prior information and refinement [68, 60, 31, 95, 22, 101, 97]. The purpose
of shape refinement being to keep the segmented area similar to expected shapes of
nodules that are available.
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(a)

(b)

(c)

(d)

Figure 2. Classification of lung nodules based on attachment. (a): Wellcircumscribed, (b): Juxta-vascular, (c): Juxta-pleural, (d): Pleural tail
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To deal with nodules having different shape and HU characteristics, previously
proposed methods restrict the segmentation to specific nodule types since shape
refinement can then be done more accurately [59]. For example, [46, 25] proposed
to segment only small solid nodules with homogeneous and solid texture whereas
authors in [11] proposed an algorithm to deal with juxta-vascular nodules. In [58],
the authors restricted the method to juxta-pleural nodules and in [49], a method was
proposed to segment non-solid and part-solid nodules from the rest of the CT scan.
In addition, some studies proposed preprocessing and post processing techniques
to exclude vessels and the pleural surface from the final segmentation result; in [48],
the authors proposed to perform a rough segmentation of juxta-pleural nodules, including the pleural surface in the segmented result. Considering the fact that lungs
are mostly convex except for the diaphragm and the cardiac region, the only cavity in
the rough segmentation is separated using convex hull operation as the nodule boundary. Threshold-based region growing approach was followed by two post processing
steps in [49] to detach pleural surface and vessels from non-solid and part-solid nodules. In [5], a multilevel approach consisting of Otsu thresholding, region growing,
fuzzy connectivity analysis, morphological operations, and thickening was proposed
to segment various types of pulmonary nodules. In [8], another multilevel approach
was proposed where segmentation was applied to each nodule slices individually. The
authors modeled nodules change in consecutive slices by motion estimation assuming
the differences between nodule in slices are small. They subtracted lesion slice from
background slice followed by Otsu thresholding and morphological operations to detach connected organs. Finally, to segment juxta-vascular nodules, [59] extracted the

9

vessels from an initial segmentation by taking advantage of anatomical information
where vessels occupy a narrow region of the volume. By defining a threshold on the
percentage of segmented voxels in a fixed cubic size, vessels were separated from the
nodule.
Reeves, et al. [68] utilized adaptive thresholding, in which the threshold is computed separately for each scan to compensate for the variations between two consecutive scans. The midpoint of the nodule and parenchyma’s density was chosen as the
threshold. They applied geometrical constraints to keep the segmented nodule in a
spherical shape while removing vessels from the final segmentation. Dehmeshki, et
al. [22] proposed sphericity contrast based region growing, in which each pixel of the
boundary was added to the segmented region according to their intensity contrast
and distance to the center of the region. While the latter metric followed the spherical shape assumption, another shape constraint was applied to stop the segmentation
if the size was greater than a predefined threshold. In [91], region growing was also
used where the decision of neighbors to be included in the nodule area was carried
out by machine learning methods. For each voxel, a feature vector was extracted
and fed to a classifier to predict its label based on a linear or non-linear classifier
trained over pre-segmented nodules.
Way, et al. [95] proposed to segment 3D lung nodules by a snake based algorithm
[43]. They extended gradient, energy and curvature to 3D images, and defined a prior
mask energy which penalized the curves that grow beyond the pleural surface. In
another attempt to incorporate active contours in this application, Farag, et al. [31]
proposed a 2D variational approach to model density of nodules as nonparametric
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Gaussian distributions favoring elliptical shapes. Graph-cut based segmentation is
another successful approach to segment nodules in the lung. Ye, et al. [101] used density, shape and spatial features to define an energy function for segmentation. The
graph cut algorithm was applied to the over-segmented image previously obtained
from unsupervised clustering of image features forcing a spherical shape prior. Another attempt in this area was by Cha, et al. [97] where a sequence of graph-cuts
iterations were performed, each of which with different unary potentials computed
from both intensity values and a shape prior. Shape prior in each iteration changes
to adapt to the segmented volume in the current iteration.
As it can be seen, many of the previously proposed methods assume that the
nodule has spherical or ellipsoidal shape that might be attached to vessel or pleura
with similar densities. However, as may be seen in Fig. 3, this assumption is unrealistic in general as the nodules can have complicated structures. The ellipsoidal
shape assumption is a limitation, resulting in the segmented surface to become overly
rounded, preventing capture of fine structures.
There are methods to incorporate shape prior without restricting the shape to
predefined ellipsoid or rounded shapes. In the next section we explore these methods
which mostly rely on a training sets consisting of shapes that resemble the segmenting
target object. Two of the frequently used methods in this area are Active Shape
Model (ASM) [19] and Sparse Shape Composition (SSC) [104].

11

Figure 3. Nodules appear with different shapes in the lung
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Figure 4. Encoding nodule shapes by landmarks. Taken from [30].

2 Active Shape Models
Active shape models are popular methods in medical image processing to incorporate
shape information into anatomical segmentation of objects from Magnetic Resonance
(MR) brain images [29, 92], lung CT [92, 96], and liver CT [96]. In its classical
form, ASM finds object boundaries using Principal Component Analysis (PCA) with
boundary of training shapes given as a set of landmark coordinates. Shapes are
represented by a set of landmarks delineating the boundary of the object. An example
can be seen in Figure 4. Coordinates of the landmarks are vectorized and stored in
a 1-D matrix. The training set is then comprised of all the landmark coordinates
stored in this format. ASM then extracts statistical information from the training
set. Mean vector shows the average of landmarks in 2-D space, and eigenvectors
computed from PCA analysis shows the direction of significant change in the training
set. Having mean vector and most significant eigenvectors the direction of variations
are computed and any segmented region can then be refined using these information.
Refining shapes using ASM has found many applications in segmentation algorithms. As some examples, in [12] an iterative graph-cut approach was proposed
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where the initial segmentation provided by graph-cut is refined using extracted statistical information by ASM. The authors validated the feasibility of applying their
method to segmenting organ in 3-D CT and MR images.
Other variations of ASM have also been used in graph-cut segmentation framework. For example, Grosgeorge et al. [37] used ASM analysis to extract shape
information and refine a rough segmented area that was generated by graph-cut segmentation. Shapes in their approach have been represented by the Signed Distance
Functions (SDF) rather than landmarks. They managed to accurately segment the
right ventricle (RV) in MR images and overcome the challenges with low contrast
images and tissues attached to the organ. Cha et al. [97, 96, 9] also utilized ASM
analysis to iteratively refine the segmented shapes of lung, liver, and lung nodules
that outlined using signed distance function.
Another framework which the active shape model has found success in level set
based segmentation. In [50] principal component analysis was performed on a set
of signed distance functions (SDF) and increased the accuracy of geodesic active
contour [6] in segmenting the corpus callusom from MR images. Delineating shapes
by SDF, which is considered as an implicit representation, has advantages over explicit ones like landmark based representation [20]. For example, landmark based
representations do not permit topological changes of the evolving boundary because
this representation is restricted to the labeling of space and making the splitting and
merging of curves very complicated if not impossible. In addition, landmark based
representations cannot be extended to 3-D space in a straightforward manner and
require tedious human effort to find the correspondences between the landmarks in
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training shapes. With the same shape representation, Tsai et al. [89] added scale,
rotation and transition to the parameter of curve representation. They tested the
method on segmenting left ventricle from cardiac MR images as well as prostate
segmentation.

3 Sparse Shape Composition
Another approach proposed by Zhang et al. [104], represents new shapes by a sparse
combination of training shapes. In their approach, shapes were modeled by landmarks and sparse representation of testing shapes provides them with the means to
capture small details even when these variations were present in a small fraction the
of training set. These small details are usually ignored and missed when new shapes
are modeled by statistical methods like ASM. Sparse representation also provides
robustness to false appearance information such as when landmarks are misplaced
around the object boundary. Their model was applied to two segmentation problems; liver segmentation in PET-CT images and rodent brain segmentation in MR
images [103]. Xing and Yang [100] embedded SSC inside a snake deformable model
[43] to segment malignant lung nodules.
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CHAPTER III
SCOTS: SPARSE LINEAR COMBINATION OF TRAINING
SHAPES

In this chapter, a new segmentation algorithm is proposed which can deal with the
aforementioned challenges in a unified framework, permitting application of the same
method to different nodule categories [32, 33]. We consider shape variability of nodules and bring this information to the segmentation process. In contrast to previously
proposed approaches, we have an adaptive model of the shape which dynamically contributes to the segmentation during surface evolution. Nodule shapes in our method
are not restricted to a predefined structure; instead, we capture the best shape model
by approximating the evolving surface by a linear combination of training shapes in
a subspace, resulting in a sparse representation of nodule shapes. Sparse representation provides us with the means to neglect the nodules in the training set that
do not contribute to a linear approximation of an input shape. It also affords us
the opportunity to recover local details even if these details are only present in a
small fraction of training shapes. In addition, sparsity can be viewed as validation
for segmentation. In other words, when the segmenting surface can be reconstructed
by a sparse linear combination of training shapes, it is likely that the algorithm has
reached the true boundary of the nodule. In that case, the contribution of the shape
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prior should be increased in order to stop the surface from evolving into surrounding
tissues.
Sparse representations have already found success in other applications such as
face recognition [98] and snake based segmentation [104]. In this chapter we propose
an algorithm that incorporates sparse shape representation into a level set segmentation framework. For this purpose, the region based active contour algorithm was
extended to 3D, permitting shape information to be incorporated by 3D Signed Distance Functions (SDF) delineating 3D shapes.

1 Level Set Segmentation
Although any curve evolution algorithm could be used within the proposed framework, we have adapted the Chan-Vese algorithm [10] which is a region-based active
contour. The advantages of this method over the edge based realization of active
contours [6] in lung nodule segmentation application are described here:
First, the Chan-Vese segmentation is more robust to noise and blurry edges; a
situation that is common in lung nodule CT images. Thus, it can handle non-solid
nodules better; these nodules suffer from a lack of sharp boundaries.
Second, the Chan-Vese algorithm is less sensitive to contour position compared to
edge based active contours. Specifically, edge based active contours in their classical
form grow or shrink until they reach the edges, but the contour keeps growing or
shrinking if they miss an edge. In contrast, contours that are driven by ChanVese energy functional can return back and modify themselves in case they pass
through the nodule boundary. This property makes region based active contours
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more suitable for the present application since the contribution of shape prior, might
slightly mislead the contour during the evolution.
Our method is modeled to deform a segmenting surface by a force based on the
Chan-Vese image intensity and shape prior information until the deformable surface
stops in a location that separates two homogeneous regions and best approximates
shape prior.
Let I be the volumetric image and Ω the domain of I. C ∈ Ω is a surface that
separates image volume into two segmented regions, and x ∈ R3 denotes an arbitrary
point in the volume I. To find the desired segmenting surface C, we minimize the
following functional:
Ecv (C) = k1 Surf aceArea(C) + k2 V olume(inside(C))
Z
+ k3
(I − µ)2 dx
inside(C)
Z
+ k4
(I − ν)2 dx.

(1)

outside(C)

In this equation, k1 , k2 , k3 , and k4 are weighting parameters and µ and ν represent
the average intensity values inside and outside of the surface C respectively. The first
two terms, defined on the area and volume of the surface, control the smoothness
and the volume of the separating surface. The last two terms are external energies
which help separate two homogeneous regions in the image.
To utilize the advantages of implicit representation, the surface C may be represented as the zero level set of Lipschitz function φ [64]. φ is a Signed Distance
Function (SDF) which encodes the distance of every point x ∈ R3 in the image to
the boundary. φ(x) is positive if the point x lies outside the surface, and is negative
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Figure 5. Representing a nodule shape by a Signed Distance Function (SDF).
Left: zero level set of the SDF, Right: the SDF of a mid slice of the nodule shape,
superimposed with nodule boundary shown in green on the surface and also projected
onto the x-y plane. For any point, SDF encodes the closest distance to the boundary.
For points inside the boundary SDF < 0 and for points outside of the boundary SDF
> 0.

if x is inside the surface. Locations where φ crosses zero represent the bounding
surface. Fig. 5 shows construction of the SDF for an arbitrary nodule shape. Fig.
5(a) shows the nodule and Fig. 5(b) displays the SDF of mid slice of this nodule.
With embedding the surface C inside the zero level set of the SDF φ, equation
(1) may be written as:
Z
| ∇H(φ(x)) | dx

Ecv (φ) = k1
Ω

Z
+ k2

H(φ(x))dx
Ω

(2)

Z

2

(I − µ) H(φ(x))dx

+ k3
Ω

Z
+ k4

(I − ν)2 (1 − H(φ(x)))dx,

Ω
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where ∇ is the gradient operator and H is the Heaviside function defined as:



1, if z ≥ 0
H(z) =
.


0, if z < 0
To minimize Ecv , the Euler-Lagrange equation is derived and φ is iteratively updated:
∂φ
∇φ
= δ(φ)[k1 div(
) − k2 − k3 (I − µ)2 + k4 (I − ν)2 ].
∂t
| ∇φ |

(3)

∇φ
In (3), the symbol div refers to the divergence operator and div( |∇φ|
) computes

the curvature of the isosurfaces embedded in φ. Further details about these and the
numerical implementations can be found in [10]. To simplify subsequent descriptions,
(3) is rewritten as:
φ(t + 1) = φ(t) + Vcv (t),

(4)

where Vcv (t) is the product of the right hand side of equation (3) and the time step,
and is the amount of update for each iteration.

2 Shape Prior Modeling
One challenge in shape based segmentation is the alignment problem; to measure
shape variations it is essential to compare like parts of shapes. Leventon, et al. [50]
showed that SDFs are robust to slight misalignment helping avoid exact registration. Thus, in the proposed algorithm, prior to performing segmentation, shapes are
roughly aligned by computing the center of SDFs; subsequently applying an intrinsic
alignment method as proposed by Cremer, et al. [21]. The center of any input shape
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φ is computed from:
Z
xh(φ(x)) dx,

µφ =
Ω

h(φ(x)) = R

H(φ(x))
.
H(φ(x)) dx
Ω

(5)

The new shape φ is then translated so that its center is aligned with the center of a
selected reference shape φ0 .
To start building the shape prior, all registered SDFs (ϕi ; i = 1, ..., n) are vectorized and stored in columns (bases) of a matrix D = [ϕ1 |ϕ2 |...|ϕn ] ∈ Rm×n referred
to as the dictionary with each column called an atom. Here, m is the number of
voxels in each training image and n is the size of the training shapes. New shapes
are modeled by a linear subspace of dictionary D. Specifically, having the dictionary
D, any new SDF φ ∈ Rm may be approximated as
φ ' φ̃(x) = Dx,

(6)

where x ∈ Rn is a weight vector which determines the contribution of each training shape in modeling the new shape φ. Linear combinations of SDFs in (6) do
not necessarily result in a valid SDF representation [50]. However, since the linear
combination will have positive and negative values, it encodes a shape at its zero
level set. Starting from the zero level set, the encoded shape is then re-initialized to
generate an SDF. The vector x in (6) is chosen to minimize the error between the
input shape φ and its approximation; i.e.,
1
argmin kφ − Dxk22 .
2
x

(7)

Including all the atoms in the linear approximation in (7) will result in departure from the valid shape space. Thus, we seek to represent the nodule boundary
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compactly by an appropriate combination of training shapes, neglecting shapes from
irrelevant nodule types. To achieve this, a constraint is included to limit the number
of atoms that contribute to the linear approximation. More formally, a constraint is
added to (7) to minimize:
1
argmin kφ − Dxk22
2
x

(8)

subject to kxk0 ≤ k.
Here, kxk0 denotes the l0 norm, which counts the number of non-zero elements in
vector x, and the parameter k controls the sparsity of x. This problem is NP-hard
in nature and cannot be solved efficiently. However, recent papers have shown that
if the solution is sparse enough, the l0 constraint can be replaced by the l1 norm [28].
Adding the constraint to the objective function with a penalty term λ, equation (8)
is rewritten as
1
argmin kφ − Dxk22 + λkxk1 ; λ ≥ 0.
2
x

(9)

Unlike (8), the optimization problem in (9) is convex and can be solved efficiently.

3 Shape prior weighting
Another interpretation for (8) is that φ is a noisy or irregular shape which needs to
be reconstructed from the bases in a shape dictionary. A sparse coding based on
the dictionary gives us a low dimensional representation of φ, removing irregularities
from it. However, if the irregularities are dense, or the input shape is far from the
atoms in the dictionary, for a fixed non-zero value of λ in (9), φ cannot be sparsely
represented. In other words, the sparse weight vector x emerging from the dictionary
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Figure 6. Top left: the zero level set of an SDF corresponding to an actual nodule
boundary. Top right: the zero level set of an SDF with a structure significantly
different from nodule boundaries. Bottom left: the mid plane of SDF corresponding
to the actual nodule boundary with the best Dx superimposed. Bottom right: the
mid plane of the arbitrary SDF together with the best Dx superimposed (see text).

is sufficient to construct the shape prior as well as to decide the level of contribution
of shape prior in segmentation.
To better illustrate this, we investigate two cases: the first one has a boundary
with an SDF that is already provided in the dictionary (top left shape in Fig. 6).
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The second case is when the new shape is significantly different from all atoms in
the dictionary (top right shape in Fig. 6). For the first case, by solving (9), the
reconstructed shape is highly sparse, resulting from just one non-zero value in vector
x, an actual shape in the dictionary. The middle slice of the reconstructed shape is
shown in the bottom left of Fig. 6 with the contour accurately delineating the input
shape. On the other hand, when the input shape is not similar to dictionary atoms
as in the top right of Fig. 6, a significant number of shapes in the dictionary need
to participate in the linear approximation in order to form a structure similar to the
input shape. The reconstructed shape, shown in bottom right of Fig. 6, is not sparse
in this case – this reconstruction required more than 80% of the dictionary atoms in
the linear approximation for the same value of λ in (9). Despite the large number of
atoms used, the input shape cannot be accurately captured by the dictionary.
To take advantage of sparsity, the shape prior weighting is made related to the
level of sparsity of vector x in (9); when the surface is evolving and is not close to
a shape in the dictionary, it is primarily driven by the low level Chan-Vese energy
function. Once the surface starts to form a nodule boundary, the sparsity increases
and correspondingly, relative to Chan-Vese energy, the weighting for the shape prior
is automatically increased. This prevents the evolving surface from leaking inside
neighboring organs which have a similar range of HU.
In order to map the sparsity to shape prior influence, a metric is defined so that
the more sparse the representation the closer its value is to 1: σ(t) = e−s(t) , where
s(t) is the sparsity ratio of x at iteration index t, i.e, the number of non-zero elements
in vector x divided by the length of the vector. The shape prior weighting plotted
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Figure 7. Shape prior weighting, α, plotted against σ (see equation (10))

in Fig. 7 is as follows,
α(σ) =

tan−1 (50(σ(t) − 0.9)) + π/2
.
2π

(10)

The saddle point of tan−1 is set to σ = 0.9 around which the shape prior weighting
changes significantly.

4 Segmentation algorithm
This section provides a framework to guide the segmenting surface to separate two
homogeneous regions while forcing the segmentation to be consistent with the training shapes. For this purpose, we add another term to the surface evolution in (3).
The new term alongside with original active contour equation helps guide the sur-
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face not only by low level intensity statistics, but also by high level shape prior
information. Specifically, in each step of surface evolution, it moves in a direction to
optimize the Chan-Vese energy function and concurrently projects the segmenting
surface into a linear subspace of training shapes. The l1 constraint in (9) provides
us the appropriate subspace.
The first term of (9) is both convex and differentiable. The second term is convex,
but not differentiable. Thus, unfortunately its gradient is not well defined. For an
optimization problem with this structure, a class of algorithms called coordinate-wise
optimization converges to the global optimum [90]. Here, we adapt an algorithm of
this class, called shooting algorithm [34], to work in conjunction with implicit surface
evolution in our segmentation framework. At an abstract level, the algorithm works
by fixing all the entries of solution vector x except one, and optimizes the objective
function along that dimension. That is, in each step, the algorithm moves along a
specific dimension and finds the optimum value for that specific entry.
To illustrate the algorithm in more details, we introduce the following notations:
D = [ϕ1 |ϕ2 |...|ϕn ], x = [x1 , x2 , ...xn ],
D(−i) = [ϕ1 |...|ϕi−1 |ϕi+1 |...|ϕn ],
x(−i) = [x1 , ..., xi−1 , xi+1 , ...xn ].
The non-differentiable part of (9) can be separated into individual coordinate wise
components, each of which can be solved directly by applying Karush-Kuhn-Tucker
necessary conditions. By fixing the values of x(−i) , the ith coordinate wise component
of (9) is obtained by solving the following:
1
argmin kφi − ϕi xi k22 + λ | xi | +λkx(−i) k1 ; λ ≥ 0,
2
xi
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(11)

where φi = φ − D(−i) (x)(−i) is the error of the approximation computed when including all the atoms of the dictionary except ϕi . To find the best value for the coefficient
xi , (11) minimizes the error of approximation by adding the contribution of ϕi to
the linear approximation. Following the Karush-Kuhn-Tucker necessary conditions,
the optimal solution is obtained as follows:


(φT

i ϕi −λ)

, if φTi ϕi − λ > 0.

ϕT
ϕi

i


T
∗
xi = (φi ϕT i +λ) , if φTi ϕi + λ < 0.
ϕi ϕi






0,
if −λ ≤ φTi ϕi ≤ λ.

(12)

Equation (12) simply computes the projection of error (φi ) onto the ith atom of the
dictionary. If the size of this projection is in [−λ, λ], xi is set to zero, otherwise its
value is set to

(φT
i ϕi −λ)
ϕT
i ϕi

or

(φT
i ϕi +λ)
ϕT
i ϕi

depending on whether the projection is greater than

λ or less than −λ. In summary, this algorithm iteratively optimizes the objective
function along one coordinate, while keeping other coordinates fixed.
Having the final approximated surface, we now can not only evolve the surface
in the direction of Chan-Vese update, but also in a direction that minimizes the
distance between the surface and its approximation. This update is illustrated in
more details in Figure 8, where a linear combination of the Chan-Vese and shape
update is computed and the surface is moved in that direction. To better illustrate
equation update shown in Figure 8, we inspect two extreme cases:
α = 0: in this case, the term corresponding to shape update vanishes and the surface
is driven by the Chan-Vese equation. The algorithm in this case is the same as classial
Chan-Vese algorithm.
α = 1: the vector corresponding to the Chan-Vese update is multiplied by zero and
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Figure 8. T
he surface evolution update is computed by a linear combination of updates in the
direction of the Chan-Vese and the shape approximation.
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does not play any role in this case. Thus, the curve is guiding by the shape energy
update and in each iteration the surface is updated rendering the approximated shape
prior.
The proposed algorithm for image segmentation is illustrated in Algorithm 1. It
incorporates the shooting algorithm into level set evolution and forces the surface
to separate homogeneous regions and at the same time keeps it similar to a linear
combination of training shapes in the dictionary.
Algorithm 1 Image Segmentation by SCoTS
1: Initialize x randomly and φ by the SDF of a 5 × 5 square
2: while kE(t + 1) − E(t)k > T hreshold do
3:
Compute approximation: φ̃ = Dx


4:

update φ(t + 1) = φ(t) + α(σ) φ̃(t) − φ(t)
+ (1 − α(σ)) Vcv (t)

for i = 1 : n do
using current value of x(−i) solve (11).
Suppose x∗i is the solution of (11), update ith
element of x to x∗i .
8:
end for
9:
Compute number of non-zeros in x and update α(σ)
10: end while
5:
6:
7:

In this algorithm, φ̃ represents sparse approximation of the evolving surface.
The shape prior weighting function α(σ) determines the level of trust in the shape
prior and is a function of sparsity (10). The algorithm consists of two nested loops.
In the outer loop the segmenting surface gets updated in the direction of a linear
combination of Chan-Vese and sparse shape prior terms. The inner loop refines the
updated shape and brings it into the valid shape space.
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5 Convergence and Complexity
Convergence
The stopping criterion for the proposed algorithm is based on the change in the
energy of the segmenting surface. If the energy does not change from one iteration
to the next, the algorithm stops. We define the energy function as the sum of the
Chan-Vese energy function and the computed sparse linear approximation.
E(φ(t), x(t)) = Ecv (φ(t)) + Esp (φ(t), x(t)).

(13)

Ecv is the Chan-Vese energy function and Esp is the energy term defined in (9).
Although convergence of the algorithm cannot be mathematically proven, we have
empirically observed that as long as the evolving surface is roughly initialized at the
center of the nodule, the algorithm converges.

Time Complexity
The algorithm complexity is a function of Chan-Vese and shape approximation complexity. In each iteration of the outer loop, one iteration of Chan-Vese, as well as n
iterations of the inner loop are applied. The inner loop solves (11) through conditions
provided in (12). However, as pointed out in [72], all the required values of φTi ϕi and
ϕTi ϕi for (12) can be pre-computed before starting the inner loop. Thus, since the
complexity of Chan-Vese in each iteration is O(N × M × P ), where N × M × P is
the size of the image, the complexity of one iteration of the proposed algorithm is
O(N × M × P + n), where n is the total number of shapes in the dictionary.

30

CHAPTER IV
SEGMENTATION RESULTS

1 Dataset
The proposed algorithm for nodule segmentation has been validated on a subset of
data form the lung image database consortium image collection (LIDC-IDRI) [4, 18].
In LIDC-IDRI, each dataset is a breath-held 3D CT image of the thorax with size
512 × 512. The number of slices varying between 95 and 672 and the in-plane pixel
size varies between 0.5 and 0.8 mm/pixel. The range for the kVp for these data was
120-140 with 120 as the average and 20.99 as the standard deviation. The range for
the mA was 30-634 with 215.9 as the average and 145.1 as the standard deviation.
LIDC-IDRI contains lung CT scans from 1018 patients with nodule annotations
provided by four experienced radiologists. It should be noted that the 4 radiologists
who delineated the LIDC data differ between cases so that not the same 4 individuals
read and delineated each scan. Therefore, for the rest of the paper, the reader should
keep in mind that ”radiologist j’s delineations” (j=1, ..., 4) can indeed be from a
number of individual radiologists.
Since nodules of size less than 3 mm are considered inconsequential, for our
validation we only included data with nodule size greater than or equal to 3 mm in
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diameter. Furthermore, we selected those nodules that were in common among all
four radiologists. This left 542 nodules that fit inside predefined cubic volumes.

2 Evaluation
The approach adopted to validation is 10 fold cross validation [45], four times, once
for each radiologist’s delineations. That is, 542 nodules as delineated by each radiologist were divided into 10 groups (folds). The SDFs of shapes corresponding to the
nodules of 9 folds served as the atoms of the dictionary and the algorithm was tested
on nodules in the 10th fold. The testing fold was successively changed between the
10 groups, each providing a different segmentation accuracy.
The accuracy of segmentation is measured based on the Dice Similarity Coefficient
(DSC), Jaccard index (J), True Positive Rate (TPR), and False Positive Rate (FPR):
TP
2N (A ∩ B)
,
TPR =
,
N (A) + N (B)
TP + FN
N (A ∩ B)
DSC
FP
J=
=
, FPR =
,
N (A ∪ B)
2 − DSC
FP + TN
DSC =

(14)

where in (14), A denotes the set of voxels classified by the algorithm to belong to the
lung nodule, B is the ground truth from manual delineation, N (V ) is the voxel count
in the set V , T P is the number of nodule voxels correctly segmented by the algorithm,
F N represents the number of nodule voxels mistakenly segmented as background,
F P is the number of non-nodule voxels mistakenly segmented as belonging to the
nodule, and T N is the number of non-nodule voxels that are correctly segmented.
For more detailed evaluations, we also classified the nodules into several categories
based on texture and attachment. Information about nodules texture may be found
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in the LIDC XML Base Schema [1], where each radiologist rated the lesions related
to in several categories including texture. The texture was classified from (1-5),
where label 5 indicates solid nodules, label 3 corresponds to part-solid, and label 1
represents non-solid nodules. From the selected dataset, we chose nodules for which
more than one radiologist’s rating was part-solid or non-solid. The selected subset
contained 37 samples which met this criterion. In addition to this classification,
a thoracic radiologist (Dr. Seow) further classified the nodules in our LIDC-IDRI
datasets. It turned out 209 nodules are well-circumscribed, 178 are juxta-vascular
while the total number of juxta-pleural and pleural tail nodules combined is 155.
Since only a small fraction of nodules were classified as pleural tail, we combined
these with juxta-pleural nodules.

3 Parameters Settings
The algorithm works on a region of interest (ROI) with size 75 × 85 × 45 with the
nodule approximately centered. The approach to selection of the ROI was to keep
the ROI size (in voxels) large enough to include all the nodules in the dataset. We
extracted the size of all nodules as delineated by radiologists and determined the
number of voxels they occupy in each dimension for the dataset. The largest number
of voxels occupied for all nodules was 71 in the first dimension, 80 in the second
dimension and 35 in the third dimension. We picked 75 × 85 × 45 for the size of ROI
to ensure that all nodules delineated by all radiologists would fit inside the ROI.
The algorithm’s parameters were determined through optimization of the Dice
Similarity Coefficient (DSC) for a limited number of samples of the three nodule
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Table 1. The algorithm parameters values used for all experiments

Parameter
Value

k1
0.2

k2
0

k3
5

k4
5

λ
150

classes: well-circumscribed, juxta-pleural, and juxta-vascular. Following this approach we arrived at parameter values in Table 1.
In applying the segmentation algorithm, a point at the center of nodule is selected
manually around which a 5 × 5 square was prescribed as the zero level set of an SDF
which iteratively evolved into a 3D shape and into neighboring slices.

4 Results
The first experiment, illustrated in Fig. 9, demonstrates the surface and shape
evolution through different steps. The initial and final segmenting surface are shown
in the first and last columns of this figure respectively. Also, a few intermediate steps
of segmentation are shown in the second to fifth columns of this figure. The zero
level set of adaptive shape prior and its evolution has also been shown in the second
and fourth rows. As the segmenting surface evolves, the shape prior changes and
adapts itself to the segmenting surface. For this experiment, each iteration of the
algorithm approximately took 7.3 seconds of CPU time in MATLAB on an AMD 3.9
GHz with 32 GB RAM of memory. The algorithm converged after 50 iterations and
segmented the volume in 6 minutes.
A second result is used to demonstrate the evolution and convergence of the sparse
representation. Fig. 10(a) shows the mid slice of an input nodule superimposed with
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Figure 9. Surface and adaptive shape prior evolution. First column corresponds to
the initialization. Columns 2-6 show iterations 6, 13, 20, 27, and the final result in
iteration 50. First and third row show the evolution of segmentation in 2D and 3D
respectively and second and fourth rows show the zero level set of adaptive shape
prior in 2D and 3D.

the segmentation surface plotted in red. Fig. 10(b) shows this nodule in three
dimensions delineated by the radiologist. Fig. 10(c) shows the final segmenting
surface. Shape prior constructed from dictionary atoms is shown in Fig. 10(d). Fig.
10(e) and Fig. 10(f) represent two shapes from the dictionary that had significant
contribution in building the shape prior. Fig. 10(g) shows the evolution of vector x
(equation (6)) over 100 iterations of the algorithm. Every iterative update of vector
x is stored as a column of a matrix with increasing iterations going from left to
right. Small entries are shown in blue and for some the color shifts towards red as
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the iterations and values increase. For the sake of simplicity only those entries of
vector x that changed were shown in this figure. We can see that for the first 20
iterations, selected atoms varying from one iteration to another. Subsequently, the
algorithm promotes few atoms, two of which were shown in Fig. 10(e) and 10(f).
This result is quite typical for the algorithm in that any valid nodule shape can be
represented by 1 − 3% of the shape atoms in the dictionary. In Fig. 10(h) the total
energy (equation (13)) is plotted over 100 iterations. The plot shows that the total
energy converges and does not change significantly after 30 iterations. Finally, in
Fig. 10(i), shape energy is presented. Initially, the shape energy oscillates with no
apparent intention to converge. However, once the evolving surface forms a nodule
boundary structure, the shape energy starts to decrease, resulting in convergence.
Fig. 11 shows segmentation of some samples of LIDC-IDRI dataset. It demonstrates how the proposed algorithm can distinguish the nodule from the surrounding
tissues like vessel or pleura. It can be seen that when the nodule is not spherical,
the proposed method can still capture the nodule. The last row in this figure shows
samples for which the algorithm did not generate satisfactory results. The reason
behind the failures maybe attributed to the fact that the framework is general and
tries to segment all types of nodules. Failures mostly happen in situations where the
nodules are attached to organs with similar HUs and at the same time the shape
prior of the nodule cannot be sparsely reconstructed from the dictionary. As a result,
the shape prior energy is dominated by Chan-Vese energy function and the segmenting surface leaks into adjacent regions. Another type of failure is related to very
small and non-solid textured nodules which pose difficulty for Chan-Vese algorithm
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Figure 10. (a) Mid slice of a nodule and its boundary, (b) ground truth nodule
boundary in 3D, (c) segmented boundary in 3D, (d) shape prior constructed from
dictionary atoms, (e,f) dictionary atoms with highest weights in nodule boundary
reconstruction, (g) evolution of column vector x (only 75 elements of the vector are
shown) over 100 iterations - the weight of atoms corresponding to shapes (e) and
(f) are distinct in yellow and red colors with arrows pointing to them. The range of
weights during evolution for elements of the vector x was [0,0.23]. (h,i) total energy
and shape energy over 100 iterations of the algorithm.
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Table 2. Numerical validation of the algorithm (DSC, TPR, FPR) on 542 nodule CT
dataset using Radiologist j’s delineations for both training and testing with 10 fold
cross validation. When rounded to the nearest hundredth, for all cases FPR was zero
and therefore has not been included in the table. In this approach all delineations
from each radiologist is randomly split into 10 groups (folds). Delineations in 9 of
the folds are used to construct the dictionary. The image data in the 10th fold are
used for testing. See text for additional descriptions.

SCoTS

Radiologist 1
DSC = 0.72 ± 0.15
T P R = 0.77 ± 0.16

Radiologist 2
DSC = 0.71 ± 0.17
T P R = 0.8 ± 0.16

Radiologist 3
DSC = 0.72 ± 0.16
T P R = 0.77 ± 0.17

Radiologist 4
DSC = 0.71 ± 0.17
T P R = 0.78 ± 0.16

to grow properly. For such cases, the shape prior energy is dominant (see last row of
Fig. 11). These nodules have shapes that does not appear in the training set. Such
a nodule when attached to a vessel or pleura poses a challenge to the algorithm. In
this case, neither the density nor proposed shape prior information stops the surface
from growing into surrounding tissues.
In Table 2 we report the segmentation accuracy of SCoTS with respect to each
radiologist’s delineations separately. Column j reports the accuracy when radiologist
j’s delineations were used to build the dictionary. Subsequently, 10 fold cross validation was performed based on this dictionary. The average DSC and TPR for each of
the 10 testing folds were averaged in order to produce the entries in the table.
Although in Table 2 the segmentation accuracies are very close to one another,
the segmented nodules are not identical and in some cases even dissimilar. Fig. 12
shows four images in which dictionaries constructed from different experts’ delineations produced significantly different segmented surfaces. In this figure, red, blue,
green, and yellow curves identify the final segmentation produced by a dictionary
constructed from nodules delineated by radiologist number 1, 2, 3, and 4 respec-
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Figure 11. Segmentation of some samples of the lung dataset. Segmented boundaries were painted in white color. For these results, the dictionary was built based on
radiologists 1’s delineations followed by the 10 fold cross validation approach. Top
7 rows represent cases where the algorithm successfully segmented out the nodule
from surrounding tissues. The last row shows 7 cases where the algorithm did not
generate satisfactory results. These nodules have shapes that may not appear in the
training set. We define failure cases as samples which have DCS less than 0.6. By
this definition, the average percentage of failure over all samples is 13.5%.
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Figure 12. Segmentation results based on dictionaries built based on first, second,
third, and fourth radiologists’ delineations. For each case, different colors represent different dictionaries. The figure illustrates the resulting variability of the final
segmentation.

tively. This behavior suggests the possibility of combining the results in a consensus
manner where the segmented surfaces obtained by each dictionary are fused by an
aggregation method such as [94] to provide higher accuracies.
To assess inter-observer variability in LIDC-IDRI database, radiologists’ delineations are compared to each other in Table 3. In this table and for column j,
radiologist j’s delineations were used as the ground truth for direct comparison with
the radiologist in row i. The table confirms inter-observer variability as the computed
DSC and TPR are not exactly equal to 1. Therefore, we provide another validation
in Table 4 based on a consensus scheme with four radiologists’ delineations known
as simultaneous truth and performance level estimation (STAPLE) [94]. In a capsule, STAPLE works by jointly optimizing the TPR and the FPR in an expectation
maximization framework. It generates a probabilistic estimate for each voxel which
when thresholded over 0.5 produces a consensus mask as ground truth. In Table 4
this mask has been used as ground truth. More specifically, in producing the entries in column j of this table, 9 folds of radiologist j’s delineations were used as
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Table 3. Inter-observer variability among four radiologists for delineation of nodules
in the LIDC-IDRI database. Reported in rows i column j is the DSC and TPR for
radiologists i using radiologist j delineations as ground truth. When rounded to the
nearest hundredth, for all cases, FPR was zero and therefore has not been included
in the table.
Radiologist 1
Radiologist 2
Radiologist 3
Radiologist 4

Radiologist 1
DSC = 1
TPR = 1
DSC = 0.79 ± 0.09
T P R = 0.78 ± 0.14
DSC = 0.80 ± 0.10
T P R = 0.79 ± 0.14
DSC = 0.79 ± 0.10
T P R = 0.79 ± 0.16

Radiologist 2
DSC = 0.79 ± 0.09
T P R = 0.85 ± 0.13
DSC = 1
TPR = 1
DSC = 0.81 ± 0.10
T P R = 0.84 ± 0.14
DSC = 0.79 ± 0.10
T P R = 0.83 ± 0.15

Radiologist 3
DSC = 0.80 ± 0.10
T P R = 0.84 ± 0.13
DSC = 0.81 ± 0.10
T P R = 0.81 ± 0.15
DSC = 1
TPR = 1
DSC = 0.79 ± 0.10
T P R = 0.82 ± 0.14

Radiologist 4
DSC = 0.79 ± 0.10
T P R = 0.82 ± 0.13
DSC = 0.79 ± 0.10
T P R = 0.79 ± 0.14
DSC = 0.79 ± 0.10
T P R = 0.80 ± 0.14
DSC = 1
TPR = 1

Table 4. Numerical validation of the algorithm (DSC, TPR, FPR) on 542 nodule
CT dataset using Radiologist j’s delineations for training and STAPLE for testing
with 10 fold cross validation. When rounded to the nearest hundredth, for all cases,
FPR was zero and therefore has not been included in the table.

SCoTS

Radiologist 1
DSC = 0.73 ± 0.16
T P R = 0.84 ± 0.14

Radiologist 2
DSC = 0.74 ± 0.16
T P R = 0.77 ± 0.15

Radiologist 3
DSC = 0.73 ± 0.16
T P R = 0.75 ± 0.17

Radiologist 4
DSC = 0.73 ± 0.16
T P R = 0.77 ± 0.15

dictionary and the output of SCoTS on test nodules in the 10th fold were compared
with the ground truth from STAPLE. Comparing tables 2 and 4, the ground truth
obtained by STAPLE resulted in higher accuracy compared than the case where one
radiologist’s delineation served as the ground truth (Table 2).
To evaluate how SCoTS performs on different nodule classes, the relevant DSC
and TPR values were evaluated on different nodule classes – results are reported
in Table 5. Similar to Table 2, dictionary construction and ground truth alternates
between four radiologists in a round robin fashion. It can be seen that performance is
best on well-circumscribed nodules, and lowest on juxta-pleural/pleural tail nodules.
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Table 5. Performance of SCoTS on specific nodule types.
Well-circumscribed
Juxta-vascular
Juxta-pleural & plural tail

Radiologist 1
DSC = 0.75 ± 0.14
T P R = 0.78 ± 0.17
DSC = 0.73 ± 0.14
T P R = 0.74 ± 0.16
DSC = 0.64 ± 0.20
T P R = 0.78 ± 0.17

Radiologist 2
DSC = 0.75 ± 0.13
T P R = 0.79 ± 0.15
DSC = 0.73 ± 0.13
T P R = 0.73 ± 0.16
DSC = 0.62 ± 0.23
T P R = 0.78 ± 0.18

Radiologist 3
DSC = 0.75 ± 0.13
T P R = 0.77 ± 0.17
DSC = 0.72 ± 0.16
T P R = 0.70 ± 0.19
DSC = 0.64 ± 0.20
T P R = 0.77 ± 0.17

Radiologist 4
DSC = 0.75 ± 0.13
T P R = 0.79 ± 0.16
DSC = 0.73 ± 0.14
T P R = 0.73 ± 0.16
DSC = 0.63 ± 0.22
T P R = 0.78 ± 0.17

This is not surprising because these are the least and most challenging cases respectively. Another observation is that no matter which radiologist’s delineations were
used to construct the dictionary, SCoT’s performance is similar on well-circumscribed
nodules. We see reduction in performance on juxta-pleural and pleural tail nodules.

Table 6 compares results of SCoTS to other nodule segmentation methods which
have been tested on the LIDC-IDRI database. Although all papers cited in Table
6 make use of the LIDC-IDRI database for validation, their experimental setup are
different from our approach. The approach to validation in [11] split samples from
the LIDC database into two groups, training the model on one group and testing on
the second group without any cross validation. The authors of [49] used around 100
nodule data to build their model, and although they used the LIDC-IDRI data for
testing, they did not specify if the training data were from the LIDC-IDRI database
or from another database. While the method proposed in [8] used the LIDC-IDRI
database for testing, it did not involve any training. The method in [5] also did
not involve any training but for testing, the authors of [5] used the same nodule
data sets in the LIDC-IDRI database that we have used for our training and testing.
To compare our results with [5], a voxel probability map metric used in [5] was
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Table 6. Comparison of performance of SCoTS with previously proposed nodule
segmentation methods applied to LIDC-IDRI data. For this table, the dictionary
used was built by radiologist 1’s delineations, followed by 10 fold cross validation.
First three rows compares SCoTS with two other methods considering all nodule
types. The next two rows compares SCoTS with [11] on juxta-vascular nodules and
the last two rows compares SCoTS with [49] considering only non-solid or part-solid
nodules. We report TPR with Mpr = 100% as done for MRFC-OB [5] for SCoTS.

SCoTS
MRFC-OB [16]
Cavalcanti, et al. [17]
SCoTS (JV)
Chen, et al. [12]
SCoTS (non/part-solid)
Lassen, et al. [14]

T P R(%)
90.26 ± 11.42
95.50 ± 7.86
93.53
88.91 ± 11.74
88.89
81.73 ± 23.57
N/A

F P R(%)
0.3 ± 0.5
N/A
0.89
0.13 ± 0.46
10.19
0.9 ± 1.2
N/A

J
0.57 ± 0.16
N/A
N/A
0.57 ± 0.14
N/A
0.36 ± 0.23
0.50 ± 0.14

calculated for SCoTS. The map is computed for each voxel c of the nodule as follows:
if all radiologists classify c as being part of the nodule, then the Mpr (c) = 100%. At
the other extreme, if c is not assigned a nodule label by any of the radiologists,
then MP R (c) = 0%. Based on this definition, T P R is defined as true positive rate
computed with Mpr (c) = 100% as ground truth. Further details about this metric
can be found in [5]. Table 6 compares the segmentation accuracies based on T P R
and Jaccard index (J) defined in (14).
Despite the fact that results in [5] are better than SCoTS, we should point out
that in [5] each nodule class is treated separately with a different segmentation approach. In [5] after applying Otsu thresholding, a connectivity analysis was done to
determine the nodule type, separating juxta-vascular and well-circumscribed nodules
from juxta-pleural and pleural tail nodules. Attached tissues were separated from
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pleural tail or pleural surface either by morphological operations or a thickening algorithm. However, SCoTS extracts the nodule shape by sparse representation and
without any preprocessing or classification step in advance. Also, the method proposed in [8] needs an ROI as the input to the algorithm, used as a reference slice for
background without nodule tissue. From this point of view, the proposed method is
more general since it does not require the user to provide nearest slice to lesion.
The performance of the SCoTS on juxta-vascular nodules (SCoTS (JV)) is also
shown in Table 6. Despite the close accuracy, the method in [11] is applicable to
juxta-vascular nodules and in this sense less general than the method proposed in
this paper.
From the last two rows of Table 6, it can be seen that SCoTS does not perform
well on non-solid and part-solid nodules. The main reason for this diminished performance lies in the Chan-Vese energy function and not shape prior energy. The
Chan-Vese algorithm tries to separate homogeneous regions from ROI whereas the
non-solid nodules have inhomogeneous appearance and pose difficulty for SCoTS.
However, it should be noted that the algorithm in [49] requires additional manual
steps as the user is required to draw the largest diameter of the nodule.
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CHAPTER V
DEEP LEARNING IN MEDICAL IMAGE ANALYSIS

Traditionally Computer Aided Diagnosis (CAD) systems have relied on handcrafted
features and classifier systems to distinguish between benign and malignant pathologies. With the advent of deep learning systems, optimum features are learned for the
classification task at hand. This chapter reviews fundamentals of deep learning and
its success in medical image detection, segmentation, and diagnosis of anatomical
objects.

𝑤1 𝑥1
𝑓
𝑤2 𝑥2

𝑤𝑖 𝑥𝑖 + 𝑏

Type equation here.

𝑓

𝑤𝑖 𝑥𝑖 + 𝑏
𝑖

𝑖

𝑤3 𝑥3
Figure 13. Diagram of a perceptron. A weighted averaging of inputs is added with
bias and activated by activation function f generating one output.
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1 Deep Learning
In this section and using artificial neural networks, we focus on learning hierarchical
feature representations to effectively represent the data for the task of classification
and segmentation in medical images. The perceptron [70] is the fundamental building
blocks of artificial networks (Fig. 13). It receives a set of inputs xi ’s and generates
an output by computing a weighted average of inputs and passing it through an
activation function. The weights wi ’s are the parameters of the perceptron and are
learned during the training phase.
Recently, Convolutional Neural Networks (CNNs) that are a special case of neural
networks were found to achieve state-of-the-art performance in image classification
related applications. In CNNs the parameters of the network are shared among
multiple perceptrons implying that features are relevant in different locations of
an image. In convolutional layers multiple input matrices (channels) are fed to a
convolutional layer and generate multiple output matrices:
N
X
Oj = f (
Ii ∗ Kij + Bj ),

(15)

i=1

where Ii ’s are input matrices that are convolved with corresponding kernel matrix Kj ,
added with bias Bj to produce an output matrix Oj . The output can be generated
for a total of j = 1, ..., M matrices. Each kernel extracts a set of local features and
swipe over the whole image. The activation function f is a function that determines
whether a neuron should fire or not depending on the inputs to the neuron. The
popular activation function used in deep learning is Rectified Linear Unit (ReLU):
max(0, x)
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The minimum value of the activation function is set to 0 and the maximum can be
infinity. This essentially means fewer nodes are firing, giving the benefit of a lighter
model with sparsity.
For dimensionality reduction in CNN architectures, pooling layers are embedded
in which the neighboring neurons in the input are summarized in a single output. A
typical choice for pooling is max-pooling with 2 × 2 kernels. In this layer, from the
4 elements in a 2 × 2 neighborhood of input matrix, the maximum value is selected
as the output. This operation effectively reduces the size of the input matrix by half
in each direction.
The kernel weights (feature extractors) are jointly learned with the classification
layer using stochastic gradient descent and updated in each iteration to minimize the
error of class prediction E = (ylog(p) + (1 − y)log(1 − p)), where y is the true label
of the sample and p is the predicted probability:

wi (t + 1) = wi (t) − η
In Eq. (16), wi (t) is the current weight,

∂E
∂wi

∂E
.
∂wi

(16)

is the error gradient with respect to

the weight wi , t is the iteration number, and η is the learning rate that controls the
speed of learning. Instead of updating the kernels after every single samples, they
are updated after a number of samples passes through the network. This number is
referred to as batch size and is one of the hyper parameters of the network which
should be set in the training phase.
The rest of this chapter reviews applications of deep learning in medical image
analysis.
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2 Deep Learning for Detection
Location and interpretation of anatomical structures are critical in radiologists’ workflow. This is achieved by identifying object of interests signatures that can distinguish them from the rest of the image. These anatomical signatures can be extracted
automatically by computational methods. Early computational algorithms were designed specifically for each task by creating specific image filters to extract image
features. With availability of more and more medical image data sets, deep learning
technologies are now more effective and are being applied in this domain.
With early successes of deep learning and convolutional neural networks in 2-D
computer vision applications [47, 84, 39, 82, 73] some studies have attempted to adapt
these to medical imaging applications by extracting 2-D planes from 3-D volumes.
Authors in [93] extracted 2-D mid-axial, mid-coronal, and mid-sagittal planes from
3-D thoracic CT scans and builting an RGB-like image with the planes and feed
it to OverFeat network [73] to detect lung nodules from other thoracic lesions. To
illustrate the effectiveness of 2-D CNNs, a similar framework was used in [71] for two
other CT imaging applications: locating sclerotic metastases in spine imaging and
lymph nodes and colonic polyps in cancer monitoring and screening. To increase the
robustness, these authors augmented their data during training by randomly scaling,
shifting and rotating the images. To better utilize volumetric information in images,
authors in [74] increased the number of 2-D views to 9 and used ensemble methods
to fuse information from different views for detection of pulmonary nodules. In [88],
the pulmonary nodule detection was performed using multiple CNNs parsing both
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PET and CT data. Multi-stream CNNs typically used in these studies are often
referred to by 2.5 dimensional representation of volumetric 3-D images [78].
To take advantage of information in all directions of volumetric image, some
studies have proposed use of 3-D coevolution kernels. In these systems, kernels
sweep the volume not in x and y directions alone but in the z direction as well,
capturing more contextual information [66, 35, 38]. In [35], a 3-D CNN was used to
find micro-bleeds in brain MRI. Authors have used the same CNN architecture for
the application of false positive reduction in thoracic CT scans.

3 Deep learning for segmentation
Long et al. [54] revised and adapted convolutional neural networks in order to make
them capable of semantically segmenting natural scene images. The key insight in
their work was to replace fully connected layers with convolutional kernels permitting
the network to receive inputs with various sizes rather than a fixed size as it is forced
in CNNs; fully connected layers can be viewed as convolutions with kernels that
cover their entire input regions. Moreover, their modification permitted making dense
prediction for per-pixel tasks such as semantic segmentation and with the transposed
convolution layer the size of output was matched with the input image. Subsequently,
the authors in [102] used the similar 2-D FCN with a new Jaccard distance loss
function to segment skin lesions in dermoscopic images. In order to incorporate
more contextual information to segment subcortical regions in MR images, Dolz et
al. [26] used a 3-D FCN.
Recently, FCNs were modified in the form of a new architecture called U-Net [69]
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where the up-sampling part of the FCN was enriched with more channels of features,
allowing the network to propagate contextual information to higher resolution layers;
down-sampling and up-sampling parts of the network are symmetric and form a U
shaped architecture with cross links from the down-sampling part of the network
to the up-sampling part. The authors segmented neuronal structures in electron
microscopic and cell segmentation in light microscopic images. The 2-D operators
in [9] were replaced with their 3-D counterparts in [16] to provide segmentation in
3-D volumetric images and the proposed algorithm evaluated on xenopus kidney
segmentation in confocal microscopic data. Authors in [57] developed a 3-D UNet architecture called V-Net with a new loss function directly optimizing the Dice
Similarity Coefficient and applied to segmenting prostate in MR volumes.

4 Deep Learning for Computer-Aided Diagnosis
The major task of CADx systems is to diagnose disease by discriminating between
benign and malignant image regions or volumes. Similar to the CADe systems which
detect disease and have utilized deep learning based methods, CADx systems have
also seen application of deep learning architectures and obtained state-of-the-art
performance. In early attempts, Cheng et al. [13] used a deep learning diagnosis
technique for breast ultrasound lesions and lung CT nodules. Authors in [53] used a
2-D CNN for the both applications of prostate cancer diagnosis in biopsy specimens
and breast cancer metastasis detection for sentinel lymph nodes. In [51], diagnosis
of Alzheimer disease was performed based on MRI and PET modalities. 3-D CNNs
were used to predict disease but also were used to estimate a missed modality. For the
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same application, authors in [80] used a more recent CNN architecture called deep
polynomial networks which calculate a linear or quadratic function of input feature
maps. In order to compensate for the small number of training samples available,
in [55] two CNNs were initially trained on ImageNet [23] and learned features were
subsequently transferred to diagnose thyroid nodule in ultrasound images. 2-D CNNs
[7, 79], multi-view 2-D CNNs [63], and 3-D CNNs [24, 41] were the most common deep
learning methodologies that have been applied for diagnosing pulmonary nodules in
CT scans.
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CHAPTER VI
LUNG NODULE MALIGNANCY PREDICTION BASED ON
SINGLE TIME POINT AND SEQUENTIAL TIME POINT CT
SCANS

Cancer diagnosis from low dose CT images still remains a challenging task due to
the subtle visual appearance differences between benign and malignant nodules, even
to the trained radiologists. As an example, mid-level slices of three nodules from
LIDC- IDRI database are depicted in Fig. 14. Nodules shown in this figure belong
to patients 658, 766, and 974 of LIDC-IDRI database. For all three nodules, two
radiologists classified them as malignant (assigning a malignancy score of 4 or 5), and
two other radiologists assigned a malignancy score of 1 out of 5 pointing to a benign
diagnosis. Such inter-variability reaffirms the previously reported finding that lung
cancer is the third most frequently missed diagnosis based on expert readers’ visual
assessment [15]. Computer-aided Diagnosis (CAD) systems may therefore prove
useful in assisting radiologists in the malignancy prediction task. As performed in
the National Lung Screening Trials, it is also typical that subjects with increased risk
of developing lung cancer are scanned on an annual basis. Therefore, provided two
consecutive CT scans from the same nodule, it was hypothesized that a CAD system
can extract more information and confidence about the diagnosis of the nodule. In
this chapter, we propose two individual methods for classification of lung nodules.
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Figure 14. From left to right: mid-slice of nodule data from patient numbers 658,
766, and 974 of LIDC-IDRI database. For all three nodules, two radiologists labeled
them as benign and two others diagnosed them as malignant. The figure illustrates
the inter-variability in radiologists’ annotations.
The first method’s prediction is based on the visual appearance in a single scan and
the second method looks at two scans together and assigns a malignancy score based
on the changes in nodule shape. The two methods were also combined using a simple
fusion approach and as expected the combination of the two methods improved the
classifier’s performance. The chapter describes a method to fuse the two results.

Transfer Learning
For image and object classification, convolutional neural networks (CNN) have achieved
significant success in a variety of applications [47, 67, 52]. However, an obstacle with
deep learning methods is the fact that a huge database consisting of thousands of
samples is necessary for proper training. Unfortunately, a comprehensive dataset on
lung nodule samples is not available to efficiently apply a deep learning method. A
major technique to overcome the challenge is to use pre-trained CNN features follow
with a supervised tuning of a classifier. A special case of this approach is called
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 Benign
 Malignant

 Nodule
 Non-nodule

Classification

Classification

CNN + RNN
Feature Extractor

Transfer learned features

The LUNA16 Database
of Thoracic CT Lesions

Learned Features

Smaller Database of
Biopsied Nodules

Figure 15. Diagram of the proposed neural network for nodule classification illustrated for a 16 slice volume of interest input. A deep 2-D CNN extracts in-plane
features followed by GRU units to extract inter-slice dependencies. The learned
features are finally passed to classification layer to classify lesions.
transfer learning in which final classification layers are re-trained to adapt to the
proposed application [81]. Promising results reported in [86], offer this approach to
help avoid large amount of labeled training data and to save time to train the CNN
weights.
Fig. 15 summarizes the training process of the proposed CADx system. A deep
network is first trained on samples available in the LUNA16 database with the aim
to learn discriminative pulmonary nodule features in CT data. The weights of this
trained network are then transferred into the new application of benign/malignant
classification of nodules. The top classification layers are then trained from scratch to
discriminate benign vs malignant nodules with the feature extractor layer’s weights
frozen.
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1 Recurrent convolutional networks to detect lung nodules based on single time
point CT scans
In order to compensate for the insufficient number of malignant and benign nodules
available to us, we chose to use transfer learning from data provided by the LUNA16
Challenge for detection of nodules in chest CT [75]. The task in the LUNA16 challenge was to reduce the number of false positives (e.g. blood vessels, thoracic airways,
etc.) from lung nodule candidates generated by a candidate generator software. The
data used in this challenge are taken from Lung Image Database Consortium Image
Collection (LIDC-IDRI) database [4]. LIDC-IDRI is a publicly available database
containing thoracic CT scans from 1018 patients. It contains nodule annotations
provided by four experienced radiologists; of these, nodules with diameters ≥ 3 mm
that were annotated by at least 3 radiologists were included in the training set. This
left us with 1186 nodules. In order to learn nodule features, more than 750,000 regions were extracted from the aforementioned CT scans as negative samples using
the algorithms described in [74] as with the LUNA16 Challenge data. The actual
number of true nodules in the LUNA16 database is 1186 (selected by at least three
radiologists) and is very small compared to the total number of candidate locations in
this dataset (more than 750,000 candidate locations). Thus, in order to compensate
for this heavy imbalance, we artificially augmented the nodule data as follows. We
translated the position of each candidate by 2 voxels along each dimension. They
were also rotated in the interval of (0,360) degrees by 10 degrees increments; in total, 47 samples artificially generated for each available training nodule. Due to their
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high count, no augmentation was performed on the non-nodule candidate locations.
Detecting and classifying nodules in volumetric CT scans is inherently a 3-D classification problem. However, to take advantage of the architectures proposed in 2-D
computer vision applications, early deep learning based systems proposed to treat
the problem in 2-D [74, 93, 42, 83, 17, 99]. These 2-D architectures however, partially ignores the data in 3-D volumes as the information is collapsed into 2-D planes.
Here, we propose an alternative architecture presented in Fig. 16, to take advantage
of all the information in 3-D volumes and computationally less expensive in compare
to their 3-D counterparts.
The architecture of the feature extractor is summarized in Fig. 16. In order
to capture the information in all dimensions of the Volume of Interest (VOI), the
proposed network was designed to capture in-plane features using 2-D CNNs while
modeling the contextual information across axial slices with RNNs, i.e., this architecture essentially treats the slices in a volume as temporal information as commonly
performed in RNNs. Recurrent networks are the state-of-the-art frameworks in sequence learning [27, 3] and here were adapted for volumetric analysis. Each slice
in a volume is processed with 2-D CNNs whose weight are shared among all CNNs.
The first convolutional layer consists of 64 kernels of size 5 × 5, producing a feature
map with dimension 64 × 48 × 48. The second, third, and fourth convolutional layers
have 64 kernels of size 3 × 3. Also, the convolutions were zero-padded so that any
reduction in size would be due to the sub-sampling; sub-sampling was performed by
a factor of 2 using max-pooling layers after each of the last three convolutional layers.
In-plane 2-D features were passed to 128 bi-directional Gated Recurrent Unit (GRU)
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Figure 16. The general framework of the proposed approach to classify volumetric
CT scans inspired by the radiologists reading process. Features extracted by individual 2-D CNNs from each slice are passed into RNN units to capture volumetric
information. The output of the RNNs is passed to a fully connected layer followed
by a softmax layer to classify each sequence of 2-D slices as nodule or not.

units [15] to capture inter-slice dependencies and to generate 256 output for each volume in the image. Subsequently, 256 outputs generated from 128 bidirectional GRU
units were passed to a fully connected layer with 256 nodes, followed by a soft-max
classification layer. The whole network was trained end-to-end to minimize the cross
entropy error.
The classification layers of the network trained on the LUNA16 database were
subsequently removed and replaced by new fully connected layers (the remaining
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sections of the network were left untouched with their parameters frozen). The parameters for the fully connected classification layers were then learned from scratch
on the benign and malignant nodules obtained from the NLST database after augmentation. The initial convolutional layers on the other hand were kept fixed. In
order to account for nodule size variations, the network generated confidences for
input volumes of size 20 mm3 and 30 mm3 which were then simply averaged and
reported as final malignancy prediction score.

Inter-slice learning
Recurrent neural networks are the natural architectures to analyze time series data
such as speech, text, and video. Unlike the CNN architecture, an RNN utilizes loops
and internal states that get updated as new inputs are processed, allowing it to
develop an internal memory in order to make predictions based on serial data. This
advantage has resulted in state-of-the-art in time-series learning related applications
such as speech [3] and activity recognition [27].
For the analysis of CT scans, consecutive slices can be treated as temporal data.
Thus, through connecting the visual features extracted from consecutive slices to
time-series learning units such as RNN, our network learns the interrelationship
between the slices using the RNNs. This process is analogous to how radiologists
locate nodules in a stack of 2-D CT slices. Rather than using the information in a
single slice, they scroll back and forth through the CT slices and make their decision
regarding the presence or absence of a nodule based on patterns observed in a stack
of slices.
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Figure 17. L
eft: diagram of RNN units, right: diagram of GRU unit used to model CT slice
dependencies.

In their classical form (Fig. 17, left), RNNs capture temporal information by
mapping the stack of input slices to hidden states and outputs:
ht = σ(Wxh xt + Whh ht−1 + bh ),

(17)

yt = σ(Why ht + by ).
In Eq. 17, σ is an activation function, xt is the input to the RNN units generated
by the feature extractor block, i.e., xt = φC (Si ), ht ∈ RN is the hidden state with N
hidden units, zt is the output corresponding to the tth slice in the sequence, and W ’s
and b’s are the parameters of the RNN that are learned during the training phase.
For a volume that consists of T slices (t = 1, 2, ..., T ), the hidden states and outputs
for each slice are computed sequentially; i.e. h1 , z1 , h2 , z2 , ..., hT , zT .
The classical RNNs suffer from vanishing and exploding gradients [40] resulting
in low performance due to their inability to maintain memory over long series. In our
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case, this could lead to a learned model where the contribution of the late slices of
the volume may not be fully exploited. To overcome this limitation, several RNN architectures that are capable of learning long-term dependencies have been proposed.
These architectures include Long Short Term Memory (LSTM) [40] and more recently Gated Recurrent Unit (GRU) [14]. In our proposed architecture, we model
the slice dependency using the GRU units (Fig 17). This is because GRUs are simpler with fewer training parameters but still has been found to provide performance
comparable to LSTMs [14]. GRUs learn long-term dependencies by introducing update and reset gating units. The gates find a way to optionally let the information
flow through the network using sigmoid and point-wise multiplication operation.
More specifically, having σ(x) = (1 + e−x )−1 and tanh(x) =

ex −e−x
ex +e−x

as the activa-

tion functions, a GRU updates its hidden states and outputs as follows:
rt = σ(Wxr xt + Whr ht−1 + br ),
zt = σ(Wxz xt + Whz ht−1 + bz ),
h̃t = tanh(Wxo xt + Who (rt
ht = (1 − zt )
In Eq. 18,

ht−1 + zt

(18)

ht−1 ) + bo ),
h̃t .

represents the element wise multiplication and h̃ is the unit’s new

memory content. The reset gate rt ∈ RN determines how the input and the current
memory are combined to generate the new memory content. For example, when it
is off, the unit’s new memory is only obtained based on the input data. The update
gate zt ∈ RN determines how the unit updates its content by partially forgetting the
existing memory and adding the new memory content, i.e., ht = (1−zt ) ht−1 +zt h̃t .
In the extreme cases, when zt = 0 the unit is not updated and when zt = 1 the unit
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is updated by the new memory.
Once the CNN and RNN weights are trained on the LUNA16 database, fully
connected layers of the trained network is replaced by new fully connected layers
and are trained from scratch based on single scans contain benign or malignant
nodules.

2 Use of shape, and volume growth in two consecutive CT Scans
Based on SCoTS, discussed in Chapter III, in this section we develop machinery for
comparing a nodule’s shape and volume change in two consecutive CT scan.
Methodology
In order to compare nodule shapes and volume in two time consecutive time points,
we apply the SCoTS algorithm to the two time points. This provides us with two
weight vectors x0 and x−1 (see Eq. (9), Chapter III). When the nodule does not grow
or goes through any type of a shape change dictionary atoms needed to reconstruct
the nodule shape in two time points would be identical and moreover the weight
vectors x0 and x1 would be very similar. On the other hand, when the nodule’s
shape varies significantly, the atoms and the weight vectors that emerge from the
dictionary are different, and therefore there is a higher probability for malignancy.
Fig. 18 illustrates the classification performed based on shape variation extracted
with SCoTS from consecutive scans. Based on the number of shared atoms in two
representation a malignancy confidence is assigned to the nodule:
p=1−

kx0 ∧ x1 k0
,
kx0 ∨ x1 k0
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(19)

where kk0 is the l0 norm counting number of non-zero values, ∧ and ∨ are logical
and and or, and p is the malignancy score. If the dictionary response to the nodule
shape at time point 0 is close to the dictionary response at time point 1, the logical
and and or would be similar, and the value of fraction in equation 19 gets close
to one and the malignancy score assigned to the nodule approaches zero. On the
other hand, when the nodule in the two time points are decoded by different atoms
in the dictionary, the fraction gets close to zero and p approaches 1. In summary,
more elements shared in x0 and x1 result in lower malignancy confidence based on
equation 19.
To better visualize the dictionary response to benign and malignant nodules,
in Fig. 18 a pair of corresponding benign and malignant nodules are illustrated.
The nodules were segmented at time 0 and time 1 and their SDF was computed.
The shape of each nodule was approximated by the atoms of the dictionary. The
figure visualizes the vector x that was obtained from the approximation. For better
visibility, the entries of vector are color coded with zero values in dark blue and
shifting to red by increasing the entries. It was observed that vector x0 the produced
weighting vector is sparse with zero values in both the benign and the malignant
cases. For the benign nodule the vector x1 activated very similar atoms in the
dictionary as x0 . This was not the case for the case of the malignant nodule. It is
also observed that for the benign sample almost the same atoms of the dictionary
activated in two time points as the nodule shape does not change significantly in the
baseline and follow up scan. Specifically, for the benign nodule p = 0.13 and for the
malignant nodule, p = 0.99.
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Figure 18. Dictionary response to cases of benign and malignant nodules. Top row
shows a benign nodule segmented in two successive scans. The vector x was color
coded in time points 0 and 1 with lower values in blue and higher values in red. For
the top nodule in this example, p=0.14, and for the bottom nodule, p=0.99. Please
see text for description.

In this Chapter we have discussed CNN and RNN approaches to learning the
visual appearance of nodules in single time point CT scans and proposed machinery
based on dictionary learning to learn change in nodule shape from consecutive scans.
In the next Chapter we will discuss experimental results for the proposed methods.
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CHAPTER VII
EXPERIMENTAL RESULTS FOR MALIGNANCY PREDICTION
FROM NLST DATA SETS

This Chapter reports the performance of methodologies for malignancy prediction
which were proposed in Chapter VI. First, the database that was used for training
and evaluation was described and next each model’s performance is reported. The
performance of the fusion of the RNN model for single time point nodule appearance
with shape and growth dictionary learning model as the final performance of the
CAD system is finally reported.

1 Datasets
The data for training and evaluation was collected from the The National Lung
Screening Trial (NLST) [61]. NLST was a multi-year study confirmed that screening
high-risk individuals with low dose CT scanning can reduce morbidity and mortality
due to lung cancer. Approximately, 54,000 participants enrolled and screened annually for 2 year span. Of theses, CT scans of 15,000 subjects were obtained through
the Cancer Data Access System (CDAS) administered by the National Cancer Institute/National Institutes of Health. Majority of these scans are normal with no
pathologies. To develop the database for this study we collected data from partici-

64

pants only if a pathologically proven malignant/benign lesion diagnosis and at least
one follow up scan was available. From these data, we selected 221 benign and 149
malignant biopsied proven samples. All scans were isotropically re-sampled to have
a uniform resolution of 0.625 × 0.625 × 2 mm3 . The HUs were clipped to the range
of (-1000,400) and mapped to the range of (0,1).
Although NLST CT scans are read by a radiologist, the exact location of biopsied
lesions are only qualitatively provided and accurate coordinate of nodules are not
available. Therefore, a collaboration was initiated with the Department of Radiology
at the University of Louisville to discern and extract the exact physical coordinate
of nodules. Fig. 19 illustrates the axial view of four sample in the NLST database
in two consecutive time points. The nodules are superimposed with the annotation
provided by a thoracic radiologists who marked the boundary of the nodule in the
single mid-axial slice of the nodule.
Starting from the center of the ROI, SCoTS [32] was used to segment the nodule
from the rest of scan. In total, 740 samples related to two time points of 370 subjects,
accounting for 221 benign and 149 malignant nodules were segmented in 3-D. As
some examples, Fig. 20 shows segmented nodules (benign and malignant) in two
time points. In this figure, the top two rows show samples of benign nodules and the
bottom two show samples of malignant nodules.

2 Performance Metrics for Single and Consecutive CT Scan Classifiers
The performance of the approach to classify nodules based on visual appearances in
single scan or from consecutive scans is described in this section.
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Figure 19. Nodule ROIs marked in two time points. Top two rows show benign
nodules and the next two show malignant ones.
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Figure 20. Nodules segmented using SCoTS algorithm [32]. Top two rows show
benign nodules and the next two show malignant ones.
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We extracted patches of size 20 mm3 , 30 mm3 , and 40 mm3 from isotropically
re-sampled scans centered around each nodule. To increase the size of the training
data, data augmentation was performed. In details, each nodule was translated by 2
voxels along each coordinate axis and rotated in the transverse plane between (0,360)
degrees interval with 10 degrees incremental step. The augmentation provided 47
additional samples for each available training nodule.
To evaluate the approach on all available samples we used 5 folds cross validation
where the folds created in patient level, i.e., nodules of same patients in different
time points were kept in same folds. The model was trained to learn discriminative
features based on data in 4 folds and was subsequently evaluated on the nodule
data in the 5th fold. The testing fold rotated 5 times in a round robin fashion while
training was performed on the other folds. This approach which is called 5 fold cross
validation permits the opportunity for testing the model’s accuracy over all samples.
The parameters of the network were randomly initialized using Glorot initialization
[36] and updated using a batch size of 32 samples. Adam optimizer [44] was used to
minimize binary cross entropy loss function with a learning rate set to 0.001. The
network trained end-to-end for 20 epochs.
Training was performed on NVIDIA 1080 Ti, with 12 Giga Byte memory, and
1.6 GHz GPU clock rate on a machine with 32 GB RAM memory and Radeon R7
CPU with 3.9 GHz clock rate. The algorithm developed in Python version 3.5.2 with
Keras version 2.2.4 and tensorflow version 1.8.0 as deep learning libraries.
The evaluation here is in terms of Receiver Operating Characteristic (ROC) that
measures the true positive rate (sensitivity) for different false positive rates. Another
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metric that is used is the classification accuracy reporting the percentage of correctly
diagnosed nodules for a specific threshold:
T rue P ositives + T rue N egatives
T otal nubmer of samples
The system’s performance in terms of ROC when it is trained on data from
both time points and evaluated on the nodule data in time 0 is plotted in Fig. 21.
The system achieved an area under the ROC curve (AUC) equal to 0.8071 and an
accuracy of 76.21% with a classification threshold = 0.5.
When tested on data from time point 1 the performance improved mostly due to
the fact that the appearance of nodules at time point 1 has more details. The ROC
curve for this evaluation is plotted in Fig. 22. In this case the AUC boosts to 0.8673
with an accuracy of 80.27% with a classification threshold = 0.5.
In order to capture shape variation in two time points the model needs a set of
delineated nodules to construct the nodule shape dictionary. The result of evaluation
of the classifier which uses malignancy score (equation 19 of chapter VI) is plotted
as an ROC in Fig. 23. The area under the curve for the ROC; i.e, AUC=0.8324 with
accuracy=77.30%.
The correlation among different methodologies prediction were plotted in Fig. 24
and Fig. 25 benign samples shown in dark blue and malignant ones shown in yellow.
In Fig. 24 the scatter plot of scores from the RNN on time point 1 versus the RNN
on time 0 is shown; the correlation coefficient is equal to 0.89 implying the two time
points are highly correlated.
P
(x − mx )(y − my )
ρ = pP
(x − mx )2 (y − my )2
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Figure 21. ROC plot for nodule classification with the proposed recurrent neural
network (RNN) of Chapter VI when using visual appearance alone. Training is on
CT patches from time 0 and time 1 but with testing only on time 0 with 5 fold cross
validation. Testing was on 370 biopsied samples of NLST database.
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Figure 22. ROC plot for nodule classification with the proposed recurrent neural
network (RNN) of Chapter VI when using visual appearance alone. Training is on
CT patches from time 0 and time 1 but with testing only on time 1 with 5 fold cross
validation. Testing was on 370 biopsied samples of NLST database.
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Figure 23. ROC for a classifier which uses equation (19) for Chapter VI to assign
malignancy score utilizing corresponding nodule data from two time points.
, where x and y refer to the probability vector for the samples, and mx and my are the
mean of the respective probabilities for each model. On the other hand considering
the correlation between RNN derived malignancy scores based on time point 1 nodule
data (Fig. 25) and malignancy score based on dictionary learning utilizing CT data
at two time points (equation (19) of Chapter VI) , it is observed that samples are
separated in this plot with a lower correlation coefficient (equal to 0.56), suggesting
an ensemble of these two classifiers can improve performance. Predictions can be
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Figure 24. Scatter plot of malignancy prediction scores from the RNN model
based on time 1 (horizontal axis) and time 0 (vertical axis) data, each calculated
independently. Two methods are highly correlated with the correlation coefficient
= 0.89. Each circle shows one sample out of 370 subjects benign nodules shown in
dark blue and malignant samples shown in yellow.
fused with different variety of methods [77, 76]. To fuse two classifiers we simply
average the malignancy scores provided by the two methods. Performance of the
resulting method in terms of ROC is shown in Fig. 26 - AUC = 0.898 and accuracy
= 80.81%.
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Figure 25. Scatter plot of predicted malignancy probabilities obtained based on
time 1 nodule CT derived by the RNN model versus shape change malignancy score
making use of nodule CT data in time point 0 and time point 1. The scores exhibit
significant scatter with a correlation coefficient = 0.56. Each circle represents one
subject out of 370 with benign nodules shown in dark blue and malignant ones shown
in yellow.
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Figure 26. ROC plot for the method which fuses the RNN and Dictionary learning
malignancy predictions through simple averaging of malignancy scores predicted by
each.
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CHAPTER VIII
CONCLUSIONS AND FUTURE WORK

In this thesis, a CAD system has been developed which diagnoses nodule malignancy
from consecutive thoracic scans acquired one year apart. To capture nodule shape
variations over time, a general framework for segmentation of anatomical shapes
with application to different classes of lung nodules was presented. The method
incorporates shape prior information within a sparse representation framework for
active contour based segmentation of lung nodules. The discriminative nature of
sparse representation, which was used to model new shapes, helped limit shape
variations to a valid shape space prescribed by the training data.
The segmentation results showed that despite the generality of the algorithm, the
method can work for different types of nodules; well-circumscribed, juxta-vascular,
juxta-pleural, and pleural tail, achieving performance metrics close to previously
published methods which were developed for segmentation of specific nodule types
or required classification of nodules in advance. In comparison to prior publications, performance of SCoTS on non-solid and part-solid nodules was less competitive mainly due to the inhomogeneous texture of these nodules. We believe that
although SCoTS was applied to nodule shape segmentation, it should prove general
and applicable to a wide variety of medical image segmentation problems.
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The proposed segmentation algorithm was used as one approach to predict malignancy of nodules from two consecutive scans. Corresponding nodules in two time
points were segmented and their shape was sparsely represented by shapes in a training set. Malignancy score was then computed by comparison of the weight vectors
of the sparse representation of the nodules in the two time points - as similarity
between the representations determines the malignacy of the nodule. In addition to
shape variation over time, a separate model based on recurrent neural networks was
also developed which predicts malignancy based on visual appearance. Due to the
limitation over the number of available samples in this application, we followed transfer learning, with features extracted from LUNA16 thoracic CT challenge transfered
and adapted for nodule malignancy prediction. Subsequent to this, fully connected
layers were trained on biopsied samples from the NLST database to learn features
which distinguish malignant from benign nodules.
Future work can be pursued in three different directions. First, The boundary
extraction of nodules in first and second time points can be improved by advanced
state-of-the-art segmentations specifically developed for nodule segmentation in thoracic CT scans. Examples of these methods is U-Net [69, 16] which emerged more
recently as part of the substantial success of deep learning based methods for image
segmentation. In some extreme cases where nodule has significant attachment to
the pleural surface and the nodule’s texture is non-solid, SCoTS fails to properly
segment the nodule which is; mostly due to the generality of the algorithm. Second,
the proposed sparse coding approach takes into account only nodule’s shape in consecutive time points. Ignoring the textural and visual information in the proposed
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framework, is the main disadvantage which resulted in lower performance compared
to the case where malignancy was predicted based on a single scan. As illustrated,
even though shape information could still boost performance when fused with the
deep learning methodology, we did not make use of all of the visual information in
consecutive scans. We hypothesize that application of deep learning techniques to
model sequential information with networks such as RNNs can extract more visual
and temporal information in consecutive scans and further boost the performance.
Another approach that can extract information effectively in two time points is the
Siamese network [85]. In this framework two CNNs can work in tandem on a VOI
around a nodule in both time points and extract effective features that discriminate
benign from malignant nodules. Third, like any other deep learning application,
having more data available for training can improve performance of the CAD system. By delineating more biopsied malignant and benign samples from the NLST
database, and feed more data to the CAD system during the training performance
can be improved.
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Appendix A: Commonly Used Acronyms

ASM - Active Shape Model
AUC - Area Under Curve
CNN - Convolutional Neural Network
CADe - Computer Aided Detection
CADx - Computer Aided Diagnosis
CT - Computed Tomography
DSC - Dice Similarity Coefficient
FPR - False Positive Rate
GRU - Gated Recurrent Unit
HU - Hounsfield Unit
LDCT - Low Dose Computed Tomography
LSTM - Long Short Term Memory
MRI - Magnetic Resonance Imaging
NLST - National Lung Screening Trial
PCA - Principal Component Analysis
RNN - Recurrent Neural Networks
ROC - Receiver operating characteristic
ROI - Region of Interest
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SCoTS - Sparse Combination of Training Shapes
SDF - Signed Distance Function
SSC - Sparse Shape Composition
STAPLE - Simultaneous Truth and Performance Level Estimation
TPR - True Positive Rate
VOI - Volume of Interest

92

CURRICULUM VITA

Mohammad Mehdi Farhangi
Medical Imaging Lab, Lutz Hall, Room 410
University of Louisville, Louisville, KY 40292, USA
Email: m0farh03@louisville.edu

Education
Ph.D., University of Louisville, Louisville, KY, April 2019
M.S., Iran University of Science and Technology, Terhan, Iran, January 2012
B.S., Ferdowsi University of Mashhad, Mashhad, Iran, September 2009
Research Experience
• Summer Intern: Division of Imaging, Diagnostics, and Software Reliability
(DIDSR), Food and Drug Administration, May 2018 - December 2019
• Research Assistant: Medical Imaging Lab, University of Louisville, KY, 2014
- 2019
• Research Assistant: Computer Vision Lab, Iran University of Science and Technology, 2009 - 2012
Publications and Presentations
1. Cha, J., Farhangi, M. M., Dunlap, N., & Amini, A. A. (2018). Segmentation and tracking of lung nodules via graphcuts incorporating shape prior and
motion from 4D CT. Medical physics, 45(1), 297-306.

93

2. Farhangi, M. M., Frigui, H., Seow, A., & Amini, A. A. (2017). 3-D active
contour segmentation based on sparse linear combination of training shapes
(scots). IEEE Transactions on Medical Imaging, 36(11), 2239-2249.
3. won Cha, J., Farhangi, M. M., Dunlap, N., & Amini, A. (2017, July). Volumetric analysis of respiratory gated whole lung and liver CT data with motionconstrained graph cuts segmentation. In 2017 39th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC) (pp.
3405-3408). IEEE.
4. won Cha, J., Farhangi, M. M., Dunlap, N., & Amini, A. (2016, August).
4D lung tumor segmentation via shape prior and motion cues. In 2016 38th
Annual International Conference of the IEEE Engineering in Medicine and
Biology Society (EMBC) (pp. 1284-1287). IEEE.
5. Farhangi, M. M., Frigui, H., Bert, R., & Amini, A. A. (2016, August).
Incorporating shape prior into active contours with a sparse linear combination
of training shapes: Application to corpus callosum segmentation. In 2016 38th
Annual International Conference of the IEEE Engineering in Medicine and
Biology Society (EMBC) (pp. 6449-6452). IEEE.

94

