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Abstract
This paper proposes a hierarchical multi-label matcher for patch-based face recog-
nition. In signature generation, a face image is iteratively divided into multi-level
patches. Two different types of patch divisions and signatures are introduced for
2D facial image and texture-lifted image, respectively. The matcher training con-
sists of three steps. First, local classifiers are built to learn the local matching of
each patch. Second, the hierarchical relationships defined between local patches
are used to learn the global matching of each patch. Three ways are introduced
to learn the global matching: majority voting, `1-regularized weighting, and deci-
sion rule. Last, the global matchings of different levels are combined as the final
matching. Experimental results on different face recognition tasks demonstrate
the effectiveness of the proposed matcher at the cost of gallery generalization.
Compared with the UR2D system, the proposed matcher improves the Rank-1 ac-
curacy significantly by 3% and 0.18% on the UHDB31 dataset and IJB-A dataset,
respectively.
Keywords: Face recognition, convolutional neural network, hierarchical
multi-label classification
1. Introduction
Face recognition is an active topic for researchers in the fields of biometrics,
computer vision, image processing and machine learning. In the past decades,
both global and local methods have been developed. Global methods learn dis-
criminative information from the whole face image, such as subspace methods
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[1, 2], Sparse Representation based Classification (SRC) [3, 4] and Collaborative
Representation based Classification (CRC) [5, 6]. Although global methods have
achieved great success in controlled environments, they are sensitive to the vari-
ations of facial expression, illumination and occlusion in uncontrolled real-world
scenarios. Proven to be more robust, local methods extract features from local re-
gions. The classic local features include Local Binary Pattern (LBP) [7, 8], Gabor
features [9, 10], Scale-Invariant Feature Transform (SIFT) [11, 12] and gray value.
In local methods, more and more efforts focus on patch (block) based methods,
which usually involve steps of local patch partition, local feature extraction, and
local matching combination. With intelligent combination, these methods weaken
the influence of variant-prone or occluded patches and combine the matching of
invariant or unoccluded patches.
Based on the success of deep learning in recent years [13, 14, 15], many Con-
volutional Nerual Networks (CNNs) have been introduced in face recognition and
obtained a series of breakthroughs. Effective CNNs require a larger amount of
training images and larger network sizes. Yaniv et al. [16] proposed to train the
DeepFace system with a standard eight layer CNN using 4.4M labeled face im-
ages. Sun et al. [17, 18, 19] developed the Deep-ID systems with more elaborate
network architectures and fewer training face images, which achieved better per-
formance. The FaceNet [20] was introduced with 22 layers based on the Inception
network [21, 15]. It was trained on 200M face images and achieved further im-
provement. Parkhi et al. [22] introduced the VGG-Face network with up to 19
layers adapted from [13], which was trained on 2.6M images. This network also
achieved comparable results and has been extended to other applications. To over-
come the massive request of labeled training data, Masi et al. [23] proposed to use
domain specific data augmentation, which generates synthesis images for CASIA
WebFace collection [24] based on different facial appearance variations. Their re-
sults trained with ResNet match the state-of-the-art results reported by networks
trained on millions of images. Most of these methods focus on increasing the net-
work size to improve performance. Xiang et al. [25] presented evaluation of a
pose-invariant 3D-aided 2D face recognition system (UR2D), which is robust to
pose variations as large as 90°. Different CNNs are integrated in face detection,
landmark detection, 3D reconstruction and feature extraction. Eight patches are
created to overcome the pose variation problem.
This paper focuses on patch-based face recognition. Although previous patch-
based methods have achieved great performance, they still suffer from two draw-
backs: (a) the performance is much affected by patch size and patch division,
which is assigned by experimental experience and varies in different datasets.
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(b) since each patch is handled individually, the correlations between different
patches is ignored. To overcome these drawbacks, a Hierarchical Multi-Label
(HML) matcher is proposed by introducing hierarchical patch division and patch
correlations. Each face image is hierarchically divided into multi-level patches
for signature generation. During the matching, a local matching is obtained for
each patch based on its local classifier. Then, the global matching of each patch
is learned based on different types of hierarchical relationships. Last, the global
matchings of different levels of patches are combined to obtain the final matching.
The contributions of this paper are improving face recognition performance
by a HML-based matcher with two new techniques: (i) unifying facial patch divi-
sion in face recognition, which is achieved by two ways to construct hierarchical
patches. (ii) exploring the correlations between different patches based on their
hierarchical relationships, which is a step usually neglected by previous methods.
Parts of this work have been published in Zhang et al. [26]. In this paper, it is
extended by providing: (i) a hierarchical two-level patch division based on texture-
lifted image; (ii) more general applications of face recognition in the wild; (iii) the
evaluation on the UR2D system [25]; (iv) the statistical analysis of the evaluation
based on signatures from both 2D image and texture-lifted image.
The rest of this paper is organized as follows: Section 2 presents related work.
Section 3 describes the patch division with signatures. Section 4 introduces the
proposed matcher. The experimental design, results and analysis are presented in
Section 5. Section 6 concludes the paper.
2. Related work
Local features computed from small patches of the face image are less likely
to be corrupted than global features. Applying local features starts from the
component based method, where local features are extracted and combined first.
Then, classifiers are built on the combined local features. Heisele et al. [27]
introduced the component based Support Vector Machines (SVM) to avoid pose
changes. Subspace models are also extended to component based methods, for
example Principal Component Analysis (PCA) and Fisher Linear Discriminant
(FLD) [28, 29]. Different machine learning algorithms have been introduced into
patch-based methods. Martinez [30] proposed to divide face images into several
local patches and model each patch with a Gaussian distribution. The final match-
ing is reached by summing the Mahalanobis distance of each patch. Wright et al.
[3] extended SRC into a patch version that achieves better performance by a voting
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ensemble. Taking into account the global holistic features, Su et al. [10] devel-
oped a hierarchical method that combines both global and local classifiers. Fisher
linear discriminant classifiers are applied to global Fourier transform features and
local Gabor wavelet features. A two-layer ensemble is proposed to obtain the final
matching. To overcome the impact of patch scale, multi-scale patch-based meth-
ods were proposed. Yuk et al. [31] proposed the Multi-Level Supporting scheme
(MLS). First, Fisherface based classifiers are built on multi-scale patches. Then, a
criteria-based class candidate selection technique is designed to fuse local match-
ing. Zhu et al. [5] developed Patch-based CRC (PCRC) and Multi-scale PCRC
(MPCRC). Constrained `1-regularization is applied to combine each patch’s local
matching.
To learn data-driven features, Zhen et al. [32] proposed the Discriminant Face
Descriptor (DFD) that learns the most discriminant local features by minimizing
the difference of the features from the same person and maximizing the difference
of the features from different people. Lu et al. [33] developed the Compact Binary
Face Descriptor (CBFD) which learns binary codes by removing the redundancy
information with unsupervised learning. Zhang et al. [34] proposed a resolution-
variance robust representation strategy based on LBP and Gabor features. PCA
and LDA are used to reduce feature dimension. To exploit the contextural infor-
mation, Duan et al. [35] proposed a context-aware local binary feature descriptor
by limiting the number of bitwise changes in each descriptor. The limitation of
these methods is that they rely on shallow feature descriptors.
Deep neural network based patch methods have also been developed. Mansanet
et al. [36] proposed a model called Local Deep Neural Network (Local-DNN) for
general recognition based on two key concepts: local features and deep architec-
tures. The model learns features from small overlapping regions using discrim-
inative feed-forward networks with several layers. Inspired by spatial pyramid
pooling in image classification, Shen et al. [37] introduced a simple and effi-
cient feature extraction method based on pooling local patches over a multi-level
pyramid. Coupled with a linear classifier, the learned features can achieve state-
of-the-art performance on face recognition.
For face recognition in an occlusion scenario, researchers also developed meth-
ods to detect and eliminate the occluded patches [38]. Oh et al. [39] intro-
duced the Selective Local Non-Negative Matrix Factorization (S-LNMF) method.
First, PCA and the Nearest Neighbor (NN) classifier are applied to detect the
occluded patches. Then, LNMF-based recognition is performed on the occlusion-
free patches. Zhao et al. [40] proposed to partition the face image into two layers
and use the difference of sparsity to detect the occluded patches. The final match-
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ing is also obtained based on the unoccluded patches. The problem with these
methods is they are sensitive to the performance of occlusion detection.
Hierarchical Multi-label Classification (HMC) is also related to the proposed
framework. In HMC, each sample has more than one label and all these labels are
organized hierarchically in a tree or Direct Acyclic Graph (DAG) [41, 42]. Hier-
archical information in tree and DAG structures is used to improve classification
performance [43, 44]. Here, a hierarchical multi-label based matcher is intro-
duced by making use of the hierarchical relationships between different patches
to improve their local matchings.
3. Signatures based on hierarchical patch division
3.1. Signature S2D for 2D image
A non-overlapping hierarchical multi-level patch division is built based on 2D
face image. Let D = {1, 2, · · · , D} represent a set of hierarchical levels. Given
a face image X ∈ Ru×v, it is set to be level 1. First the level 1 image is divided
and obtain the level 2 patches. Then each patch on level 2 is divided, and obtain
the patches on the next level. By dividing the patches from level 1 to level D− 1,
all the hierarchical patches are obtained. Let Xi,j ∈ Rui,j×vi,j denote the jth patch
on level i. Let N and Ni denote the total number of patches and the number of
patches on level i, respectively. So N =
∑D
i=1Ni. Meanwhile, a hierarchical
label set is defined by L = {li,j} as the ground truth label, where li,j represents
the label of patch Xi,j . Note that li,j ∈ {1, 2, · · · , C}, and C represents the total
number of identities in the gallery.
By now, the 2D face image has been divided into multi-level patches and as-
signed a hierarchical label for each patch. Based on this patch division, any feature
extraction technique can be used to generate signature S2D = {S2Di,j }, where Si,j
represent the patch-signature for the jth patch on level i. If all the patches have
the same patch-signature size of B. The size of S2D is N ×B. Figure 1 depicts an
example of a 3-level partition and its corresponding patch and label hierarchies.
In practice, to emphasize local information, the level 1 image can also start with
divided patches rather than the original face image. Thus, the corresponding label
hierarchy becomes a free tree without any root.
By organizing multi-level patches hierarchically, the dependence between dif-
ferent patches can be explored based on the relationships between their labels.
Following the definitions in HMC [45, 41], five patch notations are defined and
their three hierarchical patch relationships are: “parent-child”, “ancestor-descendant”
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Figure 1: An example depicted of 3-level tree-structured patch division for 2D facial image. (a)
Hierarchical face division. (b) Patch hierarchy. (c) Label hierarchy.
Table 1: The HML patch notations with examples based on Figure 1.
Notations Meanings Patch Relationship Examples Label Relationship Examples
↑ (Xi,j) Parent patches of Xi,j X1,1 =↑ (X2,1) l1,1 =↑ (l2,1)
↓ (Xi,j) Child patches of Xi,j X2,1 =↓ (X1,1) l2,1 =↓ (l1,1)
⇑ (Xi,j) Ancestor patches of Xi,j X1,1 =⇑ (X3,1) l1,1 =⇑ (l3,1)
⇓ (Xi,j) Descendant patches of Xi,j X3,1 =⇓ (X1,1) l3,1 =⇓ (l1,1)
⇐⇒ (Xi,j) Adjacent sibling patches of Xi,j X2,2 =⇐⇒ (X2,1) l2,2 =⇐⇒ (l2,1)
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and “’adjacent siblings”. The notations and examples are shown in Table 1. Sib-
ling relationship is only defined when two patches have the same parent patch and
they are adjacent. The reason of excluding non-adjacent siblings is to differentiate
patches of the same level.
3.2. Signature STL for texture-lifted image
To overcome the pose variation problem, a partially overlapping tree-structured
patch division is built based on texture-lifted image and integrate the partition on
the patch-based UR2D system [25]. Facial texture lifting is a technique that lifts
the pixel values from the original 2D images to a UV map [46]. Given an original
image, a 3D-2D projection matrix [47], a 3D AFM model [48], it first generates
the geometry image, each pixel of which captures the information of an existing
or interpolated vertex on the 3D AFM surface. With the geometry image, a set of
2D coordinates referring to the pixels on an original 2D facial image is computed.
Thus, the facial appearance is lifted and represented into a new texture image. The
3D model and a Z-Buffer technique are applied to estimate the occlusion status for
each pixel. This process also generates an occlusion mask. In the UR2D system,
eight patches are extracted on the texture-lifted image. Then, Deep Pose Robust
Face Signature (DPRFS) is extracted for each patch [25]. Due to large pose vari-
ations, some patches may be occluded. Each patch-signature contains two part:
feature vector STL with size of 512 and a binary occlusion encoding OTL, which
indicates whether the patch is occluded or not. Let STL = {STLi,j , OTLi,j } represent
the signature based on texture-lifted image. The STL signature size is 8×512+8.
In the UR2D system, the matching score is computed by adding the cosine
similarity scores of non-occluded patches directly. The major limitation is that
the patch correlations are ignored. Here, based on the eight patches in the UR2D
system, a two-level partially overlapping tree-structured patch division is created.
An example from the UHDB31 dataset [49] is shown in Figure 2. As with the
UR2D system, the mouth patch is ignored due to expression variations. Building
deeper or non-overlapping HML structures is also considered. However, DPRFS
requires larger facial region to extract discriminative deep features. Following
previous patch division for 2D image, the patch and label relationships are also
built.
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Figure 2: An example depicted of 2-level tree-structured patch division for texture-lifted image.
(a) Texture-lifted image. (b) Eight patch division in UR2D. (c) the patch hierarchy.
4. Hierarchical multi-label matcher
4.1. Local matching
Given a face image set X =
{
X1, X2, · · · , XM} and its class label set Y =
{y1, y2, · · · , yM}, where ym ∈ {1, 2, · · · , C} and m ∈ {1, 2, · · · ,M}, the corre-
sponding hierarchical patch sets are denoted byXi,j =
{
X1i,j, X
2
i,j, · · · , XMi,j
}
. As
a patch-based method, local classifiers F = {fi,j(Xi,j)} are built for each patch
separately. Let P = {pmi,j} denote the local matching set, where pmi,j represents the
matching labels of Xmi,j , and p
m
i,j ∈ {1, 2, · · · , C}. Thus:
pmi,j = fi,j(X
m
i,j). (1)
The local matching is both signature-free and classifier-free. Any of the classifiers
(e.g., NN, SRC and CRC) can be used based on any signatures (e.g., LBP, Gabor
feature, gray value and CNN feature). For the signature of 2D image, gray value
followed by CRC is evaluated. For the signature of texture-lifted image, ResNet
based CNN feature followed by cosine similarity is evaluated.
4.2. Hierarchical global matching
There are several reasons why local matching is not accurate and only some
patches return promising results. First, variations from facial expressions, illumi-
nation and occlusion affect different patches differently. Second, some patches are
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less discriminative than other patches. Third, human faces exhibit distinct struc-
tures and characteristics on different-scale patches [5]. Previous methods usually
relied on different patch sizes and ensemble methods to address these challenges.
However, the correlations between different patches are neglected. In this paper,
the hierarchical relationships between locally related patches are used to improve
each patch’s local matching and get its new label matching, which is referred as
“global matching”. Let Q = {qmi,j} denote the global matching set, where qmi,j rep-
resents the global matching ofXmi,j , and q
m
i,j ∈ {1, 2, · · · , C}. A global classifier is
defined for each patch to learn the correlation between its global matching and the
local matchings of itself and its parent patches, adjacent sibling patches and child
patches (if any). For patch Xi,j , its hierarchical matching matrix is defined as
Hi,j = [f(Xi,j), f(↑ (Xi,j)), f(↓ (Xi,j)), f(⇐⇒ (Xi,j))] ∈ RM×Si,j , where each
element hm,si,j represents the local matching of the s
th hierarchically related patch
for the mth sample and Si,j represents the total number of hierarchically related
patches. Let G = {gi,j(Xi,j, Hi,j)} represent the learned global classifier set, so:
qmi,j = gi,j(X
m
i,j, H
m
i,j). (2)
Take occlusion for example. Figure 3 depicts the intuition of the proposed method
in an occlusion scenario. It can be observed that, for the occluded patchX2,2, three
types of hierarchically related patches (parent patch X1,1, adjacent sibling patch
X2,1 and child patchesX3,3 andX3,4) will contribute to correct the erroneous local
matching and obtain the robust global matching. Another example in a texture-
lifted image is shown in Figure 4.
4.2.1. Majority voting (V-HML)
Voting is the most popular ensemble technique in patch-based methods. It
is easy and training-free. The global matching of a probe patch is simply given
by the majority local matching of all the hierarchically related patches. For the
patches that have more than one majority matching candidate, the one that gives
higher average similarity is selected. The drawback is that majority voting ignores
the important differences between different hierarchically related patches. As it
can be observed in the example of patch X2,2 in Figure 3, compared with the child
patches X3,3 and X3,4, the adjacent sibling patch X2,1 and the parent patch X1,1
provide more discriminative information.
4.2.2. `1-regularized weighting (W-HML)
Based on the above analysis, different weights are introduced to the hierar-
chically related patches. Let wi,j = {w1i,j, w2i,j, · · · , wSi,ji,j }T represent the weight
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Figure 3: The intuition behind the proposed matcher on 2D image depicted in an occlusion sce-
nario. (a) Tree-structured HMC patch division on an occluded image. (b) Global matching cor-
rection. The occluded region is marked by a black rectangle. For the occluded patch X2,2 in (a),
red, yellow, green, cyan arrows represent the contributions of itself, parent, adjacent sibling and
child patches, respectively. In (b), it can be observed that the global matching of patch X2,2 gives
a more robust matching.
vector of the patches related toXi,j , and
∑Si,j
s=1w
s
i,j = 1. Following [5], a decision
matrix Zi,j = {zm,si,j } ∈ RM×Si,j is defined as:
zm,si,j =
{
+1, if ym = hm,si,j
−1, if ym 6= hm,si,j . (3)
Note that zm,si,j = 1 means that h
m,s
i,j gives a correct matching, otherwise it gives a
wrong matching. To measure the misclassification of all the hierarchically related
patches, the ensemble margin of the mth sample can be defined as:
ε
(
Xmi,j
)
=
Si,j∑
s=1
wsi,jz
m,s
i,j . (4)
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Figure 4: An example of the proposed matcher on texture-lifted image depicted in large pose
scenario. (a) Tree-structured HMC patch division on a texture-lifted image. (b) Global matching
correction. The occluded region is due to pose variation. For the occluded patch in (a), red,
yellow and green arrows represent the contributions of itself, parent and adjacent sibling patches,
respectively. In (b), it can also be observed that the global matching q2,7 corrects the local matching
p2,7.
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For the sample set X, the ensemble loss under square loss can be defined as:
Loss (Xi,j) =
M∑
m=1
[
1− ε (Xmi,j)]2
=
M∑
m=1
1− Si,j∑
s=1
wsi,jz
m,s
i,j
2
= ‖e− Zi,jwi,j‖22,
(5)
where e = [1, 1, · · · , 1]T , and dim(e) = Si,j . Considering that some hierarchi-
cally related patches do not make much contribution, like patch X2,2’s adjacent
sibling patch X3,3 in Figure 3, the sparsity of wi,j is enforced with `1-norm. Also
the learned weights should be positive. With these constraints, the optimization
problem becomes:
‖e− Zi,jwi,j‖22 + λ ‖wi,j‖1
s.t.
∑Si,j
s=1w
s
i,j = 1, w
s
i,j > 0, s = 1, 2, · · · , Si,j.
(6)
Using the same strategy as [5], converting the weight constraint to ewi,j = 1, and
adding to the objective function:
w∗i,j = argminwi,j{
∥∥e′ − Z ′i,jwi,j∥∥22 + λ ‖wi,j‖1}
s.t. wsi,j > 0, s = 1, 2, · · · , Si,j
, (7)
where e′ = [e; 1], Z ′i,j =
[
Zi,j; e
T
]
. The function can be solved using popular `1-
minimization methods. After weight learning, for a testing patch Xˆki,j , the global
matching is qˆki,j = argmaxc{
∑
wsi,j|hˆk,s = c}.
4.2.3. Decision rule (R-HML)
To find the hidden relationships between different hierarchically related patches,
another good method is to use rule-based classifiers [50, 51]. The advantages in-
clude: easy to interpret and fast to generate. For the example of patch X2,2 in
Figure 3, a simple decision rule is:
(f (⇐⇒ Xi,j) = c) ∧ (f (↑ Xi,j) = c)
7−→ (g(Xi,j, Hi,j) = c).
(8)
Considering the variety of hierarchical relationships, Random Forest [51] is
used to learn the global matching of each patch. Figure 5 depicts an example of
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Figure 5: An example depicted the per-patch accuracy comparison between local matching and
global matching (%). (a) Local level 1. (b) Local level 2. (c) Local level 3. (d) Local level 4. (e)
Local level 5. (f) Global level 1. (g) Global level 2. (h) Global level 3. (i) Global level 4. (j)
Global level 5. It can be observed that, after hierarchical global learning, per patch accuracy is
improved significantly on different levels.
the comparison between local matching and global matching in the Extended Yale
B dataset [52] under the Random Forest based global classifier. A 5-level non-
overlapping HML patch division is constructed on each face image. The local
matching of each patch is obtained based on the simplest choices of classifier and
features (NN and gray value).
4.3. Hierarchical ensemble
Combining multi-level global matching is an ensemble learning problem. Ev-
ery method introduced above for single patch global matching learning can be ap-
plied to combine the global matchings of different levels. The proposed matcher
focuses on hierarchically global learning, so the majority voting is used to get the
final matching. The proposed matcher for training and deploying is summarized
in Algorithms 1 and 2, respectively.
5. Experiments
This section evaluates the hierarchical patch division and the HML matcher
with two signatures (S2D and STL) in different face recognition scenarios sepa-
rately.
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Algorithm 1: The HML Matcher: Training
Input: Training set X =
{
X1, X2, · · · , XM} and class label set
Y =
{
y1, y2, · · · , yM}
Output: Local classifier set {fi,j(Xi,j)}, global classifier set
{gi,j(Xi,j, Hi,j)} and final matching rule O({qi,j})
1 Partition training images hierarchically to {Xmi,j}
2 Build local classifier fi,j(Xi,j) for each patch Xi,j
3 for i← 1 to D do
4 for j ← 1 to Ni do
5 Construct hierarchical matching matrix Hi,j
6 Build global classifier gi,j(Xi,j, Hi,j)
7 Learn global matching set {qi,j}
8 Learn final matching rule O({qi,j})
9 return {{fi,j(Xi,j)}, {gi,j(Xi,j, Hi,j)}, O({qi,j})} ;
Algorithm 2: The HML Matcher: Deploying
Input: Probe set Xˆ =
{
Xˆ1, Xˆ2, · · · , XˆK
}
, local classifier set {fi,j(Xi,j)},
global classifier set {gi,j(Xi,j, Hi,j)} and final matching rule
O({qi,j})
Output: Matched label set Yˆ =
{
yˆ1, yˆ2, · · · , yˆK}
1 Partition probe images hierarchically to {Xˆki,j}
2 Compute local matching fi,j(Xˆi,j) for each patch Xˆi,j
3 for i← 1 to D do
4 for j ← 1 to Ni do
5 Construct hierarchical matching matrix Hˆi,j
6 Compute global matching set {qˆi,j}
7 Apply final matching rule O({qˆi,j})
8 return {Yˆ} ;
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5.1. Signature S2D evaluation
The HML matcher is first evaluated on the 2D face recognition task in an oc-
clusion scenario with the Extended Yale B dataset [52] and the AR dataset [53].
The Extended Yale B dataset contains 38 subjects under 9 poses and 64 illumi-
nation conditions. The image number of each subject ranges from 59 to 64. To
introduce synthetic occlusion on each face image, the classic mandrill image is
resized to cover 25% of pixels at random location. The AR dataset contains over
4,000 color face images of 126 subjects with real occlusion and different facial
expressions. As in [6, 5], a subset is used with both illumination and expression
changes that contains 50 male subjects and 50 female subjects. Each subject has
26 images. All the face images are resized to 32× 32.
Based on the size of face image, a 5-level patch division is built for each
image; the numbers of patches on each level are: 1 × 1, 1 × 2, 2 × 2, 4 × 4,
8 × 8, respectively. According to the best result from [5], CRC is chosen as the
local classifier. In CRC, the regularization parameter is set to 0.001. V-HML is
used to represent the voting based method. In W-HML, the parameter λ is set to
0.1. In R-HML, the number of trees is set to 150. The baseline methods are MLS
and MPCRC. In MLS, the parameter ω is set to 0.1. Gray value is used as the
original feature. PCA is applied to reduce dimensionality of each patch to 100
(the smaller size patches with less than 100 pixels keep their original features). To
ensure fairness across subjects, The greatest common number of images are first
selected randomly for each subject. Then different proportions of the selected
images are used for training and testing. All the experiments were run 10 times.
The influence of D is first tested with 20% of training data. The performance
is depicted in Figures 6 and 7. The results of different methods are presented in
Figures 8 and 9 (D is set to 4 in V-HML and 5 in W-HML and R-HML).
It can be observed in Figures 6 and 7 that different HML methods achieve
the best performance at different levels. V-HML performs best with 4-level path
division, while W-HML and R-HML perform best with 5-level path division. In
Figure 8 it can be observed that, in the Yale B dataset, W-HML performs better
than other methods under different percentages of training data. V-HML achieves
better or comparable results compared to R-HML, MPCRC and MLS. The results
of V-HML under 40 % and 50 % of training data (81.37 %, 83.47%) are slightly
below than that of MPCRC (83.81%, 85.03%). In Figure 9, similar results can
be observed in the AR dataset. W-HML achieves the best results under differ-
ent percentages of training data. V-HML performs better than R-HML and other
methods.
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Figure 6: The accuracy performance computed on the Extended Yale B dataset with different
depths of HML patch division.
Figure 7: The accuracy performance computed on the AR dataset with different depths of HML
patch division.
16
Figure 8: The accuracy performance of different methods computed under different percentages
of training data on the Extended Yale B dataset with 25% block occlusions.
Figure 9: The accuracy performance of different methods computed under different percentages
of training data on the AR dataset with real occlusions.
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5.2. Signature STL evaluation
The evaluation of the proposed HML matcher on the UR2D system is evalu-
ated with two types of face recognition scenarios: constrained environment and
unconstrained environment. The datasets used for testing are the UHDB31 dataset
[49, 54] and the IJB-A dataset [55, 56]. The UHDB31 dataset contains 29,106
color face images of 77 subjects with 21 poses and 18 illuminations. To exclude
the illumination changes, a subset with natural illumination is selected for eval-
uation. To evaluate the performance of cross pose face recognition, the frontal
pose (pose-11) face images are used as gallery and the remaining images from
20 poses are used as probe. Figure 10 shows the example images from different
poses. The IJB-A dataset [55] contains images and videos from 500 subjects cap-
tured from “in the wild” environments. This dataset merges images and frames
and provides evaluations on the template level. A template contains one or several
images/frames of one subject. According to the IJB-A protocol, it splits galleries
and probes into 10 splits. In this experiment, the same modification as [25] is fol-
lowed for use in close-set face recognition. The latest UR2D is used as a baseline
pipeline with both PRFS and DPRFS features [47]. In addition, the results are
also compared with VGG-Face, FaceNet, COTS v1.9 and ResNet [25, 23, 57].
The performance of FaceNet on IJB-A is ignored due to identity conflicts.
To create a training set, synthetic images are generated in the UHDB31 dataset.
Each gallery image is rotated, masked and cropped to create 150 images. Then,
half of them are used as sub-gallery and the other half is used as sub-probe. In the
IJB-A dataset, sub-gallery and sub-probe sets are also created based on gallery im-
ages. The sub-sets are used to train the HML matcher. The local matching of each
patch is computed based on the DPRFS feature and cosine similarity matching.
In this more challenging task, the V-HML and W-HML failed to obtain good
performance due to large poses in constrained environment and variations in un-
constrained environment. Here the results are reported based of R-HML. Table 2
and Table 3 show the results on the two datasets. The number of tree is set to 150.
The sensitivity analysis of the number of trees is shown in Figure 11.
From the results of Table 2, it can be observed that, the R-HML matcher can
improve the performance of 4 poses and maintain the excellent performance on
other poses. From Table 3, improvements can also be observed on most of the
splits. From Figure 11 it can be observed that different performance is obtained
with different number of trees. The parameter is learned from the training sets.
The limitation of the proposed models is that they require re-training based on
new gallery images.
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Figure 10: Depicted image examples of different poses in the UHDB31 dataset.
Table 2: Rank-1 performance of different methods computed on the UHDB31 dataset (%). The
methods are ordered as VGG-Face, COTS v1.9, FaceNet, ResNet, UR2D-PRFS, UR2D-DPRFS
and R-HML.
PPPPPPPPPPitch
Yaw
-90° -60° -30° 0° +30° +60° +90°
+30°
14,11,58, 70,
48,82,82
69,32,95, 99,
90,99,99
94,90,100, 100,
100,100,100
99,100,100, 100,
100,100,100
95,93,99, 99,
100,99,99
79,38,92, 96,
95,99,99
19,7,60, 57,
47,75,77
0°
22,9,84,94,
79,96,98
88,52,99, 100,
100,100,100
100,99,100, 100,
100,100,100 -
100,100,100, 100,
100,100,100
94,73,99, 100,
100,100,100
27,10,91,88,
84,96,96
-30°
8,0,44,49,
43,75,77
2,19,80, 97,
90,97,97
91,90,99, 100,
99,100,100
96,99,99, 100,
100,100,100
96,98,97,100,
99,100,100
52,15,90, 96,
95,96,99
9,3,35, 47,
58,79,79
Table 3: The Rank-1 performance of R-HML computed on the IJB-A dataset (%).
Methods split-1 split-2 split-3 split-4 split-5 split-6 split-7 split-8 split-9 split-10 Average
VGG-Face 76.18 74.37 24.33 47.67 52.07 47.11 58.31 54.31 47.98 49.06 53.16
COTS v1.9 75.68 76.57 73.66 76.73 76.31 77.21 76.27 74.50 72.52 77.88 75.73
ResNet 77.15 74.61 75.11 76.91 75.25 77.06 78.48 76.84 73.83 77.07 76.23
UR2D-PRFS 49.01 49.57 48.22 47.75 48.85 44.46 52.46 48.22 43.48 48.79 48.08
UR2D-DPRFS 78.78 77.60 77.94 79.88 78.44 80.57 81.78 79.00 75.94 79.22 78.92
R-HML 79.52 77.62 77.34 79.58 78.82 80.78 81.92 79.30 76.37 79.72 79.10
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(a) (b)
Figure 11: The sensitivity of the number of trees computed in R-HML. (a) UHDB31. (b) IJB-A.
5.3. Statistical Analysis
In this section, statistical analysis is first performed for the five methods (MLS,
MPCRC, V-HML, W-HML, R-HML) over eight data splits in the above experi-
ments (four from The Extended Yale B dataset and four from the AR dataset).
Following Demsˇar et al. [58], the Friedman test [59, 60] and the two tailed
Bonferroni-Dunn test [61] are used to compare multiple methods over multiple
datasets. Let rji represent the rank of the j
th of k algorithm on the ith of N
datasets. The Friedman test compares the average ranks of different methods,
by Rj = 1N
∑
i r
j
i . The null-hypothesis states that all the methods are equal, so
their ranks Rj should be equivalent. The original Friedman statistic [59, 60],
X 2F =
12N
k(k + 1)
[
∑
j
R2j −
k(k + 1)2
4
], (9)
is distributed according to X 2F with k − 1 degree of freedom. Limited by its
undesirable conservative property, Iman et al. [62] introduced a better statistic
FF =
(N − 1)X 2F
N(k − 1)−X 2F
, (10)
which is distributed according to the F-distribution with k−1 and (k−1)×(N−1)
degrees of freedom. First the average rank of each method is computed. The
results are summarized in Table 4. The FF statistical value based on (10) is
computed as 133. With five methods and eight dataset splits, FF is distributed
with 5− 1 and (5− 1)× (8− 1) = 28 degrees of freedom. The critical value of
F (4, 28) for α = 0.10 is 2.157 < 133, so the null-hypothesis is rejected. Then,
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Table 4: The average rank of each method.
Measurements MLS MPCRC V-HML W-HML R-HML
Accuracy 5 3.5 2 1 3.5
the two tailed Bonferroni-Dunn test is applied to compare each pair of methods
by the critical difference:
CD = qα
√
k(k + 1)
6N
, (11)
where qα is the critical values. If the average rank between two methods is larger
than critical difference, the two methods are significantly different. According to
Table 5 in [58], the critical value of five methods when p = 0.10 is 2.241. The
critical difference is computed as CD = 2.241
√
5×6
6×8 = 1.77. Thus, W-HML
performs significantly better than MLS, MPCRC and R-HML (the difference be-
tween W-HML and MPCRC or R-HML, 3.5−1 = 2.5 > 1.77). V-HML performs
statistically better than MLS. The average rank differences between MPCRC and
V-HML or R-HML is smaller than the critical value 1.771, so they are not signifi-
cantly different.
The Friedman test [59, 60] and the two tailed Bonferroni-Dunn test [61] are
also used to compare the performance of UR2D-DPRFS(the best baseline) and
R-HML on the 30 data splits (20 from UHDB31 and 10 from IJB-A). First the
average ranks of UR2D-DPRFS and R-HML are 1.67 and 1.33, respectively. The
FF statistical value of Rank-1 accuracy is computed as 3.64. With two methods
and 30 data splits, FF is distributed with 2−1 and (2−1)×(30−1) = 29 degrees
of freedom. The critical value of F (1, 29) for α = 0.10 is 2.88 < 3.64, so the
null-hypothesis is rejected. Then, the two tailed Bonferroni-Dunn test is applied
to compare the two methods by the critical difference. The critical value of two
methods when p = 0.10 is 1.65. the critical difference is computed as CD =
1.65
√
2×3
6×30 = 0.30. In conclusion, under Rank-1 accuracy, R-HML performs
significantly better than UR2D-DPRFS (the difference between ranks is 1.67 −
1.33 = 0.34 > 0.30).
6. Conclusion
This paper presented a HML based matcher for patch-based face recognition.
The proposed matcher builds multi-level patches hierarchically and uses the hier-
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archical relationships to improve the local matching of each patch. The proposed
matcher achieved better results compared to previous methods. Compared with
the UR2D system, the proposed matcher can improve the Rank-1 accuracy signif-
icantly by 3% and 0.18% on the UHDB31 dataset and IJB-A dataset, respectively.
The limitation of the proposed matcher is gallery generalization. Because the im-
provement is based on fix gallery subjects. Future work will focus on how to
design a data-driven and feature-driven HML division method to create different
divisions based on different datasets and features.
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