Abstract: This paper utilizes a class of Mesh Adaptive Direct Search method to design an optimal path for Unmanned Aerial Vehicles (UAVs). To this end, a multi-objective optimization problem is considered for simultaneous optimization of some conflicting objective functions under different kinds of vehicle and mission constraints. Since the path planning for UAVs in a large geographical area is a typical large-scale optimization problem, to avoid memory and computational intensive issues, different techniques such as constructing an adaptive mesh, polling, and barrier approach are incorporated in the proposed algorithm. The proposed method is tested under different scenarios and various realistic terrain environments. The results show effectiveness of the proposed method in guiding UAVs to the final destination by providing near-optimal feasible paths quickly and effectively. The results will also be compared with the Genetic Algorithm approach, which has been recently used for path planning.
Introduction
The problem of path planning for Unmanned Aerial Vehicles (UAVs) , due to its special features, has been of a great interest from two different aspects: theoretical and practical. Some research has tried to develop efficient and effective algorithms, which can overcome challenges in this field. On the other hand, others focus mostly on practical challenges of implementation based on developed algorithms in this field. For instance, in Aerospace Control Laboratory of MIT, Schouwenaars et al. (2005) implemented a Mixed Integer Linear Programming (MILP) algorithm, which is developed by Floudas (1995) for guidance system of an autonomous T-33 aircraft. This paper is motivated by the goal of addressing a new powerful mathematic algorithm for global path planning of UAVs and is called Mesh Adaptive Direct Search (MADS). The path planning problem is to generate a space path between the initial location and the final destination in known or unknown environments, with optimal or near-optimal performance under specific constraint conditions (Taati et al., 2006) . One idea for path planning is to introduce a series of waypoint through which a vehicle can go over the terrain to the specified point (Wang et al., 2008) . Such missions are required in diverse applications such as autonomous mobile robots (Zhang et al., 2009) , navigation and guidance of aerial and under-water vehicles (Menon et al., 1991; Petres et al., 2007) , intelligence transportation systems (Chen et al., 2007) , and space-oriented applications (Sultan et al., 2007) . In this paper, the focus is mainly on the path planning problem for UAVs, which has some attributes that distinguishes it from other applications. Some of these attributes are stealth, performance of mission, physical feasibility, and ability of performed in both global and local (Kabamba et al., 2006; Zheng et al., 2005) . The path planners are generally divided into the local and global methods. The former method works in online mode while the latter performs in off-line mode. The global path planning carries all information before any motion of the vehicle is carried out. When it is known in advance that global information is neither prefect nor predictable, there is a tendency toward designing the so-called local path planning. Although such planners lead to the loss of path optimality but their actions are still focused on reaching the target while avoiding obstacles in real time manner. Regarding this fact, addressing a reliable algorithm to provide a feasible and optimal path while to be able to cope with the local application for redeployment the path during the course in real-time manner has been a long discussed issue in UAV societies. According to Sasiadek and Duleba (2000) , the known approaches for the path planning might be divided into four categories: deterministic, stochastic, learning-based, and reflexive. The deterministic approaches are used most often in global path planners. Two deterministic techniques: the Voronoi diagram (Kingston et al., 2003; Hammouri and Matalgah, 2008; Blackmore et al., 2006; Barber et al., 2006) , and the visibility Graph (McFarland et al., 1999) are frequently used in UAVs global path planning. The Voronoi graph provides a method for creating waypoint paths through threats or obstacles in a plane. The Voronoi diagram represents a static mesh equidistant from obstacles in prespecified height. Naturally, the mesh is described by a graph with edges and nodes placed at the intersection of edges. Each edge is weighted with a real positive number denoting the difficulty of motion between two nodes it connects. The motion planning using Voronoi diagrams relies on finding a path connecting the initial and final positions of the vehicle with nodes of Voronoi diagram. Then, planning (or searching) on the graph between two nodes is performed; e.g., using the A* (Szczerba et al., 2000) or D* (Cagigas and Abascal, 2003; Ferguson and Anthony, 2006) algorithms. A complementary version of Voronoi diagram technique is the Visibility Graph, which works with polygon obstacles. In this method, a motion plan is design by searching through a static mesh with nodes located at nodes of polygon obstacles. Newly developed methods for the path planning are formulated as constraint optimization problems; two examples are Evolutionary Algorithms (EAs) (Cruz et al, 2008; Hasircioglu, et al., 2008) and Particle Swarm Optimization (PSO) (Li et al., 2006) . Genetic Algorithm (GA), as one of the most popular type of EAs, has been proven to be an efficient technique to deal with complex multi-criteria constrained problems. Therefore, it has frequently been used to solve different aspect of UAV problems (Nikolos et al., 2003; Mittal and Deb, 2007; Zheng et al., 2005) . Nikolos et al. (2003) and Mittal and Deb (2007) have focused on designing an optimal path for a single UAV that flies over the simulated terrain while Zheng et al. (2005) have optimized the path of several cooperating UAVs. In these references, the problem is formulated as finding a set of 3D point (x, y, z) that defines the trajectory to be followed by the UAV. These methods minimize several criteria and fulfill a set of constraints. Nikolos et al. (2003) and Mittal and Deb (2007) have considered only constraints in the horizontal plane; then, 3D spline is used to expand the result to a real 3D path. Most path planning approaches fall either in a computational intensive category or a memory intensive category. In this paper, by inspiring from the aforementioned methods, a new path planning algorithm will be designed. On one hand, to avoid memory intensives, similar to the deterministic path planning methods, a conceptual mesh is inscribed on the search space; this mesh is not static but rather dynamic and is able to shrink or grow in each iteration. This strategy considerably decreases the computational burdens and is very effective particularly for the case of path planning on high resolution terrains. To compromise between the optimality and the execution time, which is crucial for local path planning, each iteration of the algorithm is performed in two steps: the poll and the search. This option makes the algorithm suitable for both local and global path planning by tradeoff between the optimality and the real-time execution. Moreover, since the feasibility has a higher priority than the optimality in UAVs path planning, first, the algorithm filters out the unfeasible points; then, it searches for the optimal path.
Finally, the path is evolved, similar to constrained optimization path planning methods, by minimizing a flight cost function under the vehicle and mission constraints. In this paper, some specific practical issues of a single UAV mission are formulated while this part can be easily extended for different mission and scenario such as multi UAV path planning. Particularly, the proposed algorithm is able to handle different type of nonlinear and even discontinuous constraints. The main contributions of this manuscript can be considered as follows: 1) In the first part, a powerful mathematical optimization algorithm, which meets very well to the special demands of UAV path planning, is addressed. This method is applied for the first time to the UAV path planning problem. Different properties such as dynamic mesh, local polling, and barrier approach are of great significance in this approach that makes it a reliable and robust tool in UAV path planning. 2) A broad set of UAV dynamic and mission requirements are mathematically modeled. Some of them such as compensation for navigation system based on maximum flight length are novel and practical. 3) In the case study part, the proposed approach is compared with GA algorithm. The reliability and robustness with respect to different scenarios are the main advantages of this method as compared with GA. In fact, the proposed method rules out the possibility for readjustment of optimization parameters to converge to a feasible sub-optimal path from one scenario to another. The rest of this paper is organized as follows. Section 2 gives a brief overview of today's UAVs architecture block diagram to show how different requirements of UAV navigation from path planning to autopilot system are interconnected together. Section 3 utilizes the MADS algorithm to find the optimal path. Section 4 provides formulating the UAV cost function under its dynamic and mission constraints. Section 5 presents case study results, followed by discussions and conclusion in Section 6.
Problem Statement and Method of Solution
This section describes the UAV system architecture. As shown in Fig. 1 , the overall control and guidance system architecture for a UAV consists of five layers (Kingston et al., 2003) : the path planning, the trajectory smoothing, the trajectory tracking, the autopilot, and the UAV. In this paper, the path refers to a series of waypoints that are not time-stamped, while trajectory will refer to a time-stamped curve, which specifies the desired inertial location of the UAV at a specified time (Jung et al., 2008) . As shown in Fig has been performed previously, such as (Badkoubeh and Farrokhi, 2010) . The focus of this manuscript is on the coarsest level of the rout planning, which is the path planner (PP), as illustrated in Fig. 1 .
Fig. 1 System Modular Architecture
The proposed method to elaborate PP block is based on a powerful mathematical algorithm called Mesh Adaptive Direct Search (MADS), developed mostly by Audet and Dennis (2006) . The mathematical structure of MADS is presented in the next section.
Mesh Adaptive Direct Search Algorithm
Given an initial iteration 0 x , the MADS algorithm searches for the minimum of the function f over the space W by evaluating f at some trial points. The feasible space W is delimited by some set of general constraints 12 {,,...,} m Cccc = . The algorithm does not require derivatives of f ; hence, it would be useful in noisy environments or when several local optima exist. MADS is an iterative algorithm; two steps characterize each iteration at step k: 1) the global search and 2) the local polling. The goal in the search step is to find the minimum value of () k fx on a mesh inside the feasible space W . The mesh is constructed from a finite and fixed set in Definition 1: At iteration k, the current mesh is defined as the following union:
where k S is the finite set of points on which the objective function f is evaluated at the start of iteration k ( 0 S is a finite set of feasible points) and z is an integer vector. For convenience, the set D is also viewed as a real D nń matrix. By this definition, the mesh will be the union of sets over k S and it ensures that all previously visited points lie on the mesh. The mesh is conceptual in the sense that actually it is never constructed. In practice, one can easily make sure that the strategy for generating trial points is such that they all belong to the mesh. The goal of the iteration is to find a trial mesh point associated with the lower objective function value rather than the current one. Such a trial point is called the improved mesh point, and the associated iteration is called a successful iteration. Any strategy may be used in the search step to find the improved mesh point; however, the well-selected search strategies can greatly improve the algorithm performance. The function FMINCON in MATLAB™ optimization toolbox that works based on the Sequential Quadratic Programming (SQP 1 ) method, is used in this paper to find improve mesh points (Booker et al., 1999) . When an improved mesh point is generated in the search step, the iteration may stop or it may continue if the user wants to find a better mesh point. The next iteration will have a mesh size parameter Definition 2: At iteration k, the MADS frame is the set Selecting the above frame may not be the best selection, but it ensures a non-negative span set in the space. Furthermore, according to Lewis and Torczon (2002) the radii of successive frames must converge to zero at a slower rate than the mesh size parameter. Therefore, the following rule ensures convergence:
When the polling step fails to generate an improved mesh point, the frame is called a minimal frame and the frame center k x is called the minimal frame center. At iteration k, the following rule to update the mesh size parameter is selected:
When the iteration fails in finding an improved mesh point, the next iteration is initiated from any point D is reduced using (4) to increase the mesh resolution, and thus, to allow the search at trial points closer to the best current solution.
(a) (b) D is much smaller than the polling size parameter that allows many more possibilities in the frame construction. Each iteration of MADS is performed without considering constraints. Henceforth, a method called barrier is employed to incorporate the general nonlinear constraints (Audet and Dennis, 2004) . In this method, a second objective nonnegative function h is defined as . In other words, h filters out unfeasible points for the cost function f. Therefore, we are dealing with a biobjective optimization problem, where minimization of h has higher priority than minimization of f in a path planning problem where the feasible solution is more important than the optimality this option might guarantee for the feasibility of the final result. If the limit point x does not violate the constraints, the algorithm continues as mentioned before. However, when the constraints are violated, then f = h(x) (i.e. f will be equal to h evaluated at point x). Moreover, when the violation of constraints passes a predefined bound, h is set equal to +¥ (e.g. a sufficiently large number in software implementation) unconditionally. This method not only allows the algorithm to handle a wide class of nonlinear constraints but also avoids expensive computation of the cost function when constraints are violated. Fig. 3 illustrates an example of how to incorporate the barrier approach for the case of 2 ¡ . In Fig. 3 (a) , f =15 is assumed as an improved mesh point. Polling is performed around this point and f = 18 is selected as the next refine point which has bigger cost function but the value of h is smaller. Hence, polling in the new direction is performed around this point and the point that passes the predefined bound; moreover, h is set to a large number (Fig. 3 (b) ). In the sequel, the problem associated with a single UAV mission is formulated and then it is solved using MADS algorithm. 
Path Planning Cost Function and Constraints
This Section represents the problem of a typical single UAV mission, which is formulated as a flight cost function and a set of missions and vehicle constraints. This part can be easily extended for different scenarios such as multi-UAV planning by adding different terms in objective function and constraints. Particularly, since no limitation is imposed by algorithm, one can easily define and solve different scenarios including nonlinear and even discrete terms. A path consists of a series of segments. Therefore, constraints and cost function can be defined based on segments.
Cost Function for Flight Path
The cost function for the flight path is defined as 
where j K is a weighting factor assigned to the j th NFZ, site N is the number of NFZs, and path N is the number of waypoints.
Eq. (6) defines the MADS objective function, f . As it was mentioned before, the goal is to find the minimum value of this function on the feasible space W . The feasible space W is delimited by some set of general constraints 12 {,,...,} m Cccc = . The set of constraints of the problem is defined in the followings.
Constraints in UAV Path Planning
Constraints are likewise defined based on segments. As it is conventional, the first and the last waypoints (after/before the lunch/target point, respectively) are left free to be defined by the user in the path planning software, thus the constraints are applied for the 2 nd segment up to the th (1) nsegment. The following constraints, due to the dynamic restrictions of the UAV and the mission, are considered in this paper: 1) Minimum/Maximum Path Leg Length: Leg length is defined as the distance between two consecutive waypoints. Assuming that the minimum and the maximum path leg lengths are designated as min l and max l , respectively. The earlier is computed according to the vehicle operation frequency or the maximum delay time of the vehicle to respond to control commands, and the latter is computed based on the maximum inertial navigation error, which can be compensated by the aided navigation system. Hence, this constraint can be written as 
where i h is the altitude above the terrain for the i th path segment.
4) Maximum Turning Angle:
If the maximum turning angle constraint for the vehicle is denoted byy , then the maximum turning angle constraint can be expressed as 
where z i is the altitude of the i th waypoint.
6) Maximum Climb/Dive slope: Air vehicles cannot reach a greater slope than the one imposed by their dynamic characteristics that is usually different when the UAV is climbing (Rate of Climbing, ROC) than when it is diving (Rate of Diving, ROD). These constraints must be defined in advance. This can be formulated as
where
7) Terrain Avoidance: This constraint is defined to provide flight paths with a safe distance from the Terrain. Some trial points between two consecutive waypoints, say (,,) iiii wpxyz = and 1111 (,,) iiii wpxyz ++++ = , are checked in order to confirm that there is a safe distance between these points and the terrain points. Toward this, based on the two-point form of a line equation, we can calculate the altitude, z, for n fixed sampled points between wp i and wp i+1 on the straight line connecting these two points as
Then,
Test zxy in (15) 
where Clearance z is the clearance height between the altitude of the (x, y) of the test points on the straight line connecting wp i to wp i+1 and the terrain altitudes around (x, y) with a safety distance defined as safety xyR D=D= .
It is should be mentioned that this constraint is usually not violating as the earth map varying smoothly. However, for cases of human-made high-rises or very low altitude flights, this constraint would be of more importance. In such circumstances, this constraint can be elaborated further by selecting bigger values for n, or different values for safety R .
The aforementioned set of seven constraints delimits the feasible space W . As it is accustomed in optimization algorithms, the constraints violation is defined by negative values, i.e.
0 for 1,,7 j Cj <= K . Therefore, the second objective function, h in (5), takes its value equal to summation of absolute value of min(0,) for 1,,7 j Cj = K .
Case Study
In this section, the formulated optimization algorithm, given in the preceding section, will be used to solve the path planning problem for different terrains and constraints. Since the Genetic Algorithm (GA) has been used recently to solve the same optimization problem, the performance of the proposed algorithm will be compared with that of the GA approach. The algorithms are tested under various types of real and simulated terrains. For the sake of comparison, some terrains are taken from (Nikolos et al., 2003) . Moreover, the GA parameters such as the mutation and the crossover are also selected similar to this reference with population size = 100, threshold = 0.5, heuristic crossover probability = 0.25, classic crossover probability = 0.5, heuristic mutation probability = 0.05, and classic mutation probability = 0.13, elite count = 5, for more details about GA readers are referred to Nikolos et al., 2003; Mittal and Deb, 2007; Zheng et al., 2005, and references therein. Figs. 4 (a) and (b) show the results for MADS and GA, respectively. The terrain is described with 100×100 nodes. Moreover, six free-to-move waypoints are selected for both algorithms. The CPU time (on a desktop computer with 2.8 GHz CPU and 3GB of RAM) for MADS is equal to 1.12 Second with the minimum objective function approximately equal to 89. These numbers for the GA are equal to 0.94 sec. and 297, respectively. It should be noted that, both algorithms (i.e., MADS and GA) are coded as m-files in MATLAB™ software in order to compare the relative computational expenses. Due to the fact that MATLAB™ performs the run-time compiling in terms of memory allocation, the times reported in this paper should not be taken as representative of realtime performance. If the algorithms are coded in a compiled language such as C++, the simulation run times reported in this paper would be much smaller. As the results show, the GA approach performs slightly better than MADS approach in simulation time while MADS reaches a better sub-optimal path than that of the GA. However, as the next simulation results show, the GA exhibits reasonable convergence time only for chromosome lengths less than 18 (i.e. 6 free to move waypoints). This result is in accordance with those reported by Nikolos et al. (2003) . For greater number of waypoints and larger search space, the GA with the above-mentioned settings becomes very time consuming; up to a point, where it cannot converge to any feasible point. In addition, the performance of the GA drastically depends on the selection of its parameters. In other words, if GA parameters (such as the mutation, the crossovers, the population types and/or values, and the penalty factor imposed on nonlinear constraints) experience even trivial changes, the algorithm yields completely different waypoints or even may not converge to any feasible answer. On the other hand, the proposed MADS algorithm is very robust with respect to the changes in its parameters and the search space. This is mainly due to the inherent adaptive tuning nature of MADS. Moreover, barrier approaches used to handle constraints not only allows investigating a wide class of nonlinear constraints but also removes the problem of penalty factor parameter. Fig. 7 and Fig. 8 properly depict these issues. As Fig. 7 shows, the MADS converges to a flyable path without any changes in its parameters. In the new terrain, the GA with the pervious parameters could not converge to any feasible answer unless its parameters are redefined. The fitness value and the maximum constraint value versus 150 generations of the GA are shown in Fig. 8 . We change the elite count from 5 to 7, as illustrated in Fig.9 , GA presents different output, but it still fails to converge. By readjustment the GA parameters, it may find the feasible solution, but in the case of MADS path planner a user with minimum knowledge of optimization can easily load the scenario and run the algorithm to gain a feasible solution. Fig. 10 shows the results of the MADS algorithm for a real DTED with 1 Km resolution (class level 0 DTED (Lapp, 2004) ). Figure 11 shows the results for the case of DTED with 100 m resolution (class level 1 DTED). In both cases, MADS converges to a feasible path in a reasonable time. Hence, it can be concluded that MADS can robustly handle large-scale optimization problems, which is usually exist in the global path planning problem, as well as the common cases, which is expected in local path planning problem, in a reasonable time. Moreover, one can trade off between the optimal solution and the simulation time, using different options provided by this algorithm (such as polling) without any concern about losing the feasibility of the solution. Besides, a user with a minimum knowledge about optimization can load different scenario and run the proposed path planning algorithm without concerning about readjustment of any parameter to gain a feasible solution. 
Fig. 8
The objective function versus the number of evaluations for GA for terrain shown in Fig. 5 ; no convergence after 150 generation Fig. 9 The elite count is slightly varied from 5 to 7. The GA results is improved as compared to Fig. 8 ; however, it still fails to converge.
Fig. 10
Three different views of path planning in terrain described with 4000´4000 nodes and height between 2200 and 3200 m above the sea level, DTED with 10m resolution (DTED level 5) CPU-time: 8.43 sec., 13 Waypoints.
Terrain described with 800´800 nodes and height between 500 and 2800 m, 9 waypoints, DTED with 1Km resolution (DTED level 0), CPU-time=10.53 sec. Fig. 11 . Three different views of path planning in terrain described with 4000 ´ 4000 nodes and height between 2200 and 3200 m above the sea level, DTED with 100m resolution (DTED level 5), 13 Waypoints.
Conclusion and Discussions
In this paper, the MADS algorithm was implemented for the path planning of UAVs. The strategy presented here attempts to overcome the limitations of the existing path planning procedures in term of computational costs a well as memorial usage. The objective function is optimized under various constraints simultaneously by using the MADS algorithm to generate a feasible and sub-optimal path between the lunch and the target points. The case studies showed the ability of the algorithm to cope with different demands of UAVs' path planning. Another important issue is the robustness of this algorithm as compared to the GA, especially when the number of waypoints increases. Although the results were presented for a few cases, the algorithm works perfectly well for terrains with different topographies.
