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Práca popisuje tvorbu a funkčnosť vytvoreného programu na identifikáciu objektov. Program 
vychádza zo snímky z web kamery a predloţeného vzoru hľadaného objektu. Rozpoznáva 
všetky objekty na snímke a označí tie podobné vzoru spolu s odchýlkami od neho. Program je 
vytvorený ako aplikácia pre Windows pomocou jazyka C/C++. Pre komunikáciu s web kamerou 
a zobrazovanie výsledkov sú pouţité funkcie kniţnice OpenCV. 
V práci je ukázaná štruktúra programu a usporiadanie dát. 
Sú tu ďalej popísané najdôleţitejšie vytvorené funkcie a pouţité funkcie z kniţnice OpenCV. 
Pri nich sú vysvetlené pouţité techniky z oblasti rozpoznávania objektov a spracovania obrazu. 
Je popísané prostredie a moţnosti programu. 
Na záver sú na konkrétnom príklade prezentované výsledky dosiahnuté pomocou programu 
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Work describes creation and functionality of created program for object recognition. Program 
issue from snapshot from webcam and given sample of searched object. It recognize all objects 
on the snapshot and marks those similar to given sample with aberrations to it. Program is 
created as an aplication for windows with language C/C++. For comunication with webcam and 
displaying results a used functions from library OpenCV. 
In work is shown structure of program and arrangement of data. 
Next are decribed most important created functions and used OpenCV functions. With them 
there is explained used technqiues from object recognition field and image processing. 
Program enviroment and options are described. 
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    Cieľom tejto bakalárskej práce je navrhnúť a realizovať program ktorý na základe 
snímok z web kamery dokáţe na kontrastnom pozadí rozpoznať jednotlivé objekty. 
Potom dokáţe určiť ich typ a vybrať z pomedzi nich objekty odpovedajúce 
predloţenému vzoru v miere udanej uţívateľom. Vzor bude môcť uţívateľ  zadávať ako 
samostatný súbor  alebo bude moţné ho vytvoriť priamo pomocou programu. Program 
bude vedieť zhodnotiť  odchýlku rozpoznaných objektov od vzoru a na grafickom 
výstupe bude prezentovať výsledky.  
    Prvým bodom práce je oboznámenie so štruktúrou a usporiadaním dát v programe. 
Popíšu sa jednotlivé vlastné dátové typy a ich význam v algoritmoch.  
    V druhej časti budú popísané najdôleţitejšie vytvorené funkcie pouţité v programe 
spolu s vysvetlením princípu z ktorého sa pri ich tvorbe vychádzalo a ukáţkami ich 
kľúčových častí. V závere tejto časti je popis pouţitých funkcií kniţnice OpenCV. 
    Ďalej v práci budú následne ukázané konkrétne riešenia jednotlivých krokov 
spracovania obrazu a rozpoznávania objektov, pouţité postupy a dosiahnuté výsledky. 
Budú tu predvedené príslušné funkcie a prezentované dosiahnuté výsledky. 
    Budú popísané moţnosti a spôsob ovládania vytvoreného programu. Funkcie 
jednotlivých častí hlavného programu a editoru vzorov. 
    Program bude realizovaný pomocou jazyka C/C++ a na komunikáciu s web kamerou  
budú pouţité aj niektoré funkcie kniţnice počítačového videnia OpenCV. 
    Táto bakalárska práca bude dopĺňa a navazuje na semestrálnu prácu. Úlohou je 
príslušnú aplikáciu zdokonaliť, rozšíriť ju o nové funkcionality a prípadne odhaliť 
a vyriešiť jej chyby a nedostatky.  
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2 POPIS ŠTRUKTÚRY PROGRAMU 
2.1 Popis usporiadania dát 
    Všetky informácie o objektoch na danom snímku sú hierarchicky usporiadané 
v navzájom prepojených dátových štruktúrach. Hierarchicky najvyššie je umiestnená 
štruktúra typu ainfo  ktorá obsahuje informácie o snímke ako celku. Na základe dát tejto 
štruktúry je moţné vytvoriť kompletný BMP súbor. Jej súčasťou je aj ukazovateľ na 
pole ukazovateľov ktoré smerujú na štruktúry popisujúce jednotlivé objekty na snímke 
(aobject).  
   V týchto štruktúrach sa okrem mnohých popisných geometrických vlastností daného 
objektu nachádza, podobne ako v predchádzajúcom prípade, ukazovateľ na pole 
ukazovateľov ktoré však v tomto prípade uţ smerujú na štruktúry popisujúce jednotlivé 
diery v rámci daného objektu (ahole).  Na Obrázku 1 je znázornená hierarchia pre 
snímku na ktorej je jeden objekt. Tento objekt ďalej obsahuje dve diery. 
    V nasledujúcich kapitolách budú popísané vlastné dátové typy pouţívané v aplikácií. 
Obrázok 1: Štruktúra usporiadania dát 
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2.1.1 Popis štruktúry ainfo 
    Štruktúra typu ainfo slúţi na popis 
celej snímky. V poloţke name je 
uloţený názov snímky v prípade, ţe sa 
jedná o snímku otvorenú zo súboru na 
disku.  
    Head uchováva celý header súboru 
spolu s paletou farieb. 
    color_background je hodnota farby 
pozadia na snímke. To znamená, ţe 
všetko s inou farbou na snímke je 
klasifikované ako objekt. Táto hodnota 
je farba v odtieňoch šedej v 8 bitovej 
farebnej hĺbke. V programe je implicitne nastavená na hodnotu 244.  
    Poloţka size je veľkosť snímky v pixloch. Jej hodnotu dostaneme ako šírka x výška 
snímky. 
    Poloţka offset je poradové číslo bytu v BMP súbore na ktorom začínajú vlastné 
rastrové dáta obrázku (Po headry a farebnej palete).  
    Width a height sú rozmery snímky v pixloch.  
    Poloţka linebyte vychádza z formátu BMP a určuje počet po sebe idúcich bytov ktoré 
patria jednému riadku. Ich počet totiţ nemusí súhlasiť so šírkou riadku, pretoţe formát 
BMP vyţaduje aby bol počet týchto bajtov násobkom čísla 4. Byty nutné na doplnenie 
do tohto počtu sú automaticky dopĺňané hodnotami 0x00.  
    Poloţka depth je farebná hĺbka snímku v odtieňoch šedej. Program pracuje so 
snímkami s farebnou hĺbkou 8 bitov.  
    Do premennej cnt_objects sa pri rozpoznávaní jednotlivých objektov zapisuje ich 
počet. Po segmentácií sa teda jedná o počet všetkých nájdených objektov. Počas 
priebehu spracovania premenná uchováva aktuálny počet objektov ktoré zostanú po 
jednotlivých operáciach.  
    Pointer  **img  odkazuje na dvojrozmerné pole kde je uloţený samotný rastrový 
obrázok. Na rozdiel od súboru BMP je uloţený dole nohami a prístup k jednotlivým 
pixlom je ako v poli img[y súradnica ][x súradnica]. Hodnoty odtieňov šedej sú tu 
uloţené priamo bez palety takţe kaţdá hodnota poľa korešponduje s odtieňom daného 
pixlu. 
    Nakoniec **array_objects je ukazovateľ na pole kde sa nachádzajú ukazovatele na 
štruktúry jednotlivých objektov.  
Ukážka kódu 1: Štruktúra ainfo 
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2.1.2 Popis štruktúry aobjekt 
    Štruktúrami typu aobject (Ukáţka 
kódu 2) popisujeme jednotlivé objekty. 
Obsahuje premenné popisujúce 
geometrické vlastnosti daného 
objektu.  
    Premenná size udáva veľkosť 
objektu v pixloch mimo plochy 
zabratej dierami.  
    Perimeter označuje obvod objektu 
resp. počet jeho hraničných pixlov. 
    Premenná filler určuje farbu výplne 
pre objekt. Po segmentácií sú nájdené 
objekty zafarbené odtieňami 0 aţ 240. 
Odtiene 241 aţ 255 slúţia ako 
rezervované a slúţia na odlíšenie 
pozadia, vyznačenie obrisov a p. To 
znamená, ţe niektoré objekty moţu 
mať po segmentácií identické farby. Aţ 
následne sa farby prerozdelia len relevantným objektom čo obmedzuje ich počet na 240.  
    Počet dier v rámci objektu je v premennej cnt_holes.  
    Premenné min_x, max_x, min_y a max_y vymedzujú obdĺţnikový priestor 
zabratý objektom v rámci snímku. S výhodou ich moţno vyuţiť pri porovnávaní dvoch 
objektov kde pre nájdenie pixlu objektu nemusíme prehľadávať celý snímok ale len túto 
vymedzenú oblasť.  
    Angle určuje uhol natočenia daného objektu voči predloţenému vzoru. Jeho hodnota 
určuje o koľko je natočenie vzoru v kladnom smere väčšie voči objektu. Hodnota je 
uloţená v radiánoch. 
    V poli border je uloţený popis hranice objektu Freemanovým reťazovým kódom. 
Jednotlivé jedno pixlové úseky hranice sú zakódované pomocou čísel 0 aţ 7 ktorým 
prislúchajú jednotlivé smery osmiokolia nasledovne: 0 pre smer doprava, 1 pre smer  
45° v kladnom smere, 2 pre smer  90° v kladnom smere atď. Tento popis je absolútny 
voči natočeniu snímky no jednoduchým postupom sa z neho dá vytvoriť rotačne 
invariantný kód. Tento reťazec je vytvorený len pre objekty včaššie ako minimálna 
hodnota uţívateľom nastaveného filtra.  
    Ďalšiu vlastnosť určuje poloţka incompact, teda nekompaktnosť. Tá je vypočítaná 
ako druhá mocnina obvodu podelená veľkosťou objektu. Jej hodnota udáva mieru 
podobnosti objektu ku kruhu.  
Ukážka kódu 2: Štruktúra aobject 
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    V štruktúre aobject máme k dispozícií okrem premennej  asurad centre ktorá udáva 
polohu ťaţiska aj premennú asurad location ktorá ukazuje na pixel patriaci objektu. 
Ťaţisko totiţ pri niektorých objektoch nemusí patriť danému objektu. Tento pixel sa 
navyše nachádza na okraji objektu a je výhodnou východiskovou pozíciou napríklad pre 
vypĺňanie objektu riadkovým semienkovaním ktoré sa vyuţije pre zafarbovanie 
a indexovanie objektov. Je tieţ primárny východzí bod pre popis reťazovým kódom 
a v prípade nutnosti je posunutá na inú pozíciu (pri popise môţu vznikať situácie kedy 
je výhodnejšie vychádzať z inej pozície – viď. kapitola 2.2.6).  
    Poloţka int *edges je pole s uloţenými pozíciami významných bodov. Sú to indexy 
do poľa reťazového kódu a určujú miesta s najväčšou zmenou smeru. Vytvárajú sa 
dynamicky na podľa potreby pri porovnávaní objektov.  
    cnt_edges určuje počet významných bodov. 
    Posledná poloţka je ukazovateľ na pole ukazovateľov na štruktúry typu ahole. Sú to 
teda ukazovatele na jednotlivé diery v objekte resp. ich štruktúry. 
 
 
2.1.3 Popis štruktúry ahole 
 
    Pri štruktúre popisujúcej diery 
objektov (Ukáţka kódu 3) sú vynechané 
niektoré vlastnosti a nepotrebné 
premenné.    
    Nevyskytuje sa tu uţ popis pomocou 
nekomapaktnosti z dôvodu 
zjednodušenia. Samozrejme sa tu 
nenachádza ani ţiadny ukazovateľ na 
hierarchicky niţšie poloţené štruktúry 
pretoţe štruktúra popisu diery je 










Ukážka kódu 3: Štruktúra ahole 
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2.1.4 Popis štruktúry acorelpoint 
Štruktúra popisuje vzťah dvoch podobných 
úsekov. Jeden úsek je časť hranice prvého 
porovnávaného objektu a druhý je 
z druhého. Ide o popis ich absolútnych 
pozícií spolu s natočením a mierou 
odlišnosti. 
Poloţky asurad o_usek_start a 
asurad o_usek_end popisujú úsek 
na porovnávanom objekte a asurad 
v_usek_start a asurad 
v_usek_end na objekte vzorovom voči 
ktorému porovnanie prebieha 
float angle je uhol natočenia objektu voči vzoru v kladnom smere. Jeho hodnota 
je udávaná v radiánoch v intervale <-3,14 ; 3,14>. 
float weight udáva mieru odlišnosti týchto dvoch porovnávaných úsekov. Menšie 
číslo korešponduje s väčšou podobnosťou a opačne. Jej hodnota je získaná ako súčet 
kvadrátov vzdialeností odpovedajúcich si pixlov v rámci porovnávaných úsekov a to tak 




2.1.5 Popis štruktúry asurad 
 
Štruktúra asurad slúţi ako dátový typ na prácu 
so súradnicami. Jej poloţky uchovávajú 









Ukážka kódu 4: Štruktúra acorelpoint 
Ukážka kódu 5: Štruktúra asurad 
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2.2 Popis funkcií  
V tejto časti budú podrobnejšie popisované najdôleţitejšie funkcie a ich kľúčové časti.  
 
2.2.1 ainfo* openBMP(char* SUBOR, unsigned int vypis); 
Funkcia slúţi na otvorenie súboru z disku a jeho uloţenie do štruktúry typu ainfo. 
Dokáţe spracovať súbory formátu BMP s 8 bitovou farebnou hĺbkou. Na základe 
headru otvoreného súboru vyplní poloţky v štruktúre. Ukazovateľ  unsigned char  
**img nasmeruje na dvojrozmerné pole do ktorého uloţí rastrové dáta. 
Predpokladajme snímku na Obrázku 2. Je to obrázok o rozmeroch 2 x 3 pixle. V súbore 
formátu BMP je uloţený ako jednorozmerné pole (Obrázok 12). Uloţené sú tu 
jednotlivé riadky za sebou v poradí od posledného po prvý. Na konci dát kaţdého 
riadku sú prázdne byty ktoré dopĺňajú dĺţku riadkov do násobku čísla 4. V našom 




Funkcia openBMP()tieto dáta prevádza na dvojrozmerné pole na ktoré uloţí do 
štruktúry ainfo ukazovateľ (**img). Týmto spôsobom máme prístup k jednotlivým 




Obrázok 2: Príklad snímky 
Obrázok 3: Uloženie dát v BMP súbore 
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    Na začiatku sa do premennej typu unsigned char *buffer načíta celý súbor. 
Postupne sa na základe známych pozícií dát v súbore vyberajú z tohto poľa jednotlivé 
hodnoty potrebné na vyplnenie poloţiek v štruktúre ainfo. Nasledujúci príklad ukazuje  
získanie 3 údajov. Indexy sú pevne stanovené pre formát BMP. Z bufferu sa vyberú 
potrebné byty a skombinujú sa do jednej hodnoty. (V tomto prípade kombinujeme dve 
8b čísla do jedného 16b a je nutný posun o 8 b.) 
 
 
    Čo sa týka farebnej palety, tá zostáva nevyuţitá hoci ju naše snímky obsahujú. Dôvod 
je ten, ţe pri 8 bitovej snímke ktorá pouţíva len odtiene šedej obsahuje paleta všetkých 
256 farieb. Tie sú navyše usporiadané vzostupne, a teda hodnota bytu v rastrových 
dátach nie je len indexom do tejto palety ale súčasne aj samotnou hodnotou farby 
v palete. Ako hodnotu farieb teda môţeme pouţívať priamo hodnoty rastru. Toto nám 
zjednoduší prístup k farbám pixlov. 
    V nasledovnom kóde sa potom po jednom pixli prepíšu riadky z bufferu do 
dvojrozmerného poľa. Cyklus na riadkoch 5 a 6 skáče v bufferi po úsekoch veľkosti 
linebyte (riadkoch) a v rámci nich postupuje po bytoch (j). Ako vidieť na riadku 1, 
priebeh cyklu beţí kvôli uloţeniu dát v BMP súbore od konca (i--). 
 
 
Obrázok 4: Uloženie dát v štruktúre ainfo 
Ukážka kódu 6: Pridelovanie parametrov 




2.2.2 int kruznica(ainfo *inf_objekt,  ainfo *inf_vzor, int 
index_objekt, int index_vzor) 
Funkcia porovná dva objekty (index_objekt, index_vzor) na jednej, 
prípadne dvoch snímkach (inf_objekt, inf_vzor). 
 
 
    Okolo oboch objektov vytvorí kruţnicu so stredom v ťaţisku objektu. Jej polomer 
závisí na obsahu objektu. Z plochy objektu sa vytvorí kruh a polomer tohto kruhu je 
polomerom pre našu kruţnicu. Napríklad kľúč na Obrázku 14 má veľkosť 2322 pixlov. 
Polomer kruţnice bude teda 𝑟 =  
𝑆
𝜋
= 27 pixlov. Pre objekty bez dier je takto zaručené, 
ţe kruţnica pretne objekt (okrem ideálneho kruhu kde by išla práve po hranici). Pre 
objekty s malou plochou dier je moţné, ţe kruţnica minie objekt. V takomto prípade 
algoritmus zväčšuje polomer kruţnice aţ kým nevznikne priesečník. V skutočnosti je 
kruţnica len pomyselná a je to trasa na ktorej algoritmus zaznamenáva prienik 
s objektom.  
    Pre kaţdý skúmaný pixel na obvode kruţnice najprv zistíme jeho súradnice. 
Vychádzame z polohy ťaţiska objektu a počtu testovaných pixlov na kruţnici (hustota) 
(Riadky 5-8). Následne testujeme či sa na daných súradniciach nachádza časť objektu. 
Ak áno, zapíšeme do poľa. Toto pole môţeme chápať ako rozvinutú kruţnicu (Graf 1). 
Kruţnica resp. pole začína na 3. hodine a rotuje záporným smerom. 
 
Ukážka kódu 8: Prepočet na kružnicu 
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    Ak máme k dispozícií pole pre vzor aj pre objekt, môţeme hľadať korelácie pre ich 
vzájomné posuny. Korelácia je realizovaná ako súčet výsledkov XOR operácií medzi 
odpovedajúcimi si bunkami polí pre dané natočenie. Najväčšia korelácia odpovedá 
polohe kde sú vzor aj objekt natočené identicky.  Z veľkosti vzájomného posunu polí 







Obrázok 5: Prienik kružnice a objektu 
Graf 1: Rozvinuté pole kružnice 
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2.2.3 void dilatacia(ainfo *inf, unsigned char colour_A,   
unsigned char colour_B )  a                                              
void erozia(ainfo *inf, unsigned char colour_A, unsigned 
char colour_B ) 









    Tieto funkcie slúţia na úpravu snímky pomocou matematickej morfológie – dilatácie 
a erózie. Obe funkcie môţu pracovať dvoma odlišnými spôsobmi. Prepnutie medzi nimi 
je moţné pomocou príkazu preprocesoru pre podmienený preklad kódu. Pre výber stačí 
zakomentovať nehodiace sa z dvojice #define _EROSION_SLOW_ a #define 
_EROSION_FAST_. Podobne aj pre dilatáciu.  
    V móde SLOW prechádza štruktúrny element po jednotlivých pixloch snímky ktorá 
je uloţená v dvojrozmernom poli a výsledok operácie zapisuje do nanovo vytvoreného 
poľa. Toto nové následne naviaţe na ukazovateľ a pôvodné pole je uvoľnené. Pri tomto 
móde sa v oboch prípadoch pouţíva prvý štruktúrny element z Obrázku 6. Tento  
 
 
element je symetrický do štvorokolia a pre malý počet aplikovaných erózií či dilatácií 
nespôsobuje veľké deformácie tvaru pôvodného objektu. Je tu však nevýhoda 
v potrebnom čase, pretoţe je nutné alokovať,  
uvoľňovať dvojrozmerné pole a pristupovať k nemu.  
Obrázok 6: Štruktúrne elementy pre eróziu a dulatáciu 
 20 
    V móde FAST sa na zrýchlenie pouţíva zápis priamo do pôvodnej snímky. Na to aby  
štruktúrny element pri postupe snímkou sám nemenil pred sebou dáta, je nutné pouţiť 
iný tvar. Pre eróziu je tu pouţitý tretí element z Obrázku 6. Element postupuje smerom 
doprava dole a kontroluje či pod tmavými políčkami sú aj na snímke tmavé pixle. Ak 
áno, pixel pod základným pixlom elementu (označený kríţikom) zafarbí, takţe mení 
dáta aţ pod sebou. Pri dilatácií postupujeme rovnakým smerom. Po kaţdom posune 
kontroluje pixel snímky ktorý je pod pixlom elementu označeným kríţikom. Ak je tento 
zafarbený, zafarbí všetky pixle snímky pod tmavými políčkami elementu. Tu element 
mení dáta za sebou. Napriek väčšej rýchlosti pri týchto elementoch dochádza k o niečo 
výraznejšej deformácií objektov a ich posunu (Kvôli nesymetrií štruktúrnych 
elementov). Samotné zrýchlenie závisí od mnoţstva a tvaru objektov na snímke a pri 
experimentovaní dosahovalo rádovo desiatky percent.  
    V našom programe sa tieto dve operácie pouţívajú v kombinácií ako uzavretie. Ide o 
dilatáciu nasledovanú eróziou. Pri tomto postupe sa dilatácou napríklad uzavrú malé 
diery. Výsledok na Obrázku 22. 
 
 
2.2.5 unsigned char histogram_otsu(ainfo* inf, int h_start,  int 
h_end, int w_start, int w_end ) 
 
    Funkcia slúţi na nájdenie prahu metódou Otsu. Jej parametrami sú popisná štruktúra 
pre daný snímok a 4 body vymedzujúce obdĺţnik v rámci snímky pre ktorý sa bude prah 
hľadať. Program totiţ delí snímku na časti aby spojitý prechod tmavej a svetlej farby 
pozadia nemal vplyv na hodnotu prahu. Ten býva spôsobený zlým nasvietením scény.  
    Metóda Otsu zavádza veličiny Within class variance (Rozptyl vnútri triedy) a 
Between class varience (Medzitriedny rozptyl).  Druhá v poradí je výpočetne 
jednoduchšia, a preto je pouţitá v programe. Vychádza z toho, ţe prahom sa pixle 




kde 𝑊𝑏  a 𝑊𝑓  sú čqsti snímky zabrané jednotlivými triedami. Sú udávané ako podiel 
pixlov triedy ku poloche celej snímky a sú v intervale (0,1). Veličiny µ𝑏  a µ𝑓  sú 
priemerné hodnoty jasu pre obe triedy. 
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    Pre daný výraz hľadáme maximum, a teda stav kedy majú obe triedy navzájom čo 
najodlišnejšiu hodnotu priemerného jasu a súčasne zaberajú maximálnu plochu resp. pre 
dve triedy - polovicu snímky. 
 
    V ukáţke kódu je výpočet hodnoty prahu pomocou Otsu metódy. Na základe preahu 
tu delíme pixle na triedy a a f. Algoritmus skúša všetky moţné prahy (i) a porovnáva 
ich výsledky. cumulativ[] obsahuje kumulatívny histogram a na i-tej pozícií je 
teda nasumovaný počet pixlov všetkých jasností pod prahom i. Na 3. riadku sa na 
základe celkového počtu pixlov snímky (size) a počtu pixlov triedy pod prahom 
(cumulativ[i]) spočíta časť ktorú zaberá na snímke trieda b. Na 6. riadku sa do 
hodnoty 1 dopočíta veľkosť triedy f. sum_meanb na 4. riadku v kaţdom cykle 
(rozšírení triedy) pričíta novú hodnotu jasu váhovanú počtom pixlov s týmto jasom.  Na 
ďalšom riadku uţ spočítame priemerný jas triedy. Na 8. riadku je výpočet samotného 
rozptylu a ďalej sa hľadá jeho najväčšia hodnota pre ktorú je hodnota prahu funkciou 
vrátená.  
    Na Grafe 2 je znázornený histogram druhého kvadrantu (ľavá horná štvrtina) 
Obrázku 19. Metódou Otsu z neho bol získaný prah o hodnote 119. 
Ukážka kódu 9: Algoritmus Otsu 
Graf 2: Histogram a prah pre druhý kvadrant snímky z Obrázku 10 
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    Zo získaného histogramu plynie aj fakt, ţe pouţitá web kamera nezaznamenáva farby 
s hodnotami násobkov 7 (7, 14, 21,...) . Snímanie bolo testované aj s inými web 
kamerami pričom ich histogramy nevykazovali ţiadnu podobnú poruchu takţe sa jedná 
o chybu pouţitého hardwaru. 
 
2.2.6 aobject** hladaj_objekt(ainfo *inf, asurad start, 
unsigned char filler, unsigned char border, int min_size  ) 
  
 
    Funkcia zabezpečuje hlavný algoritmus segmentácie predspracovanej snímky. 
Vstupom pre ňu je čiernobiela snímka uloţená v štruktúre typu ainfo. Jej úlohou je 
logicky od seba oddeliť pozadie a objekty a aj objekty navzájom medzi sebou. Snímka 
síce uţ obsahuje pozadie oddelené od objektov odlišnou farbou  no okrem tohto rastru 
nemáme ţiadne informácie popisujúce vlastnosti jednotlivých objektov. 
Vzhľadom na vstupné dáta, raster, pouţíva funkcia k segmentácií metódu riadkového 
semienkového vyplňovania oblastí. Táto metóda nám umoţňuje dostať sa ku kaţdému 
objektu na snímke a previesť jeho analýzu a popis. Výplň tieţ odlišuje jednotlivé 
objekty a pozadie.   
    Algoritmus na začiatku nájde inicializačný bod ktorý nepatrí objektom (má farbu 
pozadia) a odtiaľto začne samotné vyplňovanie.  
    V prvom kroku vyplňujeme susedné pixle smerom vľavo a vpravo od inicializačného 
bodu aţ kým nenarazíme na objekt (pixel vyplnený farbou inou ako je farba pozadia) 
alebo dospejeme aţ k hranici rastru. Na konci tohto kroku ak narazíme na objekt zavolá 
sa funkcia semienko_objekt2 podobná hladaj_objekt ktorá vyplní tento 
objekt novou farbou. Deje sa to analogicky k popisovanej funkcií hladaj_objekt . 
Po vyplnení objektu  nám vráti pointer na štruktúru aobjekt ktorá daný objekt popisuje. 
V priebehu celého riadkového semienkovania ukladáme tieto ukazovatele a vytvárame 
tak hierarchickú štruktúru (vid. Obrázok 1).  
    V druhom kroku kontrolujeme oblasti nad a pod práve vyplneným  riadkom. Ak 
nájdeme oblasť ktorá patrí objektu a ešte nie je vyplnená, príslušné súradnice vloţíme 
do LIFO zásobníka ako jednu z ďalších východzích pozícií pre vyplňovanie – 
semienko. Aby sa predišlo zbytočným pokusom o vyplňovanie uţ vyplnených oblastí, 
sleduje sa aby do kaţdej voľnej oblasti bolo vloţené len jediné semienko. Na to nám 
stačí sledovať prítomnosť hranice v kontrolovanom riadku ktorá jednotlivé oblasti od 
seba oddeľuje. Na Obrázku 8 je napr. do ľavej hornej oblasti vloţené len semienko D 






    Po skončení kontroly oblastí nad a pod vyplneným  riadkom vyberieme zo zásobníka 
jedno semienko ktoré slúţi ako nová východzia pozícia pre vyplnenie riadku. Semienko 
pouţité v minulom kroku vymaţeme. Takto postupujeme kým je v zásobníku aspoň  
jedno semienko. 
    Keďţe objektov môţe byť omnoho viac neţ dostupných 240 farieb, pouţívame ich 
opakovane. Jednoznačnosti objektov to v tejto chvíli nevadí pretoţe sú popísané ďalšími 
parametrami najmä polohovými. Aţ následne po odfiltrovaní malých objektov sa farby 
prerozdelia aby boli objekty aj v tomto ohľade unikátne. Tu uţ sa teda nachádza 
obmedzenie a to teoreticky maximálny počet relevantných objektov na snímke. 
    Na obrázku 9 je znázornený priebeh samotného vyplňovania. Pôvodné pozadie je 
biele a uţ vyplnená oblasť je (kvôli lepšej viditeľnosti) fialová. Vyplňovanie začalo 
v ľavom hornom rohu snímky a postupovalo v zápornom smere. Pri horšom nasvietení 
vzniká mnoţstvo malých objektov, rádovo aţ stovky s čím súvisí aj podobne veľký 
počet generovaných semienok.  
Okrem samotného vyplnenia oblastí zabezpečuje funkcia prostredníctvom ďalších 
funkcií aj zber dát o objektoch. Počas vyplňovania jednotlivých pixlov sa počíta ich 
počet ktorý je veľkosťou objektu. Zaznamenávajú sa aj ich súradnice a tak sme schopní 
po vyplnení objektu lokalizovať jeho ťaţisko a taktieţ najkrajnejšie body objektu tj. 
maximálna a minimálna x-ová a y-ová súradnica. Tie moţno vyuţiť na vymedzenie 
oblasti záujmu pri ďalšej práci s objektom. Netreba tak prehľadávať vţdy celú snímku. 
V priebehu funkcie sa nájdu a popíšu aj diery v objekte a ich štruktúry ahole sa uloţia 
do hierarchickej štruktúry snímky. 
    




    Súčasťou volanej funkcie semienko_objekt2 je aj popis reťazovým kódom  




2.2.7 Popis reťazovým kódom 
 
V prípade, ţe chceme popisovať a klasifikovať objekty aj na základe ich hranice je 
výhodné pouţiť popis pomocou reťazového kódu. Jedna z moţností je Freemanov kód. 
V aplikácií je algoritmus na jeho získanie súčasťou funkcie semienko_objekt2. 
Podstatou je popísať hranicu objektu o šírke jedného pixlu pomocou jednorozmerného 
poľa. 
 




   Popis sa pre osmiokolie vytvára podľa obrázku 9. Postupujeme po hranici 
a zaznamenávame akým smerom sme pri jednotlivých prechodoch smerovali. 
    Prvým krokom algoritmu je nájsť vhodný počiatočný bod pre začiatok popisu. Ten je 
implicitne nastavený podľa asurad location zo štruktúry aobjekt Moţe však 
nastať špecifický prípad usporiadania okolia pixlu ktorý by nášmu algoritmu znemoţnil 
úspešný popis hranice. Preto je v takomto prípade počiatočný bod posunutý na inú 
pozíciu.  
Následne je nutné nastaviť smer prechodu na ďalší pixel objektu. Na to potrebujeme 
nájsť takú oblasť v osmiokolí, ţe v kladnom smere nasleduje po sebe pixel nepatriaci 
objektu a po ňom patriaci objektu. Pri inicializačnom pixli je jedno kde začneme túto 
oblasť hľadať no pri ďalších je treba začať hľadanie od smeru príchodu.  
Napr. na obrázku 10 je konkrétny príklad usporiadania pixlov v rastri. V strede je 
implicitne nastavený štartovný pixel patriaci objektu, v smeroch 1 a 5 sú ďalšie pixle 
patriace objektu. V smere 0 a 6 môţe byť najviac jeden z týchto dvoch patriaci objektu. 
začneme na strednom červenom pixli. Oblasti kde nasleduje pixel objektu a pixel 
pozadia sú tu 2: v smere 3 a 6 alebo 7 podľa toho ktorý z moţných pixlov patrí objektu. 
Vyberme smer 3. Posun na ďalší pixel je v smere 4 čo zaznamenáme. Teraz uţ nie sme 
na štartovnom pixli, a preto potenciálnu oblasť nehľadáme náhodne ale v kladnom 
smere od príchodzieho smeru. V našom prípade sme sa posunuli smerom 4 takţe 
príchodzí smer je 0 a od neho začneme opäť v kladnom smere hľadať kombináciu pixel 
pozadia a pixel objektu. Ak nie sú voliteľné pixle objektu našli by sme smer spať na 
pôvodný pixel v smere 0. 
Popísaný postup je samozrejme nutné pri opísaní celého obvodu ukončiť. Aj 
z predchádzajúceho príkladu vyplýva, ţe len kontrola či sme opäť na štartovnom pixli 
nestačí (dostali sme sa naň uţ pri druhom prechode). Preto musíme kontrolovať aj smer 
ktorým sa po opätovnom dosiahnutí štartovného pixlu chceme vydať. Ak sa zhoduje so 
smerom prvého prechodu, znamená to, ţe uţ by sa trasa opakovala a môţeme 
algoritmus ukončiť. Ak nie, znamená to, ţe pokračujeme do novej oblasti. Tento prípad 
nastáva v prípade, ţe štartovný bod je v časti objektu širokej len 1 pixel a úseky objektu 
sú na oboch stranách. 
Obrázok 9: Freemanov kod 
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Na obrázku 10 je zároveň naznačená špecifická situácia kedy je nutné štartovný 
pixel posunúť. Predpokladajme voliteľné pixle patriace pozadiu. Ako bolo naznačené 
v príklade, prvým priechodom (A) sa dostaneme vľavo, následne (B) spať na štartovný 
pixel, (C hore). Tu však vzniká problém ako spoznať koniec pretoţe pri danej 
konfigurácií štartovný pixel trasou D obídeme a pri opätovnom dosiahnutí štartovného 
pixlu sa nám nebude zhodovať smer prvého prechodu 4 (A) so smerom ktorým sa 
hodláme vydať 2 (C). Ak takáto konfigurácia nastane, riešením je posunúť štartovný 
pixel v smere prvého prechodu a začať odznovu. Zmienená konfigurácia môţe 
existovať v 4 orientáciách vzájomne otočených o 90°. 
Implementovaný algoritmus hľadá reťazový kód len pre objekty väčšie ako filtrom 
nastavená minimálna hodnota čím sa vynechajú hlavne malé niekoľko pixlové  objekty 
šumu. Na obrázku 11 je moţno vidieť detail z obrázku 9. Sú na ňom malé objekty šumu 
z ktorých niektoré sú uţ nájdené a popísané (šedé) a objekty ešte nepopísané (čierne). 
Z popísaných majú dva (v krúţku) aj vyznačenú hranicu nájdenú pomocou 
popisovaného algoritmu. Len tieto objekty spĺňajú minimálnu veľkosť na popis 
reťazovým kódom (>30). Hranica je súčasť objektu. Štartovné semienko je vkladané 
namiesto prvého kontaktu s objektom, na tejto snímke z pravej strany na styku  
s fialovou farbou. 
 
  






2.2.8 int findedges (ainfo *inf_objekt, int index_objekt, float 
sens); 
Funkcia nájde pre daný objekt významné body na jeho obvode. 
Funkcia vychádza z reťazového kódu  ktorý jej zadáme prostredníctvom štruktúry 
popisujúcej snímku – ainfo a indexu daného objektu v nej. Parameter float sens 
udáva citlivosť pri hľadaní významných bodov. 
Algoritmus začína na začiatku uloţeného reťazového kódu na 5. prechode. Po 
jednom pixli postupuje ďalej a pre kaţdý spočítame priemernú orientáciu piatich pixlov 
pred a piatich pixlov za ním. Orientácia je normovaná na interval <0;8>. Následne sa 
určí vzájomná orientácia oboch úsekov. Porovnávaním so zadanou citlivosťou 
a s okolitými bodmi sa určí potenciálny významný bod. Ďalším parametrom pre určenie 
významného bodu je jeho vzdialenosť od posledné významného bodu ktorá musí byť 
aspoň 2.  Výsledkom je lokálne najvýznamnejší bod s dostatočnou vzdialenosťou od 
okolitých. Tieto body zaznamenávame do poľa int *edges a ich počet do premennej 
int cnt_edges v štruktúre typu aobject pre daný objekt. Na obrázku 12 je príklad 
hranice objektu s vyznačenými významnými bodmi pre citlivosť 0,7. 





Okrem funkcie findedges je pouţívaná aj podobná funkcia int 
findedges_more(ainfo *inf_objekt, int index_objekt) ktorá dopĺňa počet 
významných bodov zadaného objektu bez ohľadu na ich relevantnosť. Tieto body sú 
doplnené na kaţdý úsek hranice objektu ktorého dĺţka presiahne 30 prechodov 
v reťazovom kóde. Dostávame tak úseky objektu maximálne dĺţky 30. Funkcia sa 
uplatňuje na hranicu skúmaného objektu a nadobúda význam v situáciách kedy 
odpovedajúce si úseky objektu a vzoru majú neskokovo avšak odlišný priebeh. Napr. 
v prípade kľúčov môţe nastať situácia kedy vplyvom zlého nasvietenia alebo vady 
samotnej geometrie objektu bude hlavička kľúča oválnejšia ako na snímke vzoru. Ak by 
sme sa snaţili porovnávať tieto úseky na celej ich dĺţke, dostávali vy sme značné 
odlišnosti a úsek by bol klasifikovaný ako nepodobný. Ak však dôjde k skráteniu 




Obrázok 12: Významné body na hranici objektu 
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2.2.9 float porovoblast(ainfo *inf_vzor, ainfo *inf_objekt, ... ) 
 
    Funkcia porovnáva dva objekty (index_vzor a index_objekt) na dvoch 
snímkach (*inf_vzor a *inf_objekt) pričom však môţu byť aj na rovnakej 
snímke.  
    Na začiatku je nutné určiť vzájomné natočenie objektov.  Uhol môţeme zadať ako 
parameter tejto funkcie alebo si ho funkcia zistí sama. Na to poslúţi vyššie popísaná 
funkcia  int kruznica(ainfo *, ainfo *, int, int  ) ktorá vráti 
vzájomný uhol v stupňoch. Potom sa podľa toho či uţívateľ povolil automatické 




    V prípade, ţe je zakázané automatické zväčšenie, vzor môţe byť napríklad menší ako 
objekt a môţe byť jeho podmnoţinou (Obrázok 13). Ak by bol jeho podmnoţinou, 
prienik mnoţín vztiahnutý na veľkosť vzoru by bol 1. Teda objekt by mohol pojať vzor 
tak aby mu patrili všetky body vzoru. A to nemôţeme povaţovať za identické objekty. 
    Riešením v tomto prípade je opakovať porovnanie tak, ţe vymeníme úlohy vzoru a 
objektu voči predchádzajúcemu porovnaniu. Ak zostaneme pri úvahe, ţe vzor je menší 
ako objekt, tak pri tomto porovnaní je uţ prienik mnoţín vztiahnutý na objekt a je určite 
menší neţ 1.  
Niţšie je popísaná hlavná časť algoritmu. Na prvom riadku postupujeme po snímke 
vzoru a ak natrafíme na pixel samotného vzoru, začneme porovnávať.  Na riadkoch 3. a 
4. sa pre ten pixel vypočíta odpovedajúca poloha na snímke objektu.  vzor_t označuje 
polohu ťaţiska, koef  je pomer veľkostí objektu a vzoru a delta_ty  je vzdialenosť 
ťaţísk vzoru a objektu. Na riadkoch 5. a 6. sa sem zahrnie aj veľkosť natočenia. Na 
riadku 7. prebehne kontrola či vypočítaná pozícia nevychádza mimo snímku objektu. A 
na riadku 9. sa zisťuje prítomnosť objektu na spočítanom pixli s následnou 
inkrementáciou počítadla súhlasných pixlov. 
Obrázok 13: Vzor ako podmnožina 
objektu (Automatická veľkosť vypnutá) 
Obrázok 14: Vzor prisposobený objektu 
(Automatická veľkosť zapnutá) 
 30 
 
    Postup opakujeme pre natočenie v rozmedzí ±8°. Moţeme tak odhaliť orientáciu 
lepšiu ako bola zistená predtým, kruznica alebo priamo zadaná ako parameter 
funkcie 
    Skutočnosť, ţe sa pixle vo vzore prepočítavajú na polohu v snímke objektu 
zapríčiňuje, ţe takto netrafíme všetky pixle v objekte. Dokonca ani v prípade, ţe 
prepočítavame zo úplne vyplnenej oblasti vzoru. Na objekte takto vznikne len mrieţka 
bodov na ktoré sme sa prepočtom dostali. Pre náš účel porovnania to však stačí pretoţe 
mrieţka je rovnomerne rozloţená a dostatočne hustá. S výhodou sa tento jav ďalej 
vyuţíva pri grafickom výstupe programu, kde ním vyznačujeme identifikované objekty 
po prepnutí do zobrazovania pracovnej snímky. 
    Tento jav je spôsobený tým, ţe prepočítavame zo snímky ktorá nie je spojitá mnoţina 
bodov ale je kvantovaná. Pri prepočte tak aj výsledky umiestňujeme do kvantovanej 
oblasti a vzhľadom aj na štvorcový tvar pixlov trafíme niektoré pixle viac krát a tým 
pádom niektoré menej krát.  Pri operáciách ako je napr. rotácia je nutné pouţiť iný 
postup. Napríklad neprepočítavať body dopredu zo vzoru do objektu ale postupovať po 
objekte a kontrolovať prítomnosť odpovedajúceho bodu vo vzore spätne. Skontrolujeme 






Ukážka kódu 10: Hľadanie podobnosti objektov 
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2.2.10 double korelline(ainfo *inf_objekt, int 
index_objekt, ...) 
 
Funkcia zabezpečuje vzájomné porovnanie dvoch úsekov uloţených v reťazovom  
kóde. 
Vzhľadom na porovnávanie úsekov viacerými spôsobmi je funkcia širšie 
parametrizovateľná. Okrem reťazcov sú vstupom aj indexy o_start_pos a 
v_start_pos určujúce kde v reťazcoch objektu a vzoru je začiatok porovnávaného 
úseku, index line_length určujúci celkovú dĺţku úseku,  koniec porovnávaného 
úseku. Index line_length_base určuje pozíciu bodu podľa ktorého sa bude celý úsek 
smerovať. Tzn. ţe úsek vzoru priloţíme v rovine k úseku objektu tak aby boli ich 
začiatky v jednom bode. Úseky natočíme aby začiatok, smerovací pixel úseku objektu 
aj vzoru boli na jednej priamke. Táto moţnosť sa pouţíva ak pripájame a korelujeme 
ďalšie úseky (vid. kapitola 2.2.10). Index corel_start určuje od ktorej pozície 
v reťazovom kóde sa začne samotné porovnávanie. Ak máme napr. spojených uţ viac 
úsekov, môţe nás zaujímať len korelácia posledného z nich, nie celého úseku.  
Na začiatku kaţdej korelácie je nutné získať absolútne súradnice vyššie zmienených 
bodov. z reťazového kódu ich dostaneme jednoducho sčítaním prírastkov jednotlivých 
prechodov do smerov v osi x a y. Na základe súradníc indexu line_length_base sme 
schopní určiť uhol úsekov a teda aj ich vzájomné natočenie. Z týchto údajov postupne 
pre kaţdý pixel úseku (resp. aţ od pozície corel_start) vypočítame príslušné 













kde x je reťazový kód objektu, y je reťazový kód vzoru a n je dĺţka porovnávaného 
úseku. Výpočet je teda podobný ako výpočet smerodajnej odchýlky no navyše je úsek 
váhovaný podľa dĺţky. To uprednostňuje dlhšie úseky pred krátkymi. Najdlhšie úseky 
sú totiţ z hľadiska určenia natočenia a polohy najdoverihodnejšie. Kratšie podobné 
úseky sa môţu často vyskytovať aj na neodpovedajúcich si pozíciach vzoru a objektu. 
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2.2.11 float korelpart(ainfo *inf_objekt, int index_objekt, 
ainfo *inf_vzor, int index_vzor, ainfo *inf_draw); 
 
    Je najdôleţitejšia funkcia pri porovnávaní na základe hranice objektov. Funkcia 
pouţitím vyššie zmienených funkcií a ďalších stanoví mieru podobnosti objektu ku 
vzoru ktorá je jej návratovou hodnotou. 
    Po zavolaní funkcie pre dvojicu vzor – objekt je nutné  najskôr zabezpečiť dostatočný 
počet detegovaných významných bodov v oboch prípadoch. To je zabezpečené volaním 
funkcie findedges so zvyšujúcou sa citlivosťou aţ kým nedosiahneme aspoň 5 pre oba 
prípady. 
    Nasleduje cyklus ktorý postupne prechádza všetky kombinácie úsekov vzoru 
a objektu. Úsekom tu rozumieme časť hranice objektu alebo vzoru ohraničenú dvomi 
významnými bodmi. Pre kaţdú s kombinácií zistíme mieru ich odlišnosti volaním 
funkcie korelline. Voláme ju 2krát. Najskôr aby sme porovnávané úseky zarovnali od 
začiatku (počiatočné body úsekov v jednom bode) a potom od konca (koncové body 
úsekov v jednom bode). Druhé porovnanie má význam hlavne v prípadoch kedy je 
porovnávaný úsek objektu kratší a je len koncovou časťou úseku vzoru. Tento prípad 
nastáva pri vadách objektu kde dôjde k zvýšeniu počtu významných bodov a tým 
k skráteniu úsekov. Podľa vrátených hodnôt odlišností sa rozhoduje o ďalšom postupe. 
    Algoritmus vyhodnocuje obe moţnosti zarovnania. Skontrolujeme veľkosť odlišnosti 
a ak nepresahuje istú pevne stanovenú hranicu, postupujeme pripájaním vedľajších 
úsekov. Pevne stanovená hranica je len kvôli obmedzeniu nerelevantných výsledkov 
aby sme nedosahovali zbytočne vysoké počty potenciálnych kombinácií úsekov.  
    Algoritmus sa teda pokúsi pripojiť nasledovný úsek v objekte. Znamená to, ţe 
hľadáme odlišnosť úseku n+1 v objekte k adekvátnej dĺţke hranice vzoru. Tu máme 
ďalšie moţnosti ako tieto predĺţené úseky orientovať.  
    Prvá moţnosť je smerovať celý úsek aby počiatočné a koncové body splynuli. Teda 
smerujeme podľa celého úseku. 
    Druhá moţnosť je smerovať podľa pôvodnej dĺţky úseku. Teda tak aby časť úseku 
pôvodnej dĺţky korešpondovala čo najlepšie bez ohľadu na smer pripojeného úseku. To 
má význam ak pripojený úsek dobre korešponduje zo vzorovou časťou no na jeho konci 
je istý posun oproti vzoru. Ak by sme sa v tomto prípade snaţili smerovať na túto zlú 
koncovú časť, malo by to negatívny vplyv na koreláciu celého úseku.  
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    Konkrétny príklad vidíme na obrázku 15 kde máme vyznačené významné body vľavo 
pre vzor a vpravo pre objekt a na obrázku 16 kde vidíme priebeh porovnávania. 
Odlišnosť úseku AB bola stanovená na hodnotu 0,42 a keďţe je to pod prahom 
prípustných hodnôt (0,5), pripájame vedľajší úsek. Úsek BC ktorý je o niečo dlhší získal 
niţšiu hodnotu 0,37, úsek CD hodnotu 0,24. Do tohto okamihu neboli rozdiely medzi 
smerovaním úsekov. Pri pokuse pripojiť úsek DE vidíme rozdiel pri smerovaní podľa  
 
koncových bodov úseku (AE) - krivka 1 a podľa prvého úseku (AB) - krivka 2. 
Smerovanie podľa AB lepšie kopíruje úsek aţ po bod D. Samozrejme ani jedna 
z variant úseku DE nebude kvôli veľkej odlišnosti (2,33) pridaná, no v prípade menšej 
vady objektu by to bola variant 2. 
 
  
Obrázok 15: Významné body vzoru a objektu k príkladu 
Obrázok 16: Predlžovanie porovnávaných úsekov 
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    Popisované pripájanie a porovnávanie úsekov pokračuje kým sme schopný pripojiť 
úseky s dostatočne malou odlišnosťou. Ak uţ nie je moţné pripojiť ďalší úsek kvôli 
silnej odlišnosti algoritmus prejde na vyhodnotenie úseku. Tu spočítame odlišnosť celej 
dĺţky úseku so všetkými k nemu pripojenými časťami. Do štruktúry typu corelpoints 
zapíšeme údaje o danom úseku objektu i jeho odpovedajúcej časti vzoru. Ako poloţka 
weight je uloţená práve celková odlišnosť. 
    Po prejdení všetkých kombinácií úsekov dostávame súbor odpovedajúcich si dvojíc 
v štruktúrach typu corelpoints. Sú to zatiaľ len potenciálne dvojice pretoţe odpovedať 
si môţu viaceré časti objektu a vzoru. 
    Získaný súbor zoradíme od najmenšej odlišnosti po najväčšiu a prevedieme 
rozdelenie. Zo všetkých prvkov chceme dostať len tie najlepšie korešpondujúce no na to 
potrebujeme kvantifikovať konkrétnu hranicu. Začneme preto prvky zhlukovať. 
K najpodobnejšiemu prvku postupne priberáme ďalšie s väčšou odlišnosťou. Po 
kaţdom pridaní prvku sa nanovo prepočíta aritmetický priemer odlišnosti tejto 
zväčšujúcej sa mnoţiny. Na to aby sme mohli daný prvok do nej prijať, musí 
zodpovedať kritériám ktoré sú stanovené na veľkosť jeho odlišnosti. Tá musí byť 
v rozmedzí 0,3 aţ 1,7 násobku priemernej odlišnosti mnoţiny bez tohto prvku. 
Algoritmus skončí pri prvom prvku ktorí tejto podmienke nevyhovuje a tu označí 
hranicu zhluku (obrázok17). Podstate sa tak deteguje prvá skokovejšia zmena odlišnosti 





















Obrázok 17: Súbor porovnávaných dvojíc úsekov 
 35 
    Minimálna poţiadavka je na počet takto získaných prvkov zhluku stanovená na 5. Je 
to z dôvodu aby bolo moţné súbor ďalej štatisticky spracovávať a neboli sme 
obmedzený na jediný prvok. Ak táto poţiadavka nieje splnená, algoritmus sa znovu 
pokúsi nájsť väčší počet podobných dvojíc pomocou zmeny citlivosti pri detekcií 
významných bodov. Upravuje teda parametre hľadania podľa ich výsledkov. 
    V prípade zobrazenom na obrázku 17 bola stanovená hranica na hodnotu 0,6 a počet 
20 prvkov. Ide o reálny prípad vyhodnotenia súboru o 40 prvkoch. Aj po takomto 
oddelení sa v súbore môţu nachádzať irelevantné prvky. Ide o dvojice úsekov ktoré si 
dobe odpovedajú no nenachádzajú sa na objekte a vzore na identických  miestach. 
Okrem výnimočných prípadov sa tieto budú odlišovať od relevantných napr. uhlom 
vzájomného natočenia. Všetky relevantné objekty majú totiţ uhol natočenia rovný práve 
uhlu natočenia objektu voči vzoru. Preto sa zo súboru snaţíme odstrániť prvky ktoré sa 
odlišujú od väčšiny.  
    Algoritmus postupuje tak, ţe z celého súboru postupne vyhadzuje prvky ktoré sa 
najviac odlišujú. Tu sa myslí odlišnosť v uhle natočenia od priemerného uhlu natočenia 
celého súboru. Na obrázku 18 je znázornený vyššie získaný súbor o 20 prvkoch 
vzhľadom na uhli jednotlivých prvkov. Postupne boli vyradované prvky 13, 5, 8 atď. aţ 
kým nebol najväčší rozdiel medzi niektorým prvkom a priemerom súboru menší neţ 0,1 
rad. Tak sme získali súbor z menším rozptylom. Výsledný uhol je naznačený červenou 


























    Z tohto súboru uţ moţeme spočítať potrebné údaje pre posunutie a rotáciu objektu 
voči vzoru. Uhol stanovíme ako priemer zo zvyšných prvkov a posunutie z rizdielu 
súradníc dvojíc. 
    Na záver funkcie je funkciou porovoblast stanovená podobnosť objektov pre 
získané parametre translácie a rotácie a je vrátená ako návratová hodnota. 
 
 
2.2.12 Funkcie kniţnice OpenCV 
 
Spolu s vytvorenými funkciami v súbore funkcie.cpp sú v programe pouţité aj funkcie 
kniţnice OpenCV čo je open source multiplatformná kniţnica pre implementáciu 
počítačového videnia. Podrobnejší opis kniţnice vynecháme pretoţe v programe 
nevyuţívame jej funkcie pre identifikáciu a spracovania obrazu. Vyuţité funkcie slúţia 
výlučne na komunikáciu programu s hardwarom (web kamerou) a zobrazovanie 
výsledkov identifikácie na grafickom výstupe. 
 
CvCapture* cvCaptureFromCAM(int); 
Táto alokuje a inicializuje štruktúru CvCapture ktorá slúţi na čítanie video streamu 
z kamery. Parametrom funkcie je číslo zariadenia ktoré je pre integrované zariadenie 0 
a pre externe pripojené 1, 2 atď. Ak je pripojená len jedna kamera alebo nezáleţí ktorá 
sa pouţije, môţeme za parameter dosadiť hodnotu -1.  
 
void cvReleaseCapture( CvCapture** ); 
 
Naopak táto slúţi na uvoľnenie CvCapture štruktúry. 
 
 
IplImage* cvQueryFrame( CvCapture* capture ); 
 
Funkcia uchopí jeden frame z kamery a vráti ukazovateľ. Štruktúra IplImage je 




int cvNamedWindow( const char* name, unsigned long flags ); 
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Vytvorí okno pre grafický výstup s názvom name. Ako flag môžeme použiť 
CV_WINDOW_AUTOSIZE ktorý umožní automatické prispôsobenie veľkosti okna 
veľkosti obrázku, prípadne 0 pre zakázanie zmeny veľkosti. 
 
cvMoveWindow( const char* name, int horizontal ,int 
vertical); 
 
Funkcia posunie okno s názvom name na zadané súradnice. 
 
 
IplImage* cvCreateImage(CvSize size, int depth, int 
channels ); 
 
Funkcia alokuje nový obrázok. Veľkosť je podľa štruktúry size , farebná hĺbka depth 
a počet kanálov channels. Vrátenú štruktúru môţeme následne vyplniť potrebnými 
dátami. V programe sa vyuţíva na vytvorenie kópie snímky. 
 
 
void cvShowImage( const char* name, const CvArr* image ); 
 
Funkcia zobrazí v okne s názvom name  obrázok image . 
 
 
void cvReleaseImage(IplImage* img); 
 
Funkcia uvoľní štruktúru alokovanú pre obrázok img. 
 
 
void cvReleaseCapture( CvCapture** capture ); 
 










2.3 Popis hlavého cyklu programu 
 
    V tejto časti je popísaný hlavný cyklus identifikácie ktorý začne beţať po zadaní 
vzoru a spustení tlačidlom Start v hlavnom menu programu. Pri jednotlivých krokoch sú 
uvedené funkcie ktoré sú pre daný krok pouţité,  ich stručný popis a snímka 
s výsledkom týchto operácií. Prezentované snímky majú rozlíšenie 640x480 pixlov. 
 
2.3.1 Pripojenie zariadenia 
CvCapture* capture  = cvCaptureFromCAM((int)this->numericUpDown1-  
>Value);  
 
IplImage *img    = cvQueryFrame(capture);  
     
ainfo* snimkaWebcam = new_imge(img); 
 
    Po spustení je prvou úlohou programu zabezpečiť pripojenie k uţívateľom 
vybranému kamerovému zariadeniu. Obyčajne index začína od 0 pričom najskor sa 
započítajú integrované zariadenia a následne periférne. Toto je zabezpečené pomocou 
funkcií z kniţnice OpenCV. Funkcia cvCaptureFromCAM() zabezpečuje čítanie 
video streamu z vybraného zariadenia a funkcia cvQueryFrame()nám vráti jeden 
snímok zo streamu. Jeho formát je štruktúra typu IplImage čo je vlastný formát 
kniţnice OpenCV, a preto je nutné ho previesť na nami pouţívaný typ ainfo . O túto 
konverziu sa stará funkcia new_imge().  
    V tejto časti prebieha aj inicializácia vzoru. Vzor pre porovnávanie moţe pochádzať 
z editoru programu, v tom prípade je automaticky prevedený do premennej ainfo* 
vzor. V prípade, ţe neexistuje bude otvorený súbor vzor.bmp umiestnený v priečinku 
aplikácie. Či uţ nami vytvorený alebo načítaný vzor bude taktieţ uloţený ako 
snimka.bmp do rovnakého adresára. Pomocou funkcie cvNamedWindow() vytvoríme 
okno pre grafický výstup nášho programu. 
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2.3.2 Nasnímanie scény 
IplImage *img = cvQueryFrame(capture); 
    
ainfo* snimkaWebcam  = new_imge(img); 
   
ainfo* snimkaWebcamReal  = new_imge(img); 
 
    Následne začína hlavný cyklus 
programu realizovaný ako nekonečná 
smyčka. Na jej začiatku je 
podmienené jej prerušenie ktoré 
nastane po stlačení tlačidla Stop 
v hlavnom okne programu. Opätovné 
spustenie cyklu nastane po stlačení 
tlačidla Spustiť. Program pokračuje 
podobne ako pred začatím cyklu 
získaním jedného framu a jeho 




2.3.3 Prahovanie snímky 
prahovanie_otsu(&snimkaWebcam, 2);  
 
    V tomto okamihu uţ máme dáta pripravené na spracovanie a pristúpime 
k segmentácií. Prvým krokom je 
prahovanie. To je realizované 
funkciou 
prahovanie_otsu()ktorá 
vyuţíva na nájdenie optimálneho 
prahu v histograme metódu Otsu 
(kapitola 2.2.4).  
    Druhým parametrom tejto funkcie 
je prirodzené číslo ktoré určuje počet 
nezávislých segmentov obrazu. na 
základe tohto čísla sa snímka rozdelí 
a v kaţdom segmente sa bude hľadať 
prah zvlášť. Výhoda tohto prístupu 
je zjavná pri snímkach ktoré prechádzajú postupne medzi tmavým a svetlým odtieňom. 
Pixel ktorý je na svetlejšom konci snímky tmavý voči okoliu, a teda klasifikovaný ako 
Obrázok 19: Snímka z web kamery pred úravou 
Obrázok 20: Snímka po prahovaní metódou Otsu 
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objekt môţe na tmavšom konci (v inom segmente snímku) kvôli rovnako tmavému 
pozadiu mohol byť klasifikovaný ako pozadie. Pokusne bolo stanovený vhodný počet 
segmentov na 4, teda 2x2 segmenty. 
 
 
2.3.4 Zmazanie nekompletných objektov 
okraje( &snimkaWebcam , 255); 
 
    Po prahovaní zostávajú v niektorých prípadoch vplyvom nerovnomerného 
nasvietenia scény neţiaduce spojité 
tmavšie oblasti na okrajoch snímku. 
Na okraji sa tieţ môţu nachádzať aj 
skutočné objekty ktoré sa nevošli do 
snímanej oblasti celé a zachytená je 
len ich časť. Tie sú rovnako neţiaduce 
pretoţe nie je moţné ich 
ďalej popisovať a klasifikovať. Oba 
tieto problémy rieši funkcia 
okraje()ktorá zmaţe všetky 
objekty spojené osmiokolím 
s okrajom snímky. Jej druhým 
parametrom je hodnota, ktorú má  
chápať ako farba pozadia, a teda pri obchádzaní snímky po jej okraji vkladá semienka 
tejto farby na všetky pixle farby inej. 
    Na Obrázku 20 bola týmto spôsobom odstránená jedna nekompletná minca spojená 












Obrázok 21: Snímka po odstránení okrajových objektov 
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2.3.5 Uzavretie objektov 
erozia(&snimkaWebcam );     
 
dilatacia(&snimkaWebcam );   
 
    Ďalej je aplikovaná dilatácia objektov nasledovaná eróziou. Táto kombinácia pôsobí 
jednak ako operácia uzavretia, a teda odstráni malé diery na objektoch ktoré vznikajú 
vplyvom odrazov na lesklom povrchu snímaných objektov.  
 
 
    Druhou výhodou daného postupu je schopnosť úplne odstrániť objekty o veľkosti 
niekoľko pixlov ktoré môţu vznikať následkom šumu na snímke. Pri dilatácií sú malé 
šumové objekty zväčšované aţ sa spoja navzájom alebo s väčšími objektmi pri okrajoch 
snímky. Ak potom pouţijeme funkciu pre odstránenie objektov spojených s okrajom 
snímky, môţeme sa zároveň zbaviť veľkého mnoţstva šumu na snímke. To má výhodu 
pri ďalšom spracovaní ako je napr. riadkové vyplňovanie kedy sa zníţi počet 
oddelených oblastí na snímke a s tým aj náročnosť spracovania.  
    Tretia výhoda je vyhladenie malých nerovností na okrajoch objektov. V niektorých 
prípadoch môţe byť aj spojenie veľmi blízkych objektov. Počet pouţitých dilatácií 
a erózií závisí na kvalite snímku. Pri dobre nasvietenej a nasnímanej scéne nemusí byť 
jeho pouţitie vôbec nutné. Nevýhodou  môţe byť, aj vzhľadom na pouţitú konvolučnú 
masku, malá deformácia objektu a strata niektorých detailov vôbec. Pri veľkých 
objektoch je však táto strata, rádovo v jednotkách pixlov, zanedbateľná.  
    Na Obrázku 5 je snímka po úprave dilatáciou. Oproti predošlej snímke na Obrázku 
22 vľavo je vidieť, ţe došlo k odstránení malých dier na všetkých objektoch. Na 
Obrázku 22 vpravo je snímka po následnej erózií. Tu je vidieť, ţe objekty sa dostali do 
pôvodnej veľkosti no malé diery zostali uzavreté. Na snímkach boli pouţité 3 dilatácie 
a erózie. 
Obrázok 22: Objekty po dilatácií a erózií 
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2.3.6 Rozlíšenie objektov 
hladaj(&snimkaWebcam, start, filler, border); 
 
 
    Po týchto krokoch môţeme prejsť k zaznamenaniu jednotlivých objektov na snímke 
a potom k ich popisu. Tým sa dostaneme od segmentácie k popisu objektov. 
K zaznamenaniu resp. zaregistrovaniu  objektov na snímku ako samostatných entít a ich 
následnému popisu slúţi funkcia hladaj(). Prvým parametrom je opäť referencia na 
spracovávaný snímok. Druhý parameter určuje východziu pozíciu pre vyplnenie 
pozadia pomocou algoritmu ktorý vyuţíva riadkové semienkové vypĺňanie. Tretí 
parameter určuje farbu výplne pozadia a posledný farbu hľadaných objektov. Po 
ukončení tejto funkcie máme snímku s farebne oddelenými objektmi  a tieţ farebne 
oddelenými dierami v rámci objektov. Pri registrácií objektov prebieha zároveň aj 
napĺňanie štruktúr ainfo, aobject a ahole.  
Na Obrázku 23 je snímka po rozlíšení jednotlivých objektov. Pomocou algoritmu 
riadkového semienkovania boli všetky objekty aj diery v nich zafarbené odlišnými 
farbami. (Farby objektov sa líšia 
o jeden odtieň a okom nemusia byt 
viditeľné no v rámci snímku sú 
jednoznačne odlišné) Za samostatné 
objekty sa povaţujú aj objekty spojené 
osmiokolím. Zafarbené bolo aj 
pozadie. Pri zafarbovaní kaţdého 
objektu došlo zároveň k zberu údajov 
o ňom, a teda po ukončení tejto 
funkcie máme k dispozícií údaje 
o všetkých objektoch v ich popisných 
štruktúrach typu aobject 
 
  
Obrázok 23: Snímka po rozlíšení jednotlivých objektov 
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2.3.7 Filtrácia malých objektov 
delete_small(&snimkaWebcam, (int)this->numericUpDown2->Value ); 
 
 
    Ďalej sa na základe uţívateľom zvolenej spodnej hranice veľkosti odfiltrujú zo 
snímky všetky objekty menšie ako táto hranica. Jedná sa hlavne o objekty tvorené 
šumom, no je tu aj moţnosť vyuţitia tohto kritéria ako filter pre skutočné objekty ktoré 
nezodpovedajú poţadovanej veľkosti. 
 
    Na Obrázku 24 boli týmto 
spôsobom odfiltrované noţičky 
a chladič tranzistoru ktoré boli s jeho 
telom spojené len osmiokolím. 
Hodnota filtra bola nastavená na 150 
pixlov.(Veľkosť kľúčov na snímke je 
pribliţne 4000 pixlov.) 
    Vzhľadom na náročnosť algoritmu 
riadkového vyplňovania pri veľkom 
počte objektov je vhodné snaţiť sa 
predísť veľkému počtu šumových 




    Taktieţ má na ich výskyt priamy 
vplyv poloha nami umiestnených 
skutočných objektov. V prípade ţe 
necháme niektorý segment snímky 
pred prahovaním úplne voľný alebo 
len s malou plochou objektov, nájdená 
hodnota jasového prahu pre tento 
segment nemusí byť jednoznačná 
keďţe sa tu nenachádza ţiadna 
farebne odlišná oblasť. Vznikne tak 
prechod posiaty mnohými malými 





Obrázok 24 : Snímka s odfiltrovanými malými objektmi 
Obrázok 25: Snímka s odfiltrovanými malými objektmi 
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2.3.8 Stanovenie podobnosti ku vzoru 
 
Samotný spôsob porovnávania závisí na nastavení programu. Ak je povolená 
automatická zmena veľkosti najskôr sa zistí pomocou porovnania funkciou 
porovoblast()či je výhodnejšie zmeniť veľkosť alebo nie. Výhodnejšia z variant sa 
vyznačí funkciou vyznac do pracovnej snímky alebo na reálny obraz. Ako je 
spomenuté v kapitole 2.2.8 porovnávame dvojmo vzor-objekt a objekt-vzor. Objekty 




Na spracovanej (Obrázok 26) alebo reálnej (Obrázok 27) snímke vyznačuje pomocou 
šedej mrieţky nájdenú polohu vzoru v snímke.  
    V tomto prípade bola spodná hranica podobnosti nastavená na 0,80. Oba kľúče boli 
programom identifikované aţ po hodnotu pribliţne 0,90. Automatická veľkosť bola 
povolená, a preto sa vzor mohol prispôsobiť veľkosti objektov na snímke. (Veľkosť 
vzoru bola asi 2300 a kľúče na snímke mali veľkosť okolo 4000 pixlov) Pri tomto 
snímaní sa rýchlosť spracovania snímok pohybovala okolo 10 FPS, no samozrejme 
závisí od pouţitého hardwaru. 
    Ak nieje povolená automatická zmena veľkosti, je aplikovaný algoritmus zaloţený na 
porovnávaní hranice objektov. Volaním funkcie korelpart sa získa podobnosť objektu 
k vzoru a podľa podmienok ako aj vyššie uvedené sa vyznačí do pracovného alebo 
reálneho obrazu. 
Ten nedovoľuje zmenu veľkosti no dokáţe lepšie určiť objekty z niektorými chybami. 
Ak má objekt vadu pri ktorej mu chýba niektorá jeho časť algoritmus sa snaţí priloţiť 
vzor tak akoby by bol objekt bez vady. Na obrázku 28 je príklad kde sa nachádza 
samotný vzor, poškodený objekt a podobný objekt. Pri poškodenom aj podobnom 
objekte bol vzor priloţený na objekt v pôvodnom rozloţení. Pri minci sa našla podobná 
Obrázok 26: Nájdené objekty na spracovanej snímke Obrázok 27: Nájdené objekty na povodnej snímke 
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oblasť. Nenašla sa tu však ţiadna časť podľa ktorej by bolo moţné objekt smerovať, 
a preto dochádza k rotácií zobrazovaného obrysu okolo stredu mince. Pre takéto 
porovnanie je však nutné značne zníţiť prah citlivosti keďţe sa aj tu vykonáva 
obojsmerné porovnanie ktoré sa násobí. Tento postup je v niektorých prípadoch 
nejednoznačný a môţe dochádzať k čiastočným posunom a kmitaniam vykreslenej 
hranice vplyvom nepresne vyhodnotených dvojíc podobných úsekov. 
 
 
    Ak by sme pre dané objekty pouţili implementované porovnávanie na základe 
plochy, vzor vy sa snaţil umiestniť tak aby dosiahol čo najväčší prienik s objektom aj za 
cenu, ţe je priloţený k neodpovedajúcim si častiam. Poloha sa tu totiţ prepočítava 







Obrázok 28: Identifikované objekty 
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3 POPIS OVLÁDANIA PROGRAMU 
3.1 Hlavné menu 
    Program dokáţe pracovať s integrovanou i externou web kamerou pripojenou 
pomocou rozhrania USB. Po pripojení web kamery a spustení programu sa zobrazí 
hlavné okno s názvom “Rozpoznávač“ (Obrázok 1). Prvou úlohou uţívateľa je výber 
snímacieho zariadenia. V kolónke v časti Kamery navolíme číslo prislúchajúce našej 




    Následne v časti Vzor  tlačidlom Otvoriť uţívateľ zvolí umiestnenie súboru formátu 
BMP so vzorom, podľa ktorého sa budú objekty identifikovať. Druhá moţnosť je 
vytvoriť si nový vzor na základe snímku z web kamery alebo uţ existujúceho obrázku. 
To môţeme pomocou tlačidla Nový ktoré nás prepne do nového editovacieho okna 
(Obrázok 2) kde môţeme daný vzor vytvoriť. 
    Po výbere vzoru má uţívateľ moţnosť v časti Filtre uplatniť explicitné znalosti 
o hľadanom objekte. Môţe určiť minimálnu veľkosť objektov v pixloch ktoré budú 
môcť byť porovnávané. Určiť spodnú hranicu podobnosti objektu ku vzoru aby bol 
objekt klasifikovaný ako zhodný. 
   V tejto chvíli je program pripravený a za predpokladu, ţe máme pripravenú aj scénu 
môţeme spustiť identifikáciu pomocou tlačidla Spustiť. Program je moţné kedykoľvek 
pozastaviť pomocou tlačidla Stop a opätovne pokračovať tlačidlom Spustiť. V prípade, 
Obrázok 29: Hlavné okno programu 
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ţe nepredpokladáme značné odchýlky od vzoru môţeme zaškrtnúť políčko Auto. 
V tomto móde je program schopný nájsť aj objekty podobné vzoru v inej veľkosti.   
    Druhý mód (nezaškrtnuté políčko Auto) predpokladá väčšie odlišnosti a snaţí sa 
nájsť objekty na základe ich nekompletných častí. Nie je tu však moţnosť zároveň aj 
meniť porovnávaciu veľkosť. V oboch módoch  môţeme tieţ prepnúť medzi grafickým 
výstupom so skutočným snímaným obrazom a obrazom po spracovaní segmentačnými 
a identifikačnými algoritmami. V reálnom obraze sú úspešne identifikované objekty 
vyznačené kontúrou po ich obvode. V prípade, ţe má objekt nejakú odchýlku od vzoru 
no jeho podobnosť je dostatočná na jeho rozpoznanie, je  na ňom vyznačený tvar 
bezchybného vzorového objektu, a teda je moţné porovnať odlišnosti. V pracovnom 
obraze sú vyznačené nájdené objekty plochou. Tmavou farbou je snímaný objekt 
a bledou farbou je preloţený nájdenou polohou vzoru. Je tu úmyselne pouţitý priamy 
prepočet zo vzoru do objektu kedy vzniká mrieţka. Z tohto obrazu sú vidieť oblasti 
prieniku a odlišné oblasti oboch objektov. 
    Po spustení sa objaví nové okno s grafickým výstupom snímanej scény. Zobrazuje 
scénu po pouţití filtrov a programom nájdené umiestnenie vzoru v tejto scéne. Pri behu 
programu sa v časti Štatistika zobrazujú údaje o aktuálnom stave rozpoznávania. 
Poloţka FPS označuje Frames per second, teda počet snímok spracovaných za sekundu. 
Poloţka Objekty uvádza počet všetkých objektov na snímke po aplikácií filtrov 
a poloţka Zhody uvádza počet objektov na snímke ktoré splňujú všetky podmienky na 





    Účelom editoru je vytvoriť snímku na ktorej sa bude nachádzať jeden objekt  na 
kontrastnom pozadí. V rámci Editoru má uţívateľ moţnosť vytvoriť si nový vzor z uţ 
existujúceho obrázku BMP formátu v odtieňoch šedej alebo na základe úplne novej 
snímky. Má pritom k dispozícií funkcie pre úpravu obrazu. Pomocou tlačidla Z kamery 
vytvoríme snímku aktuálnej scény. Druhá moţnosť je tlačidlom Otvoriť získať uţ 
existujúcu snímku.  
    Po získaní snímky jedným alebo druhým spôsobom môţeme pristúpiť k úprave. 
Morfologickými úpravami Erózia a Dilatácia sa môţeme zbaviť malých dier na objekte 
príp. malých objektov. Prahovaním oddelíme objekty od pozadia. Prah Otsu vychádza 
z metódy Otsu a rozdeľuje snímku na 4 samostatné segmenty s vlastným prahom. 
Geometrickými úpravami môţeme meniť veľkosť objektu a otáčať ho o 90 stupňov. 
Pomocou Okraje  sa odstránia objekty spojené s okrajom snímky a Filtr. malé odstráni 
malé objekty podľa zadania. Z hranových filtrov má pre daný problém význam 
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Rozmazať ktorá môţe zabrániť vzniku mnohých 
objektov vplyvom šumu na snímke. Funkcia Peaky 
nám zobrazí nájdené  významné body na objekte. 
Tento výpis je však len informačný keďţe ďalšie body 
sa dynamicky dohľadávajú podľa potreby za behu 
programu.  
    Pomocou Save moţeme náš vzor uloţiť ako súbor 
formátu BMP. Vzor je však pri kaţdom spracovaní 
vzoru automaticky uloţený do súboru vzor.bmp 



















3.3     Doporučený postup prípravy vzoru snímaním z kamery 
 
    Dôleţitým faktorom ovplyvňujúcim výsledky identifikácie je samozrejme aj kvalita 
úpravy samotného vzoru. Snaţíme sa o to aby objektívne významné body zostali 
objektu aj po zapracovaní. Presný postup spracovania samozrejme záleţí na 
špecifických podmienkach nasvietenia scény, parametroch pouţitej web kamery a p. 
Niţšie je uvedený všeobecný postup  ktorým je vo väčšine prípadov moţné dosiahnúť 
dobré výsledky. 
 
Obrázok 30: Okno Editoru 
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 Objekt umiestnime tak aby svetlo po dopade zo zdroja a nesmerovalo priamo na 
web kameru. 
 V hlavnom okne aplikácie stačíme pre vytvorenie nového vzoru priamo zo scény 
tlačidlo Nový ktorý nám zobrazí okno editoru 
 Tlačidlom Z kamery získame novú snímku. 
 Prevedieme prahovanie s Prah Otsu a skontrolujeme či je objekt oddelený od 
iných a nemá poškodený obrys. 
 Pouţijeme Dilatácia na vyhladenie šumu na obryse a na spojenie malých bodov 
šumu. Ak treba pouţijeme ju niekoľkonásobne s ohľadom na deformáciu 
objektu. 
 Ďalej tlačidlom Okraje odstránime tmavé oblasti po okrajoch. 
 Eróziou odstránime ďalšie drobné objekty a vrátime náš objekt na pôvodnú 
veľkosť. 
 Tlačidlom Filtr. malé potom odstránime zvyšné neţiaduce objekty. 
 Na záver si môţeme zobraziť významné body tlačidlom Peaky 
 Potvrdíme stlačením OK 
 V hlavnom menu spustíme identifikáciu pomocou Spustit 
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4 ZÁVER 
    Na základe zadania bakalárskej práce bol vytvorený program na identifikáciu 
objektov. Program je vytvorený ako aplikácia pre Windows pomocou jazyka C/C++. 
Dokáţe pracovať so zabudovanými aj externe pripojenými web kamerami ktoré ako 
jednu z moţností vyberá uţívateľ. Identifikácia sa realizuje na základe vzoru. Vzor je 
moţné programu zadať ako uţ hotový vzor (jeden objekt na snímke s kontrastným 
pozadím) alebo je moţné ho vytvoriť  z novej snímky či uţ na disku uloţenej staršej 
snímky v príslušnom formáte. Pre tieto úpravy slúţi časť Editore, ktorý je súčasťou 
programu.   
    Program umoţňuje uţívateľovi v podobe filtrov zadávať apriori znalosti o hľadanom 
objekte čím zefektívňuje hľadanie.     
    Program pracuje so snímkami farebnej hĺbky 8 bitov resp. 256 odtieňov šedej. Dáta 
sú počas behu uloţené v hierarchií štruktúr (časť 2.1)  
    Hlavnou časťou  programu je hlavný cyklus popísaný v sekcií 2.3. Tento cyklus sa 
vykonáva opakovane aţ do zastavenia uţívateľom a neustále na grafickom výstupe 
zobrazuje výsledky identifikácie. Nájdené objekty sú vyznačené pomocou plochy vzoru 
sfarbenej na šedo prípadne tenkej kontúry hranice. Je tak moţné jednoducho zhodnotiť 
odchýlky objektu od zadaného vzoru.  
    Na prahovanie snímky sa vyuţíva metóda Otsu popísaná v časti 2.2.4, ktorá vychádza 
z rozptylu  intenzít pixlov medzi pozadím a objektmi.  
    Následne sú pouţité funkcie matematickej morfológie - dilatácia a erózia na 
zaplátanie dier na objektoch. 
    Snímky sú ošetrené od objektov ktoré nie sú na obrázku určite celé, teda sú spojené 
s okrajom snímky. A voči malým objektom. 
    Samotné porovnávanie dvojice objektov prebieha dvomi spôsobmi podľa nastavenia 
programu. Aplikuje vyvinutý sa algoritmus zaloţený buď na porovnávaní oblastí alebo 
na hľadaní podobností hraníc objektu a vzoru. Zhodnotenie podobnosti sa realizuje ako 
hľadanie podmnoţiny vzoru v objekte a opačne. Teda ide o porovnávanie oblastí pričom 
potrebnú mieru podobnosti môţe uţívateľ upraviť. 
    Všetky vytvorené funkcie je moţné nájsť v súbore funkcie.cpp. Volanie a 
kombinovanie týchto funkcií sa deje v súbore Form1.h kde sa nachádzajú volania pre 
jednotlivé tlačidlá programu. Pre kompiláciu programu je ďalej nutné mať k dispozícií 
kniţnice OpenCV z ktorých sa vyuţívajú funkcie pre komunikáciu programu s web 
kamerou a pre zobrazovanie výsledkov na grafickom výstupe programu. 
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    Táto práca upravuje a dopĺňa semestrálnu prácu rovnakého názvu. Boli doplnené 
viaceré funkcie pre popis objektov pomocou reťazového kódu,  funkcie pre prácu s ním 
a funkcie vykresľovania na uţívateľský výstup. Ďalej algoritmy pre analýzu príslušných 
hraníc objektov, hľadanie významných bodov a nakoniec algoritmy pre hľadanie 
a spracovanie podobnostných znakov objektov. Aplikácia sa tak stala univerzálnejšou 
a presnejšou. 
     
....V prípadnom pokračovaní by mala byť pozornosť zameraná hlavne na spresnenie 
identifikácie pomocou kombinovania viacerých príznakov. Pre lepšiu pouţiteľnosť si 
tieţ daný program vyţaduje zvýšenie robustnosti a uváţenie viacerých alternatív pri 
identifikácií. Jednoduchými úpravami je tu moţnosť prisposobyť aplikáciu na napr. na 
účel klasifikácie objektov do viacerých tried. 
 
    Z programátorského hľadiska je tu priestor pre prevedenie do objektovej formy. 
ďalšou moţnosťou je optimalizácia algoritmov pre zrýchlenie procesu, príp. pouţitie 
efektívnejších. 
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Príloha 1: Zdrojové texty  
 
 Zdrojové texty sú súčasťou práce a sú umiestnené na CD vloţenom vo väzbe 
bakalárskej práce. Sú uloţené ako kompletný projekt v jazyku C/C++ pre vývojové prostredie 
MS VisualStudio. 
 
Príloha 2: CD 
 
 Na CD sa nachádzajú zdrojové texty elektronická forma bakalárskej práce. 
 
 
