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ABSTRACT
Rising anthropogenic emissions of radiatively active greenhouse gases and
particulate matter (PM) are altering Earth’s climate, increasing human and ecosystem
health risks, and inducing feedbacks from terrestrial and marine ecosystems on future
atmospheric carbon dioxide (CO2) levels and PM concentrations. Process-based Earth
system models (ESMs) and regional climate and chemistry transport models offer the best
approach for quantifying these feedbacks and their uncertainties, projecting future
atmospheric CO2 levels and resulting temperature increases and wildfire risks, predicting
hazardous PM concentrations and human health risks, and understanding the impacts of
potential mitigation efforts. In this dissertation, I address these globally significant
environmental issues through three studies designed to highlight biases in global ESM
vegetation distributions, investigate terrestrial carbon cycle feedbacks from solar radiation
management (SRM) climate change mitigation, and explore impacts of future regional
wildfire emissions on ozone (O3) and fine (≤2.5 micrometers) particulate matter (PM2.5)
due to unmitigated climate change.
In the first study, I analyzed CO2 mole fraction-driven simulations of ESMs from
the fifth phase of the Coupled Model Intercomparison Project (CMIP5) and found that
ESMs exhibited large biases in forest distribution, fraction, and biomass in leaves, wood,
and roots. These biases induced an uncertainty of −20 Pg C to 135 Pg C in forest total
biomass estimates over northern extratropical regions in ESMs, influencing estimates of
carbon cycle feedbacks, fuel loads and distributions, and, thus, wildfire risk. In the second
study, I found terrestrial ecosystems became a stronger carbon sink, adding 79 Pg C stored
on land, under a SRM strategy designed to maintain global surface temperature at 2020
levels for the remainder of the twenty-first century. While fuel loads were increased,
wildfire risks were reduced by mitigating increases in global temperature. In the third
study, I found, by employing global climate and chemistry-transport model output to force
the Community Multiscale Air Quality model, increased fire intensity between
contemporary (2003–2010) and future years (2050–2059) had little effect on atmospheric
O3 concentrations in the Western United States, but projected PM2.5 concentrations induced
by fire could be as much as 21 times higher in future years in this region.
v
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CHAPTER 1
INTRODUCTION

Wildfires and terrestrial ecosystem responses in a changing climate
Rising temperatures and the increasing frequency of droughts are driving up
wildfire intensity and fire-associated hazardous air pollutants, posing threats not only to
property and infrastructure, but also to human health and the functioning of entire
ecosystems. Intensified wildfire activities characterized by the frequency of occurrence,
the burning durations, and burned areas have been observed in recent decades (Littell et
al., 2009; Y. Liu et al., 2013; Marlon et al., 2012; Miller et al., 2009; Westerling et al.,
2006; Wiedinmyer & Neff, 2007). Changing climate conditions are believed to be the
major cause of increasing wildfire activities. With rising temperatures and reduced
precipitation and soil moisture projected in the future (Cayan et al., 2010; Chylek et al.,
2017; A. Dai et al., 2004; Gao et al., 2014; Pachauri & Meyer, 2014), climate conditions
will be more conducive for wildfire disturbances in the future.
As elevated anthropogenic emissions are responsible for climate change,
ecosystems also play an important role in altering the climate through biogeochemical
(BGC) feedbacks (Bonan, 2008; Bonan & Doney, 2018; Heimann & Reichstein, 2008;
Jolly et al., 2015; Shaver et al., 2000; Stevens-Rumann et al., 2018; Tian et al., 2016;
Turner, 2010). With sufficient water and sunlight provided, increasing atmospheric carbon
dioxide (CO2) concentration induces higher photosynthesis rates and productivity for
plants (Enoch, 1984; Lloyd, 1999; Ziska & Bunce, 1997), known as the CO2 fertilization
effect. Such increases in plant productivity induce a strong carbon sink and additional
carbon sequestered in ecosystems from the atmosphere, hence reducing the atmospheric
CO2 mole fraction. This negative feedback on climate change weakens radiative forcing,
which in turn induces smaller temperature increases caused by CO2, resulting in lower
wildfire risks. Nevertheless, terrestrial ecosystems in arid and semi-arid regions, where
plants have high moisture stress, could encounter more wildfire events during dry seasons
in a changing climate. Higher temperatures increase evapotranspiration rates that drain
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water from soils to the atmosphere. Plants on drier lands are more vulnerable to wildfires
because more dry biomass and litterfall from withered plants and necromass (dead wood
and roots), are accumulated on land. If there were wildfires, the larger amount of
accumulated dry matters could release more CO2 through biomass burning and hence
enhance the temperature warming. This positive feedback on climate change would
exacerbate water deficits, which make the plants in arid and semi-arid regions more
vulnerable to wildfires. The complicated responses and feedbacks between climate,
wildfires, and ecosystem are illustrated in Figure 1-1.

Climate intervention
To counteract the global warming temperatures caused by growing anthropogenic
emissions,

multiple

climate

engineering

strategies

(also

known

as

“climate

geoengineering”) have been proposed to mitigate projected warming (Shepherd, 2009),
which plays an important role in triggering wildfires. Figure 1-2 summarizes these
strategies proposed to date (Lawrence et al., 2018). Solar dimming by aerosol injections
into the lower stratosphere is one such strategy (Crutzen, 2006). This strategy is suggested
to be an inexpensive and efficient way to keep the surface temperature constant at a targeted
level (Keller et al., 2014; Russell et al., 2012), even though anthropogenic CO2 emission
still increases over time. However, simulations from Earth system models (ESMs)
demonstrated that while future global temperature could be controlled at its 2020 level,
there could be substantial side effects such as ocean acidification and rapid temperature
warming if aerosol injections stopped (Robock, 2008). Responses and BGC feedbacks of
ecosystems to the geoengineered climate may also influence fire risks because biomass and
available fuel loads are expected to be higher in a cooler climate compared to an
unmitigated climate with high greenhouse gas emissions.

Challenges in assessing climate-wildfires-terrestrial ecosystem
interactions
Wildfire activities are associated with the fuel loads from biomass as well as climate
change. Although the ensemble mean of ESMs is able to capture fairly well the amount of
2

Figure 1-1. A schematic diagram of the climate-wildfires-ecosystem feedbacks (adopted
from United Nations Environment Programme (2011)). Red arrows show positive
feedbacks between wildfires and phenomena induced by increased atmospheric CO2 mole
fraction while green arrows represent the reduction of atmospheric CO2 mole fraction by
ecosystems. Golden arrows indicate disturbances due to human activities.

3

Figure 1-2. Current climate intervention proposals (adopted from Lawrence et al. (2018)).
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global terrestrial total live biomass found in observations, substantial variations in ESM
simulated forest biomass (Jiang et al., 2015) and in observational data sets (Gibbs et al.,
2006; Watson et al., 2000) remains large. While Negrón-Juárez et al. (2015) demonstrated
the uncertainty of tropical forest biomass estimates in ESMs, the uncertainty in
extratropical (boreal and temperate) forests has not been fully examined. Despite the
relative smaller carbon stock stored in the boreal and temperate forests compared to that
stored in tropical forests (Pan et al., 2011), reducing the uncertainty of extratropical forest
biomass estimates are also important due to the increasing water stress in the extratropical
regions.
Impacts of geoengineering on climate change have been largely discussed with
respect to atmospheric and hydrological properties (Irvine et al., 2016; Kravitz et al., 2009,
2013; Tilmes et al., 2013; Xia et al., 2016). There are few studies using idealized or
simplified ESMs to simulate the responses and feedbacks of ecosystems to geoengineering
(Cao, 2018; Cao & Jiang, 2017; Tjiputra et al., 2016; Xia et al., 2016). Results from highresolution fully-coupled ESMs are required to improve the understanding of the
interactions between climate and ecosystems, which influence future fire events as a result
of changes in biomass and atmospheric CO2 mole fractions.
Future climate without mitigations is likely to induce increased fire intensities,
which will emit various air toxics. Studies have shown increasing importance of wildfire
contributions to regional PM2.5 concentration during the contemporary period (D. Jaffe et
al., 2008; J. C. Liu et al., 2016; O’Dell et al., 2019; Spracklen et al., 2009). However, it
remains uncertain whether wildfires will still be an important source of regional PM2.5
concentration given more anthropogenic emissions in the future compared to the present
time. In addition, large uncertainty exist in projected wildfire emissions depending on the
metrics, such as meteorology and socio-economic activities (Riahi et al., 2011; Urbanski,
2014), used to derive the fire emissions.

Motivations and overview of this work
This work is dedicated to the investigation of the interactions and feedbacks in the
climate-wildfire-terrestrial ecosystem in a changing world. Different future climate
5

scenarios and a geoengineering technique that increases planetary albedo are simulated by
models to project future wildfire activities, air quality, and ecosystem responses. Previous
studies have suggested increasing human health risks associated with wildfire smoke PM2.5
(J. C. Liu et al., 2017; Moore et al., 2006; Stowell et al., 2019). Evaluating future wildfires
in a changing climate are important for health impact assessments and for policy-making
strategies in environmental management. Because changes in fuel loads from biomass as
well as climate change are key to future wildfire projections. I conducted a series of studies
incorporating data analysis and model simulations to evaluate interactions between climate
change, ecosystems, and wildfires.
The first part of this work, presented in Chapter 2 investigated the causes of
uncertainty in biomass estimates from multiple ESM outputs in the fifth phase of the
Coupled Model Intercomparison Project (CMIP5) (Taylor et al., 2012). I evaluated
extratropical forest biomass data from ESMs and compared it to a recent observation-based
data set across the northern extratropical region (30° N–80° N) (Thurner et al., 2014). I
also compared ESM data containing detailed information on forest biomass of individual
plant functional types and the grid-cell level data reported to CMIP5 to investigate the
biomass uncertainty simulated by ESMs. In addition, I adopted the concept from Exbrayat
et al. (2014) to investigate if uncertainty of biomass estimates during the spin-up period
persists in current and future years. Small relative errors between current and future years
with respect to the observations imply parametric or structural model configurations are a
large source of uncertainty in biomass estimates in ESMs.
The second part of this work shown in Chapter 3 examined a recent dataset
simulated by a high-resolution fully-coupled ESM. I compared the differences between the
climate with the Representative Concentration Pathway 8.5 (RCP8.5) high greenhouse gas
emissions scenario to the scenario with RCP8.5 geoengineered by stratospheric aerosol
injections. I analyzed the dataset in terms of climate change, the responses of terrestrial
ecosystems, biomass changes, and fire activities (burned area) between the two climate
scenarios. The interactions between climate change and terrestrial ecosystems were
determined by the carbon sink strength, which represents changes in net biome production.
Fire activities were evaluated by the burned area and fuel loads from the model output.
6

Chapter 4 described the third part of this work regarding the impacts of wildfires
on air quality in the future. Since most parts of the western United States (WUS) are
classified as a semi-arid climate zone (Kottek et al., 2006), it is expected to experience
more wildfire events since ESMs predict much drier climate conditions in the future (Y.
Liu et al., 2013). Therefore, I conducted two sets of model simulations, including climate
and chemistry-transport models at global and regional scales, to evaluate the changes in air
quality due to climate and wildfires in both present and future years in WUS. I particularly
focused on the changes of fine particulate matter (diameter ≤ 2.5 μm) (PM2.5) and ozone
(O3), which are two criteria air pollutants defined by U.S. Environmental Protection
Agency (EPA). I also compared two sets of wildfire emissions projected from different
models to examine the uncertainty of the impacts on PM2.5 and O3 concentration due to
wildfires. The information provided in this work can be beneficial for future research and
policy-making strategies regarding climate change, wildfires, and environmental
management.
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CHAPTER 2
UNCERTAINTY QUANTIFICATION OF
EXTRATROPICAL FOREST BIOMASS IN CMIP5
MODELS OVER THE NORTHERN HEMISPHERE
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Abstract
Simplified representations of processes influencing forest biomass in Earth system
models (ESMs) contribute to large uncertainty in projections. We evaluate forest biomass
from eight ESMs outputs archived in the Coupled Model Intercomparison Project Phase 5
(CMIP5) using the biomass data synthesized from radar remote sensing and ground-based
observations across northern extratropical latitudes. ESMs exhibit large biases in the forest
distribution, forest fraction, and mass of carbon pools that contribute to uncertainty in forest
total biomass (biases range from −20 Pg C to 135 Pg C). Forest total biomass is primarily
positively correlated with precipitation variations, with surface temperature becoming
equally important at higher latitudes, in both simulations and observations. Relatively
small differences in forest biomass between the pre-industrial period and the contemporary
period indicate uncertainties in forest biomass were introduced in the pre-industrial model
equilibration (spin-up), suggesting parametric or structural model differences are a larger
source of uncertainty than differences in transient responses. Our findings emphasize the
importance of improved (1) models of carbon allocation to biomass compartments, (2)
9

distribution of vegetation types in models, and (3) reproduction of pre-industrial vegetation
conditions, in order to reduce the uncertainty in forest biomass simulated by ESMs.

Introduction
The amount of carbon stored in vegetation biomass in terrestrial ecosystems plays
an important role in influencing Earth’s climate. Variations in productivity, respiration,
carbon turnover and in carbon allocation to biomass compartments in response to
anthropogenic and natural climate change influence the magnitude, spatial distribution and
allocation of vegetation carbon stocks. At present, the land biosphere is a carbon sink since
atmospheric carbon dioxide (CO2) is increasingly sequestered in terrestrial ecosystems
(Friedlingstein et al., 1999; Friend et al., 2014; Pan et al., 2011; Le Quéré et al., 2016; Sitch
et al., 2008). The largest pools of terrestrial carbon are within soils and the live biomass of
forests (Jobbágy & Jackson, 2000; Malhi et al., 2002; Sedjo & Sohngen, 2012; Watson et
al., 2000). Previous studies found that forests presently store 47% of total global carbon on
land around the world (Pan et al., 2011), and land absorbs approximately one-third of
global anthropogenic CO2 emissions each year (Le Quéré et al., 2016). A recent report
showed that 11.5% of total greenhouse gas emissions over the contiguous United States in
2014 were offset by land use, land-use change, and forestry (U.S. EPA, 2016). Therefore,
investigations of forest biomass magnitude and carbon allocation are critical to reduce the
uncertainty of future global and regional carbon stock estimates in the Earth system models
(ESMs).
Differences in parametric and structural representations of vegetation and soil
processes in ESMs, as well as uncertainties in simulated climate drivers, result in a wide
range of carbon stock estimates. As we will show, biases induced by such parametric and
structural differences in the initial state of vegetation biomass (i.e., during the pre-industrial
(PI) period following model spin-up) often persist into future biomass predictions. In
addition, poor representations of carbon allocation processes (Franklin et al., 2012; De
Kauwe et al., 2014; Litton et al., 2007), inconsistent definitions of biomass in wood and in
roots across ESMs (Negrón-Juárez et al., 2015), and uncertainties in allocation trade-offs
in a changing climate (Doughty et al., 2014, 2015) also enlarge uncertainties of projected
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carbon allocation in the terrestrial biosphere, increasing the range of carbon–climate
feedback estimates. Another challenge to minimize uncertainties in ESMs is accurately
representing the types and fractional coverage of global forests (Saatchi et al., 2007, 2011;
Schimel et al., 2015). Despite the creation of several observationally constrained estimates
of biomass in above- and below-ground vegetation compartments over the past few
decades (Baccini et al., 2012; Bradley et al., 2006; Hurtt et al., 2010; Jackson et al., 2002;
Pan et al., 2011; Saatchi et al., 2011; Thurner et al., 2014), the uncertainties of observationbased forest biomass due to different retrieval techniques (Bradshaw & Warkentin, 2015;
Pacala et al., 2001; Shvidenko et al., 2010) and upscaling procedures in regions with sparse
data availability (Boudreau et al., 2008; Houghton et al., 2008) remain large and poorly
quantified. Confidence in the feedback of the vegetation carbon cycle in forest ecosystems
to climate change thus requires accurate representation of carbon stocks, forest distribution,
and allometric relationships between biomass compartments and the responses of
underlying processes to environmental conditions in coupled ESMs.
In this study, we quantify the uncertainty of forest biomass, in terms of its
magnitude and carbon allocation among vegetation components, from ESM outputs
archived in the Coupled Model Intercomparison Project Phase 5 (CMIP5) (Taylor et al.,
2012) by comparing the simulated results to a recent observation-based data set across the
northern extratropical region (30°N–80°N) (Thurner et al., 2014). Spatial correlations of
forest biomass and climatic conditions over this region are also assessed. Some of the
ESMs analyzed here allowed for prognostic vegetation distributions using a Dynamic
Global Vegetation Model (DGVM) and some did not. In addition, we compare the
differences between area-weighted forest biomass at grid cell level and detailed
information on forest biomass of individual plant functional types (PFTs) for each model
realization. The former provides only the mean carbon density of all PFTs within a grid
cell but no carbon density for individual PFTs, while the latter retains different carbon
densities for each PFT within a grid cell. Moreover, we analyze the differences of biases
in ESMs during the contemporary period and the PI period to investigate the uncertainty
caused by parametric or structural model configurations. Hence, taking into account the
uncertainty in observations, this study indicates sources of uncertainty for the magnitude
11

and carbon allocation of extratropical forest biomass estimates that may facilitate improved
representation of land processes in ESMs that will impact carbon–climate simulations such
as those for the Coupled Model Intercomparison Project Phase 6 (CMIP6).

Results
Spatial differences of forest fractions and total carbon mass
Four ESMs outputs, one per modeling center, from the eight selected ESM
realizations (Table 2-1) demonstrate substantial differences of spatial forest fractions and
forest total biomass compared to observations (Figures 2-1 and 2-2). BNU-ESM
overestimates forest fractions and total biomass at midlatitudes over Europe, the United
States, and China while it underestimates forest fractions in Siberia. These discrepancies
of forest fractions (min = −0.92; max = 0.95) and total carbon mass (min = −0.39 Pg C;
max = 1.63 Pg C) at grid cell level are mainly due to broadleaf deciduous temperate trees
in the regions of overestimated forest fractions and C3 arctic grass in the regions of
underestimated forest fractions (Figure 2-3). HadGEM2-ES, one of the two configurations
from the Met Office Hadley Centre, noticeably underestimates forest fractions and biomass
over Russia and Northern Canada with a magnitude up to 0.98 (min = −0.98; max = 0.96)
and 0.14 Pg C (min = −0.14 Pg C; max = 0.14 Pg C), respectively. The uncertainty
originates from the model identifying these regions as shrub-dominant (Figure 2-3)
whereas large portions of needleleaf forest are present in the observations. IPSL-CM5AMR, one of the three ESM configurations from the Institut Pierre Simon Laplace (IPSL),
shows biases in forest total biomass ranging from −0.19 Pg C to 0.41 Pg C with relatively
lower biases in forest fractions (min = −0.58; max = 0.78) compared to the other three
centers’ ESMs; nevertheless, they generally exhibit positive biases in forest fractions
across northern high latitudes, especially between 45°N–60°N. This is a consequence of
excessively large fractions of boreal needleleaf evergreen trees and boreal needleleaf
summergreen trees apportioned in the three IPSL ESMs (Figure 2-3). MIROC-ESM, one
of the two model configurations from the Model for Interdisciplinary Research on Climate
(MIROC), demonstrates that the simulated forest fractions deviate from the observations
by −0.68 to 0.97 with overpredicted forest fractions in Northern Canada and Eurasia north
12

Table 2-1. Summary of eight CMIP5 earth system models used in this study. Modeling centers include (A) GCESS, (B) MOHC,
(C) IPSL, and (D) MIROC.
Modeling
center

(A)

(B)

(C)

Model

BNU-ESM

Resolution*

2.8125° × 2.8125°

Grid cells

Land carbon
cycle
component

64 × 128

CoLM3 and
BNU-DGVM

HadGEM2-CC
HadGEM2-ES

1.25° × 1.25°

145 × 192

IPSL-CM5A-LR

1.9° × 3.75°

96 × 96

IPSL-CM5A-MR

1.25° × 1.25°

143 × 144

IPSL-CM5B-LR

1.9° × 3.75°

96 × 96

MIROC-ESM
(D)

MIROC-ESMCHEM

2.8125° × 2.8125°

64 × 128

JULES and
TRIFFID

ORCHIDEE

MATSIRO
and
SEIB–DGVM

Dynamic
vegetation

Yes

Land
cover
change
Yes

†

Yes

Yes

No

‡

Yes

Yes

Yes

References
(Y. Dai et al.,
2003, 2004; Ji et
al., 2014)

(Bellouin et al.,
2011; Collins et
al., 2011; Cox,
2001; Cox et al.,
1999; Essery et
al., 2003; Jones
et al., 2011)

(Dufresne et al.,
2013; Krinner et
al., 2005)
(Sato et al.,
2007; Watanabe
et al., 2011)

*: latitude × longitude; †: no land cover change due to anthropogenic land use change; ‡: no prognostic land cover change.
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Figure 2-1. Forest fractions in the northern extratropical regions during the contemporary period for upscaled observations (top
row), CMIP5 models (center row), and the differences (bottom row, model−observation). Different resolutions according to model
setup are shown (left to right): BNU-ESM, HadGEM2-ES, IPSL-CM5A-MR, and MIROC-ESM. Each model output and its
corresponding upscaled observation data are masked by a common-grid land mask. Missing data is presented in light gray color.
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Figure 2-2. Same as Figure 2-1 except for forest total carbon mass (10−2 Pg C).
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Figure 2-3. Same as Figure 2-1 except for all ESMs (column-wise, left to right): BNU-ESM, HadGEM2-CC, HadGEM2-ES, and
IPSL-CM5A-LR. Dominant PFT in each model. PFT types are listed in Table 2-2. Models include (1) BNU-ESM, (2) HadGEM2CC, (3) HadGEM2-ES, (4) IPSL-CM5A-LR, (5) IPSL-CM5A-MR, (6) IPSL-CM5B-LR, (7) MIROC-ESM, and (8) MIROC-ESMCHEM.
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Table 2-2. Global land cover classification for the year 2000 from Global Land Cover 2000 (GLC2000) (Joint Research Centre,
2003) and CMIP5 models. Modeling centers (A)–(D) are the same as shown in Table 2-1.
Class

GLC2000

(A)

(B)

(C)

(D)

1

Tree Cover, broadleaf,
evergreen

Needleleaf evergreen
temperate tree

Broadleaf trees

Bare soil

Tropical forest

2

Tree Cover, broadleaf,
deciduous, closed

Needleleaf evergreen
boreal tree

Needleleaf trees

Tropical broadleaf
evergreen trees

Temperate
evergreen

3

Tree Cover, broadleaf,
deciduous, open

Needleleaf deciduous
boreal tree

C3 (temperate) grass

Tropical broadleaf
raingreen trees

Temperate
deciduous

4

Tree Cover, needleleaf,
evergreen

Broadleaf evergreen
tropical tree

C4 (tropical) grass

5

Tree Cover, needleleaf,
deciduous

Broadleaf evergreen
temperate tree

Shrubs

Temperate broadleaf
evergreen trees

Boreal
deciduous

6

Tree Cover, mixed leaf
type

Broadleaf deciduous
tropical tree

Urban

Temperate broadleaf
summergreen trees

C3 grass

7

Tree Cover, regularly
flooded, fresh water

Broadleaf deciduous
temperate tree

Inland water

Boreal needleleaf
evergreen trees

C4 grass

8

Tree Cover, regularly
flooded, saline water

Broadleaf deciduous
boreal tree

Bare soil

Boreal broadleaf
summergreen trees

Crop

9

Mosaic: Tree cover / Other
natural vegetation

Broadleaf evergreen
shrub

Ice

Boreal needleleaf
summergreen trees

Pasture

10

Tree Cover, burnt

Broadleaf deciduous
temperate shrub

Natural C3 grass

Bare ground

11

Shrub Cover, closed-open,
evergreen

Broadleaf deciduous
boreal shrub

Natural C4 grass

Residual

Temperate needleleaf
Boreal evergreen
evergreen trees
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Table 2-2 (continued).
Class

GLC2000

(A)

12

Shrub Cover, closed-open,
deciduous

C3 arctic grass

Agricultural C3 grass

13

Herbaceous Cover, closedopen

C3 non-arctic grass

Agricultural C4 grass

14

Sparse Herbaceous or
sparse Shrub Cover

C4 grass

15

Regularly flooded Shrub
and/or Herbaceous Cover

16
17
18

(B)

(C)

(D)

Cultivated and managed
areas
Mosaic: Cropland / Tree
Cover / Other natural
vegetation
Mosaic: Cropland / Shrub
or Grass Cover

19

Bare areas

20

Water Bodies

21

Snow and Ice

22

Artificial surfaces and
associated areas

18

of 60°N (boreal forests) but with underestimated forest fractions over the northeast coast
of North America (dominated by C4 grasses) and over Eurasia south of 60°N (dominated
by crops) (Figure 2-3). The differences of global forest total biomass range from −0.37
Pg C to 0.62 Pg C. Spatial differences of forest fractions and total biomass of all eight
ESMs are illustrated in Figures 2-4 and 2-5.
Differences between the observed and modeled forest area also increase the
uncertainty of forest biomass estimates when converting the carbon density retrieved from
the CMIP5 archive and from the observations to carbon mass. We apply a common-grid
land mask (see Methods in this chapter) to each grid cell for each ESM output and its
corresponding upscaled observations (obsESMs) based on the Global Land Cover 2000
(GLC2000) data (Joint Research Centre, 2003). Different ESMs have different masks
depending on the forest fraction and biomass availability in grid cells for an ESM and its
obsESM. Masked forest area (“effective forest area” hereafter in this chapter) and thus
forest total biomass can exhibit substantial variations within ESMs and within obsESMs.
For example, smaller effective forest area is found in the upscaled observation for the
BNU-ESM (obsBNU-ESM) compared to that for the other obsESMs. This is because the
mask applied to obsBNU-ESM excludes grid cells where BNU-ESM considers little or no
forest existence in the model. With the common-grid land mask applied, the effective forest
area for ESMs is (1.2–2.0) × 109 ha, whereas that for obsESMs is (0.8–1.6) × 109 ha
(Figure 2-6). Modeled effective forest area is underestimated in both HadGEM2 ESMs
(−24% for HadGEM2-CC and −19% for HadGEM2-ES) while overestimated effective
forest area is found in BNU-ESM (47%) as well as in the IPSL ESMs and the MIROC
ESMs (29–36%). This uncertainty is mainly attributable to the lack of the ESMs
representing the observed land cover types shown in GLC2000. For instance, BNU-ESM
allocates C3 arctic grass rather than any forest type in most regions north of 50°N. Another
example can be found from the HadGEM2 ESMs in which the majority of land over Asian
Russia and northwest North America is covered by shrubs, resulting in low proportions of
forest types being allocated in the models. Due to large uncertainties between ESMs and
obsESMs caused by different land cover definitions, we apply various thresholds of the
forest fraction (Ff) to examine how uncertainty varies with Ff. It is expected that higher Ff
19

Figure 2-4. Same as Figure 2-1 except for all ESMs (column-wise, left to right): BNUESM, HadGEM2-CC, HadGEM2-ES, and IPSL-CM5A-LR.
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Figure 2-4 (continued). Same as Figure 2-1 except for all ESMs (column-wise, left to
right): IPSL-CM5A-MR, IPSL-CM5B-LR, MIROC-ESM, and MIROC-ESM-CHEM.
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Figure 2-5. Same as Figure 2-2 except for all ESMs (column-wise, left to right): BNUESM, HadGEM2-CC, HadGEM2-ES, and IPSL-CM5A-LR.
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Figure 2-5 (continued). Same as Figure 2-2 except for all ESMs (column-wise, left to
right): IPSL-CM5A-MR, IPSL-CM5B-LR, MIROC-ESM, and MIROC-ESM-CHEM.
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Figure 2-6. (Top) Effective forest area of forest total carbon mass at default forest
threshold (Ff = 0) from model outputs (red) and from upscaled observations (black) during
the contemporary period. A common-grid mask in both observed and modeled values is
applied. (Bottom) The ratios of effective forest area at various forest fraction thresholds to
that at Ff = 0. Models (1) – (8) are the same as shown in Figure 2-3.
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levels produce grid cells more dominated by homogeneous forest types and thus minimize
the inconsistencies of PFT definitions between ESMs and obsESMs. However, higher Ff
thresholds result in less data availability. For example, by increasing Ff from 0 to 0.1, the
effective forest area significantly reduces to two-thirds of its value at Ff = 0 for BNU-ESM
and to 83–88% for the other ESMs (Figure 2-6). Therefore, this study applies Ff = 0 to
avoid utilizing forest biomass data from only a few grid cells to represent all extratropical
forest biomass over the Northern Hemisphere.
A further investigation on the similarity of the spatial patterns of forest biomass
between ESMs and obsESMs is illustrated by Taylor diagrams (Figure 2-7). The ESMs,
while able to capture the spatial distributions of forest biomass at high Ff levels, have huge
variations in terms of carbon mass magnitude owing to different land cover types and forest
fractions (Figure 2-7a). Correlations between the spatial patterns of simulated and observed
forest carbon mass increase with Ff for all ESMs, while the variances of modeled forest
biomass are generally greater than that of observed values since the normalized deviations
are greater than one (except for MIROC-ESM at Ff = 0.8 and MIROC-ESM-CHEM at
Ff = 0.9) (Figure 2-7b). BNU-ESM exhibits the lowest skill scores (see Equation (2.1) in
Methods in this chapter) (0.006 ± 0.005) because it has the largest variance among all
ESMs at all Ff levels (Figure 2-7a; Figure 2-8). The IPSL ESMs perform slightly better
than BNU-ESM, but their large variances cause low skill scores (0.11 ± 0.04) as well
(Figure 2-7a; Figure 2-8). Higher skill scores are found for the HadGEM2 ESMs
(0.85 ± 0.10) and the MIROC ESMs (0.64 ± 0.14) (Figure 2-7b; Figure 2-8).
Magnitude of forest biomass uncertainty
The biases of masked global forest total carbon mass in each biomass compartment,
including the lumped total biomass from all forest compartments and the biomass in leaves,
in wood, and in roots, are investigated along with the combined wood and roots
(“Wood + Root”) to avoid inconsistent definitions of root biomass between ESMs
(Negrón-Juárez et al., 2015). Results demonstrate that the biases of modeled global forest
total carbon mass at Ff = 0 ranges from −20.3 Pg C in HadGEM2-CC to 134.7 Pg C in
IPSL-CM5A-MR (Figure 2-9a). In terms of individual forest compartments, the combined
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Figure 2-7. Taylor diagrams of (a) all model results and (b) model results of standardized deviations smaller than 2.5 for the
northern extratropical forest carbon mass at various forest fraction thresholds (Ff) ranging from 0.0 to 0.9. Model numbers represent
the CMIP5 models. Models (1) – (8) are the same as shown in Figure 2-3.
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Figure 2-8. Skill scores for modeled global forest carbon mass in different forest fraction
thresholds during the contemporary period. Models (1) – (8) are the same as shown in
Figure 2-3.
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Figure 2-9. Global extratropical forest total carbon mass (Pg C) in the Northern Hemisphere for individual forest compartments:
(a) all compartments, (b) wood and roots, (c) leaves, (d) wood, and (e) roots during the contemporary period at Ff = 0. Columns in
light gray are the masked observations at each model resolution with error bars showing the uncertainty. The colored columns
represent modeled results from BNU-ESM (1, red), HadGEM2-CC (2, green), HadGEM2-ES (3, blue), HadGEM2-ES with detailed
PFT information (3PFT, orange), IPSL-CM5A-LR (4, magenta), IPSL-CM5A-MR (5, light green), IPSL-CM5B-LR (6, violet),
MIROC-ESM (7, light blue), and MIROC-ESM-CHEM (8, dark brown). The mean value (yellow) is the average of all model
results. (a,b) and (d) use the same vertical scale while (c) and (e) use different vertical scales.
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Figure 2-9 (continued).
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Wood + Root biomass has biases ranging from −19.0 Pg C in HadGEM2-CC to 130.4 Pg C
in IPSL-CM5A-MR (Figure 2-9b); the biases of biomass in leaves ranges from −1.3 Pg C
in HadGEM2-CC to 0.4 Pg C in IPSL-CM5A-MR (Figure 2-9c); the biases of biomass in
wood ranges from −5.7 Pg C in HadGEM2-CC to 120.0 Pg C in BNU-ESM (Figure 2-9d);
the biases of biomass in roots ranges from −13.3 Pg C in HadGEM2-CC to 25.8 Pg C in
IPSL-CM5A-MR (Figure 2-9e). A further examination on utilizing detailed biomass data
at grid cell level rather than the grid area-weighted level from the HadGEM2-ES model
results illustrates relatively smaller biases, though the bias of forest total biomass changes
from negative (−13.4 Pg C) by utilizing grid area-averaged biomass data to positive (10.5
Pg C) by utilizing detailed biomass data at the grid cell level (Table 2-3). Compared to the
mean value of forest total biomass from all obsESMs, that from all ESMs is overpredicted
by 47.8 Pg C; for individual forest compartments, the mean value from all ESMs shows
overpredicted forest biomass in Wood + Root by 43.4 Pg C, in wood by 41.5 Pg C, and in
roots by 1.9 Pg C, while the biomass in leaves is underpredicted by 0.2 Pg C. Note that all
ESMs predict the biomass in leaves within the uncertainty range of obsESMs, while BNUESM and the IPSL ESMs predict too much forest total biomass and biomass in
Wood + Root due to overestimated biomass in wood (Figure 2-9d). The institutional mean
values of forest biomass for each modeling center show enlarged magnitude of bias in total
mass (7.7 Pg C) and biomass in Wood + Root (10.2 Pg C) compared to multi-model mean
values. The increased bias of biomass in wood (14.8 Pg C) is the major cause of the
increasing discrepancies, even though the institutional mean biomass in roots is reduced
(−4.57 Pg C). Details of extratropical forest carbon mass across 30° N–80° N for each ESM
and for each modeling center is shown in Table 2-3.
According to the masked forest biomass in ESMs and obsESMs, the magnitude of
biases varies over a wide range. To minimize the influences of various masks applied to
ESMs, we evaluate the model uncertainty in terms of relative errors (ER, see Equation (2.2)
in Methods in this chapter) so that underestimates or overestimates in model results can be
quantified in a standardized way. The multi-model ER average from the ERs of all ESMs
shows that ESMs simulate excess forest total biomass (ERtotal = 0.84), biomass in wood
(ERwood = 1.15), and biomass in Wood + Root (ERwood+root = 0.86), whereas
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Table 2-3. Global total carbon mass (Pg C) of forest compartments across 30°N–80°N for CMIP5 models (Model) and upscaled
observations (Obs.) at Ff = 0 during the contemporary period (Modern) and the pre-industrial (PI) periods. “Wood+Root” is the
sum of biomass in wood and in roots. Modeling centers are the same as shown in Table 2-1. Model outputs are from (1) BNU-ESM,
(2) HadGEM2-CC, (3) HadGEM2-ES, (3PFT) HadGEM2-ES with detailed grid-level biomass for each PFT, (4) IPSL-CM5A-LR,
(5) IPSL-CM5A-MR, (6) IPSL-CM5B-LR, (7) MIROC-ESM, and (8) MIROC-ESM-CHEM. Each modeling center (B), (C), and
(D) has “Mean” values from the averages of all available model outputs within an institute. The “Multi-Model Mean” values are
the averages of all model outputs (n = 9) whereas the “Institutional Mean” are the averages of the four modeling centers’ mean
values (n = 4). Note that in each model resolution a common grid mask is applied to both Model and Obs.
Modeling
center

Model

(A)

(1)

Type

Total
Modern

Leaf

Wood

Root

Wood+Root

PI Modern

PI

Modern

PI

Modern

PI

Modern

PI

Obs.

37.35

—

1.81

—

27.23

—

8.30

—

35.53

—

Model

150.59

141.20

1.57

1.37

147.21

138.26

1.81

1.57

149.02

139.83

Obs.

71.36

—

3.70

—

51.93

—

15.73

—

67.66

—

Model

51.11

68.15

2.44

3.31

46.23

61.52

2.44

3.31

48.67

64.83

Obs.

71.36

—

3.70

—

51.93

—

15.73

—

67.66

—

Model

58.01

74.16

2.74

3.61

52.54

66.95

2.74

3.61

55.27

70.55

Obs.

71.36

—

3.70

—

51.93

—

15.73

—

67.66

—

Model

81.81

—

3.62

—

74.57

—

3.62

—

78.19

—

Obs.

71.36

—

3.70

—

51.93

—

15.73

—

67.66

—

Model

63.64

71.16

2.93

3.46

57.78

64.24

2.93

3.46

60.71

67.69

(2)

(3)
(B)
(3PFT)

Mean

31

Table 2-3 (continued).
Modeling
center

Model
(4)
(5)

(C)
(6)
Mean
(7)
(D)

(8)
Mean

Multi-Model Mean
(n = 9)
Institutional Mean
(n = 4)

Type

Total
Modern

Leaf

Wood

Root

Wood+Root

PI Modern

PI

Modern

PI

Modern

PI

Modern

PI

Obs.

70.24

—

3.65

—

51.10

—

15.49

—

66.59

—

Model

189.86

201.53

4.02

4.16

143.44

152.36

38.48

40.73

181.91

193.09

Obs.

69.11

—

3.59

—

50.24

—

15.27

—

65.51

—

Model

203.80

213.54

4.00

4.16

154.83

162.20

41.10

42.97

195.93

205.16

Obs.

70.24

—

3.65

—

51.10

—

15.49

—

66.59

—

Model

138.26

140.91

3.73

3.55

102.66

104.76

28.16

28.65

130.82

133.41

Obs.

69.86

—

3.63

—

50.81

—

15.42

—

66.23

—

Model

177.31

185.33

3.92

3.96

133.64

139.77

35.91

37.45

169.55

177.22

Obs.

66.70

—

3.47

—

48.53

—

14.69

—

63.22

—

Model

78.73

110.38

3.59

4.51

67.73

96.51

2.85

3.64

70.58

100.14

Obs.

66.33

—

3.46

—

48.28

—

14.60

—

62.88

—

Model

71.64

118.55

3.19

4.77

61.78

104.06

2.58

3.77

64.36

107.83

Obs.

66.52

—

3.47

—

48.41

—

14.65

—

63.05

—

Model

75.19

114.47

3.39

4.64

64.76

100.29

2.72

3.71

67.47

103.99

Obs.

66.01

—

3.41

—

50.55

—

13.21

—

63.76

—

Model

113.76

133.55

3.21

3.68

92.04

110.83

15.10

16.03

107.14

126.86

Obs.

61.27

—

3.15

—

44.59

—

13.52

—

58.12

—

Model

116.68

128.04

2.95

3.36

100.85

110.64

10.84

11.55

111.69

122.18
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underestimated biomass in leaves (ERleaf = −0.06) and biomass in roots (ERroot = −0.10) are
found at Ff = 0 (Figure 2-10; institutional-averaged results are shown in Figure 2-11). The
overestimation of global forest total carbon mass is mainly a result of overestimated
biomass in wood. All IPSL ESMs significantly overestimate forest biomass in all
compartments (ERtotal = 0.97–1.95, ERleaf = 0.02–0.11, ERwood = 1.01–2.08, ERroot = 0.82–
1.69, and ERwood+root = 0.96–1.99), while HadGEM2-CC simulates too little forest biomass
in all compartments (ERtotal = −0.28, ERleaf = −0.34, ERwood = −0.11, ERroot = −0.84, and
ERwood+root = −0.28). BNU-ESM exhibits the largest overestimates in forest total carbon
amount by more than three times the observational estimate (ERtotal = 3.03) due to
extremely overestimated biomass mass in wood (ERwood = 4.41). For individual forest
compartments, MIROC-ESM-CHEM has the smallest deviation from observations for
forest total biomass (ERtotal = 0.08) and for biomass in Wood + Root (ERwodd+root = 0.02);
IPSL-CM5B-LR shows the smallest deviation for biomass in leaves (ERleaf = 0.02);
HadGEM2-ES shows the smallest deviation for biomass in wood (ERwood = 0.01); BNUESM shows the smallest deviation for biomass in roots (ERroot = 0.04). Similar to the
magnitude of forest carbon mass, utilizing detailed PFT-level biomass data from
HadGEM2-ES results in better model performance with smaller absolute ER magnitude
(except for biomass in wood) compared to using grid area-weighted biomass products
(Figure 2-10a). The ER value changes from −0.19 to 0.15 for forest total biomass, from
−0.18 to 0.16 for biomass in Wood + Root, from −0.26 to −0.02 for biomass in leaves,
from 0.01 to 0.44 for biomass in wood, and from −0.83 to −0.77 for biomass in roots.
All ESMs exhibit positive global-averaged relative errors at grid cell level (ERgrid,
see Equation (2.3) in Methods in this chapter) in all compartments at Ff = 0 (Figure 2-10b;
institutional-averaged results are shown in Figure 2-11), indicating all ESMs overestimate
forest biomass. The magnitude of absolute ERgrid values can be two to three orders of
magnitude larger than ER. The largest relative errors for forest total biomass (ERgrid,total)
and for individual forest compartments (ERgrid,leaf, ERgrid,wood, ERgrid,root, and ERgrid,wood+root)
at grid cell level are found in IPSL-CM5A-LR (ERgrid,total = 281.0, ERgrid,leaf = 55.4,
ERgrid,wood = 327.3, ERgrid,root = 207.7, ERgrid,wood+root = 287.3). BNU-ESM has the smallest
relative error for biomass in leaves (ERgrid,leaf = 20.6) and in roots (ERgrid,root = 10.1),
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Figure 2-10. Relative errors for (a) global forest total carbon mass and (b) averaged forest total carbon mass at grid cell level during
the contemporary period. Each sub-panel (top to bottom) represents all compartments (Total), wood and roots (Wood+Root), leaves,
wood, and roots at Ff = 0. Model numbers are the same as used in Figure 2-9.
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Figure 2-11. Institutional averaged (a) relative errors and (b) relative errors at grid cell level for individual forest compartments
(top to bottom) during the contemporary period: all compartments, wood and roots, leaves, wood, and roots. Letters for modeling
centers are the same as used in Table 2-1. “Mean” represents the average of all four modeling centers’ outputs.
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whereas HadGEM2-CC has the smallest relative errors for forest total biomass
(ERgrid,total = 61.68) and biomass in wood (ERgrid,wood = 99.12) and in Wood + Root
(ERgrid,wood+root = 74.08) at grid cell level. These huge relative errors at grid cell level imply
that ESMs exhibit substantial overestimates at certain grid cells in which observed forest
biomass is very small and thus large variations of forest biomass at grid cell level are
expected for all ESMs (Table 2-4).
Carbon allocation to forest compartments
Global carbon mass allocated in forest biomass compartments for all but the IPSL
ESMs is consistently over-apportioned to wood but under-apportioned to leaves and roots
(Figure 2-12). The carbon allocation to forest compartments for all obsESMs ranges from
93.7–97.4% in Wood + Root, 2.6–6.3% in leaves, 67.9–83.3% in wood, and 13.9–25.9%
in roots, while the mean values of all obsESMs with one standard deviation are
96.5% ± 1.5%, 3.5% ± 1.5%, 87.1% ± 7.9%, and 9.4% ± 8.5%, respectively. All IPSL
ESMs apportion carbon mass to wood and to roots, with an institutional average of
76.96% ± 0.59% for the former and 20.73% ± 0.19% for the latter, the closest to the
observed values. The institutional averages from the two MIROC ESMs and from the two
HadGEM2 ESMs are found to allocate the carbon mass in Wood + Root (95.25% ± 0.04%
for HadGEM2 ESMs and 95.22% ± 0.09% for MIROC ESMs) and in leaves
(4.75% ± 0.04% for HadGEM2 ESMs and 4.78% ± 0.09% for MIROC ESMs) the closest
to the observations. These results suggest that the HadGEM2 ESMs and the MIROC ESMs
combine the biomass of coarse roots into the woody biomass pool, so that too much carbon
is apportioned to wood and too little is apportioned to roots; on the contrary, the IPSL
ESMs likely define the carbon mass in roots as the sum of coarse and fine root carbon mass
since the carbon allocations are closer to the observed values.
Spatial covariation of forest total biomass and climatic conditions
The spatial correlations of forest total biomass and climatic conditions are generally
consistent in ESMs and obsESMs in terms of the high positive correlations between
biomass and precipitation (PR) at midlatitudes (30°N–60°N), while surface temperature
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Table 2-4. Grid cell-level relative errors of all compartments (ERgrid,total), leaves
(ERgrid,leaf), wood (ERgrid,wood), roots (ERgrid,root), and wood plus roots (ERgrid,wood+root) for
each model during the contemporary period at Ff = 0. Numbers represent global mean and
one standard deviation of ERgrid values for all available grid cells after masks applied.
Model numbers are the same as shown in Figure 2-3.
Model

ERgrid,total

ERgrid,leaf

ERgrid,wood

ERgrid,root

ERgrid,wood+root

(1)

168.0±1702.5 20.6±202.6 265.3±2811.7

10.1±151.4

182.7±1853.9

(2)

61.7±1665.8

22.5±332.5

99.1±2839.9

12.5±296.6

74.1±2093.3

(3)

63.8±1792.9

21.3±339.5 103.3±3061.8

12.3±307.5

77.0±2253.7

(4)

281.0±2876.4 55.4±502.1 327.3±3628.5 207.7±2116.5

287.3±3126.4

(5)

208.3±2009.3 32.8±284.8 252.7±2551.8 156.3±1535.6

217.2±2115.1

(6)

209.4±2234.3 53.2±480.4 225.9±2722.1 152.3±1622.1

200.9±2355.7

(7)

91.1±893.0

51.2±574.4 116.7±1206.0

14.9±167.0

83.0±841.8

(8)

85.2±886.0

51.7±531.8 101.4±1114.7

15.6±168.6

75.9±844.5
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Figure 2-12. Allocations of global forest total carbon mass in (a) wood and roots, (b)
leaves, (c) wood, and (d) roots during the contemporary period at Ff = 0. Model numbers
and colors are the same as used in Figure 2-9. (a) and (c) use the same vertical scale while
(b) and (d) use different vertical scales
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(TAS) becomes as important as PR at high latitudes (60°N–75°N) (Figure 2-13). Due to
the data aggregation process at different grid resolutions, some minor discrepancies exist
between obsESMs, even the ones from the same modeling center (Figure 2-14). The three
major inconsistent signals between ESMs and obsESMs are located in Alaska, northern
China, and Scandinavia. In Alaska, the observations show positive correlations of forest
total biomass with only TAS while both HadGEM2 ESMs show positive correlations of
forest total biomass with both PR and TAS; IPSL-CM5A-MR and the MIROC ESMs
capture the responses of forest total biomass to PR and TAS relatively better than the other
ESMs. In northern China, models with higher resolutions (HadGEM2 ESMs and IPSLCM5A-MR) exhibit weak positive correlations between forest total biomass and TAS,
whereas the variations of forest total biomass are weakly negatively correlated with PR.
These signals are not seen in either observations or ESMs at lower resolutions. In
Scandinavia, the observed forest carbon mass at different model resolutions shows negative
forest biomass responses to both PR and TAS changes. All IPSL and MIROC ESMs
demonstrate similar results except that MIROC-ESM-CHEM shows a positive correlation
between observed forest total biomass and PR in western Russia, while a negative
correlation is found in the model (Figure 2-14). In contrast, forest total biomass is
positively correlated to changes of PR and TAS in BNU-ESM and the HadGEM2 ESMs.
Overall, the correlations of spatial variations in forest total biomass to that in PR and in
TAS for IPSL-CM5A-MR are closer to the observations. A further analysis of the forest
biomass in climatic PR–TAS space on a Whittaker diagram (Whittaker, 1975) highlights
the spatial distributions of forest biomes in ESMs as compared with obsESMs. For this
analysis, we combined all model forest PFTs into four biome categories—broadleaf
evergreen tree, needleleaf evergreen tree, broadleaf deciduous tree, and needleleaf
deciduous tree—except for the HadGEM2 ESMs, which were grouped into broadleaf tree
and needleleaf tree only because of its simplified PFT representation (Tables 2-2 and 2-5).
We found that ESMs roughly capture the spread of forest biomes in the Northern
Hemisphere extratropics, except that ESMs have very few grid cells representing forests
below −10 °C (Figure 2-15). The masked observational biomass in the modeled PR–TAS
space, compared to that in the observed PR–TAS space, also shows fewer grid cells
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Figure 2-13. Global correlation maps of observation (top row), model outputs during the contemporary period (middle row), and
model outputs at pre-industrial period (bottom row) for each model resolution. Missing data on land is shown in gray color. The
color table represents the magnitude of correlations between forest total carbon mass and precipitation (horizontal) and between
forest total carbon mass and surface temperature (vertical). Grid resolutions include (left to right): BNU-ESM, HadGEM2-ES,
IPSL-CM5A-MR, and MIROC-ESM.
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Figure 2-14. Same as Figure 2-13 except for all ESM resolutions (left to right, columnwise): BNU-ESM, HadGEM2-CC,
HadGEM2-ES, IPSL-CM5A-LR, IPSL-CM5A-MR, IPSL-CM5B-LR, MIROC-ESM, and MIROC-ESM-CHEM.
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Table 2-5. Forest type definitions for Whittaker diagrams. Modeling centers (A) – (D) are
the same as shown in Table 2-1. Numbers represent the PFT classes defined in Table 2-2.
Forest types include broadleaf evergreen trees (BET), needleleaf evergreen trees (NET),
broadleaf deciduous trees (BDT), and needleleaf deciduous trees (NDT). Note that MOHC
models only have broadleaf trees (BT) and deciduous trees (DT).
Dataset

BET

NET

BDT

NDT

BT

NT

GLC2000

1

4

2, 3

5

1, 2, 3

4, 5

(A)

4, 5

1, 2

6, 7, 8

3

—

—

(B)

—

—

—

—

1

2

(C)

2, 5

4, 7

3, 6, 8

9

—

—

(D)

1

2, 4

3

5

—

—
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Figure 2-15. Whittaker diagrams of various forest types (Ff = 0.2) for upscaled
observations (top row), models (center row), and observed biomass in modeled climate
space for BNU-ESM (left) and HadGEM2-ES (right) during the contemporary period.
Colors represent different PFT categories defined in Table 2-3.
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Figure 2-15 (continued). Whittaker diagrams of various forest types (Ff = 0.2) for upscaled
observations (top row), models (center row), and observed biomass in modeled climate
space for IPSL-CM5A-MR (left) and MIROC-ESM (right) during the contemporary
period: Colors represent different PFT categories defined in Table 2-3.
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representing forests below −15 °C implying biases in modeled climatic conditions. Among
the ESMs, only BNU-ESM shows broadleaf deciduous forests spanning a wide range in
TAS, from −10 °C to 20 °C, while the observations indicate a narrower range for these
forests.
Spin-up impacts
The ratios of ERgrid for four forest types (Table 2-6) during the PI period over that
during the contemporary period are calculated as an index (SR, see Equation (2.4) in
Methods in this chapter) for evaluating the uncertainty caused by the spin-up processes.
For individual forest compartments at Ff = 0, BNU-ESM shows that SR values are close to
unity in forest total biomass (SRtotal = 1.02) and biomass in leaves (SRleaf = 0.76), in wood
(SRwood = 1.03), and in roots (SRroot = 0.51). Similar to BNU-ESM, the mean SR values of
all forest compartments simulated by the IPSL ESMs are also close to unity (SRtotal =
0.95±0.05, SRleaf = 1.08±0.06, SRwood = 0.94±0.06, SRroot = 0.95±0.05) (Figure 2-16). These
results imply the uncertainty may have been introduced at the beginning of the simulations
in the ESMs due to the initial conditions derived from spin-up output. Similar unity SR
values are also found in individual forest types, especially for the broadleaf and for the
deciduous forests for the ESMs from these two modeling centers. On the contrary,
moderate to substantial differences of ERgrid values for the HadGEM2 ESMs (SRtotal =
1.92±0.43, SRleaf = 2.49±0.21, SRwood = 1.85±0.45, SRroot = 2.17±0.23) and the MIROC
ESMs (SRtotal = 5.18±0.82, SRleaf = 3.91±0.43, SRwood = 6.42±1.66, SRroot = 4.94±0.42),
especially MIROC-ESM-CHEM (SRtotal = 5.76, SRleaf = 4.21, SRwood = 7.60, SRroot = 5.23),
suggest uncertainty carried from the spin-up outputs due to vegetation parameterizations
are minimized in these ESMs.

Discussion
The present study evaluates the uncertainty of forest biomass across northern
extratropical latitudes from eight coupled ESM simulations. Instead of regridding all ESM
outputs and a recent observation-based data to a common grid resolution that induces
additional uncertainty, we aggregate the fine-resolution observational data to the same grid
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Table 2-6. Definitions of forest types in GLC2000 and each modeling center. Modeling
centers (A) – (D) are the same as shown in Table 2-1. Numbers represent the classes
defined in Table 2-2. Unavailable land types are denoted by N/A. The GLC2000 forest
definition is adopted from Thurner et al. (2014).
Forest Type

GLC2000

(A)

(B)

(C)

(D)

Broadleaf

1–3

5, 7, 8

1

5, 6, 8

N/A

Needleleaf

4, 5

1, 2, 3

2

4, 7, 9

N/A

Evergreen

1, 4

1, 2, 5

N/A

4, 5, 7

2, 4

Deciduous

2, 3, 5

3, 7, 8

N/A

6, 8, 9

3, 5

Lumped

1–10

1–3, 5, 7, 8

1, 2

4–9

2–5
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Figure 2-16. Ratios for global mean relative errors of masked carbon mass at grid cell level during the pre-industrial period to that
during the contemporary period at Ff = 0. Forest compartments include (a) all compartments, (b) leaves, (c) wood, and (d) roots.
The colors and model numbers are the same as used in Figure 2-9. Forest types in each sub-panel (top to bottom): lumped, broadleaf,
needleleaf, evergreen, and deciduous trees. Dashed lines represent SR = 1.
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Figure 2-16 (continued).
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resolution of each ESM so that each ESM output can be compared fairly to the aggregated
observations. We examine the sources of uncertainty of forest biomass estimates through
the forest fractions, the magnitude of carbon mass differences, the carbon mass allocations
in forest compartments, and the biases carried from the spin-up results. Inconsistent
definitions of PFTs between ESMs and observations contribute to the uncertainty of forest
spatial distributions and thus large variations of forest fractions and biomass in each grid
cell are found in ESMs (Poulter et al., 2011). After masks are applied, such inconsistencies
cause significant differences in effective forest area among ESMs and among obsESMs.
We also find that the unmasked total carbon mass in each aggregated observation data set
for different ESM grid resolutions is the same but becomes smaller after forest-only masks
are applied to grid cells (Figure 2-17). The magnitude of discrepancy in modeled forest
fraction and total biomass can be up to 0.98 and up to 1.63 Pg C, respectively, compared
to the aggregated observations at the grid cell level. The bias of masked forest total biomass
estimates in the northern extratropical region ranges from −20.3 Pg C to 134.7 Pg C and is
mainly attributed to the bias in the wood compartment (−5.7 Pg C to 120.0 Pg C). In
addition, CMIP5 models typically do not output the varying carbon density for all available
PFTs within a grid cell. Some of the forest biomass uncertainty results from aggregation
of PFT-level carbon pools to the grid cell level for purposes of reporting. This causes the
loss of carbon density heterogeneity at the grid cell level and tends to lead to larger biases
in carbon mass estimates. Analysis of HadGEM2-ES outputs with detailed PFT-level
carbon pools demonstrates a reduction in modeled forest total carbon mass bias of 2.9 Pg C
compared to the grid cell-level data reported in the CMIP5 archive. Hence, we suggest
adding detailed PFT-level output of carbon stock and flux variables in CMIP6 simulations
so that the uncertainty in future carbon mass estimates reported to the Sixth Assessment
Report of the Intergovernmental Panel on Climate Change can be attributed to ecosystem
processes for each PFT. While causes of individual variations among model estimates of
biomass are difficult to ascertain, multiple sources of uncertainty, as described below,
contribute, including prognostic vegetation dynamics, land use and land cover change, and
carbon allocation.
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Figure 2-17. Mask and unmasked (checkered columns) forest total carbon mass (Pg C) for ESM outputs (blue) and upscaled
observational data sets (red) in (a) total biomass, (b) wood and roots, (c) leaves, (d) wood, and (e) roots during the contemporary
period. ESM numbers are the same as used in Table 2-5. “Mean” represents the average of all ESM outputs.
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For the uncertainty of forest total carbon mass, our analyses show that four of the
ESM simulations, if observational uncertainty is considered, overestimate the total carbon
mass mainly due to overestimated biomass in wood. Since all ESMs consider carbon cycle
feedbacks and land use change, the overestimates are possibly associated with biases in
PFT structures and parameters in the DGVM and the land cover change setup in the ESMs.
Traditionally, climate models use a prescribed coverage of land surface types, based on
present-day observed land cover, but increasingly, ESMs are simulating the vegetation
coverage internally using process-based DGVMs embedded within their land-surface
scheme. This means that the models may incur biases and errors in the coverage of
vegetated lands (e.g. trees, grasses, etc.), but such DGVMs offer the advantage that changes
in vegetation cover in response to climate and CO2 can be simulated interactively. It has
been shown that future changes in land cover induced by climate change can be just as big
as changes induced by anthropogenic land-use change, and so such schemes are vital to
fully capture changes in the terrestrial carbon cycle (Davies-Barnard et al., 2015). In our
results, BNU-ESM used a DGVM to provide prognostic, climate-driven land cover change,
but did not consider anthropogenic land use change; the three IPSL ESMs simulated the
forest biomass with prescribed land use change but without prognostic land cover change;
the two MIROC ESMs and the two HadGEM2 ESMs employed DGVMs for prognostic
land cover change and incorporated prescribed land use change impacts (Table 2-1). Our
analyses show that BNU-ESM and the IPSL ESMs exhibit large uncertainty in forest
biomass estimates (institutional mean ERtotal = 3.03 and 1.54, respectively), while
relatively smaller biases are found in the HadGEM2 ESMs and in the MIROC ESMs
(institutional mean ERtotal = −0.11 and 0.13, respectively). Furthermore, Northern
Hemisphere extratropical forest distributions in Whittaker climate space are mostly
consistent with aggregated observations, except that BNU-ESM shows broadleaf
deciduous trees below −10 °C, where needleleaf deciduous trees are found in the
observations (Figure 2-15). According to the Whittaker diagrams, vegetation models from
all modeling centers, except BNU-ESM, capture biome distributions reasonably well;
however, too little forest biomass was simulated by ESMs in low temperature zones, i.e.,
needleleaf or needleleaf deciduous trees were underrepresented in the ESMs. For BNU51

ESM, forest biomass was underestimated over northern Asia because too much carbon was
allocated to C3 arctic grass instead of to needleleaf forests. Biases in modeled climatic
conditions also induce uncertainty in forest biomass estimates. The Whittaker diagrams of
observed biomass in modeled climate space show a bias towards warmer temperatures over
land in regions where needleleaf deciduous trees are located in the observations. These
results suggest that (1) better PFT representations in the DGVM, (2) land use change, and
(3) reducing biases in climatic conditions that affect plant productivity should all be
considered in simulations to reduce the uncertainty of future forest carbon pool estimates.
Further simulations for each model can help improve the understanding of the impact on
biomass uncertainty due individually to the DGVM, land use changes, and climatic
conditions.
In addition to the DGVM and land cover changes, the allometric equations of forest
carbon mass also contribute to the simulated forest biomass uncertainty in ESMs. For
example, the simulations from the HadGEM2 ESMs indiscriminately allocate exactly the
same carbon mass in roots and in leaves (Table 2-3), which induces uncertainty in forest
biomass estimates in these two simulations. Better representations of the dynamic carbon
allocation schemes apportioning the carbon mass in leaves and roots should reduce the
uncertainty of forest biomass estimates in ESMs (De Kauwe et al., 2014; Mao et al., 2016).
Furthermore, all simulations except those from the IPSL ESMs consistently allocate too
much carbon mass to wood but too little to leaves and roots. Although the proportions of
carbon mass in wood and in roots simulated by the IPSL ESMs are within the observational
uncertainty (Figure 2-12c,d), the HadGEM2 ESMs and the MIROC ESMs have better
carbon allocations for combined wood and root biomass (Figure 2-12a). This result, which
has also been shown in Negrón-Juárez et al. (2015), suggests the HadGEM2 ESMs and the
MIROC ESMs include the coarse roots in the wood pool, while the IPSL ESMs report the
coarse roots biomass as a part of root biomass. Therefore, it is more appropriate to compare
the combined biomass in wood and in roots when estimating the uncertainty between
ESMs, for individual models and the aggregated observations. Overestimation of wood and
total biomass may also be attributable to positive biases in net primary productivity, poor
parameterization of fire frequency and intensity (Hantson et al., 2016), lack of insect and
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disease processes in ESMs (Hicke et al., 2012), simplified characterization of canopy
structure, overestimation of recruitment, and underestimation of tree mortality. As
terrestrial ecosystem models evolve to simulate vegetation dynamics and demography
(Fisher et al., 2015, 2018; Medvigy et al., 2009; Moorcroft et al., 2001), development of
improved and explicit representations of stand-level processes–including recruitment,
succession, growth, mortality, and various kinds of disturbance–must be informed by
systematic evaluation and benchmarking (Forrest M Hoffman et al., 2017; Luo et al., 2012;
Randerson et al., 2009), using in situ and remotely sensed observational data for burned
area (Giglio et al., 2013), forest inventories (O’Connell et al., 2014), primary production
(Running et al., 2004), plant traits (Kattge et al., 2011), productivity and carbon residence
times (Thurner et al., 2016), disturbance and extreme events (Frank et al., 2015; Hansen et
al., 2013), mortality rates (van Mantgem et al., 2009), and other key forest energy and
carbon fluxes (Williams et al., 2009) and functional responses (Dukes et al., 2005;
Reichstein et al., 2014).
Examination of the spin-up effect suggests that the uncertainty introduced at the
beginning of the simulation in ESMs plays an important role in influencing the forest
biomass estimates. Such spin-up issues have also been reported in soil carbon storage in
CMIP5 outputs (Exbrayat et al., 2014). BNU-ESM and the IPSL ESMs simulate almost a
unity SR value, demonstrating that the initial vegetation conditions from the spin-up
processes in these models have substantial impact on present forest biomass estimates. As
discussed above, the DGVM, land cover changes, and better representations and
parameterizations of productivity, respiration and carbon turnover processes in the land
models should be considered to improve model performance. Recent studies have shown
that, in addition to mismatches in modeled compared to observed net primary production,
carbon turnover processes are a major source of uncertainty in global vegetation models
(Friend et al., 2014; Thurner et al., 2017). Simplified and not adequately represented
turnover processes are contributing significantly to unrealistic magnitudes and spatial
patterns of simulated biomass and to uncertainty in the response of vegetation carbon
stocks to climate change (Friend et al., 2014; Thurner et al., 2017).
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However, in addition to the uncertainties in the models, the observation-based
product exhibits uncertainties as well. Sources of these uncertainties in the observationbased biomass estimate include the sensitivity of the radar signal to properties other than
vegetation structure, the influence of non-forest vegetation on the signal, uncertainties in
additional datasets (e.g. allometric databases, land cover, etc.) used for conversion of
satellite measurements to biomass estimates, and the necromass component of vegetation
in the observed growing stock volume. The application of allometric relationships derived
on a leaf type level from a biomass compartment database has introduced relatively high
uncertainties in observation-based estimates of leaf and root biomass compared to a
moderate uncertainty in wood biomass. The uncertainty of the observation-based total
biomass, however, is considered to be a conservative estimate and independent evaluations
using upscaled forest inventory data have demonstrated the validity of the applied product
at regional scales (Santoro et al., 2011, 2015; Thurner et al., 2014).
Since the uncertainty of extratropical forest biomass estimates in ESMs can be from
more factors in addition to the causes mentioned in this study, we suggest that the
community utilize software packages to evaluate the performance of coupled ESMs
whenever there is an improvement or modification in models. These tools can benefit the
community by informing future development of ESMs. For instance, the International Land
Model Benchmarking (ILAMB) project (Forrest M Hoffman et al., 2017) provides a means
to not only provide the statistics of model outputs but also quickly and easily evaluate how
model performance changes with each modification in ESMs through skill score spreads.
Because of uncertainties in observational data, ILAMB incorporated multiple
observational data sets for the same variable to provide the user with some indication of
that observational uncertainty. With an increasing or a decreasing score, researchers are
able to determine whether a modification in ESMs will reduce the model uncertainty in
forest biomass estimates.

Conclusion
We evaluated forest biomass from eight CMIP5 ESMs using a biomass dataset for
the northern extratropical latitudes that was synthesized from radar remote sensing of stem
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volume and ground-based observations of wood density and allometric relationships
between biomass compartments. ESMs exhibited large biases in forest distribution, forest
fraction, and carbon mass that contributed to the overall uncertainty in forest total biomass.
We showed that forest total biomass is positively correlated with precipitation variations
with temperature becoming equally important at higher latitudes. Finally, we showed that
uncertainties in the pre-industrial forest biomass (spin-up) persisted into the contemporary
period in most ESMs. To improve future analysis of vegetation biomass, we recommend
saving and archiving PFT-level carbon stocks and fluxes, which can be used for analysis
and benchmarking. Routine evaluation of model biomass in all compartments and of the
spatial distribution of vegetation types is important for identifying sources of uncertainty
in carbon cycle predictions.

Methods
Model outputs
Outputs of eight Earth system model (ESM) simulations from the CMIP5 archive
with the historical experiment “r1i1p1” (Table 2-1) are selected based on the data
availability of carbon density of individual plant functional types (PFTs) for all biomass
compartments including leaf, wood, root, and the total biomass. The model outputs contain
climatic variables as well as detailed information about forest biomass for various PFTs
(Table 2-2). Two climatic variables, the precipitation rate (PR) and the surface temperature
(TAS), are analyzed to investigate the spatial correlations of forest biomass and climate.
The forest biomass in CMIP5 archive stores a single carbon density derived from the areaweighted carbon density of all vegetation types in each grid cell. Hence, forests and grasses
have the same carbon density value as long as their area fractions are non-zero within a
grid cell. In this study, forest carbon density (kg C m−2) is converted into carbon mass
(petagrams of carbon, Pg C). Data during 1982–2005 is averaged to represent the
climatological mean status during the contemporary period, while that during the preindustrial period is based on the climatological mean status during 1861–1885.

55

Observation-based data sets
The applied observation-based forest biomass product (Thurner et al., 2014)
(available

from

http://www.bgc-jena.mpg.de/geodb/projects/Home.php)

provides

vegetation carbon density and its uncertainty covering northern boreal and temperate
forests (30°N–80°N) at 0.01° resolution. First, forest biomass in stems was derived from a
radar remote sensing growing stock volume (GSV) product (Santoro et al., 2011, 2015),
which integrates observations between October 2009 and February 2011, and information
on wood density. Subsequently, the other biomass compartments (branches, roots, foliage)
have been estimated based on a database of allometric relationships to stems. Furthermore,
precipitation flux and surface temperature from the Global Soil Wetness Project Phase 3
(GSWP3) forcing data products (0.5° × 0.5°) (Kim, 2018) serve as the observational
climatic data. For land cover types, we adopt the land cover definitions from 1 km × 1 km
global land cover classification for the year 2000 (GLC2000) database (Joint Research
Centre, 2003) (Table 2-2). We reproject GLC2000 (applying nearest-neighbor
interpolation) in order to match the resolution of the observation-based biomass product.
To compare to each ESM’s output, this product is further upscaled to eight data sets with
coarser grid resolutions that are the same as the eight selected CMIP5 model simulations
(Table 2-1) while retaining the PFT-level biomass distributions (i.e., different carbon
densities instead of a single area-weighted carbon density for each PFT within a grid cell).
Common–grid land mask
We verify the data availability at each grid cell for the upscaled observational data
sets and the ESM output. A grid cell is masked out when either observational or modeled
forest biomass is unavailable at that grid cell. Due to different PFT distributions and grid
resolutions, the available grid cells vary in each ESM. The total carbon stock estimated
from the upscaled observational data sets, even though they are upscaled from the same
product, are hence different. Therefore, we use relative errors, in addition to the total carbon
stock, to evaluate the performance of each ESM output.
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Land cover types and forest fractions
The forest fractions for observation-based data are determined by GLC2000. The
GLC2000 data is upscaled to coarser resolutions, varying from 1.25° × 1.875° to
2.8125° × 2.8125° (Table 2-1), according to each model’s setup. We classify four major
forest types including broadleaf evergreen trees, needleleaf evergreen trees, broadleaf
deciduous trees, and needleleaf deciduous trees (Table 2-5) when evaluating modeled
forest distributions in Whittaker climate space. Alternatively, we combine the first ten
classes in GLC2000 as the “lumped” forest type (Thurner et al., 2014) to quantify the
uncertainty caused by spin-up processes in ESMs (Table 2-6). For each ESM output,
modeled forest fractions are compared to that from those upscaled GLC2000 data at the
same grid resolution. Uncertainty due to different forest definitions between GLC2000 and
ESMs can be minimized by applying a common-grid land mask with various forest fraction
thresholds (Ff). The common-grid land mask keeps only the grid cells where both model
outputs and observations have non-zero forest fractions as well as valid biomass values of
forest types. Ff ranges from 0 to 0.9 with an increment of 0.1. Grid cells with forest fractions
lower than or equal to Ff are masked out in both model outputs and observations. A higher
Ff means that the carbon pool in grid cells composed of a larger proportion of forest-only
biomass, i.e., the uncertainty caused by assigning a fixed carbon density for all PFTs in the
ESMs is reduced.
Spatial correlations and skill scores
Spatial differences between model outputs and observations are compared in terms
of forest fractions and forest total carbon mass. We apply a 11 × 11 moving window to
compute the spatial correlation between forest total carbon mass and precipitation rate as
well as that between forest total carbon mass and surface temperature at the default forest
fraction threshold (Ff = 0) over extratropical regions in the Northern Hemisphere. The
spread of biomass in the precipitation–temperature space is lumped into two (broadleaf and
needleleaf trees) and four categories (broadleaf evergreen, needleleaf evergreen, broadleaf
deciduous, and needleleaf deciduous trees) depending on the PFT definitions in each
model. A Taylor diagram (Taylor, 2001) is also produced to assess the spatial uncertainty
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due to Ff through the correlation, the root-mean-square difference and the ratio of the
variances of forest total carbon mass from observations and from model outputs. Due to
different spatial resolutions in each model, we use standardized deviations from each
model’s variance normalized by the variance from the observations upscaled to its
resolution. Model performance is evaluated through the skill scores (S) (Taylor, 2001):
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where Ri is the spatial pattern correlation of forest total carbon mass between model i and
the upscaled observation at its resolution, σi the variance of modeled forest total carbon
mass, σr the variance of observed forest total carbon mass. We compute ten different Ri
values for each model i by varying Ff from 0 to 0.9 with an increment of 0.1. The maximum
value of Ri among the ten Ff cases is assigned to R0.
Relative error
To quantify the modeled forest biomass uncertainty, we measure the relative error
(ER) with the common-grid land mask applied to evaluate the discrepancies of the
magnitude of forest carbon amount between models and that from upscaled observational
data:
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where n is the total available grid cells, yi the global forest total biomass from model outputs
and xi the global forest total biomass upscaled from the observational MPI–BGIv3 data set
at grid cell i. The magnitude of observed global forest total biomass depends on data
availability in each model output with the common-grid land mask applied. The multimodel average of forest total biomass is calculated based on the average of modeled outputs
and upscaled observations for all ESMs using Equation. (2.2). In addition to analyzing the
58

grid area-weighted results, we further examine the forest biomass with detailed carbon
mass in individual PFTs at each grid cell from the HadGEM2-ES outputs. Grid cell-level
uncertainty is computed by averaging ER over n available grid cells at each grid cell i:

ERgrid
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In the present study, we evaluate ER for forest total biomass (ERtotal) as well as biomass in
leaves (ERleaf), wood (ERwood), and roots (ERroot). Because of the inconsistent definition of
roots in ESMs, we also compute ER for the combined wood and roots biomass (ERwood+root).
A model has less uncertainty in forest carbon mass estimates when ER approaches zero.
Spin-up effects
The impact of the initial-to-equilibrium state from spin-up inputs on simulated
forest biomass can be evaluated by the ratios of ERgrid values during the PI period and the
modern time, i.e.,

SR

ERgrid , PI
ERgrid ,contemporary

(2.4)

Note that we utilize the observations in contemporary years as the reference values for both
ERgrid,PI and ERgrid,contemporary due to the absence of forest biomass information during the
PI period. Nevertheless, it is suggested that higher possibilities of uncertainty in future
carbon pool projections may be influenced by the inputs from spin-up results
when SR values approach unity.
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CHAPTER 3
INTERACTIONS AND BIOGEOCHEMICAL FEEDBACKS
IN THE CLIMATE-WILDFIRE-TERRESTRIAL
ECOSYSTEM UNDER GEOENGINEERING
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Douglas G. MacMartin, Jadwiga H. Richter, Michael Mills, Ben Kravitz, and Joshua S. Fu:
Cheng-En Yang, Forrest M. Hoffman, Daniel M. Ricciuto, Simone Tilmes,
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the Stratospheric Aerosol Geoengineering Large Ensemble project. All authors contributed
to group discussions and manuscript revisions.

Abstract
Geoengineering by injecting sulfur dioxide into the lower stratosphere has been
suggested to reduce anthropogenically induced warming. While impacts of such
geoengineering on climate have been investigated in recent decades, few modeling studies
have considered biogeochemical feedbacks resulting from such intervention. This study is
the first to comprehensively characterize responses and feedbacks of terrestrial ecosystems
from an ensemble of climate change simulations under a high greenhouse gas scenario.
Carbon cycle feedbacks can alter the trajectory of atmospheric carbon dioxide levels by
storing or releasing additional carbon on land and in the ocean, thus moderating or
amplifying climate change. We assess terrestrial biogeochemical feedbacks to climate in
response to geoengineering, using model output from the Stratospheric Aerosol
Geoengineering Large Ensemble (GLENS) project. Results indicate terrestrial ecosystems
become a stronger carbon sink globally because of lower ecosystem respiration and
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diminished disturbance effects under geoengineering. An additional 79 Pg C would be
stored on land by the end of the twenty-first century, yielding as much as a 4% reduction
in atmospheric CO2 mole fraction without marine biogeochemical feedbacks, compared to
the high greenhouse gas scenario without geoengineering.

Main
Rising global mean surface temperature along with increasing anthropogenic
greenhouse gas emissions have been observed since the last century (Pachauri & Meyer,
2014), and future projections of increasing global mean surface temperature remain even
if anthropogenic emissions are reduced (Steffen et al., 2018). To prevent continued
warming that could cause devastating damage to natural ecosystems and human socioeconomic activities (Hoegh-Guldberg et al., 2018), various climate intervention strategies,
such as solar radiation management, have been proposed to offset the risks of warming
(Crutzen, 2006; Shepherd, 2009). Extensive analyses of Earth System Model (ESM)
simulations have addressed climate impacts of stratospheric sulfur injection, including
stratospheric ozone depletion (Tilmes et al., 2008), weakening of monsoons (Robock et al.,
2008; Tilmes et al., 2013), acid deposition and ocean acidification (Kravitz et al., 2009;
Moreno-Cruz & Keith, 2013), repartitioning of direct and diffuse radiation (Gu et al., 2003;
Mercado et al., 2009), and suppressed precipitation (Bala et al., 2008). Terrestrial
biogeochemical (BGC) responses have received limited attention in such simulations,
particularly for optimized aerosol injection strategies or for high greenhouse gas forcing
scenarios using fully coupled ESMs (Cao & Jiang, 2017; Dagon & Schrag, 2019; Keith et
al., 2017; Keller et al., 2014; Tjiputra et al., 2016; Xia et al., 2016). A recent geoengineering
activity known as the Stratospheric Aerosol Geoengineering Large Ensemble (GLENS)
project (Tilmes et al., 2018) simulated the climate response to stratospheric sulfur aerosol
injections designed to maintain three temperature goals at their 2020 levels: (1) the global
mean surface temperature, (2) the interhemispheric surface temperature gradient, and (3)
the equator-to-pole surface temperature gradient. The simulations were conducted with the
Community Earth System Model (CESM) version 1 with the Whole Atmosphere
Community Climate Model (WACCM) as its atmospheric component (0.9° latitude × 1.25°
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longitude horizontal grid resolution) (Mills et al., 2017), the Community Land Model
version 4.5 as the land component (Oleson et al., 2013), the Los Alamos Sea Ice Model
(CICE version 4) as the sea ice component (Hunke & Lipscomb, 2008), and the Parallel
Ocean Program version 2 as the ocean component (Danabasoglu et al., 2012).
The control experiment was designed to project future climate in a business-asusual (Representative Concentration Pathway 8.5, RCP8.5) scenario (Riahi et al., 2011)
from 2010 to 2099. The control experiment consisted of a 20-member ensemble of
simulations from 2010 to 2030, with the first three ensembles continued at least until the
year 2097. Each member started from the same ocean state and differed by small
perturbations to their initial atmospheric states. Another experiment was conducted with
the same experimental design except it included sulfur aerosol injections in the lower
stratosphere at four optimized locations to achieve the three temperature goals (Kravitz et
al., 2017) from 2020 to 2099 . The large number of ensemble members, a longer simulation
period, higher model grid resolutions, effects of sulfate aerosols on stratospheric chemistry,
and a high anthropogenic emission scenario through the coupled CESM simulations enable
GLENS to serve the needs of a more comprehensive examination of geoengineering
impacts, including effects on atmospheric chemistry and land biogeochemical feedbacks
to the Earth system. Note that the marine biogeochemistry model was not enabled in these
simulations. While GLENS results have been used to investigate a wide variety of physical
climate responses to aerosol geoengineering (Cheng et al., 2019; Fasullo et al., 2018;
Tilmes et al., 2018), this study is the first to comprehensively characterize the responses
and feedbacks of terrestrial ecosystems in the GLENS simulations. Since the
geoengineering experiment was branched from the control experiment at year 2020,
simulation results from 2010 to 2019 serve as the baseline period, representing present
climate (called “BASE” hereafter). The period 2020–2097 from the control experiment
(called “CTRL” hereafter) and from the geoengineering experiment (called “GEOENG”
hereafter) are compared with each other and with CTRL (see Methods in this chapter for
more details).
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Results
Global climate change
Global mean surface temperatures are projected higher in CTRL than in BASE due
to rising greenhouse gas levels as previously reported (Pachauri & Meyer, 2014) (Figure
3-1a). In GEOENG, slightly higher global mean surface temperatures in the Sahara Desert
and at mid-to-high latitudes compared to BASE (Figure 3-1b) are compensated by lower
surface temperatures in the central US, parts of South America, Central Asia, southern
India, and eastern Australia. The global mean surface temperatures in GEOENG are lower
compared to CTRL despite their having the same greenhouse gas trajectories as a result of
stratospheric aerosol injections (Figure 3-1c). Circulation changes due to higher surface
temperatures in CTRL than in BASE result in higher precipitation rates in most regions,
whereas lower precipitation rates are simulated in the Amazon Basin, southern Chile and
Argentina, Uruguay, western Congo, southern Africa, some southern parts of Europe, and
Indonesia (Figure 3-1d), consistent with known features of projected climate change
(Pachauri & Meyer, 2014). The regions with lower precipitation rates in CTRL than in
BASE, which include forests, croplands, and open shrublands (Figure 3-2), are influenced
by changing atmospheric dynamics (Yoon & Zeng, 2010) and physiological responses
(Langenbrunner et al., 2019) along with enhanced direct solar radiation but reduced diffuse
solar radiation

(Figures

3-1g,j).

In

GEOENG, cooler temperatures,

reduced

evapotranspiration, and aerosol-cloud interactions (suppressed precipitation due to the
aerosol indirect effect (Albrecht, 1989)) lead to a drier climate compared to BASE over the
southern Sahel and South Africa, India, Southeast Asia, and parts of the boreal zone across
Eurasia and northeastern North America (Figure 3-1e). Global mean precipitation rates in
GEOENG are generally smaller than that in CTRL (Figure 3-1f) due to lower temperatures
and induced suppression of precipitation, with the exception of the southern Amazon
(evergreen broadleaf forests) (Langenbrunner et al., 2019) and semi-arid and monsoon
regions (Tilmes et al., 2013), including the western U.S. (open shrublands), southern Africa
(open shrublands), eastern Australia (open shrublands), southern Europe/northern
Africa/western Asia (open shrublands/sparsely vegetated lands).
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Figure 3-1. Changes of spatial distributions between CTRL and BASE (top row), between GEOENG and BASE (middle row), and
between GEOENG and CTRL (bottom row) for surface temperature (K, (a)–(c)), precipitation (mm/day, (d)–(f)), total downward
direct solar radiation (W/m2, (g)–(i)), and total downward diffuse solar radiation (W/m2, (j)–(l)). The spatial distribution of CTRL
is from the 2020–2097 time-averaged results without geoengineering while that of GEOENG is from the 2020–2097 time-averaged
results with geoengineering applied. The spatial distribution of BASE is from the 2010–2019 time-average results.
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Figure 3-2. Ecoregions defined in this study.
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In terms of downward solar radiation, increased direct radiation and reduced diffuse
radiation is projected in CTRL than in BASE in most regions (Figures 3-1g,j) due to
increased precipitation that washes out aerosols in the atmosphere (Figure 3-1d). Some
regions, particularly Central Africa and India, experience reduced direct radiation because
of increased aerosol amounts from anthropogenic emissions and land use change despite
projected increases in precipitation rates. On the other hand, GEOENG shows decreased
direct radiation and increased diffuse radiation with respect to BASE (Figures 3-1h,k). Such
changes are attributed to the increased amounts of aerosols suspended in the atmosphere
due to sulfur injections. An abnormal change in central Australia is simulated in GEOENG
(Figure 3-1h) as a result of lower dust emission because of wetter climate conditions (not
shown). Differences in downward solar radiation between GEOENG and CTRL are
associated with higher aerosol amount due to sulfur injections, which block direct radiation
and enhanced diffuse radiation (Figures 3-1i,l).
Global terrestrial biogeochemical responses
Photosynthesis rates (FPSN) and gross primary production (GPP) for both CTRL
and GEOENG substantially increase in most of the world because of rising atmospheric
CO2 mole fractions with respect to BASE (Figures 3-3a,b,d,e). At high latitudes, FPSN and
GPP were lower in BASE and in GEOENG than in CTRL because higher surface
temperatures in CTRL (Figure 3-1c) thaw permafrost regions, lengthen growing seasons
and enable enhanced photosynthesis (Figures 3-3a,c). At mid and low latitudes, lower
precipitation and less diffuse radiation in the Amazon Basin and southern Africa produce
lower FPSN and GPP in CTRL than in BASE (Figures 3-3a,d). In addition, lower FPSN
and GPP in India and central Africa, where land cover is dominated by croplands and
savannas, are subjected to lower precipitation in BASE and in GEOENG than in CTRL
(Figures 3-1d,f). However, substantial FPSN and GPP increases in GEOENG with respect
to CTRL are found in the southwestern U.S. (open shrublands), southern Amazon (woody
savannas), France/Spain/northern Africa (croplands and open shrublands), southern Africa
(open shrublands), central Russia (mixed forests), and eastern Australia (open shrublands)
(Figure 3-3f). Such increases in FPSN and GPP are associated with increased precipitation
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Figure 3-3. Same as Figure 3-1 except for photosynthesis rates (µmol m-2 s-1, (a)–(c)), gross primary production (kg C m-2 yr-1, (d)–
(f)), net primary production (kg C m-2 yr-1, (g)–(i)), and net biome production (kg C m-2 yr-1, (j)–(l)).
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and soil moisture (Figures 3-1f and 3-4). While the projected spatial GPP patterns are
consistent with previous studies (Dagon & Schrag, 2019; Kalidindi et al., 2015; Tjiputra et
al., 2016), different spatial patterns are found between FPSN and GPP across the Amazon
Basin for changes between GEOENG and CTRL (Figures 3-3c,f). This is mainly because
lower temperatures in GEOENG produce lower net nitrogen mineralization rates, reducing
conversion of organic nitrogen to a plant-available inorganic form and hence
downregulating photosynthesis (Figure 3-5).
The autotrophic respiration rate (Ra) is sensitive to changes in temperatures and
GPP (see Equation (3.1)). Enhanced Ra in CTRL and in GEOENG with respect to BASE
are caused by enhanced GPP, which is attributed to the CO2 fertilization effect (Figure
3-6). Lower Ra in GEOENG than in CTRL is primarily caused by the cooler climate in
GEOENG. The net primary production (NPP), which is determined by GPP and Ra,
increases in both CTRL and GEOENG compared to BASE (Figures 3-3g,h). Stronger
reductions in GPP than in Ra result in lower NPP in GEOENG with respect to CTRL
(Figure 3-3i). Like Ra, the heterotrophic respiration rate (Rh) is also sensitive to changes in
temperature and the carbon amounts in litter and soil. Higher rates of GPP in CTRL and
GEOENG compared to BASE drive higher rates of Rh because of larger litter inputs that
also increased soil pools (Figure 3-7). Therefore, higher Rh is simulated in both CTRL and
GEOENG compared to BASE in most regions (Figure 3-8). Nevertheless, regions with
reduced precipitation and lower temperatures in GEOENG than in CTRL, such as the
northern Amazon, undergo lower Rh and evapotranspiration rates in GEOENG, which in
turn retains more water in soil due to stomatal closure in plants (Swann et al., 2016)
(Figures. 3-4 and 3-9).
The spatial patterns of net ecosystem production (NEP) are determined by NPP and
Rh. Both CTRL and GEOENG demonstrate enhanced NEP compared to BASE with the
exception of North America. Higher NPP induces higher NEP in CTRL and in GEOENG
with respect to BASE; however, stronger increases of Rh due to land use change and
accelerated litter input than the increases of NPP in North America cause reduced NEP in
both CTRL and GEOENG when compared to BASE (Figure 3-10). Similar to NPP, the
cooler climate in GEOENG leads to lower NEP than that of CTRL. The variations of NEP
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Figure 3-4. Spatial distributions of soil moisture (kg/m2). Left column shows the averaged
values for BASE (2010–2019, top), CTRL (2020–2097, middle), and GEOENG (2020–
2097, bottom). Right column shows the differences of CTRL−BASE (top),
GEOENG−BASE (middle), and GEOENG−CTRL (bottom).
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Figure 3-5. Same as Figure 3-4 except for net nitrogen mineralization rate (kg N m-2 yr-1).
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Figure 3-6. Same as Figure 3-4 except for autotrophic respiration (kg C m-2 yr-1).
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Figure 3-7. Same as Figure 3-4 except for carbon loss from litters (kg C m-2 yr-1).
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Figure 3-8. Same as Figure 3-4 except for heterotrophic respiration (kg C m-2 yr-1).
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Figure 3-9. Same as Figure 3-4 except for evapotranspiration (mm/day).
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Figure 3-10. Same as Figure 3-4 except for net ecosystem production (kg C m-2 yr-1).
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and disturbance (e.g., fires, wood harvest, and land use changes) determine the changes of
net biome production (NBP), which represents the long-term and large-scale carbon uptake
by ecosystems (see Equation (3.1)). In GLENS outputs, disturbance is excluded in NEP
but is included in NBP. Hence, differences in the spatial patterns between NBP and NEP
illustrate the human and natural disturbances. In general, CTRL and GEOENG simulate
enhanced NBP attributed to stronger GPP than in BASE (Figures 3-3j,k); smaller NBP over
North America in CTRL than in BASE is caused by increased carbon loss due to fires
(Figures 3-11 and 3-12). Similarly, smaller burned area and lower carbon loss due to fire
in GEOENG explain the enhanced NBP in North America, the boreal region of Eurasia,
and the southeast coast of Australia with respect to CTRL.
Carbon sink strength and atmospheric CO2 trajectory adjustments
The carbon sink strength (CSS) is determined by the accumulated NBP over a
period of time. The terrestrial ecosystem has higher global total GPP primarily due to
elevated CO2 mole fractions in both CTRL and GEOENG with respect to BASE (Table 3-1).
All the other terrestrial carbon fluxes except NBP in the terrestrial carbon budget (see
Equation (3.1)) are enhanced over time in both CTRL and GEOENG. Increases of GPP,
NPP, NEP, Ra, and Rh in GEOENG are slower compared to CTRL because of lower
temperatures and lower precipitation rates in GEOENG (Table 3-1). Differences of
accumulated NBP between GEOENG and CTRL showed stronger CSS in GEOENG than
in CTRL by 76±6 Pg C at year 2097, increased from 13±2 Pg C during 2020–2039 to 30±3
Pg C during 2078–2097. Such CSS enhancement is attributed primarily to reduced Ra and
Rh, which leaves more carbon resident in land globally (Table 3-1). Additionally, smaller
carbon losses due to natural or anthropogenic disturbances (estimated by NEP−NBP) in
GEOENG also indicate a larger land carbon reservoir.
For individual ecoregions, about 63% (125±1 Pg C) of global NBP (198±4 Pg C)
in CTRL and 47% (130±1 Pg C) of global NBP (277±3 Pg C) in GEOENG during 2020–
2097 are contained in evergreen broadleaf forests in tropical regions, which have the largest
CSS among all ecoregions (Table 3-2). Nevertheless, the largest differences of CSS
(ΔCSS) between GEOENG and BASE are found in croplands and mixed forests
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Figure 3-11. Same as Figure 3-4 except for burned area fractions by fires in each grid cell
(×10-9, unitless).

78

Figure 3-12. Same as Figure 3-4 except for column-level non-peatland carbon loss by fires
(kg C m-2 yr-1).
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Table 3-1. Accumulated global climate change over various time periods. Numbers represent the mean and cross-ensemble standard
deviation of the first three ensemble members for the BASE, CTRL, and GEOENG (abbreviated as GEOG). PRECIP and ET are
precipitation and evapotranspiration (unit: mm/day), respectively, and the other variable annotations (unit: Pg C) are the same as
shown in the Methods section. Positive values for GPP, NPP, NEP, and NBP indicate carbon gains in ecosystems while negative
values represent carbon losses to the atmosphere; the opposite applies to Ra and Rh. Symbol “∆” denotes the differences of
GEOENG−CTRL. The asterisk sign indicates 2011–2019 cumulative sum of NBP.
2010–2019

2020–2097

2020–2039

2050–2069

2078–2097

Variable
BASE

CTRL

GEOG

Δ

CTRL

GEOG

Δ

CTRL GEOG

Δ

CTRL GEOG

Δ

11085±27 10271±7 −813∓21 2497±15 2474±5 −23∓11 2863±5 2648±8 −215∓7 3176±9 2783±2 −393∓9

GPP

1153±7

NPP

499±3

4700±8

4442±3

−258∓5

1072±4 1067±2

NEP

51±2

602±2

585±2

−17∓3

128±1

136±1

7±1

159±1 154±1

−4∓1

173±3 160±1

NBP

4±2*

198±4

277±3

79±6

50±1

62±1

13±2

56±1

20±2

43±4

Ra

654±4

6385±20 5830±4 −555∓16 1425±11 1407±3 −18∓8 1648±3 1502±5 −146∓4 1847±6 1579±0 −269∓6

Rh

448±2

4098±6

3856±2

−241∓4

944±4

931±1

−13∓3 1057±2 992±3

−65∓4 1155±1 1045±1 −110∓2

disturbance

42±1*

405±2

308±1

−96∓3

79±1

74±1

−5∓1

103±1

78±0

−25∓2

130±1

86±0

−44∓1

PRECIP

24±0

199±0

184±0

−15∓1

48±0

47±0

−1∓0

51±0

47±0

−4∓1

53±0

47±0

−7∓0

ET

14±0

120±0

110±0

−10∓0

29±0

29±0

−1∓0

31±0

28±0

−3∓0

32±0

28±0

−5∓0

−5∓2

1216±2 1146±4 −69∓4 1329±3 1205±2 −124∓3

77±1

73±0

−14∓2
30±3
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Table 3-2. Accumulated net biome production (NBP) of individual ecoregions over different time periods. Numbers represent the
mean and cross-ensemble standard deviation of the first three ensemble members in the BASE, RCP85, and GEOENG cases
(abbreviated as GEOG). “Δ” symbol denotes the difference of NBP between GEOENG and RCP85. Positive values indicate carbon
gains in land.
2010–2019

2020–2097

2020–2039

2050–2069

2078–2097

Ecoregion
BASE

CTRL

GEOG

Δ

CTRL

GEOG

Δ

Water
bodies

0±0

1±0

2±0

1±0

0±0

0±0

0±0

0±0

1±0

0±0

0±0

1±0

0±0

Evergreen
needleleaf
forests

0±0

7±0

11±0

4±1

2±0

2±0

1±0

2±0

3±0

1±1

1±0

3±0

2±1

Evergreen
broadleaf
forests

5±1

125±1

130±1

6±2

31±0

35±0

4±0

33±1

33±1

1±2

32±1

33±1

1±1

Deciduous
needleleaf
forests

0±0

2±0

2±0

0±0

0±0

0±0

0±0

1±0

1±0

0±0

1±0

1±0

0±0

Mixed
forests

1±0

4±1

23±0

19±0

2±0

5±0

2±0

2±1

7±0

5±1

-1±1

6±0

7±1

Open
shrublands

1±0

16±0

27±1

11±0

4±0

5±1

1±0

5±1

8±0

3±1

3±0

8±0

5±1

Woody
savannas

0±0

5±0

8±0

3±0

1±0

2±0

0±0

1±0

2±0

1±0

1±0

2±0

1±0

CTRL GEOG

Δ

CTRL GEOG

Δ
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Table 3-2 (continued).
2010–2019

2020–2097

2020–2039

2050–2069

2078–2097

Ecoregion
BASE

CTRL

GEOG

Δ

CTRL

GEOG

Δ

Savannas

0±0

4±0

6±0

2±0

1±0

1±0

0±0

1±0

2±0

0±0

1±0

2±0

1±0

Grasslands

1±0

6±0

8±0

2±0

1±0

1±0

0±0

2±0

2±0

0±0

2±0

2±0

0±0

Croplands

−2∓1

12±2

34±1

22±2

3±1

5±1

2±0

5±1

11±1

6±1

0±1

9±0

9±1

Croplands
/ natural
vegetation
mosaics

0±0

2±0

6±0

3±0

1±0

1±0

0±0

1±0

2±0

1±1

1±0

2±0

1±0

Permanent
snow and
ice

0±0

0±0

0±0

0±0

0±0

0±0

0±0

0±0

0±0

0±0

0±0

0±0

0±0

Barren or
sparsely
vegetated

0±0

0±0

3±0

2±0

0±0

0±0

0±0

0±0

1±0

1±0

0±0

1±0

1±0

Global

4±2

198±4

277±3

79±6

50±1

62±1

13±2

56±1

77±1

20±2

43±4

73±0

30±3

CTRL GEOG

Δ

CTRL GEOG

Δ
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(Figure 3-13). The former are responsible for 27% (22±2 Pg C) and the latter for 25%
(19±0 Pg C) of the total ΔCSS (79±6 Pg C) by 2097. Less heat stress due to lower
temperatures in GEOENG than in CTRL is the main factor that increases crop yields (i.e.,
more carbon gains on land) in spite of lower precipitation (Proctor et al., 2018). Increases
in ΔCSS are also simulated in all other vegetated ecoregions during 2020–2097, primarily
as a result of reduced respiration rates. Most ecoregions in both CTRL and GEOENG
undergo increasing CSS from 2020–2039 to 2050–2069 but declined CSS from 2050–2069
to 2078–2097. Land use changes due to forest clearing and conversion to agriculture in the
RCP8.5 emission scenario are likely the cause of these CSS changes (Hurtt et al., 2011).
Changes in ΔCSS provide information to reconstruct the atmospheric CO2
trajectory in GLENS simulations. GLENS experiments were driven by the same CO2
concentration based on the RCP8.5 emission scenario (Riahi et al., 2011). Even though
carbon pools were simulated with an active terrestrial carbon cycle, terrestrial BGC
feedbacks to the Earth system were not accounted for in the coupled modeling system.
Such feedbacks can alter the carbon amount in the atmosphere, resulting in a different
atmospheric CO2 trajectory and hence climate change. Given the assumption that the land
carbon fluxes in CTRL are consistent with the specified atmospheric CO2 mole fraction
trajectory, the accumulated differences in CSS between GEOENG and CTRL over time
indicate a carbon gain on land as a result of aerosol geoengineering (Figure 3-14a). The
global ΔCSS reaches 79±6 Pg C by 2097. That is, terrestrial ecosystems globally store
additional carbon in GEOENG compared to CTRL, amounting to 37±3 ppm CO2equivalent, reducing the atmospheric CO2 mole fraction by as much as 4% in 2097 (Figure
3-14b). The reduced airborne fraction of anthropogenic carbon due to terrestrial BGC
feedbacks is within the range reported in previous studies by the year 2100 despite different
models and aerosol geoengineering strategies compared with GLENS (Cao & Jiang, 2017;
Keller et al., 2014; Tjiputra et al., 2016).
Implications of terrestrial biogeochemical responses to geoengineering
Terrestrial BGC feedbacks to the geoengineered climate in GLENS result in net
carbon gains on land by sequestering a maximum of an additional 37 ppm of atmospheric
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Figure 3-13. Percentages of ensemble mean of accumulated NBP for each ecoregion with
respect to the accumulated global NBP from 2020 to 2097. Ecoregion labels are the same
as those defined in Figure 3-2. Colored columns denote the cases CTRL (red), GEOENG
(blue), and GEOENG−CTRL (Δ, green). The numbers above each column represent the
percentages.
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Figure 3-14. The trajectories of (a) accumulated global carbon sink strength changes
(Pg C) due to geoengineering, (b) the atmospheric CO2 mole fraction (ppm) during 2010–
2097 for CTRL (Meinshausen et al., 2011) (black line) and the adjusted atmospheric CO2
mole fraction due to the terrestrial BGC feedbacks (blue line), (c) surface temperature
responses due to atmospheric CO2 mole fraction adjustments, and (d) sulfur injection rates
in GLENS (red) and adjusted injection rates due to terrestrial BGC feedbacks (blue).
Shaded area in (a) represents the range of changes for the first three ensemble members
between GEOENG and CTRL; solid green line is the ensemble mean. Adjusted values
shown in (b) – (d) are calculated based on the ensemble mean values from (a).
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CO2 globally by 2097 (Figure 3-14b). By accounting for the terrestrial BGC feedback,
lower atmospheric CO2 mole fraction would induce a cooler global surface temperature in
GEOENG compared to the prescribed CO2 concentrations, differing by 0.136 K in 2097
(Figure 3-14c). Hence, in order to maintain the global surface temperature at 2020-levels,
less sulfur aerosol would have needed to be injected had we used prescribed emissions
rather than prescribed concentrations in GLENS (Figure 3-14d). As the ocean CO2 sink is
about 78% of the terrestrial CO2 sink (Le Quéré et al., 2018) and the primary carbon cycle
response to the geoengineered climate is determined mainly by terrestrial CSS rather than
marine CSS (Matthews et al., 2009), only parts of the reductions in atmospheric CO2 levels
would be realized in GLENS because no marine BGC feedback was taken into
consideration in the simulations. In general, marine CSS is enhanced in a cooler climate
that maintains higher CO2 solubility and stronger overturning circulation in oceans;
however, increasing anthropogenic ocean acidification would likely mediate marine CSS
due to its detrimental effects on calcifying biota (Doney et al., 2009; Fabry et al., 2008;
Gattuso et al., 2015; Orr et al., 2005). While fully coupled emissions-forced simulations
with interactive terrestrial and marine biogeochemistry are required to quantify competing
feedback effects, we expect that temperature-induced reduction of the solubility pump in
CTRL simulations would be responsible for stronger marine CSS in GEOENG simulations;
however, over decadal timescales (out to 2100), we expect a smaller ocean feedback
compared to the land feedback in GEOENG, consistent with other studies (Cao & Jiang,
2017; Keller et al., 2014). Conducting fully coupled emissions-forced ESM simulations
with both marine and terrestrial BGC feedbacks enabled, as well as stratospheric and
tropospheric chemistry, will be necessary to reduce the uncertainty in quantifying aerosol
geoengineering impacts on the Earth system.
Biomass in individual compartments and fuel loads
Global vegetated lands gain more biomass in almost all regions for both CTRL and
GEOENG compared to BASE (Figure 3-15). Enhanced CO2 fertilization effect plays the
key role in such vegetation biomass increases. However, regions (e.g., southeastern Canada
and boreal region of Eurasia) with increased burned area and fire-induced carbon loss in
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Figure 3-15. Same as Figure 3-4 except for biomass in vegetation (kg C m-2).
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CTRL would experience biomass loss (Figure 3-11 and 3-12) compared to BASE. This loss
is found in all compartments with wood the largest (Figures 3-16, 3-17, and 3-18) in CTRL
with respect to BASE. Biomass in individual compartments between CTRL and GEOENG
illustrate substantial differences, especially in wood and in leaves (Figures 3-16 and 3-17).
Similar to NPP and NEP, higher surface temperatures in CTRL at high latitudes thaw
permafrost regions, lengthen growing seasons and enable more biomass in vegetation than
that in GEOENG; at mid and low latitudes, reduced precipitation and lower temperatures
induce lower biomass in GEOENG than in CTRL over northern Amazon and southern
Africa.
Globally, GEOENG produces more vegetation biomass (cVeg) than CTRL during
the first 50 years of geoengineering then less biomass would be produced in GEOENG
(Table 3-3). The accumulated difference increases with the aerosol geoengineering over
time, peaking at year 2076 (~0.14 Pg C) and gradually decreases until the end of the
simulation (~0.11 Pg C in 2097) (Figure 3-19a). The dominate biomes that have the largest
biomass increases are croplands and woody savannas; the largest biomass decreases shift
from open shrublands and grasslands during the peaking year to evergreen broadleaf forests
and open shrublands in the end of the simulation. Such biomass variations in biomes are
also found in leaves (cLeaf), wood (cWood), and roots (cRoot) (Figures 3-19b,c,d), except
that cWood increases over time during the whole geoengineering period while cLeaf and
cRoot do not have the same increasing trends. Instead, there would be small increases
before 2068 for cLeaf and before 2051 for cRoot then both compartments show reduced
biomass in GEOENG compared to that in CTRL. In GEOENG, croplands and mixed forests
are the major biomes that increase cWood compared to CTRL, with some losses of biomass
in evergreen broadleaf forests, deciduous needleleaf forest, and grasslands; the decreases
in cLeaf is attributed to the smaller biomass in leaves in evergreen broadleaf forests,
grasslands, and open shrublands; lower root biomass in mixed forests, croplands and
grasslands in GEOENG are the major biomes that cause the decreasing trend of cRoot.
These biomass variations only induce small changes (< 1%) of global biomass allocations
for individual compartments in both CTRL and GEOENG globally (Figure 3-20). Since
CO2 fertilization increases the total vegetation biomass, there would be a larger amount of
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Figure 3-16. Same as Figure 3-4 except for biomass in wood (kg C m-2).
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Figure 3-17. Same as Figure 3-4 except for biomass in leaves (kg C m-2).

90

Figure 3-18. Same as Figure 3-4 except for biomass in fine roots (kg C m-2).
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Table 3-3. Same as Table 3-2 except for the carbon amount in total vegetation (Pg C).

Ecoregion

2010–
2019

2020–2097

BASE CTRL GEOG

2020–2039
Δ

CTRL GEOG

2050–2069
Δ

CTRL GEOG

2078–2097
Δ

CTRL GEOG

Δ

Water
bodies

0±0

0±0

0±0

0.01±0.00

0±0

0±0

0.00±0.00 0±0

0±0

0.00±0.00

0±0

0±0

0.00±0.00

Evergreen
needleleaf
forests

0±0

2±0

2±0

0.00±0.01

0±0

0±0

0.00±0.00 1±0

1±0

0.00±0.01

1±0

1±0

0.00±0.01

Evergreen
broadleaf
forests

3±0

29±0 28±0 −0.14∓0.02 7±0

7±0

0.02±0.01 7±0

7±0

0.00±0.00

8±0

8±0

−0.15∓0.01

Deciduous
needleleaf
forests

0±0

0±0

0±0

−0.02∓0.00 0±0

0±0

0.00±0.00 0±0

0±0

0.00±0.00

0±0

0±0

−0.01∓0.00

Mixed
forests

1±0

5±0

5±0

1±0

1±0

0.00±0.01 1±0

1±0

0.00±0.01

1±0

1±0

0.02±0.02

Open
shrublands

0±0

4±0

4±0

−0.06∓0.00 1±0

1±0

0.00±0.00 1±0

1±0

−0.02∓0.00 1±0

1±0

−0.03∓0.00

Woody
savannas

0±0

1±0

1±0

0.05±0.00

0±0

0±0

0.00±0.00 0±0

0±0

0.01±0.00

0±0

0±0

0.02±0.00

Savannas

0±0

1±0

1±0

0.01±0.01

0±0

0±0

0.00±0.00 0±0

0±0

0.00±0.00

0±0

0±0

0.01±0.00

0.03±0.03
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Table 3-3 (continued).

Ecoregion

2010–
2019

2020–2097

BASE CTRL GEOG

2020–2039
Δ

CTRL GEOG

2050–2069
Δ

CTRL GEOG

2078–2097
Δ

CTRL GEOG

Δ

0±0

0.00±0.00 0±0

0±0

−0.01±0.00 0±0

0±0

−0.02∓0.00

1±0

1±0

0.00±0.01 1±0

1±0

0.05±0.02

1±0

1±0

0.11±0.04

0±0

0±0

0.00±0.00 0±0

0±0

0.01±0.00

0±0

0±0

0.03±0.00

0±0

−0.01∓0.00 0±0

0±0

0.00±0.00 0±0

0±0

0.00±0.00

0±0

0±0

0.00±0.00

0±0

−0.01∓0.00 0±0

0±0

0.00±0.00 0±0

0±0

0.00±0.00

0±0

0±0

0.00±0.00

−0.03∓0.00 0±0

Grasslands

0±0

1±0

1±0

Croplands

1±0

5±0

5±0

0.20±0.08

Croplands
/ natural
vegetation
mosaics

0±0

1±0

1±0

0.06±0.01

Permanent
snow and
ice

0±0

0±0

Barren or
sparsely
vegetated

0±0

0±0

Global

6±0

52±0 52±0

0.11±0.15 12±0 12±0 0.04±0.02 13±0 13±0

0.06±0.04 15±0 15±0 −0.03∓0.08
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Figure 3-19. Accumulated global biomass changes (GEOENG−CTRL) in individual
compartments and carbon pools (Pg C). (a) Carbon in total vegetation (green), (b) carbon
in leaves (blue), (c) carbon in wood (light brown), (d) carbon in roots (orange), (e) litter
carbon loss (red), and (f) carbon in soil (black). Solid lines represent the ensemble mean of
the three ensemble members with the shaded area showing the standard deviation. Numbers
in each panel along with the curves denote the starting and ending values of biomass change
between GEOENG and CTRL.

94

Figure 3-20. Annual global carbon allocation in individual compartments (%) for CTRL
(red) and GEOENG (blue). (a) carbon allocation in leaves, (b) carbon allocation in wood,
(c) carbon allocation in roots. Solid lines represent the ensemble mean of the three
ensemble members with the shaded area showing the standard deviation. Values are
computed based on accumulated biomass in each compartment.
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carbon in litters for both GEOENG and CTRL. Nevertheless, higher temperatures induce
higher Rh in CTRL compared to GEOENG, implying the carbon losses in litters are higher
in CTRL than in GEOENG (Figure 3-19(e)). Therefore, the soil carbon is higher in
GEOENG than in CTRL because more carbon is released from litter to the atmosphere in
CTRL (Figure 3-19(f)).
Global fuel loads increase as a result of more vegetation biomass due to CO2
fertilization in both CTRL and GEOENG with respect to BASE (Figure 3-21). While most
fuel load increases take place at northern high latitudes, larger burned area and carbon loss
due to fires (Figures 3-11 and 3-12) reduce the amount of available fuel loads in some
boreal regions and eastern Asia in CTRL and GEOENG compared to BASE. Northern
hemisphere, excluding the northeastern Asia where declined fuel loads are associated with
lower surface temperature and precipitation (Figures 3-1a,b), would have more available
fuel loads in GEOENG than in CTRL.

Methods
Stratospheric Aerosol Geoengineering Large Ensemble (GLENS) dataset
Two experiments from the GLENS project (Tilmes et al., 2018) are analyzed. Each
experiment consists of 20-member ensemble runs performed with the Community Earth
System

Model

using

the

Whole

Atmosphere

Community

Climate

Model

(CESM1(WACCM)) as its atmospheric component (Mills et al., 2017). Both experiments
were conducted under the same Representative Concentration Pathway 8.5 (RCP8.5)
emission trajectory (Riahi et al., 2011) used in the Fifth Phase of the Coupled Modeling
Intercomparison Project (CMIP5). Simulations were driven by specified CO2 mole
fractions rather than anthropogenic CO2 emissions rates. The simulations were configured
to use a simple tropospheric chemistry scheme, and active marine biogeochemistry was not
enabled. The control experiment was simulated with the RCP8.5 emission trajectory over
the reference period 2010–2030 and the first three ensemble members continued at least
through 2097. The geoengineering experiment followed the same experimental design as
the control one except for optimized SO2 injections at four locations along 180°E at 30°N,
15°N, 15°S, and 30°S in the lower stratosphere (25 km for 15° and 22.8 km for 30°)
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Figure 3-21. Same as Figure 3-4 except for carbon in fuel loads (kg C m-2).
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(Kravitz et al., 2017) starting at year 2020. The SO2 injection rate was adjusted annually
during 2020–2099, using a feedback algorithm that maintained global mean surface
temperature, the interhemispheric surface temperature gradient, and the equator-to-pole
surface temperature gradient at their 2020 values (Kravitz et al., 2016, 2017; MacMartin et
al., 2014). Since only the first three (of 20) ensemble members in the baseline experiment
were extended to at least year 2097, to fairly compare the differences in climate and
terrestrial biogeochemical feedbacks between the baseline and geoengineering
experiments, as well as those differences with respect to the present climate, we analyzed
the first three ensemble members from the baseline period during 2010–2019 (defined as
case “BASE”) and during 2020–2097 (defined as case “CTRL”), and the first three
ensemble members from the geoengineering experiment during 2020–2097 (defined as
case “GEOENG”).
Ecoregions
Thirteen ecoregions are defined in this study by clustering climate, soil, and
topography information into regions that were fitted to the International GeosphereBiosphere Programme (IGBP) ecoregion definitions (Hargrove et al., 2006; Hargrove &
Hoffman, 2004; Townshend, 1992) (see Figure 3-2). Terrestrial BGC feedbacks to the
climate with and without geoengineering are compared globally as well as over individual
ecoregions.
Carbon sink strength
The carbon budget in the terrestrial ecosystem can be expressed, according to the
Intergovernmental Panel on Climate Change (Watson et al., 2000), as

GPP

NPP

Ra

NEP

Rh

Ra

NBP

Rh

Ra

,

(3.1)

disturbance

where GPP is the gross primary production, Ra the autotrophic respiration, NPP the net
primary production, Rh the heterotrophic respiration, NEP the net ecosystem production,
NBP the net biome production, and disturbance includes anthropogenic emissions due to
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land cover and land use changes (e.g., fires, deforestation, and crop harvest). Note that
disturbance was combined into NBP in GLENS. Positive values for GPP, NPP, NEP, and
NBP indicate carbon gains in land while negative values denote carbon losses to the
atmosphere; contrarily, positive values for Ra and Rh represent carbon losses to the
atmosphere and larger negative values imply more carbon remaining in land. We
interpreted NBP as the carbon sink strength (CSS) that indicated carbon storage in
terrestrial ecosystem. A positive CSS value indicates atmospheric CO2 is stored in the
terrestrial ecosystem while a negative value represents carbon releases from the terrestrial
ecosystem to the atmosphere. A fixed ratio of 1:2.13 is used in this study to convert the
amount of carbon (Pg C) released from or sequestered in the terrestrial ecosystem to the
equivalent amount of airborne CO2 mole fractions (ppm).
Adjusted atmospheric CO2 and surface temperature trajectory
Simulations in GLENS were driven by the atmospheric CO2 mole fraction specified
in the RCP8.5 emission scenario (Meinshausen et al., 2011; Riahi et al., 2011). The
simulations were conducted with an active global land carbon cycle, but terrestrial
biogeochemical feedbacks were not incorporated into the coupled modeling system. In this
analysis we assumed the NBP variations were consistent with the atmospheric CO2 mole
fraction for the CTRL case. Differences in simulated NBP between GEOENG and CTRL
are attributed to ecosystem responses due to sulfur injections in the lower stratosphere.
These differences are subtracted (if positive) or added (if negative) to the atmospheric CO2
concentration to reconstruct atmospheric CO2 trajectory according to the equation

Ct

1

Ct

Ft

1

Ft

Bt ,GEOENG Bt ,CTRL

(3.2)

where t is the time step, C the adjusted atmospheric CO2 airborne mole fractions, F the
atmospheric CO2 airborne mole fractions, and B the terrestrial BGC feedbacks from case
GEOENG or CTRL. The changes of atmospheric CO2 trajectory alter the radiative forcing,
resulting in a different surface temperature trajectory. Adjusted surface temperatures due
to atmospheric CO2 adjustments are approximated through an impulse response function
tuned to the mean of CMIP5 models (Boucher & Reddy, 2008; F. M. Hoffman et al., 2014).
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We use this function to compute the CO2-induced radiative forcing changes. These changes
are then used to calculate the adjusted temperature trajectory. Differences between the
simulated global mean surface temperature in GLENS and the adjusted one are compared
to estimate a reduced amount of SO2 injection (Tilmes et al., 2018).
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CHAPTER 4
IMPACTS OF WILDFIRES ON AIR QUALITY CHANGES
IN THE WESTERN UNITED STATES
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Abstract
Wildfires emit smoke particles and pollutants that greatly affect the public health
over the western United States (WUS) each fire season. With rising surface temperatures
projected by climate models, increasing wildfire activities and severities are predicted
because vegetated regions become more vulnerable to fires as a result of lower soil
moisture and atmospheric humidity. In this study, I conducted model simulations with and
without fire emissions during the present years (2003–2010) and the future years (2050–
2059). Results demonstrated that wildfires would have negligible impacts on ozone
concentration changes in WUS both in present and future years. On the contrary, increases
of fine particulate matter (PM2.5) concentration could be significant with the domain
maximum increased by 194.92 µg/m3 and the largest increase rate could be 61 times higher
with fire emissions compared to without fire emissions during the present years. Such
increases were also simulated in future years, which utilized projected emissions based on
the 2005 emission dataset from U.S. EPA, with the domain maximum increased by 57.58
µg/m3 and the largest increase rate could reach about 21 times higher with fire emission
compared to without fire emissions.

Introduction
Wildfires emit large amounts of trace gases and particles (Alves et al., 2011;
Andreae & Merlet, 2001; Ito & Penner, 2004; Michel et al., 2005; Na & Cocker, 2008;
Urbanski et al., 2008; Wiedinmyer et al., 2006) that can substantially influence regional air
quality. Greenhouse gases including carbon dioxide (CO2), methane (CH4), nitrogen oxides
(NOx) and nitrous oxide (N2O) released to the atmosphere during the combustion processes
enhance the temperature warming effect and worsen air quality. Wiedinmyer and Neff
(2007) estimated the amount of CO2 emitted from fires is equivalent to 4–6% of
anthropogenic emissions and in some cases the fire emissions of CO2 can even exceed the
annual CO2 emission from fossil fuel usage in the United States. Pfister et al. (2008) found
that 17% of the exceedances of 8-hour ozone (O3) concentrations in California exceeding
the U.S. public health standards were attributed to wildfires. Di Carlo et al. (2015)
suggested that 10% of surface O3 concentration in central Italy was contributed by fire
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emissions. Higher organic compounds concentrations after wildfires are also observed
compared to that in typical urban air pollution (Alves et al., 2011; Na & Cocker, 2008).
These compounds can form O3 and particulate matter (PM) that degrade the air quality and
induce adverse impacts on human health (Coates et al., 2016; Finlay et al., 2012; Haikerwal
et al., 2015; J. C. Liu et al., 2015, 2017; Morris et al., 2006; Mühle et al., 2007; Sapkota et
al., 2005; Wardle et al., 2003) and the ecosystem (Ainsworth et al., 2012; D. A. Jaffe &
Wigder, 2012; Xu et al., 2012) through photochemical reactions in the atmosphere.
Since heightened wildland fire activities have been observed in the western United
States (WUS) in recent decades (Littell et al., 2009; Y. Liu et al., 2013; Marlon et al., 2012;
Miller et al., 2009; Running, 2006; Westerling et al., 2006; Wiedinmyer & Neff, 2007), the
rising global temperatures, as well as reduced precipitation and soil moisture (Cayan et al.,
2010; Chylek et al., 2017; A. Dai et al., 2004; Gao et al., 2014; Pachauri & Meyer, 2014)
due to elevated anthropogenic emissions in the future suggest an environment that is more
conducive for wildfire activities (Y. Liu et al., 2013). As a result, future wildfire activities
are likely to become important sources of air pollutants altering regional air quality in WUS
(Spracklen et al., 2009). While previous research had reported the increasing wildfire
activities in WUS (Spracklen et al., 2009; Yue et al., 2013), these studies predicted future
wildfire activities by applying the Special Report on Emissions Scenarios (SRES) in which
no carbon emission controls were included. As the public awareness of the rapid climate
change rises, it is important to consider the efforts of the climate change mitigation policies
to limit anthropogenic emissions for projecting future wildfires. Hence, simulations with
the Representative Concentration Pathways (RCPs) (Moss et al., 2008) that integrate
socioeconomic, emissions, and climate scenarios altogether provide more convincing
information to governments and policymakers for developing wildfires and air pollution
management plans than SRES. In this study multiple global and regional climate and
chemistry-transport models that have been widely used in the climate and air quality
community were used to simulate hourly gas-phase and particulate species concentration.
Through controlling wildfire emissions under the same meteorology as well as initial and
boundary conditions, this study presents the fire-induced air pollutant concentration change
in WUS during present years and in the future.
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Methods
Model descriptions
This study employed multiple global and regional climate and chemistry-transport
models to evaluate the variations of air pollutants induced by wildfires during present years
(2003–2010) and future years (2050–2059). The global and regional climate and chemistry
models were set up the same as Gao et al. (2013), with a newer regional chemistry-transport
model and updated emission inputs. The global climate simulations were conducted with
the Community Earth System Model (CESM) version 1 with the Community Atmosphere
Model version 4 (CAM4) (Neale et al., 2010) as its atmospheric component (0.9° latitude
× 1.25° longitude horizontal grid resolution and 26 vertical layers with the model top about
3 hPa), the Community Land Model (CLM4) (Oleson et al., 2010) as the land component,
the Parallel Ocean Program version 2 (POP2) (Smith et al., 2010) as the ocean component,
and the Los Alamos National Laboratory Sea Ice Model version 4 (CICE4) (Hunke &
Lipscomb, 2008) as the sea ice component. The global climate-chemistry model was
integrated with the CAM4 (CAM–Chem) (Lamarque et al., 2012) that adopted the Model
for OZone And Related chemical Tracers (MOZART) version 4 and bulk aerosol model
(Emmons et al., 2010; Lamarque et al., 2005). This global chemistry-transport model,
CESM(CAM-Chem), only simulated how atmospheric gaseous and particulate
constituents reacted and transported through chemical and dynamical processes in the
atmosphere. Variations in the atmospheric gaseous and particulate constituents had no
impact on altering the climate conditions in order to keep the simulated climate between
CESM and CESM(CAM-Chem) identical. In addition, both CESM and CESM(CAMChem) stored the simulation results with a time step of three hours. All global climate
simulations for the future years adopted the RCP8.5 emission scenario (Riahi et al., 2011),
a scenario with very high greenhouse gases emissions without any specific climate
mitigation target.
The CESM climate simulation results provided the boundary conditions for
simulating regional climate by the Weather Research and Forecast (WRF) model
(Skamarock & Klemp, 2008) through dynamical downscaling (Gao et al., 2012). This study
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adopted WRF version 3.2.1 with the same scientific physics options used in Gao et al.
(2012), which included Kain–Fritsch convective parameterization (Lam et al., 2011; Qian
et al., 2010; Wong et al., 2012), the single-moment 6-class microphysical scheme (Hong
& Lim, 2006; Qian et al., 2010; Wong et al., 2012), the Mellor–Yamada–Janjić planetary
boundary layer scheme (Janjić, 1990; Lam et al., 2011; Mellor & Yamada, 1982), the Noah
land surface model (Chen & Dudhia, 2001; Lam et al., 2011; Qian et al., 2010), and the
rapid radiative transfer model for GCMs (RRTMG) as the shortwave and longwave
radiation scheme (Iacono et al., 2008; Morcrette et al., 2008). The WRF outputs included
hourly meteorological information over the contiguous United State (CONUS) with
12 km × 12 km horizontal grid resolution.
The CESM(CAM-Chem) simulation results served as the initial and boundary
conditions of the gas-phase and particulate species concentration for the regional
chemistry-transport model—the Community Multiscale Air Quality (CMAQ) modeling
system—developed and improved by the U.S. EPA and the air quality modeling
community (Byun & Schere, 2006; Wong et al., 2012). As a regulatory model, CMAQ is
used to predict O3, PM, air toxics, and acid deposition for air quality management as well
as scientific studies such as health risks induced by O3 and PM (Stowell et al., 2019; Weber
et al., 2016). This study adopted CMAQ version 5.2 (Appel et al., 2018; U.S. EPA, 2017)
with the Carbon Bond 05 (CB05) chemistry module (Appel et al., 2017) and the aerosol
model (AE6) with non-volatile primary organic aerosols (nvPOA) option (Simon & Bhave,
2012). Other chemistry and physics options included the aqueous-phase chemistry module
by Fahey et al. (2017) for the clouds and aqueous-phase chemistry, the vertical diffusion
scheme from the updated Asymmetric Convective Method (Pleim, 2007), the horizontal
advection scheme from Colella and Woodward (1984), inline photolysis rate calculations
(Binkowski et al., 2007), inline lightning-induced nitrogen oxides (NOx), and inline plumerise modules for emissions (UNC Institute for the Environment, 2009). To conduct CMAQ
simulations, three mandatory input information including (1) meteorological conditions,
(2) initial and boundary conditions of gas-phase and particulate species concentration, and
(3) emissions of gas-phase and particulate species is required.
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Meteorological and initial and boundary inputs for CMAQ
In this study, meteorological variables from WRF were processed by the
Meteorology-Chemistry Interface Processor (MCIP) (Otte & Pleim, 2010) and zoomed to
the WUS domain (Figure 4-1) with the same 12 km × 12 km horizontal grid resolution as
WRF. Although MCIP reduced WRF’s 34 vertical layers to 25 vertical layers due to limited
computational resources, the outputs from MCIP had the same top pressure at 50 hPa as
the WRF output. Note that the required sea ice fraction information for CMAQ was not
included in the MCIP outputs because of compatible issues between CESM, MCIP and
CMAQ versions. Such information was extracted from the CESM results and added to each
grid cell in MCIP output. The gas-phase and particulate species concentration from the
CESM(CAM-Chem) output was extracted and regridded to the WUS domain as the CMAQ
initial conditions (ICON) and boundary conditions (BCON) using the species mapping
table from Gao et al. (2013). Since CMAQ v5.2 was a newer version than that used in Gao
et al. (2013), additional species were re-mapped as shown in Table 4-1 (Pye & Pouliot,
2012). In addition, the mapping of secondary organic aerosols (SOA) from CESM(CAMChem) to CMAQ v5.2 used the ratios of concentration between SOA species in CMAQ
simulations driven by clean air ICON and BCON suggested by Carlton et al. (2010) and
Gao et al. (2013).
Emission inputs for present year CMAQ simulations
The present year emission data from U.S. EPA contained point sources and area
sources during 2001–2010. The point sources included anthropogenic emissions from
Electric Generating Units point sectors (ptipm), non-Electric Generating Units point
sectors (ptnonipm), and other point source emissions outside the CONUS domain (op). The
area sources included anthropogenic emission sectors (e.g. industrial processes, solvent,
and agricultural production) and biogenic emissions with 36 km × 36 km horizontal grid
resolution. The data was regridded and zoomed to the 12 km × 12 km WUS domain (Figure
4-1). Note that mobile emissions from vehicles and the emissions from prescribed and
wildland fires were combined in the area source emissions. As fire-induced emissions
should be distributed vertically according to the meteorological conditions and the sizes of
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Figure 4-1. The simulation domain used in this study.

Table 4-1. Updated mapping table for gas-phase pollutant emissions (mole/s) based on
Gao et al. (2013). XYL represents xylene.
New CMAQ Species

Species Name

Value

NAPH

Naphthalene

0.002*XYL

XYLMN

Xylene without naphthalene

0.998*XYL

PAR (new)

Paraffin carbon bond (C-C)

PAR−0.00001*NAPH

SOAALK

lumped SOA tracer species
formed from alkanes

0.108*PAR
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burned area, this study used the Fire INventory (FINN) version 1.5 from National Center
for Atmospheric Research (NCAR) (Wiedinmyer et al., 2011) and the Global Fire
Emissions Database version 4.1 with small fires (GFED4.1s) (Giglio et al., 2013) to reallocate the wildfire emissions in the U.S. EPA emissions. FINN provided satellite
retrievals of 40 fire-induced species emissions with a horizontal resolution about 1 km ×
1 km. Table 4-2 illustrates the species mapping between FINN MOZART4 and CMAQ
CB05 according to Tai et al. (2008) with updated species mapping shown in Table 4-1.
Daily FINN fire emissions were distributed hourly output based on the temporal
profiles of GFED4.1s data. GFED4.1s stored fire activity information every three hours
with 0.25° × 0.25° horizontal grid resolution. This study used the nearest neighbor method
to re-allocate FINN fire emissions according to the GFED4.1s temporal profiles. Note that
the fire emission rates were the same within three hours due to GFED4.1s three-hour output
limitation. The resulting 2-D fire emissions were then distributed vertically following the
method described in Fu et al. (2012):
Ptop ,hour

BEhour

Pbot ,hour

BEhour

2

2

BEsize
BEsize

2

2

Ptop ,max ,

(4.1)

Pbot ,max ,

(4.2)

where Ptop and Pbot represent the top and bottom of fire plume heights, and BE denotes
the buoyant efficiency looked up from the hourly or size class tables shown in Tables 4-3
and 4-4 (Air Sciences Inc., 2005). The U.S. EPA area source emissions were subtracted by
the surface layer of the new processed three-dimensional hourly fire emissions (FINN3D)
to obtain the U.S. EPA area source emissions without fire emissions, i.e.,

EmisUSEPA,area,nofire

EmisUSEPA,area FINN 3Dsurface .

(4.3)

Negative values from Equation (4.3) were zeroed out and the U.S. EPA emissions were
adjusted from 2003 to 2010 in this study as GFED4.1s data is available after 2003.The U.S.
EPA area source emissions without fire emissions were then combined with FINN3D to
obtain the adjusted three-dimensional hourly emissions including area sources and fires:

newEmisUSEPA

EmisUSEPA,area,nofire FINN 3D .

(4.4)
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Table 4-2. Species mapping between CMAQ CB05 and FINN MOZART4.
CMAQ

FINN

Species Name

CH4

CH4

Methane

CO

CO

Carbon monoxide

NH3

NH3

Ammonia

NO

NO

Nitrogen monoxide

NO2

NO2

Nitrogen dioxide

SO2

SO2

Sulfur dioxide

FORM

CH2O

Formaldehyde

ALD2

CH3CHO

Acetaldehyde

ALDX

GLYALD

Propionaldehyde and higher
aldehydes

ETOH

C2H5OH

Ethanol

ETH

C2H4

Ethene

ETHA

C2H6

Ethane

MEOH

CH3OH

Methanol

ISOP

ISOP

Isoprene

TERP

C10H16

Terpene

OLE

C3H6 + BIGENE

Terminal olefin carbon bond
(R-C=C)

TOL

0.3*TOLUENE

Toluene

XYL

0.1*TOLUENE

Xylene

BENZENE

0.6*TOLUENE

Benzene
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Table 4-2 (continued).
CMAQ

FINN

Species Name

PAR

C3H6 + 1.7*BIGENE +
5.0*BIGALK + 1.5*C3H8 +
3.0*CH3COCH3 + 4.0*MEK +
C2H2 + 3.0*HYAC

Paraffin carbon bond (C-C)

UNR

C2H2 + 1.5*C3H8 +
0.5*TOLUENE +
0.3*BIGENE

Unreactive compounds

POC

OC

Primary organic carbon

PEC

BC

Primary elemental carbon

PMC

PM10 − PM25

Primary un-speciated coarse
particulate matter

PMOTHR

PM25 − OC − BC

Primary un-speciated fine
particulate matter
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Table 4-3. Hourly buoyant efficiency.
Hour

1

2

BEhour 0.03 0.03
Hour

13

14

BEhour 0.70 0.80

3

4

5

0.03

0.03

0.03

15

16

17

0.90

0.95

0.99

6

7

8

9

10

11

12

0.03 0.03 0.03 0.06 0.10 0.20 0.40
18

19

20

21

22

23

24

0.80 0.70 0.40 0.06 0.03 0.03 0.03

Table 4-4. Parameters as a function of fire size classes based on burned area.
Class

1

2

3

4

5

Size (acres)

0–10

≥10–100

≥100–1000

≥1000–5000

≥5000

BEsize

0.40

0.60

0.75

0.85

0.90

Ptop,max (meter)

160

2400

6400

7200

8000

Pbot,max (meter)

0

900

2200

3000

3000
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Emission inputs for future year CMAQ simulations
Future anthropogenic emissions for the RCP8.5 scenario (Riahi et al., 2011) were
retrieved from the International Institute for Applied Systems Analysis (IIASA) database
(available at http://www.iiasa.ac.at/web-apps/tnt/RcpDb). Since the database provided 12
sectoral emissions on a monthly basis every decade, additional efforts were required to
prepare the hourly emissions for CMAQ. The mapping table for emission sectors between
RCP8.5 and CMAQ is shown in Table 4-5. The processing steps are described as follows:
(1) Calculated monthly RCP8.5 emissions during 2051–2059 through linear interpolations
between 2050 and 2060.
(2) Computed ratios of each species in each emission sector for every year during 2050–
2059 to 2005.
(3) Applied the monthly ratios of individual species in the emissions to the adjusted 2005
U.S. EPA area source emissions, the 2005 FINN3D fire emissions, and the 2005 U.S.
EPA point source emissions based on the emission sectors listed in Table 4-5.
Therefore, the hourly emission of individual species in each emission sector during
2050–2059 were projected by Equations (4.5) – (4.9):
Emisarea ,nofire,205 x = EmisUSEPA,area ,nofire,2005 

Emis ptipm,205 x = EmisUSEPA, ptipm,2005 

IIASAarea ,nofire,205 x
IIASAarea ,nofire,2005

IIASAptipm,205 x
IIASAptipm,2005

Emis ptnonipm,205 x = EmisUSEPA, ptnonipm,2005 

,

IIASAptnonipm,205 x
IIASAptnonipm,2005

Emisop ,205 x = EmisUSEPA,op ,2005 

IIASAop ,205 x

Emis fire,205 x = EmisFINN 3 D ,2005 

IIASAfire,205 x

IIASAop ,2005

IIASAfire,2005

,

,

(4.5)

(4.6)

,

(4.7)

(4.8)

.

(4.9)

Note that Emis205x would have the same spatial and temporal distributions as Emis2005 and
the biogenic emissions were assumed to vary with the same ratios applied to anthropogenic
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Table 4-5. Mapping of emission sectors from IIASA RCP8.5 to U.S. EPA.
IIASA

U.S. EPA

Power plants, energy conversion, extraction

ptipm

Industrial processes and combustion

ptnonipm

Agricultural waste burning

ptnonipm

Residential and commercial combustion

ptnonipm

Aviation

ptnonipm

International shipping

op

Land transport

area

Waste treatment and disposal

area

Agricultural activities (animals, rice, soil)

area

Solvent production and use

area

Grassland burning

fire

Forest burning

fire
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emissions. The specie mapping table between IIASA and CMAQ can be found in Table
4-6. In addition, the PM species (PM2.5 and PM10) were estimated using the ratios between
PM and CO for each emission sector from the Evaluating the CLimate and Air Quality
ImPacts of Short-livEd Pollutants database (ECLIPSE) version 5a (Amann et al., 2015;
International Energy Agency, 2012).
Another wildfire emission data set projected by an empirical fire model was also
used in this study (Y. Liu et al., 2013; Urbanski, 2014). The projections of fire emissions
were simulated based on the extreme value theory. The projected PM2.5 emissions due to
wildfires were primarily based on the meteorological conditions from WRF’s future year
simulation output including (1) daily precipitation, (2) daily and maximum temperature,
(3) daily humidity, and (4) daily and maximum wind speed and direction. Emissions for
other species due to wildfires were estimated using the ratios of emission factors (see Table
4-7) for each species to PM2.5 (Urbanski, 2014). Fire emissions were projected to increase
by more than 50% for total emissions of all fire size ranges (> 1,000 acres burned) as a
result of increasing numbers of future wildfire activities, which were projected to increase
by 10%–80% compared to the present years. Because the fire model provided monthly
wildfire emissions with specific geospatial locations, all data within a 12 km × 12 km grid
cell was aggregated. The temporal allocation of 2053–2059 wildfire emissions was based
on 2003–2009 GFED4.1s data while that for 2050–2052 was based on 2010–2012
GFED4.1s data. Moreover, the projected wildfire emissions by this fire model would have
different spatial patterns compared to that projected by IIASA since the baseline spatial
profiles were different. The former was projected from historical large fires with burned
area greater than 1,000 acres while the latter was projected using 2005 FINN dataset.
Experimental design
To evaluate how the pollutant concentration changes due to wildfires, this study
conducted two sets of CMAQ simulations with five different emission scenarios (Figure
4-2). The first simulation set included two experiments during the present years (2003–
2010) under the same climate conditions as well as the same initial and boundary
conditions: (1) U.S. EPA point source emissions and adjusted U.S. EPA area source
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Table 4-6. Species mapping between CMAQ CB05 and IIASA RCP8.5 database.
CMAQ

IIASA

Species Name

CH4

CH4

Methane

CO

CO

Carbon monoxide

NH3

NH3

Ammonia

NO

NO

Nitrogen monoxide

CH4

CH4

Nitrogen dioxide

SO2

SO2

Sulfur dioxide

POC

OC

Primary organic carbon

PEC

BC

Primary elemental carbon

Table 4-7. Emission factors (g/kg) for various species from fires. NMOC denotes nonmethane volatile organic compounds and nNMOC is unidentified NMOC. Other
abbreviated species names can be found in Table 4-2.
Species
Emission
factors

PM2.5 PM10

CO2

23.2

1600 135 7.32

28.0

CO CH4 NMOC nNMOC NO2 NH3 SO2
33.87

25.68

2.0

1.5

1.06
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Figure 4-2. A schematic diagram of the experimental design in this study.
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emissions with FINN3D fire emissions (called “BASE” hereafter in this chapter), and (2)
U.S. EPA point source emissions and adjusted U.S. EPA emissions without fire emissions
(called “NoFireP” hereafter in this chapter). The second simulation set consisted three
experiments during the future years (2050–2059): (1) RCP8.5 emissions from IIASA
(called “IIASA” hereafter in this chapter), (2) RCP8.5 emissions from IIASA excluding
wildfire emissions (called “NoFireF” hereafter in this chapter) and (3) RCP8.5 emissions
from IIASA with the wildfire emissions replaced by a fire model outputs (called “USFS”
hereafter in this chapter). Differences between with and without fire emissions in each
CMAQ simulation set were evaluated to estimate the contribution of wildfires to the
changes in air pollutant concentration.
Model performance metrics
The CMAQ simulation results for present years were compared to the observational
data from the U.S. EPA Air Quality System (AQS) stations within the WUS domain. The
study applied the two metrics—the mean fractional error (MFE) and the mean fractional
bias (MFB)—from Boylan and Russell (2006) to evaluate CMAQ model performance:
MFE =

1 N Cm − Co
,

N i =1 ( Co + Cm 2 )

(4.10)

MFB =

1 N ( Cm − Co )
,

N i =1 ( Co + Cm 2 )

(4.11)

where Cm and Co are the modeled and observed concentration at station i, respectively; N
is the number of model-observation pairs from all valid monitoring station data during the
time period of interest. Suggested model performance goal is met if MFE ≤ 50% and
MFB ≤ ±30%, respectively; the model performance criteria is met if both MFE ≤ 75% and
MFB ≤ ±60%. Performance goals indicate the best a model can simulate that is close
enough to the observation; performance criteria are the level of accuracy that is acceptable
for standard modeling applications (Boylan & Russell, 2006).
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Results
Evaluations of CMAQ model performance
CMAQ simulations for the BASE experiment are compared to the U.S. EPA AQS
data on a monthly mean basis. Figures 4-3 and 4-4 show that 50 of 64 months of the
simulated O3 concentration meet the performance goal while all months meet the
performance criteria during 2003–2010. Compared to observations, CMAQ underestimates
O3 concentration during the summer season (June–August) but overestimates O3
concentration during autumn (September–November), especially in November in WUS.
The modeled PM2.5 concentration has only about half of the months (34/64) that meet the
performance goal while all months meet the performance criteria (Figures 4-5 and 4-6).
Modeled PM2.5 concentration is generally underestimated with a few months during
summertime overestimated by CMAQ. In terms of seasons, both modeled O3 and PM2.5
concentration has the lowest MFB during summertime; substantial overestimates in O3 are
found in autumn while large MFE and MFB in modeled PM2.5 are observed during the
springtime (Table 4-8).
Since the CESM-WRF downscaling results have been evaluated previously (Gao
et al., 2012), meteorological conditions are expected to be a minor factor that cause the
biases in simulated O3 and PM2.5. The initial and boundary conditions of species
concentration as well as the emission input are likely the major reasons resulting in such
biases. This study adopted the species mapping table from Gao et al. (2013) who used
CMAQ v5.0 in their simulations. From CMAQ v5.0 to CAMQ v5.2, there have been major
updates in both gas-phase chemistry, aerosol speciations, and secondary organic aerosol
(SOA) formations. Although adjustments of mapping gas-phase species have been made
(Table 4-1), uncertainty still exhibits during the species mapping processes, especially for
sub-speciations of volatile organic compounds (VOCs). In addition, this study selected
AE6nvPOA as the aerosol module in order to be compatible to the CESM(CAM-Chem)
downscaling processes. Organic aerosols, which are parts of PM2.5, would substantially be
underestimated in CMAQ when choosing the nvPOA model rather than the semivolatile
POA model (Murphy et al., 2017). Moreover, the large MFE and MFB in PM2.5 during the
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Figure 4-3. Model performance of monthly O3 concentration (ppbv) in WUS. The vertical
axis denotes the range of MFE (%) while the horizontal axis represents the fire months.
Black markers within the shaded area denote the simulated O3 values meet the model
performance goal (dark gray) or the model performance criteria (light gray).

Figure 4-4. Same as Figure 4-3 except for MFB (%).
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Figure 4-5. Model performance of monthly PM2.5 concentration (µg/m3) in WUS. The
vertical axis denotes the range of MFE (%) while the horizontal axis represents the fire
months. Black markers within the shaded area denote the simulated PM2.5 values meet the
model performance goal (dark gray) or the model performance criteria (light gray).

Figure 4-6. Same as Figure 4-5 except for MFB (%).
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Table 4-8. Model performance of seasonal O3 and PM2.5 based on the monthly MFE and
MFB values.
O3

PM2.5

Season
MFE

MFB

MFE

MFB

Spring

15.35±2.54

8.32±6.52

47.14±3.99

−35.76∓6.70

Summer

18.77±1.49

3.53±6.51

39.43±5.68

−18.95∓21.15

Autumn

35.16±12.43

30.67±16.23

41.14±10.33

−19.55∓11.35

All fire months

24.06±11.65

14.91±16.63

42.00±8.00

−23.38∓16.52
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springtime could also be attributed to the wind-blown dust emission as a result of the
different land cover classifications between CMAQ versions show in Table 4-9 (UNC
Institute for the Environment, 2012; Wang et al., 2012).
Wildfire-induced ozone and PM2.5 changes in present years
Changes of monthly O3 concentration due to fires are small in present years
according to the BASE and NoFireP experiments (Figure 4-7). The largest increase of
domain averaged O3 due to fires is only 0.64 ppb in July 2008. The maximum of fireinduced monthly O3 increase (calculated by BASE−NoFireP) could be up to 10.32 ppb (or
41% increase) in July 2008. The decadal average of monthly mean O3 shows that August
and July are influenced by fires the most among all fire months. The domain mean values
are 0.38 ppb for August and 0.26 ppb for July while the domain maximum increases are
3.48 ppb in August and 2.89 ppb in July (Figure 4-8a). The larger O3 increases due to fires
in July and August lead to higher fire-induced decadal seasonal O3 increases in summer
compared to that in spring and autumn seasons (Figure 4-8b). The domain mean O3
increase is 0.27±0.15 ppb with 2.51±2.32 ppb for the seasonal domain maximum O3
increase in summertime during 2003–2010. The decadal average of all fire months for fireinduced O3 increase is 0.20±0.13 ppb for the domain mean and 1.41±1.72 ppb for the
domain maximum.
Compared to the small impacts on O3 changes, fire activities significantly increase
PM2.5 concentration during 2003–2010 (Figure 4-9). Although the largest domain-averaged
PM2.5 increase due to fires is only 1.63 µg/m3 in August 2007, the maximum of fire-induced
monthly PM2.5 increase could reach 194.92 µg/m3 (or 3481%) in July 2008 (Figure 4-9).
For all fire months during 2003–2010, the percentages of domain maximum PM2.5
increases (calculated by (BASE−NoFireP)/NoFireP ×100%) are all more than 125%,
which implies the fire activities would worsen regional air quality in terms of PM2.5
concentration in WUS. The greatest domain maximum PM2.5 increase in percentage takes
place in September 2006 with 6057% (177.2 µg/m3) increase during the present years
(Figure 4-9). The decadal average of monthly mean PM2.5 demonstrates that July–
September are influenced by fires the most among all fire months (Figure 4-10a). The
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Table 4-9. Land use categories used in CMAQ v5.0 (USGS 20 land use categories) and
CMAQ v5.2 (USGS 24 land use categories).
Category

CMAQ v5.0

CAMQ v5.2

1

Urban and Built‐Up Land

Urban and Built‐Up Land

2

Dryland Cropland and Pasture

Dryland Cropland and Pasture

3

Irrigated Cropland and Pasture

Irrigated Cropland and Pasture

4

—

5

Cropland/Grassland Mosaic

Mixed Dryland/Irrigated Cropland and
Pasture
Cropland/Grassland Mosaic

6

Cropland/Woodland Mosaic

Cropland/Woodland Mosaic

7

Grassland

Grassland

8

Shrubland

Shrubland

9

Mixed Shrubland/Grassland

Mixed Shrubland/Grassland

10

Savanna

Savanna

11

Deciduous Forest

Deciduous Broadleaf Forest

12

Conifer Forest

Deciduous Needleleaf Forest

13

Evergreen Broadleaf

Evergreen Broadleaf

14

—

Evergreen Needleleaf

15

Mixed Forest

Mixed Forest

16

Water Bodies

Water Bodies

17

Herbaceous Wetland

Herbaceous Wetland

18

Wooden Wetland

Wooden Wetland

19

Barren or Sparsely Vegetated

Barren or Sparsely Vegetated

20

—

Herbaceous Tundra

21

Wooded Tundra

Wooded Tundra

22

Mixed Tundra

Mixed Tundra

23

—

Bare Ground Tundra

24

Snow or Ice

Snow or Ice
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Figure 4-7. Simulated monthly O3 domain mean concentration (ppb) and the maximum change (%) at grid-cell level during 2003–
2010. Solid lines represent the domain averaged O3 concentration for BASE (green) and NoFireP (black) while the dashed line
denotes the maximum change ((BASE−NoFireP)/NoFireP×100%) at grid-cell level within the WUS domain. Months are (a) April,
(b) May, (c) June, (d) July, (e) August, (f) September, (g) October, and (h) November.

124

Figure 4-7 (continued).
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Figure 4-8. Decadal average of (a) monthly and (b) seasonal O3 changes (ppb) due to fires
during 2003–2010. Curves represent the domain mean (red) and the maximum within the
domain (blue). Shaded area is the one standard deviation range. The “All” in seasonal O3
changes represents all fire months during 2003–2010.
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Figure 4-9. Same as Figure 4-7 except for PM2.5 (µg/m3).
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Figure 4-9. Same as Figure 4-7 except for PM2.5 (µg/m3).
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Figure 4-10. Same as Figure 4-8 except for PM2.5 (µg/m3).
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domain mean PM2.5 increases are 0.84±0.46 µg/m3 in August and 0.65±0.30 µg/m3 in
September while the domain maximum PM2.5 increases are 82.04±44.92 µg/m3 in August
and 81.43±51.89 µg/m3 in September (Figure 4-10a). The higher PM2.5 increases in August
and September cause both decadal seasonal PM2.5 increases higher in summer and autumn
seasons. The domain mean PM2.5 increases are 0.56±0.42 µg/m3 in summer and 0.51±0.21
µg/m3 in autumn during 2003–2010 (Figure 4-10b). The decadal average of all fire months
for PM2.5 increase from fires is 0.47±0.31 µg/m3 for the domain mean and 37.72±42.65
µg/m3 for the domain maximum.
Projections of wildfire-induced ozone and PM2.5 changes
Similar to the present years, the monthly O3 changes for the IIASA and USFS with
respect to NoFireF are insignificant during 2050–2059 (Figure 4-11). The domain mean
O3 increases are all under 0.31 ppb and the domain maximum O3 values have less than
2.50 ppb among all fire months for IIASA compared to NoFireF. The largest domain mean
O3 increase is 0.31 ppb in August 2055, which is also the largest domain maximum O3
increase in percentage (6.38%). The decadal average of monthly mean O3 from IIASA and
NoFireF shows slight increases in domain mean O3 levels due to fires for each fire month
except November (Figure 4-12a). Both the decadal domain mean O3 levels and the decadal
domain maximum O3 levels are the largest in August, with values of 0.28±0.02 ppb and
2.04±0.30 ppb, respectively. The decadal averages of seasonal domain mean O3 level and
domain maximum O3 level are projected to have the highest increases in summer with
0.21±0.05 ppb and 1.23±0.63 ppb, respectively (Figure 4-12b).
For USFS, much smaller O3 increases due to wildfires are simulated by CMAQ.
There are only 10 of 80 fire months with the domain mean O3 changes (either positive or
negative) greater than ±0.1 ppb (Figure 4-11). The largest domain mean O3 increase is
0.23 ppb in August 2055 while the largest domain maximum O3 increase in percentage is
1.76% in July 2051. The decadal average of monthly mean O3 from USFS and NoFireF
demonstrates slight increases in domain mean O3 levels due to wildfires from July to
September but decreases in June and October (Figure 4-13a). The decadal domain mean
O3 level is the highest in July (0.15±0.02 ppb) while the decadal domain maximum O3 in
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Figure 4-11. Simulated monthly O3 domain mean concentration (ppb) and the maximum change (%) at grid-cell level during 2050–
2059. Solid lines represent the domain averaged O3 concentration for IIASA (red), USFS (blue), and NoFireF (black) while the
dashed line denotes the maximum changes for IIASA (red, (IIASA−NoFireP)/NoFireP×100%) and USFS (blue,
(USFS−NoFireP)/NoFireP×100%) at grid-cell level. Months are (a) April, (b) May, (c) June, (d) July, (e) August, (f) September,
(g) October, and (h) November.
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Figure 4-11 (continued).
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Figure 4-12. Decadal average of (a) monthly and (b) seasonal O3 changes (ppb) between
IIASA and NoFireF due to fires during 2050–2059. Curves represent the domain mean (red)
and the maximum within the domain (blue). Shaded area is the one standard deviation
range.
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Figure 4-13. Same as Figure 4-12 except for the changes between USFS and NoFireF.
Note that missing values are due to the values with monthly O3 changes smaller than
0.1 ppb.
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August has the largest increase (0.10±0.18 ppb). Summer is still the season influenced by
wildfires the most (0.08±0.12 ppb for the decadal averages of seasonal domain mean O3
and 0.07±0.13 ppb for the domain maximum O3) (Figure 4-13b). The changes due to
wildfires over the decade are 0.05±0.16 ppb for the domain mean O3 and 0.03±0.08 ppb
for the domain maximum O3. These small changes either in domain mean O3 level or in
domain maximum O3 level are likely caused by the meteorological conditions that were
designed to be the same in IIASA, USFS, and NoFireF experiments. As there are no
differences in meteorological conditions between the three experiments and NOx emission
in wildfires is relatively small compared to PM species (see Table 4-7), projected O3
changes due to wildfires are thus negligible.
Variations of projected monthly PM2.5 concentration for IIASA, USFS, and NoFireF
experiments are displayed in Figure 4-14. The domain mean PM2.5 would increase by up
to 0.82 µg/m3 in October 2054 in IIASA compared to NoFireF while the domain maximum
PM2.5 increases by up to 57.58 µg/m3 (or 1217%) in August 2054. For all fire months
during 2050–2059, the percentages of domain maximum PM2.5 increases (calculated by
(IIASA−NoFireF)/NoFireF ×100%) are all more than 200%, which implies projected
wildfire activities would reduce regional air quality in WUS in the future. The greatest
domain maximum PM2.5 increase in percentage takes place in August 2051 with 2085%
(54.75 µg/m3) increase during 2050–2059 (Figure 4-14). The decadal average of monthly
mean PM2.5 increases in IIASA with respect to NoFireF demonstrates that August and
October are influenced by fires the most among all fire months (Figure 4-15a). The domain
mean PM2.5 increases are 0.65±0.04 µg/m3 in August and 0.58±0.14 µg/m3 in October. The
domain maximum PM2.5 increase is projected the highest (50.94±4.01 µg/m3) in August
(Figure 4-15a). Despite the highest PM2.5 increases projected in August, small PM2.5
changes in June and in July cause that the decadal average of both the domain mean and
the domain maximum PM2.5 increases during the autumn season are higher (0.48±0.12
µg/m3 and 23.66±8.20 µg/m3, respectively) than that during summertime (Figure 4-15b).
The projected PM2.5 concentration in USFS is smaller compared to IIASA and is
close to NoFireF values (Figure 4-14). There are only 67 of 80 fire months with the domain
mean PM2.5 changes (either positive or negative) greater than ±0.1 µg/m3 (Figure 4-14).
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Figure 4-14. Same as Figure 4-11 except for PM2.5 (µg/m3).
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Figure 4-15 (continued).
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Figure 4-16. Same as Figure 4-12 except for PM2.5 (µg/m3).
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This result implies that wildfires induce more changes in PM2.5 than in O3, which is
reasonable as the wildfire emission factors for PM2.5 is higher than NO2 (a precursor of O3)
(Table 4-7). The largest domain mean PM2.5 increase is 0.49 µg/m3 in July 2051 and the
largest domain maximum PM2.5 increase is 35.98 µg/m3 (or 1317%) in October 2052. For
all fire months, about half the number of total months have 10%–75% increases of domain
maximum PM2.5 and there are only 12 of 80 fire months have more than 100% increases
in domain maximum PM2.5 concentration during 2050–2059 (Figure 4-14). The decadal
average of monthly mean PM2.5 increases in USFS with respect to NoFireF are projected
with similar values for each fire month, ranging from 0.18±0.07 µg/m3 in November to
0.29±0.09 µg/m3 in July (Figure 4-16a). The decadal average of domain maximum PM2.5
increase due to wildfires is projected the highest (5.32±10.02 µg/m3) in August while
wildfires only induce 0.13±0.09 µg/m3 in November. In terms of seasons, the decadal
average of the domain mean PM2.5 increase is relatively higher in summer (0.28±0.08
µg/m3) than in spring and autumn seasons; the domain maximum PM2.5 increases due to
wildfires are 4.24±6.79 µg/m3 in summer (Figure 4-16b).
The differences of projected PM2.5 increases due to wildfires between USFS and
IIASA are mainly attributed to the different wildfire emissions (Figures 4-17 and 4-18).
USFS simulations used the wildfire emissions projected by the empirical fire model that
depends on the meteorological conditions while IIASA simulations used the wildfire
emissions based on social-economical activities (Riahi et al., 2011). The differences in
wildfire emissions result in (1) domain mean PM2.5 increases are the largest at August and
October in IIASA while USFS peaks at July, and (2) domain maximum PM2.5 increases
peak at August in IIASA but July, August, and October have the largest increases in domain
maximum PM2.5 values in USFS (Figures 4-15a and 4-16a).
Comparisons between the results from the present years (BASE) and from the future
years (IIASA) illustrate that projected domain mean PM2.5 concentration and domain
maximum PM2.5 increases caused by fires would be lower in the future years than that in
present years in WUS (Figures 4-9 and 4-14). However, future wildfire emissions were
projected using the 2005 data. By setting the 2005 domain mean and domain maximum
increases as reference values, April and August both show higher PM2.5 concentration
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Figure 4-17. Same as Figure 4-13 except for PM2.5 (µg/m3).
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Figure 4-18. Projected PM2.5 emission rates (g/s/grid) due to wildfires on August 2, 2050
used in IIASA (top) and in USFS (bottom) experiments.
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Figure 4-19. Same as Figure 4-18 except on April 13, 2056.
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induced by fires in the future compared to the 2005 levels (Figure 4-19). Decadal average
of the domain mean PM2.5 increases are enhanced in all months except August while the
domain maximum PM2.5 increases are enhanced in April, June, August, and November
(Figure 4-20a). The seasonal domain mean PM2.5 increases become lower in summer but
higher in spring and autumn seasons during 2050–2059 compared to 2005. The domain
maximum PM2.5 increases become larger in spring and summer but smaller in autumn
(Figure 4-20b). There is no obvious change in decadal average for all fire months in the
future compared to the 2005 results.

Conclusion
Five experiments were conducted to evaluate the air quality changes in WUS due
to fire activities during the present years (2003–2010) as well as the future years (2050–
2059). With the same meteorology, initial conditions, and boundary conditions, the fireinduced O3 and PM2.5 variations can be estimated through fire emission controls. Results
show that wildfires have negligible impacts on O3 concentration both in present and future
years. However, substantial increases in PM2.5 concentration due to wildfires are observed
in WUS, with the domain maximum PM2.5 could increase by more than 60 times of the
value if there were no fires during the present years and by more than 20 times in the future.
In addition, wildfires have the largest impacts on domain maximum PM2.5 increases in
WUS during summertime, especially in August, during 2003–2010. For future years, with
wildfire emissions projected using either the 2005 temporal and spatial profiles (IIASA) or
the future meteorological conditions (USFS), the largest domain maximum PM2.5 increases
would still be in summertime and in August. Since the results presented here are based on
the domain averages and the domain maximum increase at a single grid cell, fire-induced
PM2.5 change may be underestimated in particular regions such as the California State
where increasing frequency and severity of wildfires are observed in recent years. Further
examinations on state- and city-level air pollutant concentration changes induced by
wildfires would be necessary to quantify air quality changes for health impact research and
to decision-making strategies for environmental management.
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Figure 4-20. Simulated monthly domain mean (red) and domain maximum (blue) changes for PM2.5 (µg/m3). Solid lines show the
IIASA results during 2050–2059. Dashed lines are the 2005 domain mean and domain maximum changes. Months are (a) April, (b)
May, (c) June, (d) July, (e) August, (f) September, (g) October, and (h) November.
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Figure 4-19 (continued).
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Figure 4-21. Same as Figure 4-15 with the dashed lines represent the 2005 domain mean
and domain maximum PM2.5 changes.
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CHAPTER 5
CONCLUSION AND FUTURE STUDIES
The research presented here addresses important gaps in Earth system science
through rigorous statistical analysis, model–data integration, and computational
experiments designed to separate responses and feedbacks of terrestrial processes and
land–atmosphere interactions. In particular, I showed that (1) we can reduce the uncertainty
in projections of future forest biomass, and therefore carbon cycle feedbacks and fire risk,
by improving dynamic carbon allocation schemes, better capturing the evolving
distribution of vegetation types, and correctly initializing pre-industrial vegetation
conditions; (2) geoengineering climate mitigation will have impacts on terrestrial
ecosystems, and unaccounted for carbon cycle feedbacks will affect projected future
atmospheric CO2 mole fractions; and (3) increasing wildfire intensity is likely to
substantially increase regional PM2.5 concentration in a warming climate.
The biomass study used the ESM output from the CMIP5 archive. The new CMIP6
project (Eyring et al., 2016) is now underway and has been continuously accepting new
ESM results, which offers the opportunity to explore whether biomass estimates are
improved in the results from a new generation of ESMs with increased complexity.
Simulations from land models employing the Ecosystem Demography concept (Moorcroft
et al., 2001), such as the Functionally Assembled Terrestrial Ecosystem Simulator
(FATES), may exhibit better representations of forest distribution, fraction, and biomass
by integrating processes associated with vegetation demography. I would like to investigate
if uncertainty in global biomass estimates is reduced in FATES compared to traditional
“big-leaf” land models that fail to capture forest dynamics, age classes, and vegetation
structure.
In the stratospheric aerosol geoengineering study, the data from the GLENS
simulations contained an active terrestrial carbon cycle but the simulations did not consider
terrestrial BGC feedbacks to the climate because the simulations were forced by
atmospheric CO2 mole fraction. To account for these feedbacks, as well as those from
marine biogeochemistry, I would like to conduct new fully-coupled, emission-forced ESM
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simulations with interactive terrestrial and marine BGC feedbacks taken into account in
projections of prognostic atmospheric CO2. From the new simulation results, evaluations
of the interaction between climate change and ecosystems would be more representative.
In particular, I would like to explore how future wildfires change with respect to soil
moisture, burned area sizes, vegetation biomass, and fuel loads. Developing metrics for
these variables will help identify the most influential factor for future wildfire disturbances
in an unmitigated climate as well as a geoengineered climate.
From the study of wildfire-induced air quality changes in WUS, CMAQ simulated
relatively smaller monthly increases in domain mean and domain maximum PM2.5
concentration due to wildfires in the future compared to those in the present years. Further
analyses are required to evaluate the wildfire contributions at State level and in major cities
in WUS, especially in daily maximum PM2.5 concentration that better capture the impacts
of episodic wildfire events on PM2.5 changes. In addition, large spatial and temporal
uncertainty in future wildfire projections were found between RCP8.5 and that projected
by an empirical fire model, even though both emission data sets demonstrated increased
wildfire emissions compared to their own emission data sets in the present years.
Additional effort in future wildfire emission development by disentangling emissions
factors, for example fuel loads, climate conditions, and burned area sizes, would help
quantify the uncertainty in each factor. Moreover, this wildfire study produced more than
2 PB of data that contains information from simulations both with and without wildfire
emissions during the present and future years. This dataset can be used for new studies,
such as estimating the impacts of wildfire-emitted PM2.5 on human health. Since, as Stowell
et al. (2019) suggested, asthma and combined respiratory disease were associated with
wildfire smoke PM2.5 concentration in Colorado during 2011–2014, future potential health
risks can be assessed using this simulation dataset, which can inform constraints for
decision-making strategies regarding future environmental management in a changing
climate.
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