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This paper addresses the extension of one-dimensional ﬁlters in two and three space
dimensions. A new multi-dimensional extension is proposed for explicit and implicit
generalized Shapiro ﬁlters. We introduce a deﬁnition of explicit and implicit generalized
Shapiro ﬁlters that leads to very simple formulas for the analyses in two and three
space dimensions. We show that many ﬁlters used for weather forecasting, high-order
aerodynamic and aeroacoustic computations match the proposed deﬁnition. Consequently
the new multi-dimensional extension can be easily implemented in existing solvers. The
new multi-dimensional extension and the two commonly used methods are compared
in terms of compactness, robustness, accuracy and computational cost. Beneﬁts of the
genuinely multi-dimensional extension are assessed for various computations using the
compressible Euler equations.
© 2013 The Author. Published by Elsevier Inc.
1. Introduction
Spatial ﬁlters are used in weather forecasting, computational ﬂuid dynamics and computational aeroacoustics. These
ﬁlters can be used to smooth initial conditions and computed solutions or to ensure stability and convergence of the
computation. In both cases, these ﬁlters are designed to cancel spurious waves, or 2 waves, due to errors and uncertainties
in measurements or due to rounding errors and numerical instabilities in computations.
The use of spatial ﬁltering for the acceleration of the convergence of computations in meteorological modeling was in-
troduced in the early 1950’s by Fjørtoft [1,2] who used a multi-dimensional smoothing operator based on a Laplacian. In
the same research ﬁeld and quite at the same time, Shuman [3] proposed the use of one-dimensional smoothing operators
to ﬁlter out short-wavelength components of the numerical meteorological ﬁelds. Since weather forecasting is by essence
multi-dimensional, the different ways to apply these one-dimensional ﬁlters in the multi-dimensional case were early dis-
cussed in details [3]. A major improvement in the design of spatial ﬁlters is due to Shapiro [4–6], who introduced in the
1970’s a class of explicit linear ﬁlters of the 2N order accuracy, using a stencil of (2N + 1) points. Shapiro ﬁlters ensure the
full damping of the shortest wavelengths while totally preserving the largest structures. Again, the different ways to apply
these ﬁlters in the multi-dimensional case have been already discussed at that time [5]. Shapiro’s work was followed by
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frequency [8] and many implicit in space [9–13], i.e. using Padé fractions. The latter require the solution of linear algebra
but allow controlling the ﬁlter stiffness and the location of the cut-off frequency. A detailed review on the use of spatial
ﬁlters for numerical weather prediction is presented in Ref. [14].
For compressible aerodynamics, the Shuman ﬁlter has been employed in the late 1960’s to damp the oscillations that
were not prevented by centered dissipative schemes near boundaries and shocks [15–17]. The use of this second-order lin-
ear ﬁlter led to numerical shock structures without spurious oscillations but also very smooth. The stiffness of the shock
wave would have been preserved by higher order Shapiro ﬁlters, but since they are linear operators, Gibbs phenomenon
would result in grid to grid oscillations near the shock. However these oscillations ceased to be a problem thanks to the
use of second-order non-centered schemes [18,19] leading to accurate ﬂow solutions with non-oscillatory shock structures.
Consequently, spatial ﬁlters were no longer employed for shock computations until dedicated nonlinear ﬁlters were intro-
duced [20]. A renewed interest in linear ﬁlters as artiﬁcial dissipation occurred in the 1990’s after Lele [21] introduced
them in conjunction with high-order centered schemes. This approach has been followed by Gaitonde et al. [22,23] who
introduced implicit ﬁlters with a variable cut-off frequency by adding a free parameter. Also in the 1990’s, Tam et al. [24]
proposed low-order numerical schemes and ﬁlters for aeroacoustic computations that were optimized in terms of spectral
response rather than formal accuracy. This approach was pursued by Bogey and Bailly [25] who derived a family of spatial
ﬁlters optimized in the Fourier space for aeroacoustic computations. While spatial ﬁlters for aerodynamic and aeroacoustic
computations are mostly applied to multi-dimensional problems, their design and theoretical study are almost always per-
formed in the one-dimensional case. This approach allows using the same formalism to present both the numerical scheme
and the ﬁlter but it conceals that the dissipation properties of spatial ﬁlters used in two and three space dimensions de-
pend strongly on their numerical implementation. More, one-dimensional spatial ﬁlters become anti-dissipative if the wrong
multi-dimensional implementation is chosen [26].
This paper addresses the extension of one-dimensional ﬁlters in two and three space dimensions. The analysis and de-
velopments presented in the following apply to all the linear ﬁlters mentioned above. The method used to address all these
ﬁlters at once rely on a projection of the ﬁlters on an orthonormal basis with independent vectors being the Shapiro ﬁlters.
As will be shown, many ﬁlters can be written as linear combinations of Shapiro ﬁlters. We will refer to these ﬁlters as
generalized Shapiro ﬁlters and show that they allow the generalization of the analysis and developments to any accuracy
order and space dimensions while keeping very simple formulas. The paper is organized as follows. Section 2 introduces
the formalism used in the paper, recalls the basics of Shapiro ﬁlters and speciﬁes the notion of generalized Shapiro ﬁlters.
Generalized Shapiro ﬁlter decompositions of well known explicit and implicit ﬁlters are explicated and discussed. Section 3
presents the two common methods used to extend one-dimensional ﬁlters in two and three space dimensions. The pros
and cons of each method are discussed. Section 4 describes the design principles and properties of a new, genuinely multi-
dimensional, extension of one-dimensional ﬁlters. Generic formulas are easily derived for explicit and implicit generalized
Shapiro ﬁlters. Examples of application of the multi-dimensional extension are given for some ﬁlters cited above. In Sec-
tion 5, the genuinely multi-dimensional ﬁlters are applied, in conjunction with non-dissipative high-order schemes, to the
computation of aerodynamic, aeroacoustic and atmospheric test cases: the numerical evolution of a stationary vortex, the
advection of a vortex, a shock–vortex interaction and a bubble convection. The advantages and drawbacks of the new multi-
dimensional ﬁlters are discussed in terms of compactness, robustness, accuracy and computational cost. Conclusions are
ﬁnally drawn on the beneﬁt of the genuinely multi-dimensional ﬁlters.
2. Generalized Shapiro ﬁlters
2.1. Mathematical formalism
Let wi be a mesh function deﬁned on a uniform grid (xi = ix) with spatial step x. Applying a spatial ﬁlter F to
variable w provides
w˜i = F (wi) (1)
where w˜i is the ﬁltered value of the variable w at point xi = ix resulting from the application of the ﬁlter F . We introduce
the standard difference operator [27]:
δwi = wi+ 12 − wi− 12 (2)
that will be extensively used throughout this paper. Since we consider ﬁltering a spatial ﬁeld known only at points of indices
i with integer values, only even compositions of the δ operator will be used in the following. The coeﬃcients applied to
the discrete values of w are easily obtained since for a 2n composition of the δ operator, with n a positive integer, they are
given by the (2n + 1) line of Pascal’s arithmetic triangle corresponding to the development of (a − b)n , for instance:
δ2wi = wi+1 − 2wi + wi−1
δ4wi = wi+2 − 4wi+1 + 6wi − 4wi−1 + wi−2 (3)
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accuracy [28–30]. Considering the even composition δ2n of the δ operator we obtain the Taylor expansion:
δ2nwi = x2n ∂
2nw
∂x2n
+O(x2n+2) (4)
Let us denote by δ̂2 the Fourier symbol of the difference operator δ2 and let us also introduce the Fourier variable, or
reduced wavenumber, ξ = kx, with k the wavenumber. The expression of the Fourier symbol of the basic difference
operator δ2 is given by δ̂2 = 2(cos(ξ) − 1) = −4sin2(ξ/2) so that any n composition of δ2 has a Fourier symbol given by
δ̂2n = (−1)n
(
2 sin
(
ξ
2
))2n
(5)
2.2. Shapiro ﬁlters
Using the standard difference operator deﬁned by formula (2), the explicit ﬁlter of the 2N accuracy order developed by
Shapiro [4–6] writes:
F 2N = I+ (−1)N−1 δ
2N
22N
(6)
where I is the identity operator. This explicit ﬁlter is a discrete symmetric operator with a (2N + 1) point stencil. It is a
low-pass ﬁlter which preserves the low frequency content and totally dissipates the high frequency content of the initial
ﬁeld. Often referred to as standard ﬁlter in the literature it can be written in the form:
F 2N(wi) =
N∑
n=−N
anwi+n (7)
where the an coeﬃcients, listed in Table 1 for the 2nd to 10th order ﬁlters, are calculated using formula (6). The Taylor
expansion of formula (6) yields:
F 2N(wi) = w + (−1)N−1 x
2N
22N
∂2Nw
∂x2N
+O(x2N+2) (8)
so that in one dimension, a Shapiro ﬁlter is a difference operator consistent with the identity plus a linear dissipation [5]
of order 2N with a coeﬃcient 1/22N ensuring the full dissipation of the 2 waves. The linear dissipative operator, denoted
hereafter D2N , constitutes the independent vector of the basis used in the following to decompose a ﬁlter as a linear
combination of Shapiro ﬁlters. The linear dissipative operator writes:
D2N = (−1)N−1 δ
2N
22N
(9)
Shapiro ﬁlters combine the preservation of the largest wavelengths and total dissipation of the shortest wavelengths. This
property is readily assessed performing a Fourier analysis. The Fourier symbol F̂ 2N of the ﬁlter deﬁned by Eq. (6) is readily
derived:
F̂ 2N(ξ) = 1− sin2N
(
ξ
2
)
(10)
Since the ﬁlter F 2N is a symmetric operator, the Fourier symbol F̂ 2N holds only real values. As shown in Fig. 1 for the
2nd to 10th order Shapiro ﬁlters, the Fourier symbol F̂ 2N equals identically one for the largest wavelength (ξ = 0) and
is identically null for the shortest wavelengths (ξ = ±π). The bandwidth of the ﬁlters increases as the order of accuracy
increases.
Table 1
Coeﬃcients of the 2nd to 10th order Shapiro ﬁlters.
N ai ai±1 ai±2 ai±3 ai±4 ai±5
1 1
22
(2 1)
2 1
24
(10 4 −1)
3 1
26
(44 15 −6 1)
4 1
28
(186 56 −28 8 −1)
5 1
210
(772 210 −120 45 −10 1)
F. Falissard / Journal of Computational Physics 253 (2013) 344–367 347Fig. 1. Fourier symbols of the 2nd to 10th order Shapiro ﬁlters.
2.3. Generalized Shapiro ﬁlters
Deﬁnition 1. An explicit linear ﬁlter F deﬁned on a (2N + 1) point stencil is said to be a generalized Shapiro ﬁlter if it can
be expressed as:
F (wi) =
(
I+
N∑
n=1
A2nD
2n
)
wi with
N∑
n=1
A2n = 1 (11)
where A2n are real coeﬃcients, D2n denotes the dissipative operator of the Shapiro ﬁlter of the 2n accuracy order and the
Fourier symbol of the ﬁlter satisﬁes the condition:
∣∣̂F (ξ)∣∣= ∣∣∣∣∣1−
N∑
n=1
A2n sin
2n
(
ξ
2
)∣∣∣∣∣ 1 for ξ ∈ [0,π ] (12)
Up to now the term generalized Shapiro ﬁlter is usually restricted to the ﬁlters F R,S proposed by Purser [8]. These are ex-
plicit ﬁlters with variable cut-off frequency depending on the value of the parameters R and S . For a stencil of (2R + 2S + 3)
points the different possible ﬁlters are obtained by integrating the probability density function of the Beta distribution of
parameter (S + 1) and (R + 1) between zero and sin2(ξ/2). Purser ﬁlters are thus deﬁned by their spectral response which
is of the form [8]:
̂F R,S(ξ) = 1−
sin2(ξ/2)∫
0
(R + S + 1)!
R!S! z
R(1− z)S dz, R  0, S  0 (13)
As shown in Fig. 2, the resulting ﬁlters are consistent with the identity with the (2R + 2) order accuracy when the reduced
wavenumber ξ tends to zero and consistent with zero with the (2S + 2) order accuracy when ξ tends to π . As stated by
Raymond [12], Purser ﬁlters are contained in the envelope given by the Fourier symbol of S recursive applications of the
Shuman ﬁlter [3] which equals the F 0,S Purser ﬁlter and by the Fourier symbol of the Shapiro ﬁlter of order 2R which
equals the F R,0 Purser ﬁlter.1 In Ref. [8], Purser ﬁlters are explicated through their an coeﬃcients under the form (7) which
is not well suited for multi-dimensional analyses and developments. Starting whether from Eq. (13) or from the coeﬃcients
given by Purser, one can operate a projection of Purser ﬁlters on a basis made of Shapiro ﬁlters. Purser ﬁlters can thus
be expressed as linear combinations of Shapiro ﬁlters. Using Deﬁnition 1, the F R,S Purser ﬁlter expressed as generalized
Shapiro ﬁlter writes:
F R,S = I+
R+S+1∑
n=1
A2nD
2n with
R+S+1∑
n=1
A2n = 1 (14)
The A2n coeﬃcients are listed in Table 2 for (R + S + 1)  5. It is worthy of note that thanks to the formalism of Deﬁ-
nition 1, the A2n coeﬃcients of Purser ﬁlters involve a pattern based on Pascal arithmetic triangle2 that gives easily the
decomposition of Purser ﬁlters for any values of R and S .
Taking advantage of Deﬁnition 1, we show now that more ﬁlters than only those proposed by Purser are embedded in
the family of generalized Shapiro ﬁlters. In particular, this is true for the selective ﬁlters optimized in the Fourier space
1 Note that for n = 1 the Shapiro ﬁlter equals the Shuman ﬁlter.
2 Details on the relationship between the Beta function, Leibniz’s harmonic triangle and Pascal’s arithmetic triangle can be found in Ref. [31].
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computations. Actually the summation of the A2n coeﬃcients of these ﬁlters, given in Table 3, is equal to one and by
construction their Fourier symbols, displayed in Fig. 3, admit values lower than or equal to one for all reduced wavenumbers.
As for Purser ﬁlters, the formal accuracy order of these ﬁlters is given by the ﬁrst non-null A2n coeﬃcient.
Fig. 2. Modulus of the Fourier symbols of the 2nd, 4th, 6th, 8th, and 10th order Purser ﬁlters for R + S + 1 = 5.
Table 2
Purser ﬁlters expressed as linear combination of Shapiro ﬁlters for R + S + 1 5.
F R,S A2 A4 A6 A8 A10
F 0,0 1
F 1,0 1
F 0,1 2 −1
F 2,0 1
F 1,1 3 −2
F 0,2 3 −3 1
F 3,0 1
F 2,1 4 −3
F 1,2 6 −8 3
F 0,3 4 −6 4 −1
F 4,0 1
F 3,1 5 −4
F 2,2 10 −15 6
F 1,3 10 −20 15 −4
F 0,4 5 −10 10 −5 1
Table 3
Coeﬃcients of the Tam et al. [24] and Bogey and Bailly [25] ﬁlters expressed as generalized Shapiro ﬁlters.
A2 A4 A6 A8 A10 A12
Tam et al. 0.038110176 0.502646112 0.459243712
SFo9p 0.213025771 −1.319563182 2.106537411
SFo11p 0.004960171 −0.114469812 0.924072418 −2.886092593 3.071529816
SFo13p 0.043699822 −0.615404779 3.124133043 −6.691260322 5.138832236
Fig. 3. Modulus of the Fourier symbols of optimized ﬁlters: - - - Tam et al. [24] and ––– SFo9p, –·– SFo11p, –··– SFo13p from Bogey and Bailly [25].
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We propose to extend the notion of generalized Shapiro ﬁlters to a class of implicit ﬁlters based on Padé fractions. We
introduce a formal expression that is suited for the multi-dimensional analysis and developments that will be performed
in the following sections and we show that many implicit ﬁlters, such as those discussed by Raymond [12], Lele [21] and
Gaitonde et al. [22,23] can be expressed as implicit generalized Shapiro ﬁlters.
Deﬁnition 2. An implicit linear ﬁlter F deﬁned on a stencil of max (2M + 1,2N + 1) points is said to be a generalized
Shapiro ﬁlter if it can be expressed as:
F (wi) =
(
I+
∑N
n=1 A2nD2n
I+∑Mm=1 B2mD2m
)
wi with
N∑
n=1
A2n +
M∑
m=1
B2m = 1 (15)
where A2n and B2m are real coeﬃcients, D2n and D2m denote the dissipative operators of the Shapiro ﬁlter of the 2n and
2m accuracy order and the Fourier symbol of the ﬁlter satisﬁes the condition:
∣∣̂F (ξ)∣∣= ∣∣∣∣1−
∑N
n=1 A2n sin
2n(
ξ
2 )
1−∑Mm=1 B2m sin2m( ξ2 )
∣∣∣∣ 1 for ξ ∈ [0,π ] (16)
Clearly if all B2m coeﬃcients are null, then the implicit ﬁlter deﬁned by Eq. (15) degenerates to the explicit generalized
Shapiro ﬁlter deﬁned by Eq. (11). To show that existing implicit ﬁlters are indeed generalized Shapiro ﬁlters it is convenient
to write Eq. (15) as:(
I+
M∑
m=1
B2mD
2m
)
w˜i =
(
I+
N∑
n=1
A2nD
2n +
M∑
m=1
B2mD
2m
)
wi (17)
Since our purpose is the multi-dimensional extension of spatial ﬁlters and not the design of new ones we concentrate
our presentation on already existing ﬁlters that match Deﬁnition 2. As a ﬁrst example we consider the implicit tangent
ﬁlters of order 2P introduced by Raymond [12]. These ﬁlters, deﬁned on a (2P + 1) point stencil, have a variable cut-off
frequency depending on the value of a parameter ε, they write:((
I+ δ
2
4
)P
+ ε(−1)P δ
2P
22P
)
w˜i =
(
I+ δ
2
4
)P
wi (18)
Identifying this formula with formula (17), we ﬁnd M = N = P and the following relations:
I+
P∑
m=1
B2mD
2m =
(
I+ δ
2
4
)P
− εD2P and
P∑
n=1
A2nD
2n = εD2P (19)
Noting that (I+ δ2/4)P is the F 0,P−1 Purser ﬁlter, the coeﬃcients of Raymond implicit tangent ﬁlters expressed as implicit
generalized Shapiro ﬁlters are easily derived for any values of P . These coeﬃcients are explicated in Table 4 for P  5
while the dependence of the Fourier symbol on the ε parameter is illustrated in Fig. 4 for P = 4. The same identiﬁcation
procedure would lead to similar results if applied to the sine and cosine implicit ﬁlters discussed in Ref. [11].
As a second example we consider the pentadiagonal implicit ﬁlters discussed by Lele [21]. In the original article, these
ﬁlters are presented and studied using the fully developed form:
w˜i + α(w˜i+1 + w˜i−1) + β(w˜i+2 + w˜i−2) = awi + b2 (wi+1 + wi−1) +
c
2
(wi+2 + wi−2) + d2 (wi+3 + wi−3) (20)
Setting M = 2, N = 3 and identifying the coeﬃcients of formula (17) with those of formula (20), we ﬁnd that Lele’s penta-
diagonal implicit ﬁlters can be expressed as implicit generalized Shapiro ﬁlters with coeﬃcients deﬁned as:
A2 = 2(b + 4c + 9d − 2α − 8β)
1+ 2α + 2β , A4 =
−8(c + 6d − 2β)
1+ 2α + 2β , A6 =
32d
1+ 2α + 2β
B2 = 4α + 16β
1+ 2α + 2β , B4 =
−16β
1+ 2α + 2β (21)
The A2n and B2m coeﬃcients of three Lele ﬁlters (formulas (C.2.8), (C.2.10.a) and (C.2.10.b) of Ref. [21]) are explicated in
Tables 4 and 5 and their Fourier symbols are displayed in Fig. 5. Note that the 6th order Lele ﬁlter, deﬁned by formula
(C.2.8) in Ref. [21], equals the 6th order Raymond implicit tangent ﬁlter for ε = 1. Obviously, relation (21) can be used to
identify the A2n and B2m coeﬃcients of any implicit ﬁlter designed following the approach of Lele such as, for instance,
those proposed by Zhanxin et al. [32] or Kim [33].
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Coeﬃcients of the Raymond [12], Lele (C.2.8) [21] and Gaitonde et al. [22,23] implicit ﬁlters expressed as generalized Shapiro ﬁlters.
Filter N A2 A4 A6 A8 A10 B2 B4 B6 B8 B10
Raymond 1 ε 1− ε
2 ε 2 −1− ε
3 ε 3 −3 1− ε
4 ε 4 −6 4 −1− ε
5 ε 5 −10 10 −5 1− ε
Lele (C.2.8) 3 1 3 −3
Gaitonde et al. 1 ε 1− ε
2 ε 1− ε
3 ε 1− ε
4 ε 1− ε
5 ε 1− ε
Fig. 4. Modulus of the Fourier symbols of the 8th order Raymond [12] implicit tangent ﬁlter for different values of ε.
Table 5
Coeﬃcients of the Lele (C.2.10.a) and (C.2.10.b) [21] implicit ﬁlters expressed as generalized Shapiro ﬁlters.
Filter A2 A4 A6 B2 B4
Lele (C.2.10.a) −0.0803037 0.3021147 2.3021146 −1.5239256
Lele (C.2.10.b) −0.0028070 0.0164514 2.0164512 −1.0300958
Fig. 5. Modulus of the Fourier symbols of the — (C.2.8), – – – (C.2.10.a) and –·– (C.2.10.b) Lele [21] implicit ﬁlters.
Finally we consider the tridiagonal implicit ﬁlters proposed by Gaitonde et al. [22,23]. Following the methodology used
by Lele, these ﬁlters have been derived up to the 10th order accuracy and use a variable parameter α to control the cut-off
frequency. They write:
w˜i + α(w˜i+1 + w˜i−1) =
N∑
n=0
an
2
(wi+n + wi−n) (22)
where α varies in ]−0.5;0.5] and where the an coeﬃcients are given in Ref. [23]. Applying the same identiﬁcation procedure
as for Lele ﬁlters, we ﬁnd that a Gaitonde et al. ﬁlter of the 2N accuracy order can be written as:
(
1+ 2α + αδ2)w˜i = (1+ 2α + αδ2 + (1− 2α)(−1)N−1 δ2N2N )wi (23)2
F. Falissard / Journal of Computational Physics 253 (2013) 344–367 351which can also be expressed as:(
I+ (1− ε)D2)w˜i = (I+ εD2N + (1− ε)D2)wi (24)
where D2 and D2N denote the dissipative operators of the Shapiro ﬁlters of the 2nd and 2N accuracy order and where the
relation between ε and α is given by ε = (1− 2α)/(1+ 2α). As can be observed in Table 4, formula (24) gives immediately
the coeﬃcients of these tridiagonal ﬁlters for any 2N order when expressed as generalized Shapiro ﬁlters. Formulas (11)
and (15) that greatly simplify the writing and handling of ﬁlters will now be put to use for the multi-dimensional analyses
and developments.
3. Filtering in two and three space dimensions
Two different methods are commonly used to apply a one-dimensional ﬁlter in two or three space dimensions. The two
methods, already discussed in Ref. [3] for explicit ﬁlters, lead to very dissimilar behaviors of the resulting multi-dimensional
ﬁltering operator. We study in this section the pros and cons of these two methods when applied to the explicit and
implicit generalized Shapiro ﬁlters as deﬁned in the previous section. Conclusions are drawn leading to the genuinely multi-
dimensional extension.
Fig. 6. 2 waves corresponding to numerical noise and instabilities.
Let us consider a d-dimensional mesh function wi , where i = (i1, . . . , id) is a multi-integer associated with a point xi =
(i1x1, . . . , idxd) of a uniform grid with spatial steps x1, . . . ,xd of the same order, say O(x). This mesh withstands
different kinds of 2 waves corresponding to numerical noise or instabilities. The ﬁrst kind (1-D wave) consists in 2
waves in the proper directions of the grid, as in the one-dimensional case. The second kind (2-D wave), displayed in Fig. 6,
exists in two and three space dimensions and consists in 2 waves in cross directions of the grid. The last kind (3-D wave),
displayed in Fig. 6, is only present in three space dimensions and consists in 2 waves in the double-cross directions of the
grid. The standard difference operators in two and three space dimensions are now deﬁned as:
δ1wi = wi1+ 12 ,i2,i3 − wi1− 12 ,i2,i3 , δ2wi = wi1,i2+ 12 ,i3 − wi1,i2− 12 ,i3 , δ3wi = wi1,i2,i3+ 12 − wi1,i2,i3− 12 (25)
They allow to express the dissipative operator of the 2n order Shapiro ﬁlters applied in the l space direction as:
D2nl = (−1)n−1
δ2nl
22n
(26)
Denoting by ξ = (ξ1, . . . , ξl) the multi-dimensional Fourier variable and by kl the wavenumber in the l direction of space,
the Fourier symbol of the difference operator D2nl writes:
D̂2nl (ξ) = − sin2n
(
ξl
2
)
(27)
These expressions will be extensively used in the following to analyze the properties of the two existing methods to apply
a one-dimensional ﬁlter in d space dimensions.
3.1. Multi-step method
The multi-step method consists in applying the ﬁlter successively in each space direction, independently of the other
one. It is thus a two-step method in 2-D and a three-step method in 3-D. This is the most common method because it
preserves the behavior of the one-dimensional ﬁlter. It is straightforward to implement for mono-domain computations but
diﬃculties arise for parallel computations since corner points must also be exchanged. In the case of a generalized Shapiro
ﬁlter applied in d space dimensions, it leads to the equivalent multi-dimensional ﬁltering operator:
d∏(
I+
M∑
B2mD
2m
l
)
w˜i =
d∏(
I+
N∑
A2nD
2n
l +
M∑
B2mD
2m
l
)
wi (28)l=1 m=1 l=1 n=1 m=1
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dimensional ﬁltering operator uses (2P + 1)d points with P = max(M,N). Using Padé fraction, this multi-dimensional ﬁlter
writes also as:
F∏(wi) =
d∏
l=1
(
I+
∑N
n=1 A2nD2nl
I+∑Mm=1 B2mD2ml
)
wi (29)
The Taylor expansion of this formula reads:
F∏(wi) = w + (−1)n−1 A2n22n
d∑
l=1
x2nl
∂2nw
∂x2nl
+O(x2n+2) (30)
where n corresponds to the ﬁrst non-null A2n coeﬃcient. The Fourier symbol F̂∏ of this multi-dimensional ﬁltering opera-
tor (29) writes:
F̂∏(ξ) = d∏
l=1
(
1−
∑N
n=1 A2n sin
2n(
ξl
2 )
1−∑Mm=1 B2m sin2m( ξl2 )
)
(31)
It is easy to verify that this way of applying a one-dimensional ﬁlter in d dimensions ensures the damping of all 2 waves
since for any of ξl = ±π the value of the Fourier symbol is identically null. This behavior is illustrated for the 10th order
Shapiro ﬁlter in 2 and 3 space dimensions in Fig. 7. This ﬁlter is equivalent to the one-dimensional ﬁlter for any wave
corresponding to the proper directions of the grid ξ = (ξ,0) or ξ = (0, ξ) in 2-D or ξ = (ξ,0,0), ξ = (0, ξ,0) or ξ = (0,0, ξ)
in 3-D.
Fig. 7. Stencil and modulus of the Fourier symbol of the 10th order Shapiro ﬁlter successively applied in the two and three space dimensions.
3.2. One-step method
The one-step method consists in applying the ﬁlter simultaneously in all dimensions. This method is much less encoun-
tered than the multi-step method because it requires to modify the values of the A2n and B2m coeﬃcients and results
in a non-intuitive behavior of the multi-dimensional ﬁlter. It has the advantage of being easily implemented for parallel
computations since no corner points are needed. The one-step method leads to a d-dimensional operator of the form:(
I+
d∑
l=1
M∑
m=1
B2mD
2m
l
)
w˜i =
(
I+
d∑
l=1
N∑
n=1
A2nD
2n
l +
d∑
l=1
M∑
m=1
B2mD
2m
l
)
wi (32)
The stencil of this multi-dimensional operator uses (2d × P + 1) points with P = max(M,N). As for the ﬁrst method, a
formal expression of this operator is obtained using Padé fraction which provides:
F∑(wi) =
(
I+
∑d
l=1
∑N
n=1 A2nD2nl
I+∑dl=1∑Mm=1 B2mD2ml
)
wi (33)
The Taylor expansion of this formula reads:
F∑(wi) = w + (−1)n−1 A2n22n
d∑
l=1
x2nl
∂2nw
∂x2nl
+O(x2n+2) (34)
where n corresponds to the ﬁrst non-null A2n coeﬃcient. The ﬁrst terms of the Taylor expansion are the same as when the
ﬁlter is applied successively in each space dimension but the Fourier symbol F̂∑ of the multi-dimensional operator (33)
now reads:
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1−∑dl=1∑Mm=1 B2m sin2m( ξl2 )
)
(35)
Clearly this operator cannot dissipate simultaneously the three kind 2 waves if the values of the A2n and B2m coeﬃcients
are the same as for the one-dimensional ﬁlter. Actually, for a d-dimensional 2 wave, the value of the Fourier symbol of
operator (33) yields:
F̂∑(ξ) = 1− d
1− d∑Mm=1 B2m (36)
Moreover, if the F∑ operator is explicit, i.e. all B2m are null, then the two-dimensional 2 waves are not damped, as shown
in Fig. 8, and even worst the operator is anti-dissipative for the three-dimensional 2 waves. Actually for ξ = (ξ,±ξ,±ξ)
the absolute value of F∑(ξ) is identically 2, as can be veriﬁed in Fig. 8.
Consequently, the only practical way to use the one-step method is to add a tuning parameter, as done in Ref. [26], or
to modify the relation on the A2n and B2m coeﬃcients to impose that for a d-dimensional computation they satisfy:
N∑
n=1
A2n +
M∑
m=1
B2m = 1
d
(37)
For instance, this relation is satisﬁed by the 2n order two-dimensional implicit ﬁlters proposed by Sengupta and Bhumkar
[34] which are based on the Gaitonde et al. tridiagonal ﬁlters. They can be written under a form similar to Eq. (24) which
resumes as:(
I+
(
1
2
− ε
)(
D21 + D22
))
w˜i =
(
I+ ε(D2n1 + D2n2 )+(12 − ε
)(
D21 + D22
))
wi (38)
where D2l and D
2n
l for l = 1,2 denote the dissipative operators of the Shapiro ﬁlters of the 2nd and 2n accuracy order in
the l direction and where the relation between ε and the α2 coeﬃcient used in Ref. [34] is ε = 12 (1− 4α2)/(1+ 4α2).
The main drawback of the one-step method described here is that the solution of a one-dimensional or two-dimensional
ﬂow will be different when computed using a one-dimensional, a two-dimensional or a three-dimensional implementation
of the ﬁlter. This behavior is illustrated in Fig. 9 for an explicit ﬁlter satisfying relation (37). As stated before, this relation
on the coeﬃcient ensures that, for the two-dimensional (d = 2) and three-dimensional (d = 3) ﬁlters, the two-dimensional
and three-dimensional 2 waves are fully damped. Consequently, the amount of dissipation applied to the same 2-D waves
is different for the 2-D and 3-D ﬁlters.
Fig. 8. Stencil and modulus of the Fourier symbol of the 10th order F∑ operator based on Shapiro ﬁlters (A5 = 1) applied simultaneously in two and three
space dimensions.
Fig. 9. Modulus of the Fourier symbol of the 10th order F∑ operator based on Shapiro ﬁlters applied simultaneously in both dimensions with coeﬃcients
satisfying relation (37).
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We have seen in the previous section that the two existing methods used to apply a generalized Shapiro ﬁlter in two
and three space dimensions had different advantages and drawbacks. The ﬁrst method ensures the dissipation of all 2
waves but signiﬁcantly extends the stencil of the ﬁlter while the second method has a reduced stencil but does not damp
all 2 waves. In this section, we propose an alternative method to extend one-dimensional ﬁlters in two and three space
dimensions that takes advantage of the multi-dimensional feature to reduce the stencil of the ﬁlter while keeping the
dissipation of the 2 waves. The properties of this multi-dimensional ﬁlter are the following:
1. the ﬁlter should behave as the one-dimensional ﬁlter for all 2 waves (displayed in Fig. 6) in the proper, cross or
double-cross directions of the grid;
2. the ﬁlter should have a stencil smaller than the one-dimensional ﬁlter successively applied in all space dimensions.
The methodology used to derive the genuinely multi-dimensional ﬁlters in two and three space dimension are very
similar. For sake of brevity, we describe here only the methodology applied to the two-dimensional ﬁlters, the developments
of the three-dimensional ﬁlters are detailed in Appendix A.
4.1. Genuinely multi-dimensional Shapiro ﬁlters
To illustrate the underlying idea leading to genuinely multi-dimensional ﬁlters, we consider ﬁrst the 4th order Shapiro
ﬁlter. The corresponding genuinely bidimensional ﬁlter is necessarily a linear combination of fourth order difference opera-
tors and expresses as:
F 42D(wi) =
(
I+ a(δ41 + δ42)+ bδ21δ22)wi (39)
with a and b real constant coeﬃcients to be determined. The stencil of this operator, displayed in Fig. 10, uses 13 points.
This is approximately half the number of points used by the one-dimensional ﬁlter successively applied in both space
dimensions. In order to behave as the 4th order one-dimensional ﬁlter for all waves in the proper or cross directions of the
grid, the sums of the ﬁlter coeﬃcients along the lines and along the diagonals of the grid, displayed in Fig. 10, must equal
the coeﬃcients of the one-dimensional ﬁlter.
Fig. 10. Stencil of the 4th order 2-D ﬁlter and conditions to by satisﬁed by the coeﬃcients.
The only fourth order formula satisfying these constraints is:
F 42D(wi) =
(
I+ D41 + D42 + D21D22
)
wi (40)
where D2l for l = 1,2 denotes the dissipative operator of the Shapiro ﬁlter of order 2n in the l direction. This ﬁlter can also
be written in a fully developed form as:
F 2N2D (wi) =
N∑
n1=−N
N∑
n2=−N
an1,n2wi1+n1,i2+n2 (41)
where any permutation of the indices n1,n2 gives the same coeﬃcients. This 4th order ﬁlter possesses only 4 distinct
coeﬃcients summarized in Table 6. The stencil and Fourier symbol of this genuinely two-dimensional 4th order Shapiro
ﬁlter are compared, in Fig. 11, with the one-dimensional Shapiro ﬁlter successively applied in the two space dimensions.
The new ﬁlter is more selective than the standard ﬁlter and fully damp the two kinds of 2 waves related to numerical
instabilities.
The approach used to determine the 4th order two-dimensional Shapiro ﬁlter has been applied to higher accuracy orders
and leads to a generic formula valid for any two-dimensional Shapiro ﬁlter of order 2N . This formula, holding for N  2,
reads:
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(
I+ D2N1 + D2N2 +
N−1∑
r=1
αr D
2r
1 D
2N−2r
2
)
wi with αr  0,
N−1∑
r=1
αr = 1 and αr = αN−r (42)
The constraint on the sum of the coeﬃcients αr ensures that this ﬁlter is equivalent to the same 2Nth order Shapiro
ﬁlter for 2 waves in the cross directions of the grid. The symmetry relation αr = αN−r preserves the invariance of the
stencil under rotations of π/4. As shown in Fig. 12, the stencil of the two-dimensional ﬁlter is bounded by the rotated
square included in the stencil of the ﬁlter of the same order successively applied in both space dimensions. The maximum
number of points used by the F 2N2D ﬁlter is P = (2N2 + 2N + 1). This is close to half the number of points used by the F 2N∏
two-dimensional ﬁlter discussed in Section 3.1. Note this number P is maximum since for N greater than 3, the degrees of
freedom on the αr coeﬃcients allow using less points than P . Also displayed in Fig. 12, the stencil of the three-dimensional
ﬁlter is at least 6 times smaller than the stencil of the ﬁlter of the same order successively applied in all space dimensions
(see Appendix A for more details).
The Taylor expansion of formula (42) yields:
F 2N2D (wi) = w + (−1)N−1
(
x2N1
22N
∂2Nw
∂x2N1
+ x
2N
2
22N
∂2Nw
∂x2N2
)
+ (−1)N
N−1∑
r=1
αr
(
x2r1
22r
x2N−2r2
22N−2r
∂2r∂2N−2rw
∂x2r1 ∂x
2N−2r
2
)
+O(x2N+2) (43)
assessing that the order of accuracy of the ﬁltering operator deﬁned by formula (42) is 2N . Denoting by F̂ 2N2D the Fourier
symbol of the ﬁlter (42) we obtain:
F̂ 2N2D (ξ) = 1− sin2N
(
ξ1
2
)
− sin2N
(
ξ2
2
)
+
N−1∑
r=1
αr sin
2r
(
ξ1
2
)
sin2N−2r
(
ξ2
2
)
(44)
It is straightforward to verify that the ﬁlter (42) is equivalent to the 2Nth order one-dimensional ﬁlter for any waves corre-
sponding to the proper directions of the grid, (ξ,0) or (0, ξ ). Moreover this property holds also for any waves corresponding
to the cross directions of the grid, (ξ,±ξ ), since for these speciﬁc solutions the Fourier symbol yields:
F̂ 2N2D (ξ,0) = F̂ 2N2D (0, ξ) = F̂ 2N2D (ξ,±ξ) = 1− sin2N
(
ξ
2
)
(45)
These properties can also be veriﬁed by adding the point coeﬃcients of the ﬁlter along the proper directions and diagonals
of the stencil in which case we ﬁnd that this sum is equal to the coeﬃcients of the one-dimensional ﬁlter. The ﬁlters are
readily derived for any accuracy order using formula (42). As an example, the 10th order genuinely two-dimensional Shapiro
ﬁlter writes:
F 102D(wi) =
(
I+ D101 + D102 + α1
(
D21D
8
2 + D81D22
)+ α2(D41D62 + D61D42))wi (46)
Table 6
Coeﬃcients of the F 2n2D ﬁlters of 4th to 10th order.
F 42D F
6
2D F
8
2D F
10
2D
a0,0
8
16
72
128
116+80α1+36α2
256
520+280α1+240α2
1024
a1,0
2
16
16
128
56−50α1−24α2
256
210−182α1−170α2
1024
a2,0 − 116 − 10128 − 28−12α1−6α2256 − 120−56α1−56α21024
a3,0
2
128
8−2α1
256
45−16α1−6α2
1024
a4,0 − 1256 − 10−2α11024
a5,0
1
1024
a1,1
1
16
8
128
30α1+16α2
256
112α1+120α2
1024
a2,1 − 1128 − 6α1+4α2256 − 28α1+39α21024
a3,1
α1
256
8α1+4α2
1024
a4,1 − α11024
a2,2
α2
256
12α2
1024
a3,2 − α21024∑
αr ∅ ∅ 2α1 + α2 = 1 2α1 + 2α2 = 1
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2α1 + 2α2 = 1 (47)
Depending on the values of the coeﬃcients α, the stencil of this 10th order ﬁlter uses 53 points for α1 = 0, 49 points for
α2 = 0 or 61 points for all other values of α1 and α2. These possible stencils are displayed in Fig. 13 together with the
corresponding Fourier symbols. This operator has a minimum of 10 and a maximum of 12 distinct coeﬃcients, summarized
in Table 6, depending on the values of α1 and α2. The coeﬃcients an1,n2 of the F
2N
2D ﬁlters are given in Table 6 for accuracy
orders from 4 to 10.
Fig. 11. Stencils and modulus of the Fourier symbols of the 4th order 2-D ﬁlters successively applied in both directions and genuinely two-dimensional.
Fig. 12. Stencils of the one-dimensional ﬁlters successively applied in the two and three space dimensions (square and cube) and of the genuinely multi-
dimensional ﬁlters (rotated square and regular octahedron).
Fig. 13. Stencils and modulus of the Fourier symbols of the 10th order genuinely two-dimensional Shapiro ﬁlter depending on the values of the αr
coeﬃcients.
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The multi-dimensional extension of the explicit generalized Shapiro ﬁlters addressed in Deﬁnition 1 is straightforward
and consists in linear combinations of the genuinely two-dimensional Shapiro ﬁlters deﬁned by formula (42). Denoting by
D2n2D the two-dimensional dissipative operator of the 2n order genuinely two-dimensional Shapiro ﬁlter we can write:
F 2n2D(wi) =
(
I+ D2n2D
)
wi (48)
with
D22D = D21 + D22 + D21D22
D2n2D = D2n1 + D2n2 +
n−1∑
r=1
αr D
2r
1 D
2n−2r
2 for n 2 (49)
so that the genuinely multi-dimensional extension of an explicit generalized Shapiro ﬁlter is readily given by:
F2D(wi) =
(
I+
N∑
n=1
A2nD
2n
2D
)
wi with
N∑
n=1
A2n = 1 (50)
This multi-dimensional formula has been applied to the F 3,1 Purser and SFo9p ﬁlters, deﬁned in Tables 2 and 3, leading
to multi-dimensional ﬁlters with Fourier symbols, displayed in Fig. 14, with the same properties as the original one-
dimensional ﬁlters.
Fig. 14. Modulus of the Fourier symbols of the two-dimensional F 3,1 Purser and SFo9p ﬁlters using the present genuinely multi-dimensional method.
4.3. Genuinely multi-dimensional implicit generalized Shapiro ﬁlters
Applying the genuinely multi-dimensional extension to implicit generalized Shapiro ﬁlters is straightforward and reduces
to replace the D2m and D2n dissipative operators implied in formulas (15) and (17) by the corresponding D2m2D and D
2n
2D
multi-dimensional operators. This leads to the formula:
F2D(wi) =
(
I+
∑N
n=1 A2nD2n2D
I+∑Mm=1 B2mD2m2D
)
wi with
N∑
n=1
A2n +
M∑
m=1
B2m = 1 (51)
where the A2n and B2m coeﬃcients are those of the one-dimensional ﬁlter. By deﬁnition of the Padé fraction the preceding
formula writes also:(
I+
M∑
m=1
B2mD
2m
2D
)
w˜i =
(
I+
N∑
n=1
A2nD
2n
2D +
M∑
m=1
B2mD
2m
2D
)
wi (52)
To illustrate the readiness and simplicity of this method, we apply it to the Gaitonde et al. ﬁlters using the notation of
formula (24). The resulting 2n order two-dimensional ﬁlter expresses as:(
I+ (1− ε)D22D
)
w˜i =
(
I+ (1− ε)D22D + εD2n2D
)
wi (53)
where the relation between ε and the α coeﬃcient used in Refs. [22,23] is still ε = (1− 2α)/(1+ 2α). The Fourier symbol
of this ﬁlter for n = 2 and various values of α, displayed in Fig. 15, testify that the multi-dimensional implicit generalized
Shapiro ﬁlters developed in this section behave similarly as the same ﬁlter applied successively in each space dimension.
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5. Application to inviscid ﬂows
The multi-dimensional ﬁlters proposed in the previous section are now applied to the computation of two-dimensional
inviscid ﬂows so as to assess their accuracy and robustness. We consider unsteady inviscid compressible ﬂows governed by
the Euler equations:
∂w
∂t
+ ∂ f1(w)
∂x1
+ ∂ f2(w)
∂x2
= 0 (54)
with
w =
⎡⎢⎢⎣
ρ
ρu
ρv
ρE
⎤⎥⎥⎦ , f1(w) =
⎡⎢⎢⎣
ρu
ρu2 + p
ρuv
(ρE + p)u
⎤⎥⎥⎦ , f2(w) =
⎡⎢⎢⎣
ρv
ρuv
ρv2 + p
(ρE + p)v
⎤⎥⎥⎦
where t is the time, x1 and x2 are Cartesian space coordinates, ρ is the density, p is the pressure, u and v are the compo-
nents of the ﬂuid velocity V and E is the speciﬁc total energy. The thermodynamic equation of state is the ideal gas law.
For the discretization of the spatial ﬁrst order derivatives involved in system (54), we consider the classical non-dissipative
centered approximations accurate at order 2N that can be derived as [28,29]:
∂ fl
∂xl
=
(
δlμl
xl
N−1∑
n=0
C2nδ
2n
l
)
fl +O
(
x2N
)
(55)
where μl is the standard average operators applied in the l direction, deﬁned by:
μ1wi = 12 (wi1+ 12 ,i2 + wi1− 12 ,i2), μ2wi =
1
2
(wi1,i2+ 12 + wi1,i2− 12 ) (56)
In Refs. [28,29], the values of the C2n coeﬃcients were only derived up to the 8th order of accuracy. Recent developments
have shown that the absolute value of the C2n coeﬃcient corresponds to the central coeﬃcient of the (2n + 1) line of the
Leibniz harmonic triangle. The value of the C2n coeﬃcient for any accuracy order 2n is:
C2n = (−1)n n!n!
(2n + 1)! (57)
As an example, the 10th order approximation of the ﬁrst derivative in the l direction writes:
∂ fl
∂xl
= δlμl
xl
(
I− δ
2
l
6
+ δ
4
l
30
− δ
6
l
140
+ δ
8
l
630
)
fl +O
(
x10
)
(58)
The time integration is performed using the 3-stage third order low storage Runge–Kutta method of Shu et al. [35,36]
deﬁned by:⎧⎪⎪⎪⎨⎪⎪⎪⎩
w(0) = wn
w(i) =
i−1∑
k=0
(
αikw
(k) + tβikL(w(k))
)
, i = 1,2,3
w(m) = wn+1
(59)
with the αik and βik coeﬃcients given in Table 7 and where L(w) is the difference operator used to approximate
−( f1(w)x1 + f2(w)x2 ). Finally, the multi-dimensional ﬁlters used in the following computations correspond to stencils and
formulas with α2 = 0. This way, the stencil of the ﬁlter is the closest to the stencil of the spatial scheme.
F. Falissard / Journal of Computational Physics 253 (2013) 344–367 359Table 7
Coeﬃcients of the Shu et al. 3rd order Runge–Kutta methods
used for the time integration.
1
3/4 1/4
1/3 0 2/3
αik
1
0 1/4
0 0 2/3
βik
5.1. Numerical evolution of a stationary vortex
We compute the time evolution of the stationary 2-D inviscid homentropic vortex proposed by Yee et al. [37]. This vortex
is initially located at x1 = x2 = 0 and its velocity components u, v and the temperature T are deﬁned in a non-dimensional
form as:⎧⎪⎪⎪⎨⎪⎪⎪⎩
(u, v) = Γ
2π
exp
(
1− r2
2
)
(−x2, x1)
T = 1− (γ − 1)
γ
Γ 2
8π2
exp
(
1− r2) (60)
where r2 = x21 + x22. The vortex strength Γ is set equal to 5. The non-dimensional ideal law p = ρT with constant speciﬁc
heats ratio γ = 1.4 is used as the thermodynamic equation of state. The uniformity of entropy gives ρ = T γ /γ−1. This
vortex is a steady solution of the Euler equations. The present test case consists of solving the unsteady Euler equations
using the preceding vortex as the initial condition. The observed time evolution is only due to the errors of the numerical
method [38,39]. The computational domain extends from −5 to 5 in the x1 and x2 directions. It is discretized by a series
of 6 Cartesian grids of increasing reﬁnement varying from 51 × 51 points, corresponding to 10 points in the vortex core,
to 101× 101 points. Periodic boundary conditions are applied in both directions. The time step is kept constant during the
Fig. 16. Evolution of a steady vortex. Cuts at x2 = 0 of the exact (—) and computed solutions obtained on the 51 × 51 grid after 104 iterations using
a 10th order scheme in combination with the 10th order Shapiro ﬁlter applied successively in the two space dimensions (2) and with the present
multi-dimensional extension (E).
Fig. 17. Evolution of a steady vortex. Computed errors on the velocity, density and pressure ﬁelds after 104 iterations obtained on 6 different grids of
increasing reﬁnement using 4, 6, 8 and 10th order schemes in combination with the same order accurate Shapiro ﬁlters applied successively in the two
space dimensions (- -2- -) and with the present multi-dimensional extension (—E—).
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the 4, 6, 8 and 10th order spatial schemes in combination with the same accuracy Shapiro ﬁlters F 2n∏ , applied successively
in the two space dimensions, and F 2n2D, the present multi-dimensional extension. The solution obtained using the 10th order
spatial scheme and ﬁlters are compared in Fig. 16. The results of the two methods are very similar but the L2-norm errors,
presented in Fig. 17, are lower on all grids when the multi-dimensional ﬁlters are used. The lower values of the L2-norm er-
rors assess that the genuinely multi-dimensional extension is slightly more accurate than the conventional two-step method.
The multi-dimensional ﬁlter is 30% more costly in terms of CPU time than the conventional ﬁlter but since it is applied only
at the last iteration of the 3-stage Runge–Kutta algorithm the increase in terms of overall CPU time is only of 6% which is
acceptable in practical use.
5.2. Vortex advection
We consider now the advection of the same vortex at constant velocity V0 of components (u0, v0) = (1,0). The initial
condition is the same as in the steady vortex case excepted that the mean ﬂow components are added to the velocity
components (60). This unsteady problem is solved with the same computational domain, periodic boundary conditions
and grids as in the steady case. The time step, t = 2 · 10−2, is the same for all the computations. It is kept constant and
correspond the CFL = 0.6 for the initial condition in the ﬁnest grid (101×101). The vortex evolution is computed up to time
t f = 100, corresponding to 10 crossings of the domain. The solutions of the 10th order spatial scheme using the two-step
and genuinely multi-dimensional Shapiro ﬁlters of the same accuracy order are shown in Fig. 18 along a line passing through
the vortex center. As in the steady case, the two methods behave very similarly but the L2-norm errors, displayed in Fig. 19,
show again that the multi-dimensional ﬁlters are slightly more accurate than the conventional approach.
Fig. 18. Vortex advection at velocity (u0, v0) = (1,0). Cuts at x2 = 0 of the exact (—) and computed solutions obtained on the 51 × 51 grid after 1700
iterations corresponding to 10 crossing of the computational domain using a 10th order scheme in combination with the 10th order Shapiro ﬁlter applied
successively in the two space dimensions (2) and with the present multi-dimensional extension (E).
Fig. 19. Vortex advection at velocity (u0, v0) = (1,0). Computed errors on the velocity, density and pressure ﬁelds after 10 crossing of the computational
domain obtained on 6 different grids of increasing reﬁnement using 4, 6, 8 and 10th order schemes in combination with the same order accurate Shapiro
ﬁlters applied successively in the two space dimensions (- -2- -) and with the present multi-dimensional extension (—E—).
F. Falissard / Journal of Computational Physics 253 (2013) 344–367 3615.3. Shock–vortex interaction
In this third test case we apply the multi-dimensional ﬁlters to the computation of a shock–vortex interaction. The
problem, proposed by Balsara and Shu [40], consists in the interaction between a stationary shock and an inviscid vortex.
The parameters of the shock and vortex are similar to those used in Ref. [41] but the stationary Mach 1.1 shock makes an
angle of 45◦ with the x1-axis. As in Ref. [40] we use a computational domain extending from [0,1.5] × [0,1.5] discretized
with a 150 × 150 uniform Cartesian grid. The shock is localized along the line x1 + x2 = 1 with the upstream region,
deﬁned by (ρ,u, v, p) = (1,1.1√γ /2,1.1√γ /2,1), located in the left-bottom corner of the computational domain. The
vortex, initially centered at (x1c, x2c) = (0.25,0.25), is deﬁned as a perturbation added to the mean ﬂow. Its components
are given by:⎧⎪⎪⎨⎪⎪⎩
(δu, δv) = ετeα(1−r2)(sin θ,− cos θ)
δT = − (γ − 1)ε
2
4αγ
e2α(1−r2)
δS = 0
(61)
where τ = r/rc with rc = 0.05 the vortex core radius, r2 = (x1 − x1c)2 + (x2 − x2c)2, α = 0.204, ε = 0.3 and where the
temperature and entropy are deﬁned as T = P/ρ and S = P/ργ . The computations have been performed up to time t f = 0.8
using a non-dimensional time step t = 2 · 10−3 corresponding to CFL = 0.565 for the initial condition. The computations
have been carried out using the 10th order spatial scheme with F 10∏ , the 10th order Shapiro ﬁlter applied successively
in each space dimension, and with F 102D, the 10th order multi-dimensional ﬁlter. Although the problem involves shock waves
computations, no shock-capturing ﬁlters [20,37,42,43] have been added to the computational method so as to verify that
the multi-dimensional ﬁlters are as robust as the conventional approach. The results obtained using the F 10∏ and F 102D ﬁlters,
displayed in Fig. 20, are in good agreement with the reference solution obtained by Balsara and Shu using a 5th order
Fig. 20. Density iso-contours of the shock–vortex interaction solutions at times t = 0.5 (top) and t = 0.8 (bottom). Density contours from 1.005 to 1.295
with a step of 0.01. Solutions obtained using a 10th order scheme in combination with the 10th order Shapiro ﬁlter applied successively in the two space
dimensions (a) and (d) and with the present multi-dimensional extension (b) and (e) and reference solution from Ref. [40].
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the multi-dimensional ﬁlter provides a numerical shock structure slightly less oscillating than the conventional method.
5.4. Bubble convection
Finally, we consider the test case proposed by Robert [44], consisting in the convection of a small cold air bubble on
top of a large warm air bubble in an isentropic atmosphere in hydrostatic equilibrium with a potential temperature θ =
303.15 K. The computational domain is a square of 1 km× 1 km. The pressure at height x2 = 0 m is given by p0 = 105 Pa.
The thermodynamic equation of state is the ideal law p = ρRT with the gas constant R = (Cp − Cv) and the speciﬁc heats
for constant pressure and volume, Cp and Cv . Gravity forces are accounted for by adding [0,0,−ρg,−ρvg]T , with g the
Earth’s standard acceleration due to gravity, to the right-hand side of the Euler equations (54). The two bubbles added to
the initial potential temperature ﬁeld are given by
θ ′i =
{
Ai, ri  ai
Aie
−(ri−ai)2/s2i , ri > ai
(62)
with r2i = (x1 − x0i)2 + (x2 − y0i)2. The warm and cold potential temperature bubbles are respectively deﬁned by A1 =
0.5 K, a1 = 150 m, S1 = 50 m, x01 = 500 m, y01 = 300 m and A2 = −0.15 K, a2 = 0 m, S2 = 50 m, x02 = 560 m, y02 =
640 m. The computations have been carried out on a 200 × 200 grid with spatial steps x1 = x2 = 5 m. The time step
t = 10−2 s corresponds to CFL = 0.7. The solution obtained with the 10th order spatial scheme and F 102D, the 10th order
multi-dimensional Shapiro ﬁlter are compared in Fig. 21 to the solution obtained by Robert [44] on the same grid using
a semi-implicit formulation of the Euler equation. By comparing the results, one can see that both position and shape of
the warm air are in very good agreement. The multi-dimensional ﬁlter prevents the emergence of ﬁne scale noise while
ensuring a very good accuracy of the solution. Actually, the two small vortices on the right of the domain exhibit similar
shapes as the reference solution.
Fig. 21. Potential temperature iso-contours of the double bubble convection solutions at times t = 4, 7 and 10 min. Reference solution from Ref. [44] and
solution obtained using the 10th order scheme in combination with the 10th order multi-dimensional Shapiro ﬁlter. Plotted contours of F 102D solution are[303.05,303.02,303.35,303.5,303.6] K.
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The notion of generalized Shapiro ﬁlters has been clariﬁed for explicit ﬁlters and extended to implicit ﬁlters. The formal-
ism introduced in the paper allows to describe many existing ﬁlters as generalized Shapiro ﬁlters. The resulting formulas
are very simple and permit to analyze easily the two common methods used to apply a one-dimensional ﬁlter in two and
three space dimensions. The multi-step method, consisting in applying the ﬁlter successively in all space dimensions allows
to damp all 2 waves but involves a large stencil. The one-step method, consisting in applying the ﬁlter simultaneously in
all space dimensions has a reduced stencil but requires to recompute the coeﬃcients of the one-dimensional ﬁlter to damp
the 2 waves in the cross directions of the grid. In consequence, the resulting multi-dimensional operator cannot remove
all 2 waves related to numerical instabilities. From these observations, a new genuinely multi-dimensional extension of
generalized Shapiro ﬁlters is derived and analyzed. Generic formulas are given for explicit and implicit ﬁlters of any accuracy
order in two and three space dimensions. The genuinely multi-dimensional ﬁlters are applied to stationary vortex, vortex
advection, shock–vortex interaction and bubble convection test cases. For a given order of accuracy, the genuinely multi-
dimensional ﬁlter is found to be as much robust and accurate as the reference multi-step methods. The new ﬁlters damp
all kinds of 2 waves corresponding to numerical instabilities and possess stencils two times smaller in 2-D and six times
smaller in 3-D than the one-dimensional ﬁlters successively applied in all space dimensions. This reduced stencils should
furthermore make these multi-dimensional ﬁlters less sensitive to local grid irregularities or deformations. The reduced
stencils of the multi-dimensional ﬁlters could also enhance performance for parallel computations and relax mesh overlap-
ping constraints for overset grid computations [45–48]. These two properties would greatly facilitate the use of high-order
solvers for the computation of ﬂows over complex geometries. Finally, the developments discussed in this paper address
the ﬁltering of interior points only. For the application of the present multi-dimensional ﬁlters in the vicinity of boundaries,
three approaches are eligible. The ﬁrst and easiest method rely on the use of ghost cells to apply the interior ﬁlter even at
boundaries. The second method consists in decreasing the order of accuracy of the ﬁlter depending on the interior points
available. The third method, relying on the use of partially upwind high-order formulas in the direction perpendicular to
the wall will be addressed in further studies.
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Appendix A. Genuinely three-dimensional ﬁlters
The properties required for a genuinely three-dimensional explicit ﬁlter are those listed in Section 4. Similarly to the
method used in Section 4 we consider ﬁrst the 4th order genuinely three-dimensional Shapiro ﬁlter, using only a 4th order
difference operator. This gives an expression of the form:
F 43D(wi) =
(
I+ a(δ41 + δ42 + δ43)+ b(δ21δ22 + δ22δ23 + δ21δ23))wi (A.1)
where a and b are real constant coeﬃcients to be determined. It is obvious that such an operator does not damp the three-
dimensional 2 waves due to the absence of a combination of the three space dimensions. To overcome this deﬁciency a
three-dimensional 6th order difference operator is added to the preceding formula modifying the expression such that:
F 43D(wi) =
(
I+ a(δ41 + δ42 + δ43)+ b(δ21δ22 + δ22δ23 + δ21δ23)+ c(δ21δ22δ23))wi (A.2)
The stencil of this operator, displayed in Fig. A.22, uses 33 points. Imposing the two constrains displayed in Fig. 10, and the
dissipation of the three-dimensional 2 waves brings the unique ﬁltering operator:
F 43D(wi) =
(
I− δ
4
1
24
− δ
4
2
24
− δ
4
3
24
+ δ
2
1δ
2
2
24
+ δ
2
2δ
2
3
24
+ δ
2
1δ
2
3
24
+ δ
2
1δ
2
2δ
2
3
26
)
wi (A.3)
Replacing the δ2nl /2
2n operator by the corresponding Shapiro dissipative operator in the l direction we obtain:
F 43D(wi) =
(
I+ D41 + D42 + D43 + D21D22 + D22D23 + D21D23 + D21D22D23
)
wi (A.4)
Written in the form:
F 2N3D (wi) =
N∑
n1=−N
N∑
n2=−N
N∑
n3=−N
an1,n2,n3wi1+n1,i2+n2,i3+n3 (A.5)
where any permutation of the indices n1, n2, n3 gives the same coeﬃcients, this 4th order ﬁlter possesses only 5 distinct
coeﬃcients summarized in Table A.8.
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Table A.8
Coeﬃcients of the F 2p3D ﬁlters of 4th to 10th order.
F 43D F
6
3D F
8
3D F
10
3D
a0,0,0
1
2
1
2
22+240α1+108α2
256
268+840α1+720α2−240β1−216β2
1024
a1,0,0
1
16
5
64
52−75α1−36α2
192
210−364α1−340α2+140β1+132β2
1024
a2,0,0 − 116 − 116 − 22−18α1−9α2192 − 120−112(α1+α2)+24(β1+β2)1024
a3,0,0
1
64
8−4α1
256
45−32α1−12α2+4β1
1024
a4,0,0 − 1256 − 10−4α11024
a5,0,0
1
1024
a1,1,0
1
32
1
32
45α1+24α2−11
384
112α1+120α2−80(β1+β2)
1024
a2,1,0 − 1128 − 9α1+6α2−1384 − 28α1+39α2−12β1−14β21024
a3,1,0
α1
256
8α1+4α2−2β1
1024
a4,1,0 − α11024
a2,2,0
α2
256
12α2−2β2
1024
a3,2,0 − α21024
a1,1,1
1
64
1
64
1
64
45β1+48β2
1024
a2,1,1 − 1768 − 6β1+8β21024
a3,1,1
β1
1024
a2,2,1
β2
1024∑
α,
∑
β ∅ ∅ 2α1 + α2 = 1
{
2α1 + 2α2 = 1
3β1 + 3β2 = 1
As in the two-dimensional case, this ﬁlter behaves as the one-dimensional ﬁlter for all waves in the proper directions of
the grid if the sums of the coeﬃcients along the planes orthogonal to the wave are equal to the coeﬃcients of the equivalent
one-dimensional ﬁlter. In three dimensions, this constraint related to the ﬁrst condition displayed in Fig. 10 writes:
a2,0,0 = − 1
16
, a1,0,0 + 4a1,1,0 + 4a1,1,1 = 1
4
, a0,0,0 + 4a2,0,0 + 4a1,0,0 + 4a1,1,0 = 5
8
(A.6)
The constraint related to the waves varying only in the cross directions of the grid, second condition displayed in Fig. 10,
gives:
2a2,0,0 + a1,0,0 + 2a1,1,1 = − 1
16
, 2a1,0,0 + 4a1,1,0 = 1
4
a0,0,0 + 2a1,1,0 + 4a1,1,1 + 2a1,0,0 + 2a2,0,0 = 5
8
(A.7)
Finally, the third condition that appears in the three-dimensional case for waves corresponding to reduced wavenumber
triplets such as (ξ,±ξ,±ξ), displayed in Fig. A.22, brings:
a1,1,1 = 1
64
, 3a2,0,0 + 3a1,1,0 = − 3
32
, 3a1,0,0 + 3a1,1,1 = 15
64
, a0,0,0 + 6a1,1,0 = 11
16
(A.8)
The last property shows that the F 43D ﬁlter is equivalent to the 6th order one-dimensional ﬁlter in the case of waves varying
in directions corresponding to 3-D diagonals of the grid (ξ,±ξ,±ξ). The three preceding properties are also easily checked
through the Fourier symbol F̂ 4 that writes:3D
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F̂ 43D(ξ1, ξ2, ξ3) = 1−
3∑
l=1
sin4
(
ξl
2
)
+
3∏
l=1
sin2
(
ξl
2
)
+ sin2
(
ξ1
2
)
sin2
(
ξ2
2
)
+ sin2
(
ξ2
2
)
sin2
(
ξ3
2
)
+ sin2
(
ξ1
2
)
sin2
(
ξ3
2
)
and becomes for the three types of waves previously considered:
F̂ 43D(±ξ,0,0) = F̂ 43D(ξ,±ξ,0) = 1− sin4
(
ξ
2
)
= F̂ 4(ξ), F̂ 43D(ξ,±ξ,±ξ) = 1− sin6
(
ξ
2
)
= F̂ 6(ξ)
The stencil and Fourier symbol of the F 43D ﬁlter are displayed in Fig. A.23 together with the one-dimensional ﬁlter applied
successively in all space dimensions.
The approach used to determine the 4th order three-dimensional ﬁlter has been applied to higher accuracy orders, and
leads to a generic formula valid for any three-dimensional ﬁlter of the 2Nth order. This formula, holding for N  3, reads3:
F 2N3D (wi) =
(
1+
3∑
l=1
D2Nl +
N−1∑
r=1
αr
(
D2r1 D
2N−2r
2 + D2r2 D2N−2r3 + D2r1 D2N−2r3
)
+
N/2∑
q=1
N−1−q∑
s=1
βq,s,N−q−sD2q1 D
2s
2 D
2(N−q−s)
3
)
wi (A.9)
with N/2 = ﬂoor(N/2), where D2Nl for l = 1,2,3 denotes the dissipative operator of the Shapiro ﬁlters of order 2N in the
l direction and where the coeﬃcients αr and βq satisfy the relations:
αr  0,
N−1∑
r=1
αr = 1, αr = αN−r and βq  0,
N/2∑
q=1
N−1−q∑
s=1
βq,s,N−q−s = 1 (A.10)
where any permutation of the indices q, s, N − q − s gives the same value of the coeﬃcients β . The ﬁlter deﬁned by
formula (A.9) has a stencil using at most P = (2N + 1)(2N2 + 2N + 3)/3, depending on the choice of the coeﬃcients α
and β . This is approximately six times less points than required by the successive application of the one-dimensional ﬁlter
in the three space dimensions. This is also the ratio between the volumes of the two polyhedra, displayed in Fig. 12,
bounding the three-dimensional stencils of these two ﬁlters. The Fourier symbol of the generic formula (A.9) yields:
F̂ 2N3D (ξ) = 1−
3∑
l=1
sin2N
(
ξl
2
)
−
N/2∑
q=1
N−1−q∑
s=1
βq,s,N−q−s sin2q
(
ξ1
2
)
sin2s
(
ξ2
2
)
sin2(N−q−s)
(
ξ3
2
)
+
N−1∑
r=1
αr
(
sin2r
(
ξ1
2
)
sin2N−2r
(
ξ2
2
)
+ sin2r
(
ξ2
2
)
sin2N−2r
(
ξ3
2
)
+ sin2r
(
ξ1
2
)
sin2N−2r
(
ξ3
2
))
(A.11)
For the three types of waves corresponding to speciﬁc directions (ξ,0,0), (ξ,±ξ0,0) and (ξ,±ξ,±ξ) this formula gives:
F̂ 2N3D (±ξ,0,0) = F̂ 2N3D (ξ,±ξ,0) = F̂ 2N3D (ξ,±ξ,±ξ) = 1− sin2N
(
ξ
2
)
= F̂ 2N(ξ)
3 The generic formula does not hold for the fourth order ﬁlter (A.3) due to the sixth order tridimensional operator introduced to damp the 2 waves in
the three-dimensional cross directions of the grid.
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These three equations show that the 2Nth order ﬁlter deﬁned by formula (A.9) is equivalent to the one-dimensional Shapiro
ﬁlter of the same order of accuracy for waves carried by particular directions of the grid. The coeﬃcients of the 4th to 10th
order ﬁlters written in the form (A.5) are summarized in Table A.8. As an example, three possible stencils and Fourier
symbols of the 10th order genuinely three-dimensional Shapiro ﬁlter are plotted in Fig. A.24. Depending on the values of
the α and β coeﬃcients, the 10th order ﬁlter uses only 171 points (α1 = 0, β2 = 0), 183 points (α2 = 0, β2 = 0) or 231
points (α1 = α2 = 1/4, β1 = β2 = 1/6) against 1331 points for the 10th order one-dimensional ﬁlter successively applied
in the three space dimensions. The Fourier symbols of the multi-dimensional ﬁlter, displayed in Fig. A.24, show that all
kinds of 2 waves corresponding to spurious waves or numerical instabilities are damped for all values of the α and β
coeﬃcients.
The three-dimensional extension of the explicit and implicit generalized Shapiro ﬁlters is the same as the one described
for the two-dimensional case. Denoting by D2n3D the three-dimensional dissipative operator of the 2n order genuinely three-
dimensional Shapiro ﬁlter we obtain:
F 2n3D(wi) =
(
I+ D2n3D
)
wi (A.12)
with
D23D =
3∑
l=1
D2l + D21D22 + D23D23 + D21D23 + D21D22D23
D43D =
3∑
l=1
D4l + D21D22 + D23D23 + D21D23 + D21D22D23
D2n3D =
3∑
l=1
D2nl +
n−1∑
r=1
αr
(
D2r1 D
2n−2r
2 + D2r2 D2n−2r3 + D2r1 D2n−2r3
)+ n/2∑
q=1
n−1−q∑
s=1
βq,s,n−q−sD2q1 D
2s
2 D
2(n−q−s)
3 (A.13)
so that the genuinely three-dimensional extension of a generalized Shapiro ﬁlter is readily given by:
F3D(wi) =
(
I+
∑N
n=1 A2nD2n3D
I+∑Mm=1 B2mD2m3D
)
wi with
N∑
n=1
A2n +
M∑
m=1
B2m = 1 (A.14)
where the A2n and B2m coeﬃcients are those of the one-dimensional ﬁlter.
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