We consider the effect of surface mass flux and forced axial flow on the boundary-layer flows over rotating spheres, with a view to establishing flow-control mechanisms for rotating flows of engineering significance. A theoretical study is presented which considers the onset of convective instability modes (both stationary and travelling relative to the rotating surface) and local absolute instability. Suction is found to be universally stabilising in terms of the delayed onset of both instability types. Extensive theoretical data are presented for future comparison to experiments.
Introduction
Many applications in fluid mechanics have shown that surface suction can be used as an effective flow-control mechanism. For example, Gregory and Walker [1] discuss how the introduction of suction extends the laminar-flow region over a swept wing by reducing the thickness of the boundary layer and the magnitude of crossflow velocity. Conclusions for the swept-wing flow arose from equivalent studies of the von Kármán (rotating disk) flow (see Gregory and Walker [2] , Stuart [3] ) and work has since continued into this and related flows using numerical and asymptotic approaches (see Ockendon [4] , Dhanak [5] , Bassom and Seddougui [6] , Lingwood [7] , Turkyilmazoglu [8] , Lingwood and Garrett [9] , for example). The literature shows that increasing suction has a stabilising effect on the general class of ''Bödewadt, Ekman and von Kármán'' (BEK) flows which results in an increase in critical Reynolds numbers for the onset of convective and absolute instabilities, a narrowing in the range of unstable parameters and a decrease in amplification rates of the unstable convective modes. The convective instability results are interpreted in terms of a delay in the onset of spiral vortices, and the absolute instability results in terms of the onset of laminarturbulent transition (Lingwood [7, 10, 11] ).
Garrett and Peake [12] [13] [14] have demonstrated the close connection between the von Kármán flow and the steady boundarylayer flow over a rotating sphere, particularly at latitudes close to * Corresponding author. Tel.: +44 0 116 252 3899.
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the pole, where the sphere is locally flat. They find that convective and absolute instability exist on the sphere as with the disk, with increasing discrepancies at higher θ owing to the local curvature of the surface. Although the implications of suction have been extensively studied for the von Kármán flow, we are unaware of any studies for the flow over rotating spheres which have direct practical relevance in engineering applications. This is addressed in this paper. In particular, we perform a stability analysis on the boundary-layer flow over a rotating sphere subject to surface mass flux and forced axial flow, extending the literature in this area.
The laminar boundary-layer flow over rotating spheres has been the subject of previous research. Howarth [15] , and later Banks [16] , use a series-solution method to calculate the steady flow as a function of latitudinal position for spheres rotating in otherwise still fluid. Further theoretical studies (Manohar [17] , Banks [18] ) apply more accurate finite-difference techniques to the same problem. More recently, Garrett and Peake [12] [13] [14] apply an efficient and commercially available numerical scheme to obtain the steady flow for spheres rotating in otherwise still fluid and a forced axial flow -this will be the approach taken here.
In Section 2, we generalise the governing partial differential equations (PDEs) presented in the literature for the boundary-layer flow over a rotating sphere to include both surface mass flux and forced axial flow. The resulting equations are then solved at each latitude. The effects of altering the incident axial flow speed and mass flux are discussed. Our results for the case of zero mass-flux show excellent agreement with those of Garrett and Peake [13, 14] .
In Section 3 we present stability analyses for both convective and absolute instabilities for a range of flow parameters. Conclusions are drawn in Section 4. In particular, the implications of these results in the context of engineering applications, for example, hemispherical nose cones occurring in projectile and aeroengine applications, are discussed.
sphere surface at the equator. Following Garrett and Peake [13, 14] , the form of the free-stream velocity is given by the empirical results of Fage [19] , Eq. (5), and this enables us to form an explicit expression for the stream-wise gradient of the steady pressure within the Navier-Stokes equations.
To impose a non-zero surface mass flux, we introduce ι ⋆ as the dimensional mass-flux parameter, representing the mass flux through the sphere surface. This is modelled by a simple change to the boundary condition for the normal velocity component: W ⋆ (0) = ι ⋆ on the surface of the sphere which is scaled as
We note that the mass-flux parameter is related to the equatorial surface speed, but scaled on the Reynolds number that otherwise does not appear in the steady flow system. That the scaling of the mass-flux parameter depends only on global properties of the system (not latitudinal location), means that a particular ι can be used to represent the same mass-flux at all latitudes over the sphere.
The governing steady-flow equations, after carrying out the boundary-layer approximation, are then written as
subject to boundary conditions
The distribution of the outer flow, based on the results of Fage [19] , is given by
with θ in radians. We consider the parameters to be in the range 0 ≤ τ ≤ 0.25 (consistent with Garrett and Peake [13, 14] ) and −1 ≤ ι ≤ 1. These ranges are arbitrarily imposed to limit the number of cases to be studied, but can be extended within this formulation.
Steady-flow profiles
Eqs.
(1)-(3) are solved subject to boundary conditions (4) using a numerical routine, commercially available from the Numerical Algorithms Group, as discussed by Garrett and Peake [12] [13] [14] there are six lines, read left to right, corresponding to τ = 0 to τ = 0.25 in intervals of 0.05. We note that profiles are identical to those in literature (Garrett and Peake [12] [13] [14] ) for appropriate parameter values.
Examining Fig. 2 , we see that increased axial flow causes U to tend to a larger constant value at each latitude, as would be expected. It has a much greater effect on the streamwise flow component at higher latitudes. Mass flux does not alter the value to which U tends in the far field, though it does affect the profile close to the sphere surface. The distortion of the wall jets caused by mass flux is significantly reduced by increased rates of axial flow. This can be seen from the figure by observing that across any row, the left-most line undergoes a much larger change than the rightmost.
Increasing axial flow has a less pronounced effect on V , but it clearly causes it to maintain a lower magnitude close to the sphere surface, eventually tending to the same constant value as η → ∞. This is shown in Fig. 3 . Similarly to the case for U, the effect is greater at higher latitudes. Mass flux appears to have a small effect, slightly magnifying the effects of axial flow.
It can be seen from Fig. 4 that non-zero forced axial flow prevents W from tending to a constant value with increasing η, and instead causes it to assume a constant rate of change as η → ∞. This implies that fluid is entrained into the boundary layer at unbounded speed as η → ∞. As noted by Garrett and Peake [13, 14, 20] , this is a consequence of the boundary-layer approximations used in the model; it is clearly impossible for the fluid to maintain this acceleration at an indefinite distance from the sphere. However, the scalings are such that W appears at a lower order of magnitude than U and V and the effects are not significant. The effects of axial flow decrease with increasing latitude.
The effects of each parameter on the boundary-layer thickness are not measured, but it can be seen from Fig. 3 that the boundary layer thickens slightly with increased θ . Surface suction and injection significantly thin and thicken the boundary layer, respectively, and increased τ is seen to have a minor thinning effect.
Stability analyses
The formulation used in this study is such that effects of forced axial flow and surface mass flux are contained in the steadyflow profiles discussed in Section 2.2. The unsteady perturbation equations for the system are therefore identical to those used by Garrett and Peake [12] and are listed as Eqs. (2.13)-(2.18) of that paper, where details of their derivation can also be found, including a discussion of the parallel-flow type approximation made. Here it is sufficient to understand that the approximation limits the analysis to a local analysis at each value of θ and means that the governing equations are not entirely rigorous at O(R −1 ).
The perturbation equations are derived by imposing unsteady perturbations of normal mode form given by
The wavenumber in the θ-direction and frequency are complex quantities, α = α r + iα i and γ = γ r + iγ i , to enable the spatiotemporal analyses presented later; the azimuthal wavenumber, β, is real. Each of these perturbing quantities is added to its corresponding steady flow variable.
The unsteady perturbation equations are subject to boundary conditions that restrict the perturbations to the boundary-layer region; the resulting system forms a dispersion relation that is parametrised by the Reynolds number, location of the analysis and the flow parameters, D(α, β, γ ; R, θ , τ , ι) = 0. The dispersion relation can now be solved to compute the branches that dictate the stability properties of the flow.
Note that throughout this work, we make the assumption that the perturbations are small enough so that a linear analysis is sufficient, i.e., nonlinear effects can be neglected.
Convective instabilities
We begin by supposing that the flow is not absolutely unstable and, in the Briggs-Bers [21] procedure, we can reduce the imaginary part of the frequency to zero, so that γ i = 0. We proceed by insisting that the disturbances rotate at some fixed multiple of the sphere surface velocity, thereby fixing the ratio γ /β. The nondimensional speed of the sphere surface is sin θ , and equating the 
Having fixed the value of c, we can march through β and R to map spatial branches in the complex α plane for particular values of τ and ι. We form neutral curves by taking the points at which these branches intersect the real axis, for a range of R. This method was denoted as method 2 by Garrett [14, 23] .
In this convective analysis, −α i is interpreted as the spatial growth rate. Furthermore, the angle that the phase fronts make with a circle parallel to the equator is denoted ϵ, and it is clear that ϵ = arctan (β/α r ). The integer number of complete cycles of the disturbance round the azimuth is n = βR sin θ . The quantities ϵ and n can then be identified with the angle and number of spiral vortices on the sphere surface, respectively.
As in previous studies published in the literature (Garrett and Peake [12] [13] [14] ), two branches were found to dictate the convective instability properties of the flow at all parameter values. These are known to arise from inviscid crossflow instabilities (type I branches) and viscous streamline-curvature instabilities (type II branches).
Stationary vortices
We set c = 1, so that the vortices are stationary with respect to the sphere surface. Presented here is a small selection of neutralstability curves in the R-α r and R-β planes. The curves typically exhibit two lobes: the upper, which occurs at higher streamwise wavenumbers, arises due to the type I (crossflow) mode; and the lower, which occurs at lower streamwise wavenumbers, arises due to the type II (streamline-curvature) mode. We use the critical Reynolds number, R c , as a quantitative measure of the stability of a system. In cases where two lobes are present, the one which extends to the smallest Reynolds number (i.e., the one which determines R c ) is identified with the dominant instability mode.
Figs. 5-7, show example cases of zero, positive and negative surface mass flux, all without forced axial flow, at various latitudes. In all cases, increased suction exaggerates the two-lobe profile of the curve and indicates higher critical Reynolds numbers, and a larger stable region overall. This is to be expected, since suction has been seen to have a stabilising influence in similar models (see the work by Lingwood and Garrett [7, 9] on the BEK system, for example). The type II mode becomes dominant as suction is increased. Injection has the opposite effect, and we see that the two-lobe form is lost for high magnitudes with the type I remaining dominant (see Fig. 8, for example) . For the case of ι = 0, our results agree with those of Garrett and Peake [13] .
Increasing the magnitude of forced axial flow, τ , increases the relative importance of the streamline-curvature lobe. It also moves both the upper and lower branches to larger wavenumbers for large R, but the effect on the upper branch is much greater, so convective instability can occur over a wider range of wavenumbers. Small magnitudes of forced axial flow decrease the critical Reynolds number of the type II lobe, and at high latitudes (with the precise value depending on ι), where the type II lobe is dominant, this results in a lower value for R c . Thus, in these cases, moderate axial flow is seen not only to broaden the unstable range of wavenumbers, but also to cause a small decrease in R c , making the model more susceptible to instability. Further increasing τ , however, increases R c , and the behaviour becomes typical of that seen at lower latitudes. The threshold value of τ , above which R c surpasses its value at τ = 0, is dependent on the latitude and ι.
Both surface mass injection and suction reduce the magnitude of this effect, and it is not observed at all with strong suction. Tables 1-3 show the computed critical Reynolds numbers for a representative range of parameters. Where the neutral curve has two lobes, a critical Reynolds number is given for each lobe. The type I lobe is always presented first, if present, and the type II is given in parentheses. The dominant mode (i.e. lowest critical Reynolds number) is given in bold text. A dash in the table indicates a combination of parameter values for which no data could be obtained.
Non-stationary vortices
We now consider vortices which travel at speeds slower than the local sphere surface and have c ̸ = 1. Slow vortices (c < 1)
were observed experimentally by Kobayashi and Arai [22] and have been studied by Garrett [14] in the case of zero surface mass flux. They are expected to be important over highly-polished surfaces.
However, for completeness we also present results for c > 1. show good agreement with those of Garrett [14] . Due to the large number of parameters involved, no attempt is made to present all the relevant neutral curves, and instead, only the critical Reynolds numbers are listed. As before, we find that surface suction has a stabilising effect, increasing the critical Reynolds numbers for all parameter values. It also exaggerates the two-lobe profile of the curve. The lobe corresponding to the type II mode is affected more than the type I mode. Once again, surface mass injection has the effect of decreasing the critical Reynolds numbers for all parameter values and is destabilising. When we examine cases with both forced axial flow and nonzero ι, we see that for large positive ι, increasing the magnitude of forced axial flow has only a modest effect on R c . However, it broadens the range of wavenumbers over which convective instability is predicted. This effect was observed for stationary vortices, but we now observe that the magnitude of the distortion is highly dependent on the vortex speed, with greater effects apparent for systems with large c; there is very little broadening of the wavenumber range in the slow case of c = 0.7.
Although only selected combinations of parameters are presented here, the results show a smooth transition between the extremes of each parameter. In all cases, larger values of c make the streamline-curvature lobe increasingly significant with respect to the crossflow lobe. Tables 4-6 provide critical Reynolds numbers for a representative range of parameter values, at selected latitudes. Each entry in the table may contain a pair of critical values: one for the crossflow lobe, and one for the streamline-curvature lobe (in parentheses). If either lobe is not present, its corresponding value is omitted. In all cases, the lower of the two, representing R c , is given in bold text. As with the previous tables, the absence of data is indicated by a dash. Where the streamline-curvature lobe is present, its critical Reynolds number decreases monotonically with increasing c over the range examined in this work. For the crossflow lobe, however, there is typically a value of c for which the critical Reynolds number is minimised, and this value is given in the rightmost column.
Travelling modes with c < 1, which are expected to be dominant on highly polished surfaces, are seen to be more sensitive to both axial flow and surface suction than are stationary modes.
In most cases, the value of c that gives the lowest R c is less than one. Close to the equator, we can no longer find a minimum in R c within the range of c examined.
Our formulation means that −α i can be interpreted as the growth rate of the disturbance. For a selection of cases, we have sampled the maximum growth rate (with respect to α r ) at a Reynolds number of R c + 150. Fig. 11 shows the trends in these results at a latitude of 30°. It is clear that increasing ι increases the growth rate. With ι = τ = 0, the maximum growth rate is predicted at a disturbance speed of c = 0.76, which shows good agreement with the results of Garrett [14] , and the data also corroborate his observation that the peak moves to a slightly higher value of c with increased axial flow. 
Absolute instability analysis
We now turn our attention to the occurrence of local absolute instability, where the initial disturbance causes a reaction that is unbounded for large time at all points in space. Prediction of the onset of absolute instability therefore requires the use of a spatiotemporal analysis. This in contrast to the purely spatial analysis that was used to predict convective instability in Section 3.1.
While the imaginary part of γ was zero by assumption during the convective analysis, it can no longer be restricted to taking real values; both α and γ are considered to be complex quantities, while β remains real. Furthermore, the concept of disturbance speed does not exist in this context and we revert back to a dispersion relation of the form
Occurrences of uni-directional absolute instability in the latitudinal direction can be found using the Briggs-Bers [21] procedure; they correspond to singularities in the dispersion relation, where spatial branches from opposite sides of the complex α plane ''pinch'' together. At such a pinch point, the latitudinal complex group velocity, ∂γ /∂α = 0. It is necessary for γ i to be positive at this pinch-point in order to identify absolute instability; if γ i is negative, any instability is convective. Note that a region of absolute instability must lie within a region of convective instability, and consequently it must hold that R a > R c in each case. Also note that absolute instability in the azimuthal direction does not exist within our formulation, owing to the rotational symmetry of the flow.
Unlike the convective neutral-stability curves of previous chapters, neutral curves for absolute instability (where γ i = 0) are always single-lobed. The critical Reynolds number for the onset of absolute instability for a given case is denoted by R a . Again, we examine in detail the case of θ = 30°. Tables 7 and 8 give the value of R a for several combinations of parameters (combinations for which no data could be obtained are marked with '−'), and Fig. 12 uses the same data to show how R a is affected by changes in τ and ι. It shows that as ι increases from −1.0 (the topmost line) to 1.0 (the bottommost line), R a grows less quickly with τ .
This suggests that surface suction postpones the onset of absolute instability and that injection promotes it, with a substantially greater effect observed for large magnitudes of forced axial flow.
Cases where ι = 0 show excellent agreement with Garrett and Peake [12] . However, the data (which are not presented here) show an increasing discrepancy as θ is increased. We believe that this is due to a slight difference in the steady basic flow profiles used. The results in the current paper are considered to be more reliable. 
Conclusion
Surface mass suction and injection were seen to have a stabilising and destabilising effect, respectively, upon the flow. There were seen to be two factors involved in understanding the stability of the system: one was the value of R c , below which no convective instability is predicted; the other was the range of α and β that is susceptible to instability.
Increased axial flow was seen to exaggerate the streamline curvature lobe relative to the crossflow lobe, and in most cases, it significantly increased R c . However, it typically broadens the range of α and β that support the convectively unstable flow regime, with the greatest effect seen in the position of the top branch.
These effects were observed over the entire range of c that was studied. Models with low vortex speeds were seen to be less sensitive to changes in τ . Lowering c caused the unstable region to shrink or, in some cases, disappear altogether.
In most cases, vortices with c < 1 were able to develop at lower Reynolds numbers than stationary disturbances, although this behaviour is less clear close the the equator.
The results demonstrate that surface suction and axial flow typically postpone the onset of both convective and absolute instabilities. This may have implications for the design of turbomachinery and aerospace applications, where maintaining a laminar flow is important for reasons of efficiency. We have shown that surface suction might be used as a flow-control mechanism by creating conditions that delay the onset of convective instability modes (both stationary and travelling) and also the onset of absolute instability.
