We consider the problem of scheduling n jobs, each with a specific processing requirement, release time and due date on m uniform parallel machines. It is shown that a feasible schedule can be obtained by determining the maximum flow in a network, thus permitting the use of standard network flow codes. Using a specialized maximum flow procedure, the complexity reduces to O(tn3) operations when t is the number of distinct machine types. Previous algorithms solve the feasibility problem in O((m + log n)(m2n3 + n4)) operations. In addition to the feasibility problem, we describe algorithms for the maximum lateness criterion. Here we develop a bound which compares even more favorably to the best previous bound. We also show how other criteria with respect to the amount of work completed on each job prior to its due date or the amount of work scheduled in each of a sequence of periods can be optimized by similar path augmenting techniques.
Introduction and Summary
We consider the problem of scheduling n jobs, each with a specific processing requirement, release time and due date on m parallel machines. The machines are assumed to be uniform in the sense that they merely differ in processing speed. Machines can work on only one job at a time and each job can be processed by at most one machine at a time; however preemptions are allowed. The feasibility problem consists of determining a feasible schedule (if one exists). In this paper we show that the feasibility problem can be solved as a classical maximal flow problem. A specialized maximal flow algorithm by Gusfield et al. (1985) 
allows for a complexity bound of O(tn3) where t is the number of different machine types (speeds).
We also show how various performance measures may be optimized by similar path augmenting algorithms applied to an appropriately chosen network. These include:
(a) the maximum lateness problem: minimize the maximum lateness (= completion time -due date) over all jobs, in case no feasible schedule exists. This problem may be solved by verifying the existence of a feasible schedule for at most O(logn + log Pmax + logs1) lateness values where Pmax denotes the maximum integer processing time and s1 the largest integer machine speed. This results in an O(tn3(logn + log Pmax + logs,)) algorithm.
(b) the (weighted) minimum completion problem: For each job, define the completion rate as the fraction of work completed prior to its due date. Find a schedule which maximizes the (weighted) minimum completion rate. Preemptive scheduling models apply e.g. to batch production systems where each batch consists of a large number of units. The minimum completion criterion is particularly relevant for such applications especially when due dates are unextendable. If a feasible schedule completing all jobs fails to exist, a fair rationing scheme is sought by allocating the scarce productive capacity so as to fill as large a (weighted) percentage of as many jobs (orders) as possible. A path augmenting algorithm applied to an appropriately chosen network solves the problem in 0(tnl3pmax) operations.
(c) the (weighted) maximum utilization problem: For a given collection of disjoint time-intervals, find a feasible schedule which minimizes the (weighted) maximum amount of work assigned to each of these intervals. This criterion is particularly relevant when attempting to create a maximum amount of slack capacity in each of the considered time-intervals, e.g. as a buffer against underestimated processing times or unanticipated "last-minute" jobs. (See ?4 for additional applications.) A path augmenting algorithm (again applied to a slightly modified network) solves the problem in O(tn3Pmax) operations.
For the special case of identical machines, our feasibility algorithm reduces to the network flow procedure of Horn (1974) which determines a feasible schedule in O(n3) operations. Labetoulle et al. (1979) have shown that this feasibility algorithm can be used in a 0(n3mintn2, logn + log Pmax}) procedure to resolve the lateness problem using binary search on the optimal value of the maximum lateness. Gonzalez and Johnson (1980) derived an 0(mn) procedure for the lateness problem with arbitrary release times but identical machines and due dates. Sahni and Cho (1980) deal with the special case of common due dates (but uniform machines); their feasibility algorithm requires 0(n log n + mn) operations. Sahni and Cho (1979) and Labetoulle et al. (1979) propose an 0(n logn + mn) procedure for the lateness problem with identical release and due dates. Gonzalez and Sahni (1978) The minimum completion and the maximum utilization criteria have, to our knoWledge, not been studied in the scheduling literature. We refer to Lawler et al. (1982) for an excellent survey of the literature on alternative criteria (such as the makespan, weighted sum of completion times and due date violation penalties) as well as the complications that arise due to precedence constraints among the jobs.
?2 describes our feasibility algorithm and ?3 discusses the maximum lateness problem. Alternative criteria are discussed in ?4.
Solution of the Feasibility Problem
We first introduce some notation. Each job j = 1, . .. , n is specified by a processing requirement pj, a release time r1 and a due date d4. There The first level has a node for every job (job nodes), the second level has a node for every period and machine type (machine-period nodes), and the third ' vel has a node for every period (period nodes). The source is connected with each job node, the arc to the jth node having capacity pj,j = 1, . . . , n. A job node is connected to all machine-period nodes for all periods during which the job, is available. All arcs which lead to -a machine-period node corresponding to machine type r and an interval of The feasibility algorithm can be used to solve several generalizations of the considered problem. For example, each job may have a list of time intervals within which it can be processed (rather than a single such interval) and the machines may be available in certain time intervals only. We can divide the time line into a sequence of consecutive intervals such that within each interval the jobs and machines which are available, do not change. A network flow problem (constructed as above) solves the feasibility problem.
Note that for the special case of unit processing times, the solution generated by any maximum flow algorithm avoids preemptions, hence is optimal in a nonpreemptive setting as well. Step 1. Forj=1,. .., ndo zj:=0; forl E doxl:=0;
Step 2. Give the source a special label-.
Step 3. If all labeled nodes have been scanned, go to Step 5.
Step 4. Fix a labeled but unscanned node t and scan it as follows: if 1 = (t, 71) E E, xl < ul and qj unlabeled, give qj the label t + if 1 = (71, t) E E, xl > 0 and qj unlabeled, give qj the label tlgo to Step 3.
Step 5. Find a node j with j E T such that j is labeled and f(z + e}) > f(z + ek) for all labeled nodes k (1 < k < n).
Step 6. If (no such node j exists) or f(z + el) < f(z) then stop.
Step 7 
