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Abstract
Given a variety with a finite group action, we compare its equivariant categorical mea-
sure, that is, the categorical measure of the corresponding quotient stack, and the categorical
measure of the extended quotient. Using weak factorization for orbifolds, we show that for
a wide range of cases, these two measures coincide. This implies, in particular, a conjecture
of Galkin and Shinder on categorical and motivic zeta-functions of varieties. We provide
examples showing that, in general, these two measures are not equal. We also give an
example related to a conjecture of Polishchuk and Van den Bergh, showing that a certain
condition in this conjecture is indeed necessary.
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1 Introduction
Given an algebraic variety with an action of a finite group, we compare its equivariant
categorical measure and the categorical measure of the extended quotient. Both measures
take values in the Grothendieck ring of saturated dg-categories and are closely related
to semiorthogonal decompositions of bounded derived categories of (equivariant) coherent
sheaves on smooth projective varieties.
Let us motivate the questions that we address in the paper. Given a smooth compact
manifold M , one has the Chern character isomorphism between its rationalized topological
K-groupsKtop• (M)Q := K
top
• (M)⊗ZQ and (direct sums of) singular cohomologyH•(M,Q)
with rational coefficients by Atiyah and Hirzebruch [3]. When trying to generalize this to
an equivariant setting, that is, in the presence of an action of a finite group G on M , one
finds that equivariant topological K-groups KG,top• (M)Q are not isomorphic any more to
(direct sums of) equivariant cohomology H•G(M,Q). Indeed, this can be seen already in
the case when M is a point. Note that since we are working with rational coefficients, we
have canonical isomorphisms H•G(M,Q) ≃ H
•(M,Q)G ≃ H•(M/G,Q).
Atiyah and Segal [5] (see also a paper by Hirzebruch and Ho¨fer [37]) discovered that
one should replace equivariant cohomology by cohomology of the extended quotient
M/exG := M˜/G ,
where M˜ consists of pairs (g,m) ∈ G ×M such that g(m) = m, and G acts on the first
factor by conjugation. Explicitly, we have an equality
M/exG =
∐
[g]∈C(G)
Mg/Z(g) , (1.1)
where g runs over a system of representatives of the conjugacy classes C(G) in G and
Z(g) ⊂ G is the centralizer of g. Note that, in general, the extended quotient M/exG can
be singular.
It turns out that there is a canonical isomorphism between KG,top• (M)C and (direct
sums of) singular cohomology H•(M/exG,C) ≃ H•(M˜,C)G with complex coefficients. The
Chern character isomorphism for M˜ implies that this assertion is equivalent to existence of
canonical isomorphisms KG,topi (M)C ≃ K
top
i (M/
exG)C for i = 0, 1, see [5, Theor. 2]. Note
that it is important here to work with complex coefficients, not just with rational ones.
An algebraic version of these isomorphisms was investigated further by Vistoli [71].
Namely, let X be a smooth quasi-projective algebraic variety over a field k and let a finite
group G act on X . Assume that the order n := |G| of G is prime to the characteristic of k
and that k contains a primitive n-th root of unity ζn. Then there are canonical isomorphisms
KGi (X)R ≃ Ki(X/
exG)R , i > 0 , (1.2)
between algebraic K-groups, where R := Z[1/n, ζn] and the extended quotient X/
exG for
the algebraic variety X is defined similarly as for manifolds (actually, op. cit. contains a
stronger result, but we provide the above formulation to ease exposition). Note thatKGi (X)
is canonically isomorphic to the algebraic K-group Ki
(
[X/G]
)
of the quotient stack [X/G].
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The isomorphisms (1.2) (and their stronger versions) were generalized independently by
Vezzosi, Vistoli [70] and Toe¨n [66], [67] to the case when G is a linear algebraic group and G
acts on X as above with finite geometric stabilizers.
An analog of isomorphisms (1.2) when G is finite with algebraicK-groups being replaced
by (generalized) cyclic homology was obtained by Baranovsky [6]. Furthermore, recently,
Tabuada and Van den Bergh [65] proved an analog of (1.2) with the algebraic K-groups
being replaced by an arbitrary additive invariant of dg-categories.
In what follows we assume that k is of characteristic zero. It is natural to try to
lift isomorphisms between various invariants of [X/G] and X/exG to a more geometrical
context. Clearly, the stack [X/G] itself is not isomorphic to the variety X/exG in general.
Recall that one has derived categories of coherent sheaves living in between the geometrical
side and the side of additive invariants. However, the bounded derived category DG(X) of
G-equivariant coherent sheaves on X is not necessarily equivalent to the bounded derived
category Db(X/exG) of coherent sheaves on X/exG. For instance, this can be seen by
considering an effective action of G = Z/nZ on X = P1.
Nevertheless, one has the following conjecture by Polishchuk and Van den Bergh [58]:
there exists a semiorthogonal decomposition of DG(X) whose pieces form the collection
of categories Db
(
Xg/Z(g)
)
, where g runs over a system of representatives of the classes
in C(G) (cf. formula (1.1)) provided that all quotients Xg/Z(g) are smooth and the action
of G on X is effective (see Conjecture 6.19 for a precise formulation). The conjecture
was proved for a number of cases in op. cit. The conjecture would imply that under its
conditions there exists an isomorphism as in formula (1.2) without tensoring by R. We
show that the conjecture would be false if the assumption that the action be effective were
removed (see Theorem 6.20 and Theorem D below).
It is natural to test the conjecture of Polishchuk and Van den Bergh on the level of
the Grothendieck ring of dg-categories. To explain this, first recall that the Grothendieck
ring K0(Vark) of varieties over k is the abelian group generated by isomorphism classes {X}
of varieties X subject to the scissors relations {X} = {X r Z}+ {Z}, where Z is a closed
subvariety of X . By Bittner’s result [13], K0(Vark) is also isomorphic to the abelian group
generated by isomorphism classes {X} of smooth projective varieties X subject to the blow-
up relations {X} − {Z} = {X˜} − {E}, where X˜ → X is the blow-up of X in a smooth
center Z ⊂ X and E ⊂ X˜ is the exceptional divisor, and the relation {∅} = 0.
Bondal, Larsen, and Lunts [16] (see also papers by Tabuada [64] and Toe¨n [69])
defined the Grothendieck ring K0(DG
sat
k ) of saturated dg-categories over k, which
is generated by quasi-equivalence classes {M} of saturated dg-categories subject
to the relations {M} = {M′}+ {M′′} coming from semiorthogonal decompositions
H0(M) = 〈H0(M′), H0(M′′) 〉 (see, e.g., Subsection 4.1). In [16], a ring homomorphism
µ : K0(Vark) −→ K0(DG
sat
k ) , {X} 7−→ µ(X) ,
called the categorical measure, is constructed. It sends the class {X} of a smooth projective
variety to the class {D(X)} of a dg-enhancement ofDb(X). Note that such dg-enhancement
is unique by a theorem of Lunts and Orlov [49]. The proof of the fact that µ is well defined
relies on Bittner’s result and on a result of Orlov [55] about derived categories of blow-ups.
Similarly, one defines the Grothendieck group K0(Var
G
k ) generated by classes {X}
G of
varieties X with an action of a finite group G (see, e.g., Subsection 3.1) and Bittner’s
theorem holds true in the equivariant setting as well. One constructs a homomorphism of
groups (see Subsection 4.1)
µG : K0(Var
G
k ) −→ K0(DG
sat
k ) , {X}
G 7−→ µG(X) ,
called an equivariant categorical measure, that sends the class {X}G of a smooth projective
variety X with an action of G to the class {DG(X)} of a dg-enhancement of DG(X).
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Such dg-enhancement is unique by a result of Canonaco and Stellari [21]. To see that the
equivariant categorical measure µG is well defined, one combines Orlov’s result with results
by Elagin [26], [27] about semiorthogonal decompositions of DG(X).
We see that the conjecture of Polishchuk and Van den Bergh would imply that under
its conditions for X smooth projective, there is an equality
µG(X) = µ(X/exG) (1.3)
in K0(DG
sat
k ).
Note that the equality (1.3) makes sense for an arbitrary variety X with an action
of a finite group G. Independently, the conjectural equality (1.3) was studied by Galkin
and Shinder in this setting. Their motivation was another conjecture due to themselves.
Recall that Kapranov [39] defined the motivic zeta-function of an arbitrary variety V as the
following power series with coefficients in K0(Vark):
Zmot(V, t) :=
∑
n>0
{Sn(V )} tn ,
where Sn(V ) = V ×n/Σn is the n-th symmetric power of a variety V and Σn is the sym-
metric group that permutes n elements. A conjecture of Galkin and Shinder [29] predicts
a beautiful identity of power series with coefficients in K0(DG
sat
k )∑
n>0
µΣn(V ×n) tn = µ
( ∏
i>1
Zmot(V, t
i)
)
. (1.4)
Galkin and Shinder called the left hand side of (1.4) a categorical zeta-function. It is
explained in op. cit. how to reduce equality (1.4) to some previously known non-trivial
results in the case when V is either a curve or a surface. Also, Galkin and Shinder observed
that equalities (1.3) with G = Σn and X = V ×n for all n > 0 would imply equality (1.4).
In this paper, we prove equality (1.4) and disprove (1.3) for an arbitrary variety X .
As an example of equality (1.3), consider the case when the action of G on X is
free. Note that in this case X/exG = X/G and there is an equivalence of categories
DG(X) ≃ Db(X/G). If, in addition, X is smooth projective, then the equality is obvious,
because in this case X/G is a smooth projective variety, whence both sides of the equality
just equal µ(X/G). On the contrast, if X is not smooth projective, then the equality is
highly non-trivial.
Indeed, when X is, say, smooth affine, one computes the equivariant categorical mea-
sure µG(X) by taking a G-equivariant smooth projective compactification X . Then µG(X)
equals the difference of {DG(X)} and a term defined by the boundaryXrX with the action
of G. On the other hand, to compute the categorical measure µ(X/exG) = µ(X/G), one
takes a resolution of singularities Y → X/G such that it is an isomorphism over X/G.
Then µ(X/exG) equals the difference of {D(Y )} and a term defined by the bound-
ary Y r (X/G). This shows that equality (1.3) in this case is not obvious at all and is
closely related to the categorical McKay correspondence, see the paper by Bridgeland,
King, Ried [18], a survey by Ried [60], and papers by Kawamata [40], [41].
Now let us describe our main results. First, we show that equality (1.3) holds true for
some important special cases (see Theorem 6.5). This gives an analog of the isomorphisms
by Atiyah–Segal, Vistoli, and others (see formula (1.2)), in the context of the Grothendieck
ring of dg-categories.
Theorem A. Let X be a variety over a field k of characteristic zero and let a finite group G
act on X. Suppose that for any k¯-point x of X, where k¯ is the algebraic closure of k, the
following conditions are satisfied:
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(i) all irreducible representations over k¯ of the stabilizer Nx ⊂ G of x are defined over k;
(ii) the direct sum of all irreducible representations of Nx over k (taken with multiplicity
one) extends to a Gx-representation, where Gx ⊂ G is the normalizer of Nx;
(iii) there is an Hx-equivariant bijection between the set C(Nx) of conjugacy classes in Nx
and the set of isomorphism classes of irreducible representations of Nx, where we put
Hx := Gx/Nx.
Then the equality µG(X) = µ(X/exG) holds in K0(DG
sat
k ).
For example, if the action of G on X is free, then the conditions of Theorem A are
satisfied. Also, they are satisfied when G is an abelian group such that all characters of G
over k¯ are defined over k (see Example 6.3(ii)).
It turns out that the conditions of Theorem A are satisfied for the action of symmetric
groups on powers of varieties. This allows us to prove the conjecture of Galkin and Shinder
(see Theorem 6.7 and Proposition 6.8).
Theorem B. For any variety V , there is an equality µΣn(V ×n) = µ(V ×n/exΣn) for
all n > 0 and the equality (1.4) holds true in K0(DG
sat
k ).
Our next result shows that, in general, equality (1.3) does not hold (see Theorem 6.10),
at least not if we replace the group K0(DG
sat
k ) by the Grothendieck group K0(DG
gm
k ) of
geometric dg-categories. Geometric dg-categories were introduced by Orlov [57]. Roughly
speaking, a dg-category is geometric if it is a semiorthogonal component of a dg-category
of the form D(X) where X is a smooth projective variety (see Subsection 4.1 for details).
The ring K0(DG
gm
k ) is defined similarly as K0(DG
sat
k ), and there is a naturally defined
(ring) homomorphism K0(DG
gm
k )→ K0(DG
sat
k ) through which the equivariant categorical
measure factors by a theorem of Bergh, Lunts, and Schnu¨rer [11]. In particular, it makes
sense to study the relation (1.3) in K0(DG
gm
k ).
We consider the case k = C and we consider cohomology with respect to the classical
complex topology. Also, we use the following homomorphism of groups defined by the
order of torsion in the topological K1-groups of complex smooth projective varieties (see
Subsection 4.3):
ǫ : K0(DG
gm
C ) −→ R , {D(X)} 7−→ log |K
top
1 (X)tors| ,
where X is a complex smooth projective variety. We do not know whether ǫ factors
through K0(DG
sat
k ).
Theorem C. Let
1 −→ Z/nZ −→ G −→ H −→ 1
be a central extension of a finite group H by Z/nZ and denote its class in H2(H,Z/nZ) by z.
Furthermore, let X → B be an unramified Galois H-cover of complex smooth projective
varieties. Suppose that the following conditions are satisfied:
(i) we have β
(
λ(z)
)
6= 0 in H3(B,Z)tors, where λ : H2(H,Z/nZ)→ H2(B,Z/nZ) is the
natural map and β is the Bockstein homomorphism;
(ii) there is an equality |Ktop1 (B)tors| = |H
odd(B,Z)tors|.
Then the inequality ǫ
(
µG(X)
)
< ǫ
(
µ(X/exG)
)
holds, where G acts on X through H. In
particular, µG(X) 6= µ(X/exG) in K0(DG
gm
C ).
Note that in this case, X/exG is just the disjoint union of n copies of B. Also, it follows
from a result of Bernardara [12] that µG(X) can be expressed in terms of µ(E), where
E → B is a certain Severi–Brauer scheme (see Proposition 6.11). Our proof of Theorem C
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is inspired by a construction of Ekedahl [25], which deals with torsion in cohomology of
Severi–Brauer schemes.
There are many examples of central extensions and covers X → B satisfying the condi-
tions of Theorem C (see Proposition 6.17 and Remark 6.18). For instance, one can take G to
be the Heisenberg group over Z/nZ, that is, the group of upper triangular (3× 3)-matrices
over Z/nZ with units on the diagonal, and H to be the quotient of G by its center. With
this choice of extension, one can take B to be the product C × S, where C is a complex
smooth projective curve of positive genus and S is a complex smooth projective surface
with non-zero n-torsion in H2(S,Z) (say, S can be an Enriques surface with n = 2 or a
suitable surface of general type).
It follows from Theorem C that the conjecture of Polishchuk and Van den Bergh would
be false if the condition that the action of the group be effective were removed. We also
provide a simpler example of this (see Theorem 6.20). Consider the action of (Z/nZ)⊕2
on (Z/nZ)⊕3 by matrices of type 
 1 a b0 1 0
0 0 1

 ,
where a, b ∈ Z/nZ, and let G be the semidirect product (Z/nZ)⊕3 ⋊ (Z/nZ)⊕2.
Theorem D. Suppose that k is algebraically closed and let E be an elliptic curve
over k without complex multiplication. Let G act on E by translation through the quo-
tient (Z/nZ)⊕2, which we identify with the n-torsion subgroup of E. Then there is no
semiorthogonal decomposition of DG(E) whose components (up to order) form the collec-
tion of triangulated categories Db
(
Eg/Z(g)
)
, [g] ∈ C(G).
The proof of our main result, that is, of Theorem A, is based on two principal ingredients,
each interesting in its own right.
To explain the first one, consider the following motivating question: let a finite group G
act effectively on a smooth projective variety X and let Y be a smooth projective variety
such that there is an isomorphism of fields k(X)G ≃ k(Y ) over k. Then how is X with its
G-action related to Y geometrically? One can think of this question as on a factorization
of a birational map between the smooth projective quotient stack [X/G] and the smooth
projective variety Y , which have isomorphic open subvarieties.
A naive idea is to expect a sequence of G-equivariant blow-ups X˜ → X such that
the quotient X˜/G becomes smooth and then to apply the weak factorization theorem by
Abramovich, Karu, Matsuki, W lodarczyk in [2] and by W lodarczyk in [73] to the smooth
projective varieties X˜/G and Y . But, in general, such a sequence of blow-ups does not
exist, which can be seen, for example, when one has (locally) a linear action of Z/4Z on A2
with weights (1, 2).
To solve this problem, one needs to consider more birational transformations besides
the classical blow-ups, namely, those given by the root construction introduced by Cad-
man [20] and by Abramovich, Graber, Vistoli [1]. Note that the result of a non-trivial root
construction applied to a variety is a genuine Deligne–Mumford stack. A typical example
would be the morphism [X ′/(Z/nZ)] → X , where X ′ → X is an n-cyclic cover ramified
over a smooth divisor D ⊂ X . This morphism is an isomorphism over X r D and, by
definition, D is the center of this root construction.
In general, one has the following destackification theorem of Bergh [9]: given a smooth
orbifold X , there is a sequence of blow-ups and root constructions with smooth centers
X˜ → X such that the non-stacky locus in X remains unmodified, the morphism X˜ → X˜cs
to the coarse space is a sequence of root constructions with smooth centers, and the coarse
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space X˜cs is a smooth algebraic space. In particular, applying this to X = [X/G] as above
and combining this with the weak factorization theorem for algebraic spaces, one finds the
answer to the motivational question.
Thus the destackification theorem together with the weak factorization theorem provide
a way to construct weak factorization for orbifolds. A more general weak factorization
theorem for Deligne–Mumford stacks has recently been obtained by Harper [36] and in-
dependently by Rydh (unpublished), but we will not need the general result in this work.
This leads to the definition of the Grothendieck ring of smooth projective Deligne–Mumford
stacks K0(DM
sp
k ) similarly as in Bittner’s result: K0(DM
sp
k ) is generated by isomorphism
classes {X} of smooth projective stacks X subject to the stacky blow-up relations given
by classical blow-ups and by root constructions (see more detail in Subsection 3.4). Recall
that, according to Kresch [46], smooth projective Deligne–Mumford stacks are the same
as quotient stacks [P/GLn], where GLn acts properly and linearly on a smooth quasi-
projective variety P such that the geometric quotient P/GLn (which automatically exists)
is projective. Bittner’s theorem implies that one has natural homomorphisms of groups
α : K0(Vark) −→ K0(DM
sp
k ) , α
G : K0(Var
G
k ) −→ K0(DM
sp
k ) ,
where the second one sends {X}G to {[X/G]} for a smooth projective variety X with an
action of a finite group G. Note that α is actually a ring homomorphism, whereas αG does
not respect the ring structure whenever the group G is non-trivial. We prove the following
result (see Theorem 3.18):
Theorem E. Let X be an arbitrary variety with a free action of a group G. Then the
equality
αG(X) = α(X/G)
holds in K0(DM
sp
k ).
It is important that the categorical measure µG : K0(Var
G
k ) → K0(DG
sat
k ) factors
through the homomorphism αG (see Subsection 4.2). Thus Theorem E implies Theorem A
for the case when the action is free.
Note that it is crucial for us to work with the Grothendieck ring of (smooth projective)
Deligne–Mumford stacks and not with the Grothendieck ring K0(Stckk) of all Artin stacks
described by Ekedahl [25] (see also references therein). The categorical measure does not
factor through K0(Stckk) (see Remark 4.6(ii)).
The second ingredient in the proof of Theorem A consists in the description of
G-equivariant sheaves on a variety X with an action of a finite group G that factors
through a quotient G → H with a non-trivial kernel N ⊂ G. We use a finite affine
scheme Irr(N) := Spec(Z), where Z is the center of the group algebra k[N ] (see Subsec-
tion 5.2). Note that k¯-points of Irr(N) are in natural bijection with the set of irreducible
representations of N over k¯. The quotient H acts on Z by conjugation, which defines an
action of H on Irr(N). The exact sequence of groups
1 −→ N −→ G −→ H −→ 1
defines in a certain canonical way a class θ ∈ BrH(Z) in the H-equivariant Brauer
group. Let f : Irr(N) × X → Irr(N) denote the projection. This gives an element
f∗θ ∈ BrH
(
Irr(N)×X
)
. For the following statement see Theorem 5.2 and Theorem 5.5.
Theorem F. There is an equivalence of categories
cohG(X) ≃ cohH(f∗θ) ,
where cohG(X) denotes the category of G-equivariant coherent sheaves on X and cohH(f∗θ)
denotes the category of H-equivariant coherent modules over an H-equivariant Azuamaya
algebra on Irr(N)×X which is a representative of f∗θ.
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In particular, when X is a point, Theorem F gives an equivalence between the category
of finite-dimensional G-representations over k and the category of H-equivariant modules
over an H-equivariant Azumaya algebra over Z which is a representative of θ.
We give an explicit criterion for vanishing of θ in terms of representations of N and G
(see Proposition 5.8). Together with Theorem F this allows us to prove Theorem A in full
generality.
Finally, note that in order to prove Theorem A, it is convenient to consider all the
Grothendieck groupsK0(Var
G
k ), for varying finite groups G, at once. Also, it makes sense to
impose the induction relation of type {Y }H = {indGH(Y )}
G thus obtaining a ring K0(Var
eq
k )
(see Definition 3.7), which we call a Grothendieck ring of equivariant varieties (this ring
is also defined by Gusein-Zade, Luengo, and Melle-Herna´ndez in [35, Def. 6] and related
groups are considered by Getzler, Pandharipande in [30] and by Bergh in [8]).
The paper is organized as follows. In Section 2, we fix notation and some convention.
In particular, we recall the definition of (quasi-)projective Deligne–Mumford stacks and the
root construction.
Section 3 is of geometrical flavour and is devoted to various Grothendieck rings of
geometric objects and their properties. In Subsection 3.1, we recall from Bittner’s paper [13]
the definition and general properties of the Grothendieck group K0(Var
G
k ) of varieties with
an action of a fixed finite group G.
We collect these groups all together in Subsection 3.2 to get the ring K0(Var
eq
k ) of
varieties with an action of some finite group. We provide a useful collection of additive
generators of K0(Var
eq
k ) (see Lemma 3.9).
In Subsection 3.3, we recall the notion of an extended quotient X/exG, which is crucial
for us. We show that taking extended quotient induces a well-defined ring homomorphism
K0(Var
eq
k )→ K0(Vark) (see Lemma 3.12 and the discussion following it). A technical result
gives a sufficient condition on a variety X with an action of a group G and on a group
homomorphism ρ : K0(Var
eq
k ) → A that guarantees the equality ρ
G(X) = ρ(X/exG) (see
Proposition 3.15).
We introduce the ring K0(DM
sp
k ) of smooth projective Deligne–Mumford stacks in Sub-
section 3.4. We prove Theorem E in Subsection 3.5, using the destackification theorem of
Bergh [9].
In Section 4, which is of dg-categorical flavour, we describe the categorical measure for
the Grothendieck ring of Deligne–Mumford stacks. We start by recalling in Subsection 4.1
generalities on dg-categories and also the definition of the Grothendieck ring of saturated
dg-categories and related rings including the Grothendieck ring K0(DG
gm
k ) of geometric
dg-categories.
In Subsection 4.2, using a geometricity theorem of Bergh, Lunts, and Schnu¨rer [11], we
construct categorical measures, which are homomorphisms K0(DM
sp
k )→ K0(DG
gm
k ) and
µ : K0(Var
eq
k )→ K0(DG
gm
k ).
We discuss in Subsection 4.3 the construction of K-motives for geometric dg-categories
(see Proposition 4.7), which was introduced previously by Gorchinskiy and Orlov [32].
We apply it to define group homomorphisms K0(DG
gm
C ) → K
⊕
0 (Z) by taking topological
K-groups, where K⊕0 (Z) is the Grothendieck group of the additive category of finitely
generated abelian groups (with split exact sequences).
Section 5 is of algebraic flavour and contains a description of equivariant sheaves when
a group G acts on a variety X through a quotient G → H with a non-trivial kernel N .
In Subsection 5.1, we construct an H-equivariant k-algebra A and prove an equivalence of
categories cohG(X) ≃ cohH(A⊗k OX) (see Theorem 5.2).
We show in Subsection 5.2 that the center of A is canonically isomorphic to the center Z
of the group algebra k[N ]. This leads to an interpretation of the previous result in terms
of a class θ ∈ BrH(Z) in the equivariant Brauer group and allows us to prove Theorem F.
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Subsection 5.3 contains a useful criterion for vanishing of θ (see Proposition 5.8), which
we apply later to prove Theorem A. We also consider several examples, including the wreath
product case (see Example 5.11).
We provide in Subsection 5.4 further examples of representative of the class θ. They
are not used in the proofs of the main results, but we believe that they are important in
their own rights and might be useful for other possible applications. Namely, we construct a
representative of θ given by a skew group algebra of G with coefficients in the algebra O(H)
of functions onH (see Proposition 5.13), we construct an explicit representative of θ when G
is the Heisenberg group over Z/nZ (see Lemma 5.14), and we construct an example when
there is a group section H → G but the class θ is still non-trivial (see Example 5.16 and
the discussion before it). At the end of Subsection 5.4, we give an invariant description of
the category of H-equivariant A-modules enhanced in H-equivariant Z-modules in terms
of representations of G thus giving an invariant definition of the class θ.
Finally, we prove our main results in Section 6. Theorem A is proved in Subsection 6.1
with the help of Theorem E and Theorem F. We deduce Theorem B from Theorem A in
Subsection 6.2. We prove Theorem C in Subsection 6.3 using a result of Bernardara [12]
and an analysis of the Atiyah–Hirzubruch and Leray spectral sequences for Severi–Brauer
schemes. Theorem D is proved in Subsection 6.4 by using Theorem F and a result of
Orlov [56] on equivalences between derived categories.
We are very grateful to Sergey Galkin and Evgeny Shinder for telling us about their
conjecture on the categorical and motivic zeta-functions and for sharing the idea to compare
the equivariant categorial measure with the measure of the extended quotient, which initi-
ated our research on this topic. We thank Dan Abramovich, Yuval Ginosar, Darrell Haile,
Ludmil Katzarkov, Alexander Polishchuk, and Constantin Shramov for useful discussions
and suggestions. The first named author was partially supported by the Danish National
Research Foundation through the Niels Bohr Professorship of Lars Hesselholt, by the Max
Planck Institute for Mathematics in Bonn, and by the DFG through SFB/TR 45. The
second named author is partially supported by Laboratory of Mirror Symmetry NRU HSE,
RF Government grant, ag. № 14.641.31.0001. He is also very grateful for excellent working
conditions to FIM ETH Zu¨rich, where part of this work was done. The third named author
was partially supported by a grant from the NSF. The fourth named author was partially
supported by the NSA grant H98230-15-1-0255.
2 Terminology and conventions
Throughout the paper, we fix a ground field k of characteristic zero. The condition on
the characteristic is needed for two purposes. Firstly, we apply resolution of singularities
and weak factorization over k. Secondly, given a finite group, we use semisimplicity of its
category of (finite-dimensional) representations over k. As usual, we denote the algebraic
closure of k by k¯.
For short, by a variety and an algebraic group, we mean a (not necessarily irreducible)
variety and an algebraic group over the ground field k. In particular, any finite group
naturally defines a constant algebraic group over k, which is a finite set of points over k as
a variety. By a scheme, we mean a scheme of finite type over k. By an algebraic space, we
mean an algebraic space, as defined in Knutson’s book [44, Def. II.1.1], that is of finite type
over k. In particular, any algebraic space we consider is quasi-separated, but not necessarily
separated. By an algebra, we mean an associative unital k-algebra. By a dg-category, we
mean a small k-linear dg-category, that is, a category enriched in the category of complexes
of k-vector spaces. Explicitly, morphisms between any two objects in such category form a
complex of k-vector spaces, which we call a morphism-complex.
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Group actions will always be understood to be left actions. Given a finite group G, we
call a variety endowed with an algebraic G-action a G-variety. If the group in question
is clear from context, we sometimes simply write equivariant variety. Given a subgroup
H ⊂ G and an H-variety Y , we denote the induced G-variety G×H Y by ind
G
H(Y ).
Given a finite set S, we denote the number of elements in S by |S|. Given a finite
group G, we denote the category of finite-dimensional k-linear representations by rep(G)
and the set of isomorphism classes of irreducible representations in this category by Irr(G).
We use the notations repl(G) and Irrl(G) when we consider representations of G over an
arbitrary field l. Denote the group algebra of G with coefficients in k by k[G]. Given
an element g ∈ G, we denote its centralizer in G by Z(g). Denote the set of conjugacy
classes in G by C(G). Given a non-negative integer n, we denote the symmetric group that
permutes n elements by Σn (thus both Σ0 and Σ1 are the trivial group).
Given an algebra A, we denote its center by Z(A) and the category of left A-modules
by Mod(A). Given an action of a finite group G on A, we let ModG(A) denote the category
of G-equivariant A-modules, that is, the category of A-modulesM with an action of G such
that g(am) = g(a)g(m) for all g ∈ G, a ∈ A, and m ∈M . If A is finite-dimensional over k,
we let mod(A) denote the category of left A-modules that are finite-dimensional over k and
similarly for modG(A).
Given a variety X , we denote the category of coherent sheaves on X by coh(X). Given
a coherent sheaf of OX -algebras A on X , we say that a sheaf of A-modules is coherent
provided that it is coherent when regarded as a sheaf of OX -modules. We denote the
category of coherent A-modules by coh(A). Given an action of a finite group G on X ,
we let cohG(X) denote the category of G-equivariant coherent sheaves on X . If A is
a G-equivariant coherent sheaf of OX -algebras, we let coh
G(A) denote the category of
G-equivariant coherent A-modules.
We will always assume that our Deligne–Mumford stacks, or DM-stacks for short, are of
finite presentation over k and that they have finite inertia. The latter condition means that
the natural morphism from the inertia stack to a given DM-stack is finite. Note that this
is weaker than requiring the DM-stack to be separated. By a theorem by Keel–Mori [42],
under these hypotheses each DM-stack X admits a coarse space π : X → X cs, which is initial
in the category of morphisms to algebraic spaces. Furthermore, the morphism π is a proper,
quasi-finite, universal homeomorphism such that the canonical morphism OX cs → π∗OX is
an isomorphism, see also papers by Conrad [22] and Rydh [61].
Following Kresch [46, Def. 5.5], we say that a DM-stackX is (quasi-)projective if it admits
a (locally) closed embedding into a smooth, proper DM-stack with projective coarse space.
A DM-stack is quasi-projective if and only if it is isomorphic to the quotient stack [P/GLn],
where P is a quasi-projective variety and the action of GLn on P is proper, linear and each
point of P is semi-stable with respect to the linearized action. That is, the morphism
P × GLn → P × P defined by the projection and the action is proper and there is a
GLn-equivariant line bundle L on P such that P admits an affine open covering of subsets
of the form Ps := {s 6= 0}, where s is a GLn-invariant global section of some non-negative
power of L.
Indeed, assume that X is a quasi-projective DM-stack. Then X ≃ [P/GLn] for some
quasi-projective variety P with an GLn-action and Xcs is quasi-projective by [46, Prop. 5.1,
Theor. 5.3]. The action of GLn on P is proper, because the morphism P ×GLn → P ×P is
the pull-back of the diagonal X → X × X , which is proper since X , being a locally closed
substack of separated stack by assumption, is separated. Moreover, since the morphism
P → X is affine, any ample line bundle on X pulls back to an equivariant line bundle on P
making each point of P semi-stable. Conversely, assume that X ≃ [P/GLn], where P is a
quasi-projective variety on which GLn acts properly and linearly such that P is everywhere
semi-stable with respect to the linearlized action. Then P is in fact everywhere stable since
the action is proper. Hence there exists a quasi-projective geometric quotient P/GLn by
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geometric invariant theory. Since the action is proper, we have Xcs ≃ P/GLn by a result
of Kolla´r [45, Cor. 2.15]. Hence X is quasi-projective by [46, Theor. 5.3].
In our paper, we use the root construction, which was introduced by Cadman [20] and
by Abramovich, Graber, Vistoli [1]. Given a DM-stack X , an effective Cartier divisor
D ⊂ X , and a positive integer r, we denote the r-th root stack of X in D by Xr−1D.
That is, Xr−1D is the r-th root stack associated with the line bundle OX (D) together
with the section that corresponds to the canonical morphism of sheaves OX → OX (D).
Recall that Xr−1D is a DM-stack with a canonical morphism f : Xr−1D → X , which is an
isomorphism over X r D. Moreover, the morphism f is proper and faithfully flat and the
natural morphism f cs : (Xr−1D) cs → X cs is an isomorphism of algebraic spaces. There is
a naturally defined effective Cartier divisor E ⊂ Xr−1D such that f
∗D = r · E and the
morphism E → D is a µr-gerbe. We call E the exceptional divisor and we call D the center
of the root construction. The root stack of a smooth stack in a smooth center is smooth.
Let us describe the root construction explicitly in the case X = [P/GLn] and
D = [Q/GLn], where P is a variety with a proper action of GLn and Q is a GLn-invariant
effective Cartier divisor on P . Denote the total space of the line bundle OP (−Q) by L. The
natural morphism of line bundles OP (−Q) → OP corresponds to a morphism of varieties
L→ P × A1. Its composition with the projection to A1 defines a regular function f on L,
which is linear along the fibers of L. The function f is invariant under the natural action
of GLn on L. Let L
0 denote the complement to the zero section in L. Let M ⊂ L0 × A1
be a closed subvariety given by the equation f − tr = 0, where t is the coordinate on A1.
Define the action of Gm on L
0 × A1 by the formula
Gm × (L
0 × A1) −→ L0 × A1 ,
(
λ, (s, t)
)
7−→ (λrs, λt) .
Then M ⊂ L0 × A1 is invariant under this action of Gm. Also, M is invariant under the
action of GLn, where GLn acts trivially on A
1. Let N ⊂ M be the Cartier divisor defined
by the equation t = 0. Note that N is isomorphic to the complement to the zero section in
the total space of the conormal bundle OQ(−Q) to Q in P . There are natural isomorphism
of stacks
Xr−1D ≃ [M/(GLn ×Gm)] , E ≃ [N/(GLn ×Gm)] .
Thus Xr−1D is a quotient stack and we see that its coarse space is isomorphic to X cs.
Moreover, Xr−1D is smooth whenever X and D, or, equivalently, P and Q, are smooth.
By a stacky blow-up, we mean either a blow-up of a DM-stack X in a closed substack
Z ⊂ X or a root construction of X in an effective Cartier divisor D ⊂ X . Note that stacky
blow-ups in smooth centers preserve the class of smooth projective DM-stacks (for root
constructions this follows from the discussion above and for usual blow-ups one should use
that they commute with taking quotient stacks).
Given a variety X , we let K0(X) denote the Grothendieck group of the exact category
of vector bundles on X and we let Ki(X), i > 0, denote the algebraicK-groups of this exact
category. If k = C is the field of complex numbers, then we let Ktopi (X), i > 0, denote
the topological K-groups of the topological space X(C) of complex points of X with the
classical topology. Recall that there are canonical isomorphisms Ktop2i (X) ≃ K
top
0 (X) and
Ktop2i+1(X) ≃ K
top
1 (X) for any i > 0.
3 Various Grothendieck rings
3.1 The Grothendieck group of G-varieties
The following notions and results are taken from the paper of Bittner [13] (see also a survey
by Looijenga [48]). Fix a finite group G.
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Definition 3.1. The Grothendieck group K0(Var
G
k ) of G-varieties over k is the abelian
group generated by isomorphism classes {X}G ofG-varietiesX over k subject to the scissors
relations
{X}G = {X r Z}G + {Z}G , (3.1)
where Z is a G-invariant closed subvariety of a G-variety X .
When G is the trivial group {e}, we omit the upper index G = {e} in the notation, that
is, we use K0(Vark) and {X} for K0(Var
{e}
k ) and {X}
{e}, respectively.
Remark 3.2. In [13, § 7] the extra relations {P(V )}G = {Pn−1}G, where V is an n-
dimensional representation of G and G acts trivially on Pn−1, are imposed on K0(Var
G
k ).
Although these relations are natural to consider, the results that we prove below hold
without them, so we do not include these relations in Definition 3.1.
Remark 3.3.
(i) The abelian group K0(Vark) is a ring with multiplication defined by the natural
formula {X} · {Y } := {X × Y } and with unit being the class {∗} of the point ∗ =
Spec(k).
(ii) One has a ring structure on the abelian group K0(Var
G
k ) with multiplication defined
by the formula {X}G·{Y }G := {X×Y }G, where G acts diagonally onX×Y . However
this is not a convenient ring if one wants to compare it with the Grothendieck rings
of DM-stacks (see Definition 3.16 and Remark 3.17 below).
Recall that any G-variety X (or more generally, any G-algebraic space X) admits a
canonical quotient morphism X → X/G that is initial among G-invariant morphisms to
algebraic spaces. Indeed, this is a special case of the theorem by Keel–Mori [42] mentioned
in the previous section. Note that X/G may be a genuine algebraic space even if X is a
variety (see, e.g., Vistoli’s explanation in [72, § 4.4.2]). However, if X is a quasi-projective
G-variety, then every G-orbit in X is contained in an affine open subset of X . This implies
that X/G is a variety and, in addition, a geometric quotient, see [34, Exp.V, Prop. 1.8]. In
fact, in this situation X/G is even quasi-projective.
Remark 3.4.
(i) It is also possible to consider smaller classes of G-varieties in Definition 3.1. Namely,
one can take isomorphism classes of either quasi-projective or smooth quasi-projective
or quasi-affine or smooth quasi-affine G-varieties subject to the scissors relations (3.1)
and obtain the same groupK0(Var
G
k ). The reason is that any G-variety admits a finite
G-equivariant stratification with strata being smooth affine G-varieties. When G is
trivial, this is obvious. For an arbitrary group G, this follows from the fact that
any algebraic space admits a finite stratification with strata being affine schemes, see
Knutson’s book [44, Ch. 2, Prop. 6.6], which we apply to the algebraic space X/G for
a given G-variety X .
(ii) On the other hand, one can consider in Definition 3.1 a larger class than that
of all G-varieties. Namely, one can take isomorphism classes of either G-schemes
or G-algebraic spaces subject to the scissors relations (3.1) and obtain the same
groupK0(Var
G
k ). Indeed, by definition, the class of a G-scheme X in the Grothendieck
group is equal to the class of the corresponding closed reduced G-subscheme Xred,
which is a variety. For a G-algebraic space X , apply the same argument as in (i)
using the fact that the quotient X/G is again an algebraic space.
In particular, for any G-algebraic space X , one has a well defined
class {X}G := {X0}G + · · ·+ {Xn}G in K0(Var
G
k ), where X = X0 ∪ . . . ∪ Xn
is a stratification of X into G-invariant varieties.
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(iii) It follows from part (i) and from the existence of G-equivariant smooth compactifica-
tions for smooth affine G-varieties over k (see the proof of [13, Lem. 7.1] for a non-
trivial G) that the group K0(Var
G
k ) is generated by isomorphism classes of smooth
projective G-varieties. However, note that the scissors relations (3.1) do not make
sense for these generators as these relations involve open subvarieties.
Definition 3.5. Let K0(Var
G,sp
k ) be the abelian group generated by isomorphism
classes {X}G of smooth projective G-varieties X over k subject to the blow-up relations
{X}G − {Z}G = {X˜}G − {E}G , {∅}G = 0 , (3.2)
where X˜ → X is the blow-up of a smooth projective G-variety X in a G-invariant smooth
center Z ⊂ X and E ⊂ X˜ is the exceptional divisor.
Remark 3.6. The blow-up relations (3.2) imply the equality in K0(Var
G,sp
k )
{X ⊔ Y }G = {X}G + {Y }G
for all smooth projective G-varieties X and Y . Indeed, by definition, the blow-up of X ⊔Y
in Y is just X with an empty exceptional divisor.
The natural isomorphism of G-varieties X r Z ≃ X˜ r E implies that the blow-up
relations (3.2) hold in the group K0(Var
G
k ). Therefore one has a natural homomorphism of
groups
K0(Var
G,sp
k ) −→ K0(Var
G
k ) . (3.3)
It is proved by Bittner in [13, Theor. 3.1, Lem. 7.1] that homomorphism (3.3) is an iso-
morphism. Essentially, the proof is based on the weak factorization theorem for smooth
projective varieties over k proved by Abramovich, Karu, Matsuki, W lodarczyk in [2] and
by W lodarczyk in [73] (note that weak factorization holds for smooth projective G-varieties
as well). We reproduce a part of the argument below in Lemma 3.26 in the context
of DM-stacks. The isomorphism (3.3) is usually called the Bittner presentation of the
group K0(Var
G
k ).
3.2 The Grothendieck ring of equivariant varieties
In the context of comparison with the Grothendieck rings of DM-stacks, it is natural to
collect all together the groups K0(Var
G
k ) as follows.
Definition 3.7.
(i) Define the ring
⊕
G
K0(Var
G
k ), where the direct sum is taken over the set of isomorphism
classes of finite groups and multiplication is given by {X}G · {Y }H := {X × Y }G×H
with the natural action of G×H on X × Y .
(ii) The Grothendieck ring K0(Var
eq
k ) of equivariant varieties over k is the quotient of the
ring
⊕
G
K0(Var
G
k ) by the subgroup generated by elements of type
{Y }H − {indGH(Y )}
G , (3.4)
where Y is an H-variety and we have an embedding of groups H ⊂ G. We call
elements in formula (3.4) induction relations.
The ring K0(Var
eq
k ) is also defined by Gusein-Zade, Luengo, Melle-Herna´ndez in [35,
Def. 6], where it is denoted by K fGr0 (Vark). Related groups are considered by Getzler and
Pandharipande in [30] and by Bergh in [8].
Remark 3.8.
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(i) The subgroup of
⊕
G
K0(Var
G
k ) generated by the induction relations (3.4) is indeed
an ideal, because taking products commutes with induction. Namely, for a fi-
nite group F and an F -variety Z, there is a (G × F )-equivariant isomorphism
indGH(Y )× Z ≃ ind
G×F
H×F (Y × Z).
(ii) Since the group
⊕
G
K0(Var
G
k ) is generated by classes of smooth projective equivariant
varieties (see Remark 3.4(iii)) and for an embedding of groups H ⊂ G, the map
indGH : K0(Var
H
k )→ K0(Var
G
k ) is a group homomorphism, we see that one obtains the
same ring K0(Var
eq
k ) if one assumes in Definition 3.7(ii) that Y is, additionally, a
smooth projective H-variety. In other words, K0(Var
eq
k ) is generated by classes of
smooth projective equivariant varieties subject to the blow-up relations (3.2) and the
induction relations (3.4).
In order to study the ring K0(Var
eq
k ), one often considers homomorphisms
ρ : K0(Var
eq
k ) −→ A ,
where A is an abelian group. Such homomorphisms are usually called motivic measures.
If A is in addition a ring, then one sometimes requires ρ to be a ring homomorphism. To
ease notation, we put
ρG(X) := ρ({X}G)
for a G-variety X . In particular, if G is trivial, we write ρ(X) instead of ρ({X}).
Let X be a G-variety and let Z ⊂ X be a G-invariant closed subvariety. Note that since
we are working over a field of characteristic zero, the quotient Z/G is a closed subspace
of X/G (see, e.g., [9, Prop.A.3] for a proof of this well-known fact). In particular, it easy to
check that there is a well-defined ring homomorphism (see Remark 3.4(ii) for the definition
of the class {X/G} when X/G is an algebraic space)
γ : K0(Var
eq
k ) −→ K0(Vark) , {X}
G 7−→ {X/G} . (3.5)
The composition of the natural homomorphism i : K0(Vark) → K0(Var
eq
k ) with γ is the
identity, whence i is injective. Thus, for simplicity of notation, we usually omit i.
We will use also the following system of additive generators of K0(Var
eq
k ).
Lemma 3.9. Let G be a finite group and X be a G-variety. Let Λ denote the set of
conjugacy classes of subgroups of G, and choose a system of representatives {Nλ}λ∈Λ for Λ.
Denote the normalizer of Nλ in G by Gλ and let Hλ := Gλ/Nλ.
(i) There is a (uniquely defined) locally closed subvariety Yλ ⊂ X such that Yλ(k¯) consists
of all k¯-points of X having Nλ as stabilizer.
(ii) We have a well-defined action of Gλ on Yλ with kernel Nλ such that the induced action
by Hλ is free.
(iii) There is an equality
{X}G =
∑
λ∈Λ
{Yλ}
Gλ
in K0(Var
eq
k ).
Proof. (i) We have
Yλ = X
Nλ r
⋃
N!Nλ
XN .
(ii) This follows directly from the definition of Yλ.
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(iii) For each λ ∈ Λ, let Xλ ⊂ X be the locally closed subvariety formed by all k¯-points
in X whose stabilizers belong to the conjugacy class λ. In particular, Yλ ⊂ Xλ. We have a
canonical G-equivariant isomorphism
Xλ ≃ ind
G
Gλ(Yλ) . (3.6)
On the other hand, we have a finite G-equivariant stratification
X =
⋃
λ∈Λ
Xλ . (3.7)
Therefore the equalities
{X}G =
∑
λ∈Λ
{Xλ}
G =
∑
λ∈Λ
{indGGλ(Yλ)}
G =
∑
λ∈Λ
{Yλ}
Gλ
hold in K0(Var
eq
k ).
Note that the stratification obtained in formula (3.7) is the coarsest among all strat-
ifications with the property expressed in formula (3.6) such that Gλ acts through a free
action of Hλ on Yλ.
3.3 Extended quotients
Let G be a finite group and X be a G-variety.
Definition 3.10.
(i) The inertia of X is a G-variety defined as the equalizer Eq(G × X ⇒ X) of two
G-equivariant morphisms given by the action of G on X and by the projection. Here,
we consider the diagonal action of G on G×X , where G acts on itself by conjugation.
(ii) The extended quotient X/exG of X is the algebraic space defined as the quotient of
the inertia:
X/exG := Eq(G×X ⇒ X)/G .
Note that if a G-variety X is quasi-projective, then the extended quotient is a quasi-
projective variety as well.
Explicitly, k¯-points of the inertia Eq(G×X ⇒ X) are given by pairs (x, g), where x is
a k¯-point of X and g is an element of the stabilizer of x in G. Taking the G-equivariant
projection from the inertia to G, we see that the inertia decomposes G-equivariantly into a
disjoint union as follows:
Eq(G×X ⇒ X) =
∐
[g]∈C(G)
indGZ(g)(X
g) , (3.8)
where g ∈ G is a representative of a conjugacy class [g] ∈ C(G), Xg ⊂ X is the closed
subvariety of g-fixed points, and Z(g) ⊂ G is the centralizer of g in G. Hence we have a
decomposition of the extended quotient into a disjoint union
X/exG =
∐
[g]∈C(G)
Xg/Z(g) . (3.9)
Example 3.11. Given an exact sequence of finite groups
1 −→ N −→ G −→ H −→ 1 ,
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let G act on a varietyX through a free action ofH on X . Then the inertia and the extended
quotient are as follows:
Eq(G×X ⇒ X) = N ×X , X/exG =
(
C(N)×X
)
/H ,
where H acts diagonally on C(N) ×X with the action on C(N) by conjugation. The col-
lection of varieties Xg/Z(g), [g] ∈ C(G), from formula (3.9) coincides with the collection of
varieties X/Hc parameterized by H-orbits [c] ∈ C(N)/H , where c ∈ C(N) is a representa-
tive of an H-orbit [c] and Hc is the stabilizer of c in H . In particular, if N is central, then
there are equalities X/exG = N × (X/H) =
|N |∐
i=1
X/H.
The following fact was also essentially proved in [35, Lem. 1] in different terms.
Lemma 3.12.
(i) Taking inertia defines a ring endomorphism
iner : K0(Var
eq
k ) −→ K0(Var
eq
k ) , {X}
G 7−→ {Eq(G×X ⇒ X)}G .
(ii) For any finite group G and a G-variety X, there is an equality
iner {X}G =
∑
[g]∈C(G)
{Xg}Z(g) .
Proof. (i) First one checks easily that for each finite group G, taking inertia is a well-defined
endomorphism of the group K0(Var
G
k ). This gives a map from
⊕
G
K0(Var
G
k ) to itself, which
is a ring endomorphism, because taking equalizers commutes with products. Now we need
to show that this homomorphism respects the induction relations (3.4). For this it is enough
to prove that taking inertia commutes with induction.
In other words, it is enough to prove that for any H-variety Y and an embedding of
finite groups H ⊂ G, there is a G-equivariant isomorphism
indGH
(
Eq(H × Y ⇒ Y )
)
≃ Eq
(
G× indGH(Y )⇒ ind
G
H(Y )
)
. (3.10)
The left hand side of (3.10) is G-equivariantly isomorphic to the quotient by H of the
(G×H)-invariant subvariety
S := {(g, h, y) | h(y) = y} ⊂ G×H × Y ,
where y denotes a k¯-point of Y and the action of G × H on G × H × Y is given by the
formula
(g′, h′) : (g, h, y) 7−→
(
g′g(h′)−1, h′h(h′)−1, h′(y)
)
.
The right hand side of (3.10) is G-equivariantly isomorphic to the quotient by H of the
(G×H)-invariant subvariety
T := {(g1, g2, y) | (g1g2h
−1, h(y)) = (g2, y) for (unique) h ∈ H} ⊂ G×G× Y ,
where, again, y denotes a k¯-point of Y and the action of G×H on G×H × Y is given by
the formula
(g′, h′) : (g1, g2, y) 7−→
(
g′g1(g
′)−1, g′g2(h
′)−1, h′(y)
)
.
Finally, we have a (G×H)-equivariant isomorphism
S
∼
−→ T , (g, h, y) 7−→ (ghg−1, g, y) .
(ii) This follows directly from part (i) and formula (3.8).
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By Lemma 3.12, we obtain a ring homomorphism (see formula (3.5) for γ)
γ ◦ iner : K0(Var
eq
k ) −→ K0(Vark) , {X}
G 7−→ {X/exG} =
∑
[g]∈C(G)
{Xg/Z(g)} .
(3.11)
Remark 3.13.
(i) When k = C, the composition of γ◦ iner (respectively, of γ◦ inern for an integer n > 1)
with the Euler characteristic map χ : K0(VarC)→ Z is called an orbifold Euler char-
acteristic (respectively, an n-th orbifold Euler characteristic), which was introduced
by Atiyah and Segal in [5], see also papers by Hirzebruch and Ho¨fer [37] and by Bryan
and Fulman [19].
(ii) It is shown in [5] that for any smooth complex algebraic G-variety X , there are
canonical isomorphisms
KG,topi (X)C ≃ K
top
i (X/
exG)C , i = 0, 1 ,
where KG,topi (X) are G-equivariant topological K-groups of X .
In view of Remark 3.13(ii), it makes sense to compare the classes {X}G and {X/exG}
in K0(Var
eq
k ) or, rather, to compare their images under homomorphisms from K0(Var
eq
k ) to
some other groups or rings. With this aim, we give the following definition.
Let S be a (possibly, infinite) collection of exact sequences of finite groups
1 −→ Ns −→ Gs −→ Hs −→ 1 , s ∈ S .
Definition 3.14.
(i) We say that a G-variety X is S-adequate if for any k¯-point x of X , the exact sequence
1 −→ Nx −→ Gx −→ Hx −→ 1
belongs to S, where Nx ⊂ G is the stabilizer of x and Gx ⊂ G is the normalizer of Nx
in G.
(ii) Let RS ⊂ K0(Var
eq
k ) be the subgroup generated by elements of type
{V }G − {V/G} , (3.12)
where V is a G-variety with a free action of a group G, and by elements of type
{Y }Gs − {C(Ns)× Y }
Hs ,
where s runs over elements of S, Y is a smooth projective Hs-variety, the action of Gs
on Y is through Hs, and Hs acts on C(Ns) by conjugation.
Note that formula (3.12) does not depend on the collection S.
Let ρ : K0(Var
eq
k )→ A be a homomorphism to an arbitrary abelian group. Lemma 3.9
implies that checking the equality in A
ρG(X) = ρ(X/exG) (3.13)
for every S-adequate G-variety X is equivalent to checking this equality only for special
S-adequate equivariant varieties, see Proposition 3.15(i) below. Note that these special S-
adequate equivariant varieties are not necessarily smooth projective, even if one considers
only smooth projective equivariant varieties X as above.
On the other hand, one often defines a homomorphism ρ only on classes of smooth
projective equivariant varieties verifying the blow-up relations (3.2) and the induction re-
lations (3.4) (see Remark 3.8(ii)). Thus it is useful to find conditions “more in terms of”
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smooth projective equivariant varieties that would guarantee equality (3.13). We give in
Proposition 3.15(ii) such sufficient conditions in terms of RS . The conditions do not seem to
be necessary. However, they are satisfied in our main application, that is, for the categorical
measure and the collection S0 (see Proposition 4.5(ii) and Definition 6.1 below).
Proposition 3.15. Let ρ : K0(Var
eq
k )→ A be a homomorphism of abelian groups.
(i) There is an equality ρG(X) = ρ(X/exG) for every S-adequate G-variety X if and only
if there is an equality ρGs(Y ) = ρ(Y/exGs) for every s ∈ S and every Gs-variety Y
such that the action of Gs on Y is through a free action of Hs on Y .
(ii) Suppose that the homomorphism ρ factors through the quotient K0(Var
eq
k )/RS , that
is, we have ρ(RS) = 0. Then for every S-adequate G-variety X, there is an equality
ρG(X) = ρ(X/exG).
Proof. (i) This follows directly from Lemma 3.9 and the fact that γ ◦ iner is a group
homomorphism (see formula (3.11)).
(ii) For any s ∈ S, the map
K0(Var
Hs
k ) −→ K0(Var
eq
k ) , {Y }
Hs 7−→ {Y }Gs − {C(Ns)× Y }
Hs ,
is a homomorphism of groups. Therefore, since K0(Var
Hs
k ) is generated by classes of smooth
projectiveHs-varieties, we see that for any Hs-variety Y , not necessarily smooth projective,
we have
{Y }Gs − {C(Ns)× Y }
Hs ∈ RS .
Furthermore, suppose that the action of Hs on a variety Y is free. Then the action of Hs
on C(N)× Y is free as well and by relation (3.12), we have
{C(Ns)× Y }
Hs −
{(
C(Ns)× Y
)
/Hs
}
∈ RS .
By Example 3.11, there is an equality(
C(Ns)× Y
)
/Hs = Y/
exGs .
Hence we obtain that
{Y }Gs − {Y/exGs} ∈ RS
when the action of Hs on Y is free. Now we finish the proof using part (i).
3.4 The Grothendieck ring of smooth projective DM-stacks
One has an analog for DM-stacks of the group K0(Var
G,sp
k ) (see Definition 3.5). Note
that there are “more birational morphisms” between DM-stacks than between varieties,
because, in general, the root construction is not decomposed as a composition of blow-ups
and blow-downs. Thus in the Bittner presentation for smooth projective DM-stacks one
should consider stacky blow-ups (see Section 2).
Definition 3.16. The Grothendieck ring K0(DM
sp
k ) of smooth projective DM-stacks is the
abelian group generated by isomorphism classes {X} of smooth projective DM-stacks X
over k subject to the stacky blow-up relations
{X} − {Z} = {X˜ } − {E} , {∅} = 0 , (3.14)
where X˜ → X is a stacky blow-up of a smooth projective DM-stack X in a smooth center
Z ⊂ X and E ⊂ X˜ is the exceptional divisor. Multiplication in K0(DM
sp
k ) is defined by the
formula {X} · {Y} := {X × Y}.
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As in Remark 3.6, there is an equality in K0(DM
sp
k )
{X ⊔ Y} = {X}+ {Y}
for all smooth projective DM-stacks X and Y.
It follows from Remark 3.8(ii) that one has a well-defined ring homomorphism
α : K0(Var
eq
k ) −→ K0(DM
sp
k ) , {X}
G 7−→ {[X/G]} , (3.15)
where X is a smooth projective G-variety and G is a finite group.
Remark 3.17. For a non-trivial finite group G, the composition
K0(Var
G
k ) −→ K0(Var
eq
k ) −→ K0(DM
sp
k )
is not a homomorphism of rings (cf. Remark 3.3(ii)).
The homomorphism γ (see formula (3.5)) equals to the composition of α with the ring
homomorphism
K0(DM
sp
k ) −→ K0(Vark) , {X} 7−→ {X cs} .
Indeed, it is enough to check this on generators given by smooth projective equivariant
varieties, in which case this is clearly true.
The following theorem is crucial for us.
Theorem 3.18. Let V be a G-variety with a free action of a group G. Then the equality
αG(V ) = α(V/G)
holds in K0(DM
sp
k ).
Theorem 3.18 is equivalent to saying that the homomorphism α sends to zero elements
from formula (3.12). We prove Theorem 3.18 in Subsection 3.5.
Remark 3.19. It is natural to define the Grothendieck ring K0(DMk) of DM-stacks over k
as the abelian group generated by isomorphism classes {X} of DM-stacks X over k subject
to the scissors relations
{X} = {X r Z}+ {Z} ,
where Z is a closed substack of a DM-stack X . Multiplication in K0(DMk) is induced by
taking products of stacks.
There is a natural ring homomorphism (cf. formula (3.3))
β : K0(DM
sp
k ) −→ K0(DMk) ,
which is proven to be an isomorphism in a parallel work by Bergh [10, Theor. 1.1].
The proof in op. cit. uses weak factorization for proper birational maps between smooth
DM-stacks which are quotient stacks. A full proof of weak factorization for DM-stacks has
recently been given by Harper in [36] and independently by Rydh (unpublished).
Note that Theorem 3.18 follows easily from the fact that β is an isomorphism. In this
work, we do not need the full power of this result, but choose to provide a somewhat simpler
proof, which is given in the next section.
3.5 Proof of Theorem 3.18
Let G be a finite group.
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Definition 3.20. A standard pair of varieties is a pair (X,D), where X is a smooth projec-
tive variety andD is a simple normal crossing divisor onX . A standard pair isG-equivariant
if X is a G-variety and D is a union of G-invariant smooth (not necessarily connected) di-
visors. We define standard pairs of DM-stacks similarly, with smooth projective varieties
being replaced by smooth projective stacks.
Note the slight subtlety in the definition of aG-equivariant standard pair, namely, thatD
is not just required to be G-invariant. The rationale behind our definition is that we want
G-equivariant standard pairs (X,D) of varieties to give standard pairs ([X/G], [D/G]) of
the quotient stacks.
Example 3.21. Let X be the product P1 × P1, G be the group Z/2Z acting by permuting
the multiples, and D be the union P1×{0}∪{0}×P1. Then (X,D) is not a standard pair.
However, the blow-up X˜ of X at the point {0} × {0} with the preimage D˜ of D form a
G-equivariant standard pair.
The technique illustrated in Example 3.21 generalizes to G-varieties of arbitrary dimen-
sion.
Lemma 3.22. Let X be a smooth projective G-variety and let D be a reduced, G-invariant
simple normal crossing divisor on X. Then there exists a birational modification π : X ′ → X
such that π is an isomorphism over the complement of D and π−1D is a simple normal
crossings divisor that is a union of G-invariant smooth divisors.
Proof. We may without loss of generality assume that X is of pure dimension n. We
construct π as the composition
X ′ = Xn−1 → · · · → X0 = X
of blow-ups in G-invariant smooth centers Zi ⊂ Xi as follows. Let Di denote the strict
transform of D to Xi and let Ei denote the exceptional locus of the composition Xi → X .
Furthermore, we let Zi ⊂ Xi be the locus where n− i of the irreducible components of Di
meet. By a simple induction argument one shows that at each step i, the divisor Ei +Di
is a simple normal crossings divisor, the divisor Ei is a sum of smooth G-invariant divisors
and the locus Zi is smooth, G-invariant and has normal crossings with Ei +Di. Here the
key observation is that the locus where n− i+ 1 of the irreducible components of Di meet
is empty, which makes Zi a disjoint union of intersections of irreducible components of Di.
In particular, after the last step the divisor Dn−1 = Zn−1 is smooth and G-invariant, so
π−1D = En−1 +Dn−1 has the desired properties.
Let (X ,D) be a standard pair of DM-stacks. Let I be the set of irreducible compo-
nents Di, i ∈ I, of D. Given a (possibly, empty) subset J ⊂ I, put
DJ :=
⋂
i∈J
Di . (3.16)
In particular, we have that D∅ := X . Define the element in K0(DM
sp
k )
{X ,D} :=
∑
J⊂I
(−1)|J|{DJ} ,
where J runs over all subsets of I including the empty set.
Theorem 3.23. Let (X ,D) be a standard pair of DM-stacks such that U := X r D is a
(quasi-projective) variety. Then there is an equality in K0(DM
sp
k )
{X ,D} = α(U) .
Before we prove Theorem 3.23, let us show how it implies Theorem 3.18. For this we
use the following lemma.
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Lemma 3.24. Let (X,D) be a G-equivariant standard pair of varieties and define a G-
variety V := X rD. Then there is an equality in K0(DM
sp
k )
αG(V ) = {X ,D} ,
where X := [X/G] and D = [D/G].
Proof. Let K be the set of irreducible components of D. Then the group G acts naturally
on K and I := K/G is the set of irreducible components of D. Furthermore, for each i ∈ I,
we have Di ≃ [Di/G], where Di is the union of irreducible components of D from the
corresponding G-orbit in K (note that these components do not intersect with each other
and the union is disjoint). Besides, for each subset J ⊂ I, we have DJ ≃ [DJ/G], where,
similarly as above, we put DJ :=
⋂
i∈J
Di.
Since D =
⋃
i∈I
Di, by the inclusion-exclusion principle, we have the equality inK0(Var
eq
k )
{V }G = {X}G − {D}G =
∑
J⊂I
(−1)|J|{DJ}
G .
Thus, applying α, we obtain the needed equality.
Proof of Theorem 3.18. By Remark 3.4(i), we may assume that V is a smooth affine
G-variety with a free action of G. Then there is a G-equivariant standard pair of vari-
eties (X,D) with a G-equivariant isomorphism V ≃ X rD. Indeed, this follows from the
proof of [13, Lem. 7.1] and Lemma 3.22 (cf. Remark 3.4(iii)).
We obtain a standard pair of DM-stacks ([X/G], [D/G]). (Note thatGmay not act freely
on the compactification X of V , so [X/G] will usually be a genuine DM-stack.) It remains
to apply Lemma 3.24 and Theorem 3.23 with X = [X/G], D = [D/G], and U = V/G.
Now let us prove Theorem 3.23. Firstly, let us recall the destackification theorem from
the paper by Bergh [9]. For this we introduce some more notation. Let (X ,D) be a standard
pair of DM-stacks and let Z ⊂ X be an irreducible smooth closed substack. Let I be the
set of irreducible components Di, i ∈ I, of D. Suppose that Z has simple normal crossings
with D, that is, for any subset J ⊆ I, the intersection (defined as a fibred product) of Z
with DJ is smooth (see formula (3.16) for DJ). Let X˜ → X be a stacky blow-up of X in Z
(according to our terminology, X˜ is a root stack when Z is a divisor), let D˜ ⊂ X˜ be the
strict transform of D, and let E ⊂ X˜ be the exceptional divisor. Then D˜ ∪ E is a simple
normal crossing divisor on X˜ , that is, (X˜ , D˜ ∪ E) is a standard pair of DM-stacks.
We denote a transform as above by (X˜ , D˜ ∪ E) → (X ,D) and call it a smooth stacky
blow-up of the standard pair of DM-stacks (X ,D). Note that the locus over X rD remains
unmodified if and only if we have Z ⊂ D.
More generally, we denote a sequence of such transforms by
(X ′,D′) −→ (X ,D)
and call it a smooth stacky blow-up sequence. Note also that if such a blow-up sequence
does not modify the locus over X rD, then we have an isomorphism Xi+1rDi+1 ≃ XirDi
for each step (Xi+1,Di+1)→ (Xi,Di) in the sequence, where 0 6 i 6 n − 1 with n being
the number of steps, (X0,D0) = (X ,D), and (Xn,Dn) = (X ′,D′).
The following destackification theorem is a combination of [9, Theor. 1.2] and a discus-
sion before [9, Cor. 1.4].
Theorem 3.25. Let (X ,D) be a standard pair of DM-stacks such that X r D is a va-
riety. Then there is a smooth stacky blow-up sequence of standard pairs of DM-stacks
(X ′,D′)→ (X ,D) such that
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(i) (X,D) := (X ′cs,D
′
cs) is a standard pair of varieties;
(ii) the canonical morphism (X ′,D′) → (X,D) is a smooth stacky blow-up sequence of
standard pairs of DM-stacks (actually, only root constructions are involved here);
(iii) the locus over X rD remains unmodified, that is, there are natural isomorphisms of
varieties
X rD ≃ X ′ rD′ ≃ X rD .
One can say that Theorem 3.25 gives an explicit way to pass from a stacky smooth
compactification (X ,D) of the variety X r D to a non-stacky one (X,D) by a smooth
stacky blow-up sequence.
Secondly, we investigate how the element {X ,D} ∈ K0(DM
sp
k ) is transformed by a
smooth stacky blow-up of a projective standard pair (X ,D). The proof of the next lemma
repeats a part of Bittner’s proof of [13, Theor. 3.1] with varieties being replaced by DM-
stacks. We provide it here for convenience of the reader.
Lemma 3.26. Let (X ,D) be a projective standard pair of DM-stacks, Z ⊂ D be an
irreducible smooth closed substack that has simple normal crossings with D, and let
(X˜ , D˜ ∪ E)→ (X ,D) be a smooth stacky blow-up with center Z, where D˜ is the strict trans-
form of D and E is the exceptional divisor. Then there is an equality in K0(DM
sp
k )
{X ,D} = {X˜ , D˜ ∪ E} .
Proof. Let I be the set of irreducible components Di, i ∈ I, of D. The irreducible compo-
nents of D˜ are the strict transforms D˜i of Di for i ∈ I.
Take a possibly empty subset J ⊂ I and put
ZJ := Z ∩ DJ , D˜J :=
⋂
i∈J
D˜i .
(As usual, we put Z∅ := Z and D˜∅ := X˜ .) Then D˜J is a stacky blow-up of the smooth
projective DM-stack DJ in ZJ and D˜J ∩E is the exceptional divisor of this stacky blow-up
(note that the blow-up of a DM-stack in itself is empty). Therefore we have an equality
in K0(DM
sp
k )
{DJ} − {ZJ} = {D˜J} − {D˜J ∩ E} .
On the other hand, we have equalities
{X ,D} =
∑
J⊂I
(−1)|J|{DJ} , {X˜ , D˜ ∪ E} =
∑
J⊂I
(−1)|J|
(
{D˜J} − {D˜J ∩ E}
)
.
Thus it is enough to show that the sum
∑
J(−1)
|J|{ZJ} equals zero. Since Z ⊂ D and Z
is irreducible, there is i0 ∈ I such that Di0 contains Z. Then for any subset L ⊂ I r {i0},
we have that ZL = ZL∪{i0}, whence {ZL} − {ZL∪{i0}} = 0. Since all subsets J ⊂ I are
grouped into pairs (L,L ∪ {i0}), where L ⊂ I r {i0}, this finishes the proof.
Finally, we are ready to prove Theorem 3.23.
Proof of Theorem 3.23. Apply Theorem 3.25 to the standard pair of DM-stacks (X ,D),
getting a standard pair of DM-stacks (X ′,D′) whose coarse space is a standard pair of
varieties (X,D). Since the locus over X r D remains unmodified, the centers of all smooth
stacky blow-ups involved are contained in the corresponding simple normal crossing divisors.
Thus, by Lemma 3.26, we have the equalities {X,D} = {X ′,D′} = {X ,D} in K0(DM
sp
k ).
On the other hand, the isomorphism K0(Var
sp
k ) ≃ K0(Vark) (see formula (3.3) and the
discussion after it) implies the equality α(U) = {X,D}, which finishes the proof.
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4 The categorical measure
4.1 The Grothendieck ring of geometric dg-categories
We start by reviewing dg-categories. A general reference is Keller’s paper [43]; see also
a survey by Kuznetsov and Lunts in [47, § 3]. Let M be a dg-category. We denote its
homotopy category by H0(M), that is, the category whose objects are the same as the
objects in M, and whose hom-sets are formed by the zeroth cohomology groups of the
morphism-complexes in M. A dg-functor Φ: M → N is a quasi-equivalence if Φ induces
quasi-isomorphisms on the morphism-complexes and the functor H0(Φ): H0(M)→ H0(N )
is an equivalence of categories (in fact, under the first condition, it is enough to require
that H0(Φ) is essentially surjective). Two dg-categories M and N are quasi-equivalent
if they are connected by a chain of quasi-equivalences, that is, if there is a diagram of
dg-categoriesM←Q1 → . . .← Qn → N , where all arrows are dg-functors that are quasi-
equivalences.
Let Mod-M be the dg-category of right dg-modules over M, that is, contravari-
ant dg-functors from M to the dg-category of complexes of k-vector spaces. We have
a natural dg-Yoneda embedding M → Mod-M, which induces a fully faithful functor
H0(M)→ H0(Mod-M). Note that the category H0(Mod-M) has a canonical triangu-
lated structure. A right dg-module over M is perfect if it, when considered as an object
in H0(Mod-M), lies in the smallest triangulated subcategory of H0(Mod-M) closed under
direct summands and containing H0(M).
A dg-category M is pre-triangulated if H0(M) is a triangulated subcategory
of H0(Mod-M). A dg-category M is proper if for any two objects of M, the total co-
homology of their morphism-complex is finite-dimensional. A dg-category M is smooth if
the diagonalM-bimodule is perfect in Bimod-M = Mod-(Mop⊗kM), where the diagonal
M-bimodule sends a pair of objects in M to their morphism-complex. A dg-category M
is called saturated if the homotopy category H0(M) is idempotent complete and M is
pre-triangulated, proper, and smooth. Note that all these properties are preserved under
quasi-equivalences.
Similarly, a triangulated category T is proper if for any two objects of T , the graded
morphism-space is finite-dimensional. Following Bondal and Kapranov [15, Def. 2.5], we say
that a triangulated category T is saturated if T is proper and all covariant and contravariant
cohomological functors from T to the category of finite-dimensional graded k-vector spaces
are representable and corepresentable, respectively.
For any saturated dg-category M, its homotopy category H0(M) is saturated as a
triangulated category. Indeed, since M is smooth, the class of the diagonal bimodule
in H0(Bimod-M) is a direct summand of an object P in the triangulated subcategory
of H0(Bimod-M) generated by H0(Mop⊗kM). Explicitly, this means that there is a finite
filtration of P (in a triangulated sense) whose adjoint quotients are classes of representable
M-bimodules Ei⊗Fi, where Ei, Fi are objects ofM and 1 6 i 6 n with n being the length
of the filtration. Taking the action of bimodules on modules and using properness of M,
we see that any object of H0(M) can be obtained from the class of the object E :=
⊕
iEi
by taking finite direct sums, direct summands, and at most n− 1 cones. In other words, E
is a strong generator of H0(M). Since H0(M) is idempotent complete and proper, we
have that the triangulated category H0(M) is saturated by a result of Bondal and Van den
Bergh [17, Theor. 1.3].
A semiorthogonal decomposition of a triangulated category T is an ordered pair of full
triangulated subcategories M,N ⊂ T such that there are no non-zero morphisms from
objects of N to objects of M , and such that T coincides with the smallest triangulated
subcategory containing M and N ; one denotes this by T = 〈M,N〉. A full triangulated
subcategory N of a triangulated category T is admissible if the embedding functor N → T
has a left and a right adjoint functors. In this case, we have semiorthogonal decompositions
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T = 〈N,⊥N〉 = 〈N⊥, N〉. Also, note that the composition of the embedding functor N → T
with the either left or right adjoint functor T → N is isomorphic to the identity functor
on N .
The following fact is well known to experts and we do not pretend to any originality
either in its statement or in its proof. We include this fact here as it can be viewed as a
natural reason to consider semiorthogonal decompositions and admissible subcategories in
the context of saturated dg-categories.
Proposition 4.1. Let T be a saturated dg-category and put T := H0(T ). Let M be a full
dg-subcategory in T and let M := H0(M) be the corresponding full subcategory in T . Then
the following conditions are equivalent:
(i) the dg-category M is saturated;
(ii) we have that M is a triangulated admissible subcategory of T ;
(iii) we have that M is a triangulated subcategory of T and there is a semiorthogonal
decomposition T = 〈M,N〉.
Proof. Assume condition (i). Then M is saturated as a triangulated category, whence M
is admissible in T , see [15, Prop. 2.6]. Clearly, condition (ii) implies condition (iii). Fi-
nally, assume condition (iii). One easily checks that M is idempotent complete and that
the dg-category M is pre-triangulated and proper. Also, it was proved by Lunts and
Schnu¨rer [50, Theor. 3.24] that the dg-category M is smooth (see also [52, Cor. 2.21]).
Thus M is saturated.
Let M be a triangulated category. A dg-enhancement of M is a pre-triangulated
dg-categoryM together with an equivalence of triangulated categories H0(M)
∼
−→M .
Here is an example of a saturated dg-category. Let X be a smooth projective vari-
ety and denote the bounded derived category of the abelian category coh(X) by Db(X).
One has various ways to construct an enhancement of Db(X), for example, with the help
of bounded below complexes of injective quasi-coherent sheaves. However, Lunts and
Orlov [49, Theor. 9.9] proved that, in fact, all dg-enhancements of Db(X) are (strongly)
quasi-equivalent. In other words, we have a dg-category D(X), well-defined up to a quasi-
equivalence, such that D(X) is a dg-enhancement of Db(X). Actually, by a result of
Schnu¨rer [62, Theor. 1.1], there is a functorial dg-enhancement of Db(X) simultaneously
for all varieties such that it respects inverse images, direct images, and tensor products of
coherent sheaves. The dg-categoryD(X) is smooth, see Lunts and Schnu¨rer [51, Theor. 1.2],
and one easily concludes that D(X) is saturated.
Following Orlov [57, Def. 4.3], we say that a dg-category M is geometric if there is a
smooth projective variety X and an admissible subcategory N ⊂ Db(X) such that the
corresponding full dg-subcategory N ⊂ D(X) with H0(N ) = N is quasi-equivalent to the
dg-categoryM. In particular, any geometric dg-category is saturated by Proposition 4.1.
In [16, Def. 5.2] Bondal, Larsen, and Lunts define the productM•N of dg-categoriesM
and N . One shows that the product of saturated dg-categories is saturated (see, e.g., [52,
Prop. 2.17]). Given smooth projective varieties X and Y , the dg-category D(X) • D(Y ) is
quasi-equivalent to D(X × Y ), see [16, Theor. 6.6]. It follows that the product of geometric
dg-categories is geometric (see also [32, Prop. 1.6]).
Definition 4.2. The Grothendieck ring of geometric dg-categories is the abelian
group K0(DG
gm
k ) generated by quasi-equivalence classes {M} of geometric k-linear
dg-categories subject to the relations
{M} = {M′}+ {M′′} , (4.1)
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where M′,M′′ ⊂M are full dg-subcategories inducing a semiorthogonal decomposition
H0(M) = 〈H0(M′), H0(M′′) 〉 .
Multiplication in K0(DG
gm
k ) is given by the formula {M} · {N} := {M • N} with unit
being 1 = {D(k)}, the class of the dg-category of finite-dimensional vector spaces.
Note that by a result of Orlov [57, Theor. 4.15], if M′,M′′ are full dg-subcategories of
a dg-categoryM inducing a semiorthogonal decomposition
H0(M) = 〈H0(M′), H0(M′′) 〉
and M′, M′′ are geometric, then M is geometric as well.
Remark 4.3. It is also possible to consider other classes of dg-categories in Definition 4.2.
Taking only dg-categories D(X), where X is a smooth projective variety, one gets the
ring Γ from [16, Def. 8.1]. On the other hand, taking all saturated dg-categories, one gets
the ringK0(DG
sat
k ) as in [16, Def. 2.27], in Tabuada’s paper [64, § 7], and in Toe¨n’s paper [69,
§ 5.4], where it is called a secondaryK-group of k (see also [52, § 2] for other various versions
of Grothendieck rings of dg-categories, including a Z/2Z-graded version). Clearly, one has
homomorphisms of rings
Γ −→ K0(DG
gm
k ) −→ K0(DG
sat
k ) .
None of these homomorphisms is known to be either injective, or surjective.
4.2 The categorical measure for smooth projective DM-stacks
Let X be a smooth projective DM-stack. As in the case of a variety, the bounded derived
category Db(X ) of the abelian category coh(X ) of coherent sheaves of OX -modules has
a dg-enhancement D(X ) obtained with the help of bounded below complexes of injective
quasi-coherent sheaves, see, e.g., [11, Rem.A.3, Ex. 5.4]. In addition, all dg-enhancements
of Db(X ) are quasi-equivalent by a result of Canonaco and Stellari [21, Prop. 6.10] (see
also [11, Rem. 5.8]), thus the dg-category D(X ) is well-defined up to quasi-equivalences. It
is proved by Bergh, Lunts, Schnu¨rer [11, Theor. 6.6] that the dg-category D(X ) is geometric
(the ground field k is of zero characteristic). Also, recall the following facts.
Proposition 4.4. Let X˜ → X be a stacky blow-up (see Section 2) of a smooth projective
DM-stack X in a smooth center Z ⊂ X and let E ⊂ X˜ be the exceptional divisor. Let r be
a positive integer defined as follows:
(i) if Z is a divisor in X , then r is such that X˜ is isomorphic to the r-th root stack Xr−1Z ;
(ii) if Z is not a divisor in X , then r > 2 is the codimension of Z in X .
Then there are semiorthogonal decompositions
Db(X˜ ) =
〈
Db(Z), . . . , Db(Z)︸ ︷︷ ︸
r−1
, Db(X )
〉
,
Db(E) =
〈
Db(Z), . . . , Db(Z)︸ ︷︷ ︸
r
〉
induced by fully faithful dg-functors between dg-enhacements of the triangulated categories
(in the case (i), the second decomposition is just a direct sum of categories).
The case (i) of Proposition 4.4 follows from results of Ishii and Ueda [38, Theor. 1.5,
Theor. 1.6] or from [11, Theor. 4.7]. The case (ii) of Proposition 4.4 follows from Elagin’s
results [27, Theor. 10.1, Theor. 10.2], because smooth projective DM-stacks are quotient
stacks, see Section 2 (the case of varieties goes back to Orlov [55, Theor. 4.3]).
Proposition 4.4 implies the following important result.
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Proposition 4.5.
(i) There is a well-defined homomorphism of groups
K0(DM
sp
k ) −→ K0(DG
gm
k ) , {X} 7−→ {D(X )} .
(ii) There is a well-defined homomorphism of groups
µ : K0(Var
eq
k ) −→ K0(DG
gm
k ) , {X}
G 7−→ {DG(X)} ,
where G is a finite group, X is a smooth projective G-variety and DG(X) is
a dg-enhancement of the bounded derived category DG(X) of the abelian cate-
gory cohG(X) of G-equivariant coherent sheaves on X.
Proof. (i) This follows directly from Proposition 4.4 and Definition 3.16.
(ii) Take the composition of α (see formula (3.15)) and the homomorphism from part (i).
The homomorphism µ in Proposition 4.5(ii) is called a categorical measure. For example,
we have µ(P1) = 2 and µ(A1) = 1.
Remark 4.6.
(i) Presumably one can show that the homomorphisms in Proposition 4.5 are, actually,
ring homomorphisms, e.g., by using Schnu¨rer’s methods from [62], but we do not need
this fact.
(ii) It is impossible to extend the homomorphism in Proposition 4.5(i) to all smooth
projective Artin stacks. For example, for the smooth projective Artin stack [∗/Gm],
the category Db([∗/Gm]) is isomorphic to the direct sum of countably many copies
ofDb(k). Thus the triangulated categoryDb([∗/Gm]) does not have a strong generator
and is not equivalent to the homotopy category of a saturated dg-category.
(iii) Clearly, the composition K0(Vark)→ K0(Var
eq
k )
µ
→ K0(DG
gm
k ) factors through the
homomorphism K0(Vark)→ Γ defined in [16, § 8.2].
(iv) The composition K0(Var
G
k )→ K0(Var
eq
k )→ K0(DG
gm
k ) factors through the quotient
of the group K0(Var
G
k ) considered in [13, § 7] (cf. Remark 3.2). Namely, it follows
from a result of Elagin [26, Theor. 2.1] that for an n-dimensional G-representation V ,
we have
µG
(
P(V )
)
= n · µ([∗/G]) = µG
(
Pn−1
)
,
where we consider the trivial action of G on Pn−1.
4.3 K-motives of geometric dg-categories
Let us explain a relation between geometric dg-categories and K-motives. We use this in
one of our main results (see Subsection 6.3).
The category KMk of K-motives over k is defined as the idempotent completion of the
additive category whose objects are smooth projective varieties and whose morphisms are
K0-groups of the products of varieties, see more details in Manin’s exposition [53]. The
category KMk has a symmetric monoidal structure that comes from products of varieties.
We have a covariant functor X 7→ KM(X) from the category of smooth projective varieties
to the category of K-motives. Also, algebraic K-groups are well-defined for K-motives.
Given smooth projective varieties X , Y and an object E ∈ Db(X × Y ), denote the
corresponding Fourier–Mukai functors between derived categories by
FME∗ : D
b(X) −→ Db(Y ) , F 7−→ RpY ∗
(
p∗X(F)⊗
L E
)
,
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FM∗E : D
b(Y ) −→ Db(X) , G 7−→ RpX∗
(
p∗Y (G) ⊗
L E
)
.
Also, denote the corresponding morphisms between K-motives by
[E ]∗ : KM(X) −→ KM(Y ) , [E ]
∗ : KM(Y ) −→ KM(X) .
Let Φ: D(X)→ D(Y ) be a quasi-functor, that is, Φ is given by a diagram of dg-categories
D(X)← Q1 → . . .← Qn → D(Y ), where all arrows are dg-functors and the backward ar-
rows are quasi-equivalences. Then Toe¨n’s theorem [68, Theor. 8.15] asserts that there exists
an object E ∈ Db(X × Y ) such that the functor from Db(X) to Db(Y ) induced by Φ is
isomorphic to FME∗ (this was previously proved by Bondal, Larsen, Lunts [16, Theor. 7.7]
in the case when Φ is an actual dg-functor).
It is shown by Gorchinskiy and Orlov [32, § 4] that for a smooth projective vari-
ety X and a triangulated admissible subcategory N ⊂ Db(X), one has a well-defined
K-motive KM(X,N), which is a direct summand in KM(X). Let us recall this construc-
tion. Let
p : Db(X) −→ N
be the left (or right) adjoint to the embedding i : N → Db(X). As explained in op. cit., the
functor p is induced by a quasi-functor
Π : D(X) −→ N .
Also, the functor i is clearly induced by a dg-functor from N to D(X), which we denote
similarly to ease notation. We see that the functor i ◦ p : Db(X)→ Db(X) is induced by
the quasi-functor i ◦Π: D(X)→ D(X). Hence by [68, Theor. 8.15], there exists an object
P ∈ Db(X ×X)
such that i ◦ p ≃ FMP∗. One checks that [P ]∗ : KM(X)→ KM(X) is a projector and one
defines KM(X,N) as the image of [P ]∗.
Recall that the K0-group of a triangulated category is generated by isomorphism classes
of objects subject to a relation defined naturally by distinguished triangles. The endofunc-
tor i ◦ p induces a projector from K0
(
Db(X)
)
≃ K0(X) to itself, whose image is K0(N). It
follows that we have an isomorphism K0
(
KM(X,N)
)
≃ K0(N).
Proposition 4.7. Let X, X ′ be smooth projective varieties and let N ⊂ Db(X),
N ′ ⊂ Db(X ′) be admissible subcategories. Let N ⊂ D(X), N ′ ⊂ D(X ′) be the correspond-
ing full dg-subcategories with H0(N ) = N , H0(N ′) = N ′. Suppose that the dg-categories N
and N ′ are quasi-equivalent. Then the K-motives KM(X,N) and KM(X ′, N ′) are iso-
morphic.
Proof. We let p, Π, P be as above and we use analogous notation in the case of X ′ and N ′.
By assumption of the proposition, there is a quasi-functor Ψ: N → N ′ which defines a
quasi-equivalence between N and N ′. Let G : N → N ′ be the corresponding equivalence
between triangulated categories. The composition
F : Db(X)
p
−→ N
G
−→ N ′
i′
−→ Db(X ′) .
is induced by a quasi-functor
D(X)
Π
−→ N
Ψ
−→ N ′
i′
−→ D(X ′) .
Therefore, by [68, Theor. 8.15], there exists an object E ∈ Db(X ×X ′) such that F ≃ FME∗.
Let f denote the composition
KM(X,N) −→ KM(X)
[E]∗
−→ KM(X ′) −→ KM(X ′, N ′) ,
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in the category of K-motives, where the first morphism is the embedding and the last
morphism is the projection.
Let us show that f is an isomorphism. By construction, f induces an isomorphism
between K0-groups
K0
(
KM(X,N)
)
≃ K0(N)
G
−→ K0(N
′) ≃ K0
(
KM(X ′, N ′)
)
.
Let Y be an arbitrary smooth projective variety. Then f defines the morphism ofK-motives
f ⊗ id : KM(X,N)⊗KM(Y ) −→ KM(X ′, N ′)⊗KM(Y ) .
Replacing X by X × Y and replacing the admissible subcategory N ⊂ Db(X) by the
admissible subcategory N ⊠Db(Y ) ⊂ Db(X × Y ), we see that the above argument implies
that f ⊗ id also induces an isomorphism between K0-groups
K0
(
KM(X,N)⊗KM(Y )
)
≃ K0
(
N ⊠Db(Y )
) G⊠id
−→
G⊠id
−→ K0
(
N ′ ⊠Db(Y )
)
≃ K0
(
KM(X ′, N ′)⊗KM(Y )
)
.
Now by Manin’s identity principle [53, § 3] (that is, by Yoneda lemma for the category of
K-motives), we see that f is an isomorphism of K-motives.
It is not clear whether Proposition 4.7 remains valid if one assumes only that the tri-
angulated categories N and N ′ are equivalent, without requiring that this equivalence is
induced by a quasi-equivalence of dg-categories. (Note that, according to experts, there exist
equivalences between admissible subcategories that are not induced by quasi-equivalences
between the corresponding dg-categories.)
Now let M be a geometric dg-category. Let X be a smooth projective variety and
let N ⊂ Db(X) be an admissible subcategory such that M is quasi-equivalent to the full
dg-subcategory N ⊂ D(X) with H0(N ) = N . Then, by Proposition 4.7, the isomorphism
class of the K-motive KM(X,N) is well-defined by the quasi-equivalence class of M; that
is, it does not depend on the choices of X and N . Thus it makes sense to denote the
K-motive KM(X,N) just by KM(M) (in what follows, we consider only isomorphism
classes of K-motives).
It is easy to show that the assignment M 7→ KM(M) is additive with respect to
semiorthogonal decompositions and is monoidal with respect to products of geometric dg-
categories. Hence we obtain a homomorphism of rings
K0(DG
gm
k ) −→ K0(KMk) , {M} 7−→ {KM(M)} , (4.2)
where relations in the Grothendieck group of the additive category KMk are given by direct
sums of objects. This is a geometric version of the homomorphism from K0(DG
sat
k ) to the
Grothendieck group of non-commutative motives constructed in [64, Prop. 7.1].
Now assume that k is the field of complex numbers C. Later we shall use the following
homomorphisms on the group K0(DG
gm
C ) defined by topological K-groups.
For any complex smooth projective varietyX , we have a natural homomorphism of rings
K0(X) → K
top
0 (X), which commutes with pull-backs. By Atiyah and Hirzebruch, see [4,
Theor. 4.2], it also commutes with push-forwards. Therefore we have a homomorphism of
the (non-commutative) rings of correspondencesK0(X ×X)→ K
top
0 (X ×X), where multi-
plication is defined by composition of correspondences. Since the groups Ktopi (X), i = 0, 1,
are modules over the ring of correspondences Ktop0 (X ×X), we see that topological K-
groups are well-defined for K-motives.
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Also, recall that since complex algebraic varieties carry the structure of a finite CW-
complex, their topologicalK-groups are finitely generated, see [3, Cor. 2.5]. Hence we obtain
additive functors
KMC −→ mod(Z) , KM(X) 7−→ K
top
i (X) , i = 0, 1 ,
where mod(Z) is the category of finitely generated abelian groups and X is a complex
smooth projective variety. Applying K0 to these homomorphisms, we obtain homomor-
phisms of abelian groups
K0(KMC) −→ K
⊕
0 (Z) , {KM(X)} 7−→ {K
top
i (X)} , i = 0, 1 , (4.3)
where K⊕0 (Z) denotes the Grothendieck group of the additive category of finitely generated
abelian groups with relations given by direct sums of abelian groups (not by arbitrary exact
sequences).
Definition 4.8. Let
κtopi : K0(DG
gm
C ) −→ K
⊕
0 (Z) , {D(X)} 7−→ {K
top
i (X)} , i = 0, 1 ,
be the composition of the homomorphisms given in formulas (4.2) and (4.3), where X is a
complex smooth projective variety.
Remark 4.9. More generally, topological K-groups are defined by Blanc in [14] for any
C-linear dg-category. However, it seems that it is not known whether topological K-groups
are finitely generated for an arbitrary saturated C-linear dg-category, not necessarily geo-
metric. Thus it is not clear whether the homomorphisms κtopi factor through the natural
homomorphism K0(DG
gm
C )→ K0(DG
sat
C ). This is the reason why we restrict ourselves to
the Grothendieck group of geometric dg-categories.
5 Equivariant sheaves for non-effective actions
5.1 Two equivalences of categories
In this section, we study the following problem. Let
1 −→ N −→ G
π
−→ H −→ 1 (5.1)
be an exact sequence of finite groups and let X be an H-variety. Our aim is to describe
G-equivariant coherent sheaves on X in terms of H-equivariant coherent sheaves on X with
an additional structure. Here G acts on X through the homomorphism π.
Let V be a finite-dimensional representation of G and define an G-equivariant coherent
sheaf on X
V := V ⊗k OX .
Also, define a finite-dimensional H-equivariant algebra
A := EndN(V )
op
and an H-equivariant coherent sheaf of OX -algebras on X
A := A⊗k OX ≃ EndN (V)
op .
Note that A and A are also G-equivariant algebras, where G acts through the homomor-
phism π. Furthermore, V is naturally a G-equivariant right A-module and V is naturally a
G-equivariant coherent right A-module.
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By the construction of A, we see that V is an (N−A)-bimodule and V is
an (N−A)-bimodule, where the actions of N on V and V are obtained by taking the
restriction of the G-equivariant structures. Therefore we have adjoint functors
V ⊗A − : coh(A) −→ coh
N(X) , HomN (V ,−) : coh
N (X) −→ coh(A) , (5.2)
that is, for any coherent A-moduleM and any N -equivariant coherent sheaf F on X , there
is a functorial isomorphism
HomN (V ⊗AM,F)
∼
−→ HomA
(
M,HomN (V ,F)
)
. (5.3)
Here, the actions of N on V ⊗AM and of A on HomN (V ,F) are induced by their (com-
muting) actions on V .
Suppose, in addition, that M is an H-equivariant coherent A-module and F is a
G-equivariant coherent sheaf on X . Then M has a G-equivariant structure via the homo-
morphism π, and V ⊗AM is naturally a G-equivariant coherent sheaf on X . Furthermore,
HomN (V ,F) is naturally an H-equivariant coherent A-module. Thus the adjoint functors
in formula (5.2) extend to the functors
V ⊗A − : coh
H(A) −→ cohG(X) , HomN (V ,−) : coh
G(X) −→ cohH(A) ,
which we denote similarly by abuse of notation. The following lemma claims that these
functors are adjoint as well.
Lemma 5.1. For anyM in cohH(A) and F in cohG(X), there is a functorial isomorphism
HomG(V ⊗AM,F)
∼
−→ HomA,H
(
M,HomN (V ,F)
)
.
Proof. We have a standard adjunction
Hom(V ⊗AM,F)
∼
−→ HomA
(
M,Hom(V ,F)
)
(5.4)
given by the right A-module V . All sheaves involved in the isomorphism (5.4) are given
with compatible G-equivariant structures. It follows that G acts naturally on both sides of
the isomorphism (5.4) and this isomorphism commutes with the action of G. It remains
to take G-invariants of both sides of the isomorphism (5.4) by first taking N -invariants
and then taking H-invariants (note that, taking N -invariants only, we also obtain the
adjunction (5.3)).
Let us say that a representation V of G is an N -generator if the restriction of V to N
contains all irreducible representations of N as direct summands.
Theorem 5.2. Let V be a finite-dimensional representation of G which is an N -generator.
Put
V := V ⊗k OX , A := EndN (V )
op , A := A⊗k OX .
Then the adjoint functors V ⊗A − and HomN (V ,−) define equivalences of categories
coh(A) ≃ cohN (X) , cohH(A) ≃ cohG(X) .
These equivalences commute naturally with the forgetful functors cohH(A)→ coh(A)
and cohG(X)→ cohN (X).
Proof. By the isomorphism (5.3) and Lemma 5.1, it is enough to show that for any M
in coh(A) (respectively, in cohH(A)) and F in cohN (X) (respectively, in cohG(X)), the
natural morphisms
M−→ HomN (V ,V ⊗AM) , V ⊗A HomN (V ,F) −→ F (5.5)
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are isomorphisms. Clearly, it is enough to consider the case when M is in coh(A), F is
in cohN (X), and X is affine. In this case, the needed assertion is well-known, because V is
then a projective generator in cohN (X). We provide details for the sake of completeness.
First note that V is a projective object in the category cohN (X), because the cate-
gory rep(N) is semisimple and X is affine. Hence the functor HomN (V ,−) is exact. It
follows that both morphisms in (5.5) are between right exact functors.
Furthermore, we claim that A and V are generators of the categories coh(A)
and cohN (X), respectively. In other words, for any M in coh(A) and F in cohN (X),
there are surjective morphisms
A⊕n −→M , V⊕n −→ F (5.6)
in coh(A) and cohN (X), respectively, for some natural number n. Indeed, the first mor-
phism exists because X is affine. To show the existence of the second morphism, decom-
pose F into a direct sum of isotypic components
F ≃
⊕
W∈Irr(N)
W ⊗k HomN (W ,F) ,
where W := W ⊗k OX . Then use again that X is affine and that for any irreducible
representation W of N , there is a surjective morphism V → W , because V is an N -
generator.
Finally, for M = A and F = V , one checks directly that the morphisms (5.5) are
isomorphisms with the help of the isomorphism A ≃ EndN (V)op. Thus we finish the proof
using right exactness of the functors in (5.5) and surjective morphisms (5.6).
Remark 5.3. More generally, let V be a G-equivariant vector bundle on X such that for any
irreducible representation W of N , the W -isotypic component of V is non-zero. Then The-
orem 5.2 holds also for the H-equivariant coherent sheaf of OX -algebras A := EndN (V)
op
(the proof remains the same).
5.2 Interpretation in terms of an equivariant Brauer group
In order to apply Theorem 5.2, it is useful to interpret the algebra A and the coherent sheaf
of OX -algebras A as Azumaya algebras.
First we define a commutative algebra
Z := Z(k[N ])
and an affine scheme
Irr(N) := Spec(Z) .
Note that there is a decomposition into a product of fields over k
Z ≃
∏
W∈Irr(N)
Z
(
End(W )
)
.
Hence the underlying set of the scheme Irr(N) is canonically bijective with the set Irr(N).
Analogous facts hold over any extension of the field k. In particular, over any algebraic clo-
sure k¯ of k, we have an isomorphism Zk¯ ≃
∏
W∈Irrk¯(N)
k¯ and a bijection Irr(N)(k¯) ≃ Irrk¯(N).
The group H acts on the algebra Z by conjugation: an element h ∈ H sends z ∈ Z
to h˜zh˜−1, where h˜ ∈ G is any preimage of h with respect to π. The action of H on the
scheme Irr(N) defined by the action ofH on Z agrees with the action of H on the set Irr(N)
defined by conjugation of representations, that is, an element h ∈ H sends the isomorphism
class of an irreducible representation ρ of N to the isomorphism class of the representation
g 7→ ρ(h˜−1gh˜), where g ∈ N .
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For any representation U of N , we have a canonical central homomorphism of algebras
Z → EndN (U), that is, EndN (U) is naturally a Z-algebra. One checks directly that for any
representation V of G, the homomorphism Z → EndN (V ) commutes with the action of H ,
that is, EndN (V ) is an H-equivariant Z-algebra.
Recall that theH-equivariant Brauer group BrH(Y ) of anH-variety Y consists of classes
of H-equivariant sheaves of Azumaya algebras on Y modulo H-equivariant Morita equiva-
lence over Y . Namely, given H-equivariant sheaves of Azumaya algebras B and B′ on Y , we
have B ∼ B′ if and only if there exists an H-equivariant coherent (B′ ⊗OY B
op)-module P
such that
P ⊗B − : coh
H(B)
∼
−→ cohH(B′)
is an equivalence of categories. Actually, it is equivalent to require that an
H-equivariant coherent (B′ ⊗OY B
op)-module P gives an equivalence of categories
P ⊗B − : coh(B)
∼
−→ coh(B′).
Given a class η ∈ BrH(Y ), we let cohH(η) denote the category cohH(B), where B
represents η. This is well-defined up to equivalence.
For an affine H-variety Y = Spec(R), we also use notation BrH(R) for BrH(Y ) and,
given an element η ∈ BrH(R), we also denote cohH(η) by modH(η).
Proposition 5.4.
(i) Let V be a representation of G which is an N -generator. Then A = EndN (V )
op is an
H-equivariant Azumaya algebra over Z.
(ii) Let A′ be an H-equivariant Azumaya algebra over Z. Then A′ is H-equivariantly
Morita equivalent to A as in part (i) if and only if there exists a representation V ′
of G such that V ′ is an N -generator and there is an isomorphism of H-equivariant
Z-algebras A′ ≃ EndN (V ′)op.
Proof. (i) We need to show that A is an Azumaya algebra over Z. Since Z is the center
of k[N ] and the category mod
(
k[N ]
)
≃ rep(N) is semisimple, we see that k[N ] is an
Azumaya algebra over Z. Since V is an N -generator, V is faithful as a Z-module. Hence
the equality EndN (V )
op = Endk[N ](V )
op implies that A is an Azumaya algebra over Z.
(ii) It follows from the definition ofH-equivariantMorita equivalence over Z that A′ ∼ A
if and only if there exists anH-equivariantA-moduleQ such thatQ is faithful as a Z-module
and there is an isomorphism ofH-equivariant Z-algebrasA′ ≃ EndA(Q)op. By Theorem 5.2
applied with X = Spec(k), we have a 2-commutative diagram
modH(A)
V⊗A−−−−−→ rep(G)y y
mod(A)
V⊗A−−−−−→ rep(N)
with horizontal arrows being equivalences of categories. These equivalences also commute
with the Z-linear structures on the categories. Hence it remains to put V ′ := V ⊗A Q with
the tensor product of the actions of G on V and on Q through the homomorphism π.
By Proposition 5.4, the class of EndN (V )
op in BrH(Z) does not depend on the choice of
a representation V of G which is an N -generator. In other words, this class is well-defined
by the exact sequence (5.1). Denote this class by
θ ∈ BrH(Z) . (5.7)
Theorem 5.2 has the following interpretation in terms of equivariant Brauer groups. As
above, let X be an H-variety. Consider the H-equivariant projection
f : Irr(N)×X −→ Irr(N) .
32
Theorem 5.5.
(i) There is an equivalence of categories
cohG(X) ≃ cohH(f∗θ) .
(ii) Suppose that θ = 0 in BrH(Z). Then for any H-variety X, there is an equivalence of
categories
cohG(X) ≃ cohH
(
Irr(N)×X
)
.
Proof. (i) Let A be a representative of θ constructed as in Theorem 5.2. Since the H-
equivariant projection p : X × Irr(N)→ X is a finite morphism, we have an equivalence of
categories
cohH(f∗A)
∼
−→ cohH(p∗f
∗A) , M 7−→ p∗M .
Since p∗f
∗A = A⊗k OX , we finish the proof applying Theorem 5.2.
(ii) This follows directly from part (i).
Remark 5.6. Proposition 5.4 and Theorem 5.5 admit the following generalizations with
almost the same proofs. Let V be as in Remark 5.3. Then A := EndN (V)op is natu-
rally an H-equivariant sheaf of Azumaya algebras on Irr(N)×X . Given an H-equivariant
sheaf of Azumaya algebras A′ on Irr(N)×X , we have an H-equivariant Morita equivalence
A ∼ A′ if and only if there is a G-equivariant vector bundle V ′ such that for every irre-
ducible representation W of N , the W -isotypic component of V ′ is non-zero and there is
an H-equivariant isomorphism A′ ≃ EndN (V
′)op of sheaves of algebras on Irr(N) ×X . It
follows that the class of A in BrH
(
Irr(N)×X
)
equals f∗θ. In particular, we have f∗θ = 0
if and only if there is a G-equivariant vector bundle V on X such that the natural map
OIrr(N)×X → EndN (V) is an isomorphism. In this case, there is an equivalence of categories
cohG(X) ≃ cohH
(
Irr(N)×X).
5.3 A criterion for vanishing of the class θ
In view of Theorem 5.5(ii), it is important to have a criterion for vanishing of θ. Such
criterion is obtained from Proposition 5.4(ii). First let us state the following simple lemma.
Lemma 5.7. The following conditions are equivalent:
(i) the class of k[N ] in Br(Z) vanishes;
(ii) the natural homomorphism of algebras Z → EndN (U) is an isomorphism, where we
put U :=
⊕
W∈Irr(N)
W ;
(iii) for any W ∈ Irr(N), the representation Wk¯ := W ⊗k k¯ of N over any algebraic clo-
sure k¯ of k is isomorphic to the direct sum of (some of the) irreducible representations
of N over k¯ taken with multiplicity one.
Proof. (i)⇔ (ii) The class of k[N ] in Br(Z) vanishes if and only if there is a k[N ]-module U
such that the natural homomorphism Z → Endk[N ](U) = EndN (U) is an isomorphism.
Also note that if Z → EndN (U) is an isomorphism, then U is isomorphic to the direct sum⊕
W∈Irr(N)
W (the converse implication does not hold for an arbitrary group N).
(ii) ⇔ (iii) The map Z → EndN (U) is an isomorphism if and only if the map
Zk¯ → EndN (Uk¯) is an isomorphism. Since k¯ is algebraically closed, this is equivalent to
the existence of an isomorphism Uk¯ ≃
⊕
E∈Irrk¯(N)
E. In turn, this is equivalent to (iii).
Proposition 5.8. The following conditions are equivalent:
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(i) we have θ = 0 in BrH(Z);
(ii) the group N satisfies the equivalent conditions of Lemma 5.7 and the N -representation⊕
W∈Irr(N)
W extends to a G-representation.
Proof. By Proposition 5.4(ii), we have θ = 0 if and only if there is a representation V
of G such that the natural map Z → EndN (V ) is an isomorphism. Note that the latter
condition implies that V is an N -generator and, moreover, that there is an isomorphism
V |N ≃
⊕
W∈Irr(N)
W . This finishes the proof.
Here is an example of a group N for which the equivalent conditions of Lemma 5.7 are
not satisfied. In particular, by Proposition 5.8, one has θ 6= 0 for any exact sequence (5.1)
with this N (see also Subsection 5.4 below for less trivial examples with θ 6= 0).
Example 5.9. LetN be the group of quaternions. Then the algebra k[N ] is isomorphic to the
product k×4×Q, where Q is the standard quaternion algebra over k with a basis 1, i, j, ij
such that i2 = j2 = −1 and ij = −ji. In particular, there is an isomorphism Z ≃ k×5 and
the class of k[N ] in Br(Z) ≃ Br(k)⊕5 is (0, 0, 0, 0, [Q]). Thus if Q does not split over k, then
this class is non-trivial.
Here are examples when the conditions of Proposition 5.8 are satisfied.
Example 5.10. Suppose that N is abelian. Then the equivalent conditions of Lemma 5.7
are satisfied for N , because in this case, the representation U =
⊕
W∈Irr(N)
W is isomorphic
to k[N ] and we have Z = k[N ] ≃ EndN
(
k[N ]
)
. Let H be any finite group acting on N and
let G = N ⋊ H be the semidirect product. Then the action of H on U ≃ k[N ] gives an
action of G on U that extends the action of N . Hence, by Proposition 5.8, we have θ = 0
in BrH(Z).
Example 5.11. Let T be a finite group and n be a natural number. The symmetric group
Σn acts by permutations on the group T
×n as follows: σ(t1, . . . , tn) := (tσ−1(1), . . . , tσ−1(n)),
where σ ∈ Σn, t1, . . . , tn ∈ T . The corresponding semidirect product group G = T×n ⋊ Σn
is called a wreath product. Thus we have a split exact sequence of groups
1 −→ T×n −→ G −→ Σn −→ 1 . (5.8)
Note that
Irr(T×n) =
{
W1 ⊗ . . .⊗Wn | W1, . . . ,Wn ∈ Irr(T )
}
,
where an element (t1, . . . , tn) ∈ T×n sends a tensor w1 ⊗ . . .⊗ wn ∈W1 ⊗ . . .⊗Wn
to t1(w1) ⊗ . . . ⊗ tn(wn). The corresponding action of Σn on Irr(T×n) is given by the
formula
σ(W1 ⊗ . . .⊗Wn) =Wσ−1(1) ⊗ . . .⊗Wσ−1(n) , σ ∈ Σn , W1, . . . ,Wn ∈ Irr(T ) .
The point is that for each σ ∈ Σn, there is a linear map
σ : W1⊗ . . .⊗Wn −→Wσ−1(1)⊗ . . .⊗Wσ−1(n) , w1⊗ . . .⊗wn 7→ wσ−1(1)⊗ . . .⊗wσ−1(n) ,
with the property that for any element t = (t1, . . . , tn) ∈ T
×n, the following diagram is
commutative:
W1 ⊗ . . .⊗Wn
σ
−−−−→ Wσ−1(1) ⊗ . . .⊗Wσ−1(n)
t
y σ(t)y
W1 ⊗ . . .⊗Wn
σ
−−−−→ Wσ−1(1) ⊗ . . .⊗Wσ−1(n) .
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It follows that the group Σn acts on the direct sum of all irreducible representations of T
×n
and this direct sum has a natural structure of a representation of G.
Suppose now that the equivalent conditions of Lemma 5.7 are satisfied for the group T .
Then they are also satisfied for T×n. Hence, by Proposition 5.8, we have θ = 0 in BrΣn(Z),
where Z = Z(k[T×n]) and θ is associated with the exact sequence (5.8).
The above statements and constructions admit the following generalization.
Remark 5.12. Let S ⊂ Irr(N) be an H-invariant subset. Then S corresponds to an
H-invariant subscheme S of Irr(N) with an H-equivariant algebra of regular functions ZS .
Clearly, ZS is an H-invariant direct factor of the algebra Z. Let rep(N)S denote the cat-
egory of S-isotypic finite-dimensional representations of N , that is, whose all irreducible
direct summands are from S, and let rep(G)S denote the category of finite-dimensional rep-
resentations of G whose restriction to N is S-isotypic. Let θS ∈ Br
H(ZS) be the restriction
of θ ∈ BrH(Z) from Z to ZS .
Then there are equivalences of categories
coh(θS) ≃ rep(N)S , coh
H(θS) ≃ rep(G)S .
This follows from Theorem 5.2 applied with X = Spec(k) and from the definition of the
Z-linear structure on the algebra A in this theorem (see Subsection 5.2). Also, an ana-
log of Theorem 5.2 for an arbitrary H-variety X holds in the S-isotypic setting as well.
Furthermore, one can show that θS is the class of the ZS-algebra EndN (V )
op, where V
is any representation in rep(G)S whose restriction to N contains as direct summands all
irreducible representations of N from S.
Lemma 5.7 has a direct generalization with Z, k[N ], Br(Z), and Irr(N) being replaced
by ZS , ZS ·k[N ], Br(ZS), and S, respectively. Proposition 5.8 also has a direct generalization
with θ and BrH(Z) being replaced by θS and Br
H(ZS), respectively.
For example, the trivial character χ0 of N defines an H-invariant k-point χ0 on Irr(N)
and the corresponding element θ{χ0} ∈ Br
H(k) is trivial.
5.4 Further examples
Let us give several examples to the class θ (see formula (5.7)). We will not really use this
in what follows; however, we decided to provide these examples for a better understanding
of the class θ and for possible further applications.
First we describe in detail a particular example of an H-equivariant algebra A as in The-
orem 5.2. The regular representation V = k[G] of G is an N -generator. Indeed, a choice of a
section of π defines an isomorphism k[G] ≃ k[N ]⊕|H| of representations of N and k[N ] con-
tains as direct summands all irreducible representations of N . Since EndN
(
k[N ]
)op
≃ k[N ],
the algebraA = EndN
(
k[G]
)op
is isomorphic to the matrix algebraMat|H|
(
k[N ]
)
over k[N ].
In particular, the dimension of A is equal to |H |2 · |N |.
Define the actions of the group G on the algebra of regular functions O(G) = Map(G, k)
by left translations
Lg : O(G) −→ O(G) , ψ 7−→
(
g′ 7→ ψ(g−1g′)
)
, (5.9)
and by right translations
Rg : O(G) −→ O(G) , ψ 7−→
(
h′ 7→ ψ(g′g)
)
, (5.10)
where g, g′ ∈ G and ψ ∈ O(G). Then there is a canonical isomorphism k[G]∨ ≃ O(G) of
representations of G, where we consider the action of G on O(G) by left translations. Hence
there is a canonical isomorphism ofH-equivariant algebras EndN
(
k[G]
)op
≃ EndN
(
O(G)
)
.
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One has the following alternative description of EndN
(
O(G)
)
. We use similar notation
as in formulas (5.9) and (5.10) for the action of the group H by translations on the algebra
of regular functions O(H). Define the algebra O(H) ∗G to be the skew group algebra of G
with coefficients in O(H), where we consider the action of G on O(H) by right translations.
Explicitly, O(H) ∗G is isomorphic to O(H)⊗k k[G] as a k-vector space and multiplication
in O(H) ∗G is defined by the formula
(ϕ⊗ g) · (ϕ′ ⊗ g′) = (ϕ ·Rπ(g)ϕ
′)⊗ gg′ , ϕ, ϕ′ ∈ O(H), g, g′ ∈ G .
Since the action of the group H on O(H) by left translations commutes with the action
of G on O(H) by right translations, the group H acts on the algebra O(H) ∗ G by the
formula
h : ϕ⊗ g 7−→ Lhϕ⊗ g , h ∈ H, ϕ ∈ O(H), g ∈ G .
The k-vector space O(G) has a natural structure of a module over O(H) ∗ G, where an
element ϕ⊗ g ∈ O(H) ∗G acts on O(G) as (·π∗ϕ) ◦Rg. The action of O(H) ∗G on O(G)
commutes with the action of N by left translations, which defines a homomorphism of
algebras
ξ : O(H) ∗G −→ EndN
(
O(G)
)
.
Proposition 5.13. The homomorphism ξ is an isomorphism of H-equivariant algebras.
Proof. The homomorphism ξ commutes with the action of H , because for all ϕ ∈ O(H),
g ∈ G, h ∈ H , and any preimage h˜ ∈ G of h with respect to π, there are equalities between
linear maps from O(G) to itself
Lh˜ ◦ ξ(ϕ ⊗ g) ◦ L
−1
h˜
= Lh˜ ◦ (·π
∗ϕ) ◦Rg ◦ L
−1
h˜
=
(
· π∗(Lhϕ)
)
◦ Lh˜ ◦Rg ◦ L
−1
h˜
=
=
(
· π∗(Lhϕ)
)
◦Rg ◦ Lh˜ ◦ L
−1
h˜
= ξ
(
h(ϕ⊗ g)
)
.
Clearly, the dimension of O(H) ∗G is |H | · |G|, which is equal to the dimension |H |2 · |N |
of EndN
(
O(G)
)
. Thus in order to prove that ξ is an isomorphism, it is enough to show
that ξ is injective, that is, that the action of O(H) ∗G on O(G) is faithful.
For any non-zero element a =
∑
g∈G
ϕg ⊗ g ∈ O(H) ∗ G, there are elements g1, g2 ∈ G
such that (π∗ϕg2)(g1) 6= 0. Hence for the characteristic function Ig1g2 ∈ O(G) of the
element g1g2 ∈ G, we have
(aIg1g2)(g1) =
∑
g∈G
(π∗ϕg)(g1) · Ig1g2(g1g) = (π
∗ϕg2)(g1) 6= 0 .
This implies faithfulness of the action of O(H) ∗G on O(G).
Now let us consider the example when G is the Heisenberg group over the ring Z/nZ,
that is, when G is the group of upper triangular (3×3)-matrices with units on the diagonal
and with entries in Z/nZ. Let N be the center of G and let H = G/N . Let us choose
generators x, y of H , which fixes an isomorphism H ≃ Z/nZ × Z/nZ. Also, x and y
determine the generator [x, y] of N , which, in turn, fixes an isomorphism N ≃ Z/nZ.
Let ζ ∈ k be a primitive n-th root of unity. Consider the character χ : N → k∗,
[x, y] 7→ ζ. Since N is central, χ defines an H-invariant point on Irr(N) and one has the
corresponding element θζ := θ{χ} ∈ Br
H(k) (see Remark 5.12).
One has two coordinate projections from H = Z/nZ×Z/nZ to Z/nZ. Together with ζ
they define two characters
ψ : H −→ k∗ , x 7−→ ζ , y 7−→ 1 ,
ψ′ : H −→ k∗ , x 7−→ 1 y 7−→ ζ .
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Let L and L′ be one-dimensional representations of H given by the characters ψ and ψ′,
respectively. Note that there are canonical isomorphisms L⊗n ≃ (L′)⊗n ≃ k of representa-
tions of H . Define an H-equivariant algebra
Cζ :=
(
k ⊕ L⊕ . . .⊕ L⊗(n−1)
)
⊗k
(
k ⊕ (L′)⊕ . . .⊕ (L′)⊗(n−1)
)
,
where we put l · l′ = ζ l′ · l for all l ∈ L, l′ ∈ L′. We call this algebra a cyclic algebra.
Lemma 5.14. The class of Cζ−1 in Br
H(k) equals θζ .
Proof. Note that there is a unique irreducible representation Vζ of G whose restriction
to N is χ-isotypic (this is an analog of the Stone–von Neumann theorem). Namely, let
G′ ≃ (Z/nZ)⊕2 be a normal subgroup such that G′ contains N and there is an isomorphism
G/G′ ≃ Z/nZ, and let a character χ′ : G′ → k∗ be an extension of χ from N to G′. Then
the restriction indGG′(χ
′)|G′ is isomorphic to the direct sum of all extensions of χ from N
to G′ (one uses here that ζ is primitive). Using Frobenius reciprocity, one deduces that the
representation Vζ := ind
G
G′(χ
′) is irreducible, does not depend on the choice of χ′, and for
any representation V of G whose restriction to N is χ-isotypic, there is a non-zero morphism
from Vζ to V (see more detail, e.g., in a paper by Beloshapka and Gorchinskiy [7, Ex. 4.10]).
Hence by Theorem 5.2 applied to a point and Remark 5.12, we see that θζ is the class
of the H-equivariant algebra EndN (Vζ)
op. The latter algebra equals Endk(Vζ)
op, because
the restriction of Vζ to N is χ-isotypic.
Burnside theorem together with the above characterization of Vζ imply that the natural
homomorphism of H-equivariant algebras
k[G]/Iζ −→ Endk(Vζ)
is an isomorphism, where Iζ is the two-sided ideal generated by the element z − ζ.
Applying the anti-involution g 7→ g−1, we obtain an isomorphism of H-equivariant
algebras
(k[G]/Iζ)
op ∼−→ k[G]/Iζ−1 .
Finally, an explicit calculation implies an isomorphism of H-equivariant algebras
k[G]/Iζ−1 ≃ Cζ−1 .
Example 5.15. Take two elements a, b ∈ K∗ and consider the variety
X := Spec
(
K[T, S]/(T n − a, Sn − b)
)
. Then X is an H-torsor over k and it defines
a morphism t : Spec(k)→ BH = [Spec(k)/H ]. We have a canonical isomorphism
BrH(k) ≃ Br(BH) and Lemma 5.14 implies that the pull-back t∗(θζ−1) ∈ Br(k) is
the class of the classical cyclic algebra Aζ−1(a, b) associated with a, b, and ζ
−1. In
paticular, by Theorem 5.2 and Remark 5.12, there is an equivalence of categories
cohG(X) ≃ mod
(
Aζ−1(a, b)
)
.
Let us construct an exact sequence (5.1) that splits but still has a non-trivial class θ.
Let W be a finite-dimensional k-vector space and N ⊂ GL(W ) be a finite subgroup such
that the representation of N in W is irreducible over k¯ and the quotient
H := N/(N ∩ k∗) ⊂ PGL(W )
does not lift group-theoretically to GL(W ). The group H acts on N by conjugation and the
representationW is isomorphic to its conjugates by elements of H . Let G be the semidirect
product N ⋊H .
By construction, the corresponding exact sequence (5.1) splits. On the other hand,
consider the restriction θ{W} ∈ Br
H(k) of θ ∈ BrH(Z) to the H-invariant point on Irr(N)
that corresponds to W . By Proposition 5.8 and Remark 5.12, we have θ{W} = 0 if and
only if the N -representationW extends to a G-representation. One checks that giving such
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a representation of G is the same as giving a lifting of H to GL(W ). Thus θ{W} 6= 0 and
henceforth we have θ 6= 0.
Here is a concrete example of the situation as above.
Example 5.16. Let k be algebraically closed, W have dimension two, H be the group A4
embedded into PGL2(k), and N be the preimage of H with respect to the homomorphism
SL2(k) → PSL2(k) = PGL2(k). Then a faithful two-dimensional representation of N is
irreducible, because N is not abelian. Also, H does not lift to GL2(k), because A4 does not
have an irreducible two-dimensional representation.
At the end of this section, let us characterize the class θ ∈ BrH(Z) in a more
invariant way. Let A be a representative of θ and let modH(A) be the category of
finite-dimensional H-equivariant modules over A, considered as a category enhanced in
H-equivariant Z-modules. Note that the class θ is uniquely determined by the enhanced
equivalence class of modH(A).
Now consider the enhanced category rep(G) whose objects are finite-dimensional
representations of G and whose H-equivariant Z-linear morphism modules are given
by HomN (V, V
′), where V and V ′ are representations of G. It follows from Theorem 5.2
applied with X being a point and from Proposition 5.4 that rep(G) is enhanced equivalent
to modH(A) for an H-equivariant Azumaya algebra A over Z whose class is θ.
6 Main results
6.1 Extended quotient and quotient stack: equal categorical mea-
sures
Definition 6.1. Let S0 be the collection of all exact sequences of finite groups
1 −→ N −→ G −→ H −→ 1
that satisfy the following conditions:
(i) all irreducible representations of N over k¯ are defined over k;
(ii) the N -representation
⊕
W∈Irr(N)
W extends to a G-representation;
(iii) there is an H-equivariant bijection of sets C(N) ≃ Irr(N).
Let us make some comments on the conditions of Definition 6.1.
Remark 6.2.
(i) Condition (i) implies that there is an isomorphism of permutation representations
of H over k (
k · C(N)
)∨
≃ k · Irr(N)
given by the evaluation of characters of irreducible representations of N on conjugacy
classes in N . Since k · C(N) is a permutation representation of H , it is (canonically)
self-dual, whence we have an isomorphism of representations of H
k · C(N) ≃ k · Irr(N) .
Condition (iii) strengthens this.
(ii) Explicitly, condition (iii) is equivalent to the following: the actions of H on C(N)
and Irr(N) have the same collections of stabilizers.
(iii) By Proposition 5.8, conditions (i) and (ii) imply that the class θ ∈ BrH(Z) (see for-
mula (5.7)) vanishes, where Z = Z
(
k[N ]
)
.
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(iv) Conversely, the equality θ = 0 together with condition (iii) imply conditions (i)
and (ii). Indeed, it follows from Proposition 5.8 that condition (ii) is satisfied and
that any irreducible representation of N over k has no multiple irreducible summands
over k¯ (see also Lemma 5.7). On the other hand, by condition (iii), the sets Irr(N)
and Irrk¯(N) have the same cardinality, which is equal to the cardinality of C(N).
Therefore we obtain condition (i).
(v) The collection S0 is closed under taking pull-backs of exact sequences along homo-
morphisms to the right terms and under taking direct products of exact sequences.
Here are examples of exact sequences from S0.
Example 6.3.
(i) The wreath product exact sequence (5.8) (see Example 5.11) belongs to S0 provided
that all irreducible representations of T over k¯ are defined over k. Indeed, condition (i)
of Definition 6.1 is obviously satisfied, while condition (ii) of Definition 6.1 is satisfied
by Example 5.11. Condition (iii) of Definition 6.1 is satisfied, because any bijection
of sets C(T ) ≃ Irr(T ) gives a Σn-equivariant bijection between C(T×n) ≃ C(T )×n
and Irr(T×n) ≃ Irr(T )×n.
(ii) Let G be an abelian group such that all characters of G over k¯ are defined over k.
Then any exact sequence with such G in the middle belongs to S0. Indeed, since the
map
Hom(G, k∗) = Hom(G, k¯∗) −→ Hom(N, k¯∗)
is surjective, we see that conditions (i) and (ii) of Definition 6.1 are satisfied. Condi-
tion (iii) of Definition 6.1 is satisfied, because the action ofH on Irr(N) and C(N) = N
is trivial.
Note that conditions (ii) and (iii) of Definition 6.1 are not equivalent, as the following
example shows.
Example 6.4. Suppose that k contains a primitive n-th root of unity.
(i) Consider the exact sequence associated with the Heisenberg group over the ring Z/nZ
(see Subsection 5.4). Then condition (ii) of Definition 6.1 is not satisfied by
Lemma 5.14 (see also Example 5.15). At the same time, condition (iii) of Defini-
tion 6.1 is satisfied, because C(N) and Irr(N) are sets of the same cardinality n with
the trivial action of H .
(ii) Let N = (Z/nZ)⊕3 and let H = (Z/nZ)⊕2 act on elements of N considered as column
vectors by matrices of type 
 1 a b0 1 0
0 0 1

 ,
where a, b ∈ Z/nZ. Let G = N ⋊ H be the semidirect product. By Example 5.10,
condition (ii) of Definition 6.1 is satisfied. One checks directly that the collection of
stabilizers of the action of H on C(N) ≃ N consists of n copies of H and of n3 − n
subgroups K ⊂ H such that each H/K is a non-trivial cyclic group. On the other
hand, the collection of stabilizers of the action of H on Irr(N) ≃ Hom(N,Z/nZ) con-
sists of subgroups of type Z/dZ× Z/dZ, where d is a positive divisor of n. Thus by
Remark 6.2(ii), condition (iii) of Definition 6.1 is not satisfied.
Now we are ready to prove one of our main results. Recall that we have constructed in
Proposition 4.5(ii) the categorical measure
µ : K0(Var
eq
k ) −→ K0(DG
gm
k ) ,
from the Grothendieck ring of equivariant varieties K0(Var
eq
k ) (see Definition 3.7(ii)) to the
Grothendieck ring of geometric dg-categories K0(DG
gm
k ) (see Definition 4.2).
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Theorem 6.5. Let G be a finite group and let X be an S0-adequate G-variety (see Defini-
tion 3.14(i)), that is, for any k¯-point x of X, the exact sequence
1 −→ Nx −→ Gx −→ Hx −→ 1
belongs to S0 (see Definition 6.1), where Nx ⊂ G is the stabilizer of x and Gx ⊂ G is the
normalizer of Nx in G. Then the equality
µG(X) = µ(X/exG)
holds in K0(DG
gm
k ) (see Definition 3.10(ii) for the extended quotient X/
exG).
Proof. By Proposition 3.15(ii), we need to show that µ(RS0) = 0 (see Definition 3.14(ii)
for RS0). For this, we need to check two conditions. Firstly, we need to show that µ vanishes
on elements of type
{V }F − {V/F} , (6.1)
where V is an F -variety with a free action of a finite group F . By Proposition 4.5 and its
proof, the homomorphism µ equals the composition
K0(Var
eq
k )
α
−→ K0(DM
sp
k ) −→ K0(DG
gm
k ) .
By Theorem 3.18, α vanishes on elements from formula (6.1), so the same holds for µ.
Secondly, we need to show that µ vanishes on elements of type
{Y }Gs − {C(Ns)× Y }
Hs , (6.2)
where s ∈ S0 and Y is a smooth projective Hs-variety. By Proposition 5.8, conditions (i)
and (ii) of Definition 6.1 imply that θ = 0 in BrHs(Z), where Z := Z
(
k[Ns]
)
and θ is
associated with the exact sequence
1 −→ Ns −→ Gs −→ Hs −→ 1
(cf. Remark 6.2(iii)). Hence, by Theorem 5.5(ii), we have an equivalence of categories
cohGs(Y ) ≃ cohHs
(
Irr(Ns)× Y
)
.
By condition (iii) of Definition 6.1, there is an H-equivariant isomorphism of H-varieties
Irr(Ns)× Y ≃ C(Ns)× Y .
This gives an equivalence of categories
cohGs(Y ) ≃ cohHs
(
C(Ns)× Y
)
.
Clearly, this implies the equality µGs(Y ) = µHs
(
C(Ns)× Y
)
in K0(DG
gm
k ), that is, µ van-
ishes on elements from formula (6.2). This finishes the proof of the theorem.
Remark 6.6. Theorem 6.5 generalizes to the case when G is a linear algebraic group andX is
a G-variety with a proper action of G. For this, one uses a G-equivariant version of the weak
factorization theorem, see [2, § 0.3], which implies that one has a Bittner presentation for the
Grothendieck ring of G-varieties with proper action. Furthermore, one uses a generalization
of results of Section 5 when N is a normal finite group subscheme of a linear algebraic
group G and one considers algebraic (finite-dimensional) representations of G. All the
other arguments go through without any changes.
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6.2 Motivic and categorical zeta-functions
In [39], Kapranov defined the motivic zeta-function of a variety X as the power series
Zmot(X, t) :=
∑
n>0
{Sn(X)} tn ∈ K0(Vark)[[t]] ,
in a formal variable t, where Sn(X) := X×n/Σn is the n-th symmetric power of X . In [29],
Galkin and Shinder defined the categorical zeta-function of X as the power series
Zcat(X, t) :=
∑
n>0
µΣn(X×n) tn ∈ K0(DG
gm
k )[[t]] .
The categorical measure µ : K0(Vark)→ K0(DG
gm
k ) extends termwise to a ring homomor-
phism K0(Vark)[[t]]→ K0(DG
gm
k )[[t]], which we also denote by µ.
We prove the following comparison result, which was conjectured by Galkin and Shinder
and also proved by them in op. cit. for varieties X of dimension at most two.
Theorem 6.7. For any variety X, the equality
Zcat(X, t) = µ
( ∏
i>1
Zmot(X, t
i)
)
holds in the ring of power series K0(DG
gm
k )[[t]].
The proof of the theorem is based on the following proposition. We are grateful to
Galkin and Shinder for having communicated the proof of part (i) of this proposition to us.
Proposition 6.8.
(i) For any variety X, the equality∏
i>1
Zmot(X, t
i) =
∑
n>0
{X×n/exΣn}t
n
holds in the ring of power series K0(Vark)[[t]].
(ii) The Σn-variety X
×n is S0-adequate for any n > 0 (see Definitions 3.14(i) and 6.1).
Proof. (i) Fix an integer n > 0. Let us describe explicitly the extended quotient X×n/exΣn.
Recall that by formula (3.9), we have a decomposition into a disjoint union
X×n/exΣn =
∐
[g]∈C(Σn)
(X×n)g/Z(g) .
The set C(Σn) of conjugacy classes in Σn is canonically bijective with the set Pn of partitions
of n, that is, with the set of tuples (n1, . . . , nr) of non-negative integers ni such that
n = n1 · 1 + n2 · 2 + . . .+ nr · r. Explicitly, an element ̟ = (n1, . . . , nr) in Pn corresponds
to the conjugacy class of the element
g̟ := (σ1, . . . , σ1︸ ︷︷ ︸
n1
, σ2, . . . , σ2︸ ︷︷ ︸
n2
, . . . , σr, . . . , σr︸ ︷︷ ︸
nr
) ∈ Σn11 × . . .× Σ
nr
r ⊂ Σn ,
where we consider the obvious inclusion map from Σn11 × . . .× Σ
nr
r to Σn and the element
σi ∈ Σi is a cyclic permutation of length i (in particular, σ1 is the unique element of the
trivial group Σ1).
In order to describe (X×n)g̟ , define a closed embedding
δ̟ := (δ1, . . . , δ1︸ ︷︷ ︸
n1
, δ2, . . . , δ2︸ ︷︷ ︸
n2
. . . , δr, . . . , δr︸ ︷︷ ︸
nr
) : X×n1 ×X×n2 × . . .×X×nr −→ X×n ,
41
where δi : X → X×i is the diagonal embedding. Let M̟ ⊂ X×n be the closed subvariety
which is the image of δ̟. Explicitly, k¯-points of M̟ ⊂ X×n are of the type
(x11, . . . , x1n1 , x21, x21, . . . , x2n2 , x2n2 , . . . , xr1, . . . , xr1︸ ︷︷ ︸
r
, . . . , xrnr , . . . , xrnr︸ ︷︷ ︸
r
) .
Then there is an equality (X×n)g̟ =M̟.
Furthermore, one checks that the centralizer Z(g̟) ⊂ Σn coincides with the subgroup
of Σn generated by g̟ and the subgroup
H̟ := Σn1 × Σn2 × . . .× Σnr ⊂ Σn ,
where the embedding is defined naturally by the partition n = n1 · 1 + n2 · 2 + . . .+ nr · r.
Thus, the group Σn1 permutes first n1 elements 1, 2, . . . , n1, the group Σn2 permutes n2 or-
dered pairs {n1+1, n1+2}, . . . , {n1+2n2−1, n1+2n2}, etc. Moreover, the centralizer Z(g̟)
is isomorphic to the direct product 〈g̟〉 ×H̟.
Altogether, this implies the equalities
X×n/exΣn =
∐
̟∈Pn
M̟/H̟ =
∐
̟∈Pn
(
Sn1(X)× . . .× Snr(X)
)
.
Hence the equality
{X×n/exΣn} =
∑
̟∈Pn
{Sn1(X)} · . . . · {Snr(X)}
holds in K0(Vark). The right hand side is precisely the coefficient of t
n in the series∏
i>1
( ∑
m>0
{Sm(X)}tim
)
.
(ii) We keep notation introduced in the proof of part (i). Given an element
̟ = (n1, . . . , nr) in Pn, define the subgroup
N̟ := Σ
×n1
1 × Σ
×n2
2 × . . .× Σ
×nr
r ⊂ Σn .
For any point of X×n, its stabilizer is conjugate to N̟ for some ̟ ∈ Pn. Besides, the
normalizer G̟ ⊂ Σn of N̟ is generated by the subgroups N̟ and H̟ and is isomorphic
to the semidirect product N̟ ⋊H̟, where H̟ acts naturally on N̟ by permuting factors.
Hence we are reduced to showing that the exact sequence
1 −→ N̟ −→ G̟ −→ H̟ −→ 1
belongs to S0. This follows from Example 5.11 and Remark 6.2(v).
Now we are ready to prove Theorem 6.7.
Proof of Theorem 6.7. By Proposition 6.8(i), it is enough to show that the equal-
ity µΣn(X×n) = µ(X×n/exΣn) holds in K0(DG
gm
k ). By Proposition 6.8(ii), the
Σn-variety X
×n is S0-adequate. Thus the theorem follows from Theorem 6.5.
6.3 Extended quotient and quotient stack: different categorical
measures
In this section, we construct examples of G-varieties X such that the categorical mea-
sures µG(X) and µ(X/exG) are not equal in K0(DG
gm
k ), showing that the conclusion of
Theorem 6.5 does not hold always. All varieties below are over C. Essentially, we adopt a
method of Ekedahl in the proof of [25, Prop. 3.9], replacing singular cohomology by topo-
logical K-groups.
We shall use the following measure of torsion in abelian groups.
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Definition 6.9.
(i) Given a finitely generated abelian group A, let
τ(A) := log |Ators| ∈ R ,
where Ators denotes the torsion subgroup of A (the logarithm is taken with respect to
any fixed real number greater than 1).
(ii) Given a graded finitely generated abelian group A ≃
⊕
i∈Z
Ai, let
τ(Aev) :=
∑
i∈Z
τ(A2i) , τ(Aodd) :=
∑
i∈Z
τ(A2i+1) .
Clearly, τ defines a homomorphism of abelian groups
τ : K⊕0 (Z) −→ R , {A} 7−→ τ(A) .
Here it is important that we consider the group K⊕0 (Z) with relations given by direct sums
of abelian groups, not the group K0(Z) (cf. Lemma 6.12(iii) below).
Fix a natural number n. Let B be a complex algebraic variety. We let Hi(B,−) denote
cohomology with respect to the classical complex topology. Given an unramified Galois
cover X → B with the Galois group H , one has canonical maps
λ : Hi(H,Z/nZ) −→ Hi(B,Z/nZ) , i > 0 . (6.3)
These maps are defined as the edge maps given by the spectral sequence with the E2-term
Hi
(
H,Hj(X,Z/nZ)
)
that converges to Hi+j(B,Z/nZ). Alternatively, these maps are de-
fined as the pull-back maps with respect to the corresponding map B → K(H, 1) to the
classifying space of H .
Furthermore, the exact sequence
0 −→ Z
n
−→ Z −→ Z/nZ −→ 0 (6.4)
defines surjective coboundary maps
β : Hi(B,Z/nZ) −→ Hi+1(B,Z)n , i > 0 ,
called Bockstein homomorphisms. It is easy to see that these maps commute with multi-
plication by elements of Hj(B,Z), j > 0.
Theorem 6.10. Let
0 −→ Z/nZ −→ G −→ H −→ 1
be a central extension of finite groups and let
z ∈ H2(H,Z/nZ)
be its class. Let H act freely on a complex smooth projective variety X and let G act on X
through H. Put B := X/H. Suppose that the following conditions are satisfied:
(i) the composition (see formulas (6.3) and (6.4))
H2(H,Z/nZ)
λ
−→ H2(B,Z/nZ)
β
−→ H3(B,Z)n
sends z to a non-zero element β(λ(z)) in H3(B,Z)n, where λ corresponds to the
unramified Galois cover X → B;
(ii) there is an equality τ
(
Ktop1 (B)
)
= τ
(
Hodd(B,Z)
)
.
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Then there is an inequality of real numbers (see Definition 4.8 for κtop1 )
τκtop1
(
µG(X)
)
< τκtop1
(
µ(X/exG)
)
. (6.5)
In particular, we have µG(X) 6= µ(X/exG) in K0(DG
gm
C ).
Proposition 6.17 below provides explicit examples of B when the conditions of Theo-
rem 6.10 are satisfied.
In what follows, we keep the notation and assumptions from Theorem 6.10. The proof
of the theorem is based on several auxiliary statements. Proposition 6.11 below allows to
describe the left hand side of inequality (6.5) in terms of a Severi–Brauer scheme over B.
(Actually, this statement is valid over any field k that contains a primitive n-th root of
unity.)
Define the character
χ : Z/nZ −→ C∗ , 1 7−→ exp(2πi/n) .
We have the composition
ν : H2(B,Z/nZ)
∼
−→ H2e´t(B,Z/nZ)
χ
−→ H2e´t(B,O
∗
B)
∼
−→ Br(B) . (6.6)
Here, for the first isomorphism see, e.g., Milne’s book [54, Theor. III.3.12] and for the last
isomorphism see a theorem of Gabber and de Jong [23].
Proposition 6.11. Define an element in the Brauer group
α := ν(λ(z)) ∈ Br(B) .
Let E → B be a Severi–Brauer scheme such that its class in Br(B) equals α. Then the
equality
d · µG(X) = n · µ(E)
holds in K0(DG
gm
C ), where E → B is of relative dimension d− 1.
Proof. Let cohG,χ(B) denote the full subcategory in cohG(B) that consists of all G-
equivariant coherent sheaves F on X such that the subgroup Z/nZ ⊂ G acts on F by
the character χ. Clearly, there is an equivalences of categories
cohG(X) ≃ coh(B)⊕ cohG,χ(B)⊕ . . .⊕ cohG,χ
n−1
(B) .
Let cohα(B) denote the category of α-twisted sheaves. By definition of twisted sheaves, for
each integer i, there is an equivalence of categories
cohG,χ
i
(B) ≃ cohiα(B) ,
see, e.g., Elagin’s [26, Prop. 1.9]. Whence there is an equivalence of categories
cohG(X) ≃ coh(B)⊕ cohα(B)⊕ . . .⊕ coh(n−1)α(B) ,
and there is an equality
µG(X) =
n−1∑
i=0
{
Db
(
cohiα(B)
)}
(6.7)
in K0(DG
gm
C ).
On the other hand, Bernardara [12, Theor. 5.1] proved that there is a semiorthogonal
decomposition (an analogous result for algebraic K-groups was obtained previously by
Quillen [59, Theor. 4.1])
Db(E) = 〈Db(B), Db
(
coh−α(B)
)
, . . . , Db
(
coh−(d−1)α(B)
)
〉 .
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Hence there is an equality
µ(E) =
d−1∑
i=0
{
Db
(
coh−iα(B)
)}
(6.8)
in K0(DG
gm
C ).
Let r be the order of α in the Brauer group Br(B). Then r divides both d and n and
we finish the proof, comparing equalities (6.7) and (6.8).
Explicitly, one can construct a Severi–Brauer scheme E → B that represents α as
follows. Let V be any representation of G whose restriction to Z/nZ is χ-isotypic (for
example, V = indGZ/nZ(χ)). Then H acts on P(V ) and we put E := (P(V )×X)/H , where
we consider the diagonal action of H . Note that a Severi–Brauer scheme over B whose class
equals α is not unique.
The number d in Proposition 6.11 is not necessarily equal to n: it may be that there is
no a Severi–Brauer scheme E → B of relative dimension n− 1 whose class in Br(B) is α.
We will also use the following simple properties of τ .
Lemma 6.12. Let A be a finitely generated abelian group. The following holds true:
(i) for any subgroup B ⊂ A, we have τ(B) 6 τ(A);
(ii) let f : A → B be a surjective homomorphism such that fQ : AQ → BQ is an isomor-
phism of Q-vector spaces; then τ(B) 6 τ(A) and f is an isomorphism if and only if
τ(B) = τ(A);
(iii) given an exact sequence
0 −→ A′ −→ A −→ A′′ −→ 0 ,
we have τ(A) 6 τ(A′) + τ(A′′);
(iv) given a finite decreasing filtration F iA on A, we have τ(A) 6
∑
i τ(gr
i
FA).
Proof. (i) This is obvious.
(ii) Since fQ is an isomorphism, Ker(f) is a torsion group and we have an exact sequence
0 −→ Ker(f) −→ Ators −→ Btors −→ 0 .
Therefore τ(B) 6 τ(A) and one has the equality if and only if Ker(f) = 0.
(iii) This is implied by the exact sequence
0 −→ A′tors −→ Ators −→ A
′′
tors .
(iv) This follows directly from (iii).
Lemma 6.13. Let Eijr be a spectral sequence that converges to groups A
p, where i, j, p ∈ Z
and r > 2. Suppose that all Eij2 and A
p are finitely generated abelian groups and that the
spectral sequence degenerates in the E2-term after tensoring with Q. Then the following
holds true:
(i) For any p, we have τ(Ap) 6
∑
i+j=p
τ(Eij2 ) (possibly, this sum equals infinity).
(ii) If there is a non-zero differential that comes to the p-th diagonal, then
τ(Ap) <
∑
i+j=p
τ(Eij2 ).
(iii) If the spectral sequence degenerates in the E2-term and for any p, the resulting filtra-
tion on Ap splits, then for any p, there is an equality τ(Ap) =
∑
i+j=p
τ(Eij2 ).
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Proof. (i) By Lemma 6.12(iv), we have τ(Ap) 6
∑
i+j=p
τ(Eij∞). For all i, j, the group E
ij
∞ is
a subquotient of the group Eij2 and by the assumption of the lemma, we have the equality
(Eij∞)Q = (E
ij
2 )Q. Therefore, by Lemma 6.12(i), (ii), we have τ(E
ij
∞) 6 τ(E
ij
2 ).
(ii) Suppose that there is a non-zero differential dr : E
i−r,j+r−1
r → E
ij
r with i + j = p.
Then the natural surjective homomorphism
Ker
(
dr : E
ij
r → E
i+r,j−r+1
r
)
−→ Eijr+1
has a non-trivial kernel. Hence by Lemma 6.12(ii), we have a strict inequality
τ(Eijr+1) < τ(E
ij
r ).
(iii) This is obvious.
Now recall that for a finite CW-complex M , there is an Atiyah–Hirzebruch spectral
sequence, see [3, Sect. 2], with Eij2 = H
i(M,Z) for j even and Eij2 = 0 for j odd. The spec-
tral sequence converges to Ktopi+j(M), is periodic with respect to the vertical shift by 2, and
degenerates in the E2-term after tensoring with Q. The resulting filtration on topological
K-groups is finite, exhaustive, and separated. In particular, Lemma 6.13(i) implies that
τ
(
Ktop0 (M)
)
6 τ
(
Hev(M,Z)
)
, τ
(
Ktop1 (M)
)
6 τ
(
Hodd(M,Z)
)
.
Recall that there is a canonical map
Ψ : Br(B)
∼
−→ H2e´t(B,O
∗
B) −→ H
2
(
B, (OhB)
∗
)
−→ H3(B,Z) , (6.9)
where OhB is the sheaf of holomorphic functions on B, (O
h
B)
∗ is the sheaf of invertible
holomorphic functions, its cohomology is taken in the complex topology, and the last map
is the boundary map associated with the exponential exact sequence
0 −→ Z
2πi
−→ OhB
exp
−→ (OhB)
∗ −→ 1 .
Proposition 6.14. Let f : E → B be a Severi–Brauer scheme of relative dimension d− 1.
Suppose that the following conditions are satisfied:
(i) the element Ψ
(
[E]
)
∈ H3(B,Z) is non-zero, where [E] ∈ Br(B) is the class of E;
(ii) we have τ
(
Ktop1 (B)
)
= τ
(
Hodd(B,Z)
)
.
Then τ
(
Ktop1 (E)
)
< d · τ
(
Ktop1 (B)
)
.
Proof. We have that R2f∗Z is a locally constant sheaf of rank one on B. The first Chern
class of the relative canonical sheaf of f defines a non-zero section of R2f∗Z, whence this
sheaf is constant. By multiplicativity, we obtain that Rjf∗Z is a constant sheaf of rank one
for every j = 2r, 0 6 r 6 d. Clearly, Rjf∗Z = 0 otherwise. We see that the Leray spectral
sequence of f takes the form Eij2 = H
i(B,Z) when j = 2r, 0 6 r 6 d, and with Eij2 = 0
otherwise.
Since E ×B E is the projectivization of a rank d vector bundle on E, we see that
the pull-back map H3(B,Z) → H3(E,Z) sends Ψ
(
[E]
)
to zero. Therefore the differen-
tial d3 : H
0(B,Z)→ H3(B,Z) is non-zero. (Actually, one can show that d3 sends the ele-
ment 1 ∈ H0(B,Z) to Ψ
(
[E]
)
∈ H3(B,Z); see, e.g., the book of Gille and Szamuely [31,
Prop. 5.4.4] for the arithmetic counterpart of this).
Recall that by Deligne [24], the Leray spectral sequence degenerates after tensoring
with Q. Hence the explicit description of the spectral sequence given above, together with
Lemma 6.13(ii), implies that we have a strict inequality
τ
(
Hodd(E,Z)
)
< d · τ
(
Hodd(B,Z)
)
.
Now the proposition follows from condition (ii) and the inequality
τ
(
Ktop1 (E)
)
6 τ
(
Hodd(E,Z)
)
coming from the Atiyah–Hirzebruch spectral sequence
as described above.
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Now we are ready to prove Theorem 6.10.
Proof of Theorem 6.10. First observe that, by Example 3.11, we have X/exG =
n∐
i=1
B.
Hence there is an equality
τκtop1
(
µ(X/exG)
)
= n · τ
(
Ktop1 (B)
)
. (6.10)
Let an element α ∈ Br(B) and a Severi–Brauer scheme E → B be as in Proposition 6.11.
By this proposition, the equality d · µG(X) = n · µ(E) holds in K0(DG
gm
C ). Hence the
equality
τκtop1
(
µG(X)
)
=
n
d
· τ
(
Ktop1 (E)
)
(6.11)
holds in R.
Furthermore, there is a commutative diagram
0 −−−−→ Z
n
−−−−→ Z −−−−→ Z/nZ −−−−→ 0y= y 2πin yχ
0 −−−−→ Z
2πi
−−−−→ OhB
exp
−−−−→ (OhB)
∗ −−−−→ 1
of sheaves on B in the complex topology. This yields that the Bockstein homomorphism
β : H2(B,Z/nZ)→ H3(B,Z)n is equal to the composition Ψ ◦ ν (see formula (6.6) for ν).
Therefore there are equalities
Ψ
(
[E]
)
= Ψ(α) = Ψ
(
ν(λ(z))
)
= β(λ(z))
in H3(B,Z) (see formula (6.3) for λ). Hence, by conditions (i) and (ii) of the theorem and
by Proposition 6.14, we have a strict inequality
τ
(
Ktop1 (E)
)
< d · τ
(
Ktop1 (B)
)
of real numbers. Combining this with equations (6.10) and (6.11), we finish the proof.
Let us construct examples for which the conditions of Theorem 6.10 are satisfied. With
this aim, we further analyze the Atiyah–Hirzebruch spectral sequence. As above, let M
be a finite CW-complex. The homomorphism Ktop0 (M)→ H
0(M,Z) that arises from the
Atiyah–Hirzebruch spectral sequence coincides with the rank of vector bundles and has
a splitting defined by trivial vector bundles of a given rank. Denote the kernel of this
homomorphism by K˜top0 (M). Thus we have a canonical isomorphism
Ktop0 (M) ≃ H
0(M,Z)⊕ K˜top0 (M) .
Recall that Ktop1 (M) is the group [M,U(∞)] of homotopy classes of continuous
maps from M to the infinite-dimensional unitary group U(∞). The homomorphism
Ktop1 (M)→ H
1(M,Z) that arises from the Atiyah–Hirzebruch spectral sequence coincides
with the homomorphism induced by the determinant det: U(∞) → U(1) and the nat-
ural isomorphism [M,U(1)] ≃ H1(M,Z) (see, e.g., [33, § 5]). Thus the homomorphism
Ktop1 (M)→ H
1(M,Z) also has a splitting defined by any splitting ι : U(1)→ U(∞) of the
determinant (the splitting H1(M,Z)→ Ktop1 (M) does not depend on the choice of ι). De-
note the kernel is this homomorphism by K˜top1 (M). Thus we have a canonical isomorphism
Ktop1 (M) ≃ H
1(M,Z)⊕ K˜top1 (M) .
In particular, we obtain the vanishing of all differentials in the Atiyah–Hirzebruch spectral
sequence that come out of H0(M,Z) and H1(M,Z).
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Lemma 6.15. Let M and M ′ be two finite CW-complexes. Suppose that the Atiyah–
Hirzebruch spectral sequence for M degenerates in the E2-term and the filtrations
on Ktop0 (M) and K
top
1 (M) split. Suppose that all cohomology groups H
i(M ′,Z) are torsion-
free. Then the Atiyah–Hirzebruch spectral sequence for M ×M ′ degenerates in the E2-term
as well and the filtrations on Ktop0 (M ×M
′) and Ktop1 (M ×M
′) also split.
Proof. Since the groups Hi(M ′,Z) are torsion-free, the Atiyah–Hirzebruch spectral se-
quence for M ′ degenerates in the E2-term and the filtrations on K
top
0 (M
′) and Ktop1 (M
′)
split. Also, the absence of torsion in the cohomology ofM ′ implies, by the Ku¨nneth formula,
that we have isomorphisms
Hp(M ×M ′) ≃
⊕
i+j=p
Hi(M,Z)⊗Hj(M ′,Z) , p > 0 .
Recall that the Atiyah–Hirzebruch spectral sequence is multiplicative in the natural sense,
in particular, the differentials satisfy the graded Leibniz rule, see Remark 4 after Theorem
15.27 in Switzer’s book [63] and also [3, Theor. 2.6]. Therefore the Atiyah–Hirzubruch
spectral sequence for M ×M ′ degenerates in the E2-term.
Consider the natural homomorphisms of filtered abelian groups
ϕ0 :
(
Ktop0 (M)⊗K
top
0 (M
′)
)
⊕
(
Ktop1 (M)⊗K
top
1 (M
′)
)
−→ Ktop0 (M ×M
′) ,
ϕ1 :
(
Ktop0 (M)⊗K
top
1 (M
′)
)
⊕
(
Ktop1 (M)⊗K
top
0 (M
′)
)
−→ Ktop1 (M ×M
′) .
Since the filtrations on the topological K-groups of M and M ′ split, we see that the filtra-
tions on the sources of ϕ0 and ϕ1 split as well and the adjoint quotients form the graded
abelian groups (
Heven(M)⊗Heven(M ′)
)
⊕
(
Hodd(M)⊗Hodd(M ′)
)
,(
Heven(M)⊗Hodd(M ′)
)
⊕
(
Hodd(M)⊗Heven(M ′)
)
,
respectively. On the other hand, since the Atiyah–Hirzebruch spectral sequence forM ×M ′
degenerates in the E2-term, we obtain that the homomorphisms ϕ0 and ϕ1 induce isomor-
phisms on the adjoint quotients. This implies that ϕ0 and ϕ1 are isomorphisms of filtered
abelian groups, because the filtrations are finite, exhaustive, and separated. We see that
the filtrations on the topological K-groups of M ×M ′ split.
We shall apply Lemma 6.15 for a product of a curve and a surface. Obviously, for a
complex smooth projective curve C, we have the isomorphisms
Ktop0 (C) ≃ H
0(C,Z) ⊕H2(C,Z) ≃ Z⊕2 , Ktop1 (C) ≃ H
1(C,Z) ≃ Z⊕2g
where g is the genus of C.
The proof of the following lemma essentially copies the proof given by Galkin, Katzarkov,
Mellit, and Shinder in [28, Lem. 2.2], where the authors compare torsion in the Picard group
and in the algebraic K0-group for arbitrary algebraic varieties.
Lemma 6.16. For a complex smooth projective surface S, the Atiyah–Hirzebruch spectral
sequence degenerates in the E2-term, we have K˜
top
1 (S) ≃ H
3(S,Z), and the exact sequence
0 −→ H4(S,Z) −→ K˜top0 (S) −→ H
2(S,Z) −→ 0 (6.12)
splits.
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Proof. The only non-trivial assertion is the splitting of the exact sequence (6.12). Let
x ∈ H2(S,Z) be an element such that lx = 0 for a natural number l. It is well-known
that H2(S,Z) is canonically bijective with the set of isomorphism classes of topological
complex line bundles on S. Let L → S be the line bundle that corresponds to x and
take the element y := {L} − 1 ∈ K˜top0 (S). Clearly, y is sent to x under the homomorphism
K˜top0 (S)→ H
2(S,Z), which is the first Chern class.
Since lx = 0, the line bundle L⊗l is trivial (actually, this implies that L is algebraic),
whence (1 + y)l = 1. The filtration on topological K-groups is multiplicative, y belongs to
the first term K˜top0 (S) ⊂ K
top
0 (S) of this filtration, and S is a surface. Therefore, we have
y3 = 0. Hence we obtain the equality
ly +
(
l
2
)
y2 = 0 . (6.13)
Multiplying the left hand side of (6.13) by y, we get ly2 = 0 in H4(S,Z) ⊂ Ktop0 (S). Since
the group H4(S,Z) ≃ Z is torsion-free, we see that y2 = 0. Thus equality (6.13) implies
that ly = 0.
We conclude that the homomorphism
K˜top0 (S)tors −→ H
2(S,Z)tors
is surjective. Again using that H4(S,Z) is torsion-free, we obtain that the latter homomor-
phism is an isomorphism. This implies that the exact sequence (6.12) splits.
Now we are ready to construct an example to Theorem 6.10. Let G be the Heisenberg
group over the ring Z/nZ (cf. Lemma 5.14), let N be the center of G, and put H := G/N .
Choose generators x, y of H , which fixes an isomorphism H ≃ Z/nZ × Z/nZ, a genera-
tor [x, y] of N , and hence an isomorphism N ≃ Z/nZ. We have an exact sequence
0 −→ Z/nZ −→ G −→ H −→ 1
and let z ∈ H2(H,Z/nZ) be the corresponding class.
Let S be a complex smooth projective surface such that there is a non-zero torsion
element s ∈ H2(S,Z)n. For example, one can take for S an Enriques surface with n = 2
or a surface of general type with h1,0 = h2,0 = 0 and with non-trivial torsion in the Picard
group.
There exists an element t ∈ H1(S,Z/nZ) with β(t) = s. Let T → S be an n-cyclic cover
of S that corresponds to t. Let C be a complex smooth projective curve of positive genus,
and let D → C be any non-trivial n-cyclic cover. We have a free action of H on the variety
X := T ×D given by the action of the first factor on T and of the second factor on D.
Proposition 6.17. The class z ∈ H2(H,Z/nZ) and the action of H on X as above satisfy
the conditions of Theorem 6.10. Thus, we have µG(X) 6= µ(X/exG) in K0(DG
gm
k ).
Proof. Clearly, the quotient B = X/G is isomorphic to S×C. The class z ∈ H2(H,Z/nZ) is
equal to the cup-product of the classes in H1(H,Z/nZ) given by two coordinate projections
from H to Z/nZ. This implies the equality
λ(z) = p∗S(t) · p
∗
C(c) ∈ H
2(B,Z/nZ) ,
where the class c ∈ H1(C,Z/nZ) corresponds to the n-cyclic cover D → C.
Let c˜ ∈ H1(C,Z) be any lift of c. We obtain the equalities in H3(B,Z)
β(λ(z)) = β
(
p∗S(t) · p
∗
C(c)
)
= β
(
p∗S(t) · p
∗
C(c˜)
)
=
= β(p∗S(t)) · p
∗
C(c˜) = p
∗
S(β(t)) · p
∗
C(c˜) = p
∗
S(s) · p
∗
C(c˜) .
49
By our assumptions, s 6= 0 in H2(S,Z)n. Also, the cover D → C is non-trivial, whence
c 6= 0 and c˜ is not n-divisible in H1(C,Z). Hence, by the Ku¨nneth formula, the element
p∗S(s) · p
∗
C(c˜) is non-zero as it corresponds to the non-zero element
s⊗ c˜ ∈ H2(S,Z)⊗H1(C,Z) ⊂ H3(S × C,Z) .
Thus we see that condition (i) of Theorem 6.10 is satisfied.
Combining Lemma 6.15 and Lemma 6.16, we see that the Atiyah–Hirzebruch spectral
sequence for B degenerates in the E2-term and the filtrations on the topological K-groups
of B split. Hence, by Lemma 6.13(iii), we have τ
(
Ktop1 (B)
)
= τ
(
Hodd(B,Z)
)
(this holds
for Ktop0 and even cohomology as well), that is, condition (ii) of Theorem 6.10 is satisfied
as well.
Remark 6.18. Proposition 6.17 generalizes trivially to the case of a product of two complex
smooth projective varieties V and V ′ such that the Atiyah–Hirzebruch spectral sequence
for V degenerates in the E2-term, the filtrations on K
top
0 (V ) and K
top
1 (V ) split, all coho-
mology groups Hi(V ′,Z) are torsion-free, we have H2(V,Z)n 6= 0, and there is a non-trivial
n-cyclic cover of V ′.
6.4 On a conjecture by Polishchuk and Van den Bergh
Polishchuk and Van den Bergh [58, Conj.A] made the following conjecture.
Conjecture 6.19. Let G be a finite group and X be a smooth quasi-projective G-variety
such that G acts on X effectively. Suppose that for every g ∈ G, the variety Xg/Z(g) is
smooth. Then there exists a semiorthogonal decomposition of DG(X) whose components
(up to order) form the collection of triangulated categories Db
(
Xg/Z(g)
)
parameterized by
conjugacy classes [g] ∈ C(G), where g ∈ G is a representative of a conjugacy class [g].
Recall that the disjoint union of varieties Xg/Z(g), [g] ∈ C(G), is isomorphic to the
extended quotientX/exG (see formula (3.9)). In particular, ifX as in Conjecture 6.19 is also
projective, then the conclusion of the conjecture implies the equality µG(X) = µ(X/exG)
in K0(DG
gm
k ) (the conjecture predicts a much finer phenomena).
Theorem 6.10 and Proposition 6.17 show that a version of Conjecture 6.19 without
effectiveness requirement is not true. The following result provides a simpler example
when X is a curve, which also shows that the condition on the action to be effective is
indeed necessary. Nevertheless, we do not know whether the inequality µG(X) 6= µ(X/exG)
holds in this case.
Theorem 6.20. Let n be a natural number and let the groups N ≃ (Z/nZ)⊕3, G,
and H ≃ (Z/nZ)⊕2 be as in Example 6.4(ii). Let E be an elliptic curve without com-
plex multiplication over k, that is, such that Z ≃ Endk(E). Suppose that all points in
the n-torsion subgroup En ⊂ E are k-rational (and therefore that k contains a primitive
n-th root of unity). Choose an isomorphism H ≃ En and let G act on E by translation
through H. Then there is no semiorthogonal decomposition of DG(E) whose components
(up to order) form the collection of triangulated categories Db
(
Eg/Z(g)
)
, [g] ∈ C(G).
In the proof of Theorem 6.20 we use the following lemmas.
Lemma 6.21. Given an exact sequence of finite groups
1 −→ N −→ G −→ H −→ 1 ,
let G act on a variety X through a free action of H on X. Suppose that the exact sequence
above satisfies conditions (i) and (ii) of Definition 6.1. Then there is an equivalence of
categories
cohG(X) ≃
⊕
[r]∈Irr(N)/H
coh(X/Hr) ,
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where r ∈ Irr(N) is a representative of an H-orbit [r] ∈ Irr(N)/H and Hr is the stabilizer
of r in H.
Proof. By Remark 6.2(iii) and Theorem 5.5(ii), there is an equivalence of categories
cohG(X) ≃ cohH
(
Irr(N)×X
)
By condition (i) of Definition 6.1, the scheme Irr(N) is the finite set of points Spec(k)
parameterized by Irr(N). Since H acts on X freely, there is an equivalence of categories
cohH
(
Irr(N)×X
)
≃ coh
(
(Irr(N)×X)/H
)
.
Finally, one has an isomorphism
(Irr(N)×X)/H ≃
∐
[r]∈Irr(N)/H
X/Hr ,
which finishes the proof.
Lemma 6.22. Let T be an idempotent complete triangulated category admitting a
semiorthogonal decomposition
T = 〈T1, . . . , Tm〉
into triangulated categories, which are indecomposable into direct sums. Suppose that there
is also a decomposition
T ≃ C1 ⊕ . . .⊕ Cm
into a direct sum of non-zero triangulated categories. Then there exists a permutation
σ ∈ Σm such that Ti ≃ Cσ(i) for any i, 1 6 i 6 m.
Proof. Since T is idempotent complete, each Ti is idempotent complete as well. Hence
the direct sum decomposition on T induces a direct sum decomposition on each Ti. Since
the categories Ti are assumed to be indecomposable, we have Ti ⊂ Cσ(i) for some map σ
from the index set to itself. It follows that we actually have an orthogonal decomposition
T = T1 ⊕ . . . ⊕ Tm. Also, since each Ci is assumed to be non-trivial, the map σ must be
surjective and therefore a permutation. From this, it is easy to see that Ti ≃ Cσ(i) for
each i.
The following statement is well-known and is obtained by Orlov [56, Ex. 4.16] in the
more general case of principally polarized abelian varieties over an algebraically closed field
of zero characteristic. For the convenience of the reader, we provide a separate proof in our
simple case, still using one of the main results from [56].
Lemma 6.23. Let E be an elliptic curve without complex multiplication over k. Sup-
pose that for an elliptic curve E′, there is an equivalence of triangulated categories
Db(E) ≃ Db(E′). Then there is an isomorphism E ≃ E′.
Proof. By [56, Theor. 2.19], the equivalence Db(E) ≃ Db(E′) implies that there is an iso-
morphism of abelian surfaces
E × E ≃ E′ × E′ .
It follows that the curves E and E′ are isogenous over k.
Let φ : E′ → E be any isogeny. We have a homomorphism of abelian groups
Homk(E,E
′) −→ Endk(E) , ψ 7−→ φ ◦ ψ .
This homomorphism is injective, because the composition of two isogenies is a (non-zero)
isogeny. Since Endk(E) ≃ Z, we see that Homk(E,E′) is infinite cyclic.
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Let an isogeny ξ : E → E′ be a generator of Homk(E,E′). Then the kernel of any
morphism E → E′ contains the finite group scheme Ker(ξ) ⊂ E. This implies that the
kernel of any morphism E → E′ × E′ contains Ker(ξ) as well. On the other hand, the
isomorphism E × E ≃ E′ × E′ gives an injective morphism E → E′×E′. Therefore Ker(ξ)
is trivial, whence the isogeny ξ is an isomorphism.
Now we are ready to prove Theorem 6.20.
Proof. By Example 6.4(ii), the set of stabilizers of the action of H on C(N) consists of n
copies of H and of n3 − n subgroups K ⊂ H such that each H/K is a non-trivial cyclic
group. Hence by Example 3.11, the collection of varieties Eg/Z(g), [g] ∈ C(G), coincides
with
E, . . . , E︸ ︷︷ ︸
n
, E1, . . . , EM ,
where M > 1 is a natural number depending on n and for each i, 1 6 i 6 M , there is a
cyclic isogeny E → Ei of positive degree.
Now assume that there is a semiorthogonal decomposition
DG(X) = 〈T1, . . . , Tn+M 〉
such that the collection T1, . . . , Tn+M coincides up to permutation with the collection
Db(E), . . . , Db(E)︸ ︷︷ ︸
n
, Db(E1) . . . , D
b(EM ) .
Again by Example 6.4(ii), the set of stabilizers of the action of H on Irr(N) consists of
subgroups of type Z/dZ× Z/dZ, where d is a positive divisor of n. For each subgroup
H ′ ⊂ H of this type, there is an isomorphism E/H ′ ≃ E. Hence, by Lemma 6.21, we have
an equivalence of triangulated categories
DG(X) ≃ D(E)⊕L,
where L is a natural number depending on n (in fact, one can show L = n +M). The
categories Db(E) and Db(Ei), 1 6 i 6 M , are indecomposable into direct sums as elliptic
curves are connected. Thus, by Lemma 6.22 with m = n +M , we obtain that for each i,
1 6 i 6M , there is an equivalence Db(Ei) ≃ Db(E).
Now, since E has no complex multiplication, by Lemma 6.23, there is an isomor-
phism E ≃ Ei. However, this is impossible since an elliptic curve without complex multi-
plication over k has no k-endomorphism with non-trivial cyclic kernel.
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