Abstract. Suppose that F (x) ∈ Z [[x]] is a Mahler function and that 1/b is in the radius of convergence of F (x). In this paper, we consider the approximation of F (1/b) by algebraic numbers. In particular, we prove that F (1/b) cannot be a Liouville number. If F (x) is also regular, we show that F (1/b) is either rational or transcendental, and in the latter case that F (1/b) is an S-number or a T -number.
Introduction
One of the interesting classes of numbers from the perspective of Diophantine approximation is the set of automatic real numbers. In this setting, one has natural numbers b and k with b, k ≥ 2, and a sequence f : Z ≥0 → {0, . . . , b − 1} such that the value f (n) is generated by a finite-state automaton that reads as input the base k expansion of n and outputs a number in the range. We call such a sequence {f (n)} n≥0 k-automatic (or just automatic) and call the real number whose n-th b-ary digit is f (n) a k-automatic number.
In a series of papers in the 1980s, Loxton and van der Poorten [20, 21 ] used Mahler's method to investigate whether or not an automatic number could be both irrational and algebraic, a problem posed by Cobham [13] in 1968. Mahler's method [22, 24, 25 ] is a method in transcendence theory whereby one uses a function Some twenty years after Loxton and van der Poorten's work, Adamczewski and Bugeaud [1, 4] answered the question concerning automatic numbers by substituting Schmidt's Subspace Theorem in place of Mahler's method. Adamczewski and Bugeaud showed that such numbers are either rational or transcendental [1] . Their result naturally leads to the question of irrationality measures for automatic numbers.
Let ξ be a real number. The irrationality exponent, µ(ξ), of ξ is defined to be the supremum of the set of real numbers µ such that the inequality 0 < ξ − p q < 1 q µ has infinitely many solutions (p, q) ∈ Z × N. Computing the irrationality exponent of a given real number is generally very difficult, although there are several classes of numbers for which irrationality exponents are well-understood. All rational numbers have irrationality exponent one, and a celebrated theorem of Roth [27] gives that all irrational algebraic numbers have irrationality exponent precisely two. In fact, the set of real numbers with irrationality exponent strictly greater than two has Lebesgue measure zero. Roth's theorem built on work of Liouville [18] , who showed that if ξ is an algebraic number of degree d over Q, then µ(ξ) ≤ d. Using this fact, Liouville produced the first examples of transcendental numbers by constructing real numbers with infinite irrationality exponent; numbers with infinite irrationality exponent are now called Liouville numbers in his honour. Towards classifying irrationality exponents of automatic numbers as well as settling a conjecture of Shallit [30] , Adamczewski and Cassaigne [5] proved that a Liouville number cannot be generated by a finite automaton.
In this paper, we use Mahler's method to provide the following significant generalisation of Adamczewski and Cassaigne's result.
Theorem 1.1. A Mahler number cannot be a Liouville number.
Historically, the application of Mahler's method had one major impediment. In order to consider numbers F (1/b) one must ensure that a 0 ((1/b) k i ) = 0 for all i ≥ 0; this condition is commonly referred to as Mahler's condition. Note that in the statement of Theorem 1.1 no such condition is stated. Indeed, we are able to remove Mahler's condition within the setting of this paper. As far as we know, this is the first time that Mahler's condition has been removed. We suspect that our trick, presented in Section 5, has further applications. Theorem 1.1 is obtained via a more general quantitative version (see Theorem 5.1) in which we give a bound for the irrationality exponent of the number F (a/b) in terms of information from the functional equation (1.1) and the rational number a/b when |a| is small enough compared to b. Indeed, the rational approximations constructed to get the quantitative bound are of high enough quality that we may apply a p-adic version of Schmidt's Subspace Theorem to extend Adamczewski and Bugeaud's above-mentioned result to a much larger class of numbers.
To explain this extension formally, let a = {a(n)} n≥0 be a sequence taking values in a field K. We define the k-kernel of a, denoted by K k (a), as the set of distinct subsequences of the form {a(k ℓ n + r)} n≥0 with ℓ ≥ 0 and 0 ≤ r < k ℓ . Christol [12] showed that a sequence is k-automatic if and only if its k-kernel is finite. We say the sequence a is k-regular (or just regular) provided the K-vector space spanned by K k (a) is finite-dimensional. This definition of k-regularity is due to Becker [9] , but this notion was introduced by Allouche and Shallit [7, 8] . We also use the term regular to refer to both the function n≥0 a(n)x n and its values at rationals 1/b, with b ≥ 2 an integer, for k-regular sequences a. Theorem 1.2. An irrational regular number is transcendental.
As an immediate corollary of this result, we have that if F (x) is a Mahler function satisfying (1.1) with a 0 (x) a non-zero integer, then F (1/b) is either rational or transcendental (see [9, Theorem 2] ).
A particular case of Theorem 1.2 is the transcendence of irrational automatic numbers, a result first established in [1] . While both proofs ultimately rest on the Schmidt Subspace Theorem, they are quite different; see the discussion after Theorem 8.1 for details.
As all regular numbers are Mahler numbers (see Becker [9, Theorem 1] ), Theorem 1.1 shows that regular numbers cannot be too well approximated by rational numbers. In the final result of this paper, we show that one may control the strength of the approximations of regular numbers by algebraic numbers of higher degree. Before stating the result, we need a few definitions.
Mahler [23] in 1932, and Koksma [17] in 1939, introduced two related measures of the quality of approximation of a complex transcendental number ξ by algebraic numbers. For any integer m ≥ 1, we denote by w m (ξ) the supremum of the real numbers w for which 0 < |P (ξ)| < 1 H(P ) w has infinitely many solutions in integer polynomials P (x) of degree at most m. Here, H(P ) stands for the naïve height of the polynomial P (x), that is, the maximum of the absolute values of its coefficients. Further, we set w(ξ) = lim sup m→∞ w m (ξ) m .
According to Mahler [23] , we say that ξ is an
• S-number, if w(ξ) < ∞;
• T -number, if w(ξ) = ∞ and w m (ξ) < ∞ for any integer m ≥ 1;
• U -number, if w(ξ) = ∞ and w m (ξ) = ∞ for some integer m ≥ 1.
Almost all numbers are S-numbers in the sense of Lebesgue measure, and Liouville numbers are examples of U -numbers. The existence of T -numbers remained an open problem for nearly forty years, until it was confirmed by Schmidt [28, 29] .
Following Koksma [17] , for any integer m ≥ 1, we denote by w * m (ξ) the supremum of the real numbers w for which 0 < |ξ − α| < 1 H(α) w+1 has infinitely many solutions in complex algebraic numbers α of degree at most n.
Here, H(α) stands for the naïve height of α, that is, the naïve height of its minimal defining polynomial. Koksma [17] defined S * -, T * -and U * -numbers as above, using w * m rather than w m . He proved that this classification of numbers is equivalent to Mahler's classification. For more information on the functions w m and w * m , the reader is directed to Bugeaud's monograph [10] .
We may now state our final result. Theorem 1.
3. An irrational regular number is an S-number or a T -number.
Since automatic numbers form a subset of regular numbers, Theorem 1.3 implies that any irrational automatic number is either an S-number or a T -number, a result already established in [3] . Theorems 1.1, 1.2, and 1.3 combine to give a rather satisfactory answer to the following problem, posed by Allouche and Shallit [7, page 195 
]:
Obtain transcendence results for the real numbers n≥0 s(n)p −n , where s(n) is p-regular and n≥0 s(n)x n is not a rational function.
This paper is organised as follows. In Section 2, we produce a family of rational function approximations to a power series F (x) satisfying a Mahler functional equation. We then show that specialisation of our family of rational functions at a given rational number a/b inside the radius of convergence of F (x) produces a family of good approximations of F (a/b) under very general conditions on a and b. In Section 3, we show that the rational approximations produced in Section 2 cannot be too strong and we are able to combine these results in Section 4 to give an upper bound on the irrationality exponent for F (a/b) in terms of data from the functional equation and the rational number a/b under Mahler's condition. In Section 5, we remove Mahler's condition. In Section 6, we prove a quantitative result on the unimodular completion of matrices with polynomial entries which are of use in Section 7. Section 7 considers regular (and hence also automatic) numbers; specifically, in the case of a regular function, the results of Section 6 are used to provide an alternative method for removing Mahler's condition. This alternative method produces a functional equation based on information from the k-kernel, which is used in Section 8 alongside an appropriate version of the p-adic Schmidt Subspace Theorem to prove general versions of Theorems 1.2 and 1.3.
Upper bounds on rational approximations
In this section, we consider power series F (x) satisfying a k-Mahler equation and construct a family of rational function approximations of F (x), which we then use to give good rational approximations to F (α) for rational numbers α inside the radius of convergence of F (x). We approach this problem by looking at finite-dimensional Q(x)-vector subspaces of Q((x)) that are stable under the ring homomorphism ∆ k : Q((x)) → Q((x)) given by x → x k . Throughout this paper, unless stated otherwise, we take all complex matrix norms · to be the operator norm; i.e., A = sup v =1 Av , where the norm of a vector v is the ordinary Euclidean norm.
Notation 2.1. We adopt the following assumptions and notation.
(1) We take k and d to be natural numbers that are both greater than or equal to 2. (2) We take a i,j (x) ∈ Z[x] to be polynomials for i, j ∈ {1, . . . , d}. (3) We take B(x) to be a polynomial with integer coefficients such that B(0) = 0. (4) We take H := max 1≤i,j≤d {deg a i,j (x), deg B(x)}. (5) We take A(x) to be the d × d matrix whose (i, j)-entry is a i,j (x)/B(x) and we assume that det (A(x)) is a non-zero polynomial.
] to be power series that are linearly independent over Q(x) and which satisfy
We take a, b ∈ Z with a = 0, b ≥ 2, and ρ := log |a|/ log b ∈ [0, 1/(d + 1)) such that |a/b| is in the radius of convergence of F i (x) for each i ∈ {1, . . . , d} and B((a/b)
when n≥−m c n x n ∈ Q((x)) is a non-zero Laurent power series.
We begin with a simple norm estimate.
Lemma 2.2. Assume the notation and assumptions of Notation 2.1 and let t ∈ (0, 1). If B(t k n ) is non-zero for every nonnegative integer n, then there is a positive constant C = C(t) such that for all n ≥ 1 we have
Proof. Since B(0) = 0 and B(t k n ) is non-zero for every nonnegative integer n, there
Then we have
Our next lemma establishes good rational approximations to power series.
Lemma 2.3. Assume the notation and assumptions of Notation 2.1. Then there are ε > 0, polynomials
H with Q(0) = 1, and a positive constant C such that for i ∈ {1, . . . , d} we have
Proof. For i ∈ {2, . . . , d}, the theory of simultaneous Padé approximation (see [26, Chapter 4] for details) provides polynomials P i (x) and Q(x) of degree each bounded by (d − 1)(d + 2)H, and Q(0) = 1, such that
Since F 1 (x) = 1, we take P 1 (x) = Q(x). For i ∈ {1, . . . , d} we thus have
Since Q(0) = 1 and each of F 1 (x), . . . , F d (x) has positive radius of convergence, we see that there exists some R > 0 such that F i (x) − P i (x)/Q(x) is analytic on B(0, R) for i ∈ {1, . . . , d}. Hence there exist power series G 1 (x), . . . , G d (x) that are analytic on B(0, R) such that
for i ∈ {1, . . . , d}. Let ε ∈ (0, R). Then there is a positive constant C such that
for |x| ≤ ε. Thus for i ∈ {1, . . . , d},
Lemma 2.4. Assume the notation and assumptions of Notation 2.1 and let t ∈ (0, 1) be less than the radius of convergence of each F i (x) and satisfy B(t k n ) = 0 for all n ≥ 0. Then for each n ≥ 0 there are polynomials
iv) there exist positive constants C 0 and C 1 such that for i ∈ {1, . . . , d} and for all n sufficiently large we have Q n (t) = 0 and
Proof. By Lemma 2.3, there are ε > 0, polynomials
H with Q 0 (0) = 1, and a positive constant C such that for i ∈ {1, . . . , d} we have
whenever t ∈ (0, ε). We define
T and for n ≥ 1, we take
We note that there exist integer polynomials P i,n (x) for i ∈ {1, . . . , d} and
Since the entries of A(x) are all polynomials of degree at most H, we see that if we define
2) gives d n ≤ kd n−1 + H. By induction we see, using the fact that
By assumption,
and hence for n ≥ 1 we have
Then for n sufficiently large we have t k n < ε. Hence if e i denotes the d × 1 column vector whose i-th coordinate is 1 and all other coordinates are zero, then
Applying Lemma 2.2, we see there is a positive constant C 0 = C 0 (t) such that
for all n ≥ 1 and hence we have
for all i ∈ {1, . . . , d} and all n sufficiently large. The result follows.
We now give the key result of this section, which shows that if F 1 (x), . . . , F d (x) are power series and a and b are integers as in Notation 2.1 then there are many good rational approximations to F i (a/b). Proposition 2.5. Assume the notation and assumptions of Notation 2.1. Then there exists a sequence of positive integers {q n } n≥0 such that: (i) there exists an δ > 0 such that for each i ∈ {1, . . . , d} and each n ≥ 0 there is an integer p i,n such that
for all n sufficiently large; (ii) there is a positive constant C such that q n < q n+1 < Cq k n for all n sufficiently large. Moreover, the δ given in (i) can be taken to be 1/(3d 3 ).
Proof. We take δ = 1/(3d 3 ). By assumption, |a| = b ρ for some ρ < 1/(d + 1) and it is straightforward to check that
By Lemma 2.4, we have that for each n ≥ 0 there are polynomials
c) there exist positive constants C 0 and C 1 such that for i ∈ {1, . . . , d} and for all n sufficiently large we have Q n (a/b) = 0 and
Let N 0 ≥ 0 be such that Q n (a/b) = 0 for n ≥ N 0 . For n < N 0 , we take q n = 1 and p i,n = 1 for i ∈ {1, . . . , d}. For each n ≥ N 0 , we have
Hk n , and hence we define integers (2.5)
Observe that
is absolutely convergent, B(0) = 0, and
Using the fact that |B(0)| ≥ 1, we see that there is some C > 0 such that
for n sufficiently large. Finally, by inequality (2.4), we have
Hk n for all n and hence by inequalities (2.4) and (2.8) we have
for all n sufficiently large. The result follows.
We make the remark that the estimates obtained in the proof of Proposition 2.5 do not imply that the F i (a/b) are irrational; they do, however, show that if one of F i (a/b) is rational then p i,n /q i,n = F i (a/b) for all n sufficiently large.
Lower bounds on rational approximations
In this section, we continue the work we began in the preceding section and analyse the rational approximations to special values of functions satisfying a k-Mahler equation. The purpose of this section is to show that these rational approximations cannot be too good.
In addition to the assumptions and notation of Notation 2.1, we adopt the following.
Notation 3.1. We adopt the following assumptions and notation.
(1) We take
for n ≥ 0 to be polynomials satisfying conditions (i)-(iv) of Lemma 2.4. (2) We take the integers p i,n and q n to be as defined in Equations (2.6) and (2.5).
T for n ≥ 0. 
Proof. We define Cartier operators
Note that
where c 1,1 (x), . . . , c d,1 (x) are polynomials of degree at most N + H. It follows that
for some polynomials c 1,2 (x), . . . , c d,2 (x) of degree at most N 1 + H and we have
and thus by (3.2) we have
Continuing in this manner, for each n, we can construct polynomials c 1,n (x), . . . , c d,n (x) such that for some j ∈ {0, . . . , k − 1} we have
and the degrees of
Let n 0 be the unique natural number such that k n0 > N ≥ k n0−1 . Then for n ∈ {n 0 , n 0 + 1, . . . , n 0 + ⌊H/(k − 1) + 2⌋d} the constructed vectors [b 1,n (x), . . . , b d,n (x)] are in the vector space of d-tuples of polynomials of degree less than H/(k −1)+1, which has dimension at most ⌊H/(k − 1) + 2⌋d as a Q-vector space. Hence for n ∈ {n 0 , n 0 + 1, . . . , n 0 + ⌊H/(k − 1) + 2⌋d} the vectors [b 1,n (x), . . . , b d,n (x)] are linearly dependent over Q. In particular, there exist constants λ n , not all of which are zero, such that
But this gives that
which immediately yields that the functions
for n ∈ {n 0 , n 0 + 1, . . . , n 0 + ⌊H/(k − 1) + 2⌋d} are linearly dependent over Q. Suppose, towards a contradiction, that
Then for i ∈ {0, . . . , ⌊H/(k − 1) + 2⌋ · d − 1} we have by Equation (3.5) that
Thus the numbers v n0 , v n0+1 , . . . , v n0+⌊H/(k−1)+2⌋d are all distinct, and so for n ∈ {n 0 , n 0 + 1, . . . , n 0 + ⌊H/(k − 1) + 2⌋d} the functions G n (x) are linearly independent over Q, as we have ν(G n (x)) = v n for all n. This is a contradiction.
Hence
Note that k 1/(k−1) ≤ 2 and thus
The result follows. 
Proof. We prove this by induction on n ≥ 0. We first prove the base case n = 0 by showing by induction on i that Φ 0 (x), Φ m (x), . . . , Φ mi (x) are linearly independent over Q(x) for all all i < d. When i = 0, Φ 0 (x) is linearly independent over Q(x) as it is non-zero.
Suppose that Φ 0 (x), Φ m (x), . . . , Φ mi (x) are linearly independent over Q(x) for all i with i < j < d and consider the case i = j.
) is a rational function with numerator and denominator of degree at most
; moreover, they all have a common denominator of at most this degree. Thus there exist polynomials
, not all zero, of degree at most
But the polynomials b i (x) are of degree at most
and so by Lemma 3.2 and (3.8) we have
Dividing this inequality by k jm we get
This completes the base case for our induction on n.
Next assume that the result is true for all natural numbers less than or equal to n. Notice by construction Φ n+1 (x) = A(x)Φ n (x k ), and A(x) is invertible. Thus we have that
By the inductive hypothesis, the matrix
is invertible. Since A(x) is also invertible, the product
is invertible, and thus the equality (3.10) gives the desired result. This proves the lemma.
We will need a few more estimates for the norms of matrices.
Lemma 3.4. Let d and H be natural numbers and let
are polynomials of degree at most H. Then there exist ε > 0 and a positive constant C such that for all α ∈ (−ε, ε) \ {0} we have
formed by removing the i-th row and j-th column of D(x). Note that ∆ i,j (x) is a polynomial of degree at most
Note that each entry of (−1) i+j ∆ j,i (x) 1≤i,j≤d is a polynomial of degree at most
,
we have that
Note that the entries of D(x) are all polynomials of degree at most H, and so det(D(x)) is a polynomial of degree at most Hd. In particular, there is some ε > 0 such that det(D(x)) has no zeros on {x ∈ C : 0 < |x| ≤ ε} and so
is continuous on the compact set {x ∈ C : |x| ≤ ε}. In particular, there is some constant C 0 > 0 such that
Thus for α ∈ (−ε, ε) \ {0} we have
The result follows taking C = dC 1 C 0 .
Applying the preceding results gives the following lemma. As is customary, when working with a vector space K n over a field K, we let e i denote the 1 × n row vector with a 1 in the i-th coordinate and zeros in the remaining coordinates.
Lemma 3.5. Assume the assumptions and notation of Notations 2.1 and 3.1 and let m be a natural number with the property that
Moreover, there are positive constants c 0 and c 1 such that for i ∈ {2, . . . , d} we either have
for all n sufficiently large or e T i C n (a/b) is eventually zero. Proof. For the first part of the lemma, suppose to the contrary that C n (x) has rank strictly less than d − 1. Then the vectors
and so the set of vectors {Φ n+im (x)} d−1 i=0 is linearly dependent over Q(x). But this contradiction the conclusion of Lemma 3.3.
Recall from Lemma 2.4 (v) that P 1,n (x)/Q n (x) = 1 for all n and hence the top row of C n (x) is zero. We let C (1)
n (x) must have rank (d − 1) and thus it is invertible.
Then Lemma 2.4 (ii) gives
for each n ≥ 1. Let i ∈ {2, . . . , d}. By construction we have
From the first part of the lemma we have that C . Hence by Lemma 3.4, there is some ε > 0 and some constant C 0 > 0 such that
Since F 1 , . . . , F d are linearly independent over Q(x), we see that the first row of
obtained by deleting the first row and first column. This fact along with Equation (3.11) imply that
By Notation 2.1 the entries of B(x) are rational functions with numerator and common denominator of degree at most H and so by Lemma 3.4 there exists some ε 0 ∈ (0, ε) such that
) and the definition of B(x) imply that for i ∈ {2, . . . , d} we have (3.14) e
Recall that r is a fixed number independent of n. If
is zero for all n ≥ r and so we may assume that
Inequality (3.13) gives
Hence by (3.14) we have
and so taking c 0 =
The result follows.
Definition 1.
We call an infinite subset S of the natural numbers syndetic if there exists a natural number m such that for each s ∈ S there exists some t ∈ S with 0 < t − s ≤ m.
We have the following lemma.
Lemma 3.6. Assume the assumptions and notation of Notations 2.1 and 3.1 and let m be the smallest natural number with the property that
for a syndetic set of natural numbers n with gaps eventually bounded by at most
. If the conclusion of the statement of the theorem is not true, then there are infinitely many natural numbers N such that
As defined in the previous lemma, let
is the j-th coordinate of e T i C N (a/b) and so we have
But by Lemma 3.5, we have that either e T i C n (a/b) is zero for all n sufficiently large or there exist positive constants c 0 and c 1 such that
for n sufficiently large. If the former possibility occurs then there is some r > 0 such that
If the latter possibility occurs then we have
for infinitely many n. Taking logarithms of both sides, dividing by k n , and taking the limit supremum of both sides over all n for which the inequality (3.17) holds, we see that
a contradiction. The result follows.
Proposition 3.7. Assume the assumptions and notation of Notations 2.1 and 3.1, let i ∈ {2, . . . , d}, and let m be the smallest natural number with the property that k m ≥ 2 Hd k 2d+3 . Then for each sufficiently large natural number n, there is j ∈ {n, n + 1, . . . , n + m(d − 1)} such that
Proof. From equation (2.5), we have
Equation (2.8) shows there exist positive constants C 2 and C 3 that
for all n sufficiently large. Since p i,n /q n = P n (a/b)/Q n (a/b) we see from Lemma 3.6 that for each n sufficiently larger there is some j ∈ {n, n + 1, . . . , n + m(d − 1)} such that
For n sufficiently large we have
j by inequality (3.19) . This proves the proposition.
Mahler numbers are not Liouville
In this section, combining Propositions 2.5 and 3.7, we give a quantitative bound on the irrationality exponent of a Mahler number assuming Mahler's condition is satisfied. That is, we prove the following result. 
where H = max 0≤i≤d {deg a i (x)}.
We use a slightly modified version of the following classical lemma.
Lemma 4.2. Let ξ, δ, ̺ and ϑ be real numbers such that 0 < δ ̺ and ϑ 1. Let us assume that there exists a sequence {p n /q n } n 1 of rational numbers and some positive constants c 0 , c 1 and c 2 such that both
Then we have that
Proof. See Adamczewski and Rivoal [6, Lemma 4.1].
As a consequence of this lemma, we have the following result.
Lemma 4.3. Let ξ, δ, ̺ and ϑ be real numbers such that 0 < δ ̺ and ϑ 1 and let d ∈ N. Let us assume that there exists a sequence {p n /q n } n 1 of rational numbers and some positive constants c 3 , c 4 and c 5 such that for all n ≥ 1 we have
(iii) and that there is a syndetic subset S of N with gaps eventually bounded by ℓ such that
Proof. Let S be the set described in assumption (iii) of the lemma, and let S ′ be an infinite subset of S for which the difference of consecutive elements is at most ℓ. Set s 1 := min{k ∈ S ′ } and for n 2 set
By assumption (iii) the number s n exists and for n 2 we have s n s n−1 + ℓ. Define the sequence {Q n } n 1 by Q n = q sn for all n 1. By assumption (i) we have that 0 < q sn < q sn+1 q sn+ℓ c 3 q
is a positive constant independent of n. Also, we have for all s n that c 5 q
We now apply Lemma 4.2 to the sequence {P n /Q n } n 1 of rational numbers using (4.2) and (4.3) to give that
This proves the lemma.
We are now ready to prove one of the main results of this section.
Theorem 4.4. Assume the assumptions and notation of Notation 2.1. Then
Proof. By Propositions 2.5 and 3.7, we may apply Lemma 4.3 using
Since we can choose m to be the smallest natural number such that
In the proof of our main theorem, we will use the well-known fact that if ξ is a real number, then
for any non-zero rational x/y ∈ Q. 
where
If, in addition, we have a 0 (0) = 0, then H = max 0≤i≤d {deg p(x), deg a i (x)} suffices.
Proof. In this proof, we will consider two preliminary cases based on conditions of our coefficient polynomials and then proceed to prove the general result, as the third case, based on the two previous cases. Case I. Assume in addition to the assumptions of the theorem that a 0 (0) = 0. Let F 1 (x) = 1 and
Taking the determinant of A F (x) by using cofactor expansion along the right-most column gives
Applying Theorem 4.4 (replacing d by d + 1, gives the result in this case where
Case II. Set j := min 1≤i≤d {i : a i (x) = 0} and assume in addition to the assumptions of the theorem that
Define the polynomial A(x) and the power series G(x) by
where (F (x) ). Also, since we have (k j − 1)ν(F (x)) − ν(a 0 (x)) ≥ 0 and A(0) = 0, the above equality shows that G(x) satisfies a Mahler-type functional equation with
we have that F (a/b) is just a rational multiple of G(a/b), and so µ(F (a/b)) = µ(G (a/b) ). This proves the theorem under this added assumption.
Case III. Assume that neither Case I nor Case II applies. We have that ν(a 0 (x)) = 0. Define the series G(x) and the polynomial P (x) by 0 (x) ). Also, note that by (4.8) we have that
If the minimum occurring in the right-hand side of (4.9) is at i = 0, then we can apply Case II to the functional equation (4.8) to give
If the minimum occurring in the right-hand side of (4.9) is at some i ≥ 1, then we at least have that
since ν(a 0 (x)) = ν(G(x)), and again we can apply Case II to give the same bound as in (4.10). Since G(a/b)−F (a/b) is rational we have that
gives the desired result, finishing the proof of the theorem.
Notice that Proposition 4.5 is very similar to Theorem 4.1; it has the added condition that d be minimal. In fact, there is no need for this minimality condition, which we will demonstrate in the following results.
Let k ≥ 2 be a positive integer and let
where q s (x)q 0 (x) = 0 and without loss of generality suppose that q i (x) ∈ Q[x] for i = 0, . . . , s and gcd(q 0 (x), . . . , q s (x)) = 1.
Suppose that there is some We will use the following two lemmas to prove Proposition 4.6.
Proof. We will first show that
Thus multiplying through by the product of the b j (x)s, with minor rearrangement we have
we note here that each term in the sum is a polynomial. Since b ℓ (x) divides each term on the left-hand side, it must divide the right-hand side. That is,
we have by transitivity of division that
. This completes the first step of the proof of the lemma. Now let j ∈ {0, . . . , s} and consider h r+s−j (x), and note that since h r+s−j (x) is the coefficient of ∆ r+s−j , we have that
By the first step of this proof, we have that the right-hand side of (4.11) is a polynomial if we multiply it by q 0 (x)q 0 (x k ) · · · q 0 (x k r−1 ), and we thus also have this for the left-hand side of (4.11); that is,
Since gcd(a r (x), b r (x)) = 1, we thus have that for each j ∈ {0, . . . , s}, b r (x) divides the q s−j (x 
This completes the proof of the lemma. Proof. Pick j such that d j is maximal and such that d k < d j for k < j. Next pick i minimally such that e i + k i d j is maximal; that is, e t + k t d j < e i + k i d j for t < i. Now consider the coefficient
a contradiction. And if ℓ < i, then
which is again a contradiction.
Proof of Proposition 4.6. Let j ∈ {0, . . . , s} be such that d j is maximal. By Lemma 4.7 we have that
By Lemma 4.8 we have that e r + k r d j ≤ H, and so using the preceding inequality we have
where the last inequality follows from the fact that k ≥ 2.
Proof of Theorem 4. Then by Proposition 4.5 we have
, applying Proposition 4.6 again, we have
Since d min ≤ d, the result follows.
Removal of Mahler's condition
While no general method for removing Mahler's condition is known, our interest is focused on irrationality exponents of Mahler numbers, and in this context we are able to remove Mahler's condition. Indeed, using Theorem 4.1, we are able to deduce the following result which does not depend on Mahler's condition. 
, where B(x) = αx δ β(x), with α = 0 and β(0) = 1.
Proof of Theorem 5.1. To see how Theorem 5.1 is deduced from Theorem 4.1 suppose that T , B(x) = a 0 (x), and
One can give an upper bound on the irrationality exponent for F (a/b), even if B((a/b) k i ) = 0 for some i ≥ 0, by applying Dumas' theorem and then using L'Hôpital's rule.
The G i (x) provided by Dumas' theorem satisfy a very similar functional equation to that of
T , then using the equality and notation of Dumas' theorem, we have that
Differentiating we have that
where we have used the obvious abuse of notation. Continuing in this manner one can write for any n ∈ N the equation
and the upper triangular part of the matrix in the equality is all zeros. We are now set up to show that Mahler's condition can be removed. Towards this, suppose that a, b ∈ Z, b > 0, gcd(a, b) = 1, and
for some i, where B(x) and all related functions are as above. Note that since B(x) is a polynomial, there is an N ∈ N such that for all n ≥ N we have
Indeed, using the rational roots theorem and that gcd(a, b) = 1, we have
where h is the leading coefficient of B(x). If F (a/b) is defined, then G(a/b), as defined above, must be zero. Define the polynomial
where s ≥ 1 is the integer which makes it so that T (a/b) = 0. Then G(x) has a zero of order at least s ≥ 1, at x = a/b. A routine calculation shows that
, so we need not worry about it in order to determine the irrationality exponent. Set
, and write
Recall that β((a/b) k N +i ) = 0 for all i ≥ 0 and that deg β(x) + δ = deg B(x). Also, we have that
Thus using (5.3), we can apply Theorem 4.1 to L 1,s (a/b) to obtain
where H := max{max deg A(x), k N · deg B(x)}. Replacing the dependence on N with the bound from (5.2), and using simple upper bounds for the previous inequality proves the theorem.
Free modules over polynomial rings
In this section, we prove a quantitative result on the unimodular completion of matrices with coefficients in Q[x] which is used in the next section to give a quantitative bound on the irrationality exponent of regular numbers (see Proposition 6.8 and Theorem 7.2). This result is a quantitative version of a special case of the following result of Quillen and Suslin: given a unimodular m × n matrix A (m ≤ n) over C[x 1 , . . . , x r ], there exists a unimodular n× n matrix U over C[x 1 , . . . , x r ] such that
See Fitchas and Galligo [16] and Logar and Sturmfels [19] for more general algorithms and less specialised degree bounds on the entries of U.
Definition 2. Let A be an m × n matrix with m ≤ n and with entries in a commutative ring R. We say that A is unimodular if the induced map A :
Definition 3. Let A and B be matrices of the same size with entries in a commutative ring R. We say that matrix A is row equivalent to a matrix B if matrix B can be obtained by applying a finite sequence of invertible elementary row operations to A. We will denote this equivalence by A ≡ B.
m×n be a matrix with polynomial entries of degree at most H. Then there is a polynomial a(x) ∈ Q[x] with deg a(x) ≤ H and a matrix B(x) ∈ Q[x] m×(n−1) with polynomial entries of degree at most 2H such that A(x) is row equivalent to the m × n matrix
.
m×n be a matrix with polynomial entries of degree at most H. If the first column of A(x) contains only zero entries then the result follows trivially. Thus we can assume that there is some non-zero entry in the first row. Interchanging rows as necessary, we can assume that the (1, 1)-entry of A(x) is non-zero of minimal degree within the first column.
By now adding the appropriate multiple of row 1 to each of the other rows we can reduce the degrees of the first entry of each row i for i ∈ {2, . . . , m}, and we have that
where deg a
1,1 (x) ≤ H for i = 2, . . . , m, and the entries of B (1) (x) are bounded in degree by 2H − deg a
1,1 (x). Now interchange rows so that again the (1, 1)-entry of the matrix on the right-hand side of (6.2) is of minimal degree within the first column (note that this degree is now strictly less than H). Repeat the process of adding the appropriate multiple of the new row 1 to each of the other rows to again reduce the degrees of the first entry of each row i for i ∈ {2, . . . , m}. Thus we have that
1,1 (x) ≤ H for i = 2, . . . , m, and the entries of B (2) (x) are bounded in degree by
1,1 (x). Continuing in this manner, since the maximum degree of the elements of the first column decreases at each step, there is a k with 0 ≤ k ≤ H, such that
where deg a Proof. For i ∈ {1, . . . , n} let v i (x) be the 1 × d vector whose coordinates all have degree at most H such that W = span 1≤i≤n {v i (x)}. Applying Lemma 6.1 we have that
. . .
, where the entries in row i are bounded in degree by 2 i H for i ∈ {1, . . . , m} and B(x) is a matrix whose entries are of degree at most 2 m H. Now if there are any non-zero entries in B(x) then we have rk(W ) > m, and so since this is not the case, we necessarily have that B(x) has only zero entries. Thus the first m row vectors of the right-hand matrix in the above equivalence are a Q[x]-module basis for W . Since these vectors have entries of degree at most 2 m H we arrive at the desired result. Proof. If d = 2, then write w(x) = [w 1 (x), w 2 (x)]. Since w(x) is unimodular, we have that gcd(w 1 (x), w 2 (x)) = 1. Using the extended Euclidean algorithm there exist polynomials u 1 (x) and u 2 (x) of degree at most H such that w 1 (x)u 1 (x) + w 2 (x)u 2 (x) = 1. This will be the base case for our induction.
Suppose that the result holds for all k with 2 ≤ k < d. Write w(x) = [w 1 (x), . . . , w d (x)] and let g(x) = gcd(w 1 (x), . . . , w d−1 (x)). Then using the result for d − 1, there exist polynomials q 1 (x), . . . , q d−1 (x) of degree at most (d − 2)H such that
Since w(x) is unimodular, gcd(g(x), w d (x)) = 1. Thus using the result for d = 2, there exist polynomials Q 1 (x) and Q 2 (x) of degree at most H such that
Thus we have
Noting that max max
gives the desired result. , and with all other entries equal to zero. We note that ker A ⊇ span 1≤i<j≤d {b i,j (x)} .
We let W 0 denote the Q[x]-span of {b i,j (x)}. We claim that ker A is spanned by W 0 along with a set of vectors with the property that every coordinate has degree strictly less than H.
To see this, note that we may assume without loss of generality that the degree of w d (x) is at least as big as the degree of w i (x) for i < d. Let u(x) ∈ ker A and let u i (x) denote the i-th coordinate of u(x). Then, for each i < d, we have deg
has the property that each of its coordinates has degree less than H, except for possibly the d-th coordinate. We let u 0,i (x) denote the i-th coordinate of u 0 (x) for i ∈ {1, . . . , d}. Then we have
has degree at most 2deg(w d (x)) − 1. It follows that u 0,d (x) must have degree at most deg(w d (x)) − 1 and so u 0 (x) has the property that each of its coordinates has degree at most H − 1. Thus we see that we may use the procedure above to produce a basis for W 0 consisting of the elements {b i,j (x)} along with a set of vectors with the property that every coordinate has degree strictly less than H. Thus ker A is spanned by a set of vectors with the property that every coordinate in each vector has degree at most H. Proof. This follows from
Since this exact sequence splits, we have that
Now since q(x) is a unimodular row such that A(q(x)) = 1, the above isomorphism implies that q(x) taken together with a Q We are now in a position to prove the main goal of this section (see also Logar and Sturmfels [19] or Fitchas and Galligo [16] ). This result is a direct consequence of the following lemma.
d of rank m that has Q[x]-module basis of row vectors w 1 (x), . . . , w m (x) whose coordinates all have degree at most H.
Then there is a B(x) ∈ SL d (Q[x]) with entries of degree bounded by
where C(x) is an (m − 1) × (d − 1) matrix, and all of the entries of C(x), as well as a(x), c 1 (x), . . . , c m−1 (x), have degree at most 2H. Moreover, the matrix (B(x)) −1 has entries of degree bounded by (2m − 1)H.
Proof. To prove this lemma, we need only apply Lemma 6.1 to
and note that in the proof of Lemma 6.1 we produce a matrix
where a(x) is the gcd of the entries of w 1 (x) and the entries of C(x) all have degree at most 2H.
There is necessarily an m × m invertible submatrix, W(x), consisting of some subset of m columns of 
made from the corresponding columns. Then we have
and so D(x) is invertible and we have
Since every entry of W(x) has degree at most H, we see that det( 
is lower triangular with nonzero polynomials on the diagonal. Moreover, the entries of the matrices
−1 are bounded in degree by respectively (m + 1)H2 m and (2m + 1)H2 m . In addition, if the matrix
is unimodular then we can take a 1 (x) = · · · = a m (x) = 1.
Proof. The bounds on degrees of entries follow immediately by induction using Lemma 6.
, and thus by rightmultiplying by an invertible scalar matrix if necessary, we may assume that a 1 (x) = · · · = a m (x) = 1.
Application to k-regular power series
Concerning the irrationality exponent of an automatic number, Adamczewski and Cassaigne [5] proved the following result.
Theorem 7.1 (Adamczewski and Cassaigne [5] ). Let k, b ≥ 2 be two integers and let a = {a(n)} n≥0 be a k-automatic sequence taking values in {0, 1, . . . , b − 1}.
Let m be the cardinality of the k-kernel of a and let d be the number of values in {0, 1, . . . , b − 1} which the sequence a actually assumes. Then
In this section, as an application of Theorem 4.4, we provide a generalisation of Theorem 7.1. In particular, we prove the following result.
Theorem 7.2. Let k ≥ 2 be an integer, f := {f (n)} n≥0 be a k-regular sequence, and
. Let L denote the dimension of the Q-vector space spanned by the k-kernel of f and a/b be a rational number with log |a|/ log b ∈ [0, 1/(L + 2)) and b ≥ 2. Then
To this end, let k ≥ 2 be a positive integer and f : N ∪ {0} → Z ⊆ Q be a k-regular sequence. Let
be a basis for the Q-vector space spanned by K k ({f (n)} n≥0 ). Let
and by construction, each {f i (kn + j)} n≥0 is a Q-linear combination of {f 1 (n)} n≥0 , . . . , {f L (n)} n≥0 . Thus we may write
where for each i, j we have
and the polynomials p i,j (x) are given by (7.3). Let S denote the dimension of the span of {F 1 (x), . . . , F L (x)} as a Q(x)-vector space; that is,
and note that 1 ≤ S ≤ L. Then
is a subspace of Q(x) L of codimension S. We can pick a spanning subset A of W with the following properties:
L , and
(ii) if D is the largest degree polynomial which occurs as a coordinate of some w(x) ∈ A, then any other spanning subset of W satisfying (i) has some polynomial of degree at least D occurring as a coordinate; that is, A is a minimal spanning set of W with respect to maximum degree of coordinates of elements of A. We have the following lemma.
] be as defined in (7.2), and W be as given in (7.6). Then there is a spanning set for W each of whose coordinates are polynomials of degree at most 2
Proof. Note that for the system in question, A(x) is L × L, and has entries are polynomials of degree at most k − 1. Set
and denote by K B(x) the left kernel of B(x). Note that the entries of B(x) are all of degree at most k L − 1 and observe that K B(x) is equal to the left kernel of
for all j > L − 1 as well. We start our proof, by finding a basis for K B(x) , each of whose coordinates are polynomials of degree at most 2 L (k L −1). We use a reduction similar to that within the proof of Lemma 6.3; we row reduce [B(x)|I L×L ] using Lemma 6.1 to obtain the row equivalent matrix
where m = rk B(x), and the matrix C(x) has entries whose coordinates are poly-
The bottom L − m rows of C(x) form a basis, which we denote by B 0 , for K B(x) . Also, B 0 ⊂ W . If B 0 spans W , then we are done. If not, let
be a such that B 0 ∪ {w 1 (x), w 2 (x), . . . , w n (x)} is a spanning set for W with w i (x) / ∈ K B(x) for each i, and with D := max{deg w i,j (x)} minimal according to property (ii) above. Note that to prove the lemma, it is sufficient to prove that D = 1.
To this end, set
, we have that the v i,j (x) are polynomials of degree at most D + k L − 1, and also that
i (x) is non-zero, since otherwise w i (x) would be in K B(x) . Define
We claim that the set W 0 = W . To see this, note that if W 0 = W , then the dimension of W 0 /K B(x) is strictly less than m. Since right multiplication by B(x) has kernel K B(x) , applying this map to W 0 induces a map on W 0 /K B(x) and thus W 0 B(x) has dimension strictly less than m as well. It follows that there are L−m+1 linearly independent column vectors t 1 (x), . . . ,
for all i, ℓ and s. This then gives that
for all i and s, which in turn gives that
for all i and s. By our description of B(x) at the beginning of the proof, we have that the set
is linearly independent. Define
for all i and s. That is, we have an m dimensional set (the span of the u i (x)) whose orthogonal complement is at least L − m + 1 dimensional, a contradiction. Thus W 0 = W . We are now in a position to prove that D = 1. Note that since F 1 (x), . . . , F L (x) are linearly independent over Q, we have D ≥ 1. By the definition of W 0 , the fact that W 0 = W , and by the minimality of D, we must have that the maximum degree of the coordinates of the v
we must have L = 0, which we are assuming is not the case. Thus D = 1. Hence there is a spanning set for W , namely
whose elements have polynomial coordinates of degree at most 2
Lemma 7.4. Let W be as given in (7.6) and suppose that {w 1 (x), . . . , w L−S (x)} is a Q[x]-module basis for W . Then the matrix T(x) whose i-th row is w i (x) is unimodular.
Proof. We have a surjective
, with kernel W . Since U is finitely generated and torsion free as a Q[x]-module, the map splits and we have
T is invertible and hence has determinant equal to a nonzero scalar in Q. In particular the column span of
L and so the column span of T(x) is Q[x] L−S , which says that T(x) is unimodular.
Applying Lemma 6.3, Lemma 7.3, and Lemma 7.4 immediately gives the following result.
] be as defined in (7.2), and W be as given in (7.6) . Then W has a Q[x]-module basis consisting of polynomial vectors whose coordinates all have degree at most 2 2L−S (k L − 1), where S is as defined in (7.5).
We are now ready to prove Theorem 7.2.
Proof of Theorem 7.2. Let w 1 (x), . . . , w L−S (x) be the basis for W as given by Lemma 7.5 and, as above, define
respectively, and
and note that by construction det M(x) = 1. Now set
and notice by construction we have that det Y(x) = 1 and that the entries of Y(x) are polynomials of degree at most (
. Moreover, Cramer's rule gives that the matrix (Y(x)) −1 has entries of degree at most (L − 1)(
and G 1 (x), . . . , G S (x) are linearly independent over Q(x). Let a/b ∈ Q with b > 1 and log |a|/ log b ∈ [0, 1/(L + 2)). Note that we are interested in an irrationality measure of F (a/b) and also that
of G 1 (x), . . . , G S (x) such that when specialised at x = a/b we have H(a/b) = F (a/b) and for at least one j 0 ∈ {1, . . . , S} we have r j0 = 0. Permuting G 1 (x), . . . , G S (x) if needed, we can assume that j 0 = S. Thus we have, setting
that det R = 0 and
Define the matrices C 1,1 (x), C 1,2 (x), C 2,1 (x), and C 2,2 (x) by
so that the matrix C 2,2 (x) has the form
where q ∈ Z \ {0} and all of the polynomials c i,j (x) are polynomials with integer coefficients and have degree bounded by the degrees of the entries of
degrees for which the bound
holds. Now note that since G 1 (x), . . . , G S−1 (x), H(x) are linearly independent over Q(x), the matrix C 2,2 (x) is invertible. So also the matrix
is invertible. Thus we can apply Theorem 4.4 to the system
, using H as given in the right-hand side of Equation 7.8 and taking d = S +1 ≤ L+1; since H(a/b) = F (a/b), this gives us that the irrationality exponent of F (a/b) is at most 4
It is straightforward to check, using elementary estimates, that this is in turn bounded by 4
L , which is the desired result.
Approximation of regular numbers by algebraic numbers
Adamczewski and Bugeaud [1, 3] showed that automatic irrational numbers are transcendental and are not U -numbers within Mahler's classification recalled in the Introduction. In this section, we use the system constructed at the end of the proof of Theorem 7.2 together with Lemma 2.4 and the p-adic Schmidt Subspace Theorem to extend their result to irrational regular numbers.
Theorem 8.1. Let k ≥ 2 be an integer, f := {f (n)} n≥0 be a k-regular sequence, and
. Let L denote the dimension of the Q-vector space spanned by the k-kernel of f and a/b be a rational number with ρ := log |a|/ log b ∈ [0, 1/(L+2)) and b ≥ 2. Then F (a/b) is either rational or transcendental. Moreover, if m ≥ 2 is an integer, then we have
where the constant c can be explicitly given and depends on F (x) and ρ, but is independent of b and m.
Since, by Theorem 7.2, we already know that F (a/b) is not a Liouville number, that is, w 1 (F (a/b)) is finite, it only remains for us to control the approximation to F (a/b) by algebraic numbers of any given degree m ≥ 2. We will not only show that F (a/b) is transcendental or rational, but also bound from below the distance between F (a/b), when irrational, and any irrational algebraic number. To do this, we proceed as in [2, 3] using a suitable quantitative version of the Schmidt Subspace Theorem.
Since automatic numbers form a subset of regular numbers, Theorem 8.1 implies that any irrational automatic number is either an S-number or a T -number, a result already established in [3] . Although both proofs depend ultimately on the Schmidt Subspace Theorem, there are some important differences. Indeed, the transcendence results obtained in [1, 3] depend on a result of Cobham [14] asserting that an automatic sequence has sublinear complexity, while in the present paper we make use of the functional equation satisfied by the generating series of an automatic sequence.
Before proceeding with the proof of Theorem 8.1, we present a few auxiliary results.
We state below an immediate consequence of Theorem 5.1 of [11] .
For a linear form L = n i=1 α i X i with real algebraic coefficients, let Q(L) denote the number field generated by α 1 , . . . , α n and define the height of L by
where d is the degree of Q(L).
Let n be an integer with n ≥ 2. Let ε be a positive real number and S = {∞, p 1 , . . . , p t } be a finite subset of the set of places of Q containing the infinite place. Further, let L i,∞ (i = 1, . . . , n) be linear forms in X 1 , . . . , X n with real algebraic coefficients and L i,p (p ∈ {p 1 , . . . , p t }, i = 1, . . . , n) be linear forms in
and let e i,p (p ∈ S, i = 1, . . . , n) be real numbers satisfying e i,∞ ≤ 1 (i = 1, . . . , n), and
Let x denote the sum of the absolute values of the coordinates of the integer vector x. We consider the system of inequalities
Theorem 8.2. The set of solutions of (8.1) with
is contained in the union of at most
proper linear subspaces of Q n .
We will make use of the following lemmas.
Lemma 8.3. Let m ≥ 1 be an integer. For every real irrational number ξ we have
In particular, w m (ξ) is finite if, and only if, w * m (ξ) is finite. For a proof of Lemma 8.3, see e.g. [10] .
Lemma 8.4. Let α be a real algebraic number of degree m and P (X) be an integer polynomial of degree n. If P (X) does not vanish at α, then Let us recall that the height of an integer vector in Z n is the maximum of the absolute values of its coefficients and that the height of a hyperplane of Q n given by the equation y 1 x 1 + . . . + y n x n = 0, where y 1 , . . . , y n are integers, not all zero and without a common prime divisor, is equal to the maximum of the absolute values of y 1 , . . . , y n .
For given vectors x 1 , . . . , x n in Z n , we denote by rk(x 1 , . . . , x n ) the dimension of the Q-vector space generated by these vectors.
Lemma 8.5. Let n and N be integers with N > 2 n and p 1 , p 2 , . . . , p N be non-zero elements of Z n such that
n and such that the points p j1 , p j2 , . . . , p j l belong to a hyperplane H of Q n whose height satisfies
This is [2, Lemma 8.4].
We are now in a position to establish Theorem 8.1.
Proof of Theorem 8.1. We give here, the proof for the case a = 1; see the remark following this proof for the explanation of the general case.
] be a k-regular power series and b ≥ 2 be a positive integer. Let H(x) be the series given in the proof of Theorem 7.2 associated to F (x) that satisfies 
where we have A(x) ∈ Z[x] (S+1)×(S+1) , the power series G 1 (x), . . . , G S−1 (x), and B ∈ N as described in the proof of Theorem 7.2. Recall that in this setup, we have
For clarity, set d := S + 1.
By Lemma 2.4, there exist polynomials
and positive constants C 0 , C 1 such that, for i ∈ {1, . . . , d} and for sufficiently large n, we have Q n (1/b) = 0 and Note that p n and q n are both integers. It follows from (8.3) and (8.6) that
where C 2 is a positive constant depending only on F . Thus, by (8.4), (8.5) and using that d ≥ 2, we obtain (8.8)
We proceed in two steps. First, we prove that F (1/b) is rational or transcendental. Second, we show that F (1/b) cannot be too well approximated by irrational algebraic numbers of any fixed degree.
For simplicity, we set ξ = F (1/b). Assume that ξ is algebraic. We consider the linear forms in the δ + 1 variables X 1 , . . . , X δ+1 : By Theorem 8.2, the tuples x n , n ≥ 1, satisfying (8.10) are contained in a finite union of proper rational subspaces of Q δ+1 . Thus, we deduce that there exist an infinite set N of positive integers and rational integers y 1 , . . . , y δ+1 , not all zero, such that (D−ℓ1)k n and letting n tend to infinity along N , we deduce that y 1 + a 0 ξy δ+1 = 0. If ξ is irrational, we get that y 1 = y δ+1 = 0 and, using again (8.11), we deduce that y 1 = . . . = y δ+1 = 0, a contradiction. Consequently, the real number ξ is either rational or transcendental.
We will now use the full strength of Theorem 8.2, that is, the upper bound for the number of subspaces provided by (8.2) , to estimate from below the distance between ξ and irrational algebraic numbers of any fixed degree.
Let m ≥ 2 be an integer and α be a real algebraic number of degree m and sufficiently large height. Let j be the integer determined by the inequalities In the sequel, the integer j is implicitly assumed to be sufficiently large. This causes no trouble, since we can safely omit the case |ξ − α| for α of bounded degree and height. Let us define the real number χ by |ξ − α| = 1 H(α) χ .
We will bound χ from above in terms of m.
It follows from (8.4) that (8.13) ξ − p n q n < 1 2b d(d+1)Hk n , when n is large enough. Thus, each of the T subspaces introduced above contains at most c 2 log m elements in the set {x ′ h , 0 ≤ h ≤ M − 1}. The upper bound for T given by (8.16) then implies M < c 3 (log 8m) 2 (log log 8m).
Moreover, (8.12 ) and the definition of χ give
whence χ ≤ 2k M+1 ≤ (8m) c4(log 8m)(log log 8m) .
Consequently, Lemma 8.3 implies that w m (ξ) ≤ max w 1 (ξ), (8m) c5(log 8m)(log log 8m) , for every integer m ≥ 1. Furthermore, we have already established that ξ is not a Liouville number, that is, that w 1 (ξ) is finite. A bound for its value is given in Theorem 7.2. It then follows that w m (ξ) is finite for every positive integer m, showing that ξ cannot be a U -number.
Since we have already established that ξ is either rational or transcendental, this completes the proof of the theorem. Remark 8.6. Inequality (8.13) is less precise than what we have actually obtained. Indeed, we have ξ − p n q n < 1 2b d(d+2)(1−ε)Hk n , for every ε > 0 and every n sufficiently large. Keeping this in mind, we can prove that the conclusion of Theorem 8.1 still holds for the real numbers F (a/b) provided that ρ = (log |a|)/(log b) < 1/(d + 1). To see this, we proceed exactly as above, enlarging the set S in such a way that it contains all the prime divisors of a. We need to check that the product of the linear forms is sufficiently small, that is, that n for some positive real number η. This is true, since
when ε is small enough.
