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Vector bundles on the stack of G-zips
Naoki Imai and Jean-Stefan Koskivirta
Abstract
For a connected reductive group G over a finite field, we study vector bundles on
the stack of G-zips. In particular, we give a formula in the general case for the space of
global sections of a vector bundle attached to a representation of a parabolic subgroup
in terms of the Brylinski–Kostant filtration. Moreover, we give an equivalence of
categories between the category of vector bundles on the stack of G-zips coming from
representations of the Levi quotient and a category of admissible filtered modules with
actions of the group of rational points of the Levi quotient.
1 Introduction
The stack of G-zips was introduced by Pink–Wedhorn–Ziegler ([PWZ11], [PWZ11]), based
on the notion of F-zip defined in the work of Moonen–Wedhorn ([MW04]). In this paper, we
investigate vector bundles on the stack of G-zips. Let G be a conected reductive group over
a finite field Fq and let k denote an algebraic closure of Fq. For a cocharacter µ : Gm,k → Gk,
Pink–Wedhorn–Ziegler have defined a smooth finite stack G-Zipµ over k, called the stack
of G-zips of type µ. Many authors have shown that it is a useful tool to study the geometry
of Shimura varieties in characteristic p. For example, let Sh(G,X)K be a Shimura variety
of Hodge-type over a number field E with good reduction at a prime p. Kisin ([Kis10])
and Vasiu ([Vas99]) have constructed an integral model SK over OEv at all places v|p in
E. Denote by SK the special fiber of SK and by G the special fiber over Fp of G (in the
context of Shimura varieties, we take q = p). Let µ be the cocharacter attached naturally
to X. Then Zhang ([Zha18]) has shown that there exists a smooth morphism of stacks
ζ : SK → G-Zip
µ, which is also surjective. The second author and Wedhorn have used the
stack G-Zipµ to construct µ-ordinary Hasse invariants in [KW18], and this result was later
generalized to all Ekedahl–Oort strata with Goldring ([GK19a]).
In the paper [Kos19], the second author studied the space of global sections of the family
of automorphic vector bundles (VI(λ))λ∈X∗(T ). To explain what these vector bundles are,
first recall that the cocharacter µ yields a parabolic subgroup P ⊂ Gk as well as a Levi
subgroup L ⊂ P , which is equal to the centralizer of µ (see §2.2.2 for details). Then for any
algebraic P -representation (ρ, V ) over k, there is a naturally attached vector bundle V(ρ)
of rank dim(V ) on G-Zipµ modeled on (V, ρ) (see §2.4). The automorphic vector bundle
VI(λ) (for λ ∈ X∗(T ) a character of a maximal torus T ⊂ G) is by definition the vector
bundle attached to the P -representation VI(λ) = Ind
P
B(λ), where B ⊂ P is a Borel subgroup
(containing T , and appropriately chosen), Ind denotes induction and I denotes the set of
simple roots of L. For a k-algebraic group H , we write Rep(H) for the category of finite
dimensional algebraic representations of H over k. The natural projection P → L modulo
the unipotent radical induces a fully faithful functor Rep(L) → Rep(P ). In particular, all
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representations of the form VI(λ) lie in the full subcategory Rep(L). In the case when G is
split over Fp, we showed in previous works ([Kos19, Theorem 1]) that H0(G-Zip
µ,VI(λ))
can be expressed as follows
H0(G-Zipµ,VI(λ)) = VI(λ)
L(Fp) ∩ VI(λ)≤0 (1.0.1)
where VI(λ)L(Fp) denotes the L(Fp)-invariant subspace of VI(λ) and VI(λ)≤0 ⊂ VI(λ) is
defined as follows. It is the direct sum of the T -weight spaces VI(λ)ν for the weights ν
satisfying 〈ν, α∨〉 ≤ 0 for any simple root α outside of L.
In this paper, we vastly generalize the formula (1.0.1) to the most general case. We
do not assume that G is split over Fq, and more importantly, we consider arbitrary rep-
resentations in the larger category Rep(P ) as opposed to the subcategory Rep(L). In the
context of Shimura varieties, there are many interesting vector bundles other than the fam-
ily (VI(λ))λ, which may not always arise from representations in Rep(L). For example, in
the article [Urb14], nearly-holomorphic modular forms of weight k and order ≤ r are defined
as sections of the vector bundle ω⊗(k−r) Symr(H1dR) on the modular curve X(N) for some
level N ≥ 1. Here, H1dR is the sheaf of relative de Rham cohomology of the universal elliptic
curve E → X(N), and 0 ⊂ ω ⊂ H1dR is the usual Hodge filtration. In this context, the
group G is GL2, P = B is a Borel subgroup of G. The vector bundle H1dR is attached to the
dual of the standard representation of GL2 (viewed by restriction as a representation of P ).
Similarly, Symr(H1dR) is attached to the r-th symmetric power of that representation. More
generally, on the Siegel-type Shimura variety Ag (which parametrize principally polarized
abelian varieties of rank g), the universal abelian scheme yields a rank 2g vector bundle
H1dR on Ag. One can extend the definition of H
1
dR to Hodge-type Shimura varieties after
choosing a Siegel embedding. Furthermore, it extends to a vector bundle on the integral
model SK of Kisin and Vasiu. This example shows that it is desirable to also understand
vector bundles that arise from general representations of P . In this paper, we determine
the space H0(G-Zipµ,V(ρ)) for any cocharacter datum (G, µ) (for the definition of cochar-
acter datum, see §2.2.2) and for any representation (V, ρ) ∈ Rep(P ). By Zhang’s smooth
surjective map ζ : SK → G-Zip
µ, this determines a natural Hecke-equivariant subspace
H0(G-Zipµ,V(ρ)) 

ζ∗
// H0(SK ,V(ρ)). (1.0.2)
In particular, we obtain Hecke-equivariant sections of V(ρ) on SK . Furthermore, we can
potentially study sections on Ekedahl–Oort strata by the same method, as demonstrated
in [GK19a]. Another motivation for describing sections on G-Zipµ is that we would like to
determine which weights λ admit nonzero automorphic forms. Specifically, let CK denote
the set of λ ∈ X∗(T ) such that H0(SK ,VI(λ)) 6= 0. Similarly, let Czip be the set of λ such
that H0(G-Zipµ,VI(λ)) 6= 0 (one can show that they are cones in X∗(T )). The inclusion
(1.0.2) shows that Czip ⊂ CK . Denote by (−)Q>0 the generated Q>0-cones. Then one can
see ([Kos19, Corollary 1.5.3]) that CK,Q>0 is independent of K, and we conjecture ([GK18,
Conjecture 2.1.6]) that it coincides with Czip,Q>0. Goldring and the second author proved
this conjecture in some case in [GK18, Theorem D].
We show that the space H0(G-Zipµ,V(ρ)) is given by the intersection of the Lϕ-
invariants of V with a generalized Brylinski–Kostant filtration (where Lϕ ⊂ L is a certain
0-dimensional group, see (3.2.1)). For the general statement, see Theorem 3.4.1. For the
sake of brevity, we give a simplified statement in this introduction. Assume here that P
is defined over Fq (in this case, Lϕ = L(Fq)). Let ℘ : X∗(T )R → X∗(T )R be the map
induced by the Lang torsor ℘ : T → T ; g 7→ gϕ(g)−1, where ϕ : G → G denotes the q-th
power Frobenius homomorphism. Let V =
⊕
ν Vν be the weight decomposition of V . For
χ ∈ X∗(T )R, let Fil
P
χVν be the Brylinski–Kostant filtration of Vν (see (3.4.2)).
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Theorem 1 (Corollary 3.4.2). Assume that P is defined over Fq. For any (V, ρ) ∈ Rep(P ),
we have
H0(G-Zipµ,V(ρ)) = V L(Fq) ∩
⊕
ν∈X∗(T )
FilP℘∗−1(ν)Vν .
In the more simple case of [Kos19], the space VI(λ)≤0 appearing in the equation (1.0.1)
above is a sum of weight spaces of V . In the general case, H0(G-Zipµ,V(ρ)) cannot
be written as an intersection of V L(Fq) with a sum of weight spaces of V (see Examples
4.3.2 for a counter-example). We include examples of concrete computations of the space
H0(G-Zipµ,V(ρ)) in §6.
Our second result concerns the category VB(G-Zipµ) of vector bundles on G-Zipµ.
As explained above, there is a natural functor V : Rep(P ) → VB(G-Zipµ). Denote by
VBL(G-Zip
µ) the full subcategory which is equal to the essential image of the subcategory
Rep(L) ⊂ Rep(P ) by V. We give an explicit description of the categoryVBL(G-Zip
µ) when
P is defined over Fq. We define the category of ∆P -filtered L(Fq)-modules (see Definition
5.2.1). Its objects are L(Fq)-modulesW endowed with a set of filtrations F := {W α≥•}α∈∆P ,
one for each α ∈ ∆P (where ∆P denotes the set of simple roots outside the parabolic
P ). There is a natural functor F∆
P
L(Fq)
: Rep(L) → Mod∆
P ,adm
L(Fq)
(see (5.2.1)). A ∆P -filtered
L(Fq)-module is called admissible if it lies in the essential image of F∆
P
L(Fq)
. The category of
admissible ∆P -filtered L(Fq)-modules is denoted by Mod
∆P ,adm
L(Fq)
.
Theorem 2 (Theorem 5.2.3). Assume that P is defined over Fq. The functor V : Rep(L)→
VB(G-Zipµ) factors through the functor F∆
P
L(Fq)
: Rep(L) → Mod∆
P ,adm
L(Fq)
and induces an
equivalence of categories
Mod∆
P ,adm
L(Fq)
−→ VBL(G-Zip
µ).
In particular, we deduce the following. Let SK denote again the good reduction special
fiber of a Hodge-type Shimura variety. Similarly, there is a natural functor Rep(P ) →
VB(SK), where VB(SK) denotes the category of vector bundles on SK . Write again
VBL(SK) for the essential image of Rep(L). For example, the automorphic vector bundles
VI(λ) lie in VBL(SK). In this context, take q = p. We have the following:
Corollary 3 (Corollary 5.2.4). Assume that P is defined over Fp. Then the functor
V : Rep(L)→ VBL(SK) factors as
Rep(L)
F∆
P
L(Fp)
// Mod∆
P ,adm
L(Fp)
ζ∗
// VBL(SK).
2 Vector bundles on the stack of G-zips
2.1 Notation
Throughout the paper, p is a prime number, q is a power of p and Fq is the finite field with
q elements. We write k = Fq for an algebraic closure of Fq. Write σ ∈ Gal(k/Fq) for the
q-th power Frobenius. For a k-scheme X and m ∈ Z, we write X(q
m) for the base change
of X by σm and ϕ : X(q
m) → X(q
m+1) for the relative q-th power Frobenius morphism. For
an algebraic representation (ρ, V ) of an algebraic group H over k, let (ρ(q), V (q)) denote the
representation ρ ◦ ϕ : H(q
−1) → H → GL(V ).
The notation G will denote a connected reductive group over Fq. We will always write
(B, T ) for a Borel pair defined over Fq, i.e. T ⊂ B ⊂ Gk are a maximal torus and a Borel
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subgroup defined over Fq. Let B+ be the Borel subgroup of Gk opposite to B with respect
to T (i.e. the unique Borel subgroup of G such that B+∩B = T ). We will use the following
notations:
• As usual, X∗(T ) (resp. X∗(T )) denotes the group of characters (resp. cocharacters)
of T . The group Gal(k/Fq) acts naturally on these groups. Let W = W (Gk, T ) be
the Weyl group of Gk. Similarly, Gal(k/Fq) acts on W . Furthermore, the actions of
Gal(k/Fq) and W on X∗(T ) and X∗(T ) are compatible in a natural sense.
• Φ ⊂ X∗(T ): the set of T -roots of G.
• Φ+ ⊂ Φ: the system of positive roots with respect to B+ (i.e. α ∈ Φ+ when the α-root
group Uα is contained in B+). This convention may differ from other authors. We
use it to match the conventions of [Jan03, II.1.8] and previous publications [GK19a],
[Kos19].
• ∆ ⊂ Φ+: the set of simple roots.
• For α ∈ Φ, let sα ∈ W be the corresponding reflection. The system (W, {sα}α∈∆) is
a Coxeter system, write ℓ : W → N for the length function. Hence ℓ(sα) = 1 for all
α ∈ Φ. Let w0 denote the longest element of W .
• For a subset K ⊂ ∆, let WK denote the subgroup of W generated by {sα}α∈K . Write
w0,K for the longest element in WK .
• Let KW denote the subset of elements w ∈ W which have minimal length in the coset
WKw. Then KW is a set of representatives of WK\W . The longest element in the
set KW is w0,Kw0.
• X∗+(T ) denotes the set of dominant characters, i.e. characters λ ∈ X
∗(T ) such that
〈λ, α∨〉 ≥ 0 for all α ∈ ∆.
• For a subset I ⊂ ∆, let X∗+,I(T ) denote the set of characters λ ∈ X
∗(T ) such that
〈λ, α∨〉 ≥ 0 for all α ∈ I. We call them I-dominant characters.
Definition 2.1.1. Let P ⊂ Gk be a parabolic subgroup containing B and let L ⊂ P be the
unique Levi subgroup of P containing T . Then we define a subset IP ⊂ ∆ as the unique
subset such that W (L, T ) = WIP . For an arbitrary parabolic subgroup P ⊂ Gk containing
T , we put IP = IP ′ ⊂ ∆ where P
′ is the unique conjugate of P containing B.
• For a parabolic P ⊂ Gk, we put ∆P = ∆ \ IP .
2.2 The stack of G-zips
In this section, we recall some facts about the stack of G-zips of Pink–Wedhorn–Ziegler.
2.2.1 Zip datum
Let G be a connected reductive group over Fq. In this paper, a zip datum is a tuple
Z = (G,P, L,Q,M, ϕ) consisting of the following objects:
(i) P ⊂ Gk and Q ⊂ Gk are parabolic subgroups of Gk.
(ii) L ⊂ P andM ⊂ Q are Levi subgroups such that L(q) = M . In particular, the q-power
Frobenius isogeny induces an isogeny ϕ : L→M .
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If H is an algebraic group, denote by Ru(H) the unipotent radical of H . For x ∈ P ,
we can write uniquely x = xu with x ∈ L and u ∈ Ru(P ). This defines a projection map
θPL : P → L; x 7→ x. Similarly, we have a projection θ
Q
M : Q → M . The zip group is the
subgroup of P ×Q defined by
E := {(x, y) ∈ P ×Q | ϕ(θPL (x)) = θ
Q
M(y)}. (2.2.1)
In other words, E is the subgroup of P ×Q generated by Ru(P )× Ru(Q) and elements of
the form (a, ϕ(a)) with a ∈ L. Let G × G act on Gk by (a, b) · g := agb−1, and let E act
on G by restricting this action to E. The stack of G-zips of type Z can be defined as the
quotient stack
G-ZipZ = [E\Gk] .
Although the above definition of G-ZipZ may be the most concise one, there is more useful,
equivalent definition in terms of torsors: By [PWZ15, 3C and 3D], the stack G-ZipZ is the
stack over k such that for all k-scheme S, the groupoid G-Zip(S) is the category of tuples
I = (I, IP , IQ, ι), where I is a Gk-torsor over S, IP ⊂ I and IQ ⊂ I are a P -subtorsor
and a Q-subtorsor of I respectively, and ι : (IP/Ru(P ))(p) → IQ/Ru(Q) is an isomorphism
of M-torsors.
2.2.2 Cocharacter datum
A convenient way to give a zip datum is using cocharacters. A cocharacter datum is a pair
(G, µ) where G is a reductive connected group over Fq and µ : Gm,k → Gk is a cocharacter.
There is a natural way to attach to (G, µ) a zip datum Zµ, defined as follows. First, denote
by P+(µ) (resp. P−(µ)) the unique parabolic subgroup of Gk such that P+(µ)(k) (resp.
P−(µ)(k)) consists of the elements g ∈ G(k) satisfying that the map
Gm,k → Gk; t 7→ µ(t)gµ(t)
−1 (resp. t 7→ µ(t)−1gµ(t))
extends to a morphism of varieties A1k → Gk. This construction yields a pair of parabolics
(P+(µ), P−(µ)) in Gk such that the intersection P+(µ) ∩ P−(µ) = L(µ) is the centralizer of
µ. It is a common Levi subgroup of P+(µ) and P−(µ). Set P = P−(µ), Q = (P+(µ))(q),
L = L(µ) and M = (L(µ))(q). Then the tuple Zµ := (G,P, L,Q,M, ϕ) is a zip datum,
which we call the zip datum attached to the cocharacter datum (G, µ). We write simply
G-Zipµ for G-ZipZµ . For simplicity, we will always consider zip data arising in this way
from a cocharacter datum.
2.2.3 Frames
In this paper, given a zip datum Z = (G,P, L,Q,M, ϕ), a frame for Z is a triple (B, T, z)
where (B, T ) is a Borel pair of Gk defined over Fq satisfying the following conditions
(i) One has the inclusion B ⊂ P .
(ii) z ∈ W is an element satisfying the conditions
zB ⊂ Q and B ∩M = zB ∩M.
Remark 2.2.1. Let (B, T ) be a Borel pair defined over Fq such that B ⊂ P . Then we
can find z ∈ W such that (B, T, z) is a frame. This follows from the proof of [PWZ11,
Proposition 3.7].
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A frame may not always exist. However, if (G, µ) is a cocharacter datum and Zµ is
the associated zip datum (§2.2.2), then we can find a G(k)-conjugate µ′ = ad(g) ◦ µ (with
g ∈ G(k)) such that Zµ′ admits a frame. This follows easily from Remark 2.2.1 and the
fact that G is quasi-split over Fq. Hence, it is harmless to assume that a frame exists, and
we will only consider a zip datum that admits a frame.
Remark 2.2.2. If the cocharacter µ is defined over Fq, then so are P and Q. In particular,
we have in this case L =M and P , Q are opposite parabolic subgroups with common Levi
subgroup L.
For a zip datum (G,P, L,Q,M, ϕ), we put I = IP ⊂ ∆. Note that ∆P = ∆ \ I.
Lemma 2.2.3 ([GK19b, Lemma 2.3.4]). Let µ : Gm,k → Gk be a cocharacter, and let Zµ
be the attached zip datum. Assume that (B, T ) is a Borel pair defined over Fq such that
B ⊂ P . We put z = σ(w0,I)w0. Then (B, T, z) is a frame for Zµ.
2.2.4 Parametrization of E-orbits
Recall that the group E from (2.2.1) acts on Gk. We review below the parametrization of
E-orbits following [PWZ11].
Assume that Z has a frame (B, T, z). For w ∈ W , fix a representative w˙ ∈ NG(T ),
such that (w1w2)· = w˙1w˙2 whenever ℓ(w1w2) = ℓ(w1) + ℓ(w2) (this is possible by choosing
a Chevalley system, [ABD+66, XXIII, §6]). For w ∈ W , define Gw as the E-orbit of w˙z˙−1.
We note that Gw is independent of the chooices of w˙ and a frame by [PWZ11, Proposition
5.8]. If no confusion occurs, we write w instead of w˙. Define a twisted order on IW as
follows. For w,w′ ∈ IW , write w′ 4 w if there exists w1 ∈ WL such that w′ ≤ w1wσ(w1)−1.
This defines a partial order on IW ([PWZ11, Corollary 6.3]).
Theorem 2.2.4 ([PWZ11, Theorem 6.2, Theorem 7.5]). The map w 7→ Gw restricts to a
bijection
IW → {E-orbits in Gk}. (2.2.2)
For w ∈ IW , one has dim(Gw) = ℓ(w) + dim(P ). Furthermore, for w ∈
IW , the Zariski
closure of Gw is
Gw =
⊔
w′∈IW, w′4w
Gw′.
Each E-orbit is locally closed in Gk. Since E is smooth over k, all E-orbits are also
smooth over k. However, the Zariski closure Gw of Gw may have highly complicated
singularities, see [Kos18] for a description of the normalization of Gw. The closure of an
E-orbit is a union of E-orbits, hence we obtain a stratification of G.
In particular, there is a unique open E-orbit UZ ⊂ Gk corresponding to the longest
element w0,Iw0 ∈ IW via (2.2.2). For an E-orbitGw (with w ∈ IW ), we write Xw := [E\Gw]
for the corresponding locally closed substack of G-ZipZ = [E\Gk].
If Z arises from a cocharacter datum (§2.2.2), we write Uµ for UZµ . Using the termi-
nology pertaining to the theory of Shimura varieties, we call Uµ the µ-ordinary stratum
of G-Zipµ. The corresponding substack Uµ := [E\Uµ] is called the µ-ordinary locus. It
corresponds to the µ-ordinary locus in the good reduction of Shimura varieties, studied for
example in [Wor13], [Moo04]. For more details about Shimura varieties, we refer to §2.5
below.
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2.3 Reminders about representation theory
If H is an algebraic group over a field K, denote by Rep(H) the category of algebraic repre-
sentations of H on finite-dimensional K-vector spaces. We will denote such a representation
by (ρ, V ), or sometimes simply ρ or V .
Let H be a split connected reductive K-group and choose a Borel pair (BH , T ) defined
over K. Irreducible representations of H are in 1-to-1 correspondence with dominant
characters X∗+(T ). This bijection is given by the highest weight of a representation. For
λ ∈ X∗+(T ), let Lλ be the line bundle attached to λ on the flag variety H/BH by the usual
associated sheaf construction ([Jan03, §5.8]). Define an H-representation VH(λ) by
VH(λ) := H
0(H/BH ,Lλ). (2.3.1)
In other words, VH(λ) is the induced representation Ind
H
BH
(λ). Then VH(λ) is a represen-
tation of highest weight λ. We view elements of VH(λ) as functions f : H → A1 satisfying
the relation
f(hb) = λ(b)f(h), ∀h ∈ H, ∀b ∈ BH . (2.3.2)
For dominant characters λ, λ′, there is a natural surjective map
VH(λ)⊗ VH(λ
′)→ VH(λ+ λ
′). (2.3.3)
In the description given by (2.3.2), this map is simply given by mapping f ⊗ f ′ (where
f ∈ VH(λ), f ′ ∈ VH(λ′)) to the function ff ′ ∈ VH(λ+ λ′).
Denote by WH :=W (H, T ) the Weyl group and w0,H ∈ WH the longest element. Then
VH(λ) has a unique BH-stable line, which is a weight space for the weight −w0,Hλ.
2.4 Vector bundles on the stack of G-zips
2.4.1 General theory
For an algebraic stack X , write VB(X ) for the category of vector bundles on X . Let X
be a k-scheme and H an affine k-group scheme acting on X. If ρ : H → GL(V ) is a finite
dimensional algebraic representation of H , it gives rise to a vector bundle VH,X(ρ) on the
stack [H\X ]. This vector bundle can be defined geometrically as [H\(X ×k V )] where H
acts diagonally on X ×k V . We obtain a functor
VH,X : Rep(H)→ VB([H\X ]).
In particular, similarly to the usual associated sheaf constrution [Jan03, I.5.8.(1)], the space
of global sections H0([H\X ],VH,X(ρ)) is identified with:
H0([H\X ],VH,X(ρ)) = {f : X → V | f(h · x) = ρ(h)f(x), ∀h ∈ H, ∀x ∈ X} . (2.4.1)
2.4.2 Vector bundles on G-ZipZ
Fix a zip datum Z = (G,P, L,Q,M, ϕ) and a frame (B, T, z) as usual. By the previous
paragraph, we obtain a functor VE,G : Rep(E)→ VB(G-Zip
Z), that we simply denote by
V. For (V, ρ) ∈ Rep(E), the space of global sections of V(ρ) is
H0(G-ZipZ ,V(ρ)) = {f : Gk → V | f(ǫ · g) = ρ(ǫ)f(g), ∀ǫ ∈ E, ∀g ∈ Gk} .
One has the following easy lemma, which follows from the fact that Gk admits an open
dense E-orbit (see discussion below Theorem 2.2.4).
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Lemma 2.4.1 ([Kos19, Lemma 1.2.1]). Let (V, ρ) be an E-representation. Then we have
dimH0(G-ZipZ ,V(ρ)) ≤ dim(V ).
The first projection p1 : E → P induces a functor p∗1 : Rep(P ) → Rep(E). If (V, ρ) ∈
Rep(P ), we write again V(ρ) for V(p∗1(ρ)). In this paper, we will consider only representa-
tions of E coming from P in this way. The goal of this paper is to study the vector bundles
V(ρ) on G-ZipZ and determine their properties. In particular, we seek to understand the
properties of V(ρ) in terms of the representation (V, ρ) defining it.
2.4.3 L-representations
Let θPL : P → L denote again the natural projection modulo the unipotent radical Ru(P ),
as in §2.2.1. It induces by composition a functor
(θPL )
∗ : Rep(L)→ Rep(P ).
It is easy to see that (θPL )
∗ is a fully faithful functor, and its image is the full subcategory
of Rep(P ) of P -representations which are trivial on Ru(P ). Hence, we view Rep(L) as a
full subcategory of Rep(P ). If (V, ρ) ∈ Rep(L), we write again V(ρ) := V((θPL )
∗(ρ)). For
λ ∈ X∗+,I(T ), write BL := B ∩ L and define an L-representation as
VI(λ) = Ind
L
BL
(λ).
This is the representation defined in (2.3.1) for H = L and BH = BL. Denote by VI(λ)
the vector bundle on G-ZipZ attached to VI(λ), and call it an automorphic vector bundle
on G-ZipZ . This terminology stems from Shimura varieties (see §2.5 below for further
details). Note that if λ ∈ X∗(T ) is not L-dominant, then VI(λ) = 0 and hence VI(λ) = 0.
In [Kos19], the second author studied the vector bundles VI(λ) on G-Zip
Z . In particular,
he investigated the question of determining the set Czip of characters λ ∈ X∗+,I(T ) such that
the space H0(G-ZipZ ,VI(λ)) is non-zero. In a work in progress [GIK] with Goldring, we
completely determine Czip under the condition that P is defined over Fq and the Frobenius
σ acts on I by −w0,I .
2.5 Shimura varieties
In this subsection, we explain the link between the stack of G-zips and Shimura varieties.
Let (G,X) be a Shimura datum [Del79, 2.1.1]. In particular, G is a connected reductive
group over Q. Furthermore, X provides a well-defined G(Q)-conjugacy class {µ} of cochar-
acters of GQ. Write E = E(G,X) for the reflex field of (G,X) (i.e. the field of definition of
{µ}) and OE for its ring of integers. Given an open compact subgroup K ⊂ G(Af), write
Sh(G,X)K for the canonical model at level K over E (cf. [Del79, 2.2]). ForK small enough
in G(Af), Sh(G,X)K is a smooth, quasi-projective scheme over E. For a small enough K,
every inclusion K ′ ⊂ K induces a finite étale projection πK ′/K : Sh(G,X)K ′ → Sh(G,X)K .
Let g ≥ 1 and let (V, ψ) be a 2g-dimensional, non-degenerate symplectic space over Q.
Write GSp(2g) = GSp(V, ψ) for the group of symplectic similitudes of (V, ψ). Write Xg
for the double Siegel half-space [Del79, 1.3.1]. The pair (GSp(2g),Xg) is called the Siegel
Shimura datum and has reflex field Q. Recall that (G,X) is of Hodge type if there exists
an embedding of Shimura data ι : (G,X) →֒ (GSp(2g),Xg) for some g ≥ 1. Henceforth,
assume (G,X) is of Hodge-type.
Fix a prime number p, and assume that the level K is of the form K = KpKp where
Kp ⊂ G(Qp) is a hyperspecial subgroup and Kp ⊂ G(A
p
f) is an open compact subgroup.
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Recall that a hyperspecial subgroup of G(Qp) exists if and only if GQp is unramified, and
is of the form Kp = G (Zp) where G is a reductive group over Zp such that G ⊗ZpQp ≃ GQp
and G ⊗Zp Fp is connected.
For any place v above p in E, Kisin ([Kis10]) and Vasiu ([Vas99]) constructed a fam-
ily of smooth OEv -schemes S = (SK)Kp, where K = KpK
p and Kp is a small enough
compact open subgroup of G(Apf ). For K
′p ⊂ Kp, one has again a finite étale projection
πK ′/K : SKpK ′p → SKpKp, where K = KpK
p and K ′ = KpK ′p, and the tower S = (SK)Kp
is an OEv -model of the tower (Sh(G,X)K)Kp.
We take a representative µ ∈ {µ} defined over Ev by [Kot84, (1.1.3) Lemma (a)]. We
can also assume that µ extends to µ : Gm,OEv → GOEv ([Kim18, Corollary 3.3.11]). Denote
by L ⊂ GEv the centralizer of the cocharacter µ. We take a parabolic sugroups P of GEv ,
which has L as a Levi subgroup. Since GQp is unramified, it is quasi-split, hence we can
choose a Borel subgroup B ⊂ GQp and a maximal torus T ⊂ B. There is g ∈ G(Ev)
such that BEv ⊂ gPg
−1. Write g = bg0 with b ∈ B(Ev) and g0 ∈ G (OEv) by the Iwasawa
decomposition. Then replacing µ by its conjugate by g0, we may assume that BEv ⊂ P.
By properness of the scheme of parabolic subgroups of G ([ABD+66, Exposé XXVI,
Corollaire 3.5]), the subgroups B and P extend uniquely to subgroups B ⊂ G over Zp and
P ⊂ GOEv over OEv respectively. Let L ⊂ P be the centralizer of µ : Gm,OEv → GOEv .
We take a Borel subgroup Bop of GQp such that T = B ∩B
op. The subgroup Bop extends
uniquely to a subgroup Bop ⊂ G over Zp. We put T = B ∩ Bop. Set G = G ⊗Zp Fp
and denote by B, T, P, L the geometric special fiber of B,T ,P,L respectively. By slight
abuse of notation, we denote again by µ its mod p reduction µ : Gm,k → Gk. Then (G, µ)
is a cocharacter datum, and it yields a zip datum (G,P, L,Q,M, ϕ) as in §2.2.2 (since G is
defined over Fp, in the context of Shimura varieties, we always take q = p, hence ϕ is the
p-th power Frobenius).
By a result of Zhang ([Zha18, 4.1]), there exists a natural smooth morphism
ζ : SK → G-Zip
µ .
This map is also surjective by [SYZ19, Corollary 3.5.3(1)]. The map ζ amounts to the
existence of a universal G-zip I = (I, IP , IQ, ι) over SK , using the description of G-Zip
µ
provided at the end of §2.2.1. In the construction of Zhang, the Gk-torsor I and the P -
torsor IP over SK are actually the reduction of a G -torsor and a P-torsor over SK , that
we denote by I and IP respectively.
Example 2.5.1. We explain the example of the Siegel-type Shimura variety. In this case,
one has G = GSp(V, ψ) for a symplectic space (V, ψ) of dimension 2g (g ≥ 1) over Q. The
Zp-model G = GSp(Λ, ψ) is given by a self-dual Zp-lattice Λ ⊂ VQp, i.e. a lattice satisfying
Λ∨ = Λ, where Λ∨ := {x ∈ VQp | ∀y ∈ Λ, ψ(x, y) ∈ Zp}. The cocharacter µ : Gm,Zp → GZp
induces a decomposition Λ = Λ0 ⊕ Λ1, where Λ0, Λ1 are free Zp-modules of rank g. Here
z ∈ Gm acts via µ on Λi by the character z 7→ z
i for i ∈ {0, 1}. Define two filtrations
Fil0(Λ) : 0 ⊂ Λ0 ⊂ Λ and
Fil1(Λ) : 0 ⊂ Λ1 ⊂ Λ.
Then P can be defined as the parabolic subgroup of G stabilizing Fil0(Λ). The scheme SK
(with K = KpK
p and Kp = G (Zp) as above) is a moduli space classifying triples (A, ξ, ηK
p)
where A is an abelian variety of rank g endowed with a principal polarization ξ, and a Kp-
level structure ηKp. Here η is a symplectic isomorphism H1(A,Ap) ≃ V ⊗ Ap and ηKp is
its Kp-coset in the set of such isomorphisms.
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Let A → SK denote the universal abelian scheme. Then H := H
1
dR(A /SK) is a rank
2g vector bundle on SK, and the principal polarization ξ induces on H a perfect, symplectic
pairing, that we denote by ψξ. The vector bundle H also carries a natural Hodge filtration
(that we denote by FilHdg):
0 ⊂ ΩA /SK ⊂ H
where ΩA /SK is the push-forward of the sheaf of relative Kähler differentials Ω
1
A /SK
by the
structural morphism f : A → SK . It is a rank g-subbundle of H . We obtain a G -torsor
I and a P-torsor IP over SK as follows: For an SK-scheme S, we put
I (S) = IsomOS
(
(Λ⊗OS, ψ) , (H ⊗OSKOS, ψξ)
)
, and
IP(S) = IsomOS
(
(Λ⊗OS, ψ,Fil0(Λ)⊗OS) , (H ⊗OSKOS, ψξ,FilHdg⊗OSKOS)
)
.
This defines two fppf sheaves on SK . Furthermore G acts naturally on I via its action
on Λ. Furthermore, since the parabolic group P ⊂ G stabilizes Fil0(Λ), the group P acts
naturally on IP. This defines respectively a G -torsor and a P-torsor on SK .
Over SK = SK ⊗ Fp, the G-zip I = (I, IP , IQ, ι) is defined as follows. First define
I and IP to be the base change to SK of I and IP. To define the Q-torsor IQ, recall
that H := H1dR(A/SK) admits a conjugate filtration Filconj ⊂ H: Let f : A → SK denote
the universal abelian scheme (with A := A ⊗SK SK), there is a conjugate spectral sequence
Eab2 = R
af∗(H
b(Ω•A/SK )) ⇒ H
a+b
dR (A/SK). For abelian varieties, this spectral sequence
degenerates and gives the filtration Filconj on H
1
dR(A/SK). Note that the conjugate filtration
only exists on the special fiber of SK , contrary to the Hodge filtration. For an SK-scheme
S, we put
IQ(S) = IsomOS
(
(Λ⊗OS, ψ,Fil1(Λ)⊗OS) , (H ⊗OSKOS, ψξ,Filconj⊗OSKOS)
)
.
Since Q stabilizes the filtration Fil1(Λ)⊗ Fp, it acts naturally on IQ, and again we obtain
a Q-torsor on SK. Finally, the isomorphism ι : (IP/Ru(P ))
(p) → IQ/Ru(Q) is naturally
induced by the Frobenius and Verschiebung homomorphisms (or more generally, the Cartier
isomorphism, see [MW04, (6.3)]).
For each L-dominant character λ ∈ X∗(T), we have the unique irreducible representa-
tion VL(λ) of P over Qp of highest weight λ. Since we are in characteristic zero, VL(λ)
coincides with H0(P/B,Lλ), as defined in (2.3.1) in §2.3. It admits a natural model over
Zp, namely
VL(λ)Zp := H
0(P/B,Lλ),
where Lλ is the line bundle attached to λ viewed as a character of T . Its reduction
modulo p is the P -representation VI(λ) = H0(P/B,Lλ) over k = Fp. Since SK is endowed
naturally with a P-torsor IP , we obtain a vector bundle VL (λ) on SK by applying the
P-representation VL(λ)Zp to IP . This family of vector bundles (VL (λ))λ∈X∗(T)+,L is called
the family of automorphic vector bundles. For an OEv -algebra R, the space H
0(SK ⊗OEv
R,VL (λ)) may be called the space of automorphic forms of level K and weight λ with
coefficients in R. More generally, by the same formalism, we have a commutative diagram
of functors
RepZp(P)
//

VB(SK)

RepFp(P )
// VB(SK)
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where the vertical arrows are reduction modulo p and the horizontal arrows are obtained
by applying the P-torsor IP and the P -torsor IP respecively. Furthermore, the map
ζ : SK → G-Zip
µ induces a factorization of the lower horizontal arrow of the above diagram
as
RepFp(P )
V
//VB(G-Zipµ)
ζ∗
//VB(SK). (2.5.1)
Note also that for any P -representation (V, ρ), the map ζ : SK → G-Zip
µ induces by pull-
back a natural injective morphism
H0(G-Zipµ,V(ρ))→ H0(SK ,V(ρ)).
In §3, we determine the space H0(G-Zipµ,V(ρ)) in all generality (i.e. even for cocharacter
data (G, µ) that are not attached to Shimura varieties). For general pairs (G, µ) with µ
minuscule (but not necessarily attached to Shimura varieties), one has the following remark:
Remark 2.5.2. Let F be a local field with ring of integers O and residue field Fq. Let G
be an unramified reductive group over O. Let (B, T ) be a Borel pair of G, and let µ be
a dominant cocharacter of G. Then Xiao–Zhu define the moduli of local shtukas Shtlocµ
classifying modifications bounded by µ of a G-torsor and its Frobenius twist (see [XZ17,
Definition 5.2.1]). Similarly, there is a moduli Shtloc(m,n)µ of restricted local shtuka ([XZ17,
§5.3]), with a natural projection Shtlocµ → Sht
loc(m,n)
µ . In the case when µ is minuscule, Xiao–
Zhu show in [XZ17, Lemma 5.3.6] that there exists a natural perfectly smooth morphism
Shtloc(2,1)µ → G-Zip
µ,pf , where pf denotes the perfection and the special fiber of G is again
denoted by G (see §3.5 for further details).
3 The space of global sections H0(G-Zipµ,V(ρ))
3.1 Adapted morphisms
To determine the space H0(G-Zipµ,V(ρ)) (for (V, ρ) a P -representation), we use a similar
method as in [Kos19, §3.2], where we studied representations of the type VI(λ). We review
some of the notions introduced in loc. cit.
Let X be an irreducible normal k-variety and let U ⊂ X be an open subset such that
S = X \ U is irreducible of codimension 1. For f ∈ H0(U,OX), denote by ZU(f) ⊂ U the
vanishing locus of f in U and let ZU(f) be its Zariski closure in X. We endow all locally
closed subsets of schemes with the reduced structure. Let Y be an irreducible k-variety
and ψ : Y → X be a k-morphism.
Definition 3.1.1. We say that ψ is adapted to f (with respect to U) if
(i) ψ(Y ) ∩ U 6= ∅, and
(ii) ψ(Y ) ∩ S is not contained in ZU(f).
Lemma 3.1.2. If ψ(Y ) intersects U and ψ(Y )∩S is dense in S, then ψ is adapted to any
nonzero section f ∈ H0(U,OX).
Proof. We need to show that the consition (ii) is satisfied. We may assume that ZU(f) 6= ∅.
Then, the closed subset ZU(f) has codimension 1 in X and intersects U , hence ZU(f) ∩ S
has codimension ≥ 1 in S, so it cannot contain ψ(Y ) ∩ S.
Lemma 3.1.3 ([Kos19, Lemma 3.2.2]). Let ψ : Y → X adapted to f ∈ H0(U,OX). Then f
extends to X if and only if ψ∗(f) ∈ H0(ψ−1(U),OY ) extends to Y . In this case, f vanishes
along S if and only if ψ∗(f) vanishes along ψ−1(S).
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We apply the above notions to the following situation. From now on, let (G, µ) be a
cocharacter datum, with attached zip datum Z = (G,P, L,Q,M, ϕ) as in §2.2.2. Assume
that (B, T ) is a Borel pair defined over Fq such that B ⊂ P . We take a frame (B, T, z) as
in Lemma 2.2.3. Consider the variety Gk and the open subset Uµ ⊂ Gk (the µ-ordinary
stratum, defined after Theorem 2.2.4). The complement of Uµ in Gk is not irreducible in
general, so in order to apply the previous results, we slightly modify the problem. Recall
the parametrization of E-orbits in Gk (2.2.2). Using Theorem 2.2.4, we have
Gk \ Uµ =
⋃
α∈∆P
Zα, Zα = E · sα (3.1.1)
where E · sα denotes the E-orbit of sα and the bar denotes the Zariski closure. Indeed, by
(2.2.2), the E-orbits of codimension 1 in Gk are the E-orbits of wz−1 where w ∈ IW is an
element of length ℓ(w0,Iw0)−1. These elements are of the form w0,Isαw0 for α ∈ ∆P . Since
z = σ(w0,I)w0, the element wz−1 has the form w0,Isασ(w0,I). Since (w0,I , σ(w0,I)) ∈ E, this
element generates the same E-orbit as sα. This proves the decomposition (3.1.1) above.
For any α ∈ ∆P , define an open subset
Xα := Gk \
⋃
β∈∆P , β 6=α
Zβ.
Clearly Uµ ⊂ Xα and one has Xα \ Uµ = E · sα. In particular, Xα \ Uµ is irreducible. We
define a morphism which satisfies the conditions of Definition 3.1.1 for the pair (Xα, Uµ).
We take an isomorphism uα : Ga → Uα for α ∈ Φ so that (uα)α∈Φ is a realization in the
sense of [Spr98, 8.1.4]. In particular, we have
tuα(x)t
−1 = uα(α(t)x) (3.1.2)
for x ∈ Ga and t ∈ T . For α ∈ Φ, there is a unique homomorphism
φα : SL2,k → Gk
such that
φα
((
1 x
0 1
))
= uα(x), φα
((
1 0
x 1
))
= u−α(x)
as in [Spr98, 9.2.2]. Also note that φα(diag(t, t−1)) = α∨(t).
Let α ∈ ∆P . Set Y = E × A1 and
ψα : Y → G; ((x, y), t) 7→ xφα (A(t)) y
−1 where A(t) =
(
t 1
−1 0
)
∈ SL2,k .
Note that φα(A(0)) = sα in W . The following identity will be crucial for later purposes:
A(t) =
(
1 0
−t−1 1
)(
t 0
0 t−1
)(
1 t−1
0 1
)
. (3.1.3)
Let ℘ : T → T ; g 7→ gϕ(g)−1 be the Lang torsor. Then ℘ induces the isomorphism
℘∗ : X∗(T )R
∼
−→ X∗(T )R; δ 7→ ℘ ◦ δ = δ − qσ(δ).
We put δα = ℘−1∗ (α
∨). Recall that σ denotes the q-th power Frobenius action on ∆. We
put
mα = min{m ≥ 1 | σ
−m(α) /∈ I} (3.1.4)
and tα = t−1α(ϕ(δα(t)))−1 = tα(δα(t))−1 ∈ tQ, where t is an indeterminate.
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Proposition 3.1.4. The following properties hold:
(1) The image of ψα is contained in Xα.
(2) For any (x, y) ∈ E and t ∈ A1, one has ψα((x, y), t) ∈ Uµ ⇐⇒ t 6= 0.
(3) For all (x, y) ∈ E, we have ψα((x, y), 0) ∈ E · sα.
Proof. It suffices to show (2) and (3). If t = 0, we have φα(A(0)) = sα in W . Hence
ψα((x, y), 0) ∈ E · sα. Assume that t 6= 0. We put
ut,α =
mα−1∏
i=1
φσ−i(α)
((
1 −t
1
qi
α
0 1
))
where the products are taken in the increasing order of indices. By (3.1.3) and the defini-
tions of δα, tα and ut,α, we have
φα (A(t)) = φα
((
1 0
−t−1 1
))
δα(t)ϕ(δα(t))
−1φα
((
1 t−1
0 1
))
= φα
((
1 0
−t−1 1
))
δα(t)φα
((
1 tα
0 1
))
ϕ(δα(t))
−1
= φα
((
1 0
−t−1 1
))
δα(t)ut,α
(
ϕ(δα(t))φα
((
1 −tα
0 1
))
ut,α
)−1
. (3.1.5)
We have (
φα
((
1 0
−t−1 1
))
δα(t)ut,α, ϕ(δα(t))φα
((
1 −tα
0 1
))
ut,α
)
∈ E (3.1.6)
because
φα
((
1 0
−t−1 1
))
∈ Ru(P ), φσ−(mα−1)(α)
((
1 −t
1
qmα−1
α
0 1
))
∈ Ru(Q)
by α /∈ I and σ−(mα−1)(α) /∈ σ(I). Hence we have ψα((x, y), t) ∈ Uµ if t 6= 0.
Set Y0 := E ×Gm ⊂ Y . We obtain a map ψα : Y0 → Uµ.
Corollary 3.1.5. Let f : Uµ → A
n be a regular map. Then f extends to a regular map
Gk → A
n if and only if for all α ∈ ∆P , the map f ◦ψα : Y0 → A
n extends to a map Y → An.
Proof. Applying Lemma 3.1.2 and Lemma 3.1.3 to the coordinate functions of f , we can
extend f to
⋃
α∈∆P Xα. Since the complement of
⋃
α∈∆P Xα in G has codimension ≥ 2, we
can extend f to G by normality.
3.2 The space of µ-ordinary sections
Recall that Uµ = [E\Uµ] ⊂ G-Zip
µ denotes the µ-ordinary locus (see §2.2.4). The open
substack Uµ ⊂ G-Zip
µ is dense, and hence induces an obvious injective map
H0(G-Zipµ,V(ρ))→ H0(Uµ,V(ρ))
for any (V, ρ) ∈ Rep(P ). This will give an upper bound approximation of the space
H0(G-Zipµ,V(ρ)). We claim that 1 ∈ Uµ. Indeed, by Theorem 2.2.4, Uµ coincides with the
E-orbit of the element w0,Iw0z−1. Since z = σ(w0,I)w0, we obtain w0,Iw0z−1 = w0,Iσ(w0,I).
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This element is in the same E-orbit as 1, because (w0,I , σ(w0,I)) ∈ E. This proves the
claim.
We denote by Lϕ ⊂ E the scheme-theoretical stabilizer of the element 1. Note that
Lϕ = E ∩ {(x, x) | x ∈ Gk} (3.2.1)
is a 0-dimensional algebraic group. In general it is non-smooth. Denote by L0 ⊂ L the
largest algebraic subgroup defined over Fq containing T . In other words,
L0 =
⋂
n≥0
L(q
n).
In view of (3.2.1), it is clear that the restriction of the first projection E → P induces
a closed immersion Lϕ → P . Hence we will identify Lϕ with its image and view it as a
subgroup of P .
Lemma 3.2.1 ([KW18, Lemma 3.2.1]).
(1) One has Lϕ ⊂ L.
(2) The group Lϕ can be written as a semidirect product
Lϕ = L
◦
ϕ ⋊ L0(Fq)
where L◦ϕ is the identity component of Lϕ. Furthermore, L
◦
ϕ is a finite unipotent alge-
braic group.
(3) Assume that P is defined over Fq. Then L0 = L and Lϕ = L(Fq), viewed as a constant
algebraic group.
Proposition 3.2.2. The stack Uµ is isomorphic to B(Lϕ) = [1/Lϕ], the classifying stack
of Lϕ.
Proof. The action map E → Uµ, e 7→ e · 1 induces an isomorphism E/Lϕ ≃ Uµ. Hence
Uµ = [E\Uµ] ≃ [E\(E/Lϕ)] ≃ [1/Lϕ].
Corollary 3.2.3. The category of vector bundles on Uµ is equivalent to the category Rep(Lϕ)
of representations of Lϕ. Furthermore, for all (V, ρ) ∈ Rep(Lϕ), the space of global sections
of the attached vector bundle V(ρ) on Uµ identifies with the space of Lϕ-invariants of V :
H0(Uµ,V(ρ)) = V
Lϕ . (3.2.2)
Furthermore, this identification is functorial in (V, ρ).
The identity (3.2.2) can be seen as an isomorphism between two functors Rep(Lϕ) →
Veck. The notation V Lϕ for the space of invariants is to be understood in a scheme-
theoretical way as the set of v ∈ V such that for any k-algebra R, one has ρ(x)v = v in
V ⊗k R for all x ∈ Lϕ(R). In particular, if (V, ρ) ∈ Rep(P ) and V(ρ) is the attached vector
bundle on G-Zipµ, the restriction of V(ρ) to Uµ is attached to the restriction of ρ to Lϕ,
and the formula (3.2.2) applies similarly.
By (2.4.1), any f ∈ V Lϕ = H0(Uµ,V(ρ)) corresponds bijectively to a unique function
f˜ : Uµ → V (3.2.3)
satisfying f˜(1) = f and f˜(axb−1) = ρ(a)f˜(x) for all (a, b) ∈ E and all x ∈ Uµ. The strategy
to determine the space H0(G-Zipµ,V(ρ)) will be to characterize which of these functions
extend to a function Gk → V . We will use Corollary 3.1.5 for this purpose. As another
preliminary, we introduce (a generalization of) the Brylinski–Kostant filtration in the next
section.
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3.3 Brylinski–Kostant filtration
Lemma 3.3.1. Let α ∈ Φ. Let V be a finite dimensional algebraic representation of TUα.
Let v ∈ Vν for ν ∈ X
∗(T ). Then we have
uα(x)(v)− v =
∞∑
j=1
xjvj
where vj ∈ Vν+jα.
Proof. This is proved in the proof of [Don85, Proposition 3.3.2]. We recall the argument.
We write uα(x)v as
∑
j≥0 x
jvj for some vj ∈ V . We note that v0 = v. By (3.1.2), we have
vj ∈ Vν+jα.
For α ∈ Φ, we define E(j)α : V → V by
uα(x)v =
∑
j≥0
xjE(j)α (v)
for j ≥ 0 and put E(j)α = 0 if j < 0. By Lemma 3.3.1, we have E
(j)
α (v) ∈ Vν+jα for v ∈ Vν .
Let Ξ = (α1, . . . , αm) ∈ Φm. Let H be a closed subgroup scheme of G contaning T
and Uαi for 1 ≤ i ≤ m. Let V be a finite dimensional algebraic representation of H . Let
a = (a1, . . . , am) ∈ (k
×)m and r = (r1, . . . , rm) ∈ Rm. We put
(Zm)r =
{
(n1, . . . , nm) ∈ Z
m
∣∣∣∣∣
m∑
i=1
niri = 0
}
,
ΛΞ,r =
{
m∑
i=1
niαi
∣∣∣∣∣ (n1, . . . , nm) ∈ (Zm)r
}
.
For [ν] ∈ X∗(T )/ΛΞ,r, we put
V[ν] =
⊕
ν∈[ν]
Vν .
We use the notation j for (j1, . . . , jm) ∈ Zm. For [j] ∈ Zm/(Zm)r and [ν] ∈ X∗(T )/ΛΞ,r, we
put
[j] · r =
m∑
i=1
jiri ∈ R,
[ν] + [j] · Ξ =
[
ν +
m∑
i=1
jiαi
]
∈ X∗(T )/ΛΞ,r,
which are well-defined. For [ν] ∈ X∗(T )/ΛΞ,r and a function δ : X∗(T )→ R, we put
FilΞ,a,rδ V[ν] =
⋂
[j]∈Zm/(Zm)r
⋂
χ∈[ν]+[j]·Ξ,
[j]·r>δ(χ)
Ker
∑
j∈[j]
prχ ◦a
j1
1 E
(j1)
α1
◦ · · · ◦ ajmm E
(jm)
αm : V[ν] → Vχ

where prχ : V[ν]+[j]·Ξ → Vχ denotes the projection.
Example 3.3.2. Assume that Ξ = (α) ∈ Φ, r1 = 1 and δ is a constant function c ∈ R.
Then ΛΞ,r = 0 and V[ν] = Vν for ν ∈ X
∗(T ). In this case,
FilΞ,a,rc Vν =
⋂
j>c
Ker
(
E(j)α : Vν → Vν+jα
)
, (3.3.1)
which we simply write Filαc Vν. This is a Brylinski–Kostant filtration (cf. [XZ19, (3.3.2)]).
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3.4 Main result
We now investigate the space of global sections over G-Zipµ of the vector bundle V(ρ) for
(V, ρ) ∈ Rep(P ). By (3.2.2), this space is contained in V Lϕ. Conversely, the problem is to
determine which f ∈ V Lϕ correspond to sections of V(ρ) that extend from Uµ to G-Zip
µ.
Equivalently, we ask for which f ∈ V Lϕ the regular function f˜ : Uµ → V defined in (3.2.3)
extends to a regular function Gk → V .
Recall the definition of the integer mα in (3.1.4) for each α ∈ ∆P . For example, if P
is defined over Fq, then mα = 1 for all α ∈ ∆P . We put aα = (−1, . . . ,−1) ∈ (k×)mα .
For α ∈ ∆P , we put Ξα = (−α, σ−1(α), . . . , σ−(mα−1)(α)) and rα = (rα,1, . . . , rα,mα), where
rα,1 = 1− 〈α, δα〉 and
rα,i =
〈α, δα〉 − 1
qi−1
for 2 ≤ i ≤ mα. We view δα as a function X∗(T )→ R by χ 7→ 〈χ, δα〉.
Theorem 3.4.1. Let (V, ρ) ∈ Rep(P ). Via the inclusion H0(G-Zipµ,V(ρ)) ⊂ V Lϕ (see
Corollary 3.2.3) one has an identfication
H0(G-Zipµ,V(ρ)) = V Lϕ ∩
⋂
α∈∆P
⊕
[ν]∈X∗(T )/ΛΞα,rα
FilΞα,aα,rαδα V[ν]. (3.4.1)
Proof. Let f ∈ V Lϕ , and let f˜ : Uµ → V be the function defined in (3.2.3). It suffices to
show: f˜ extends to G if and only if
f ∈
⊕
[ν]∈X∗(T )/ΛΞα,rα
FilΞα,aα,rαδα V[ν]
for all α ∈ ∆P . By Corollary 3.1.5, f˜ extends to Gk if and only if f˜ ◦ ψα : Y0 → V extends
to a function Y → V . We now give an explcit formula for f˜ ◦ ψα((x, y), t). Using (3.1.5)
and (3.1.6), the element ψα((x, y), t) ∈ U can be written as x1x
−1
2 with (x1, x2) ∈ E and
x1 = xφα
((
1 0
−t−1 1
))
δα(t)ut,α, x2 = yϕ(δα(t))φα
((
1 −tα
0 1
))
ut,α.
It follows:
(f˜ ◦ ψα)((x, y), t) = f˜(x1x
−1
2 ) = ρ(x1)f = ρ(x)ρ
(
φα
((
1 0
−t−1 1
))
δα(t)ut,α
)
f.
Hence, the function f˜ ◦ ψα extends to Y if and only if the function
Fα : t 7→ ρ
(
φα
((
1 0
−t−1 1
))
δα(t)ut,α
)
f
lies in k[t]⊗ V . Write f =
∑
ν∈X∗(T ) fν by the weight decomposition of f . We put
f jν,Ξα = E
(j1)
−α E
(j2)
σ−1(α) · · ·E
(jmα )
σ−(mα−1)(α)
fν ∈ Vν+j·Ξα
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for j = (j1, . . . , jmα) ∈ Z
mα and ν ∈ X∗(T ). We obtain
Fα(t) = ρ
(
δα(t)φα
((
1 0
−α(δα(t))t
−1 1
))
ut,α
)
f
=
∑
ν
ρ
(
δα(t)φα
((
1 0
−t〈α,δα〉−1 1
)) mα∏
i=2
φσ−(i−1)(α)
((
1 −t
1
qi−1
α
0 1
)))
fν
=
∑
ν
ρ (δα(t))
∑
j∈Zmα
(
(−t〈α,δα〉−1)j1
mα∏
i=2
(−t
1
qi−1
α )
ji
)
f jν,Ξα
=
∑
ν
∑
j∈Zmα
t〈ν+j·Ξα,δα〉
(
(−t〈α,δα〉−1)j1
mα∏
i=2
(−t
1
qi−1
α )
ji
)
f jν,Ξα.
For fixed χ ∈ X∗(T ), let Fα,χ(t) be the Vχ-component of Fα(t). Then we have
Fα,χ(t) =
∑
j∈Zmα
t〈χ,δα〉
(
(−t〈α,δα〉−1)j1
mα∏
i=2
(−t
1
qi−1
α )
ji
)
f jχ−j·Ξα,Ξα
=
∑
[j]∈Zmα/(Zmα )rα
∑
j∈[j]
t〈χ,δα〉−j·rα(−1)
∑mα
i=1 jif jχ−j·Ξα,Ξα.
The exponents of t in two terms in the last expression are equal if and only if the indices
belong to the same coset in Zmα/(Zmα)rα. Therefore, Fα,χ(t) lies in k[t] ⊗ Vχ for all χ ∈
X∗(T ) if and only if we have ∑
j∈[j]
(−1)
∑mα
i=1 jif jχ−j·Ξα,Ξα = 0
for all χ ∈ X∗(T ) and [j] ∈ Zmα/(Zmα)rα such that j · rα > 〈χ, δα〉. This condition is
equivalent to that f belongs to
⊕
[ν]∈X∗(T )/ΛΞα,rα
FilΞα,aα,rαδα V[ν]. Hence the claim follows.
We now give some corollaries of Theorem 3.4.1 in case where the formula (3.4.1) becomes
simpler. For ν ∈ X∗(T ) and χ ∈ X∗(T )R, we put
FilPχVν =
⋂
α∈∆P
Fil−α〈χ,α∨〉Vν (3.4.2)
where Fil−α〈χ,α∨〉Vν was defined in Example 3.3.2. The morphism ℘ : T → T induces the
isomorphism
℘∗ : X∗(T )R
∼
−→ X∗(T )R; λ 7→ λ ◦ ℘ = λ− qσ(λ).
Corollary 3.4.2. Assume that P is defined over Fq. Let (V, ρ) ∈ Rep(P ). Via the inclusion
H0(G-Zipµ,V(ρ)) ⊂ V L(Fq) one has
H0(G-Zipµ,V(ρ)) = V L(Fq) ∩
⊕
ν∈X∗(T )
FilP℘∗−1(ν)Vν .
Proof. For α ∈ ∆P and ν ∈ X∗(T ), we have
FilΞα,aα,rαδα V[ν] = Fil
−α
〈ν,δα〉
Vν = Fil
−α
〈℘∗−1(ν),α∨〉Vν .
Hence the claim follows from Lemma 3.2.1(3) and Theorem 3.4.1.
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Assume again that P is defined over Fq. To simplify further, assume that (V, ρ) ∈
Rep(P ) is trivial on the unipotent radical Ru(P ). Then we have E
(j)
−α = 0 for all α ∈ ∆
P
and all j > 0. It follows that Fil−αc Vν = Vν for c ≥ 0 and Fil
−α
c Vν = 0 for c < 0. We obtain
that for all χ ∈ X∗(T )R, one has
FilPχVν =
{
Vν if for all α ∈ ∆P one has 〈χ, α∨〉 ≥ 0,
0 otherwise.
Define a subspace V ∆
P
≥0 ⊂ V as follows:
V ∆
P
≥0 =
⊕
〈ν,δα〉≥0, ∀α∈∆P
Vν . (3.4.3)
For example, if T is split over Fq, then δα = −α∨/(q − 1), and therefore V ∆
P
≥0 is the direct
sum of the weight spaces Vν for those ν ∈ X∗(T ) satisfying 〈ν, α∨〉 ≤ 0 for all α ∈ ∆P .
Corollary 3.4.3. Assume that P is defined over Fq and furthermore that (V, ρ) ∈ Rep(P )
is trivial on the unipotent radical Ru(P ). Then one has an equality
H0(G-Zipµ,V(ρ)) = V L(Fq) ∩ V ∆
P
≥0 .
This formula recovers the result [Kos19, Theorem 1] (with slightly different notation).
In loc. cit., only the special case when G is split over Fp and V is of the form VI(λ) was
considered.
3.5 Perfection
As noted in Remark 2.5.2, the perfection of the stack of G-zips appears in connection with
the moduli of local shtukas. In [XZ17, Lemma 5.3.6], the zip datum that appears satisfes
that P is defined over Fq. We do not make this assumption here. For a scheme X over k,
define the perfection of X as the projective limit
Xpf := lim←−
ϕX
X
where ϕX denotes the absolute q-th power Frobenius endomorphism of X. There is a
natural map Xpf → X. We have an isomorphism
Xpf ≃ lim
←−
(
· · ·
ϕ
−→ X(q
−2) ϕ−→ X(q
−1) ϕ−→ X
)
where ϕ denotes the relative q-th power Frobenius endomorphism. The perfection ofG-Zipµ
is then given by
G-Zipµ,pf = [Epf\Gpfk ].
Similarly to Proposition 3.2.2, the perfection of the µ-ordinary locus Upfµ is isomorphic to
[1/Lpfϕ ]. Since Lϕ = L
◦
ϕ ⋊ L0(Fq) by Lemma 3.2.1(2), we obtain
Upfµ = [1/L0(Fq)]. (3.5.1)
If (V, ρ) is a P -representation, then we obtain a P pf-representation by pull-back, which
we denote by ρpf . This yields a vector bundle V(ρpf) on G-Zipµ,pf , which also coincides with
the pull-back of V(ρ) under the natural map G-Zipµ,pf → G-Zipµ. By the equation (3.5.1)
above, we see that the space H0(G-Zipµ,pf ,V(ρpf)) is naturally a subspace of V L0(Fq).
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Corollary 3.5.1. Let (V, ρ) ∈ Rep(P ). We have
H0(G-Zipµ,pf ,V(ρpf)) = V L0(Fq) ∩
⋂
α∈∆P
⊕
[ν]∈X∗(T )/ΛΞα,rα
FilΞα,aα,rαδα V[ν].
Proof. Let d be the smallest positive integer such that µ is defined over Fqd. We show
that H0(G-Zipµ,pf ,V(ρpf)) is given by the subspace of elements f ∈ V such that there
exists n ≥ 1 with f ∈ H0(G-Zipµ,V(ρ(q
nd))). Indeed, such a section is given by a map
f : Gpfk → V satisfying an E
pf-equivariance condition with respect to ρpf . Since V is a
scheme of finite-type, such a map is given by a map fn : Gk → V at a finite level of the
system (· · ·
ϕd
−→ Gk
ϕd
−→ Gk). We have
FilΞα,aα,rαδα V
(qnd)
[qndν]
= FilΞα,aα,rαδα V[ν].
Hence, changing ρ to ρ(q
n) only affects V Lϕ. The result follows.
3.6 L-semisimplification
If ρ : P → GL(V ) is an arbitrary representation, we can attach a P -representation (V, ρL-ss)
which is trivial on Ru(P ). The representation ρL-ss is defined as the composition
ρL-ss : P
θP
L−→ L
ρ
−→ GL(V )
where θPL : P → L is the natural projection map whose kernel is Ru(P ), as defined in
§2.2.1. We call ρL-ss the L-semisimplification of ρ. We sometimes write V L-ss to denote this
representation (even though the underlying vector space is the same as V ).
One obvious property of V L-ss is (V L-ss)Lϕ = V Lϕ since Lϕ ⊂ L by Lemma 3.2.1(1). In
particular, by Corollary 3.2.3, we have for all (V, ρ) ∈ Rep(P ), the equality
H0(Uµ,V(ρ
L-ss)) = H0(Uµ,V(ρ)). (3.6.1)
Note that this identification is somewhat indirect: it is not induced by a morphism between
the sheaves V(ρ) and V(ρL-ss). For f ∈ H0(Uµ,V(ρ)), we will write fL-ss for its image under
the identification (3.6.1), and call it the L-semisimplification of f . As an element of V , fL-ss
is the same as f , but we want to emphasize the fact that the representation has changed.
We now give another interpretation of L-semisimplification when P is defined over Fq.
Write again Uµ ⊂ Gk for the unique open E-orbit, and recall that 1 ∈ U (see §3.2).
Lemma 3.6.1. Assume that P is defined over Fq. There exists a unique regular map
Θ: Uµ → L such that for any (a, b) ∈ E, one has
Θ(ab−1) = θPL (a) θ
Q
L (b)
−1. (3.6.2)
Furthermore, we have L ⊂ Uµ and the inclusion L ⊂ Uµ is a section of Θ.
Proof. First, note that since P is defined over Fq, one has L = M , hence the formula (3.6.2)
makes sense. The unicity of Θ is obvious. For the existence, consider the map Θ˜ : E → L,
(a, b) 7→ θPL (a) θ
Q
L (b)
−1. Since P is defined over Fq, one has Lϕ = L(Fq) (Lemma 3.2.13).
For all (a, b) ∈ E and all x ∈ L(Fq), one has Θ˜(ax, bx) = Θ˜(a, b). Hence Θ˜ factors to a
map Θ: E/L(Fq) ≃ Uµ → L. This proves the first result. Now, if x ∈ L, we can write
x = aϕ(a)−1 with a ∈ L by Lang’s theorem. Hence x ∈ Uµ and Θ(x) = aϕ(a)−1 = x, so
the second statement is proved.
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Example 3.6.2. Consider the case G = Sp(2n)Fq for n ≥ 1. We write an element of Gk
as (
A B
C D
)
with A,B,C,D square matrices of size n×n. Let P ⊂ Gk be the parabolic subgroup defined
by the condition B = 0 and Q ⊂ Gk the parabolic subgroup defined by the condition C = 0.
We put L = P ∩ Q. This gives a zip datum (G,P, L,Q, L, ϕ). The Zariski open subset
Uµ ⊂ Gk is the set of matrices in Gk for which A is invertible. The map Θ: Uµ → L is
given by
Θ:
(
A B
C D
)
7→
(
A 0
0 D − CA−1B
)
.
Proposition 3.6.3. Assume that P is defined over Fq. Let (V, ρ) ∈ Rep(P ) and let f ∈
V L(Fq). Let f˜ be the corresponding function Uµ → V defined in (3.2.3). Then the function
f˜L-ss : Uµ → V that corresponds to the L-semisimplification f
L-ss is the composition
Uµ
Θ
−→ L →֒ Uµ
f˜
−→ V.
Proof. Put f ′ = f˜ ◦Θ. For (a, b) ∈ E and g ∈ Uµ such that g = ab−1, we have
f ′(g) = f ′(ab−1) = f˜(Θ(ab−1)) = f˜(θPL (a)θ
Q
L (b)
−1) = ρ(θPL (a))f = ρ
L-ss(a)f = f˜L-ss(g).
Hence f ′ = f˜L-ss.
Let f ∈ H0(G-Zipµ,V(ρ)) be a global section. We may view its restriction f |Uµ as a
section of V(ρL-ss) over Uµ by the identification (3.6.1). It is thus natural to ask if (f |Uµ)
L-ss
extends to a global section over G-Zipµ. We prove that this holds when P is defined over
Fq in the following proposition.
Proposition 3.6.4. Assume that P is defined over Fq. The identification (3.6.1) extends
to a commutative diagram
H0(G-Zipµ,V(ρ)) 

//
 _

H0(G-Zipµ,V(ρL-ss))
 _

H0(Uµ,V(ρ))
=
// H0(Uµ,V(ρ
L-ss)).
Proof. Let f ∈ H0(G-Zipµ,V(ρ)). Since P is defined over Fq, we can apply Corollary
3.4.2 to the representation (ρ, V ). Furthermore, since Ru(P ) acts trivially on (ρL-ss, V L-ss),
we can apply Corollary 3.4.3 to (ρL-ss, V L-ss). Therefore, it suffices to show that for each
ν ∈ X∗(T ),
V L(Fq) ∩
⊕
ν∈X∗(T )
FilP℘∗−1(ν)Vν ⊂ V
L(Fq) ∩ V ∆
P
≥0 .
By (3.4.3), it suffices to show the following: for any fixed ν ∈ X∗(T ), if FilP℘∗−1(ν)Vν 6= 0,
then 〈℘∗−1(ν), α∨〉 ≥ 0 for all α ∈ ∆P . More generally, using (3.4.2), it suffices to show
that for any α ∈ ∆P and any integer c ∈ Z such that Fil−αc Vν 6= 0, one has c ≥ 0. This is
trivial by (3.3.1) because E(0)−α is the identity map.
Remark 3.6.5. Proposition 3.6.4 does not hold in general without the assumption that P
is defined over Fq as an example in §6.2 shows.
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4 The case of G = SL2,Fq
4.1 Notation for SL2
Let B2 and B
+
2 be the lower-triangular and upper-triangular Borel subgroup of SL2,k. Let
T2 be the diagonal torus of SL2,k. We put
u2 =
(
1 0
1 1
)
∈ B2(k).
For r ∈ Z, let χr be the character of B2 defined by(
x 0
z x−1
)
7→ xr.
Let Std: SL2,k → GL2,k be the standard representation. Restrictions of χr and Std to
subgroups are denoted by the same notations.
4.2 Zip datum
Let G = SL2,Fq and µ : Gm,k → Gk; x 7→ diag(x, x
−1). Let Zµ = (G,P, L,Q,M, ϕ) be
the associated zip datum. We have P = B2, Q = B
+
2 and L = M = T2. We take
(B, T ) = (B2, T2) as a Borel pair and take a frame as in Lemma 2.2.3. Denote by α the
unique element of ∆. In our convention of positivity, α = χ2. Note that I = ∅ and
∆P = {α}. Identify X∗(T ) = Z such that r ∈ Z corresponds to the character χr. The zip
group E is equal to {((
a 0
c a−1
)
,
(
aq b
0 a−q
))
∈ B2 ×B
+
2
}
.
The unique open E-orbit Uµ ⊂ Gk is given by
Uµ =
{(
x y
z w
)
∈ SL2,k
∣∣∣∣ x 6= 0} .
4.3 The space H0(G-Zipµ,V(ρ))
Let ρ : B → GL(V ) be a representation. We write the weight decomposition as V =
⊕
i∈Z Vi
where T acts on Vi by the character χi for all i ∈ Z. We have
H0(Uµ,V(ρ)) = V
L(Fq) =
⊕
i∈(q−1)Z
Vi
by Corollary 3.2.3. Since in this case the parabolic P = B is defined over Fq, we can apply
Corollary 3.4.2 to compute the space of global section H0(G-Zipµ,V(ρ)). Also, since T is
split over Fq, the map ℘∗ is given by ν 7→ −(q − 1)ν, hence ℘∗
−1(ν) = −ν
q−1
. We obtain
H0(G-Zipµ,V(ρ)) = V L(Fq) ∩
⊕
i∈Z
FilP−χi
q−1
Vi =
⊕
i∈−(q−1)N
Fil−α−i
q−1
Vi,
where we used that Fil−α−i
q−1
Vi = 0 for i > 0. In particular, H0(G-Zip
µ,V(ρ)) is stable by
T and is entirely determined by its weight spaces Fil−α−i
q−1
Vi ⊂ Vi for i ∈ −(q − 1)N. Let
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(V, ρ) ∈ Rep(B) and set n = dim(V ). Set V≤i =
⊕
j≤i Vj and V≥i =
⊕
j≥i Vj. Then using
Lemma 3.3.1, we have a B-stable filtration
· · · ⊂ V≤i−1 ⊂ V≤i ⊂ V≤i+1 ⊂ · · · .
For all i ∈ −(q − 1)N, we have
H0(G-Zipµ,V(ρ))i =
{
f ∈ Vi
∣∣∣ ρ(u2)f ∈ V≥ (q+1)i
q−1
}
(4.3.1)
by the definition of Fil−α−i
q−1
Vi.
Lemma 4.3.1. Let (V, ρ) ∈ Rep(B) and m ∈ Z be the smallest weight of ρ. Then one has
an inclusion ⊕
i∈−(q−1)N,
(q+1)i≤(q−1)m
Vi ⊂ H
0(G-Zipµ,V(ρ)). (4.3.2)
Proof. Let f ∈ Vi with i ∈ −(q− 1)N and (q+1)i ≤ (q− 1)m. Then we have V≥ (q+1)i
q−1
= V ,
so we have f ∈ H0(G-Zipµ,V(ρ))i.
The following example shows that H0(G-Zipµ,V(ρ)) is not a sum of weight spaces of V
in general.
Example 4.3.2. For i ∈ {1,−1}, let ei be a nonzero vector of weight i of Std. Consider
ρ := Std⊗ Std with basis ei ⊗ ej for i, j ∈ {1,−1}. The weights of ρ are {2, 0,−2}, and
dim(V2) = dim(V−2) = 1, dim(V0) = 2. Then we have
H0(G-Zipµ,V(ρ))0 = Span(e1 ⊗ e−1 − e−1 ⊗ e1).
4.4 Property (P)
Proposition 4.4.1. Let ρ : B → GL(V ) be an algebraic representation. Let m1, . . . , mn
be the weights of V ordered so that m1 > m2 > · · · > mn. The following properties are
equivalent.
(i) The subspace V Ru(B) is one-dimensional (and hence is equal to Vmn).
(ii) The intersection of all nonzero B-subrepresentations in V is nonzero.
(iii) For all 1 ≤ i ≤ n, we have dim(Vmi) = 1 and for any v ∈ Vmi \ {0}, the projection of
ρ(u2)v onto Vmn is nonzero.
Proof. We show (i) ⇒ (ii). If W ⊂ V is a nonzero B-subrepresentation, then WRu(B) ⊂
V Ru(B). Since WRu(B) 6= 0, we have WRu(B) = V Ru(B) hence V Ru(B) ⊂W .
We show (ii) ⇒ (iii). We show that for any nonzero v ∈ Vmi the projection of ρ(u2)v
onto Vmn is nonzero. For a contradiction, assume it is zero. Since B = Ru(B)T , the
B-subrepresentation generated by v is generated by v as an Ru(B)-representation. Hence
this representation does not have a non-trivial intersection with Vmn by Lemma 3.3.1. This
contradicts (ii). Hence the claim follows. We note that dim Vmn = 1 by (ii). Assume that
dim Vmi ≥ 2 for some i. Then there is a nonzero v ∈ Vmi such that the projection to Vmn
of ρ(u2)v is zero. This is a contradiction.
We show (iii)⇒ (i). Assume dimV Ru(B) ≥ 2. Then V Ru(B) contains Vmi for some i 6= n.
For any nonzero v ∈ Vmi ⊂ V
Ru(B), the projection of ρ(u2)v onto Vmn is zero. This is a
contradiction.
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We say that (V, ρ) ∈ Rep(B) satisfies the property (P) if the equivalent conditions of
Proposition 4.4.1 are satisfied.
Example 4.4.2. For λ ∈ X∗+(T ), the restriction to B of Ind
Gk
B (λ) satisfies the property
(P) by the last sentence of §2.3.
Proposition 4.4.3. Assume that (V, ρ) ∈ Rep(B) satisfies the property (P). Then the
inclusion (4.3.2) is an equality, i.e.
H0(G-Zipµ,V(ρ)) =
⊕
i∈−(q−1)N,
(q+1)i≤(q−1)m
Vi.
Proof. In this case, the element ρ(u2)f in the equation (4.3.1) has a nonzero projection onto
Vm by Proposition 4.4.1(iii). Thus if f ∈ H0(G-Zip
µ,V(ρ))i, then we must have m ≥
(q+1)i
q−1
.
This shows that (4.3.2) is an equality.
5 Category of L-vector bundles on G-Zipµ
In this section, we study vector bundles V(ρ) attached to P -representations (V, ρ) which
are trivial on Ru(P ) (as in §2.4.3). For simplicity, we will assume throughout the section
that P is defined over Fq.
5.1 The category VBL(G-Zip
µ)
Recall the functor Rep(P ) → VB(G-Zipµ) (§2.4.2). We restrict this functor to the full
subcategory Rep(L) ⊂ Rep(P ) (see §2.4.3). The functor Rep(L) → VB(G-Zipµ) is not
fully faithful. Indeed, consider the following example.
Example 5.1.1. Let 1 ∈ Rep(L) be the trivial L-representation, and (V, ρ) ∈ Rep(L).
Then HomRep(L)(1, V ) = V
L, whereas we have
HomVB(G-Zipµ)(V(1),V(ρ)) = H
0(G-Zipµ,V(ρ)) = V L(Fq) ∩ V ∆
P
≥0
by Corollary 3.4.3.
Definition 5.1.2. We denote by VBL(G-Zip
µ) the full subcategory of VB(G-Zipµ) which
is equal to the essential image of the functor Rep(L) → VB(G-Zipµ). We call it the
category of L-vector bundles on G-Zipµ.
For example, the automorphic vector bundles (V(λ))λ∈X∗(T ) (see §2.4.3) lie in the sub-
category of L-vector bundles on G-Zipµ. In particular, let SK denote the good reduction
special fiber of a Hodge-type Shimura variety, with the same notations and assumptions as
in §2.5. Recall that there is a functor V : Rep(P )→ VB(SK) (see (2.5.1)), which induces
functors
Rep(L) V //VBL(G-Zip
µ)
ζ∗
//VBL(SK)
where VBL(SK) also denotes the essential image of Rep(L) in VB(SK).
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5.2 ∆P -filtered L(Fq)-modules
Definition 5.2.1. A ∆P -filtered L(Fq)-module over k is a pair ((τ, V ),F) where τ : L(Fq)→
GLk(V ) is a finite-dimensional representation of L(Fq) and F = {V
α
≥•}α∈∆P is a set of fil-
trations on V . Here, V α≥• denotes a descending filtration (V
α
≥r)r∈R.
Morphisms are given as follows. Let ((τ, V ),F) and ((τ ′, V ′),F ′) be two ∆P -filtered
L(Fq)-modules over k. Then a map ((τ, V ),F)→ ((τ
′, V ′),F ′) is a k-linear map f : V → V ′
which satisfies:
(1) f is an L(Fq)-equivariant morphism.
(2) For each α ∈ ∆P , the map f is compatible with the filtrations V α≥• and V
′α
≥• in the sense
that f(V α≥r) ⊂ V
′α
≥r for any r ∈ R.
We denote by Mod∆
P
L(Fq) the category of ∆
P -filtered L(Fq)-modules over k.
Let (V, ρ) be an L-representation. For α ∈ ∆P , define the α-filtration (V α≥•) of V as
follows: Let V =
⊕
ν Vν be the T -weight decomposition of V . For all r ∈ R, let V
α
≥r be the
direct sum of Vν for all ν satisfying 〈ν, δα〉 ≥ r. We call V α≥• the α-filtration of V . This
construction gives rise to a functor
F∆
P
L(Fq) : Rep(L)→ Mod
∆P
L(Fq); (V, ρ) 7→
(
(V, ρ|L(Fq)), {V
α
≥•}
)
(5.2.1)
where (V, ρ|L(Fq)) is the restriction of ρ to L(Fq) and V
α
≥• is the α-filtration of (V, ρ).
Definition 5.2.2. A ∆P -filtered L(Fq)-module is called admissible if it arises in this way
from an L-representation. We denote by Mod∆
P ,adm
L(Fq)
the category of admissible ∆P -filtered
L(Fq)-modules over k.
Theorem 5.2.3. The functor V : Rep(L) → VBL(G-Zip
µ) factors through the functor
F∆
P
L(Fq)
: Rep(L)→ Mod∆
P ,adm
L(Fq)
and induces an equivalence of categories
Mod∆
P ,adm
L(Fq)
−→ VBL(G-Zip
µ).
Proof. For two L-representations (V1, ρ1) and (V2, ρ2), one has
HomVB(G-Zipµ)(V(ρ1),V(ρ2)) = HomVB(G-Zipµ)(V(1),V(ρ1)
∨ ⊗ V(ρ2))
= HomVB(G-Zipµ)(V(1),V(ρ
∨
1 ⊗ ρ2))
= H0(G-Zipµ,V(ρ∨1 ⊗ ρ2))
= (V ∨1 ⊗ V2)
L(Fq) ∩ (V ∨1 ⊗ V2)
∆P
≥0
where we used Corollary 3.4.3 in the last line. It is easy to see from the definition that this
space coincides with the space of homomorphisms F∆
P
L(Fq)
(V1, ρ1)→ F
∆P
L(Fq)
(V2, ρ2).
We obtain the following corollary. In the context of Shimura varieties, recall that we
take q = p.
Corollary 5.2.4. Assume that P is defined over Fp. The functor V : Rep(L)→ VBL(SK)
factors as
Rep(L)
F∆
P
L(Fp)
// Mod∆
P ,adm
L(Fp)
ζ∗
// VBL(SK).
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6 Examples
6.1 The algebras RI and R∆
Fix a connected reductive group G over Fq, a cocharacter µ : Gm,k → Gk, and a frame
(B, T, z) for Zµ (§2.2.3). For λ ∈ X∗+(T ), denote by V∆(λ) the G-representation Ind
G
B(λ).
We add a subscript G to avoid confusion with VI(λ) = Ind
L
BL
(λ) for λ ∈ X∗+,I(T ) (see
§2.4.3). Let V∆(λ) be the vector bundle on G-Zip
µ attached to V∆(λ). We put
RI =
⊕
λ∈X∗+,I(T )
H0(G-Zipµ,VI(λ)) and R∆ =
⊕
λ∈X∗+(T )
H0(G-Zipµ,V∆(λ)).
By (2.3.3), k-vector spaces RI and R∆ have a natural structure of k-algebra. They capture
information about all VI(λ) and V∆(λ) at once. The algebra RI was studied in [Kos19].
For example in the case of G = Sp(4) with a cocharacter µ whose centralizer Levi subgroup
is isomorphic to GL2, we showed that RI is a polynomial algebra in three indeterminates
([Kos19, Theorem 5.4.1]). In general, we do not know whether RI and R∆ are finite-type
algebras, but we conjecture it is the case.
In this first example, we examine R∆ in the case of G = SL2,Fq with the zip datum
explained in §4.2. In this case, the algebra R is very simple, it is a polynomial algebra in one
indeterminate, generated by the classical Hasse invariant. Let n ∈ N. The representation
V∆(χn) identifies with Sym
n(Std). The weights of V∆(χn) are {−n + 2i | 0 ≤ i ≤ n}. By
Example 4.4.2 and Proposition 4.4.3, we have
H0(G-Zipµ,V∆(χn)) =
⊕
i∈−(q−1)N,
(q+1)i≤−(q−1)n
V∆(χn)i (6.1.1)
for all n ≥ 0. Let x, y be indeterminates. Let SL2 act on k[x, y] by(
a b
c d
)
· P = P (ax+ cy, bx+ dy).
Then V∆(χn) = Sym
n(Std) is the subrepresentation of k[x, y] spanned by homogeneous
polynomials in x, y of degree n. The highest weight vector is xn. By (6.1.1), we have
H0(G-Zipµ,V∆(χn)) = Spank
(
xjyn−j
∣∣ j ≥ 0, q − 1|n− 2j, (q + 1)j ≤ n) .
Similarly, R∆ is the subalgebra of k[x, y] generated by xjyn−j for all 0 ≤ j ≤ n with
q − 1|n− 2j and (q + 1)j ≤ n.
Proposition 6.1.1. The algebra R∆ is generated by y
q−1 and xyq. In particular, it is a
polynomial algebra in two indeterminates.
Proof. It is clear that yq−1 and xyq are elements of R∆. Let n ≥ 0 and 0 ≤ j ≤ n such
that xjyn−j ∈ R∆. We can write xjyn−j = (xyq)jyn−(q+1)j . Note that n ≥ (q + 1)j and
q − 1 divide n− (q + 1)j = n− 2j − (q − 1)j. It follows that xjyn−j lies in the subalgebra
of k[x, y] generated by yq−1 and xyq.
We give an interpretation of these sections. In the case of G = SL2,Fq , recall that for an
Fq-scheme S, the groupoid G-Zip
µ(S) consists of tuples H = (H, ω, F, V ) where
(1) H is a locally free OS-module of rank 2 with a trivialization det(H) ≃ OS,
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(2) ω ⊂ H is a locally free OS-submodule of rank 1 such that H/ω is locally free,
(3) F : H(q) →H and V : H → H(q) are OS-linear maps satisfying the conditions Ker(F ) =
Im(V ) = ω(q) and Ker(V ) = Im(F ).
Consider the flag space FG over G-Zip
µ parametrizing pairs (H,L) with L ⊂ H a locally
free OS-submodule of rank 1 such that H/L is locally free. The natural projection map
πG : FG → G-Zip
µ is a P1-fibration. For n ∈ Z, the push-forward πG,∗(L−n) coincides with
the vector bundle V∆(χn). Consider the map
L ⊂ H
V
−→ H(q) → (H/L)(q) ≃ L−q,
where we used that H/L ≃ L−1 by the trivialization det(H) ≃ OS. We obtain a section
of L−(q+1). It corresponds to the element xyq in Proposition 6.1.1. On the other hand, the
classical Hasse invariant Ha ∈ H0(S, ωq−1) is given by the map V : ω → ω(q) ≃ ωq. By
sending Ha under the morphism
ω ⊂ H → H/L ≃ L−1,
we obtain a section of L−(q−1). This section corresponds to yq−1 in Proposition 6.1.1.
6.2 Example on L-semisimplification
We give an example which shows that Proposition 3.6.4 does not hold in general without
the assumption that P is defined over Fq. Let G = ResF
q2/Fq
SL2,F
q2
and
µ : Gm,k → Gk ≃ SL2,k× SL2,k; z 7→
((
z 0
0 z−1
)
,
(
1 0
0 1
))
.
Let Zµ = (G,P, L,Q,M, ϕ) be the associated zip datum. We have P = B2 × SL2,k,
L = T2×SL2,k, Q = SL2,k×B
+
2 andM = SL2,k×T2. We take (B, T ) = (B2×B2, T2×T2) as
a Borel pair and take a frame as in Lemma 2.2.3. Then ∆P consists of one root α = χ2⊠χ0.
We have
Lϕ =
{((
x 0
0 x−1
)
,
(
xq y
0 x−q
))
∈ L
∣∣∣∣ x ∈ F×q2, yq = 0} .
We have
δα =
−α∨ − qσ(α∨)
q2 − 1
, rα =
(
q2 + 1
q2 − 1
,
−(q2 + 1)
q(q2 − 1)
)
, (Z2)rα = {(n1, n2) ∈ Z
2 | qn1 = n2}.
We define ρ : P → GL(V ) by(
Symq
2−1(Std)⊗ χq2−1
)
⊠ Symq
2−1(Std(q)).
We write (ρ′, V ′) for (ρL-ss, V L-ss). Then we have V Lϕ = V and V ′Lϕ = V ′. We put
ν = χ0 ⊠ χ−q(q2−3). We have
V[ν] = Vν ⊕ Vν+α−qσ(α).
We parametrize elements [j] ∈ Z2/(Z2)rα by classes [(0, j)] with j ∈ Z. Using this notation,
we have
FilΞα,aα,rαδα V[ν] =
⋂
j∈Z
⋂
χ∈[ν+jσ(α)],
jrα,2>δα(χ)
Ker
(∑
j1∈Z
prχ ◦E
(j1)
−α ◦ E
(j+qj1)
σ(α) : V[ν] → Vχ
)
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because (−1)j1(−1)j+qj1 = (−1)j ∈ k. We have Vχ 6= 0 if and only if χ = ν+i1α+qi2σ(α) for
0 ≤ i1 ≤ q
2−1 and−1 ≤ i2 ≤ q2−2. For χ = ν+i1α+qi2σ(α), the conditions χ ∈ [ν+jσ(α)]
and jrα,2 > δα(χ) hold if and only if j = q(i1 + i2) and i2− i1 > q2− 2− 2/(q2− 1). Hence
χ ∈ [ν + jσ(α)], jrα,2 > δα(χ), Vχ 6= 0⇐⇒ χ = ν + q(q
2 − 2)σ(α), j = q(q2 − 2).
We put χ0 = ν + q(q2 − 2)σ(α) and j0 = q(q2 − 2). Then we have
FilΞα,aα,rαδα V[ν] = Ker
(
prχ0 ◦
(
E
(j0)
σ(α) + E
(1)
−α ◦ E
(j0+q)
σ(α)
)
: V[ν] → Vχ0
)
=
{
(v1, v2) ∈ Vν ⊕ Vν+α−qσ(α)
∣∣∣ E(j0)σ(α)(v1) + (E(1)−α ◦ E(j0+q)σ(α) )(v2) = 0}.
We note that
E
(j0)
σ(α) : Vν → Vχ0 , E
(1)
−α ◦ E
(j0+q)
σ(α) : Vν+α−qσ(α) → Vχ0
are isomorphisms. In the same way, we have
FilΞα,aα,rαδα V
′
[ν] = Ker
(
prχ0 ◦E
(j0)
σ(α) : V
′
[ν] → V
′
χ0
)
= V ′ν+α−qσ(α)
using E(1)−α = 0 for (ρ
′, V ′). Hence FilΞα,aα,rαδα V[ν] 6⊂ Fil
Ξα,aα,rα
δα
V ′[ν]. Therefore we have
H0(G-Zipµ,V(ρ)) 6⊂ H0(G-Zipµ,V(ρ′)).
6.3 The case of the unitary group U(2, 1) with p inert
In this section, we examine an example that arises in the study of Picard surfaces. These
are Shimura varieties of PEL-type (in particular, of Hodge-type) attached to unitary groups
G over Q with respect to some totally imaginary quadratic extension E/Q. We impose
that GR ≃ GU(2, 1). We choose a rational prime p that is inert in E and consider the
attached zip datum (G,P,Q, L,M, ϕ). Since p is inert, the parabolic P is not defined over
Fp. We study the space H0(G-Zip
µ,VI(λ)). To simplify, we will work with a unitary group
U, instead of a group of unitary similitudes GU. The case of GU is very similar.
Let (V, ψ) be a 3-dimensional Fq2-vector space endowed with a non-degenerate hermitian
form ψ : V ×V → Fq2 (in the context of Shimura varieties, take q = p). Write Gal(Fq2/Fq) =
{Id, σ}. We take a basis B = (v1, v2, v3) of V where ψ is given by the matrix
J =
 11
1
 .
We define a reductive group G by
G(R) = {f ∈ GLF
q2
(V ⊗Fq R) | ψR(f(x), f(y)) = ψR(x, y), ∀x, y ∈ V ⊗Fq R}
for any Fq-alegebra R. One has an identification GF
q2
≃ GL(V ), given as follows: For any
Fq2-algebra R, we have an Fq2-algebra isomorphism Fq2⊗FqR→ R×R, a⊗x 7→ (ax, σ(a)x).
By tensoring with V , we obtain an isomorphism V ⊗Fq R → (V ⊗Fq2 R) ⊕ (V ⊗Fq2 R).
Then any element of G(R) stabilizes this decomposition, and is entirely determined by
its restriction to the first summand. This yields an isomorphism as claimed. Using the
basis B, we identify GF
q2
with GL3,F
q2
. The action of σ on the set GL3(k) is given as
follows: σ · A = Jσ(tA)−1J . Let T denote the maximal diagonal torus and B the lower-
triangular Borel subgroup of Gk. Note that by our choice of the basis B, the groups B and
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T are defined over Fq. Identify X∗(T ) = Z3 such that (k1, k2, k3) ∈ Z3 corresponds to the
character diag(x1, x2, x3) 7→
∏3
i=1 x
ki
i . The simple roots are ∆ = {e1 − e2, e2 − e3}, where
(e1, e2, e3) is the canonical basis of Z3.
Define a cocharacter µ : Gm,k → Gk such that µ is given by x 7→ diag(x, x, 1) via the
identification Gk ≃ GL3,k. Let Zµ = (G,P, L,Q,M, ϕ) be the associated zip datum. Note
that P is not defined over Fq. One has I = {e1 − e2} and ∆P = {α} with α = e2 − e3.
Lemma 6.3.1. Let H be the function on Gk defined by
H ((xi,j)1≤i,j≤3) = x
q
1,1∆1 − x
q
2,1∆2 with
{
∆1 = x1,1x2,2 − x1,2x2,1,
∆2 = x1,1x2,3 − x2,1x1,3.
The µ-ordinary stratum Uµ ⊂ Gk is equal to the complement of the vanishing locus of H.
Proof. In this case, there is a unique E-orbit of codimension 1 by the first part of Theorem
2.2.4. Furthermore, this E-orbit is dense in Gk\Uµ by the closure relation. Hence, it suffices
to show that H does not vanish on Uµ. The group E consists of pairs (x, y) ∈ P ×Q with
x =
a b 0c d 0
e f g
 and y =
gq h i0 dq bq
0 cq aq
−1 .
Since 1 ∈ Uµ, the open Uµ consists of elements of the form xy−1. We find
H(xy−1) = (agq)qgqdq(ad− bc)− (cgq)qgqbq(ad− bc) = gq
2+q(ad− bc)q+1.
This expression is nonzero, so the result is proved.
We have
Lϕ =

a bd
a−q
 ∈ L
∣∣∣∣∣∣ a, d ∈ F×q2 , dq+1 = 1, bq = 0
 .
The endomorphism ℘∗ : X∗(T )R → X∗(T )R is given by the matrix
℘∗ =
1 q1 + q
q 1
 .
Hence it follows that δα = ℘−1∗ (α
∨) = 1
q2−1
(−q, q − 1, 1). We have mα = 2, aα = (−1,−1),
Ξα = (−α, σ(α)), and
rα =
(
q2 − q + 1
q2 − 1
,
−q2 + q − 1
q(q2 − 1)
)
, (Z2)rα = {(n1, n2) ∈ Z
2 | qn1 = n2}.
The group ΛΞα,rα is
ΛΞα,rα = Z(q,−(q + 1), 1).
Let λ = (λ1, λ2, λ3) be an L-dominant character (i.e. λ1 ≥ λ2), and consider the
L-representation VI(λ). We simply write V for VI(λ) sometimes. Under the isomorphism
GL2×Gm → L; (A, z) 7→
(
A
z
)
,
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the representation V corresponds to the representation
detλ2GL2 ⊗ Sym
λ1−λ2(StdGL2)⊗ ξλ3
where ξr is the character of GL2×Gm given by (A, z) 7→ zr. Hence V is a representation
of dimension λ1 − λ2 + 1 and it has weights
νi := (λ1 − i, λ2 + i, λ3), 0 ≤ i ≤ λ1 − λ2.
Note that the difference νi − νi′ of two weights is never in ΛΞα,rα unless i = i
′. Therefore
V[ν] = Vν for all ν ∈ Z3. One deduces
V L(ϕ) =
⊕
q|i, q+1|λ2+i,
q2−1|λ1−i−qλ3
Vνi.
It remains to determine FilΞα,aα,rαδα Vν , which is either 0 or Vν . We parametrize elements
[j] ∈ Z2/(Z2)rα by classes [(0, j)] with j ∈ Z. Then, an element j ∈ [j] can be written as
(0, j) + j1(1, q) with j1 ∈ Z. Using this notation, we obtain
FilΞ,a,rδ Vν =
⋂
j∈Z
⋂
χ∈[ν+jσ(α)],
jrα,2>δα(χ)
Ker
(∑
j1∈Z
prχ ◦E
(j1)
−α ◦ E
(j+qj1)
σ(α) : Vν → Vχ
)
because (−1)j1(−1)j+qj1 = (−1)j ∈ k. We have E(j1)−α = 0 unless j1 = 0 because α ∈ ∆
P
and V is trivial on Ru(P ). Hence in the sum appearing in the above formula, only the case
j1 = 0 contributes. Furthermore, E
(j)
σ(α)(Vν) ⊂ Vν+jσ(α). Hence we have
FilΞ,a,rδ Vν =
⋂
j>q〈ν,δα〉
Ker
(
E
(j)
e1−e2 : Vν → Vν+j(e1−e2)
)
.
Take ν = νi for some 0 ≤ i ≤ λ1 − λ2. We deduce Fil
Ξα,aα,rα
δα
Vνi = Vνi if and only if
for all j ≥ 0 such that j > q〈νi, δα〉, one has E
(j)
e1−e2(Vνi) = 0. Computing explicitly the
representation V , one sees that this space is zero if and only if the binomial coefficient
(
i
j
)
is divisible by p. In particular, it is never zero for j = i. We deduce that
FilΞα,aα,rαδα Vνi = Vνi ⇐⇒ i ≤ q〈νi, δα〉.
Furthermore, we find
〈νi, δα〉 =
i(2q − 1)
q2 − 1
+
1
q2 − 1
(−qλ1 + (q − 1)λ2 + λ3).
For λ = (λ1, λ2, λ3) ∈ X∗+,I(T ), we put
F (λ) =
q
q2 − q + 1
(qλ1 − (q − 1)λ2 − λ3).
We deduce:
Proposition 6.3.2. We have
H0(G-Zipµ,VI(λ)) =
⊕
q|i, q+1|λ2+i,
q2−1|λ1−i−qλ3, i≥F (λ)
VI(λ)νi. (6.3.1)
29
(1) For example, take λ = (1 + q, 1, q). Then one sees that VI(λ)Lϕ = VI(λ)νq , where
νq = (1, 1 + q, q). One finds F (λ) = q, hence H0(G-Zip
µ,VI(λ)) = VI(λ)νq .
(2) Similarly, take λ = (1, 0, q). Then we find VI(λ)Lϕ = VI(λ)ν0 , where ν0 = λ = (1, 0, q).
We have F (λ) = 0, hence again H0(G-Zipµ,VI(λ)) = VI(λ)ν0.
(3) Take λ = (q + 1, q + 1, q2 + q). Then VI(λ) is a one-dimensional representation of
L (i.e. a character), and VI(λ)Lϕ = VI(λ). Since F (λ) = −
q(q2−1)
q2−q+1
< 0, we have
H0(G-Zipµ,VI(λ)) = VI(λ). It is spanned by the µ-ordinary (non-classical) Hasse
invariant H given by Lemma 6.3.1, also constructed in [GN17] and [KW18].
Recall the cone Czip ⊂ X∗+,I(T ) studied in [Kos19], [GK18], defined as the set of λ ∈
X∗(T ) such that H0(G-Zipµ,VI(λ)) 6= 0. In this example, we deduce that it is the set of
λ ∈ X∗+,I(T ) such that there exists 0 ≤ i ≤ λ1 − λ2 satisfying the four conditions listed
below the direct sum sign of (6.3.1). For a cone C ⊂ X∗(T ), write 〈C〉 for the saturated
cone of C, i.e. the set of λ ∈ X∗(T ) such that Nλ lies in C for some positive integer N .
Corollary 6.3.3. We have
〈Czip〉 =
{
(λ1, λ2, λ3) ∈ Z
3 | λ1 ≥ λ2, (q − 1)λ1 + λ2 − qλ3 ≤ 0
}
.
Proof. Assume that λ ∈ Czip. Then in particular λ1 − λ2 ≥ F (λ), which amounts to
(q−1)λ1+λ2−qλ3 ≤ 0. Conversely, assume that λ ∈ X∗+,I(T ) satisfies this λ1−λ2 ≥ F (λ).
Then after changing λ to q(q2 − 1)λ, we find that i = λ1 − λ2 satisfies the four conditions
below the direct sum sign of (6.3.1), hence λ ∈ 〈Czip〉. This terminates the proof.
Remark 6.3.4. The two sections of weight (1 + q, 1, q) and (1, 0, q) given in (1) and (2)
are partial Hasse invariants (viewing them as section of the stack of zip flags G-ZipFlagµ,
their vanishing locus is a single flag stratum, see [Kos19, §1.3] for details). Their weights
generate the cone 〈CSbt〉 defined in [Kos19, Definition 1.7.1]. The cone 〈Czip〉 is not spanned
by these weights because G does not satisfy the equivalent conditions of [Kos19, Lemma
2.3.1].
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