The statistical characterization of the sum of random variables (RVs) are useful for investigating the performance of wireless communication systems. We derive exact closed-form expressions for the probability density function (PDF) and cumulative distribution function (CDF) of a sum of independent but not identically distributed (i.n.i.d.)
I. INTRODUCTION
approximation, we propose an adjustment factor to modify the error in the lower and upper tail regions. The approximated expression is easier to evaluate in the performance analysis. We employ the Kolmogorov-Smirnov (KS) goodness-of-fit statistical test to show that the single F distribution is a highly accurate approximation to the sum of F RVs. • We derive novel analytical expressions for important performance metrics, namely the OP, the effective capacity and the channel capacities under four different adaptive transmission schemes, including optimal rate adaptation with constant transmit power (ORA), simultaneous optimal power and rate adaptation (OPRA), channel inversion with fixed rate (CIFR) and truncated channel inversion with fixed rate (TIFR). Moreover, the final value theorem is used to avoid the conflict between the definition of the multivariate Fox's H-function and the analytical expressions.
• We derive highly accurate and simplified closed-form approximations for the studied performance metrics by using a single F distribution. Furthermore, we pursue an asymptotic performance analysis in the high-SNR regime. The derived results can provide useful insights into the effects of different system and fading parameters on the performance.
The remainder of the paper is organized as follows. In Section II, we introduce the statistical characterizations of the F distribution and the definition of multivariable Fox's H function. Exact closed-form PDF and CDF expressions of the sum of Fisher-Snedecor F RVs are derived in Section III. Section IV provides a single F distribution to approximate the distribution of sum of F RVs using the moment matching method for the first, second and third moments, and the KS goodness-of-fit statistical test is evaluated. In Section V, we investigate the performance in several wireless communications scenarios, and present simple asymptotic expressions. Section VI provides the numerical results and the accuracy of the obtained expressions is validated via Monte Carlo simulations. Finally, Section VII concludes this paper.
II. PRELIMINARIES

A. Statistics of Fisher-Snedecor F Random Variables
The PDF and CDF of the instantaneous SNR, γ, at the destination over Fisher-Snedecor F fading channels are respectively given by [18, eq. (6) ], [18, eq. (12) ]. 
and F γ (γ) = m m−1 γ m B (m, m s ) (m s − 1) mγ m 2 F 1 m, m + m s , m + 1; − mγ (m s − 1)γ (2) where B(·, ·) denotes the beta function [19, eq. (8. 38)]; 2 F 1 (·) denotes the Gauss hypergeometric function [19, eq. (9.10)] and m s > 1; the parameters m, m s , and γ denote the number of multipath clusters, shadowing shape, and average SNR, respectively
The MGF of γ is given by [18, 
where Ψ (·, ·; ·) is the Tricomis confluent hypergeometric function, which can be expressed as the Meijer s G-function [19, eq. (8.4.3.1)], and (4) can be written as eq. (2) in [13] .
The nth moment of the Fisher-Snedecor F distribution can be derived in closed-form as [18, eq. (9) ].
With the aid of [19, eq. (8.384.1)], one obtains
where E [·] denotes the mathematical expectation.
B. Multivariable Fox's H-function
Multivariable Fox's H-function has several notations. Among them, we choose a widely adopted notation given as [20, 
where j √ −1,
Although the numerical evaluation for multivariate Foxs H-function is not available in popular mathematical packages such as MATLAB and Mathematica, its efficient implementations have been reported. For example, two Mathematica implementations of the single Foxs H-function are provided in [14] and [15] , a Python implementation for the multivariable Foxs H-function is presented in [16] , and an efficient GPUoriented MATLAB routine for the multivariate Foxs H-function is introduced in [17] . In the following, we will utilize these novel implementations to evaluate our results.
III. SUM OF FISHER-SNEDECOR F RANDOM VARIABLES
In this section, we investigate the statistical characterization of the sum of Fisher-Snedecor F RVs and derive exact closed-form expressions for PDF and CDF. Let z γ 1 + γ 2 + · · · + γ L , where γ ℓ ∼ F (γ ℓ , m ℓ , m s ℓ ) (ℓ = 1, · · · , L) are i.n.i.d. Fisher-Snedecor F RVs.
Theorem 1. The PDF of the sum of Fisher-Snedecor F RVs z is given by
where H PDF H 0,0:1,2;1,2;··· ;1,2 0,1:2,1;2,1;··· ;2,1
Proof: Please refer to Appendix A.
Theorem 2. The CDF of the sum of Fisher-Snedecor F RVs z is given by
where H CDF H 0,0:1,2;1,2;··· ;1,2 0,1:2,1;2,1;··· ;2,1
, (1−m s 1 , 1) ;· · ·; (1, 1) , (1−m s L , 1) (0; 1,· · ·, 1) : (m 1 , 1) ;· · ·; (m L , 1)
Proof: Following similar procedures as in Appendix A, we can derive the CDF of z by taking the inverse Laplace transform of M z (s) /s.
IV. ACCURATE CLOSED-FORM APPROXIMATIONS
In this section, we present accurate closed-form approximations to the distribution of a sum of Fisher-Snedecor F RVs using a single Fisher-Snedecor F RV, which can be used to provide more insights into the impact of the parameters on the overall system performance. The parametersγ, m F and m s F are obtained using the moment matching method for the first, second and third moments.
A. Single F Approximation to the sum of Squared F -distributed RVs Theorem 3. For the sum of i.n.i.d. F RVs, the parameters of single F distribution are given by
where H F and Y F can be calculated as
and ε ℓ is the factor that can be adjusted to minimize the difference between the approximate and the exact statistics. For example, we can choose ε ℓ to minimize the Kolmogorov distance.
For the i.i.d case, let H ℓ = H (ℓ = 1, · · · , L), Y ℓ = Y , m = m ℓ , m s = m s ℓ , ε = ε ℓ ,γ =γ ℓ , so the parameters of single F distribution are given by
Proof: Please refer to Appendix B.
B. KS Goodness-of-fit Test
KS goodness-of-fit statistical test can be used to test the accuracy of the proposed approximations [21] .
The KS test is defined as the largest absolute difference between two CDFs, which can be expressed as adjustment factor ε is shown in the Fig. 2 . It is obvious that H 0 is accepted with 95% significance for different settings of parameters. In conclusion, the single F distribution is a highly accurate approximation to the sum of F RVs.
V. APPLICATIONS TO WIRELESS COMMUNICATIONS
In this section, we present six applications in wireless communication systems, including OP, effective capacity, and channel capacities under four different adaptive transmission strategies. We assume com- munication over a fading channel that follows Fisher-Snedecor F distribution and a diversity receiver employs MRC.
A. Outage Probability
The OP is defined as the probability that the instantaneous SNR is less than a predetermined threshold γ th . The combiner output SNR Z is simply the sum of the individual branches SNRs and the OP can be directly calculated as
where γ th is the minimum usable SNR threshold. Therefore, the OP of the MRC receiver can be directly evaluated by using (10).
Proposition 1.
A highly accurate and simple approximation of OP can be derived using single F fading channel as
The asymptotic expansions of the OP for high SNRs can be obtained by computing the residue [16] . Let us consider the residue at the points ζ = (ζ 1 , . . . , ζ L ), where ζ ℓ = min j=1,...,m ℓ d
We obtain the approximate OP expression as
B. Effective Capacity
The effective capacity, which accounts for the achievable capacity subject to the incurred latency relating to the corresponding buffer occupancy, is a useful and insightful information theoretic measure particularly in emerging technologies. The effective capacity normalised by the bandwidth can be defined as [22, eq.
(11)]
is a delay constraint with the asymptotic decay rate of the buffer occupancy θ, system bandwidth B and the block length T .
Proposition 2. For the i.n.i.d. case, the effective capacity can be deduced as
where H eff H 0,1:1,2;··· ;1,2
Proof: Using the classical Newton-Leibniz formula, we can rewrite (20) as
With the help of (10), I 1 can be expressed as
According to Fubini's theorem, we can exchange the order of integrations in I 1 , and derive
Using [19, eq. (3.194. 3)], we can slove I 2 as
Combining (27), (26) , (24) and (6), we obtain (22) to complete the proof.
Remark 1. A highly accurate approximation of effective capacity can be derived using a single F fading channel by setting L = 1 in (22) . After some algebraic manipulations, we obtain the same result as [18, eq. (33) ] which provides useful insights because it can be used as a benchmark for the derivation of simpler approximations or bounds. The approximation of effective capacity in the high SNR region under F fading channels was also derived as [18, eq. (41) ], which can be used as the approximation of (22) .
C. Channel Capacity
Channel capacity is a key performance metric in communication systems. In the following, we analyze the channel capacity performance under four diffrernt adaptive transmission schemes, namely CIFR, TIFR, ORA and OPRA.
1) Channel Inversion with Fixed Rate: CIFR ensures a fixed data rate at the receiver by inverting the channel and adapting the transmit power. The channel capacity under CIFR is defined in [23] as
Proposition 3. The channel capacity under CIFR can be expressed as
where H CIFR H 0,1:1,2;··· ;1,2
and s is a number close to zero (e.g., s = 10 −6 ).
Proof: With the aid of (8), the integral in (28) can be written as
Let L {p (t)} = P (x). According to the property of Laplace transform, we have
With the help of the final value theorem, it follows that
We can use (33) to obtain
Employing (31) and (34), we can rewrite I 3 as
Substituting (35) into (28) and using (6), we obtain (29) which completes the proof. we get the same result as [5, eq. (23) ] after some algebraic manipulations. Notice that [5, eq. (23) ] is insightful and we can observe that m and m s have the same influence to the channel capacity under CIFR approximately. Besides, it is easy to see that the channel capacity under CIFR increases as m and m s increase. Under F composite fading channel, a high SNR approximation of channel capacity under CIFR was derived as [5, eq. (26) ], which can be used as the high-SNR approximation of (29).
2) Truncated Channel Inversion with Fixed Rate:
Another approach is to use a modified inversion policy which inverts the channel fading only above a fixed cutoff fade depth. The channel capacity under TIFR policy is defined as
where z 0 is a cutoff level that can be selected to achieve a specified outage probability or to maximize (36). Notice that (36) reduces to (28) when z 0 approaches zero.
Proposition 4. The closed-form expression for the capacity under TIFR is given by
where H TIFR H 0,1:1,2;··· ;1,2 2,1:2,1;··· ;2,1
where F Z (z 0 ) can be deduced using (10) . Thus, C TIFR can be expressed as
Substituting (8) into (40), we can rewrite I 5 as
Note that the order of integration can be interchangeable according to Fubini's theorem, we can express I 5 as
Employing (6) and substituting (42) into (40), we obtain (37) to complete the proof.
Remark 3. Using Theorem 3, an accurate approximation of the channel capacity under TIFR can be
derived by single F fading channel. Substituting L = 1 in (37). After some algebraic manipulations, we can get the same result as [5, eq. (27) ] and [5, eq. (28) ]. An approximation of channel capacity under TIFR in the high SNR region is given by [5, eq. (30) ], which can be used as the high SNR approximation of (37) with the aid of (12) . Furthermore, [5, eq. (30) ] is particularly insightful because it only has element functions.
3) Optimal Rate Adaptation with Constant Transmit Power:
The channel capacity under ORA with a constant transmit power is given by [23, eq. (29) ]
Proposition 5. Under the ORA scheme, the channel capacity can be expressed as
where H ORA H 0,3:1,2;··· ;1,2;1,1 4,1:2,1;··· ;2,1;1,2 ∆ ORA (0; −1, · · · , −1) , (0; −1, · · · , −1) , (1; 1, · · · , 1) , (2; 1, · · · , 1) :
(1; 1, · · · , 1, 0) :
(1, 1) , (1 − m s 1 , 1) ; · · · ; (1, 1) , (1 − m s L , 1) ; (1, 1) (m 1 , 1) ; · · · ; (m L , 1) ; (1, 1) , (0, 1)
and ∆ ORA
Proof: Substituting (8) into (43) and changing the order of integration, the channel capacity under 16 ORA can be expressed as
With the help of [24, eq. 2.6.9.21] and [19, eq. 8.334.3], I 6 can be deduced as
In order to avoid conflicts with the defination of the multivariate H-function, employing [25, eq. 2.5.16],
we can express I 6 as 
Thus, using the final value theorem and following the similar procedures as the proof of (29), we can rewrite the channel capacity under ORA as
Equation (44) is obtained using (50) and (6), which completes the proof.
Remark 4. With the help of Theorem 3, channel capacity under ORA has a tight approximation which
can be derived using single F fading channel. Substituting (47) into (46) and letting L = 1, we get the same result as [5, eq. (19) ]. An approximation of [5, eq. (19) ] in the high SNR region is given by [18, eq. (26) ]. Using (12) , we get a simple algebraic representation of the approximation of channel capacity under ORA in the high SNR region as [18, eq. (26) ], which also provides useful insights on the impact of the involved parameters. For example, it is evident [18, eq. (26) ] can be expressed in terms of γ F . This transformation is useful in quantifying the average SNR value under different fading conditions.
4) Optimal Power and Rate Adaptation:
Under OPRA, the channel capacity is given by [27, eq. (7)]
where γ 0 is the cutoff carrier-to-noise ratio value. No data is sent below γ 0 and γ 0 must satisfy [27, eq.
the channel capacity under OPRA can also be written as
Proposition 6. The channel capacity under OPRA is derived as
where H OPRA H 0,2:1,2;··· ;1,2;1,0 4,1:2,1;··· ;2,1;0,1 ∆ OPRA (1; −1, · · · , −1) , (1; −1, · · · , −1) , (1; 1, · · · , 1) , (1; 1, · · · , 1) :
(1; 1, · · · , 1) :
(1, 1) , (1 − m s 1 , 1) ; · · · ; (1, 1) , (1 − m s L , 1) ; − (m 1 , 1) ; · · · ; (m L , 1) ; (0, 1)
Proof: Substituting (8) into (51) and changing the order of integration, we can rewrite the channel capacity under OPRA as
Let t = z/γ 0 − 1 and we have 
(59) However, eq. (59) has conflict with the defination of the multivariate Fox's H-function, so we choose another way to solve I 7 . Using the final value theorem and following the similar procedures as the proof of (29), we can rewrite I 7 as
Substituting (60) into (57), we obtain
With the help of (6), we obtain (55). The proof is now complete.
Remark 5. Based on Theorem 3, A tight approximation of channel capacity under OPRA can be derived
using single F fading channel. Substituting (59) into (57) and letting L = 1, the same result as [18, eq. (52)] is obtained as Note that [18, eq. (52) ] is suitable for analysis both analytically and numerically and can used as a benchmark for further derivation of an approximation. In the high-SNR regime, the approximation of (55) is given as [18, eq. (57) ].
Remark 6. In order to determine the value of γ 0 , we can rewrite (52) as
where I 8 and I 9 have been solved in (39) and (42) respectively. Thus, it follows that
A detailed proof of the existence of γ 0 in the range [0, 1] is given in [28] . Thus, with the aid of (63), γ 0 can be solved with mathematical software and we find that using the dichotomy for iterations within 20 times can make the error less than 10 −6 .
Remark 7. Channel capacity in AWGN, in bits per second, is given by Shannons formula as [29] C AWGN = B log 2 (1 + z). The relationship of C ORA , C OPRA and C AWGN can be obtained by applying the Jensen's inequality as [30] 0 ≤ C OPRA − C ORA ≤ min (C OPRA , − log 2 γ 0 ) (65a)
and there is no general order relation between C OPRA and C AWGN .
VI. NUMERICAL RESULTS
In this section, analytical results are presented to illustrate the proposed applications of the sum of As shown in Fig. 10 , four different adaptive transmission strategies provide different channel capacities.
Obviously, the relation we proposed in (7) is shown. As it can be observed, the channel capacity under OPRA is the largest among those adaptive transmission strategies, followed by the channel capacity under ORA. The channel capacity under TIFR and CIFR converges in the high-SNR regime because the asymptotic expressions of those two cases are the same for m > 1. This finding can be also observed in channel capacity under OPRA and ORA. Moreover, analytical and approximate results agree well with Monte Carlo simulations. increase. This is because of the fact that large value of m s induces low shadowing effect and large value of L means more receive power. For a certain setting of the parameters, the effective capacity increases as A decreases (i.e. large delay). Thus, the considered system can support larger arrival rates with a larger delay constraint. Fig. 11 shows a perfect agreement of the Monte Carlo simulations and analytical and simulation results, which confirms the validity of the analytical result in (22) .
VII. CONCLUSION
We presented exact expressions for the PDF and CDF of i.n.i.d. Fisher-Snedecor F RVs. In addtion, we proposed the single F distribution with an adjusted form of parameters to approximate the sum of 
t ℓ e zs ds
where L ℓ (ℓ = 1, · · · , L), goes from σ ℓ − ∞j to σ ℓ + ∞j and σ ℓ ∈ R. Using [19, eq. (8.315.1)], we can solve I A as
(A-5) 
The proof is completed by deriving (8) (ℓ = 1, 2). In the composite fading channel, an F fading channel's amount of fading (AF), which is often used as a relative measure of the severity of fading, is derived in [1] as (H F − 1). = (H 1 Y 1 −1)γ 3 1 +(H 2 Y 2 −1)γ 3 2 +(γ 1 +γ 2 ) 3 +3(γ 1 +γ 2 )(γ 2 1 (H 1 −1)+γ 2 2 (H 2 −1))−3(γ 3 1 (H 1 −1)+γ 3 2 (H 2 −1)) (γ 1 +γ 2 )((H 1 −1)γ 2 1 +(H 2 −1)γ 2 2 +(γ 1 +γ 2 ) 2 )
. moments. This error can be modified by introducing an adjustment factor ε. The proof is complete by deriving (12) and (13) .
