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Abstract
The j-function acts as a parametrization of the classical modular curve. Its values at
complex multiplication (CM) points are called singular moduli and are algebraic integers.
A Shimura curve is a generalization of the modular curve and, if the Shimura curve has
genus 0, a rational parameterizing function exists and when evaluated at a CM point is again
algebraic over Q. This paper shows that the coordinate maps given in [6] for the Shimura
curves associated to the quaternion algebras with discriminants 6 and 10 are Borcherds lifts
of vector-valued modular forms. This property is then used to explicitly compute the rational
norms of singular moduli on these curves. This method not only verifies the conjectural values
for the rational CM points listed in [6], but also provides a way of algebraically calculating
the norms of CM points with arbitrarily large negative discriminant.
1 Introduction
The classical modular curve X ∗1 is given as the one-point compactification of the Riemann
surface GL2(Z)\h± where h± = P1(C) − P1(R). Since X ∗1 is a genus-0 surface, there exists an
isomorphism X ∗1 ∼→ P1. The classical choice of such a map has Fourier expansion
j(τ) =
1
q
+ 744 + 196884q+ · · · ∈ 1
q
Z[[q]],
(where q = e2piiτ ) at the cusp at∞. The j-function also provides an identification of points on the
modular curve with isomorphism classes of elliptic curves. When the associated elliptic curve has
an extra endomorphism called complex multiplication (CM), τ is an irrational quadratic imaginary
point of h± and is called a CM point. A singular modulus is a value of the j-function at a CM
point and is an algebraic integer. In 1984, Gross and Zagier [7] gave an explicit formula to compute
the norms of singular moduli.
A Shimura curve is a generalization of the modular curve. Let B be the quaternion algebra
over Q with discriminant D = D(B) > 1 and let Γ∗ = NB×(O) ⊂ B× be the normalizer of a
maximal order O ⊂ B. Since there is an algebra embedding B →֒ M2(R), the discrete group Γ∗
embeds into GL2(R) and hence acts on h±. The Shimura curve X ∗D is then given as
X ∗D = Γ∗\h±.
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When B is a division algebra, X ∗D is a compact Riemann surface without cusps.
Points on a Shimura curve can also be identified with certain 2-dimesional abelian varieties
and again there is the notion of CM points. As before, there will be a generator of the function field,
or Hauptmodul, tD : X ∗D → P1, and, if properly normalized, the image of a CM point under tD
will be algebraic over Q. However, since X ∗D has no cusps, such a map does not have a q-expansion
and example calculations are more difficult than in the classical case.
In [6], Elkies considered the cases of D = 6 and D = 10. First, by identifying which
quadratic imaginary fields have class group (Z/2Z)r for r ≤ 2, he determined which CM points
have rational coordinates on X ∗D. Then with Γ∗(l) = {γ ∈ Γ∗ | γ ≡ 1 mod l}, Elkies used explicit
calculations of the geometric involution on X ∗D(l) = Γ∗(l)\h± for small primes l to compute the
coordinates for about half of the rational CM points on X ∗6 and X ∗10. The involutions on X ∗D(l) for
higher l are unknown and are needed to explicitly find the coordinates of the remaining half of the
CM points using this method. Elkies does, however, provide a table of conjectural values for the
remaining CM points obtained via numerical approximations and their behavior under standard
transformations.
In this paper, we use an alternate method that arises out of the theory of Borcherds forms
to calculate the norms of singular moduli on the Shimura curves X ∗6 and X ∗10 and, as a special case,
algebraically prove the conjectural values listed in [6]. Although the methods are only demonstrated
here for D = 6 and D = 10, the techniques should extend to a larger class of functions X ∗D → P1
for arbitrary indefinite discriminants D.
Let L be a lattice in a rational inner product space V ⊂ B with signature (n, 2) and let L∨
be its integral dual. Then a meromorphic modular form F valued in C[L∨/L] can be given by its
Fourier expansion
F (τ) =
∑
η∈L∨/L
∑
m∈Q
cη(m)q
meη, (1)
where eη is the basis element of C[L∨/L] corresponding to η. When cη(m) ∈ Z for m < 0,
c0(0) = 0, and F has weight 1 − n2 , Borcherds [3] constructs a form Ψ(F ) : X ∗D → P1 and gives
its divisor in terms of rational quadratic divisors weighted by the coefficients cη(m) for m < 0. In
this more general setting X ∗D is formed by B× acting on the product of the adeles of B (viewed as
an algebraic group) modulo a compact open set and a space of oriented negative 2-planes arising
from the inner product.
Recently, Schofer [13] provided an explicit formula in terms of the coefficients of Eisenstein
series for the norm ∏
z∈Z(∆)
||Ψ(z, F )||2 (2)
where Z(∆) is the set of CM points of discriminant ∆ on X ∗D. As a corollary, he showed that since
the j-function was in fact a Borcherds form, the Gross-Zagier factorization of singular moduli was
a specific case of his main theorem.
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In the cases of D = 6 and D = 10, the coordinate map tD : X ∗D ∼→ P1 given in [6] is defined
by its divisor and normalized by its value at a chosen point. We show how this divisor can be
expressed in terms of rational quadratic divisors. We then find a meromorphic modular form FD
as in (1) that satisfies div(Ψ(FD)
2) = div(tD). In the cases analyzed here, n = 1 and the lattice
L arises as the trace-zero elements of O. Then the proper vector-valued form FD is lifted from a
scalar-valued modular form that is a linear combination of Dedekind-η products. Next we compute
a normalization constant, cD, by applying (2) to a base case. Since the divisors are equal and the
two functions agree on the chosen base point, we conclude
Ψ(FD)
2 = cDtD.
Finally, (2) is used to calculate the norm of any CM point on X ∗D. Since this method is a
general calculation of norms, the tables of rational CM points found in [6] arise as specific cases.
For example, we can recompute known values, e.g.
t6(P−147) = − 11
4234
21033567
,
but can also explicitly verify the conjectural values such as
t6(P−163) = 3
1174194234
21056116176
.
Moreover, we can algebraically compute the norm of CM points with arbitrarily large discriminants.
For example t6(P−996) is an algebraic number of degree 6 over Q and the method of this paper
provides its norm:
|t6(P−996)| = 2
16712714832
176296416
.
In addition, this method should generalize even further to computing norms of Hauptmoduli on
higher genus Shimura curves.
2 Shimura Curves
2.1 Quaternion Algebras
Quaternion algebras have a long history of study so we will only provide a brief summary
of the important facts. For a more thourough exploration of quaternion algebras see [1], [8], and
[14].
A rational quaternion algebra B is a central simple algebra of dimension 4 over Q and is
either isomorphic to M2(Q) or is a skew field. In the latter case, B is called a division algebra.
For each prime p, Bp = B ⊗Q Qp is a Qp-algebra. If Bp is a division algebra, then B is said to be
ramified at p. If Bp is not a division algebra, then Bp ≃ M2(Qp). A quaternion algebra is called
definite (indefinite) if it ramifies (is not ramified) at the infinite prime.
The (reduced) discriminant D = D(B) of a quaternion algebra B is given as the product
of all finite ramified primes of B. Given an even number of finite or infinite primes, there exists a
3
quaternion algebra over Q ramified exactly at those places. Further, two quaternion algebras are
isomorphic if and only if they have the same discriminant.
Proposition 2.1 (Proposition 3.1 of [8]). Let B be an indefinite quaternion algebra over Q with
D = p1 · · · p2r. Choose q to be a prime such that q ≡ 5 mod 8 and ( qpi ) = −1 for every pi > 2.
Then B ≃ Q(α, β) where αβ = −βα and α2 = q, β2 = D. We denote this by B =
(
q,D
Q
)
.
There are many ways to embed B =
(
a,b
Q
)
into a matrix algebra over an extension of Q.
The one that we use in this paper is
φb : B →֒ M2(Q(
√
b))
given by
φb(α) =
0 a
1 0
 , φb(β) =
√b 0
0 −
√
b
 .
There is a natural involution on x = x0 + x1α+ x2β + x3αβ given by
x = x0 − x1α− x2β − x3αβ.
This involution allows one to define the (reduced) trace and (reduced) norm as
tr(x) = x+ x = 2x0,
n(x) = xx = x20 − ax21 − bx22 + abx23.
Under the above embedding, these are just the usual matrix trace and determinant.
2.2 Maximal Orders
Definition 2.1. Let K be either Q or Qp and R its ring of integers. An R-order O in a quaternion
algebra B over K is an R-ideal that is a ring. Equivalently, an R-order O is a ring whose elements
have trace and norm in R ⊂ O, and O ⊗R K = B. A maximal order is an order that can not be
properly contained in another order.
In general, B does not have a unique maximal order. In fact, if ω ∈ B× and O is a maximal
order, then ωOω−1 is also a maximal order. However, when B is indefinite, the conjugacy class of
maximal orders is unique.
Proposition 2.2 (Proposition 3.2 of [8]). For B as in Proposition 2.1 with α2 = q and β2 = D,
every maximal order is conjugate to
O = Z+ Ze1 + Ze2 + Ze1e2
where
e1 =
1 + α
2
,
e2 =
mα+ αβ
q
,
D ≡ m2 mod q.
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When p is a ramified prime, there is a unique maximal order Op ⊂ Bp and it is given by
Op = {ω ∈ B | (ordp ◦ n)(ω) ≥ 0}.
Hence its group of units is given by
O×p = {ω ∈ B× | (ordp ◦ n)(ω) = 0}.
Moreover, one can choose a uniformizer πp ∈ B×p such that B×p = O×p ⋊πZp with (ordp ◦n)(πp) = 1
and π2p = p.
Define the normalizer of an order as
NB×(O) = {ω ∈ B× | ωOω−1 ⊂ O}.
The units of an order O are a subgroup of NB×(O) and are related by the following lemma.
Lemma 2.3 ([14]). Let d(B) denote the number of ramified primes of B. Then
NB×(O)/(Q×O×) ≃ (Z/2Z)d(B).
2.3 Shimura Curves and CM Points
From now on let B =
(
q,D
Q
)
with α2 = q and β2 = D as in Proposition 2.1. Fix the
embedding of B →֒ M2(R) given by φD and the maximal order O as in Proposition 2.2. Define
the following subgroups of B×,
Γ = O×, Γ∗ = NB×(O).
Their images under φD are discrete subgroups of B
× ⊂ GL2(R), and they act on h± = P(C)−P(R)
via fractional linear transformations. Define X and X ∗ to be the Shimura curves
X = XD = Γ\h±, X ∗ = X ∗D = Γ∗\h±.
When B is an indefinite division algebra, X and X ∗ are compact Riemann surfaces with no cusps.
Also, Lemma 2.3 implies that X is a covering space of X ∗ of degree 2d(B).
Fix a quadratic imaginary field k such that if p | D then p does not split in k. Then there
are many embeddings ι : k →֒ B. However, all of the embeddings are conjugate to each other [14].
Definition 2.2. The image ι(k×) → B×/Q× ⊂ PGL2(R) has a unique fixed point on h+. A
complex-multiplication (CM) point of X (resp., X ∗) is the Γ-orbit (Γ∗-orbit) of such a point. It is
said to have discriminant equal to the field discriminant of k.
Since all embeddings are conjugate, a CM point is independent of the embedding. In the
classical case of B = M2(Q), the CM points are irrational imaginary solutions to integral quadratic
equations with the corresponding discriminant.
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2.4 Involutions on X ∗
D
(l)
In this section, we summarize the method used in [6] to calculate the coordinates of rational
CM points on X ∗. Let P∆ be the CM point with discriminant ∆ < 0 and let R ⊂ k be the
maximal order in the quadratic imaginary field of discriminant ∆.
Proposition 2.4 ([6]). P∆ is a rational point on X ∗D if and only if the class group of k is generated
by ideals I ⊂ R such that I2 = (p) for some p | D.
This implies that for a rational CM point, the class group of k is isomorphic to (Z/2Z)r
where r ≤ d(B). In the case of d(B) = 2, all such fields are known, and thus the rational CM
points can be identified. (See Table 2 for D = 6 and Table 4 for D = 10.)
Now let l be a prime not dividing D, so that B ⊗Q Ql ≃M2(Ql). Define
Γ∗(l) = {γ ∈ Γ∗ | γ ≡ ±1 mod l}
and the congruence subgroup Γ∗0(l) in the same fashion as its classical counterpart. Then the
curves
X ∗D(l) = Γ∗(l)\h±, X ∗D,0(l) = Γ∗0(l)\h±
are coverings of X ∗D whose points are also associated to abelian varieties. From the geometric
structure, X ∗D,0(l) inherits an involution wl : X ∗D,0(l)→ X ∗D,0(l) which preserves the set of rational
CM points.
In the case of D = 6, the image of Γ∗ →֒ PGL2(R) is generated by three elements and is
called a triangle group. An area calculation [6] shows that X ∗6 has genus 0. Any coordinate map
t6 : X ∗6 → P1 is defined up to a PGL2(R) action, so such a map is only well-defined once its values
at three points have been given. Since there are three distinguished elements of Γ∗, the coordinate
map is defined to take the values of 0, 1, ∞ at P−4, P−24, P−3, the CM points associated to the
three generators.
The covering curves X ∗6,0(l), for l = 5, 7, 13 have genus 0 and wl can be expressed explicitly
as a rational function. Then by examining the fixed points of wl and the wl-orbits of 0, 1, and ∞,
Elkies was able to compute the coordinates of 17 of the 27 rational CM points (see Table 2).
In order to compute the remaining ten rational CM points using this method, involutions
on X ∗6,0(l) for higher l are needed. However, these curves have genus greater than 0 and explicit
expressions for wl are unknown. Instead, Elkies used numerical techniques to calculate the coor-
dinates to an arbitrary precision. He then recognized them as fractional values through continued
fractions and their behavior under standard transformations. For example, one expects that the
factorizations of both t6(P∆) and t6(P∆)− 1 should only contain small primes to large powers.
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3 Quadratic Spaces and Lattices
For a given indefinite quaternion algebra B, define the Q-vector space
V = {x ∈ B | tr(x) = 0}.
There is a natural quadratic form on V given by Q(x) = n(x) = −x2. Let (x, y) = tr(xy) denote
the associated inner product which has signature (1, 2).
3.1 The Lattice O ∩ V
Define the lattice L = O ∩ V . Let L∨ be the Z-dual of L and consider L∨p /Lp where
Lp = L⊗Z Zp.
For p ∤ D and p odd, there is an isomorphism Bp ≃ M2(Qp) such that Op ≃ M2(Zp). Then
Lp is the set of trace zero elements of M2(Zp) and L∨p /Lp is trivial. Thus
L∨/L ≃
∏
p|2D
L∨p /Lp.
Now consider p | D and p odd. Let δ 6∈ Z×p , δ2 ∈ Z×p and Zp2 = Zp + Zpδ be the ring of
integers in the unramified quadratic extension of Qp with Galois automorphism σ. Then
Lp = Zpδ + Zpπp + Zpδπp, L∨p = Zpδ + p
−1Zp2πp. (3)
Since 1pZp2/Zp2 ≃ Fp2 , the field of p2 elements, there is an isomorphism
Fp2
∼→ L∨p /Lp, v˜ 7→ vπ−1p + Lp.
Under this isomorphism, the quadratic form Q induces the function
Q(v˜) = vvσp−1 mod Zp,
which is equivalent to the norm map n : Fp2 → Fp via Fp ∼→ 1pZp/Zp.
The case of p = 2 has L∨2 =
1
2L2. This time the isomorphism is
F2 ⊕ F4 ∼→ L∨2 /L2, (w˜, v˜) 7→ w
√
5
2 + vπ
−1
2 + L2, (4)
and Q induces the function
Q(w˜, v˜) = −1
4
w2 − 1
2
n(v) mod Z2.
This surjects onto 14Z/Z, given by whether or not each of the components is nonzero.
Proposition 3.1. Let D0 be the odd part of D. Then
|L∨/L| = 8D20.
Proposition 3.2. Let B×p act on L
∨
p /Lp via conjugation. Then the B
×
p orbits of L
∨
p /Lp for odd
p | D (resp., p = 2) are indexed by elements of Fp ( F4).
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Proof. For odd p, write B×p as
B×p = (O×p ∪O×p πp)pZ.
First, the powers of p are central and hence act trivially. Then by (3)
L∨p /Lp
∼→ Op/πpOp.
Thus the elements of O×p act through their image under the reduction map Op → Fp2 . More
explicitly, v˜ ∈ F×p2 acts via left multiplication by v/vσ. However, this is just the action of F1p2 =
ker(n : F×p2 → F×p ). Lastly, πp acts by σ, and so there is a surjection
B×p ։ F
1
p2 ⋊ 〈σ〉.
Hence the orbits of B×p are indexed by the elements of Fp.
For p = 2, the action of B×2 preserves the first component of (4) and acts on the second
component the same way it did in the odd p case. So again the orbits are indexed by the four
values of Q.
3.2 The Order of the Orbits of Γ∗
Define the set
V (t) = {x ∈ V | Q(x) = t}
and L(t) = L ∩ V (t). The discrete groups Γ and Γ∗ both act on L by conjugation, and the order
of Γ∗-orbits in L(t) will play an important role in Section 7.
Let 0 > ∆ ∈ Z be the field discriminant of k = Q(√−t), and set −4t = n2∆. Then the order
Z[
√−t] has discriminant −4t. Hence, its conductor is n, and if any other order R in k contains
Z[
√−t], then the conductor of R divides n.
Set
E = HomQ-alg(k, B).
Assume that for every prime p | D, p is nonsplit in k so that E is nontrivial. For every x ∈ L(t),
define ιx ∈ E by ιx(
√−t) = x. For ι ∈ E , ι−1(O ∩ ι(k)) is an order in k. Let cond(ι) denote the
conductor of this order and define
E(c) = {ι ∈ E | cond(ι) = c}.
For x ∈ L, define cond(x) = cond(ιx) and let
L(t, c) = {x ∈ L(t) | cond(x) = c}.
Then for a fixed t and c, there is a bijection L(t, c)
∼→ E(c) given by x 7→ ιx and Γ∗ acts on L(t, c)
via conjugation. This action is compatible with the action on E(c), therefore
Γ∗\L(t, c) ∼→ Γ∗\E(c). (5)
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To determine the set of Γ∗-orbits in L(t, c), we examine the right-hand side of (5). Let R
be the ring of integers of an imaginary quadratic field k. Fix an embedding ι0 : k →֒ B with
cond(ι0) = 1, i.e. ι0(R) ⊂ O. Since all embeddings of k into B are conjugate, there is a bijection
B×/k× ∼→ E ,
ω 7→ Ad(ω) ◦ ι0.
Then
Γ∗\B×/k× ∼→ Γ∗\E ,
where the action of Γ∗ on B×/k× is left multiplication. Define
B×(c) = {ω ∈ B× | cond(Ad(ω) ◦ ι0) = c}
so that
Γ∗\B×(c)/k× ∼→ Γ∗\E(c). (6)
Let Ord = Ord(B) be the set of all maximal orders of B. For any O ∈ Ord, define the
conductor of O to be the conductor of ι−10 (O ∩ ι0(k)). Define for ω ∈ B×, Oω = ω−1Oω ∈ Ord.
Then the conductor of Oω is cond(ω).
The action of B×Af = (B ⊗Q Af )× on Ord via
ξ · Oω = ξ−1Ôωξ ∩B
where Ô = O ⊗Z Ẑ. is transitive, thus
NB×
Af
(Ô)\B×Af
∼→ Ord,
ξ 7→ ξ−1Ôξ ∩B.
Furthermore, the double cosets
NB×
Af
(Ô)\B×Af /B×
correspond to the B×-conjugacy classes of the maximal orders in B. Since B is an indefinite
quaternion algebra, all maximal orders of B are conjugate. Thus
NB×
Af
(Ô)\B×Af ≃ NB×(O)\B×.
Let Ord(c) ⊂ Ord be the subset of orders with conductor c. Then, with notations as before,
NB×(O)\B×(c) ∼→ Ord(c), (7)
and the k×Af = (k⊗Q Af )× action on Ord given by ξ · O = ξ−1Ôξ ∩B preserves Ord(c).
From the Chevalley-Hasse-Noether theorem, for a given Oc ∈ Ord(c) there is a bijection
NB×
Af
(Oc) ∩ k×Af \k×Af
∼→ Ord(c) (8)
9
given by the orbit of Oc under the transitive action of k×Af . Then the composition of the bijections
in (5), (6), (7), and (8) yield
Γ∗\L(t, c) ∼↔ NB×
Af
(Oc) ∩ k×Af \k×Af /k×.
Let ∆0 be the product of all the primes that ramify in k and define
δ(∆0, D) = #{p prime | p | gcd(∆0, D)} −
 1 if ∆0 | D0 otherwise
Theorem 3.3. Let Rc ∈ k be the order of conductor c, then
[R̂c
×\k×Af /k× : NB×
Af
(Oc) ∩ k×Af \k×Af /k×] = 2δ(∆0,D).
Proof. For a prime p ∤ D,
NB×p (Oc) = O×c,pQ×p
thus
NB×p (Oc) ∩ k
×
p = R
×
c,pQ
×
p . (9)
For primes p | D, NB×p (Oc) = B×p . When p is inert in k, (9) still holds. However, when p is
ramified in k,
NB×p (Oc) ∩ k
×
p = R
×
1,pQ
×
p ∪R×1,pQ×p πp
where π2p = p.
Altogether, then, there is a surjection
R̂c
×\k×Af /k× ։ NB×
Af
(Oc) ∩ k×Af \k×Af /k×
given by modding out by the subgroup generated by the elements (1, ..., 1, πp, 1, ...) for p ramified
in both B and k. The size of this subgroup is 2δ(∆0,D).
Corollary 3.4. Let h(c2∆) be the ideal class number of the order of conductor c in the quadratic
field of discriminant ∆ and −4t = n2∆ as before. Then
|Γ∗\L(t)| = 2−δ(∆0,D)
∑
c|n
h(c2∆).
where h(c2∆) is the class number of Rc, the order of conductor c in k.
Proof. This follows from recognizing R̂c
×\k×Af /k× as the desired ideal class group and noting that
L(t) =
∐
c|n
L(t, c).
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4 Borcherds Forms
4.1 Rational Quadratic Divisors
Let D be the space of oriented negative 2-planes in V . Call [z1, z2] ∈ D a proper basis if
(z1, z1) = (z2, z2) = −1 and (z1, z2) = 0. In addition, define
Q = {v ∈ V (C) | (v, v) = 0, (v, v) < 0}/C×.
This is an open subset of a quadric in P(V (C)). Recall that B =
(
q,D
Q
)
with α2 = q and β2 = D
and let V have the canonical basis {α, β, αβ}. Then there is a pair of bijections
h± w−→ Q σ←− D(R)
where the maps are given by
w(z) =
(
q − z2
2q
)
α+
(
z√
D
)
β +
(
q + z2
2q
√
D
)
αβ, (10)
σ([z1, z2]) = z1 − iz2. (11)
Write D = D+ ∪D− where D+ (resp., D−) are the planes with positive (negative) orienta-
tion. For x ∈ V (Q) define
Dx = {z ∈ h± | (x,w(z)) = 0}.
By (10), for x = x1α+ x2β + x3αβ,
(x,w(z)) =
(
x1 + x3
√
D
2
)
z2 − (x2
√
D)z − q(x1 − x3
√
D)
2
. (12)
Hence
Dx =
{
x2
√
D ±
√
−Q(x)
x1 + x3
√
D
}
.
Let D±x = Dx ∩D±.
Proposition 4.1. For x ∈ V with Q(x) > 0, Dx is the set of fixed points of the image of x in
PGL2(R) under the embedding φD.
Proof. Let x = x1α+ x2β + x3αβ. Then
φD(x) =
 x2√D q(x1 − x3√D)
x1 + x3
√
D −x2
√
D
 .
A fixed point, z, of this matrix satisfies
zx2
√
D + q(x1 − x3
√
D) = z2(x1 + x3
√
D)− zx2
√
D.
This is equivalent to (12).
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Definition 4.1. Let G = Γ or Γ∗ and let Gη denote the G-orbit of η ∈ L∨/L. The rational
quadratic divisor Z(d, η;G) is given by
Z(d, η;G) =
∑
x∈L∨∩V (d)
x+L∈Gη
mod G
prG(D
+
x ),
where prG : D
+ → G\D+ and each point is counted with weight |Stab(x)|−1.
For more details on this definition in the case of G = Γ, see the Appendix of [11].
4.2 Borcherds Forms
Let H = GSpin(V ). Viewed as an algebraic group, H(A) ≃ (B ⊗Q A)× for any Q-algebra
A. Let K ⊂ H(Af ) be a compact open set such that H(A) = H(Q)H(R)+K where H(R)+ is the
component of H(R) that contains the identity.
Definition 4.2. A modular form of weight k ∈ Z on D × H(Af )/K is a function Ψ : D ×
H(Af )/K → C such that
Ψ(γz, γh) = j(γ, z)kΨ(z, h)
for all γ ∈ H(Q), where j(γ, z) is the automorphy factor given in [10].
The cases we will focus on have k = 0 and thus the automorphy factor will be inconsequential.
Let L be a lattice and F be a modular form valued in C[L∨/L] with Fourier expansion given
by
F (τ) =
∑
η∈L∨/L
∑
m∈Q
cη(m)q
meη (13)
where {eη}η∈L∨/L form the basis of C[L∨/L]. Since Γ and Γ∗ act on L∨/L, they also act via
linearity on the algebra C[L∨/L] and the function F .
Definition 4.3. For a lattice L with signature (n, 2), a Borcherds form Ψ(F ) is a meromorphic
modular form on D×H(Af)/K arising from the regularized theta lift of a weight 1− n2 meromorphic
modular form F as in (13) with cη(m) ∈ Z for m ≤ 0. See [13], [10], [3].
Borcherds forms have the following key properties.
Theorem 4.2 (Theorem 1.3 of [10]). Assume F is given as in (13) and is Γ∗ invariant.
1) The weight of Ψ(F ) is c0(0).
2) div(Ψ(F )2) =
∑
η∈L∨/L
∑
m>0
cη(−m)Z(m, η; Γ∗).
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4.3 Adelic View
We can rephrase some of the definitions from Section 2.3 from an adelic point of view. This
will allow the machinary of Borcherds forms to apply to the computation of singular moduli on
XD and X ∗D.
Let KΓ be the compact open set Ô× ⊂ H(Af ). Then Γ = H(Q) ∩H(R)+KΓ. Let KΓ∗ be
defined analagously. Then XD and X ∗D are given by
XD ≃ Γ\D ≃ H(Q)\(D×H(Af )/KΓ),
X ∗D ≃ Γ∗\D ≃ H(Q)\(D×H(Af )/KΓ∗).
Notice that XD and X ∗D are natural domains for weight-0 Borcherds forms.
The CM points can be viewed adelically as well. An element x ∈ V (Q) with positive norm
gives rise to the decomposition of V as V = Qx ⊕ U where U = x⊥ is a negative plane. This
splitting corresponds to a two-point set Dx. As a rational inner product space U ≃ k for some
quadratic imaginary field k with quadratic form given by a constant times the norm on k. Set
T ≃ GSpin(U). Then, with ιx as in Section 3.2, T (Q) ≃ ιx(k×) ⊂ H(Q) and the CM points are
the image of
ZΓ∗(U) = T (Q)\(Dx × T (Af)/KΓ∗) →֒ X ∗D. (14)
The degree of this 0-cycle is given in Chapter 3 of [12] as
|ZΓ∗(U)| = 2 ·
∑
c|n
h(c2∆)
w(c2∆)
·
∏
p|D
(1 − χ∆(p))
where w(c2∆) is the number of units in Rc and χ∆ is the associated Dirichlet character for k given
by the Kronecker symbol, χ∆(n) =
(
∆
n
)
.
4.4 Borcherds Forms at CM Points
Recall that L = O ∩ V is a lattice in V corresponding to a fixed maximal order O. Then
there are sublattices
L+ = Qx ∩ L, L− = U ∩ L.
In general, L 6= L− + L+, and
L− + L+ ⊆ L ⊆ L∨ ⊆ L∨− + L∨+.
Hence an element η ∈ L∨ decomposes as η = η− + η+ for η± ∈ L∨±.
Definition 4.4 ([13]). For µ ∈ L∨−/L− and ψµ = char(µ+L−), let E(τ, s;ψµ,+1) be the incoherent
Eisenstein series of weight 1 with Fourier expansion
E(τ, s;ψµ,+1) =
∑
m
Aµ(s,m, v)q
m
13
where the Fourier coefficients have Laurent expansions
Aµ(s,m, v) = bµ(m, v)s+O(s
2)
at s = 0. Then for η ∈ L∨/L and m ∈ Q define
κη(m) =
∑
λ∈L/(L++L−)
∑
x∈η++λ++L+
κ−η−+λ−(m−Q(x)) (15)
where
κ−µ (m
′) =

limv→∞ bµ(m′, v) if m′ > 0
k0(0)ψµ(0) if m
′ = 0
0 if m′ < 0
, (16)
k0(0) = log(|∆|) + 2Λ
′(1 + χ∆)
Λ(1, χ∆)
, (17)
and Λ(s, χ∆) is the normalized L-series π
− s+12 Γ
(
s+1
2
)
L(s, χ∆).
Theorem 4.3 (Corollary 3.4 of [13]). Assume cη(m) ∈ Z for m ≤ 0, c0(0) = 0, and that the
0-cycle ZΓ∗(U) defined in (14) does not meet the divisor of Ψ(F ). Then
1
|ZΓ∗(U)|
∑
z∈ZΓ∗ (U)
log ||Ψ(z, f)||2 = −1
2d(B)
∑
η
∑
m≥0
cη(m)κη(m) (18)
where h(k) is the ideal class number of the quadratic field k ≃ U .
The power of this theorem lies in the explicit formulas for the right-hand side of (18). In
Section 7 we will use this theorem to compute the norms of singular moduli. However, first a supply
of appropriate vector-valued modular forms F is needed to serve as the input to the Borcherds
construction of Ψ(F ).
5 Input Forms
This section is presented in general terms and follows [3] and [4]. However, rather than
appearing redundant, the notation implies how the general theory applies to the set-up in Sections
2 through 4.
5.1 S˜L2(Z) and the Weil Representation
The Lie group SL2(R) has a double cover S˜L2(R) with elements of the forma b
c d
 ,±√cτ + d
 .
The group structure is given by
(G1, j1(·))(G2, j2(·)) = (G1G2, j1(G2(·))j2(·)).
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The group S˜L2(Z) is defined as the inverse image in S˜L2(R) of SL2(Z) and is generated by the two
elements
S =
0 −1
1 0
 ,√τ
 , T =
1 1
0 1
 , 1
 ,
which satisfy
Z = S2 = (ST )3 =
−1 0
0 −1
 , i
 .
The element Z generates the center of S˜L2(Z) and the quotient by Z2 is SL2(Z). Also, S˜L2(Z)
acts on h± via its image in SL2(Z). Throughout the following, let
γ = γ± =
a b
c d
 ,±√cτ + d
 ∈ S˜L2(Z). (19)
Let L be a lattice with quadratic form Q′ and let L∨ be the dual lattice under the associated
inner product. To ease notation, let ΛL = L
∨/L. Then Milgram’s formula gives sign(L), the
signature mod 8 of L, via ∑
η∈ΛL
e(Q′(η)) =
√
|ΛL|e(sign(L)/8)
where e(x) = e2piix. For η ∈ ΛL, let eη denote the corresponding basis element in the group ring
C[ΛL]. In [3], Borcherds defines the Weil representation ρΛL on the generators of S˜L2(Z) in terms
of Q′. However, we will use the dual representation ρΛL = ρ
∨
ΛL since the quadratic form in Sections
2 through 4 is actually given by Q(x) = −Q′(x). On the generators ρΛL is given by
ρΛL(T )eη = e(−Q(η))eη,
ρΛL(S)eη = CL
∑
δ∈ΛL
e(−(η, δ))eδ
where
CL =
e(sign(L)/8)√
|ΛL|
=
1
|ΛL|
∑
η∈ΛL
e(Q(η)).
(This approach follows [13] and [10]. However most of the results in this section are the dualized
versions of those found in [4].) Define the level of ΛL to be the smallest integer N such that
NQ(η) ∈ Z for all η ∈ L∨. Then the representation ρΛL factors through S˜L2(Z/NZ), the double
cover of SL2(Z/NZ). Define the congruence subgroup Γ0(N) ⊂ SL2(Z) as the preimage of the
upper triangular matrices in SL2(Z/NZ) and Γ˜0(N) as its inverse image in S˜L2(Z).
15
Definition 5.1 ([4]). For γ ∈ Γ˜0(N) define
χn(γ) =
(
d
n
)
, (20)
χθ(γ
±) =
 ±
(
c
d
)
d ≡ 1 mod 4
∓i ( cd) d ≡ 3 mod 4 , (21)
χL(γ) =

(
χ
−sign(L)+
“
−1
|ΛL|
”
−1
θ χ|ΛL|2sign(L)
)
(γ) 4 | N
χ|ΛL|(γ) 4 ∤ N
. (22)
Theorem 5.1 (Theorem 5.4 of [4]). Suppose ΛL has level N . If b and c are divisible by N then
γ ∈ S˜L2(Z) acts on C[ΛL] by
ρΛL(γ)eη = χL(γ)eaη.
Corollary 5.2. Suppose ΛL has level N and that η ∈ ΛL has norm 0. Then γ ∈ Γ˜0(N) acts on
the element eη by
ρΛL(γ)eη = χL(γ)eaη.
Proof. Any element γ ∈ Γ˜0(N) can be written as
γ = T n
a′ b′
c d
 ,±√cτ + d

where N divides c and b′. Then χL is trivial on T . Since a′ ≡ a mod N and the order of η divides
N , a′η = aη.
5.2 Vector-Valued Modular Forms
Define the slash operator of weight k for an element γ ∈ S˜L2(Z) by
f |kγ±(τ) = (±
√
cτ + d)2kf(γτ).
Definition 5.2. Suppose ρ is a representation of Γ ⊂ S˜L2(Z) on a finite dimensional complex
vector space V. Then F : h± → V is a vector-valued modular form on Γ of weight k ∈ 12Z and type
ρ if it is meromorphic and satsifies
F (γ±τ) = (±
√
cτ + d)2kρ(γ±)F (τ)
for all γ ∈ Γ.
Definition 5.3. Suppose f is a scalar-valued weight k modular form on Γ˜0(N) with character χL.
Then define a weight k modular form Ff (τ) valued in C[L∨/L] via
Ff (τ) =
∑
γ∈fΓ0(N)\gSL2(Z)
f |kγ(τ)ρΛL(γ−1)e0. (23)
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It can be shown [2] that Ff (τ) is well-defined and is a modular form of type ρΛL and weight
k on S˜L2(Z).
Proposition 5.3. Let Ff have Fourier expansion as in (13). If m+Q(η) 6∈ Z, then cη(m) = 0.
Proof. Since Ff is a modular form,
Ff (τ + 1) = ρΛL(T )Ff (τ)∑
η∈ΛL
∑
m∈Q
cη(m)q
me(m)eη =
∑
η∈ΛL
∑
m∈Q
cη(m)q
mρΛL(T )eη
=
∑
η∈ΛL
∑
m∈Q
cη(m)q
me(−Q(η))eη.
Thus m+Q(η) 6∈ Z implies cη(m) = 0.
Proposition 5.4. If f has no poles at finite cusps, then, for Ff as in (13), cη(m) = 0 for m < 0
and η 6= 0.
Proof. If f does not have a pole at a finite cusp, then the coordinate function f |kγ in (23) can have
a pole only when γ(∞) = ∞. However, this is satisfied only by the trivial coset representative
which has ρΛL(γ
−1)e0 = e0.
Now define, as in [4], ΛL,n to be the set of n-torsion points and define Λ
n
L via the exact
sequence
0→ ΛL,n → Λn → ΛnL → 0,
and
Λn∗L = {δ ∈ ΛnL | (δ, η) = −nQ(η) ∀η ∈ ΛL,n }.
Lemma 5.5. For a fixed n, either Λn∗L = ∅ or the membership of δ into Λ
n∗
L is completely
determined by Q(δ).
Proof. It suffices to examine the criteria locally at the primes that divide the level N . Recall
from Section 3.1 that for an odd prime p, ΛL,p ≃ Fp2 and Q : ΛL,p → (1/p)Z/Z. If p | n,
then (ΛL,p)n = ΛL,p and (ΛL,p)
n = {0}. Since nQ(δ) = 0 = (0, δ) for all δ ∈ (ΛL,p)n, then
(ΛL,p)
n∗ = {0}. If p ∤ n, then (ΛL,p)n = {0} and (ΛL,p)n = ΛL,p. Since nQ(0) = 0 = (δ, 0) for all
δ ∈ (ΛL,p)n = ΛL,p, then (ΛL,p)n∗ = ΛL,p. So for odd p | N ,
(ΛL,p)
n∗ =
 {δ | Q(δ) ∈ (1/p)Zp/Zp} p ∤ n{0} p | n . (24)
Now consider p = 2 where ΛL,2 ≃ F4 ⊕ F2 and Q : ΛL,2 → (1/4)Z/Z. Suppose 2 ∤ n.
Then (ΛL,2)n = {0}, and (ΛL,2)n = ΛL,2. Since nQ(0) = 0 = (δ, 0) for all δ ∈ (ΛL,2)n = ΛL,2,
then (ΛL,2)
n∗ = ΛL,2. Now suppose 2 | n. Then (ΛL,2)n = ΛL,2, and (ΛL,2)n = {0}. However,
nQ(δ) = 0 = (0, δ) for all δ ∈ (ΛL,p) only when 4 | n. Thus
(ΛL,2)
n∗ =

{δ | Q(δ) ∈ (1/4)Z2/Z2} 2 ∤ n
∅ 2 ‖ n
{0} 4 | n
. (25)
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Combining (24) and (25) into one global statement yields
Λn∗L =
 {δ | Q(δ) ∈
(
gcd(n,N)
N
)
Z/Z} 2 6 ‖ n
∅ 2 ‖ n
.
Thus the membership of an element is determined by its image under Q.
Lemma 5.6 (Lemma 3.1 of [4]). The sum
Sn(δ) =
∑
η∈ΛL
e(−(η, δ)− nQ(η))
is equal to 0 when δ 6∈ Λn∗L and has magnitude
√|ΛL||ΛL,n| otherwise.
Lemma 5.7 (Lemma 3.2 of [4]). For γ ∈ S˜L2(Z) as in (19), ρΛL(γ)e0 is a linear combination of
the elements eδ for δ ∈ Λc∗L .
Proof. Since the coset representatives of Γ0(N)\SL2(Z) can all be chosen of the form S−1T−nS−1T−m,
it is sufficient to prove this for γ of the form TmST nS for some m,n ∈ Z with (N,n) = (N, c)
since any γ is a product of an element of this form with an element of Γ˜0(N) on the right, but e0
is an eigenvector for Γ˜0(N). Then
ρΛL(S)e0 = CL
∑
δ∈ΛL
eδ,
ρΛL(T
nS)e0 = CL
∑
δ∈ΛL
e(−nQ(δ))eδ,
ρΛL(ST
nS)e0 = C
2
L
∑
δ∈ΛL
∑
δ′∈ΛL
e(−nQ(δ)− (δ′, δ))eδ′
= C2L
∑
δ∈Λn∗L
Sn(δ)eδ,
ρΛL(T
mST nS)e0 = C
2
L
∑
δ∈Λn∗L
Sn(δ)e(−mQ(δ))eδ. (26)
Theorem 5.8. If Q(δ) = Q(δ′), then the eδ and eδ′ components of Ff are equal.
Proof. This follows from the fact that the coefficient Sn(δ)e(−mQ(δ)) in (26) depends only on
Q(δ) which, by Proposition 5.5, is the same for all δ ∈ Λn∗L .
Corollary 5.9. The modular form Ff is Γ
∗ invariant.
Proof. This follows from the theorem and Proposition 3.2.
5.3 Dedekind-η Products
In this section we review a construction that produces scalar-valued modular forms over
Γ˜0(N). The Dedekind-η function is given by
η(τ) = q1/24
∞∏
k=1
(1 − qk)
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and is a weight 12 modular form on S˜L2(Z). It satisfies
η(τ + 1) = e(1/12)η(τ), η(−1/τ) = √−iτ η(τ).
Let ηm(τ) = η(mτ).
Theorem 5.10 (Theorem 6.2 of [4]). Given the following
1) a lattice L with the level of ΛL equal to N ,
2) rδ for δ | N such that |ΛL|/
∏
δ|N δ
rδ is a rational square,
3) (1/24)
∑
δ|N rδδ ∈ Z, and
4) (N/24)
∑
δ|N rδ/δ ∈ Z,
then
∏
δ|N
ηrδδ is a modular form for Γ˜0(N) of weight k =
∑
δ rδ/2 and of character χ|ΛL| if 4 ∤ N
and χ
2k+
“
−1
|ΛL|
”
−1
θ χ22k|ΛL| if 4 | N .
6 Calculating the κη(m)
The application of Theorem 4.3 requires computing κ−η−+λ−(m). This section will cover
the general techniques to complete this task using the notation and results of [9]. Recall from
Definition 4.4 that for µ ∈ L∨−/L− and ψµ = char(µ + L−),
E(τ, s;ψµ,+1) =
∑
m∈Q
Em(τ, s, µ) =
∑
m∈Q
Aµ(s,m, v)q
m
where τ = u+ iv. The Fourier coefficients have Laurant expansions
Aµ(s,m, v) = bµ(m, v)s+O(s
2)
at s = 0. Thus
bµ(m, v) =
∂
∂s
{Aµ(s,m, v)}s=0
= q−m
∂
∂s
{Em(τ, s, µ)}s=0 .
Let ∆ denote the discriminant of k ≃ U and h(k) its ideal class number. Following [9], there is a
normalization E∗m which satisfies
h(k)
∂
∂s
{Em(τ, s, µ)}s=0 =
∂
∂s
{E∗m(τ, s, µ)}s=0
and a factorization of E∗m(τ, s, µ) into Whittaker polynomials,
E∗m(τ, s, µ) = v
− 12 |∆| s+12 W ∗m,∞(τ, s, µ)
∏
p
W ∗m,p(s, µ). (27)
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Lemma 6.1 (Lemmas 2.4 and 2.5 of [9]). Suppose U ≃ k with discriminant ∆. If L is unimodular
(self-dual) and m ∈ Q(µ) + Zp, then
W ∗m,p(s, µ) =
ordp(m)∑
r=0
(
∆
p
)r
Xr.
Thus
W ∗m,p(0, µ) = ρp(m) =
ordp(m)∑
r=0
(
∆
p
)r
.
If ρp(m) = 0, then
W ∗,
′
m,p(0, µ) =
1
2
log(p)(ordp(m) + 1)ρp(m/p).
Lemma 6.2 (Proposition 2.6 of [9]). The following values are obtained at s = 0.
1) E∗m(τ, 0, µ) = 0.
2) W ∗m,∞(τ, 0, µ) = −γ∞2v
1
2qm,
where γ∞ is a local factor that will not affect later global calculations since
∏
p≤∞ γp = 1.
Note that ρp(m) = ρp(p
ordp(m)), and ρp(1) = 1. Hence W
∗
m,p(0, µ) 6= 1 for only a finite number of
primes.
Theorem 6.3. There exists a finite prime p′ such that W ∗m,p′(0, µ) = 0 and hence
bµ(m, v) =
−2
√
|∆|γ∞
h(k)
∂
∂s
{
W ∗m,p′(s, µ)
}
s=0
∏
p6=p′
W ∗m,p(0, µ). (28)
Note that in this case bµ(m, v) does not depend on v and thus (28) is equal to the limit in (16).
Explicit formulas for Wm,p(s, µ) =
W∗m,p(s,µ)
Lp(s+1,χ∆)
are given in [15].
7 Examples
7.1 D = 6
First consider the quaternion algebra ramified at the primes 2 and 3. Let B =
(
5,6
Q
)
. By
proposition 2.2, B has a maximal order given by
O = Z+
(
1 + α
2
)
Z+
(
α+ αβ
5
)
Z+
(
5 + α+ 5β + αβ
10
)
Z. (29)
Further, the image of Γ∗ in PGL2(R) is generated by three elements,
s2 = −6
5
α+ β +
4
5
αβ,
s4 = 1− 1
5
α+
1
2
β +
3
10
αβ,
s6 =
3
2
− 3
10
α+
1
5
αβ,
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which satisfy the group presentation
〈s2, s4, s6 | s22 = s44 = s66 = s2s4s6 = 1〉
(See Section 3.1 of [6]). As mentioned previously, X ∗6 has genus 0 and so there exists a parame-
terization t6 : X ∗6 ∼→ P1 over Q. Such a map giving the isomorphism is only well-defined up to a
PGL2 action on P1. However, the map is uniquely determined once the value at three points of
X ∗6 are chosen. Since there are three distinguished elements of Γ∗, namely s2, s4, s6, it is only
natural to fix the value of the isomorphism at their three fixed points, P2, P4, P6. Thus, define the
map t6 : X ∗6 ∼→ P1 such that it takes on the values 0, 1, ∞ at the points P4, P2, P6, respectively.
(Warning: In [6], the author chooses t6 to have the values 0, 1, ∞ at the points P2, P4, P6.) This
defining criteria can be expressed as
div(t6) = P4 − P6,
t6(P2) = 1.
(30)
Let s0i denote the trace-0 part of si. Since the action of B
× factors through PGL2(R), the fixed
point of si is the fixed point of all of k
×
i ⊂ B× where ki = Q(si) = Q(s0i ). For the si as above,
k2 ≃ Q(
√−6), k4 ≃ Q(
√−1), k6 ≃ Q(
√−3). (31)
Lemma 7.1. The following equalities hold.
1) Z(1, 0; Γ∗) = 14P4.
2) Z(3, 0; Γ∗) = 16P6.
Proof. These identities follow from
|Γ∗\L(1)| = |Γ∗\L(3)| = 1
by Corollary 3.4 and that |StabΓ∗(s04)| = 4 and |StabΓ∗(s06)| = 6.
Proposition 7.2.
div(t6) = 4Z(1, 0; Γ
∗)− 6Z(3, 0; Γ∗).
Hence, to use Theorem 4.2, the input vector-valued form must have, for m < 0,
c0(m) =

2 m = −1
−3 m = −3
0 otherwise
.
7.1.1 The Input Form
By Corollary 3.1, |L∨/L| = 72 and N = 12. To vectorize properly, we need a form of weight
1
2 and character χθχ144.
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Proposition 7.3. Let A1, A2, A3, A4, A5 ∈ Z, and set
r1 = A5, (32)
r2 = 16− 12A1 + 36A2 − 9A3 − 14A4 − 6A5, (33)
r3 = −30 + 24A1 − 48A2 + 16A3 + 24A4 + 5A5, (34)
r4 = −17 + 12A1 − 36A2 + 9A3 + 16A4 + 5A5, (35)
r6 = 43− 36A1 + 60A2 − 21A3 − 34A4 − 6A5, (36)
r12 = −11 + 12A1 − 12A2 + 5A3 + 8A4 +A5. (37)
Then ∏
δ|12
ηrδδ (38)
is a modular form for Γ˜0(12) of weight
1
2 and of character χθχ144.
Proof. One can check that the following hold.
72/
∏
δ|12
δrδ = (2A33A4)2,
(1/24)
∑
δ|12
rδδ = A1,
(1/2)
∑
δ|12
rδ/δ = A2,
∑
δ
rδ/2 =
1
2
.
Hence, by the Theorem 5.10, (38) is a modular form for Γ˜0(12) of weight
1
2 and of character
χθχ144.
Now examine the structure of such a form at the various cusps of Γ˜0(12). Table 1 gives the
orders of the zeroes for a form defined by (32-38), where a negative value represents a pole. To
construct a form defined by (32-38) such that it has neither a pole nor a zero at∞ and no pole at
any finite cusp, one simply solves the following system of inequalities over Z.
0 ≤ A2, (39)
0 ≤ 15− 12A1 + 28A2 − 8A3 − 12A4 − 4A5, (40)
0 ≤ −5 + 4A1 − 9A2 + 3A3 + 4A4 +A5, (41)
0 ≤ −4 + 3A1 − 8A2 + 2A3 + 4A4 +A5, (42)
0 ≤ 25− 20A1 + 36A2 − 12A3 − 20A4 − 4A5, (43)
0 = A1, (44)
Doing so yields a unique solution
(A1, A2, A3, A4, A5) = (0, 0, 1, 1,−2)
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Table 1: Order of the zero of a form defined by (32-38) at the cusps of Γ˜0(12)
Cusp Zero Order
1 = 0 A2/12
1/2 (15− 12A1 + 28A2 − 8A3 − 12A4 − 4A5)/12
1/3 (−5 + 4A1 − 9A2 + 3A3 + 4A4 +A5)/4
1/4 (−4 + 3A1 − 8A2 + 2A3 + 4A4 +A5)/3
1/6 (25− 20A1 + 36A2 − 12A3 − 20A4 − 4A5)/4
1/12 =∞ A1
which produces
ψ0 =
η52
η21η
2
4
=
∑
n∈Z
qn
2
= θ(τ).
Similarly a form defined by (32-38) that has a pole of order k at ∞, but no pole at any
other cusp can be found by solving the inequalities (39-43) with A1 = −k over Z. For a simple
pole at ∞, there are five such Dedekind-η products. They are
ψ1 =
η122 η3
η51η
4
4η6η
2
12
=
1
q
+ 5 +O[q],
η32η
2
4η
2
6
η21η
4
12
=
1
q
+ 2 +O[q],
η22η
9
6
η1η33η
6
12
=
1
q
+ 1 +O[q],
η52η
3
3
η31η4η
3
12
=
1
q
+ 3 +O[q],
η1η
3
2η
2
6
η3η4η312
=
1
q
− 1 +O[q].
For a triple pole, there are 35 such forms. One of them is
ψ3 =
η2η
2
3η
4
4η
4
6
η1012
=
1
q3
− 1
q
− 2 +O[q].
Thus the linear combination
f6 = −6ψ3 − 2ψ1 − 2ψ0 = − 6
q3
+
4
q
+O[q]
is a vectorizable modular form over Γ˜0(12) for Γ˜0(12) of weight
1
2 of character χθχ144 with no poles
at finite cusps.
Theorem 7.4. There exists a nonzero constant c6 such that
t6 = c6Ψ(Ff6)
2.
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Proof. There is an equality of divisors
div(t6) = 4Z(1, 0; Γ
∗)− 6Z(3, 0; Γ∗) = div(Ψ(Ff6)2).
7.1.2 ∆ = −24
In this section we calculate Ψ(Ff6)(P2). The result of the calculation gives the value of c
−1
6
in Theorem 7.4 since by definition t6(P2) = 1. Note that by (31), P2 = P−24 the CM point with
discriminant −24 on the Shimura curve X ∗6 .
Set m = 1 so that
L = Zℓ1 + Zℓ2 + Zℓ3
where
ℓ1 = α, ℓ2 =
α+αβ
5 , ℓ3 =
β+αβ
2 .
Take z = ℓ3 so that Q(z) = 6. Then the negative plane is spanned by
u1 = 2ℓ2 − ℓ3, u2 = 2ℓ1 − 4ℓ2 + 2ℓ3,
and
Q(Xu1 + Y u2) = −2(X2 + 6Y 2).
A basis of L− is given by
ℓ−1 = 2ℓ2 − ℓ3, ℓ−2 = ℓ1.
The group L/(L− + L+) has order 2 and λ = ℓ2 + (L− + L+) represents its nontrivial member.
This has the decomposition
λ+ =
1
2
z + L+, λ− =
1
2
ℓ−1 + L−.
By Theorem 4.3, ∑
z∈ZΓ∗ (Q(
√−6))
log ||Ψ(z, Ff6)||2 =
(−1
4
)
(−6κ0(3) + 4κ0(1)). (45)
Considering (15),
κ0(1) = κ
−
0 (1), (46)
κ0(3) = κ
−
0 (3) + κ
−
λ−
(3/2) + κ−λ−(3/2). (47)
The term κ−λ−(3/2) appears twice in (47) due to the two values x = ±z/2 ∈ λ+ + L+ = (12 + Z)z
that satisfy 3−Q(x) ≥ 0.
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The calculations via [15] and Section 6 yield
κ0(1) = −6 log(2),
κ0(3) = −8 log(2)− 4 log(3).
Thus ∑
z∈ZΓ∗ (Q(
√−6))
log ||Ψ(z, Ff6)||2 = −6 log(3)− 6 log(2).
Corollary 7.5. ||t6|| = 66||Ψ(Ff6)2||.
Note that we have only determined the value of c6 in Theorem 7.4 up to sign. This can be resolved
by repeating the above computations with a Borchards form corresponding to the function t6− 1.
7.1.3 ∆ = −163
We are now able to compute the coordinates of the other rational CM points listed in Table
2. We illustrate the calculations with the example of ∆ = −163.
Take z = ℓ1 + 14ℓ2 so that Q(z) = 163. Then the negative plane is spanned by
u1 = 42ℓ2 − 13ℓ3, u2 = 166ℓ1 − 284ℓ2 + 163ℓ3,
and
Q(Xu1 + Y u2) = −498(X2 + 163Y 2).
A basis of L− is given by
ℓ−1 = 42ℓ2 − 13ℓ3,
ℓ−2 = ℓ1 − 5ℓ2 + 2ℓ3,
The group L/(L−+L+) is cyclic of order 163 and λ = ℓ3+(L−+L+) represents a generator.
This has the decomposition
λ+ =
42
163
z + L+,
λ− = − 19
163
ℓ−1 −
42
163
ℓ−2 + L−.
Then computations of Whittaker polynomials as before yield
κ0(1) = −4 log(2)− 11 log(3)− 4 log(7)− 4 log(19)− 4 log(23),
κ0(3) = −40
3
log(2)− 4 log(3)− 4 log(5)− 4 log(11)− 4 log(17).
(Due to the sheer number of Whittaker polynomials required, the calculations were implemented
in Mathematica.) Thus by Theorem 4.3 the CM point P−163 with discriminant −163 has
||t6(P−163)|| = 3
1174194234
21056116176
.
Note that this proves the conjectural value given in Table 2 of [6]. In fact, all of the conjectural
values can now be algebraically proven and are given in Table 2.
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7.2 D = 10
7.2.1 The Input Form
Now consider the quaternion algebra ramified at the primes 2 and 5, B =
(
13,10
Q
)
. It
contains the maximal order
O = Z+
(
1 + α
2
)
Z+
(
6α+ αβ
13
)
Z+
(
78 + 6α+ 13β + αβ
26
)
Z.
Then by Section 4.1 of [6], the image of Γ∗ ⊂ PGL2(R) is presented as
〈s2, s′2, s′′2 , s3 | s22 = s′22 = s′22 = s33 = s2s′2s′′2s3 = 1〉,
with
s2 = − 813α− 313αβ, s′2 = − 2013α− 12β − 1526αβ,
s′′2 = − 3513α− 12β − 2326αβ, s3 = − 12 − 3126α− 513αβ.
and X ∗10 has genus 0. Hence, there is a map t10 : X ∗10 ∼→ P1 such that
div(t10) = P3 − P2,
t10(P
′′
2 ) = 2,
(48)
where P2, P
′′
2 , P3 are the fixed points of s2, s
′′
2 , s3, respectively. Again the fixed point of si is the
fixed point of all of k×i ⊂ B× where ki = Q(s0i ). Now
k2 ≃ Q(
√−2), k′2 ≃ Q(
√−10), k′′2 ≃ Q(
√−5), k3 ≃ Q(
√−3).
Lemma 7.6. The following equalities hold.
1) Z(2, 0; Γ∗) = 12P2.
2) Z(3, 0; Γ∗) = 13P3.
Proposition 7.7. The following identity for t10 holds,
div(t10) = 3Z(3, 0; Γ
∗)− 2Z(2, 0; Γ∗).
Then the same line of reasoning as in Section 7.1.1 applied to the case |L∨/L| = 200 and N = 20
gives the following result.
Theorem 7.8. Let
f10 = 3
(
η64η
8
10
η32η
2
5η
8
20
)
− 2
(
η32η
2
4η
2
10
η21η
4
20
)
− 5
(
η24η
6
10
η2η25η
4
20
)
+ 4
(
η52
η21η
2
4
)
=
3
q3
− 2
q2
+O[q].
It is a vectorizable modular form over Γ˜0(20) with no poles at finite cusps. Thus
div(t10) = 3Z(3, 0; Γ
∗)− 2Z(2, 0; Γ∗) = div(Ψ(Ff10 )2).
So again the two functions agree up to a nonzero constant,
t10 = c10Ψ(Ff10)
2.
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7.3 ∆ = −20
To compute the constant c10, we now consider the case of ∆ = −20. Recall that t10(P ′2) = 2
by definition and by (49), P ′′2 = P−20 ∈ X ∗10. Then
L = Zℓ1 + Zℓ2 + Zℓ3
where
ℓ1 = α, ℓ2 =
6α+αβ
13 , ℓ3 =
β+αβ
2 .
Take z = ℓ1 − 3ℓ2 so that Q(z) = 5. Then the negative plane is spanned by
u1 = −ℓ2, u2 = 6ℓ1 − 13ℓ2 + 2ℓ3,
and
Q(Xu1 + Y u2) = −2(X2 + 5Y 2).
A basis of L− is given by
ℓ−1 = −ℓ2, ℓ−2 = 3ℓ1 + ℓ3,
In this case the quotient L/(L− + L+) is trivial. Theorem 4.3 yields,∑
z∈ZΓ∗ (Q(
√−5))
log ||Ψ(z, Ff10)||2 =
(−1
4
)
(3κ0(3)− 2κ0(2)) = 3 log(2).
Thus
||Ψ(P ′′2 , Ff10 )2|| = 23.
Since t10(P
′′
2 ) = 2,
||t10|| = 2−2||Ψ(Ff10)2||.
7.4 ∆ = −68
Again, we are now able to compute the coordinates of the other rational CM points for X ∗10
listed in Table 4. Moreover, we are also capable of calculating the norms of irrational CM points.
As an example, we compute the norm of the irrational CM point with discriminant −68.
Take z = 7ℓ1 − 13ℓ2 + ℓ3 so that Q(z) = 17. Then the negative plane is spanned by
u1 = −35ℓ2 + 11ℓ3, u2 = 534ℓ1 − 1067ℓ2 + 137ℓ3,
and
Q(Xu1 + Y u2) = −2670(X2 + 17Y 2).
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A basis of L− is given by
ℓ−1 = −35ℓ2 + 11ℓ3, ℓ−2 = ℓ1 + 2ℓ2 − ℓ3,
The group L/(L−+L+) is cyclic of order 17 and is generated by λ = ℓ3+ (L−+L+). This
has the decomposition
λ+ =
−35
17
z + L+, λ− =
27
17
ℓ−1 +
245
17
ℓ−2 + L−.
Then computations as before yield
κ0(1) = −6 log(2)− 6 log(5),
κ0(3) = −8 log(2)− 14
3
log(5).
This time the CM point with discriminant −68 is irrational, and Theorem 4.3 gives its norm (after
renormalization) as ∏
z∈Z(−68)
||Ψ(z, Ff10)||2 = 22 · 5.
8 Tables
8.1 D = 6
8.2 Coordinates of Rational CM Points on X ∗
6
The following table gives the values of t6 (as defined by (30)) at the rational CM points of
X ∗6 . These values verify the values in Table 2 of [6]. Denote t6(PCM ) = (r : s).
Table 2: Coordinates of Rational CM Points on X ∗6
∆ r s Proved in [6]
−3 1 0 Y
−4 0 1 Y
−24 1 1 Y
−40 37 53 Y
−52 2237 56 Y
−19 37 210 Y
−84 −2272 33 Y
−88 3774 56113 Y
−100 2437745 116 Y
−120 74 3353 Y
−132 24112 56 Y
−148 223774114 56176 N
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Table 2: Coordinates of Rational CM Points on X ∗6
∆ r s Proved in [6]
−168 −72114 56 Y
−43 3774 21056 Y
−51 −74 210 Y
−228 2674192 3656 N
−232 3774114194 56236293 N
−67 3774114 21656 N
−75 114 210335 Y
−312 74234 56116 Y
−372 −2274194312 3356116 N
−408 −74114314 3656173 N
−123 −74194 21056 N
−147 −114234 21033567 Y
−163 31174194234 21056116176 N
−708 2874114474592 56176296 N
−267 −74314434 21656116 N
8.3 Norms of CM Points on X ∗
6
for 0 < −d ≤ 250
Here we give the norms for all CM points of fundamental discriminant ∆ = d or 4d for
0 < −d ≤ 250. This cut-off is arbitrary. It is also only for implementation reasons that we only
compute for fundamental discriminants (i.e. d squarefree).
Table 3: Norms of CM Points on X ∗6 for 0 < −d ≤ 250
∆ |t6(P∆)| |(1− t6)(P∆)|
−40 3753 2
3172
53
−52 223756 13
1232
56
−19 37210 13
2191
210
−84 227233 13
2
33
−88 377456113 2
5172412
56113
−120 743353 2
4192
3353
−132 2411256 3
4132
56
−136 314112173 2
6134412
116172
−148 22377411456176 13
2371472712
56176
−168 7211456 2
335192
56
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Table 3: Norms of CM Points on X ∗6 for 0 < −d ≤ 250
∆ |t6(P∆)| |(1− t6)(P∆)|
−43 377421056 19
2372431
21056
−184 31478176233 2
8134892
174232
−51 74210 3
4171
210
−228 26741923656 13
2172372
3656
−232 377411419456236293 2
31321724128921132
56236293
−244 26321194176296 19
4372472611
172296
−264 19439111 2
6192432
39113
−67 377411421656 13
2432612671
21656
−276 24232112 3
8231372
116
−280 3147423456112296 2
1213423211321372
56116296
−292 210314194512232 13
4174192672712
512236
−312 7423456116 2
435131172432
56116
−328 318118194512176413 2
61922348921372
512174412
−340 243187823456296416 13
41721942326121672
56296416
−91 31474226112 13
2174372672
226116
−372 22741943123356116 13
2232372612
3356116
−376 328314232416473 2
163741132
232414472
−388 214318314512112476 13
417443216721912
512116474
−408 741143143656173 2
6132192432672
3656173
−420 2127423456176 3
8232612
56174
−424 325712194296476533 2
91361943744121372
296476533
−436 26321712314176416536 13
643471210911912
172416536
−456 78192112176 2
639191672
116174
−115 31419422056112 13
41922326121092
22056116
−472 321194234314518536593 2
171942344728922332
518536593
−123 7419421056 3
4132232411
21056
−516 214314432312176 37
2412612
312172
−520 3187819443456112416596 2
6132174192374113223322572
56116416596
−532 2431474118234434512296536 17
41922323721092191223922632
512296536
−552 19443436512231 2
6134192432672
36512233
−139 321194234236176 19
42344321391
236172
−564 2478472112236 3
8134174471
116234
−568 31478234314512176472713 2
8194232412137225722812
512174476712
−580 220332434474512596716 13
841443447213922632
512596716
−616 32878434112232536716 2
1213837261423322812
116232536716
−628 26321194314474518118416 19
46127121571167223923112
5181112412
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Table 3: Norms of CM Points on X ∗6 for 0 < −d ≤ 250
∆ |t6(P∆)| |(1− t6)(P∆)|
−163 3117419423421056116176 13
26721092139215721631
21056116176
−660 247811443431256236 17
44726121092
31256234
−664 339474296596833 2
273744746147128922572
1112296596833
−696 112234314315293 2
12136234672
315116293
−708 287411447459256176296 3
41321922323724121092
56176296
−712 332198434594524836893 2
12194412432474113228123532
524836892
−724 210339594176536896 17
2414434674157218113592
1112536896
−744 712312594236296 2
9313412432
232296
−187 318114314220512232 13
417219437216321812
220512236
−760 3147811823431447456416716896 2
8134174192232472614137223323532
56416716896
−772 21431478314434512236592836 13
417443213922392311235923832
512234596836
−195 19431422656 3
8132192472
22656
−804 218112194672312296 13
61761941092
312116296
−808 3252343145946745181184761013 2
913623437241289225724012
51811124721013
−820 283287164746745122968961016 37
441247267410921672181226323832
5122968961016
−840 7443467431256112176 2
61341942341392
31256116174
−211 325712314236176236 41
461215722111
236172232
−852 24594712512112232 3
8134194472612711
512116236
−856 32171211219431471453683610161073 2
19136176194374281235324012
11653683610161073
−868 228328786745247121076 37
441467216321912211235924312
5247141076
−219 7823422639 13
4232412712
22639
−888 314474714518296 2
123133714126721392
518296
−904 33271619467417659289610761133 2
121381964326144492
59689410761132
−916 21033519443471441610161136 13
101984342291311238324312
111241210161136
−235 3147819431422056112296 17
41924721392181221122292
22056116296
−948 26194314674792315518 19
437247271210921572
315518
−952 328782327147945241761136 2
16434474712233240124492
5241742341134
−964 23434259479417124728361076 13
1237467423924792
1744728361076
−984 712112794312236413 2
1637243213921632
312116232413
−996 216712714832176296416 3
141364721572
172296416
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8.4 D = 10
8.5 Coordinates of Rational CM Points on X ∗
10
The following table gives the values of t10 (as defined by (48)) at the rational CM points of
X ∗10. These values verify the values in Table 4 of [6]. Again denote t10(PCM ) = (r : s).
Table 4: Coordinates of Rational CM Points on X ∗10
∆ r s Proved in [6]
−3 0 1 Y
−8 1 0 Y
−20 2 1 Y
−40 33 1 Y
−52 −2133 52 N
−72 53 3172 Y
−120 −33 72 Y
−88 3353 2172 N
−27 −263 52 Y
−35 26 7 Y
−148 2133113 5272132 N
−43 2633 5272 N
−180 −21113 132 Y
−232 33113173 225272232 N
−67 −263353 72132 N
−280 33113 2171232 N
−340 2133233 72292 N
−115 2933 13223 N
−520 33293 2372131472 N
−163 −293353113 72132292312 N
−760 33173473 72312712 N
−235 2633173 7237247 N
8.6 Norms of CM Points on X ∗
10
for 0 < −d ≤ 250
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Table 5: Norms of CM Points on X ∗10 for 0 < −d ≤ 250
∆ |t10(P∆)| |(2− t10)(P∆)|
−40 331 5
2
1
−52 213352 2
3131
52
−68 22511 2
4171
52
−88 33532172 11
1172
2172
−120 3372 5
3
72
−132 223651132 2
4112
52
−35 2671 2
152
71
−148 21331135272132 2
5172371
5272132
−152 1132151 11
4191
2154
−168 36113225472 11
2372
225472
−43 26335272 2
1192
5272
−212 235411376 2
11114531
5276
−228 22365117374132 2
4192372
5274
−232 33113173225272232 13
2192532
225272232
−248 5217322232 17
2194311
2254232
−260 2217374131 2
454
74
−67 26335372132 2
1112312
72132
−280 331132171232 5
3132
2171232
−292 223651173134292 2
4172532731
52134292
−308 245211323374292 2
14112194
5474292
−312 36173233225474312 11
4132732
225474312
−328 365123123312 11
4372
2352232
−83 21851132 2
3132192
54
−340 213323372292 2
352132171
72292
−372 22391132335474132372 2
8112312732
5474372
−388 223617329154132372 2
4114172971
54292372
−408 395111329374134312 11
2172194972
5274134312
−420 223629372372 2
456172
72372
−107 2215176 2
3174312
5476
−440 11323322134 5
6111
22132
−452 241161732915378 2
81141723141131
5678292
−115 2933132231 2
152112
132231
−472 395429321232312472 19
25917321132
2152232312472
−488 11917324134472 11
4132174
2456472
−123 215365174232 2
2134592
5274232
−520 332932372131472 5
4112172
2372131472
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Table 5: Norms of CM Points on X ∗10 for 0 < −d ≤ 250
∆ |t10(P∆)| |(2− t10)(P∆)|
−532 22365611323172292372532 2
101121921132
72232292372
−548 241162934135378132532 2
81141341941371
5678532
−552 3155241326136312 19
4312592
2654134
−568 361732314135474472 17
23127119721372
5474232472
−580 2236413132291532 2
457
291532
−155 21211374311 2
256112
74311
−628 233954113473292312532612 2
1311419213721571
52292312532612
−632 521164134712278134 11
41767911132
225478472
−163 29335311372132292312 2
1192592792
72132292312
−660 223947374232612 2
854112172
74232612
−680 1131734132476232 5
10114
2476232
−692 2717647354231312532 2
271763121731
510234532
−708 22365617341353374132234292372612 2
41145929721572
74234292372612
−712 3124715332753712 19
45327921732
2756472712
−728 176293533245276134712 17
41945941372
245876132712
−740 24116533234292371 2
858114
234292
−187 2123651113232312372 2
2134712
52232372
−760 3317347372312712 5
2112132191372
72312712
−772 22365129341353174132372612 2
4172113217321931
5274532612
−195 21236132292 2
256192
132292
−788 25176473593710134231 2
211321721925941971
56710234
−808 395441359322132232472712792 11
613215721972
2252232472712792
−203 2275211374134372 2
4116792
5474372
−820 223659374312372 2
857
74312
−840 362335332472134792 5
4114172192
2472134792
−852 2431252113473593136236612 2
121161947121932
54134236612
−868 243125253174291372 2
831213721972
5474294
−872 11617959324710294712 11
61923147121732
2456710294
−888 3184134732452294312792 31
2372594712972
2458294792
−227 233173136312 2
5174374
56132312
−920 23259323291472 5
15372
23231294472
−932 2617323241353352712314 2
121761945327142331
58712234314
−235 263317372372471 2
152112192
72372471
−948 2632159371352314372472612 2
261947921572
58372472612
−952 312527112274231792 17
2113219322332
225474234712
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