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Introduction générale 
 
 
 
Introduction générale 
 
A la base de toute mesure, les capteurs constituent le premier maillon de la chaîne 
d’acquisition qui permet de transformer une grandeur physique en une grandeur utilisable. 
Les signaux électriques issus de cette transformation nécessitent d’être mis en forme. C’est 
le rôle du conditionnement du signal qui consiste essentiellement à amplifier et filtrer les 
signaux électriques issus du capteur. Ce conditionnement est traditionnellement analogique. 
Les traitements du signal plus complexes sont ensuite réalisés de façon numérique.  
En effet, le traitement numérique du signal offre une plus grande flexibilité (programmation) 
et une sensibilité aux dispersions technologiques plus faibles que des solutions analogiques. 
De plus, les dimensions des fonctions numériques profitent plus de la miniaturisation des 
technologies que les fonctions analogiques. La présence d’une conversion 
analogique/numérique dans toute chaîne de traitement du signal et d’instrumentation de 
capteur est donc essentielle. 
 
Conditionnement
Analogique
Conversion 
Analogique
/Numérique
Conditionnement
Traitement 
NumériqueCapteurs
 
 
Les progrès rapides de cette miniaturisation dans les technologies profitent aux domaines de 
l’instrumentation de capteur permettant désormais de rassembler dans un même volume très 
réduit à la fois le capteur, l'électronique de conditionnement des signaux et les circuits 
numériques de traitement des données. Cette miniaturisation apporte de nombreux 
avantages tels que la réduction des coûts par la fabrication en grande série, l’amélioration de 
la fiabilité par la réduction du nombre de connexions, ou encore une meilleure immunité aux 
bruits. 
Les critères de performance des systèmes de mesures s’estiment par leurs résolutions, leurs 
consommations ainsi que leurs dimensions. L’amélioration d’un ou de plusieurs de ces 
paramètres passe forcément par un perfectionnement des éléments qui constituent la chaîne 
d’instrumentation.  
L’objectif de ce  travail de thèse porte donc sur la conception des éléments essentiels qui 
constituent la chaîne de conditionnement : la partie analogique, le convertisseur 
Analogique/Numérique, et l’implémentation numérique. Ce travail de thèse cifre s’est 
effectué en collaboration avec Mind et le CEA-LETI de Grenoble à travers 3 applications : 
une mesure de champ magnétique où nous avons conçu la partie analogique du 
conditionnement, une interface neuronale implantée où nous avons réalisé la partie 
conversion Analogique/Numérique,  et enfin une mesure aérodynamique en soufflerie où 
nous avons étudié le système complet (capteur, conditionnement, implémentation 
numérique). 
- 15 – 
 
Dans le premier chapitre, nous présenterons la conception d’un circuit analogique de 
conditionnement pour capteur magnétique à effet tunnel. Cette réalisation a pour cadre 
l’amélioration des performances d’une chaîne de mesure dans un roulement à billes. Le but 
est la mesure de vitesse et de position grâce au champ magnétique généré par les pôles 
magnétiques d’une roue codeuse dans le roulement. Les contraintes de l’application et la 
dispersion des capteurs ont conduit au développement d’une nouvelle architecture de lecture 
analogique composée de trois étages d’amplifications. Elle possède des calibrations 
numériques de gain et d’offset permettant de corriger les dispersions du capteur.  
Le deuxième chapitre décrit la conception d’un circuit de conversion Analogique/Numérique 
de type SAR (Successive Approximation Register). Le cadre du développement de ce 
convertisseur sera l’interfaçage du cerveau humain grâce des capteurs 
d’électrocorticographie (EcoG). Les performances de vitesse, de résolution, de 
consommation et de surface  des ADC SAR en font un élément particulièrement bien adapté 
aux signaux EcoG et aux contraintes d’intégration chez le vivant. Cette étude approfondie a 
abouti à des perspectives d’améliorations qui ont fait l’objet d’une proposition de brevet en 
cours de dépôt.   
Enfin, le troisième chapitre présente l’étude architecturale d’un convertisseur 
Analogique/Numérique Sigma-Delta intégrant le capteur comme élément actif du 
modulateur. Elle intervient dans le cadre de l’amélioration d’une chaîne d’instrumentation de 
capteur de pression dans la voilure des avions qui serviront à identifier les contraintes 
exercées lors d’essais en soufflerie. Les besoins de l’application en termes de temps de 
réponse du système, d’intégration d’un grand nombre de capteurs, et de synchronisation des 
données issues de la chaîne de lecture avec la soufflerie ont abouti à une architecture 
spécifique construite autour d’un Sigma delta de type incrémental. Il sera capable de fournir 
une sortie en réponse à des requêtes asynchrones. Cette étude propose une modélisation 
de chacun des éléments du système et aboutit à leur dimensionnement. L’étude de la partie 
filtrage numérique du convertisseur et l’optimisation de son implémentation numérique est un 
élément clef de cette architecture. 
L’ensemble de ces réalisations ont été validés par le flot de conception présent en ANNEXE 
3. 
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Liste des acronymes utilisés 
 
ADC : Analog to Digital Converter ou Convertisseur Analogique Numérique 
ASIC : Application Specific Integrated Circuit ou Circuit Intégré pour Applications Spécifiques 
BCI : Brain Computer Interface ou Interface Homme Ordinateur 
DAC : Digital to Analog Converter ou Convertisseur Numérique Analogique 
DNL : Differential Non Linearity ou non linéarité différentielle 
DRM : Design Rules Matching ou règles de conception liées à la dispersion d’une technologie CMOS   
DSP : Densité spectrale de puissance 
EcoG : ElectroCorticoGramme 
EEG : Electroencéphalogramme 
ENOB : Effectives number of bits ou résolution effective 
FIR : Finite impulse response, ou filtre à réponse impsulsionnelle finie  
FOM : Figure of merit, ou critère de qualité des ADC 
FS, TE : Fréquence d’échantillonnage et durée de la phase d’échantillonnage et de transfert de 
charges (TE=1/(2FS)) 
gm, AV : transconductance et gain en boucle ouverte de l’OTA 
GMR : Giant Magneto resistance ou Magnéto résistance géante 
IBIAS : Référence de courant 
INL : Integral Non Linearity ou non-linéarité intégrale  
Isink : Courant absorbé 
Isource : Courant fourni 
JTM : Jonction Tunnel Magnétique 
LSB : Least Significative Bit ou bit de poids faible 
MEA : Micro Electrode Array ou Réseau de Micro Electrodes 
MEMS : MicroElectroMechanical System ou microsystème électromécanique 
MSB : Most Significative Bit ou bit de poids fort 
OSR : Over Sampling Ration ou rapport de suréchantillonage 
OTA : Opérationnal Transconductance Amplifier ou Amplificateur Opérationnel à Transimpédance 
OTP : One Time Programmable ou une seule fois programmable 
RMS : Root Mean Square ou valeur efficace 
S/H   : Sample and hold ou échantillonneur bloqueur 
SAR : Successive approximation Register ou registre à approximations successives  
SNDR : Signal Noise Distorsion Ratio ou rapport signal sur bruit plus distorsion  
TMR : Tunneling magnetoresistance ou magnétorésistance à effet tunnel 
Σ/∆ : Convertisseur analogique/numérique Sigma/Delta   
 
 
- 17 – 
 
 
Chapitre 1 Chaîne d’amplification continue pour capteur TMR 
- 18 – 
Chapitre 1 
 
 
 
1. Chaîne d’amplification continue pour capteur 
TMR 
 
 
 
Ce chapitre décrit la conception et la réalisation d’un circuit pour le conditionnement 
analogique d’un capteur de type TMR (Tunneling Magneto Resistance). La première partie 
introduit le contexte et l’application liée aux roulements à billes. Les deux parties suivantes 
font l’état de l’art du capteur et des architectures de conditionnement associées. Elles 
aboutiront au choix de l’architecture la plus adaptée à notre application. La quatrième partie 
présente le dimensionnement puis la conception du circuit en technologie AMS 0.35 µm 
CMOS, avec seulement 3.59µVrms de bruit ramené en entrée sur une bande passante de 7.5 
kHz et une puissance consommée de 23.9mW. Pour compenser la dispersion des capteurs, 
le circuit permet des réglages d’offset et une calibration de gains grâce à un réseau de 
résistances R-2R programmables. Il contient également une mémoire de type OTP (One 
Time programmable Memory) qui sauvegarde les réglages associés à un capteur. Enfin la 
partie test et mesure fait le point sur les résultats finaux du circuit. 
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1.1. Introduction et contexte 
 
De nos jours, la plupart des systèmes mécaniques sont assistés par des capteurs et de 
l’électronique. Ainsi, la précision des mesures en temps réel de la vitesse et de la position 
sur des axes peut être améliorée grâce à l’intégration du système.  
En 1988, Baibich et ses collaborateurs observent une forte variation de résistance dans des 
multicouches composées d’un empilement alterné de couches de fer et de chrome lorsqu’un 
champ magnétique est appliqué [2]. Cette découverte, appelée magnétorésistance géante 
(GMR) a ouvert la voie à une nouvelle branche de la physique : l’Electronique de Spin [5]. 
Bien avant cela, en 1975, Juliere [4] mettait en évidence pour la première fois le phénomène 
de transport tunnel polarisé en spin à basse température dans une jonction Fe/Ge/Co. Ce 
domaine de recherche connaît un regain d’intérêt depuis 1995 avec la mise en évidence par 
Moodera [6] de fortes magnétorésistances à température ambiante dans des structures 
appelées jonctions tunnel magnétiques (JTM). Une jonction tunnel est formée de deux 
couches ferromagnétiques séparées par une fine barrière isolante. Les électrons injectés 
perpendiculairement dans une des électrodes magnétiques se polarisent suivant la direction 
de son aimantation puis traversent la couche isolante par effet tunnel. 
Les jonctions tunnel magnétiques (JTM) sont aujourd’hui utilisées dans le domaine des 
mémoires (MRAMS pour Magneto-resistance Random Access Memories) avec un 
fonctionnement binaire [4]. Nous nous intéressons ici au mode linéaire des capteurs TMR 
comme une meilleure alternative aux capteurs à effets Hall. L’application visée est la mesure 
de position et de vitesse dans un roulement basée sur une roue codeuse grâce à des TMR 
(Figure  1-1). D’autres applications sont cependant envisageables telles que la mesure de 
courant, le contrôle non destructif ou l’instrumentation médicale.  
 
Figure  1-1. Roulement SNR d’ancienne génération avec capteur à effet Hall 
 
Cette réalisation rentre dans le cadre d’un projet ANR du nom de CAMEL. Elle est le fruit 
d’une collaboration entre SNR roulement, MIND (Microtechnologie pour l’INDustrie) , le LPM  
(Laboratoire de Physique des Matériaux) de l’université Henri Poincaré de Nancy, et 
Sensitec. Le développement du capteur fait suite aux travaux de thèse de Grégory 
Malinowski. L’industrialisation du capteur est en charge de Sensitec en collaboration avec le 
LPM, la réalisation de l’électronique de traitement est confiée à MIND. Enfin, SNR se charge 
de l’agencement du capteur prototype comprenant des éléments sensibles TMR et le circuit 
de conditionnement intégré.   
Nous verrons dans le paragraphe suivant que, comparé aux technologies actuelles telles 
que les capteurs à effet Hall, la TMR a potentiellement une plus grande sensibilité, une plus 
faible consommation électrique, un meilleur rapport signal sur bruit et une plage en 
température de fonctionnement plus importante. 
Dans notre application, les pôles magnétiques de la roue codeuse en mouvement génèrent 
un champ magnétique sinusoïdal. Ce champ est caractérisé par sa longueur d’onde ou sa 
période spatiale λ. Pour la mesure de ce champ  afin d’extraire les informations sur la vitesse 
de rotation et la position angulaire du roulement, les TMR seront disposées en face des 
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pôles magnétiques. La distance entre chaque TMR se traduit par un déphasage entre 
chaque signal sinusoïdal en sortie du capteur. 
 La Figure  1-2 représente 4 capteurs en face des pôles magnétiques. Dans cet exemple, les 
capteurs sont équidistants entre eux d’une distance qui correspond au quart de la période 
spatiale.  
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Figure  1-2.  (a) Capteur  TMR en face de la roue codeuse,  (b) Champs magnétique généré par 
la roue codeuse vue par les TMR 
  
A l’état actuel d’avancement du projet, les capteurs  sont en cours de fabrication. L’interface 
électronique doit donc permettre de s’adapter à des variations des paramètres du capteur 
par rapport au cahier des charges initial. 
 
1.2. Description du capteur TMR 
 
Ces 30 dernières années, les avancées technologiques dans les méthodes d’élaboration des 
matériaux ont permis la mise au point de structures artificielles constituées de couches de 
quelques plans atomiques ou d’un empilement de ces couches appelé multicouche. Il est 
possible d’associer, au sein d’une même structure, des matériaux magnétiques d’une part, et 
des matériaux métalliques, supraconducteurs, semi-conducteurs ou isolants d’autre part. 
Ces nouvelles structures se sont révélées riches en propriétés spectaculaires telles que les 
couplages entre couches magnétiques [1], la magnétorésistance géante (GMR) [2], les effets 
magnéto-optiques géants [3], la magnétorésistance tunnel [4] ou encore la stabilisation de 
nouvelles phases cristallines, induites en général par les effets d’interface qui dominent les 
effets de volume. 
 
 
Une TMR est une structure composée de deux couches ferromagnétiques séparées par 
une très fine couche isolante typiquement de l’ordre de 1 à 2 nm. Les premières structures 
ont été développées en 1975 [4] et fabriquées de manière reproductible pour la première fois 
en 1995 [7]. La valeur de la résistance équivalente change en fonction de l’importance de 
l’effet tunnel qui dépend de l’orientation relative des couches magnétiques. La transmission 
d’un électron par effet tunnel d’une couche à l’autre est possible seulement lorsqu’un état de 
même énergie et de même spin est disponible des deux côtés de la barrière tunnel. Ainsi 
grâce à la structure de bande des matériaux ferromagnétiques, le taux de transmission des 
électrons est modulé par l’orientation relative des vecteurs magnétiques de chaque couche.  
Le niveau de transmission est maximal lorsque les vecteurs magnétiques sont parallèles, et 
minimal lorsque qu’ils sont antiparallèles (Figure  1-3).  
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Figure  1-3. Couches d’une jonction tunnel avec la représentation de sa résistance équivalente 
en fonction de l’orientation de différents vecteurs magnétiques.   
 
La jonction tunnel peut être réalisée avec différents matériaux tels que le MgO ou l’Al2O3 ce 
qui implique des caractéristiques TMR différentes (en bruit [7], résistivité, plage linéaire et 
enfin en dispersion en fonction du process de fabrication).  Sur la Figure  1-4, on peut voir par 
exemple  que la valeur de la résistance d’une TMR ainsi que sa sensibilité varient en 
fonction de la tension appliquée à ses bornes.   
 
Figure  1-4. Variation de la résistance  TMR expérimentale à base AL2O3 en fonction de la 
tension appliquée 
La résistance équivalente de la TMR n’est donc pas constante en fonction de la tension 
imposée à ses bornes sauf sur une plage très étroite de quelques mV (cf. Figure  1-4). C’est 
donc sur cette zone que nous ferons fonctionner les TMR. 
Le tableau ci dessous  récapitule les principales caractéristiques des capteurs à effet Hall et 
à technologie AMR et GMR. Les données obtenues sur les capteurs à effet hall sont tirées 
des références [7, 15] et celles sur les capteurs AMR et GMR sont tirées de la référence 
[10]. 
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Effet Hall AMR GMR TMR
Sensibilité (∆V/V)) 10 16 150 >10
Consommation (mA) 1 à 10 ≈1 ≈1 ≈0,01
Plage de Fonctionnement 
en température (°C)
-80/+160 -40/+125 -40/+125 -40/+125
Dérive de la sensibilité en 
température (%/°C)  
0,03 0,01 0,15 <0,15
Plage de Fonctionnement 
en champ magnétique (Oe)
10 à 1000 <50 <300 >300
Non-linéarité (%) 0,8 à 4 0,03 2 <2
Hystérésis (%) 0,03 0,5 <0,5
Bruit (nV/√Hz) 100 8,7 100 ≈0,1
 
Tableau  1-1.  Récapitulatif des caractéristiques principales des différents capteurs concurrents 
des TMR 
 
Les jonctions permettent d’envisager une consommation 100 à 1000 fois plus faible que celle 
des capteurs de ce tableau. Cette dernière peut être modulée en modifiant la taille des JTM 
et l’épaisseur de la barrière tunnel. Dernièrement, des études ont démontré que les jonctions 
tunnel magnétiques peuvent atteindre une sensibilité de 10-8Oe pour un rapport signal sur 
bruit égal à 1, ce qui correspond à un niveau de bruit mille fois plus faible que dans des 
capteurs GMR [16]. Évidemment, ces capteurs sont conçus pour des applications à très bas 
champ. Néanmoins, pour la même gamme de champ, la technologie TMR offre une 
sensibilité beaucoup plus importante que dans le cas des structures GMR. Un prototype 
complet développé par la société NVE a montré une sensibilité supérieure à 300 V/(V.T), 
deux fois plus importante que celle obtenue sur le meilleur capteur GMR. Par ailleurs, la 
dépendance de la résistance tunnel en fonction de la température est beaucoup plus faible 
que celle d’une structure GMR [17]. 
 
Le capteur final sera constitué de plusieurs TMR mises en série. Comme la sensibilité est 
dépendante de la tension aux bornes de chaque TMR, l’empilement des TMR permettra de 
les situer dans leur meilleure zone de linéarité et de sensibilité. Ce nombre de TMR série par 
capteur sera fixé par le constructeur en fonction de la sensibilité qu’il obtiendra sur la TMR 
finale, et fixera ainsi la valeur de la résistance équivalente et la tension aux bornes de 
chaque TMR. Notre hypothèse de travail est que  la variation  de la résistance ∆R est 
directement proportionnelle à sa valeur nominale R0. Les spécifications des TMR se trouvent 
dans la table 2. Etant donné que les TMR industrielles finales ne sont pas encore réalisées, 
les spécifications sont larges car elles prennent en compte tous les paramètres inconnus. 
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TMR
Température de fonctionnement [-40 ; 175°C]
Résistance équivalente d'une jonction [200 Ω ; 100 kΩ]
Champ magnétique mesurable
[-600 ; 600 G] to [-1 ; 1 G]
ce qui correspond à une distance de 0,3 à 4mm entre 
les TMR et les pôles magnétiques de la roue  
Alimentation en tension des TMR 0.8 V max [4]
Alimentation en courant des TMR [1 ; 500 µA] [5]
Fréquence de fonctionnement (champs 
magnétique d'entrée) 
[0 ; 7,5 kHz]
Sensibilité (∆R/R) > 10 %
Erreur de linéarité < 0.05 % sur la palge de travail
Dispertion relative de 4 bloc de TMR 
sur un même wafer
Resistance : ± 20%
 
Tableau  1-2. Spécifications des TMRs 
On constate que les valeurs d’alimentation en tension des TMR (0.8V max) peuvent paraître 
antagonistes avec le fait que leurs résistances équivalentes varient en fonction de la tension 
appliquée à leurs bornes. Il est d’ailleurs préconisé dans le paragraphe précédent 
d’appliquer seulement quelques mV aux bornes des jonctions Tunnel pour justement se 
situer dans la zone la moins sensible aux variations. Cependant, étant donné que le capteur 
final sera composé de plusieurs Jonctions mises en série, cette tension est à diviser par le 
nombre de jonctions. Plus ce nombre sera important, plus le capteur sera insensible aux 
variations de tensions.  
Un modèle haut niveau a été réalisé en verilogA. Cette modélisation permet de générer les 
signaux sinusoïdaux électriques de sortie des capteurs TMR. L’amplitude est paramétrable 
et  correspond à l’intensité du champ magnétique mesuré. Cette intensité dépend de la 
puissance du champ magnétique, de la distance entre le capteur et les pôles magnétiques, 
et de la sensibilité du capteur. Il possède également des paramètres de bruit blanc et de 
bruit en 1/f qui ont été extraits de résultats publiés dans la littérature [12]. La Figure  1-5 
représente la densité spectrale de la puissance de bruit du modèle du capteur au regard de 
la densité spectrale réelle que l’on observe dans [12]. Il permettra dans la partie réalisation 
du conditionnement d’effectuer des simulations mixtes et de valider le fonctionnement global. 
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Figure  1-5. Densité spectrale de la puissance du bruit (a)  du modèle, (b) de la publication [12] 
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1.3. Conditionnement et état de l’art 
 
Les actions effectuées par le conditionnement permettent généralement : 
· d’amplifier le signal pour le reste de la chaîne de traitement 
· de supprimer la  composante continue non souhaitée (offset) 
· de supprimer des bruits, par exemple de bruit de mode commun ou de bruit haute 
fréquence 
· de corriger des phénomènes de dérive, par exemple en température 
· de filtrer, par exemple pour éviter les repliements de spectre 
 
Les capteurs TMR étant des capteurs résistifs, la suite de cette partie résumera les 
méthodes de conditionnement résistives les plus connues avec leurs avantages et leurs 
inconvénients, ce qui nous permettra d’aboutir à l’architecture la plus adaptée pour notre 
application.  
1.3.1. Pont de Wheatstone 
 
Il existe différents types de conditionnement, mais le plus couramment utilisé dans le cas de 
capteurs résistifs (magnétorésistances, jauges de contrainte, thermistances, etc…) reste le 
pont de Wheatstone. Dans ce type de capteur, le signal électrique à mesurer est la variation 
∆R autour de la valeur sous excitation nulle R0 des résistances, due au phénomène auquel 
elles sont sensibles (respectivement, le champ magnétique, les déformations, la 
température, etc…). 
 
Le montage en pont de Wheatstone permet, lorsque le pont est équilibré, d’enlever la 
composante continue R0 du signal et de s’affranchir de la dérive, en température par 
exemple, qui pourrait intervenir lors de la mesure. Voici une schématique de ce montage ci-
après. 
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Si R01=R02=R03=R04, si ∆R1=∆R2=∆R3=∆R4=∆R (les capteurs ont la même sensibilité et voient 
le même signal, en valeur absolue, on dit que le pont est équilibré. La sortie V0 est alors 
nulle quelle que soit l’entrée. 
 
On connaît également des variantes à ce montage (dit « en pont complet ») qui permettent 
de diminuer le nombre de résistances sensibles : ce sont les montages en « demi pont » et 
en « quart de pont ». 
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Si le pont est équilibré, on a : 
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Si le pont est équilibré, on a : 
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Les tensions de sortie V0 du pont  sont ensuite généralement lues et amplifiées grâce à un 
amplificateur différentiel. Lorsque le pont n’est pas équilibré, une erreur d’offset est présente 
en sortie de l’amplificateur. Cette erreur est cependant corrigeable grâce à un circuit de 
calibration. 
On trouve même dans la littérature des architectures [14] où l’amplificateur différentiel est 
remplacé par un système de contre réaction (Figure  1-6). Ce système effectue à la fois une 
correction de l’erreur d’offset liée à un éventuel déséquilibre du pont, et en même temps la 
conversion analogique numérique. Le système s’efforce de faire tendre la sortie du pont à sa 
tension d’équilibre (Vréf) grâce un réseau de résistances que l’on ajoute ou que l’on retire du 
pont à l’aide d’interrupteurs. Ainsi, c’est la valeur numérique de la contre-réaction qui permet 
d’obtenir la quantification de la variation des éléments sensibles du pont.  
 
 
Figure  1-6. [14]  Pont actif différentiel à contre-réaction pour annuler l’offset  
 
 
Cependant les principaux inconvénients du pont de Wheatstone sont les suivants : 
 
1. En pont complet ou en demi pont, les éléments sensibles doivent varier dans un sens 
différent dans deux bras voisins du pont (R0+∆R d’une part, R0-∆R d’autre part), ou 
autrement dit, doivent avoir des sensibilités opposées. Dans la situation particulière où le 
signal à mesurer est sinusoïdal spatialement, il est facile d’obtenir cette propriété en plaçant 
des capteurs TMR en opposition de phase. Dans ce cas, le capteur n’est alors plus adapté à 
un signal de période spatiale différente, or dans notre application où les TMR sont placées 
en face des pôles magnétiques de la roue codeuse (cf Figure  1-2), la période spatiale 
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dépend de l’espacement entre chaque TMR. Tout écart d’espacement se traduirait alors par 
une erreur en sortie du pont.   
2. Le réglage des différentes valeurs de R0 doit être fait très précisément et une fois pour 
toute à la fabrication du pont.  
3. Si l’on travaille en quart de pont, il faut trouver une résistance R02 de compensation 
insensible au phénomène que l’on souhaite mesurer mais possédant le même type de dérive 
que l’élément sensible. Cette caractéristique est difficile à obtenir dans la mesure où les 
TMR ne répondent pas aux mêmes lois physiques que les résistances. 
 
Dans l’exemple particulier de notre capteur magnétorésistif, il est  difficile de réunir les 
conditions suivantes : 
• une bonne uniformité des valeurs R0i, à cause de la dispersion du procédé. En particulier 
dans le cas de magnétorésistances à effet tunnel (TMR), la couche déterminante (la 
barrière tunnel) fait quelques nanomètres d’épaisseur et la valeur de la résistance à 
excitation nulle est alors très sensible à la planéité, à la structuration et à la composition 
des couches sur lesquelles elle est déposée. 
• une variation des résistances dans des sens opposés dans les bras voisins du pont de 
Wheatstone. Bien que théoriquement possible – il suffit d’orienter les couches de 
référence dans des sens différents –, cette configuration est difficilement réalisable 
pratiquement, dans un procédé par plaquette (wafer) où les éléments sensibles n’ont des 
dimensions que de quelques microns. Une solution simple serait de travailler en quart de 
pont : malheureusement, outre les inconvénients inhérents à cette solution (non linéarité 
de la sortie), il est alors très difficile de compléter le pont par une résistance insensible au 
champ dont la dérive soit similaire à celle d’une magnétorésistance, en particulier dans le 
cas d’une TMR, puisque des phénomènes quantiques entrent en jeu, très différents de 
ceux d’une résistance classique. 
 
On trouve cependant dans la littérature des réponses à ces problèmes techniques : 
 
• Thalès, avec le brevet FR2809185, envisage le dépôt d’une piste métallique au 
dessus du pont, qui permet lors du passage d’un courant (générant donc un champ 
magnétique) d’orienter individuellement les différents capteurs du pont (Figure  1-7). 
Iset représente le courant qui passe dans la piste conductrice située au-dessus des 
jonctions. Le passage du courant dans la piste métallique génère un champ 
magnétique Hr qui oriente l’aimantation des couches de référence (flèche foncée) 
dans la direction adéquate. La flèche la plus claire représente la direction de 
l’aimantation de la couche sensible. Bien qu’astucieuse, cette technique demande de 
faire passer des courants importants (supérieurs à 1A) dans le capteur. Outre la 
difficulté de générer de tels courants dans des applications embarquées, leur 
présence peut perturber, voire détériorer, d’autres composants électroniques à 
proximité. D’autre part, cette technique limite le champ coercitif de la couche de 
référence (puisqu’elle doit pouvoir être retournée relativement facilement) et rend 
donc le capteur plus sensible aux forts champs : il peut par exemple être endommagé 
au contact d’un aimant permanent. Ceci oblige à la « réinitialisation » des différentes 
couches dures périodiquement, et cette fois, en plus des inconvénients cités 
précédemment, ce sont le bilan énergétique et la complexité du capteur qui en 
souffrent.  
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Figure  1-7. Schéma d’une structure en pont de Wheatstone comportant quatre TMR 
 
• D’autres publications (IBM, INESC, NVE) proposent de faire circuler ces courants 
sous haute température pendant la fabrication du capteur, ce qui permet aux couches 
d’avoir un champ coercitif plus important. Le procédé de fabrication devient alors 
relativement complexe et délicat, car des migrations de composants peuvent avoir 
lieu d’une couche à l’autre. 
• Certaines publications (INESC, Siemens, NVE, Bosch) proposent d’utiliser deux 
types d’éléments sensibles différents par leur couche de référence. Ces deux 
variantes du capteur sont obtenues par un procédé plus complexe, comportant plus 
d’étapes et donc plus coûteux.  
 
 
1.3.2. Oscillateurs 
 
Pour les capteurs résistifs ou capacitifs, il existe aussi des méthodes de conditionnement par 
oscillation. En effet, l’utilisation d’un oscillateur comme conditionneur permet de transférer 
sur la fréquence des oscillations, l’information liée à la valeur de l’impédance. Le signal 
délivré par l’oscillateur est donc modulé en fréquence. 
Ce type de montage offre plusieurs avantages : 
-L’information portée par la fréquence possède une immunité aux bruits supérieure à celle 
d’une information portée sur l’amplitude 
-La conversion sous une forme numérique est simple, elle consiste à compter les périodes 
du signal pendant un temps déterminé. 
-Le signal modulé en fréquence peut être transmis par voie hertzienne permettant alors des 
télémesures, utiles en particulier sur des pièces tournantes. 
 
Il existe deux grandes familles d’oscillateur à savoir les oscillateurs sinusoïdaux et les 
oscillateurs par relaxation.  L’exemple en Figure  1-8 fait partie de la deuxième catégorie, il 
s’agit d’un multivibrateur astable. Son étude permettra de comprendre les phénomènes liés à 
l’utilisation d’un oscillateur dans notre application. 
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Figure  1-8. Multivibrateur astable 
 
Ce montage à base d’amplificateur opérationnel fonctionne comme un comparateur dont la 
sortie bascule entre ses deux tensions de saturation. Sur la branche V+ du comparateur se 
trouve une référence imposée par le diviseur de tension des résistances R1 et R2. Sur la 
branche V-, on charge et décharge la capacité C au travers de la résistance R ce qui nous 
donne une constante de temps RC. Lorsque l’entrée V- atteint le même potentiel que l’entré 
V+, la sortie de l’amplificateur bascule. La période des oscillations est égale à 
)
2
1
21log(2
R
R
RCT +≈  
Cette période dépend aussi des tensions de saturation VSAT- à VSAT+de l’amplificateur qui ne 
sont pas intégrées dans cette équation. 
Pour notre application, il semble difficile d’utiliser des montages à oscillation car la 
connaissance actuelle du capteur ne permet pas d’avoir un modèle précis notamment en ce 
qui concerne la valeur de sa capacité équivalente.   
 
1.3.3. Boucle d’Anderson 
 
Les boucles d’Anderson sont une solution de conditionnement introduite dans [13]. Ce 
conditionnement consiste à effectuer des soustractions aux bornes des capteurs de manière 
active (grâce un soustracteur). Cette approche est similaire au pont de Wheatstone qui lui 
par contre effectue des soustractions passives. La Figure  1-9 représente une boucle 
d’Anderson avec un seul capteur résistif.  
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Figure  1-9. Circuit en boucle d’Anderson  
 
 
Vg est la tension aux bornes des TMR 
et Vref la tension aux bornes de la 
résistance de référence. RWN sont les 
résistances de ligne. Elles sont 
négligeables si les entrées du 
soustracteur sont haute impédance. 
Voici les équations de la sortie : 
 
)()( RrefIRgIVrefVgVOUT −=−=
 
)()( RrefIRRIVOUT −∆+=  
)/( IVRrefRg OUT+=  
Pour Rref=R 
)()( RIRRIVOUT −∆+=  
)( RIVOUT ∆=  
 
Les avantages de cette solution pour notre application sont : 
- l’absence de toute nécessité d’utiliser des capteurs de sensibilités opposées. Dans le cas 
des magnétorésistances, il n’est ainsi pas nécessaire d’orienter les couches de référence de 
certains capteurs dans des sens différents, 
- la possibilité d’ajuster le conditionnement à des résistances de valeurs à vide R0i 
différentes, connaissant par exemple une certaine dispersion du procédé, 
- de pouvoir éloigner le capteur de son conditionnement tout en restant insensible à la 
résistance des fils d’interconnexion ainsi qu’aux perturbations électriques captées sur ses 
mêmes fils (bruit de mode commun), 
- de pouvoir adapter le capteur à des signaux de différentes périodes spatiales. 
Bien évidemment, ce conditionnement permettra également : 
- d’amplifier le signal, 
- d’enlever sa composante continue, 
- d’être insensible aux dérives de la valeur à vide des différentes résistances. 
Dans [8] une comparaison entre le pont de Wheatstone et les boucles d’Anderson est 
proposée. L’étude aboutit aux mêmes conclusions. Dans [9], une solution avec gain 
différentiel pour chaque résistance est introduite.  
 
Le problème dans ce montage est l’utilisation systématique d’une résistance de référence de 
valeur Rref pour supprimer l’offset R du signal ∆R. Cette résistance doit rester insensible à la 
grandeur mesurée tout en ayant une dérive similaire (en température par exemple). Ceci 
n’est pas réaliste dans notre application à base de magnétorésistances à effet tunnel. 
L’absence de cette résistance de référence a pour conséquence une composante continue 
qui empêche l’utilisation de fort gain en sortie des capteurs qui engendrerait une saturation 
de la sortie. Or l’idéal de manière générale est de mettre un maximum de gain sur le ou les 
premiers étages d’amplification, afin de ne pas détériorer le rapport signal-sur-bruit. En effet, 
plus les forts gains sont proches du signal mesuré, moins on amplifie le bruit rajouté par les 
amplificateurs et l’électronique du circuit dans les étages suivants. Malheureusement, la 
composante continue liée au montage ne peut disparaitre qu’avec un montage additionnel.  
 
L’approche finalement retenue pour conditionner les TMR est une variante des boucles 
Anderson [9], [10]. Elle permet de résoudre les différentes difficultés techniques liées à la 
dispersion du capteur (notamment grâce à des réglages de gain sur l’étage soustracteur). Le 
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conditionnement choisi sera expliqué ci-après. Il tire pleinement parti du fait que le signal à 
mesurer est spatialement sinusoïdal, ou du moins peut être approximé correctement par une 
sinusoïde ou une portion de sinusoïde. Il permet de s’affranchir d’une résistance de 
référence. 
 
 
1.3.4. Conditionnement élaboré (approche par boucle d’Anderson) 
 
Les capteurs TMR doivent mesurer un champ magnétique donné par une roue codeuse 
(Figure  1-10a). Le conditionnement consiste à alimenter 4 capteurs TMR (R1, R2, R3, R4) 
soit en tension soit en boucle de courant [10]. Les capteurs TMR sont constitués de n 
résistances en série placées le long du champ sinusoïdal (réalisé par la roue codeuse) et 
espacés régulièrement.  Ils sont positionnés de façon à correspondre au quart de la période 
spatiale du champ magnétique (Figure  1-10b). Ce positionnement est assuré lors de la 
fabrication des TMR. Ainsi, dans les deux cas d’alimentation (boucle de courant ou 
générateur de tension), grâce au positionnement des TMR, la résistance équivalente totale 
des capteurs en série est constante (car la somme des variations est nulle) et donc le 
courant est constant.  Comme on peut le voir sur la Figure  1-10c, chaque sortie différentielle 
idéale des capteurs est un sinus déphasé de π/2.  Les signaux obtenus peuvent être 
amplifiés et corrigés en fonction de la dispersion des TMR. Le but de ce conditionnement est 
de fournir en sortie deux signaux appelés «sinus» et «cosinus» (en quadrature de phase), 
d’amplitudes égales et proportionnelles à l’amplitude du signal à mesurer. Ces signaux 
serviront de base à la mesure de vitesse et de position. 
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Figure  1-10. (a) Capteur  TMR en face de la roue codeuse,  (b) Champ magnétique généré par la 
roue codeuse vu par les TMR
 
, (c) Sorties différentielles des sorties des TMR 
Les tensions de sortie des capteurs sont : 
 
itRRV ⋅+∆+= ))0sin(( 1011 ϕω    (1) 
 
itRRV ⋅+∆+= ))1sin(( 2022 ϕω    (2) 
 
itRRV ⋅+∆+= ))2sin(( 3033 ϕω   (3) 
 
itRRV ⋅+∆+= ))3sin(( 4044 ϕω   (4) 
 
Avec φ et la différence de phase entre chaque bloc de résistance. Cette phase dépend de 
l’espacement entre chaque TMR (Idéalement φ=π/2 λ/4 ) 
Comme expliqué précédemment, l’objectif de l’interface capteur est de fournir deux signaux 
sinusoïdaux en quadrature de phase (c.à.d. un sinus et un cosinus) de même amplitude. 
Pour cela, il y a plusieurs possibilités. Dans le cas particulier où φ=π/2, on peut récupérer 
directement le sinus et le cosinus comme indiqué sur le schéma suivant : 
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Figure  1-11.  Schématique simple d'obtention du sinus et du cosinus à partir des TMRs 
 
D’après la Figure  1-11 on obtient l’équation suivante en sortie des premiers amplificateurs : 
iNtRRGV NNNN ⋅⋅−+∆+⋅= )))1(sin(( 0 ϕω  (5) 
Où GN  est le gain du Nième amplificateur et VN la sortie de l’amplificateur correspondant. 
Chaque gain GN  doit être calibré pour obtenir l’équation ci-dessous afin de corriger la 
dispersion des TMR : 
G1.R01= G2.R02=G3.R03= G4.R04= G.R0. (6) 
Ainsi les tensions VN deviennent égales entre elle, ce qui implique G1.∆R1= G2.∆R2= G3.∆R3= 
G4.∆R4= G.∆R car la construction du capteur impose que ∆RN soit proportionnelle à R0N. La 
conception par amplification différentielle telle qu’on le voit sur la Figure  1-12 aboutit aux 
équations suivantes : 
itRGV SINSIN ×



+×∆×= )
4
sin(2
pi
ω
 (7) 
itRGV SINCOS ×



+×∆×−= )
4
sin(2
pi
ω  (8) 
 
La seule contrainte dans le cas de cette première solution est la condition sur la valeur de φ 
qui conduit à avoir un motif de barrette adapté à la période spatiale du signal à mesurer (et 
donc non utilisable pour un signal de période spatiale différente). Le capteur n’étant pas 
finalisé, cette première méthode reste contraignante. 
 
Pour palier ce problème, une deuxième solution est proposée ci-dessous (Figure  1-12) dans 
laquelle on a ajouté un étage d’amplification afin d’être indépendant de la valeur de φ. 
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Figure  1-12. Schématique élaboré d'obtention du sinus et du cosinus à partir des TMR 
Les sorties sinus et cosinus sont alors égales à : 
itRGGV ×+×××∆×−= )
2
3
sin()
2
sin()sin(4 sinsin
ϕ
ω
ϕϕ
 (9) 
itRGGV ×+×××∆×−= )
2
3
cos()
2
cos()sin(4 coscos
ϕ
ω
ϕϕ
 (10) 
On note une différence d’amplitude du signal entre le cosinus et le sinus, dans un cas nous 
avons un cos(φ/2) et dans l’autre cas un sin(φ/2). Dans le cas où φ=π/2, ces deux tensions 
sont égales à cos(π/4)=sin(π/4)= 2/2 . Par contre si φ≠π/2 alors c’est le gain du dernier 
étage d’amplification qui nous permettra d’égaliser les 2 amplitudes : on choisira par 
conséquent GSIN et GCOS de manière à ce qu’ils satisfassent la relation: 
 
)
2
cos()
2
sin(
ϕϕ
×=× COSSIN GG  (11) 
Pour une application donnée, φ est constant et connu par définition : c’est un paramètre 
spatial d’adéquation entre la barrette et le signal à mesurer. Les gains du dernier étage 
permettront de s’adapter à ce paramètre.  
 
1.3.5. Synthèse 
 
Le tableau ci-dessous fait la synthèse des architectures précédemment étudiées. 
 
Correction disperssion 
capteur TMR (R0)
Correction position 
capteur (λ)
Mise en œuvre des 
corrections
Pont de wheatsone + 
Amplificateur différentiel
+ -- +
Pont de wheatsone + 
asservissement [4]
++ -- ++
Oscillateur - -- ++
Boucle d'anderson + -- +
Conditionnement élaboré + ++ -
 
Tableau  1-3 Synthèse des architectures de conditionnement de TMR 
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Le critère dominant dans le choix de l’architecture est la possibilité de pouvoir corriger 
l’erreur de position spatiale du capteur en face des pôles magnétiques de la roue codeuse. 
Le critère de mise en œuvre des corrections correspond à la facilité de calibration des 
capteurs. Dans le cas de la publication [4], la calibration est automatique grâce au système 
asservi. Dans le cas de l’oscillateur,  la sortie est un temps. Ce temps est facilement 
quantifiable numériquement grâce à un compteur. Un traitement numérique de la correction 
est ensuite simple à mettre en œuvre. Pour les autres architectures, à moins d’intégrer un 
convertisseur analogique numérique, la correction à effectuer est analogique. De plus, dans 
le cas de notre architecture élaborée, le fait de pouvoir corriger les erreurs de phase induit 
par le positionnement des capteurs entraîne nécessairement des calibrations 
supplémentaires. C’est pourquoi dans le tableau récapitulatif [Tableau  1-3], on peut voir que 
la mise en œuvre des corrections est la plus contraignante mais d’un autre coté la plus 
complète. 
La partie suivante détaille les besoins de l’application afin de dimensionner correctement 
chaque élément de cette architecture.  
 
 
1.4. Dimensionnement de la chaîne d’amplification 
 
1.4.1. Cahier des charges 
 
Le cahier des charges lié aux caractéristiques des TMR  est résumé dans le Tableau  1-2. Le 
circuit est un ASIC en technologie standard, mature et bon marché. En résumé, l’objectif est 
de fournir deux signaux sinusoïdaux en quadrature de phase de même amplitude (à 5mV 
prés) et avec moins de 2% d’erreur sur phase. Le circuit devra  posséder les réglages 
suffisant pour corriger une dispersion de 20% des capteurs TMR avec la précision voulue. Il 
devra aussi être très faible bruit sur une plage de fonctionnement de 0 à 7.5kHz et avoir une 
consommation aussi faible que possible. L’ensemble du cahier des charges de l’ASIC établi 
avec le client est résumé dans le Tableau  1-4. 
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Paramètres Unité Min Max Notes
Alimetation VDD V 3 3,6
Typiquement 3,3V avec un ASIC 
concue en technologie 0.35µm 
Alimentation en tension des capteurs V [0.4 ;VDD-0.4]
Alimentation en courant des capteurs µA 1 500
Erreur de linéarité entre le sinus et le 
cosinus final
0.5%
Erreur maximale avec une courbe 
linéaire idéale
Réglage du gain du sinus et du 
cosinus
2 500
Réglage de l'amplitude relative entre 
le sinus et le cosinus
1 1.5
Réglage de l'offset entre le sinus et le 
cosinus
V -1 1
Offset toléré entre le sinus et le 
cosinus
mV 5
Consommation du circuit mA 8 aussi faible que possible
Fréquence de coupure des sorties kHz 10
Filtre nécéssaire pour la réduction et 
le repliement du bruit 
Bruit maximal du circuit intégré sur 
la bande passante et ramené en 
entrée avec le gain maximum
µV 3.5 Aussi faible que possible
Déphasage entre le sinus et le 
cosinus engendré par le circuit
° 2
 
Tableau  1-4. Cahier des charges ASIC 
 
L’alimentation des capteurs se fera grâce à des sources de tension. L’indication de 
l’alimentation en courant correspond au courant que devront fournir les sources de tension. 
La valeur finale du courant à travers les TMR dépendra de la valeur de la résistance finale 
des capteurs.  
 
 
1.4.2. Architecture fonctionnelle 
 
Le cahier des charges de l’ASIC a abouti à l’architecture Figure  1-13. Elle représente  la 
schématique globale du circuit  avec tous les blocs nécessaires tels que les étages 
d’amplification, les cellules de polarisation, les références de tension, les cellules de test. Le 
circuit inclut aussi une mémoire programmable de type OTP (One Time Programmable) avec 
son lien série afin de calibrer tous les réglages du circuit (gain, offset) et les enregistrer pour 
un capteur TMR associé. L’architecture ainsi proposée permet d’obtenir deux tensions de 
sortie de même amplitude en prenant en compte la dispersion des capteurs et aussi de 
l’électronique. Le système est ratiométrique (proportionnel) par rapport à l’alimentation. La 
technologie retenue est la CMOS 0.35µm d’AMS. 
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Figure  1-13. Schématique globale avec tous les éléments à réaliser 
 
Le choix et la répartition des gains et des réglages sont détaillés dans le paragraphe suivant. 
 
1.4.3. Choix de conception et de dimensionnement 
1.4.3.1. Choix et résolution des réglages et répartition des gains 
1.4.3.1.1. Premier étage 
Le premier étage doit permettre de corriger ±20% de dispersion des capteurs imposé par la 
table des spécifications TMR. Pour cela, un gain variable de 1 à 1.5 est nécessaire. 
L’exemple ci-dessous illustre cette plage de correction: 
Soit une TMR avec une résistance nominale de 100Ω et avec une dispersion de ±20%. Afin 
d’égaliser les amplitudes de sortie du premier étage (cf équation 6), il faudra appliquer les 
gains suivants : 
-RMIN*GNmax=80*1.5=120 
-RTYP*GNtyp=100*1.2=120 
-RMAX*GNmin=120*1.0=120 
L’erreur de correction liée à la précision de ce réglage se retrouve en fin de chaîne amplifiée 
par les gains du deuxième et dernier étage. L’erreur maximale tolérée par le cahier des 
charges fixera la résolution et la répartition des réglages. Pour ce faire, il faut considérer les 
deux types d’erreur à savoir l’erreur DC (l’erreur d’offset) et l’erreur AC (l’erreur d’amplitude). 
En effet d’après les équations 9 et 10, les amplitudes AC sont amplifiées par un gain de 
)2/sin(*4 _ ϕ×COSSING  induit par les soustractions du montage en plus des gains 
maximums du circuit, alors que les erreurs d’offset sont multipliées seulement par les gains 
du montage. Les gains maximum DC et AC sont donc différents et implique donc des 
contraintes différentes. 
 
• On considère dans un premier temps la précision de la  correction du premier étage 
en considérant l’erreur de correction DC. L’erreur de sortie sera maximale avec l’utilisation 
du gain maximum prévu par le cahier des charges (500) et ne doit pas excéder 5mV d’offset 
sur la sortie. On se place donc dans ce cas où l’on a besoin du gain maximal et que l’entrée 
DC correspond au maximum de la dispersion.  
Cela se traduit par l’équation suivante : 
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005.0))1(( ≤×−×− TOTALNMAXMAX GainMAXGINDCINDC δ  (12) 
 
Avec DCMAXIN la valeur DC maximale en sortie du premier étage, GainMAXTOTAL la valeur du 
gain  maximal total, et NGδ la valeur du pas de quantification du gain de correction du 
premier étage. Cette valeur du pas de quantification correspond donc aussi à l’erreur 
maximale résiduelle après correction. Elle  est égale à : 
 
Résol
NN
N
GG
G
2
minmax−
=δ
  (13) 
D’après (12) , on obtient : 
 
INDCGainMAX
G
MAXTOTAL
N
×
≤ 005.0δ     (14) 
 
Avec (13) et (14) On obtient alors une résolution de : 
 
)2log(
)log(min)maxlog( NNN GGGRésol
δ−−
≥     (15) 
 
Pour connaitre cette résolution minimale, il faut d’abord connaître la valeur de notre DCMAXIN. 
Celle-ci est imposée par l’alimentation des capteurs et par la dispersion max de ceux-ci. 
 
Si on choisit les valeurs maximales  du cahier des charges, on a [0.4V ;VDD-0.4V] sur nos 4 
capteurs en série. Avec VCC=3.3V, chacune des 4 TMRs voit une différence de potentiel de 
0.625V à ses bornes. Cette différence de potentiel constitue la valeur DC en sortie du 
premier étage sans amplification. Cependant pour pouvoir amplifier l’amplitude en sortie du 
capteur sans saturer à cause de cette composante continue, on décide d’alimenter les TMR 
entre 0.64V et 2.64V typique, soit une différence de potentiel typique de 0.5V par TMR. Ces 
valeurs prennent en compte deux autres considérations. Premièrement le fait que la 
résistance statique  R0 du capteur soit sensible à la tension imposée à ses bornes. Moins 
cette valeur sera importante, moins le capteur sera sensible à cette variation. Et 
deuxièmement pour assurer un fonctionnement dans le régime linéaire de l’amplificateur du 
premier étage. On garde cependant une possibilité d’une alimentation extérieure au moyen 
de plots supplémentaires. Ce choix permettra si nécessaire de placer le capteur dans sa 
meilleure zone de linéarité. La tension aux  bornes des capteurs varie aussi en fonction de la 
dispersion des TMRs pour atteindre une valeur maximale de 0.66V lorsque  toutes les TMR 
ont une dispersion maximale de -20% sauf une qui à une dispersion de +20%, cette dernière 
se retrouvant à ce potentiel de 0.66V (Figure  1-14). 
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Figure  1-14. Représentation d’un cas de dispersion entrainant la tension DC maximale en sortie 
du premier étage 
On peut voir sur cette figure l’utilisation des gains minimaux et maximaux pour corriger les 
dispersions maximales du capteur avec G1=GNmin=1 et  G2=G3=G4=GNmax=1.5. 
Ce cas de dispersion parait peu probable dans un procédé de fabrication industriel. Nous 
gardons cependant ce cas  pour être conforme au cahier des charges. 
Avec DCMAXIN=0.66V, GainMAXTOTAL=500, VCC=3.3V on obtient d’après (14) : 
 
61096.2 −×≤NGδ   51051.1 −×≤NGδ  
 
Ce qui nous donne pour le réglage du premier étage d’après (15) : 
 
BitsRésol 01,15≥  
 
Une telle résolution est extrêmement difficile à réaliser car du même ordre de grandeur que 
le bruit. De plus si on s’impose une correction uniquement sur le premier étage, on ne prend 
pas en compte les dispersions du reste du circuit. Pour relâcher les contraintes sur le 
premier étage, on peut répartir les réglages sur les autres étages d’amplification. En effet, 
l’erreur DC sur l’étage d’enté peut être corrigée par un réglage d’offset sur le dernier étage. 
Pour être corrigée facilement par un réglage d’offset, l’erreur en sortie ne doit pas excéder 
±VCC/2. Cette condition se traduit par l’équation suivante où l’on remplace simplement les 
5mV de l’équation (14) par VCC/2 : 
 
1
/)2/(
+
−
≤
INDC
INDCGainMAXVCC
G
MAX
MAXTOTAL
Nδ  (16) 
 
Avec VCC=3.3V, GainMAXTOTAL=500, DCMAXIN=0.66 on obtient d’après (16) 
005.0≤InputStageGainδ  
 
Avec (15), on trouve pour le réglage du premier du premier étage:  BitsRésol 64.6≥  
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• Si on considère maintenant l’erreur AC (l’erreur d’amplitude), il faut multiplier le gain 
maximum par )2/sin(4 ϕ× . 
Dans le cas idéal ou φ=π/2 on obtient l’équation : 
 
005.022))1(__( ≤××−×− TOTALInputStage GainMAXGainINACINAC δ  (17) 
 
Avec AC_IN l’amplitude de sortie du premier étage. 
On remarque cependant que si l’on veut utiliser le gain maximum, on ne peut pas utiliser la 
sensibilité minimale de 10% prévue par le cahier des charges. En effet si on ne veut pas 
saturer les sorties avec GainMAXTOTAL=500, l’amplitude maximale d’entrée doit au plus être 
égale à : 
 
mVGainMaxVDDINAC
TOTALMIN
27.2)22/(_ =×=
 
 
Cela revient à une sensibilité du capteur de 0.45%. Malgré qu’une si faible sensibilité ne soit 
pas prévue par le cahier des charges, on effectue quand même le calcul avec cette valeur : 
 
005.022))1(__( ≤××−×− TOTALInputStageMINMIN GainMAXGainINACINAC δ  (18) 
 
Soit : 
INACGainMAX
G
MINTOTAL
N
××
≤
22
005.0δ  (19) 
 
 
D’après (14), on trouve : BitsRésol 33,8≥  
 
Avec d’autres valeurs de sensibilité, on ne peut pas utiliser le gain maximum prévu par le 
cahier des charges. On utilise cependant un gain adapté pour obtenir la dynamique 
maximale de sortie.  
Ainsi : VINACGainINACGainMAX TOTALMINTOTAL 3.3_2222 ≈××=××  
La résolution calculée pour une sensibilité minimale est donc valable pour des sensibilités 
plus élevées. C’est donc cette valeur de résolution calculée avec des signaux AC qui est la 
plus contraignante. Ce résultat sera affiné en fonction du choix des réglages de gain présent 
sur le dernier étage. 
 
1.4.3.1.2. Etage du milieu et dernier étage 
Après réglage de la dispersion du capteur, il est nécessaire d’amplifier au maximum le signal 
de sortie du premier étage. On considère un gain moyen de 2 sur le premier étage pour ne 
pas saturer sa sortie. Il reste donc un gain de 250 à répartir entre l’étage du milieu et le 
dernier étage.  Ainsi,  on décide d’introduire un gain variable de 1 à 32 sur l’étage du milieu 
et un gain variable de 1 à 8 sur le dernier étage. Cela permet d’avoir un maximum de gain 
sur l’étage du milieu et de garder une flexibilité de réglage sur le dernier étage. 
Au niveau du dernier étage, un réglage de la référence est aussi nécessaire pour corriger 
l’erreur DC du premier étage. Pour assurer un maximum de 5 mV d’offset entre le sinus et le 
cosinus, un pas de quantification  DC de 10 mV pour chaque voie est envisageable sur une 
plage de correction de ±1,65V. L’équation suivante permet de trouver la résolution 
nécessaire à ces conditions : 
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)2log(
)log(min)maxlog(
_
réfréfréf
réfRésol
δ−−
≥  
Soit : BitsréfRésol 37,8_ ≥  
Il est enfin également nécessaire d’introduire un réglage de gain fin sur ce dernier étage. 
Pour rappel d’après (11), une variation de la phase φ engendre un écart d’amplitudes sur les 
sorties SINUS et COSINUS. Le cahier des charges ne spécifie pas de minimum ni de 
maximum pour cette correction de  phase. Le graphe ci après représente le rapport 
d’amplitude entre le sinus et le cosinus de sortie en fonction de la phase. Il a été obtenu par 
simulation fonctionnelle avec des modèles idéaux d’amplificateurs sur toute la chaîne de 
mesure. 
1,5
40° 140°
 
Figure  1-15. Rapport Amplitude_Cos/Amplitude_Sin en fonction de la phase φ des signaux de 
sorties des TMR 
On constate qu’avec un gain de 1à 1.5, on couvre une variation de φ allant de 40° à 140° 
soit 90°±50°. C’est donc cette plage de réglage qui  est choisie. Ce gain variable permet 
aussi de légèrement relâcher les contraintes sur le réglage du premier étage et ainsi 
d’envisager une résolution de 8 bits au lieu des 9 requis (8,33). Les réglages de gain du 
dernier étage permettront aussi de corriger la dispersion de l’électronique de 
conditionnement. 
 
Le tableau ci-dessous récapitule la répartition et la résolution des réglages qui font suite aux 
précédentes réflexions.  
 
Gain global Gain fin Gain global Gain fin Ajustement 
offset
Résolution (bits) Ø 8 2 8 8
[Min:Max] [1,8;1,8] [1:1,5] [1:8] [1:1,5] [0V:3,3V][1:32]
Etage d'entrée Etage du milieu Etage de sortie
Gain global
3
 
Tableau  1-5. Répartition et résolution  des gains de la chaîne d’amplification du circuit de 
conditionnement 
Le gain de 1.8 du premier étage correspond au gain maximal  choisi pour ne pas saturer les 
sorties en cas de forte sensibilité obtenue sur le capteur. 
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1.4.3.2. Considérations et autres choix de conception 
 
-Le premier étage d’amplification différentiel doit posséder des entrées avec une haute 
impédance afin de ne pas absorber le courant des TMR et rendre les résistances de ligne 
négligeables. Le choix d’un amplificateur d’instrumentation s’est donc naturellement imposé.  
 
-Le deuxième et le troisième étage doivent posséder des amplificateurs avec suffisamment 
de bande passante pour ne pas déphaser les signaux. En effet, le système ne propose pas 
de réglage de la phase lié à un déphasage de l’électronique. 
 
- Le circuit possèdera une référence de tension globale en milieu d’alimentation (VCC/2) et 
une référence de tension plus basse (VCC/4) sur le premier étage pour compenser la 
composante continue. Les valeurs de courant  absorbé (Isink) et de courant fourni (Isource) 
seront fixées en fonction des besoins de l’ensemble du circuit. 
 
 
1.5. Conception chaîne d’amplification 
 
1.5.1. Premier étage 
 
Le premier étage est composé de 4 amplificateurs d’instrumentations (Figure  1-16), eux 
même composés de 3 amplificateurs opérationnels (Figure  1-17). Afin de traiter au mieux les 
signaux de sortie des TMRs, 2 amplificateurs ont été conçus et placés en fonction des 
modes communs des entrées. Le premier est un amplificateur avec une paire différentielle 
NMOS et le second avec une paire différentielle PMOS.  
 
Figure  1-16. (a) Représentation de la répartition des amplificateurs PMOS et NMOS du premier 
étage 
Les gains différentiels GN sont réalisés grâce à 3 AOP. Il se décompose en un gain statique 
GA et un gain programmable GB pour la dispersion des TMR. GA est réalisé à partir des AOP 
A1 et A2  grâce aux résistances R et r : 
R
r
GA
2
1+=      (20)    
 Afin de limiter le bruit blanc (en 4KTR), les résistances utilisées dans l’amplificateur 
d’instrumentation sont assez faibles (R=5kΩ et r=4KΩ). Par contre, cette valeur oblige 
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l’étage de sortie des amplificateurs à fournir un courant adapté. Cela nous donne un gain 
GA=1.8 qui permet de ne pas saturer la sortie. 
 
Le gain GB est réalisé grâce à un réseau de résistances R-2R. Il possède un réglage sur 8 
bits pour un gain compris entre 1 et 1,5. Cette résolution assure une erreur suffisamment 
faible avant les prochains étages d’amplification. 
))*2/()2/((*
1
0
RDACBRfeedback
RIN
Rfeedback
G
N
KN
KB ∑
−
−+= (21) 
K est le numéro du bit et BK la valeur du bit K (0 ou 1) 
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Figure  1-17. Architecture d’un amplificateur d’instrumentation de l’étage d’entrée 
 
L’appariement du réseau R-2R de résistance est un point clef. L’écart type de cet 
appariement donné par σc =A_R/√(WL) dans le DRM de la technologie avec  A_R=6,5% µm, 
W et L la largeur et la longueur des résistances. Les dimensions choisies aboutissent à un 
écart type inférieur à 0,01%. Ce résultat permet de rendre négligeable l’influence de la 
dispersion des résistances sur la linéarité du réseau R-2R.   
 
Deux AOP composés d’une paire différentielle et d’un étage de sortie avec un condensateur 
de compensation Miller ont été conçus. Le premier possède une paire différentielle NMOS et 
le second une paire différentielle PMOS. Chaque amplificateur permet de fonctionner à un 
mode commun différent en fonction des besoins du circuit. Ils ont respectivement seulement 
0.86µVRMS et 1.18µVRMS de bruit intégré ramené en entrée sur la bande 0-10 kHz. Cette 
valeur est compatible avec les 3.5µVRMS de bruit du circuit complet.  
 
 
1.5.1.1. Amplificateurs PMOS 
Il s’agit du premier amplificateur opérationnel que l’on retrouvera dans le design de plusieurs 
autres blocs du circuit.  Il est constitué d’une paire différentielle PMOS en entrée et d’un 
montage source commune en sortie. Cet amplificateur a été optimisé faible bruit et est 
capable de supporter des niveaux de tension proches de la masse en entrée et d’absorber 
de forts courants en sortie. Il a besoin d’un générateur de courant de 11uA sur son entrée 
IBIAS afin de l’alimenter au travers de différents miroirs de courant. Enfin, il possède 2 
entrées complémentaires de mise en stand by. 
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op_LN_RG
103,43dB
383,6 uA
2,38MHz
67,27°
34,36°
1,18uV rms
320uA
12mA
phase margin
gain margin
isource
isink
Bruit intégré 1-10kHz
Cell name
Gain BO
conso
gain*bandwith
(a) (b) (c)
Vout
Vin1 Vin2
Vdd
IBIAS
__
en
enen
__
en
 
Figure  1-18. Amplificateur PMOS, (a) schématique, (b) performance, (c) layout 
Condition de test : Entrée=1.65V (milieu de la plage de fonctionnement) Charge : 100MΩ et 
10pF, courant 11 µA 
1.5.1.2. Amplificateur NMOS 
Le deuxième amplificateur de base du design est constitué d’une paire différentielle NMOS. 
Il a été conçu pour supporter de forts niveaux de tension (proche de l’alimentation) et être 
capable de fournir du courant en sortie. L’amplificateur à base de transistor Nmos a aussi été 
orienté faible bruit. Dans cette technologie AMS 0.35µm, les composantes de « flicker 
noise » ou bruit en 1/f sont proches là où dans d’autres technologies, il est courant de voir un 
rapport  supérieur à 2 entre Pmos et Nmos. Sur la bande 0-10Khz, les performances en bruit 
de cet amplificateur Pmos sont proches de la version Nmos. 
op_NP_RG
108dB
212,4 uA
5,28MHz
61,8°
29,9°
0,86uV rms
5mA
120uAisink
phase margin
gain margin
Bruit intégré 1-
10kHz
isource
Cell name
Gain BO
conso
gain*bandwith
(a) (b) (c)
Vin1 Vin2
Vdd
IBIAS
__
en
en
__
en
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Figure  1-19. Amplificateur NMOS (a)  schématique,  (b) performance,  (c ) layout 
Condition de test : Entrée=1.65V Charge : 100MΩ et 10pF, courant 11uA  
La puissance consommée de chaque amplificateur d’instrumentation est de 2.6mW pour un 
bruit de 2.5µVRMS intégré ramené en entrée sur la bande 0-10Khz. Le tableau ci-dessous 
résume les caractéristiques des montages d’amplificateurs d’instrumentation.  
 
Amplitude 
d'entrée Gain idéal
Consommation Gain Simulé Bruit intégré ramené en entrée sur 
la bande 0-10Khz
1.8 973.5uA1.7988 2.893µVrms
2.25 1.014mA2.2472 2.588µVrms
2.7 1.054mA2.6916 2.407µVrms
1.8 706.1uA1.7972 2.62µVrms
2.25 792.2uA2.2452 2.28µVrms
2.7 915.8uA2.6888 2.073µVrms
Ampificateur Full 
Nmos
Ampificateur
Pmos&Nmos
25mV
25mV
 
Tableau  1-6. Performances du premier étage 
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L’écart des gains entre les valeurs idéales et les valeurs simulées est lié à la présence 
d’interrupteurs qui modifient les rapports résistifs. Ses interrupteurs sont nécessaires au test 
et leur fonction est détaillée dans la partie test. Les simulations de chaque bloc prennent en 
compte leurs perturbations. 
1.5.2. Deuxième étage 
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Figure  1-20. Amplificateur différentiel du second étage 
Les sorties du premier étage sont connectées à un second étage composé de 4 
amplificateurs différentiels (Figure  1-20). Il réalise les premières soustractions et une 
amplification globale nécessaire à l’obtention des sinus et cosinus finaux. La composante 
continue des capteurs est éliminée avec la soustraction. Chaque amplificateur différentiel est 
composé de l’AOP à paire différentielle Nmos. Il possède également un réglage de gain (de 
1x à 32x) sur 3 bits qui permettent de gérer 5 interrupteurs (grâce à un décodeur 3 vers 5). 
Pour compenser l’erreur de gain due à la valeur des résistances de ces interrupteurs de 
sélection du gain, des interrupteurs « dummy » ont été rajoutées aux entrées de 
l’amplificateur dans le but de rendre les lignes de signaux identiques. De même, les 
résistances parasites des interrupteurs d’aiguillages du test de ce bloc ont été prises en 
compte afin que les valeurs de gain soient conformes. 
  
Gain 
théorique Gain simulé
Bruit intégré 0-10Khz 
ramené en entrée Consommation
1 1,022 2,48µVrms 221µA
2 1,992 2,04µVrms 221µA
4 3,94 1,8µVrms 221µA
8 7,84 1,68µVrms 221µA
16 15,66 1,62µVrms 221µA
32 31,19 1,59µVrms 221µA
 
Tableau  1-7 Performances de l’étage du milieu 
 
1.5.3. Troisième étage 
 
Enfin, l’étage de sortie (Figure  1-21) est composé de 2 amplificateurs différentiels. Ils 
possèdent une calibration fine sur 8 bits (1x à 1.5x) ainsi qu’un gain global sur 2bits (1x à 
8x). L’association du gain global du deuxième et du troisième étage permet d’avoir une 
amplitude de sortie maximale. Cet étage possède aussi une référence ajustable pour 
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corriger l’offset global du système. Celle-ci est réalisée grâce à un convertisseur analogique 
numérique 8 bit  suivi d’un amplificateur rail-to-rail. Enfin l’étage possède un filtre passe bas 
du premier ordre à 10Khz.   
Rfeedback
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network
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Figure  1-21. Amplificateur différentiel du dernier étage avec réglage de la référence, du gain et 
filtrage à 10Khz 
 
1.5.3.1. Amplificateur Rail to rail 
Cet amplificateur possède 2 paires différentielles en entrée, une à base de transistor PMOS 
et l’autre avec des NMOS.  Cela permet à l’entrée d’être proche des tensions d’alimentation. 
L’étage de sortie a aussi été conçu sur un modèle rail-to-rail ce qui permet à cet 
amplificateur d’être entièrement rail-to-rail. La qualité de ce type d’amplificateur dépend 
fortement de l’étage de recombinaison des signaux issus des 2 paires différentielles.   
  
op_rail-to-rail
106dB
166uA
1,297MHz
67,5°
29,9°
5uV rms
phase margin
gain margin
Bruit intégré 1-10kHz
Cell name
Gain BO
conso
gain*bandwith
(a)
(b) (c)
Paire différentiel PMOS Paire différentiel NMOS Etage de sortie
Miroir de courant
 
Figure  1-22. Amplificateur rail-to-rail (a) schématique,  (b) performance,  (c ) layout 
 
Chapitre 1 Chaîne d’amplification continue pour capteur TMR 
- 45 – 
La double paire différentielle a été dessinée comme les paires différentielles des 
amplificateurs à entrées NMOS et PMOS décrits précédemment. 
 
1.5.3.2. DAC 8 bits de réglage de la référence 
Le Dac utilisé est une cellule bibliothèque. Il est  constitué d’un double réseau de 
résistances. Le premier est constitué de 16 résistances, il permet de faire une approximation 
grossière (bits de poids fort). Le second (bits de poids faible) est constitué également de 16 
résistances. Il permet de diviser le pas grossier obtenu en un pas 16 fois plus fin. Pour ne 
pas fausser le résultat ce DAC a besoin d’un amplificateur suiveur à haute impédance 
d’entrée. L’amplificateur utilisé est l’amplificateur rail-to-rail précédemment décrit pour 
disposer de la totalité de la dynamique. Cette structure est monotone par construction. 
 
Power Supply 0-3,3V
Resolution 8Bit
DNL ± 0.25 LSB
INL ± 0.25 LSB
Power 
Consumption 0.917mW
(b)
(c)
(a)
 
Figure  1-23.Schématique du DAC 8 (a) schématique,  (b) performance,  (c ) layout 
La qualité du layout dépend principalement du design des résistances pour obtenir une 
bonne linéarité différentielle et du faible impact du Ron des résistances dans l’aiguillage des 
chemins. 
 
1.5.3.3. Le filtrage 
L’étage de sortie possède un filtre passe bas du premier ordre à 10kHz. Il est formé par les 
résistances du gain grossier de la boucle de contre réaction de l’amplificateur et de 
condensateurs associés. Afin que la fréquence de coupure reste la même quel que soit le 
gain, un système d’interrupteurs permet de rajouter des condensateurs en parallèle lorsque 
que le gain est faible et inversement afin de conserver un produit RC constant. 
 
1.5.3.4. Performance globale 
 
Les performances globales du dernier étage sont résumées dans la table ci-dessous. 
Amplitude d'entrée Gain 
recommandé
Gain Simulé 
(500Hz)
Amplitude 
de sortie
bandwith 
(Hz)
bruit intégré 0-10Khz 
ramené en entrée
Consommation          
(A)
41,7mV à 83,3mV 8 7,98 10,15K 9,1µVrms 665µ
83,3mV à 166,7mV 4 3,98 10,21K 9,54µVrms 664,9µ
166,7mV à 333,3mV 2 2 10,24K 10,56µVrms 664,9µ
333,3mV à 0,67V 1 1 10,25K 12,81µVrms 664,9µ
666mV à 
1,33V
 
Tableau  1-8 Performances du dernier étage  
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1.5.4. Autres bloc 
 
1.5.4.1. La Référence de tension 
La référence de tension est construite à partir d’un diviseur résistif (Figure  1-24). Il permet de 
générer une tension à VCC/2 et une autre à VCC/4. Ces tensions sont reliées au reste du 
circuit respectivement grâce aux amplificateurs NMOS et PMOS montés en suiveur. La 
première référence est présente sur tout le circuit. Le choix du Nmos permet de fournir le 
courant nécessaire. Le VCC/4 est présent sur l’étage d’entrée afin de ne pas saturer la sortie 
à cause du mode commun. L’amplificateur PMOS qui le compose est prévu pour absorber le 
courant nécessaire.  
Les résistances du diviseur résistif sont réalisées par des transistors pmos montés en 
résistance. Cela permet d’avoir une plus grande résistivité pour moins de surface. Le choix 
de la valeur de ces résistances est un compromis entre surface, consommation et bruit. Une 
capacité de filtrage a été ajoutée pour limiter le bruit. 
 
(a)
(b)
(c)
min typ max
VCC 3V 3.3V 3.6V
VCC/2 1,5V 1,649V 1,799V
VCC/4 0,7504V 0,8254V 0,9V
Conso total 479µA 724µA 1,12mA
Contribution 
en Bruit <2%sur le premier étage
 
Figure  1-24. Référence de tension du circuit (a) schématique,  (b) performance,  (c ) layout   
 
 
 
1.5.4.2. Amplificateur d’alimentation des TMR 
 
(a) (b)
 
Figure  1-25. Alimentation des TMR constituée d’une référence haute (a) et d’une référence 
basse (b) 
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Le réseau de TMR est alimenté par une référence haute VH de 2,64V et une référence 
basse VL de 0,64V proportionnelle à VCC. VL est obtenue grâce à un amplificateur doté 
d’une paire différentielle Pmos et VH d’une paire différentielle Nmos.  
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L’étage de sortie intègre les résistances qui permettent d’obtenir la tension voulue (gain de 
tension). VH et VL ont besoin d’une tension VinH=VinL=VCC/2 fourni soit grâce au VCC/2 
interne  par le bloc référence, soit par un plot externe.                                                     
op_NP_RG
1,65V
2,6V
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37 uA
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26°
4,7mA
phase margin
gain margin
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Cell name
Gain BO
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conso
(a) (b) (c)
 
Figure  1-26. Amplificateur d’alimentation haute  des TMR (a) schématique,  (b) performance,  
(c) layout   
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Figure  1-27. Amplificateur d’alimentation basse des TMR (a) schématique,  (b) performance,  (c) 
layout   
  
1.5.4.3. La Cellule de Polarisation 
La cellule de polarisation est constituée d’un band gap (partie centrale) conçue à partir de 
PNP latéraux dont les collecteurs sont reliés au substrat. Ce type de PNP est 
essentiellement fourni pour réaliser des band gap en technologie purement CMOS. Cette 
partie centrale doit également disposer d’un miroir de courant suffisamment précis pour que 
le courant soit identique dans chaque branche, d’où une taille conséquente visible sur le 
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layout. La partie de gauche est le circuit d’enclenchement où la valeur du courant attendu est 
donné par la définition suivante :
R
NVt
I
)ln(
=
    
avec Vt = 
q
KT
,  N le rapport des surfaces entre les 2 PNP ou le rapport du nombre de PNP 
et R la résistance. Ce courant est ensuite miroité via un réseau de NMOS et de PMOS. La 
partie de droite représente les miroirs de courant qui alimentent les blocs du circuit. 
min typ max min typ max
7.45uA 10.3uV 13uA 104uA 127.8uA 182uA
Courant fourni Consommation totale
(a)
(b) (c)
 
Figure  1-28. Résultats de la cellule de polarisation IBIAS 
 
1.5.4.4. TEST INTEGRE 
 
- Le circuit doit être conçu pour permettre de tester indépendamment chacun des blocs. Les 
simulations devront prendre en compte les perturbations engendrées par les interrupteurs de 
test. Il possèdera aussi des options de mise en sommeil (ou stand by) afin de mesurer la 
consommation de chaque partie. 
 
Le but du test intégré est d’avoir la possibilité d’observer et de qualifier les blocs  internes du 
circuit. Pour cela on déconnecte les entrées et les sorties de chaque bloc et on injecte des 
stimuli par des entrées additionnelles de test. On observe ensuite les sorties multiplexées 
sur des plots de sortie additionnels ou sur les sorties propres du circuit. On peut donc tester 
indépendamment chaque étage. Un troisième plot de test a été ajouté pour tester 
séparément le DAC 8 bits et son amplificateur rail to rail de l’étage de sortie décrit 
précédemment. Tous les éléments additionnels introduits pour faciliter le test ont été inclus 
dés le début de la conception dans les schémas de simulation pour analyser leur impact. 
Le test permet également de couper l’alimentation de certains blocs (grâce à la présence de 
stand by) pour analyser la consommation de certains blocs. 
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1.6. Implémentation  et mesure de test 
 
Les parties numériques et analogiques ont été indépendamment simulées lors de la 
conception. Les parties analogiques ont été simulées en utilisant les pires cas 
technologiques, de température et de tension d’alimentation (corner) préconisés par le 
fondeur, ainsi qu’en Monte Carlo.  
Ces simulations ont été faites à plusieurs niveaux et avec plusieurs outils :  
• Partie analogique : Spectre 
• Partie numérique : Verilog XL  
Enfin des simulations complètes mixtes SpectreVerilog ont été mise en place pour vérifier la 
fonctionnalité globale du circuit. Le capteur a été modélisé en verilog-A avec les mêmes 
spécifications en bruit que l’on retrouve dans [12]. 
1.6.1. Simulations globales 
 
 
Figure  1-29 Schématique CADENCE puce complète  
 
Le but des simulations globales est de vérifier le fonctionnement de toutes les étapes de 
réglage en recréant des situations compatibles avec la dispersion prévue des capteurs, puis 
de vérifier que ces réglages ne dérivent pas en température. Nous présenterons donc dans 
ce document plusieurs cas représentatifs : 
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-Le cas idéal : les TMR ne sont pas dispersées et leur positionnement assure un 
déphasage de 90° entre les signaux de sortie. Il su ffit de régler l’amplitude et l’offset de 
sortie en fin de chaîne.  
 
-Le cas faible gain : les TMR sont dispersées et déphasées de 90°+/-40°. Elles possèdent 
une bonne sensibilité dans leur zone linéaire de fonctionnement ce qui permet d’utiliser un 
faible gain grossier global (<16)   
 
-Le cas fort gain : les TMR sont dispersées et déphasées de 90°+/-40°. Elles possèdent 
une faible sensibilité dans leur zone linéaire de fonctionnement ce qui oblige d’utiliser un 
fort gain grossier global (>16). Cela amplifie d’autant plus les erreurs et un ajustement 
final de la référence vient s’ajouter aux réglages précédents. 
 
 
La figure ci-dessous représente le cas fort gain et les étapes de réglage nécessaire.  
 
 
Figure  1-30. Procédure de réglage 
 
Le premier réglage consiste à égaliser les tensions de sortie du premier étage. Il s’effectue 
avec un champ magnétique statique ou nul en face des TMR. Une légère erreur de 
correction liée à la résolution 8 bits du réglage de gain persiste. La seconde étape est 
l’égalisation des références de sortie en un point proche de VCC/2. Cela permettra aux 
tensions de sortie de ne pas saturer si elles sont trop proches d’un rail d’alimentation et 
d’exploiter la pleine dynamique. On applique maintenant le champ magnétique tournant en 
face des TMR (par modélisation) afin de régler la dynamique des sorties sinus et cosinus 
grâce aux gains globaux. Le réglage de gain fin de l’étage de sortie permet maintenant 
d’égaliser les amplitudes de sortie. Enfin, à cause de l’amplification de l’erreur de réglage du 
premier étage, un ajustement de référence est de nouveau nécessaire.  
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1.6.2. Layout et implémentation 
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Figure  1-31. Photographie de la puce 
 
Le circuit a été réalisé en technologie 3.3V AMS 0.35µm CMOS et occupe une superficie de 
12.7mm².  
 
Le layout de tous les éléments qui composent le circuit a été réalisé dans les règles de l’art 
d’un bon appariement. Les paires différentielles des amplificateurs sont appairées avec une 
architecture  centroïde à 2 dimensions. Les dimensions des transistors sont telles que l’on a 
une déviation standard %1.0
.
_
)( ≈=∆
LW
PA
Pσ  . 
Les résistances ont une structure appairée symétrique avec annulation des effets 
thermoélectriques, une grande dimension et la présence de dummy pour assurer une 
gravure uniforme de chacun des éléments qui constituent la résistance.    
Le layout de l’étage d’entrée consiste à assembler quatre étages en respectant la même 
orientation et en limitant l’écartement entre chaque bloc. La consommation propre du circuit 
et de l’environnement ne prévoit pas la présence d’un gradient de température qui pourrait 
apporter un déséquilibre des étages entre eux. Il faut également éviter de ramener du bruit 
par la référence locale mais comme le circuit fonctionne sans horloge et avec des courants 
relativement faibles les risques sont très limités. 
 
Le second étage est agencé suivant les mêmes critères que l’étage d’entrée, quatre modules 
positionnés suivant la même orientation et le plus proche possible. La résistivité de la ligne 
de distribution de la référence doit être la plus proche pour chacun des quatre blocs 
(connexion en étoile plutôt qu’en série).  
 
Le layout de l’étage de sortie est constitué par l’assemblage de deux blocs identiques et 
assez proche de l’étage central mais avec leur propre référence réglable. C’est le câblage 
des entrées qui différentie le SINUS du COSINUS. La capacité du filtre a été répartie tout 
autour du bloc pour optimiser la taille de la cellule. 
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1.6.3. Mesure de test 
  
Les mesures ont été effectuées grâce à une carte de test spécialement développée autour 
d’un socket QFN48. Le matériel utilisé est le suivant :  
• Oscilloscope LECROY 104Mxi, 
• Générateurs de tension pour l’alimentation de la carte de test (Agilent E3631A) 
• Multimètre multi-voies Keithley 2700 avec la carte de switching Keithley 7700. 
• Carte de stimulis et d’acquisition numérique et analogique NI USB-6259 (bornier à 
vis) 
• Logiciel acquisition (LABVIEW 8.6) 
• Multimètre TEKTRONIX DMM155 
 
Les tests ont été effectués sur le système complet sans capteur mais avec une émulation de 
celui-ci. Le premier test à effectuer est celui de la PPTRIM. En effet, tous les bits de réglage 
et de mode de fonctionnement du circuit sont contenus dans cette mémoire. Son 
fonctionnement est obligatoire pour tester toutes les parties analogiques du circuit. Une 
procédure de test est décrite dans la notice d’utilisation de cette IP. Son fonctionnement 
étant conforme, la suite récapitule les tests de chaque partie analogique qui compose le 
circuit dont les caractéristiques ont été définies plus tôt. 
 
1.6.3.1. Test de Consommation 
Les options de mise en sommeil de certaines parties du circuit ont permis d’isoler la 
consommation de celles-ci. Le tableau ci-dessous représente les consommations relevées 
grâce aux simulations et grâce au test. Les parties surlignées correspondent aux blocs reliés 
à une même mise en sommeil (STBx pour Stand by)  
 
Consommation (mA) simulation TEST 
Alimentation TMR haute 0,037 
Alimentation TMR basse 0,03 
Etage d'entrée 3,612 
4,065 4,16 
Etage milieu 0,884 0,884 0,95 
ampli 0,442 0,442 0,55 
rail-to-rail 0,332     
DAC 0,554     
Etage 
sortie 
Total 1,328     
PPTRIM     0,08 
bias 0,254     
Référence VCC/2 et VCC/4 0,724   
TOTAL 6,869  7,32 
STBI
STBM
STBO
 
Tableau  1-9.  Relevé des consommations par simulation et par test de la puce réelle 
 
On constate une consommation légèrement plus élevée sur toutes les parties du circuit. Cela 
peut facilement s’expliquer par une légère dispersion des cellules de polarisation en courant 
du circuit qui fixe le courant dans tout le circuit.  
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1.6.3.2. Test de l’étage d’entrée 
La tension de sortie du premier étage est définie par : 




++=
255
5.0*
1*8.1*
4__
K
V
V
V elledifférenti
CC
entréeampliout  
Cette équation correspond à l’équation (5) avec les valeurs réelles de gain et K la valeur 
décimale du réglage codé sur 8 bits. 
Sortie étage entrée
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)
Etage1 Amp1 Asic 1
Etage1 Amp2 Asic 1
Etage1 Amp3 Asic 1
Etage1 Amp4 Asic 1
Etage1 Amp1 Asic 2
Etage1 Amp2 Asic 2
Etage1 Amp3 Asic 2
Etage1 Amp4 Asic 2
Etage1 Amp1 Asic 3
Etage1 Amp2 Asic 3
Etage1 Amp1 Asic 4
Etage1 Amp2 Asic 4
Etage1 Amp3 Asic 4
Etage1 Amp4 Asic 4
Etage1 Amp1 Asic 5
Etage1 Amp2 Asic 5
Etage1 Amp3 Asic 5
Etage1 Amp4 Asic 5
Etage1 Amp1 Asic 6
Etage1 Amp2 Asic 6
Etage1 Amp3 Asic 6
Etage1 Amp4 Asic 6
Etage1 Amp1 Asic 7
Etage1 Amp2 Asic 7
Etage1 Amp3 Asic 7
Etage1 Amp4 Asic 7
Etage1 Amp1 Asic 8
Etage1 Amp2 Asic 8
Etage1 Amp3 Asic 8
Pas sortie étage entrée
-1.000
-0.500
0.000
0.500
1.000
1.500
2.000
2.500
3.000
3.500
0 50 100 150 200 250
Bits GAIN
P
as
 
(m
V)
Asic 1 Delta Amp1 (mV) Asic 1
Asic 1 Delta Amp2 (mV) Asic 1
Asic 1 Delta Amp3 (mV) Asic 1
Asic 1 Delta Amp4 (mV) Asic 1
Asic 2 Delta Amp1 (mV) Asic 2
Asic 2 Delta Amp2 (mV) Asic 2
Asic 2 Delta Amp3 (mV) Asic 2
Asic 2 Delta Amp4 (mV) Asic 2
Asic 3 Delta Amp1 (mV) Asic 3
Asic 3 Delta Amp2 (mV) Asic 3
Asic 4 Delta Amp1 (mV) Asic 4
Asic 4 Delta Amp2 (mV) Asic 4
Asic 4 Delta Amp3 (mV) Asic 4
Asic 4 Delta Amp4 (mV) Asic 4
Asic 5 Delta Amp1 (mV) Asic 5
Asic 5 Delta Amp2 (mV) Asic 5
Asic 5 Delta Amp3 (mV) Asic 5
Asic 5 Delta Amp4 (mV) Asic 5
Asic 6 Delta Amp1 (mV) Asic 6
Asic 6 Delta Amp2 (mV) Asic 6
Asic 6 Delta Amp3 (mV) Asic 6
Asic 6 Delta Amp4 (mV) Asic 6
Asic 7 Delta Amp1 (mV) Asic 7
Asic 7 Delta Amp2 (mV) Asic 7
Asic 7 Delta Amp3 (mV) Asic 7
Asic 7 Delta Amp4 (mV) Asic 7
Asic 8 Delta Amp1 (mV) Asic 8
Asic 8 Delta Amp2 (mV) Asic 8
 
(a) (b)
 
Figure  1-32. Test du gain fin du premier étage (a) Sortie, (b) INL 
 
Les gains du premier étage sont conformes (Tableau  1-10). Cependant, on constate une 
perte de la monotonicité pour les deux amplificateurs du haut de l’étage d’entrée entre la 
transition 127 et 128 sur certains circuit. Le pas moyen est de 1.752mV.  
théorique simulé réel
Pas moyen 1,757mV 1,757mV 1,752mV
 
Tableau  1-10. Pas moyen du gain fin du premier étage 
Ce phénomène a pu être reproduit en simulation en reportant les valeurs des résistances de 
ligne entre la référence et le premier étage. En effet, les variations de courants au travers 
des résistances de ligne dues à l’incrémentation du réglage du premier étage entrainent un 
léger offset. Celui-ci est inférieur au pas de quantification sauf sur 2 puces. Une modification 
du layout devrait permettre de fortement diminuer ce phénomène.  
 
1.6.3.3. Test de l’étage du milieu 
La tension de sortie idéale est la suivante : 
VrefMGGVV elledifférentimiddleampliout += _*__  
 
Gain GROSSIER Etage milieu
0.000
2.000
4.000
6.000
8.000
10.000
12.000
14.000
16.000
18.000
20.000
22.000
24.000
26.000
28.000
30.000
32.000
34.000
1.022 1.992 3.940 7.840 15.660 31.190 1.022 1.022
GAIN théorique
G
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n
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u
ré
Erreur Gain GROSSIER Etage milieu (mesure/théorie)
0.0%
2.0%
4.0%
6.0%
8.0%
10.0%
12.0%
1.022 1.992 3.940 7.840 15.660 31.190 1.022 1.022
GAIN théorique
Er
re
u
r 
%
Erreur Gain grossier GG_M etg1 ASIC1
Erreur Gain grossier GG_M etg2 ASIC1
Erreur Gain grossier GG_M etg3 ASIC1
Erreur Gain grossier GG_M etg4 ASIC1
Erreur Gain grossier GG_M etg1 ASIC2
Erreur Gain grossier GG_M etg2 ASIC2
Erreur Gain grossier GG_M etg3 ASIC2
Erreur Gain grossier GG_M etg4 ASIC2
Erreur Gain grossier GG_M etg1 ASIC3
Erreur Gain grossier GG_M etg2 ASIC3
Erreur Gain grossier GG_M etg3 ASIC3
Erreur Gain grossier GG_M etg4 ASIC3
Erreur Gain grossier GG_M etg1 ASIC4
Erreur Gain grossier GG_M etg2 ASIC4
Erreur Gain grossier GG_M etg3 ASIC4
Erreur Gain grossier GG_M etg4 ASIC4
Erreur Gain grossier GG_M etg1 ASIC5
Erreur Gain grossier GG_M etg2 ASIC5
Erreur Gain grossier GG_M etg3 ASIC5
Erreur Gain grossier GG_M etg4 ASIC5
Erreur Gain grossier GG_M etg1 ASIC6
Erreur Gain grossier GG_M etg2 ASIC6
Erreur Gain grossier GG_M etg3 ASIC6
Erreur Gain grossier GG_M etg4 ASIC6
Erreur Gain grossier GG_M etg1 ASIC7
Erreur Gain grossier GG_M etg2 ASIC7
Erreur Gain grossier GG_M etg3 ASIC7
Erreur Gain grossier GG_M etg4 ASIC7
Erreur Gain grossier GG_M etg1 ASIC8
Erreur Gain grossier GG_M etg2 ASIC8
Erreur Gain grossier GG_M etg3 ASIC8
Erreur Gain grossier GG_M etg4 ASIC8
(a) (b)
 
Figure  1-33.Test du gain global du deuxième étage (a) Sortie, (b) INL 
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Les gains grossiers de l’étage du milieu sont fonctionnels. On remarque un écart max de 
10% sur les valeurs de gain en comparaison avec la théorie (Tableau  1-11). 
 
min max
1 1,022 0,9198 0,99134
2 1,992 1,7928 1,93224
4 3,94 3,546 3,8218
8 7,84 7,056 7,6048
16 15,66 14,094 15,1902
32 31,19 29,3186 30,2543
Gain réelGain 
théorique Gain simulé
 
Tableau  1-11. Gain du deuxième étage 
 
Plus les gains sont élevés et plus l’erreur est faible (en pourcentage). Cette erreur est à 
relativiser car elle englobe l’erreur liée à la tension de référence. En effet, les référence de 
tension en entrée sont réglée manuellement (écart de quelques mV) avant chaque mesure. 
A cause de la ratiométrie du circuit, l’imperfection du réglage impacte la précision de la 
mesure. 
1.6.3.4. Test de l’étage  de sortie 
 
Pour le test du gain, doit obtenir : 
Vref
n
GainVV grossierelledifférentisortieampliout +

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
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Gain GG_O SINUS ASIC2
Gain GG_O COSINUS ASIC2
Gain GG_O SINUS ASIC3
Gain GG_O COSINUS ASIC3
Gain GG_O SINUS ASIC4
Gain GG_O COSINUS ASIC4
Gain GG_O SINUS ASIC5
Gain GG_O COSINUS ASIC5
Gain GG_O SINUS ASIC6
Gain GG_O COSINUS ASIC6
Gain GG_O SINUS ASIC7
Gain GG_O COSINUS ASIC7
Gain GG_O SINUS ASIC8
Gain GG_O COSINUS ASIC8
Gain GROSSIER étage sortie
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25.0%
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ERREUR Gain GG_O SINUS ASIC1
ERREUR Gain GG_O COSINUS ASIC1
ERREUR Gain GG_O SINUS ASIC2
ERREUR Gain GG_O COSINUS ASIC2
ERREUR Gain GG_O SINUS ASIC3
ERREUR Gain GG_O COSINUS ASIC3
ERREUR Gain GG_O SINUS ASIC4
ERREUR Gain GG_O COSINUS ASIC4
ERREUR Gain GG_O SINUS ASIC5
ERREUR Gain GG_O COSINUS ASIC5
ERREUR Gain GG_O SINUS ASIC6
ERREUR Gain GG_O COSINUS ASIC6
ERREUR Gain GG_O SINUS ASIC7
ERREUR Gain GG_O COSINUS ASIC7
ERREUR Gain GG_O SINUS ASIC8
ERREUR Gain GG_O COSINUS ASIC8
(a) (b)
 
Figure  1-34. Test du gain global du dernier étage (a) Sortie, (b) INL 
Les valeurs des gains grossiers pour l’étage de sortie sont  : 
Min Max
8 7,98 7,66 7,98
4 3,98 3,7 3,98
2 2 1,76 2
1 1 0,78 1
Gain réelGain 
recommandé Gain simulé
 
Tableau  1-12 Gain grossier du dernier étage 
Les écarts avec les valeurs théoriques sont à nuancer car elles englobent l’erreur liée à la 
tension de référence et l’offset des amplificateurs. Les erreurs sur la tension de référence 
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proviennent de la ratiométrie de l’alimentation qui est réglée manuellement (écart de 
quelques mV). 
Pour le test du gain fin, on obtient les courbes suivantes : 
Sortie SINUS (test gain fin)
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 Tension SIN (V) ASIC3
 Tension SIN (V) ASIC4
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 Tension SIN (V) ASIC6
 Tension SIN (V) ASIC7
 Tension SIN (V) ASIC8
Pas dac gain fin sortie SINUS
0.00
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0.04
0.06
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Pas SIN (mV) ASIC7 Pas SIN (mV) ASIC8
(a) (b)
 
Figure  1-35. Test du gain fin du dernier étage (a) Sortie, (b) INL  
 
Les appels de courant sur Vref sont 10 fois plus faibles que sur les amplis d’entrée (page 16) 
à cause de la valeur des résistances. Les performances du DAC s’en ressentent directement 
(Tableau  1-11). 
théorique simulé réel
Pas moyen du gain fin 97,6µV 97,5µV 96,5µV
 
Tableau  1-13 Pas moyen du gain fin du dernier  étage 
Le pas moyen est de 96.5µV pour sinus et 96.4 µV pour le cosinus (écart-type de 14µV) 
 
1.6.3.5. Test des DACs de l’étage de sortie 
 
On lit la sortie des DAC sur les plots de test. On doit obtenir une rampe allant de 0 à VCC qui 
correspond à l’équation théorique : 
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(a) (b)
 
Figure  1-36.Test du DAC du dernier étage (a) Sortie, (b) INL   
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Le DAC gérant l’offset de sortie du COSINUS et du SINUS est totalement fonctionnel.  
théorique simulé réel
Pas moyen du DAC 12,89mV 12,85mV 12,82mV
Min-Max DAC 0-0 10mV-30mV 10mV-43mV
 
Tableau  1-14 
Le pas moyen est de 12.82 mV avec un écart-type de 0.44 mV. Le DAC est monotone. Le 
résidu haut du DAC est en moyenne à 43mV (3 LSB), celui du bas est de 10mV (1 LSB). 
Cette écart est du à la saturation de l’amplificateur utilisé. 
 
1.6.3.6. Test charge limite de l’alimentation capteur 
 
On regarde ici à a partir de quelle valeur de résistance la tension des alimentations des TMR 
chute. 
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Figure  1-37. Test de charge maximal des alimentations TMR (a) Sortie, (b) courant   
Pour une résistance globale de TMR de 800Ω minimal, soit 200 Ω par TMR, on a encore le 
fonctionnement du circuit. 
 
1.6.3.7. Test référence 
On vérifie ici que la tension de référence est ratiométrique tel que : 
2_
VCC
V asicREF =   
Erreur Théorie/Mesure Vref (%)
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Erreur ThéorieMesure Vref (%) asic6
Erreur ThéorieMesure Vref (%) asic7
Erreur ThéorieMesure Vref (%) asic8
 
Figure  1-38. Test de la référence globale du circuit. 
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L’erreur maximale de la référence est de 0.30%. Cette fluctuation de l’erreur est liée au 
réglage manuel de l’alimentation qui influe directement la tension Vref qui est ratiométrique. 
 
1.6.3.8. Test circuit complet 
 
Le tableau ci-dessous répertorie les pires cas capteur (dispersion max, déphasage max…) 
que le circuit permet de corriger afin d’obtenir une sortie sinus et cosinus avec moins de 2% 
d’erreur.  
Test Stimuli Sortie Figure 
Effet TMR 
typique 
R0N=100KΩ, 
φ=90°, 
 ∆RN=100mV, 
fréquence=10Khz 
Sortie SIN et COS à 
l’oscilloscope 
  
Dispersion 
max   
R0N=100KΩ ±20%, 
 φ=90°, 
 ∆RN=100mV, 
fréquence=1Khz 
On ajuste les gains 
d’entrée de façon à 
obtenir un COSINUS 
et SINUS en sortie de 
même amplitude. 
  
Test 
déphasage 
max 
R0N=100KΩ,  
φ=70°à140°, 
∆RN=100mV, 
 fréquence=1Khz 
On ajuste les gains 
cosinus et sinus de 
façon à obtenir un 
COSINUS et SINUS 
en sortie de même 
amplitude et même 
offset. 
  
Test 
sensibilité 
minimum 
en 
dynamique 
avec carte 
de test 
R0N=100KΩ, 
 φ=90°,  
∆RN=2mV,  
fréquence=1Khz 
On ajuste les gains 
cosinus et sinus de 
façon à obtenir un 
COSINUS et SINUS 
en sortie de même 
amplitude et même 
offset. 
  
 
Les résultats de test et de simulations sont résumés dans le Tableau  1-14. Les réglages du 
circuit permettent d’obtenir moins de 2% d’erreur maximale sur la phase et l’amplitude des 
sinus et cosinus de sortie. Cette précision était requise pour la mesure de vitesse et de 
position dans notre application de roue codeuse. Les linéarités des gains et du DAC sont 
inférieures à un LSB (c.à.d. un bit de poids faible).  La dérive en température ne perturbe pas 
l’égalité des amplitudes du sinus et du cosinus grâce au fonctionnement ratiométrique du 
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circuit complet. Enfin, une mesure en bruit  à l’oscilloscope nous permet d’obtenir un bruit 
équivalent ramené en entrée du circuit égal à 7.5µVrms. 
 
Paramètre Simulation Resultat de tests
Bruit  [0-10KHz] 3.59µVrms 7.5µVrms
Consommation 22,8mw 23,9mW
Dispersion maximal réglabe des TMR  20%/-20% 20%/-20%
Résistance minimal des TMR 200Ω 200Ω
Corretion maximale de la phase φ 40°à140° 70°à140°
sensibilité minimale des TMR (∆R) 2% 0,50%
 
Tableau  1-15. Résultat de test    
 
 
1.7. Conclusion et perspective 
 
Une nouvelle architecture de conditionnement de capteur a été proposée et conçue en 
prenant en compte des besoins d’une technologie innovante des magnétorésistances à effet 
tunnel dans leur régime de fonctionnement linéaire.  Le circuit sera prochainement testé 
avec des TMR en cours de fabrication. Les premiers prototypes montrent des 
caractéristiques de sensibilité et de linéarité conformes au cahier des charges [56] (Figure 
 1-39). 
 
Figure  1-39. Sensibilité des premiers prototypes de TMR industriel en fonction du champ 
magnétique 
Les connexions sont réalisées grâce au procédé TAB (Tape Automated Bonding) sur circuit 
flex car il ne met pas en œuvre de matériaux magnétiques pouvant perturber le champ à 
mesurer. Il permet aussi de bien contrôler et minimiser l’entrefer magnétique entre l’aimant et 
le capteur. Un capteur prototype comprenant des éléments sensibles TMR et un circuit de 
conditionnement intégré est en cours de finalisation (Figure  1-40). Les premiers  résultats 
obtenus permettent de valider les attendus du projet en termes de sensibilité, plage de 
champ magnétique mesurable, tenue en température et réduction de consommation 
électrique.  
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Figure  1-40. Encapsulation TAB (Tape Automated Bonding) 
 
Afin de proposer une chaîne complète de conditionnement, un convertisseur analogique 
numérique est indispensable. En effet les dispositifs de traitement du signal actuels sont le 
plus souvent numériques car ils présentent de nombreux avantages en termes de coût, de 
volume de données à traiter, de flexibilité par rapport à l’application et d’immunité au bruit. 
Les ADC (Analog to Digital Conveter) constituent donc un élément essentiel dans toutes les 
chaînes de traitement du signal et d’instrumentation de capteur. La suite du document 
s’intéressera donc à l’étude et à la conception de convertisseur analogique numérique à 
travers d’autres sujets, qui sont potentiellement utilisables, moyennant une adaptation, pour 
numériser les sorties analogiques décrites dans ce premier chapitre. 
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Chapitre 2 
 
 
 
2. Convertisseur Analogique/Numérique pour 
application d’interface neuronale 
 
 
 
Ce chapitre décrit la conception et la réalisation d’un convertisseur Analogique/Numérique 
de type SAR. Il constitue le deuxième élément étudié de la chaine d’instrumentation de 
capteur. La première partie décrit le contexte du projet BCI (Brain Computeur Interface) dont 
le but est d’interfacer le cerveau humain. Un rapide état de l’art des ADC est ensuite 
proposé. Il aboutit au choix de l’ADC SAR dont les caractéristiques de consommation, 
résolution, vitesse et surface utilisée font de lui un candidat particulièrement bien adapté à 
cette application. Les parties conception, simulation et test sont ensuite détaillées ainsi que 
des perspectives d’amélioration. 
L’ADC est réalisé en technologie AMS CMOS 0.35µM. Il possède un convertisseur 
Numérique/Analogique capacitif avec une capacité  d’atténuation afin de réduire le nombre 
total de condensateurs et ainsi la consommation. Le comparateur possède une entrée rail-to-
rail et un système de préamplification avec auto zéro pour diminuer l’offset. Sa 
consommation est de 86 µW pour une vitesse de 24 kS/s et 12 bits de résolution. 
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2.1. Introduction aux interfaces cerveau machine 
 
Les avancées technologiques dans la fabrication de matrice d'électrodes MEA (Multi-
electrode array) ont permis le développement de nouvelles architectures pour des 
applications neurologiques in-vitro et in-vivo. Une grande densité d’électrodes associées à 
un circuit intégré dans un produit compact et implémentable permet d'offrir un système de 
mesure d'activité cérébrale et de stimulation neuronale. De nombreuses équipes de 
recherche internationales travaillent d'ailleurs sur la conception de ce type d'implant en y 
associant traitement du signal et radio communication. Les exemples d’applications finales 
sont l'interfaçage homme machine ou la stimulation d'une région du cerveau afin de limiter 
une crise d’épilepsie.  La  Figure  2-1  présente quelques exemples de réalisations actuelles 
ainsi que les méthodes de mesures utilisées. 
 
Figure  2-1.Etat de l'art des techniques de mesures et applications récentes 
Les systèmes sont dits invasifs s’ils nécessitent une opération chirurgicale, et non invasifs 
dans le cas contraire.  
Alors que des systèmes de stimulation in-vivo existent déjà, le véritable challenge est de 
fournir un système autonome haute résolution capable de traiter et d’enregistrer les signaux 
provenant d’un très grand nombre électrodes MEA. Pour cela, l’architecture doit embarquer 
une partie digitale faible consommation de traitement du signal pour réduire la quantité 
importante de données et ainsi permettre une transmission sans fil sur la bande passante 
choisie. L’implantation in vivo impose une architecture aussi petite que possible (inférieure à 
5 cm²), une consommation électrique la plus faible possible ( inférieure à 80mV/cm²) afin de 
limiter tout échauffement des cellules neuronales, et un fonctionnement autonome.   
Le développement de telles architectures nécessite l'intégration de beaucoup de blocs 
technologiques, soit sur le même substrat lorsque c'est possible, soit sur des substrats 
différents. La conception au niveau système est essentielle pour l'optimisation des 
performances, l'assemblage des différents modules ou encore la distribution des 
alimentations.  
L’un des projets géré actuellement par le centre de recherche CLINATEC du CEA-LETI est 
le projet BCI-Clinatec financé par l’Agence Nationale de la Recherche et dont le but est la 
réalisation d’un système de type BCI regroupé (électrodes, électronique de mesure et de 
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transmission, blocs d’alimentation et de transmission intégrés au même implant) capable de 
faire l’acquisition et la stimulation de nombreuses voies de mesure. Ce projet rassemble de 
nombreuses compétences au sein du CEA-LETI dont le DTBS (Département pour les 
Technologies de la Biologie et de la Santé), le DIHS (Département pour l’Intégration 
Hétérogène des Systèmes) le DCIS (Département de Conception et d’Intégration des 
systèmes), en partenariat avec d’autres organismes publics (CHU de Grenoble) et 
entreprises privées (Bio Logic Science Instruments S.A.). L’objectif à terme du projet BCI est 
de faire marcher un tétraplégique en lui permettant de piloter des effecteurs par la pensée. 
 
2.2. Application et cahier des charges 
 
Une étude système a permis de définir l’architecture d’un implant capable de réaliser la 
mesure des signaux EcoG. Celle-ci est présentée sur la figure ci-dessous : 
 
Figure  2-2.  Architecture générale d'un implant de mesure 
Le travail de cette thèse se focalise sur l’ASIC d’enregistrement à 32 voies et en particulier 
sur l’ADC. Les principales   caractéristiques que l’on attend des voies de lecture sont les 
suivantes : 
 
− Sécurité du patient : c’est la condition indispensable aux validations médicales. Non 
seulement l’implant ne doit pas générer trop de chaleur ou d’ondes, mais 
l’électronique embarquée doit comporter des sécurités passives ou actives qui 
empêcheront les retours de courant vers les électrodes. 
− Filtrage : bien que la mesure de la tension DC présente sur les électrodes permette 
l’analyse du potentiel de repos, l’étude pratique des signaux neuronaux se fait 
souvent en filtrant les basses fréquences (inférieures à 1 Hz) et les hautes 
fréquences ne contenant aucune information utile (de quelques centaines de Hz à 
quelques kHz).  
− Bruit : les sources de bruit, en dehors de l’amplificateur étant de l’ordre de la dizaine 
de micro volts rms, les amplificateurs doivent être conçus pour générer un bruit 
d’environ 1µVrms. Ceci correspond à des densités spectrales de bruit moyennes de 
50 nV Hz-1/2. Ces valeurs sont relativement basses du fait de la présence de bruit en 
1/f à ces faibles fréquences. La bande étudiée est de l’ordre de 0.5-300Hz  
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− Gain et distorsion : L’amplificateur doit réaliser un gain de 1000 et avoir une 
distorsion inférieure à 1% pour  retranscrire correctement le signal. Il faut également 
noter qu’une faible disparité entre les gains des différentes voies apporte des 
avantages pour le traitement numérique. 
Le synoptique général des fonctions remplies par le circuit de mesure à N voies est présenté 
sur la Figure  2-3: 
 
Figure  2-3. Architecture générale d'un circuit de mesure 
 
Afin de réduire le nombre important de données et de permettre une transmission sans fil, le 
système intègre une mise en forme numérique des signaux grâce à un microcontrôleur.  Le 
cahier des charges du convertisseur analogique/numérique est le suivant : 
 
Résolution 12Bits (10 ENOB) 
Nombre de voies 32 
Vitesse par voie 1kS/s (3KS/s max) 
Signal d'entrée après 
amplification 0-3,3V 
Alimentation 3,3V 
Puissance consommée 
pour toutes les voies 
minimale 
(<150µW) 
Surface minimale (<1mm²) 
 
En fonction de ces performances attendues, le paragraphe suivant va nous permettre  de 
choisir l’architecture la mieux adaptée pour cette ADC. 
 
2.3. Les Convertisseurs analogiques numériques  
 
Les ADC font correspondre un nombre binaire B codé sur N bits à une tension d’entrée Vin. 
B étant un nombre entier il peut correspondre à plusieurs valeurs de Vin. Un convertisseur 
est caractérisé par plusieurs propriétés qui définissent ses performances et dont il faut tenir 
compte pour l’application désirée. 
 
2.3.1. Caractéristiques d’un convertisseur : 
 
• Le bruit de quantification : La conversion ou la quantification d’un signal analogique 
en un signal discret induit une erreur systématique. Cette erreur est due à la 
différence entre la valeur réelle du signal d’entrée et la valeur numérique disponible 
en sortie. On appelle cette erreur le bruit de quantification. La Figure  2-4 illustre ce 
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phénomène. ∆ représente le pas de quantification, ce qui entraine une erreur de 
quantification égale à +/- ∆/2 si le signal d’entrée reste dans la zone de non 
saturation du quantificateur. 
 
Figure  2-4. Principe de quantification et erreur de quantification 
 
En supposant que le bruit de quantification est blanc on peut considérer que la probabilité 
d’erreur est répartie de façon uniforme sur l’intervalle [-∆/2, ∆/2], la variance peut s’exprimer 
par : 
∫
∆
∆
−
∆
=
∆
=
2
2
2
22
12
1
dqqqσ   (22) 
Ce qui correspond à une densité spectrale de bruit (DSP) pour une fréquence 
d’échantillonnage fs : 
fsfs
fE
q
q 12
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22
2 ∆
==
σ
  (23) 
 
 
• Résolution (exprimée en nombre de bits ou en % de la pleine échelle) : elle définit la 
valeur de la variation de la tension d'entrée donnant lieu à une variation d’une unité 
de la donnée numérique présente en sortie. En d’autres termes, si un convertisseur a 
une résolution de n bits, la tension d’entrée continue (infinité de valeurs possibles) ne 
pourra être codée que sur (2^N)-1 valeurs en sortie. 
 
• Effective Number of Bit (ENOB): c’est une mesure de la performance réelle d'un 
convertisseur A/D après avoir pris en compte les sources d’erreurs diverses 
(bruit,mismatch…) et des non-linéarités .  
 
 
• Erreur d'offset: C'est la tension de décalage du zéro. Ce paramètre est réglable par 
des structures spéciales intégrées aux amplificateurs utilisés. Voir Figure  2-5 
 
• Erreur de gain: L'erreur de gain caractérise la différence de tension pleine échelle 
entre un convertisseur idéal et un convertisseur réel. Voir Figure  2-5 
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Figure  2-5. Représentation des erreurs d’offset et de gain 
 
• Erreur de linéarité différentielle (Differential nonlinearity (DNL)): Elle est définie 
pour chaque palier du convertisseur. Elle représente la différence de hauteur de 
marche pour chaque mot de sortie par rapport à la caractéristique réelle entre deux 
paliers. On l’exprime en LSB (Less Significant Bit) qui correspond à la différence 
entre deux paliers. Une DNL>±1LSB garantit un ADC sans code manquant 
 
• Erreur de linéarité intégrale (Integral nonlinearity (INL)): Elle est définie comme la 
différence entre la caractéristique réelle et la caractéristique idéale du convertisseur, 
avec annulation des erreurs de gain et d’offset. On l’exprime également en LSB. 
 
 
000 
001 
010 
011 
100 
101 
110 
111 ∆ 
Vin 
Caractéristique 
Caractéristique 
réelle 
INL=1LSB 
DNL=1LSB 
 
Figure  2-6. Représentation de l’INL et du DNL 
 
1. Temps de conversion: Durée écoulée (Tc) entre l'instant d'apparition de l'impulsion 
de début de conversion et l'instant où la donnée est disponible sur le bus de sortie. 
Cette caractéristique limite la fréquence d’échantillonnage Fs du convertisseur 
selon l’équation ci-dessous : 
Tc
Fs
1
max =   (24) 
 
• Figure Of Merite (FOM) : C’est un critère de qualité et de comparaison pour les 
convertisseurs analogiques/numériques. 
S
ENOB F
POWER
FOM
2
=  (25) 
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2.3.2. Les différents ADC 
 
On dénombre plusieurs types de convertisseurs tels que le flash, le pipeline, le sigma-delta, 
le SAR... Chacun d’entre eux a des caractéristiques propres et correspond à certaines 
applications. Le paragraphe ci-dessous résume les différentes structures d’ADC afin de 
sélectionner la plus adaptée à notre application. 
2.3.2.1. Convertisseurs flash 
 
L’architecture flash [18] [19] [20] ou parallèle est l’architecture de convertisseurs la plus 
rapide. Un ADC flash à n bits de résolution est basiquement constitué de 2n-1 comparateurs 
et du même nombre de signaux de référence appelés Vréf. La Figure  2-7 illustre un ADC 
flash à 2 bits. L’ordre des seuils est croissant de Vréf1 à Vréfn. Chaque comparateur 
compare l’échantillon du signal d’entrée à la référence (Vréf) qui lui est assignée. Ainsi, 
chaque comparateur génère un signal en sortie indiquant si le signal est supérieur ou 
inferieur à sa référence. La variation des sorties des comparateurs est similaire à celle du 
mercure dans un thermomètre, d’où le nom du code en thermomètre. Les comparateurs dont 
la sortie est à 1 sont tous en bas et les zéros sont tous en haut, la limite entre les « zéros » 
et les « uns » (ou le nombre de comparateurs à 1) détermine la valeur du signal. Un 
encodeur sert à convertir le code thermomètre en code binaire. 
 
Cette architecture montre ses limitations dès lors que la résolution dépasse les 8 bits. Le 
nombre de comparateurs requis pour des hautes résolutions devient très grand (2N-1) ce qui 
conduit à une surface du circuit importante, une forte consommation et une capacité d’entrée 
très élevée. De plus les erreurs sur les tensions de référence viennent s’ajouter à l’offset des 
comparateurs qui doit être inferieur à ½ LSB, cette valeur est très petite pour des grandes 
résolutions.  
 
 
Figure  2-7. ADC Flash 
 
2.3.2.2. Convertisseurs Demi-flash 
 
La principale idée de cette architecture est de réduire le nombre de comparateurs d’un ADC 
flash [31] [32]. Comme on le voit sur la Figure  2-8, la conversion est effectuée en deux étapes 
par deux ADC flash de résolution 2n/2 chacun. Le nombre total de comparateurs est 2×(2N/2-
1) au lieu de 2N-1 comparateurs par rapport à un Flash traditionnel. Durant la 1ère étape, les 
bits de poids fort (Most significant bits –MSB) sont déterminés par le 1er ADC flash. Ensuite, 
un ADC reconvertit ces bits en signal analogique qui sera soustrait au signal d’entrée. Le 
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résultat de soustraction amplifié, appelé résidu, est envoyé au 2eme ADC flash qui 
déterminera les bits de poids faible. 
 
CNA
S/HVin CANflash+
-
CAN
flash
N1 bits
de poids fort
N2 bits
de poids faible
 
Figure  2-8. ADC Demi-flash 
 
2.3.2.3. Convertisseurs Pipeline 
Un convertisseur pipeline est un autre type de convertisseurs à multiples étages [33] [34] 
[35]. Cependant, l’architecture des étages a été modifiée dans le but d’augmenter la 
fréquence de conversion et diminuer les contraintes sur les comparateurs. Ce type d’ADC 
est composé d’une cascade d’étages dits pipeline identiques de faible résolution (1 à 3 bits). 
Chaque étage inclut un  échantillonneur-bloqueur (E/B) et un amplificateur (Figure  2-9). A 
chaque coup d’horloge, on effectue n conversions en parallèle, n étant le nombre d’étages.  
En traversant le convertisseur (en n clocks), la tension d’entrée est convertie en 
commençant par les bits de poids forts et finissant par les bits de poids faibles. 
 
Figure  2-9. ADC Pipeline 
 
Le plus souvent réalisés en technologie CMOS, les ADC pipeline présentent un bon 
compromis entre performance, consommation et coût. Ils fonctionnent à plusieurs dizaines 
ou centaines de MS/s pour des résolutions de 10 à 14 bits. 
 
2.3.2.4. Convertisseurs simple rampe analogique 
 
Dans les convertisseurs à rampe [36] [37] la tension analogique d’entrée est convertie en 
une durée qui est mesurée à l’aide d’une horloge et d’un comparateur. Le principe de 
fonctionnement de cette architecture à simple rampe est montré sur la Figure  2-10. A l’aide 
d’un comparateur, on compare une rampe à la tension d’entrée. Un compteur commence à 
s’incrémenter lorsque le signal de la rampe passe sur le niveau zéro. Le comptage est arrêté 
par un basculement du comparateur indiquant que le signal de rampe est supérieur à la 
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tension d’entrée. Le mot binaire du compteur correspond alors à la valeur numérique du 
signal analogique. 
L’avantage de cette technique est sa simplicité et la grande résolution qu’elle peut permettre 
d’atteindre. Son inconvénient majeur est sa lenteur du fait que sa vitesse de conversion 
dépend de l’amplitude du signal. Ce type d’ADCs trouve des applications dans les 
multimètres numériques et les dispositifs de mesures précises ne nécessitant pas de vitesse 
élevée. 
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Figure  2-10. ADC simple rampe analogique 
 
2.3.2.5. Convertisseurs à intégration numérique 
 
Dans ce cas, on remplace l’intégrateur analogique par un convertisseur Numérique 
Analogique [38]. La rampe est ainsi réalisée de manière numérique. Le temps n’intervient 
plus comme variable.  Le compteur part de zéro, et compte jusqu'à ce qu'il atteigne une 
valeur très proche de celle correspondant à la tension d'entrée. 
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Figure  2-11. Convertisseurs à intégration numérique 
 
2.3.2.6. Convertisseurs à double rampe 
 
On effectue ici une double intégration de manière à faire s’annuler les erreurs dues aux 
composants [39] [40] :  
 
-Phase 1: On charge une capacité pendant un temps T0, fixé, sous la tension à mesurer. T0 
représente un cycle complet du compteur. Vm = (Vin/RC).T0 
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-Phase 2 : On décharge la capacité sous une tension fixée Vref. Durant cette décharge, on 
incrémente un compteur (n bits) qui une fois la décharge terminée, sera l'image numérique 
de la tension à quantifier.  Vm = (Vref/RC).T2 
On notera qu’il faut que Vref et Vin soient de signe opposé. 
On s’affranchit de l’incertitude sur la capacité. Seule la tension de référence intervient dans 
la mesure ainsi que le nombre (N) d’impulsions.  Vin = (T2/T0).Vref 
Ces convertisseurs offrent une bonne résolution, mais sont très lents.  En instrumentation 
basse fréquence, on peut atteindre une résolution de 18 bits. On ne peut espérer des temps 
de conversion très courts car il faut au moins 2*2N cycles d’horloge par acquisition.  
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Figure  2-12. Convertisseurs à double rampe 
 
2.3.2.7. Convertisseurs à approximations successives 
 
Les convertisseurs par approximations successives [23] [26] réalisent la conversion par 
comparaison en plusieurs étapes. A chaque étape, le résultat de cette comparaison est 
stocké dans un registre, jusqu’à l’obtention du résultat final. Le principe consiste à comparer 
la tension du signal d’entrée avec une tension issue d’un registre après conversion 
numérique analogique (DAC). Le schéma bloc de la Figure  2-13 montre le fonctionnement 
d’un tel convertisseur. Au départ le MSB du registre est mis à 1 et les autres bits sont à 0. 
Ainsi, la tension en sortie du DAC est égale à la moitié de la pleine échelle. Si la tension 
d’entrée est inférieure à cette valeur, le MSB est mis à 0. A son tour, le bit suivant sera mis à 
1 et une nouvelle comparaison avec le signal d’entrée sera faite, jusqu’au dernier bit du 
registre. Une résolution de N bits implique une durée de conversion minimale de N cycles 
d’horloge. Son principal inconvénient est donc le temps de conversion, qui limite ses 
performances à quelques MS/s environ. En dépit de sa lenteur, ce convertisseur présente 
l’avantage d’être simple à réaliser et d’avoir une surface modérée. Il permet d’atteindre des 
résolutions jusqu'à 12 bits sans calibration avec de bonnes performances en termes de INL 
et DNL. Le temps de conversion est constant. 
 
Figure  2-13. ADC SAR (Successive approximation register) 
 
2.3.2.8. Convertisseurs Sigma/Delta 
 
Les convertisseurs Sigma Delta forment une classe à part de convertisseurs analogiques 
numériques appelées convertisseurs à suréchantillonnage. En effet, le fait de 
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suréchantillonner l’entrée au-delà de la fréquence de Nyquist, puis de filtrer la sortie 
numérique en ne conservant que la bande utile du signal permet d’augmenter le rapport 
signal sur bruit. Cependant, le fait que la fréquence de suréchantillonnage ne peut pas être 
augmentée indéfiniment constitue la limite de la technique de suréchantillonnage et de 
filtrage. Ainsi, une autre technique vient alors s’ajouter au processus de suréchantillonnage : 
la modulation Sigma Delta [19]. Cette technique consiste à mettre en forme le bruit de 
quantification afin de réduire son énergie dans la bande utile du signal (cf ANNEXE :théorie 
sur les Sigma-Delta). Un filtre décimateur vient s’ajouter au modulateur pour filtrer le bruit 
hors de la bande utile du signal et ramener le fonctionnement du système à la fréquence de 
Nyquist. Le convertisseur Sigma Delta utilise un quantificateur basse résolution (souvent un 
seul bit), cadencé à des taux considérablement plus élevés que ceux demandés par le 
critère de Nyquist (x16 à x1024). Le quantificateur crée un grand nombre d’échantillons 
basse résolution qui sont moyennés au cours du temps. En choisissant une quantification 
sur un bit (deux niveaux logiques), la conception analogique est potentiellement plus simple 
[20]. Dans le domaine numérique, un filtre décimateur est nécessaire pour reconstruire les 
données de sortie à la fréquence de Nyquist et retirer le bruit hors bande. La Figure  2-14 
montre un convertisseur exploitant un bloc modulateur  de premier ordre suivi du filtre 
décimateur. Il comprend un soustracteur, un intégrateur et un comparateur. La sortie du 
comparateur alimente un DAC 1 bit qui ferme la boucle de contre-réaction du modulateur. Ce 
dernier exerce donc la comparaison du signal d’entrée avec un niveau de référence issu du 
DAC qui commute entre ±Vref . Le comparateur est cadencé à la fréquence de sur-
échantillonnage.  
 
Figure  2-14. ADC Sigma-Delta (∑/∆) 
 
Moyennant un gain de boucle suffisant, le modulateur fournit un flux binaire dont la densité 
de 0 et de 1 est une représentation numérique directe du niveau d’entrée analogique. Les 
erreurs de quantification au sein du modulateur limitent la plage dynamique. Pour un ADC, 
l’augmentation de la résolution est obtenue par l’obtention d’un équilibre entre le taux de sur-
échantillonnage, l’ordre du modulateur, et la résolution du quantificateur [19] [21]. Plus l’ordre 
du modulateur est élevé, meilleur sera le SNR. Le problème majeur lors de la conception de 
tels convertisseurs est que dès qu’un ordre élevé (supérieur à deux) est visé , il se pose des 
problèmes de stabilité [19]. En effet le quantificateur est un élément non linéaire dont la 
modélisation n’est plus assez précise. En pratique, au détriment du SNR, plus l’ordre 
augmente plus la dynamique du signal analogique d’entrée doit diminuer afin de conserver la 
stabilité. 
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2.3.2.9. Bilan 
 
 La Figure  2-15 présente une comparaison des performances de récents ADC de différents 
types (cf [41]) en termes de nombre effectif de bits en fonction de la fréquence (a) et de 
puissance consommée en fonction de la fréquence (b). 
 
(a) (b)
 
Figure  2-15. Comparatif des performances des différents types d’ADC  
 
Le tableau ci-dessous présente un résumé des performances des ADC précédemment 
présentés.    
Flash SAR Pipeline Siqma/delta Double rampe
Vitesse rapide moyenne rapide moyenne lent
Consommation forte faible forte moyenne moyenne
Surface grande moyenne moyenne moyenne faible
Résolution faible moyenne moyenne grande moyenne
 
Tableau  2-1. Résumé des performances ADC 
 
Il apparait que les convertisseurs SAR et Sigma/Delta sont de bons candidats pour des 
applications faible puissance avec une vitesse et résolution modérées. Dans le cas de notre 
technologie 0.35µM,  l’ADC SAR apparaît comme la solution la plus avantageuse. En effet la 
surface nécessaire à la  réalisation du filtre décimateur (synthèse numérique) du sigma delta 
est prédominante par rapport à la surface de la partie analogique.  
De nos jours les convertisseurs SAR sont très fréquemment utilisés dans le domaine 
biomédical [42] [43] [45]. La suite du document est l’étude de la conception et des choix 
architecturaux d’un ADC SAR.  
 
2.4. Choix du nombre d’ADC par voie 
 
Avant de commencer la conception de l’ADC et de choisir l’architecture de chaque bloc, il est 
nécessaire de fixer le nombre d’ADC utilisé pour les 32 voies de lecture ce qui fixera ses 
spécifications. Plusieurs solutions sont possibles et les deux solutions extrêmes avec leurs 
avantages et inconvénients sont résumées ci-dessous : 
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1 ADC par voie 1 ADC globale 
-32 voies autonomes -Faible surface utilisé
 -un fonctionnement moins rapide donc moins 
de risque lors de la conception et donc une 
conception plus robuste.
-ADC performant
-Conception d'un multiplexeur et voie 
asynchrone
-Vitesse=contrainte pour la conception
Avantages
Inconvénients
-grande suface utilisée
 
 
Le tableau ci-dessous récapitule tout les cas de figure. : 
 
Vitesse par voie 
(S/s)
Résolution 
(bits)
Nombre 
d'ADC 
envisagé
Nombre de 
voies par 
ADC
Puissance 
max par ADC         
(W)  
Fréquence 
par ADC 
(kS/s)
Fréquence 
Horloge        
(kHz)
3,00E+03 12 1 32 5,00E-04 96 1344
3,00E+03 12 2 16 2,50E-04 48 672
3,00E+03 12 4 8 1,25E-04 24 336
3,00E+03 12 8 4 6,25E-05 12 168
3,00E+03 12 16 2 3,13E-05 6 84
3,00E+03 12 32 1 1,56E-05 3 42
 
 
La configuration retenue est un compromis en terme de complexité,  de performance et de 
surface silicium: 4 ADC pour 32Voies qui fonctionnent à 24KS/s chacun (Figure  2-16). 
 
 
8:1 ADC
Electrodes
x8
Amplification Filtrage µcontrôleur
x4
24Ks/S
Multiplexeur
Circuit de mesure
 
Figure  2-16. Configuration de l’ADC retenue dans son environnement 
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2.5. Etat de l’art ADC SAR 
 
Un ADC SAR est généralement composé des éléments suivants:  
-un registre à décalage et un registre résultat dont le but est d’essayer un à un tous les bits. 
-un DAC (Digital to Analog Converter) qui convertit la valeur numérique du registre à 
décalage en tension analogique. 
-Un comparateur qui compare la tension d’entrée Vin à convertir à la tension générée par le 
DAC.  
-Un Sample and Hold. 
 
 
Successive Approximation Register
&
Clock Control Block
Vin
D1 D0
Contrôle 
comparateur 
S/H
CLK
Vsample
Comparator Enable
Comparateur 
rail-to-rail
VD
D
G
NDVD
D
G
ND
D3 D2D5 D4D7 D6D9 D8D12 D10
Vcomp
VDD
GND
Cu 2Cu 32Cu
Cu
32CuCu 16Cu
Convertisseur Analogique/Numérique
 
Figure  2-17. ADC SAR rail-to-rail 
 
Une conversion sur N bits nécessite N comparaisons. On commence par le MSB que l’on 
met à 1 dans le registre à décalage et dans le registre résultat. Le DAC reconvertit la demi 
dynamique le premier coup. Si la tension d’entrée est supérieure à la tension fournie par le 
DAC, on sauvegarde le bit à 1, sinon on le remet à zéro dans le registre résultat. On décale 
d’un bit et on recommence. On n’utilise qu’un seul comparateur, mais il supporte toute la 
dynamique. 
 
La suite du paragraphe décrit les contraintes et les choix d’architecture pour ces différents 
blocs.  
 
 
2.5.1. DAC à Réseaux capacitif 
Il existe plusieurs architectures de DAC (à résistances, capacités ou courants pondérés) 
mais les plus couramment utilisées pour les ADC SAR dans les applications à faibles 
consommation sont les réseaux capacitifs. Par rapport aux réseaux résistifs ou à courant 
pondéré, ils présentent l’avantage de peu consommer et d’être faible bruit. Leurs vitesses 
sont limitées par les temps de chargement des condensateurs. Ces temps sont régit par le 
couple RC formé par la résistance Ron de l’interrupteur et la capacité à charger. Pour des 
condensateurs de faibles valeurs, les temps de chargement restent négligeables pour notre 
application. Enfin, ils possèdent une consommation statique nulle. 
La réalisation du réseau  capacitif est un élément clef dans la mesure où cela impacte 
directement sur la linéarité de l’ADC. En effet, le principe du convertisseur repose sur la 
Chapitre 2 : Convertisseur Analogique/Numérique pour application d’interface neuronale 
- 74 – 
précision des rapports entre les capacités du réseau, et toute erreur de matching sur les 
capacités donne une variation dans le pas du convertisseur. Pour avoir la meilleure linéarité 
possible, les capacités seront toutes formées d’une même capacité unitaire. La suite de cette 
partie propose d’étudier les différentes architectures de réseaux capacitifs afin de 
sélectionner la plus adapté à nos spécifications. 
2.5.1.1. Réseau capacitif classique 
VDD
GND
Cu2Cu4Cu8Cu2^N Cu
VDAC
BN
__
BN B1
__
B1B4
__
B4
 
Figure  2-18. DAC capacitif classique 
Dans sa version la plus classique, le DAC est composé de N2 condensateurs en parallèle 
pour une résolution de N bits. Le fonctionnement de ce DAC est assez simple et sa 
schématique équivalente pour une valeur finale donnée peut être représentée par le 
montage ci-dessous : 
 
VDD
xCU yCU
VDAC
 
Figure  2-19. Schématique équivalente du DAC capacitif classique 
En négligeant les effets des interrupteurs non-idéaux, le DAC se résume à un rapport 
capacitif  qui dépend du code binaire d’entrée.  
 Ainsi,  VDD
yx
x
VDAC +
=
 (26) 
 avec ∑
−
=
×=
1
0
2
N
k
k
kBx  et ∑
−
=
×=
1
0
2
N
k
k
kBy  
Où k=[0 :N-1],  k=0 correspond au LSB et k=N-1 correspond au MSB,  
KB est la valeur des Bits k égaux à 1 et KB  vaut 1 quand les Bits k sont à 0.  
 
Le principal inconvénient de ce montage est le nombre important de capacités unitaires 
nécessaires pour  atteindre de grandes résolutions. En effet, à chaque fois que l’on 
augmente la résolution d’un bit, on multiplie par 2 le nombre de capacités unitaires. De plus, 
il est aussi nécessaire d’augmenter la taille de cette capacité unitaire afin qu’elle 
corresponde aux nouvelles contraintes en bruit et en matching imposées par une résolution 
plus grande, et donc un LSB plus petit. 
Pour les fortes résolutions (>12), cela devient vite un facteur limitant en terme de  
consommation et de surface silicium.  
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Certaines architectures proposent de diminuer la taille des condensateurs grâce à un 
calibrage post fonderie pour corriger les erreurs de dispersion [44]. 
 
Pour palier le problème de surface il est aussi possible d’utiliser un réseau de type C-2C. Il 
s’agit du même type d’architecture utilisé dans le chapitre 1 avec des résistances (montage 
R-2R) pour réaliser les gains variables. La structure C-2C est détaillée ci-après. 
 
2.5.1.2. Réseau capacitif C-2C  
 
Figure  2-20. DAC capacitif C-2C 
Cette architecture [22] ne contient que (3*N +1) condensateurs unitaires. Les rapports 
capacitifs sont les mêmes que dans l’architecture précédente mais la valeur de la capacité 
équivalente est de l’ordre de grandeur d’une capacité unitaire. En effet, la présence des 
capacités en série subdivise à chaque fois la somme des capacités parallèles. Cela présente 
l’avantage de pouvoir charger ce réseau facilement grâce à une demande en courant faible 
et constante. Cependant, ce montage est plus sensible aux capacités extérieures. Par 
exemple, si on connecte sa sortie en entrée d’un amplificateur, une légère chute de tension 
se produit à cause du couplage capacitif non négligeable lié à la capacité d’entrée de 
l’amplificateur.   
Un autre inconvénient est que les condensateurs des filières silicium de type poly-Si/Poly-Si 
possèdent des capacités parasites (Cp+ et Cp-) aux interconnexions.  En Cmos 0.35um 
Ams, la capacité parasite Cp- représente 12.2% de la valeur nominale (0.105fF/um² pour 
0.86fF/um²).  
 
Figure  2-21. DAC capacitif C-2C avec parasites 
Ces capacités parasites entraînent des erreurs de linéarité au-delà du LSB. Pour profiter du 
faible nombre de condensateurs de cette architecture, on trouve dans la littérature des 
méthodes de compensation des capacités d’interconnexion Figure  2-21 . Pour cela on 
introduit une capacité de compensation αC ainsi qu’une référence αVréf afin d’obtenir un C-
2C équivalent avec λα 21
1
−
=  et 
C
Cp
=λ . Cette méthode a cependant 3 principaux 
inconvénients : 
-Il faut connaître précisément la valeur des capacités parasites 
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-Il faut créer une tension αVréf précise. (Pompe charge si Vréf =alim) 
-La compensation est plus ou moins efficace en fonction des variations des paramètres 
technologiques 
 
Une autre alternative est d’utiliser des condensateurs de type Métal-Métal disponible sous le 
nom de CMIM en 0.35um AMS. Ceux-ci ne possèdent pas de capacités parasites. Par 
contre, la valeur de leur facteur d’appariement (« Capacitor Matching parameter ») est plus 
importante que pour les capacités Cpoly. Plus ce facteur est grand, plus les dimensions des 
condensateurs devront eux aussi être grandes pour garantir un bon appariement. La 
capacité par densité de surface (« Area capacitance ») étant aussi plus importante pour les 
CMIM, la valeur unitaire minimale d’un condensateur CMIM pour assurer un bon matching 
est environ 6 fois supérieure à celle d’un CPOLY et la consommation s’en retrouve 
directement impactée ( cf Tableau  2-2) 
 
2.5.1.3. Réseau capacitif à atténuation 
 
 
Figure  2-22.  DAC à Atténuation 12 Bits 
 
Ce réseau [23] [45] tend à retenir les qualités du réseau C-2C (faible surface) et du réseau 
parallèle (bon matching). On peut le voir comme un réseau principal et un sous-réseau et les 
deux sont reliés par une capacité centrale de valeur unitaire. En poly-poly silicium, la 
capacité parasite du condensateur central qu’on appellera condensateur à atténuation est 
reliée aux 2N-1 condensateurs vus en parallèle. Cette capacité est donc négligeable mais il en 
résulte tout de même une légère dérive de la linéarité différentielle comme on peut le voir sur 
la Figure  2-24(b) Sur notre Dac 12 bits (2*6 bits), on a une erreur max de 0.100uV tous les 
64 (2^6)  pas d’incrémentation. Cela correspond à une erreur maximale intrinsèque à 
l’architecture de 12% d’un LSB 12bits. 
 
Si on néglige les effets des Switch non idéaux, on peut modéliser le DAC au moment de sa 
valeur  finale par la schématique équivalente : 
VDD
x1CU x2CU
VDAC
VDD
y2CUy1CU
CU
 
Figure  2-23. Schématique équivalente du DAC capacitif à atténuation 
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avec 
 
∑
−
=
×=
12/
0
21
N
k
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kBx , 
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∑
−
=
×=
12/
0
22
N
k
k
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−
=
−−×=
1
2/
)1(21
N
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Nk
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∑
−
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)1(22
N
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Par le théorème de Milleman, on trouve : 
UUU
UU
CCC
CDDCDAC
M
YYxYx
YxVYV
V
++
+
=
*2*1
*1**
 (27) et  
UUU
UU
CCC
CDDCM
DAC
YyYyY
YyVYV
V
*2*1
*1**
++
+
=  (28) 
 
Ce qui nous donne : 
)211(
*1*
)211(*)211(
)*1**(*
yyY
YyV
yyYxxY
YxVYVY
V
U
U
UU
UUU
C
CDD
CC
CDDCDACC
DAC ++
+
++++
+
= (29) 
<=> 
)211(*)211(
)211(*11
)
)211(*)211(
1
1(*
yyxx
xxyx
V
yyxx
V DDDAC ++++
+++
=
++++
−  
 
<=> 
1)211(*)211(
)211(*11
−++++
+++
=
yyxx
xxyx
VV DDDAC (30) 
on peut aussi écrire cette équation par  
12
)2(*11 2
−
+
=
N
N
DDDAC
yx
VV (31) 
 
Pour vérifier ce résultat, on trace cette équation. On retrouve bien le fonctionnement idéal 
Figure  2-24(a). Si maintenant on rajoute les capacités parasites d’interconnexion, on trouve 
la linéarité différentielle Figure  2-24(b) . 
(a) (b)
∆/2
-∆/2
 
Figure  2-24. Sortie DAC à atténuation (a), linéarité différentielle (b)  
 
La linéarité différentielle théorique de ce montage n’est pas parfaite mais bien inférieure à la 
valeur de notre LSB.  On trouve 1/8 de LSB soit les 12% de parasite de la capacité de 
transfert. 
 
2.5.1.4. Réseau capacitif différentiel 
Lorsque que l’entrée est différentielle, il est possible d’utiliser un DAC différentiel. Le 
sample&Hold est alors réalisé par le DAC lui-même. Ce type d’architecture présente de très 
bonnes linéarités car lorsque les erreurs des deux réseaux sont appariées, elles se 
compensent. Cependant, la surface et la consommation sont doublées. 
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Vref+
Vref-
2^N-1 Cu
B1B4
VINn
B2B3
Cu2Cu4Cu8Cu
BN
Vref+
Vref-
2^N-1 Cu
B1B4
VINp
B2B3
Cu2Cu4Cu8Cu
BN
 
Figure  2-25. Configuration différentiel du DAC capacitif classique 
 
2.5.1.5. Synthèse 
Pour comparer ces différents montages et sélectionner celui qui nous intéresse, nous 
choisissons comme critère déterminant la valeur de la capacité unitaire minimale de chaque 
montage. Celle-ci est déterminée avec des contraintes de bruit et de matching pour assurer 
la performance minimale. Cette valeur nous donnera des informations directes sur la 
consommation des réseaux capacitifs et sur leur surface totale. 
 
On peut déterminer la capacité unitaire Cu minimum soit par le bruit de quantification, soit 
par l’erreur d’appariement des condensateurs. On retiendra ensuite l’erreur la plus 
contraignante pour notre taille minimale avec comme erreur maximale admise un demi LSB. 
 
2.5.1.6. Capacité unitaire (Cu) minimale  avec contrainte de bruit 
Comme vu dans la partie 2.3, la puissance du bruit de quantification s'exprime par: 
∫
∆
∆
−
∆
=
∆
=
2
2
2
22
12
1
dqqqσ (24) 
avec ∆ l’erreur de quantification égale à 
N
RV
2
 
Le bruit équivalent total dans les condensateurs est de 2kT/CT [23], d’où la valeur de la 
capacité totale CT minimale: 
2
22..24
R
N
T
V
kT
C ≥  (32)                     
Avec N=12; VR=VDD=3.3; T=300K ; On trouve CT> 153fF  
 
Si on ramène cette valeur à la capacité minimale pour le réseau capacitif classique 
entièrement parallèle, on trouve : Cu > 0.037fF  
Cette si faible valeur nous permet de conclure que le critère de bruit sur les capacités  n’est 
pas contraignant. 
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2.5.1.7. Capacité unitaire minimale  avec contrainte de matching 
La dispersion des capacités donnée par le DRM (Design Rules Matching) de la technologie 
est : 
LW
CA
C
C
×
=
∆ _
)(σ  (33) 
 avec A_C (Capacitor Matching Parameter) égal à 0,45%µm 
Quelque soit l’architecture du réseau choisie, l’erreur maximale possible a lieu au code 
milieu, c'est-à-dire dans notre cas avec une résolution de 12 bits au code 2048. 
Cela se comprend assez facilement avec le réseau entièrement parallèle ( Figure  2-18) où 
on se retrouve avec la sortie suivante pour le code milieu : 
 VDD
CuCu
Cu
V
NN
N
DAC ×+−
=
−−
−
11
1
2)12(
2
  (34) 
 
Cette configuration correspond au cas où la moitié des capacités est reliée à la masse et 
l’autre moitié est reliée à la référence haute. Si toutes les erreurs d’appariement sont d’un 
coté maximales et positives, de l’autre maximales et négatives, la dispersion est maximal. 
Une étude sur les erreurs de matching dans les réseaux capacitifs des ADC SAR aboutit 
d’ailleurs au même constat [24]. 
 
Pour déterminer la valeur de nos capacités minimales dans les différents DAC, on la définit 
comme étant égale à Cu(1±σ) avec σ l’erreur moyenne d’appariement. 
 
-pour le DAC classique, l’erreur maximale au point milieu vérifie l’équation : 
111
1
22
1
)1(2)1(2
)1(2
+−−
−
≤×−×
−++
+
NNN
N VDD
VDDVDD
CuCu
Cu
σσ
σ
 (35) 
 
<=> 
12
1
2
1
)1()1(
)1(
+
≤−
−++
+
Nσσ
σ
 <=>  
12
1
2
1
2
)1(
+
≤−+
N
σ
        <=>      
NCALW 2_ ×≥×
 
 
Soit √(W.L) = 18.43µM. Avec une capacitance par unité de surface égale à 0.86 fF/µM² en 
technologie AMS, on trouve :  
Cu > 292fF. On retient donc notre Cu minimum par les contraintes d’appariement qui 
englobent les contraintes de bruit.  
 
-pour le DAC à atténuation, si on néglige le mismatch de la capacité centrale, l’erreur 
maximale au point milieu vérifie l’équation : 
 
DDNDDN
N
DD VVV
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1
1
2
1
12
2
1)211(*)211(
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Avec )1(21 2/ σ+×= Ny  ; )1()12(2 )2/( σ−×−= Ny  ;  01 =x  ;  )1()12(2 2/ σ+×−= Nx  
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<=> 
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Si on néglige σ au dénominateur on trouve : 
12
1
2
1
2
)1(
+
≤×−+
N
σ
 soit la même équation que pour le DAC capacitif classique et donc la 
même valeur de capacité unitaire 
 
-Pour le DAC C-2C: 
VDD
CuCu
Cu
VDAC ×
+
=  
La valeur minimale de Cu est égale à la valeur précédente. 
 
-Enfin pour le réseau différentiel, Cu minimum est théoriquement le même que pour le 
réseau classique. Cependant, les erreurs ont tendance à se compenser ce qui permettrait de 
réduire les valeurs de Cu minimum.   
 
2.5.1.8. Récapitulatif 
 
Le tableau ci-après résume les caractéristiques de chaque réseau : 
Architecture Technologie Résolution (Bits)
Area 
Capacitance      
(fF/µM²)
Capacitor 
Matching 
Parameter A_C 
(%µM)
√(W.L) min pour 
erreur<LSB/2 
(µM)
Cu min 
équivalent   
(fF)
Nombre 
de 
capacité 
unitaire
Surface 
total 
active     
(mm²)
Consomation 
moyenne       
(µA)
Linéarité
 Réseau 
classique 
parallele
Cpoly-poly Si 12 0,86 0,45 18,432 292,175217 4096 1,3916 94,78 ++
C-2C Cpoly-poly Si 12 0,86 0,45 18,432 292,175217 37 0,0126 0,28 --
C-2C CMIM 12 1,25 1 40,96 2097,152 37 0,0621 1,99 +
 Réseau à 
attenuation Cpoly-poly Si 12 0,86 0,45 18,432 292,175217 127 0,0431 2,94 +
 Réseau 
différentiel Cpoly-poly Si 12 0,86 0,45 18,432 292,175217 8192 2,7831 189,57 ++
 
Tableau  2-2. Comparatif des architectures de DAC Capacitif 
 
Le calcul de la consommation moyenne est basé sur le principe du fonctionnement en 
dichotomie de l’ADC SAR. En effet lors de chaque cycle de conversion, on charge une 
capacité équivalente au code imposé par le mode dichotomique. Sur le DAC classique, on 
charge d’abord la capacité la plus importante (2048Cu), ensuite la deuxième capacité la plus 
importante (1024Cu) et ainsi de suite. Le calcul de la consommation moyenne revient donc à 
faire la somme de toutes ces consommations pendant une période de sampling : 
∑=
N
conv
MOY NCéq
T
Vref
I
1
)(  
Les deux architectures qui présentent le plus petit produit consommation*surface (Figure 
 2-26) avec une bonne linéarité sont le C-2C en CMIM et le réseau à atténuation. La solution 
finalement retenue est le réseau capacitif à atténuation en Cpoly car il présente une surface 
plus faible. De plus, le principal défaut du réseau C-2C est sa sensibilité aux  capacités 
parasites extérieures. Le graphique ci-dessous est une représentation visuelle du choix du 
DAC en fonction de la consommation et de la surface active. 
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Figure  2-26. Indice de performance des DAC capacitif 
 
 
2.5.2. Comparateur 
2.5.2.1. Caractéristiques 
 
Un comparateur est un circuit qui possède 2 entrées analogiques (Vin+ et Vin-) et une sortie 
numérique (Vo). Son comportement idéal est le suivant : 
 
 
 
 



<−
>−
=
−+
−+
0
0
VinVinsiVOL
VinVinsiVOH
Vo
 
 
 
 
Un tel comparateur n’est pas réalisable car il suppose un gain infini. Un comportement qui se 
rapproche de la réalité est le suivant : 
  
 
 





>−
<<
>−
=
−+
++
−+
VILVinVinsiVOL
VIH)Vin-(Vin VIL si)Vin-Av(Vin
VIHVinVinsiVOH
Vo
--
 
Avec Av le gain en tension 
 
 
Si on rajoute maintenant l’offset des comparateurs, cela donne: 
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


>−
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>−
=
−+
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−+
VILVinVinsiVOL
VIH)Vin-(Vin VIL siAv(Vos)-)Vin-Av(Vin
VIHVinVinsiVOH
Vo --
 
Avec Av le gain en tension 
 
 
D’autres phénomènes sont enfin aussi à prendre en compte telle que bruit ou le temps de 
retard de la réponse du comparateur. 
 
Il existe plusieurs types de comparateur dont une brève description est donnée ci-après. 
 
 
2.5.2.2. Amplificateur opérationnel en boucle ouverte 
 
Il s’agit du plus simple et du plus facile à réaliser des 
comparateurs. L’entrée (Vin+ - Vin-) est multipliée par le gain Ao 
en boucle ouverte. Pour avoir de bonnes performances, 
l’amplificateur a besoin d’un gain le plus grand possible afin que 
sa sortie Vout sature le plus vite possible. Cet amplificateur nécessite donc une forte 
consommation pour être un bon comparateur. Pour relâcher les contraintes sur cet 
amplificateur, on peut utiliser une chaîne d’amplificateur avec des gains plus faible. 
 
2.5.2.3. Comparateur à plusieurs étages d’amplificateur 
 
-
+
+
-
-
+
+
-
-
+
+
-
-
+
+
-
Vin+
Vin-
 
 
On utilise ici plusieurs étages d’amplification (par exemple avec plusieurs OTA en série). Le 
but est d’augmenter le gain global du comparateur et donc la rapidité de la saturation du 
dernier étage.  L’inconvénient majeur dans cette architecture est que les offsets de chaque 
étage se cumulent et sont aussi amplifiés par les gains. Pour obtenir une saturation rapide 
de la sortie, on peut utiliser d’autres architectures. 
 
-
+
+
-Vin+
Vin-
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2.5.2.4. Comparateur latché 
(a) (b) (c)
 
Figure  2-27.  (a) Latch dynamique simple (b) Schématique au niveau transistor et schématique 
complète (c) 
 
Il s’agit d’un comparateur remis à zéro à chaque comparaison [25]. Le principe est celui 
d’une paire différentielle d’entrée, dont les drains sont connectés à deux « inverseurs » 
rebouclés. La comparaison se déroule en deux phases, une première phase de reset 
pendant laquelle les deux sorties sont tirées à GND  et les deux branches des transistors de 
la paire différentielle sont ouvertes, et une seconde phase de comparaison. 
Ce comparateur a l’avantage d’avoir une sortie VOH=VDD et VOL=GND (cf  2.5.2.1). Son 
principal inconvénient réside dans un phénomène de « kick back noise ». En effet, les 
commutations lors de la comparaison et de la mise à zéro engendrent des injections de 
charge et des glitches de tension qui se retrouvent à l’entrée du comparateur et qui peuvent 
perturber la comparaison.  
2.5.2.5. Time domain comparator 
 
Figure  2-28. Time Domain Comparator  
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Ce comparateur [26] convertit ses tensions d’entrée en temps : La comparaison se déroule 
en 2 étapes. Pendant la première phase (état bas de φc), on charge les condensateurs C1 et 
C2. Durant la deuxième phase, on les décharge au travers des transistors M5 et M6 qui se 
comportent comme des générateurs de courant dont la valeur dépend de leur tension Vgs et 
donc des entrées du comparateur. Cette décharge entraine le basculement plus ou moins 
rapide des transistors M3 et M4 et c’est ce délai positif ou négatif qui détermine le signe de 
la comparaison. Ce comparateur est faible bruit et consomme très peu (≈1uW). Il n’y a pas 
de consommation statique, la charge et la décharge des capacités C1 et C2 sont les 
principales sources de consommation. L’offset de ce comparateur augmente cependant de 
manière critique lorsque l’on s’approche des zones de limite de fonctionnement des 
transistors d’entrée.   
 
2.5.2.6. Comparateur latché avec étage de pré-amplification et auto zéro 
 
PMOS PMOS PMOS
VIN
VDAC
S1
S2
S3
S4
S5
S6
S7
S8
S9
VCOMP
 
Figure  2-29. Comparateur latché avec étage de pré-amplification et auto zéro 
 
Φ2
Φ1
•S1,S2 On
•S3-S9 Off
•Latch reset
•S1,S2 Off
•S3-S9 On
•Latch reset
•Latch strobed
 
Figure  2-30. Timing du comparateur 
Ce comparateur [27] tend à prendre le meilleur des précédents montages en s’affranchissant 
de leurs défauts. Il possède plusieurs étages de pré-amplifications avec un système d’auto 
zéro pour profiter du gain sans multiplier les offsets. A la sortie de ces étages se trouve un 
comparateur de type track&latch (un « time domain comparateur » est aussi une solution). 
La différence des entrées est alors suffisamment amplifiée pour s’affranchir de l’offset du 
comparateur. Le kick back noise est non seulement atténué par les capacités d’auto zéro 
mais aussi négligeable devant l’amplitude du signal amplifié par les préamplificateurs. Le 
système complet est faible bruit en fonction du nombre d’étages de pré-amplification et de la 
valeur des capacités [27]. Cependant, plus on augmente le nombre d’étages de pré 
amplification, plus le circuit consommera. 
 
C’est ce montage qui a été retenu et dont la conception sera décrite dans la prochaine 
section. 
 
 
2.5.3. Sample&Hold 
 
Le rôle d’un échantillonneur bloqueur ou Sample and hold (S/H) est de maintenir constante 
l’amplitude de l’échantillon prélevé tous les Te durant le temps nécessaire à sa conversion. 
Te représente la période d’échantillonnage. 
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VIN
CS/H
SS/H
 
Figure  2-31. Sample and Hold le plus simple 
 
Réaliser un échantillonneur bloqueur consiste à associer un interrupteur à une capacité 
Figure  2-31 . La capacité joue le rôle d’élément mémoire, l’interrupteur est là pour réactualiser 
la valeur mémorisée ou bien l’isoler vis à vis de l’entrée. 
Cependant l’utilisation seule d’un interrupteur et d’une capacité introduisent des limitations 
en termes de rapidité et de maintien : 
-La résistance d’entrée Ron du switch limite la possibilité du suivi de la tension (constante de 
temps RC).  
-La résistance de sortie due à la résistance d’entrée du montage en aval du S/H introduit une 
limitation du maintien de la tension lors de la phase de blocage due à la décharge de la 
capacité dans cette résistance. 
-Les injections de charges dues à l’ouverture du canal des MOS de l’interrupteur créent une 
erreur de recopie de la tension. 
Pour s’affranchir de l’environnement amont et aval du S/H, on peut disposer en entrée et en 
sortie du S/H deux suiveurs Figure  2-32. 
VIN
-
+
-
+
Sortie
CS/H
SS/H
 
Figure  2-32. Sample and Hold 1 
Une configuration très simple, mais: 
-Les offsets des deux ampli-ops sont cumulés. 
-Le deuxième amplificateur doit avoir une impédance d’entrée très élevée pour éviter que la 
la capacité de sampling  se décharge et fasse chuter la tension de recopie de plus de 0.5 
LSB) 
-Le premier doit avoir une impédance de sortie très faible pour attaquer la capacité et toute 
l’amplitude se retrouve à sa sortie aux bornes de la capacité. 
 
Le montage Figure  2-33 est une amélioration du précédent. Le gain du premier ampli-op est 
utilisé pour fixer la précision voulue. Le deuxième est toujours en suiveur, mais seul l’offset 
du premier est déterminant. Toute la tension est toujours demandée en sortie du premier 
ampli-op. 
VIN
-
+
-
+
Sortie
CS/H
SS/H
 
Figure  2-33. Sample and Hold 2 
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Le montage de la Figure  2-34 présentent les même avantages que le montage précèdent 
(impédance d’entrée, impédance de sortie) en s’affranchissant des offsets des 2 
amplificateurs. Son inconvénient est ailleurs: il faut contre réactionner sur l’entrée +, puisque 
le signal est inversé dans le deuxième amplificateur. C’est souvent un très bon oscillateur. 
 
VIN
-
+
Sortie
-
+
CS/H
SS/H
 
Figure  2-34. Sample and Hold 3 
 
 
Enfin, ce dernier montage (Figure  2-35) à capacités commutées permet de n’utiliser qu’un 
seul amplificateur.  
 
VIN -
+
Sortie
CS/H
S1
S3
S2
 
Figure  2-35. Sample and Hold 4 
Le séquencement est le suivant : 
-Track : S1 et S2 fermés, S3 ouvert. La capacité se charge sur la très faible impédance 
d’entrée (1/gm) de l’amplificateur à transconductance 
- Hold : S1 et S2 ouverts, S3 fermé. La capacité est placée en contre réaction, et donc la 
sortie garde en mémoire la tension à ses bornes. L’offset de l’amplificateur est quasiment 
annulé. 
 
 
C’est finalement le plus simple des montages qui a été retenu (Figure  2-31), à savoir un 
interrupteur et un condensateur. Il présente l’avantage de peu consommer. De plus, sa sortie 
sera une grille de transistor qui présentera une forte impédance permettant de limiter les 
phénomènes de décharge du condensateur. 
 
 
2.6. Conception ADC SAR 
2.6.1. DAC 
 
La réalisation du DAC est essentiellement focalisée sur le layout. Chaque condensateur est 
entouré par d’autres condensateurs ou de capacités factices (capacités qui donnent le même 
environnement sans participer aux équations électriques) ce qui devrait assurer un bon  
appariement lors du process de fabrication. 
Conformément au paragraphe   2.5.1.7, un premier dimensionnement des capacités unitaires 
à 300fF a été utilisé. Finalement, pour des raisons d’influence des capacités parasites et de 
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couplage parasitique (cf paragraphe  2.7.3.1), nous avons retenu une valeur de capacité 
unitaire du DAC de 1pF, ce qui entraine une consommation moyenne de 10.13µA par 
conversion. 
 
VDD
GND
Cu 2Cu 32Cu
Cu
32CuCu 16Cu
VDAC
 
Figure  2-36. Layout DAC 
 
Les courbes ci-dessous (Figure  2-37) représentent la linéarité différentielle du DAC par 
simulation post-layout avec plusieurs configurations de layout. Les principaux paramètres 
modifiés sont la distance entre chaque condensateur, les niveaux de métaux qui relient 
chaque condensateur et leur largeur.  
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Figure  2-37. INL DAC 12bits 
 
On constate beaucoup de différences selon les configurations. La courbe bleu ciel 
représente la linéarité différentielle parfaite avec prise en compte des capacités parasites 
inférieures (bottom plate parasitic capacitance). La courbe jaune représente une première 
version de layout du DAC avec des capacités unitaires de 1pF. La courbe rouge représente 
une deuxième  version avec un espacement plus important entre chaque capacité ainsi que 
des connexions de métal plus élevé afin de diminuer au maximum les capacités parasites. 
Le résultat obtenu permet d’avoir une linéarité différentielle inférieure au LSB.   
Les interrupteurs utilisés sont de type CMOS. Ils offrent la possibilité d'étendre la gamme de 
tension d'entrée et permettent de réduire les injections de charges. La mise en parallèle de 
deux transistors de type différent permet de rendre la résistance de cet interrupteur 
quasiment constante pour la gamme de tension d'entrée [0-Vdd] (sauf aux extrémités), en 
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choisissant un rapport Wp/Wn (largeur des transistors PMOS/NMOS) proportionnel à µP/µN 
(mobilité des électrons/trous). Par ailleurs, lors des transitions de phases, les injections de 
charges sont de signe contraire et il est possible de trouver un rapport Wp/Wn pour lequel 
les injections de charges des deux types s'annulent (pas forcement proportionnel à µP/µN). 
Ainsi, on choisit ce rapport égal à 3 et on utilise les dimensions minimales des transistors, à 
savoir Wp=3µm et Wn=1µm. Le Ron équivalent est d’environ 5kΩ . 
 
 
Figure  2-38. Interrupteur Cmos & linéarité du Ron 
 
Le couple RC des switchs avec le condensateur série associé réalise un filtre du premier 
ordre. La fréquence maximale du DAC est donc déterminée par cette constante de temps de 
ce filtre. Pour mettre en équation cette constante de temps TDAC, on choisit de modéliser le 
DAC capacitif par des rapports de capacité égale à 2N-kC et les interrupteurs par la valeur de 
leur résistivité à l’état fermé égale à R.  
 
Yk
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E(t) est un échelon de 0 à E0. 
k=[1 :N] avec k=1 correspond au MSB et k=N correspond au LSB.  
Yk est l’admittance que l’on connecte à E0, Y0 est la somme des admittances reliées à la 
masse et Y1 la somme des admittances reliées à E0.  
Soit : 
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Pour déterminer les temps d’établissement de la sortie, on détermine dans un premier temps 
les fonctions de transfert du DAC en Laplace. Grâce au théorème de superposition, on 
pose : 
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=  et 
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Ce qui nous donne: 
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A la fin du temps d’établissement dans le DAC avant la comparaison (instant Tdac), il est 
nécessaire que le signal soit établit avec une précision suffisante par rapport à la résolution 
recherchée par ce convertisseur de N bits.  
12
)(
+
∆
<−
N
fullrange
DACoo
V
TVThéoriqueV   
On obtient le temps TDAC par simulation de notre fonction de transfert. Nous obtenons un 
TDAC maximal avec le MSB, c'est-à-dire pour k=1. Avec notre valeur de résistance 
d’interrupteur ouvert de 5KΩ et notre capacité unitaire de 1pF, on obtient une fréquence 
maximale de fonctionnement à 1.4MHz, ce qui est largement suffisant pour notre application. 
 
2.6.2. Comparateur 
 
Pour être rail-to-rail, le comparateur a besoin d’entrées à base de paires différentielles pmos 
et nmos.  
Ce comparateur rail-to-rail est composé de 2 comparateurs avec auto zéro dont l’un possède 
un amplificateur Nmos en entrée et l’autre un Pmos. Une logique de sélection permet de 
faire fonctionner l’un ou l’autre en fonction du point de fonctionnement en désactivant les 
horloges. Le comparateur fonctionne de GND à VCC.  
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Figure  2-39. Schématique comparateur complet rail-to-rail 
 
Les éléments de base qui composent ce comparateur sont un OTA (Operational 
Transconductor Amplifier) Pmos, un OTA Nmos, un comparateur Track&Latch Pmos, des 
switchs et une partie logique. Les gains des OTA seront définis par l’offset maximum du 
Track&Latch. Leurs bandes passantes seront au minimum de 336KHz pour garantir les 14 
opérations nécessaires d’une conversion à 24KS/s 
 
 
2.6.2.1. Track&Latch Comparateur 
 
Ce comparateur est celui décrit précédemment ( 2.5.2.4). Il a une consommation statique 
quasiment nulle. A 336Khz, vitesse de fonctionnement maximale des horloges du système, il 
consomme en moyenne 2µA.  Sa fréquence maximale est de 30MHz pour 30uA de 
consommation moyenne. 
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(a) (b)
 
Figure  2-40. Comparateur track&latch  (a)Schématic, (b) layout  
 
La simulation d’offset ne peut pas se faire en simulation DC, car le comparateur a un 
comportement dynamique, et nécessite une phase de reset pour ensuite faire la 
comparaison. Une simulation transitoire a donc été réalisée, avec une double rampe très 
lente sur une entrée du comparateur et une référence constante sur l’autre entrée. 
L’extraction des seuils se fait en repérant la tension d’entrée pour laquelle la sortie positive 
bascule (première partie de la rampe), puis la tension d’entrée pour laquelle la tension 
négative bascule (seconde partie de la rampe). 
 
Figure  2-41. Entrées et sortie du comparateur latch 
 
On obtient par simulation statistique Monte Carlo un offset maximum de 21.2mV au point de 
fonctionnement milieu 1.65V. Cet offset est le même pour une entrée croissante et 
décroissante de la rampe. 
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2.6.2.2. OTA NMOS 
 
Il s‘agit d’une OTA différentiel avec résistances de charge RD et de gain AV : 
DSSoxn RI
L
W
CAv µ= (38) 
Le choix de résistances à la place de MOS comme charge active permet de garantir un 
fonctionnement linéaire  quelque soit le mode commun. De manière générale, on utilise les 
charges actives dans les amplificateurs différentiels lorsque l’on veut un gain fort et on 
privilégie les résistances pour la vitesse et la linéarité telle que dans nos préamplificateurs. 
Les résistances permettent aussi de s’affranchir d’une polarisation Vb. Le gain d’un OTA  à 
charge active (Figure  2-42) est donné par le rapport des gm entre le Nmos d’entrée et le 
Pmos de la charge.  
 
 
Figure  2-42. Paire différentielle avec charge actives et sorties différentielles  
Dans le cas de notre OTA avec résistances, il faut une forte valeur de résistance pour avoir 
un fort gain (moins facile à obtenir qu’avec une charge active) ce qui engendre du bruit 
blanc. La demande en gain de l’ota n’étant pas excessive et le bruit équivalent ramené en 
entrée limité par le système d’auto-zéro, on obtient les résultats suivants : 
 
 
Figure  2-43.  Schématic&layout OTA Nmos 
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Figure  2-44. Réponse de l’OTA Nmos en fréquence en utilisant les corners préconisés par AMS 
Mode commun 
d'entrée
PM 
(Phase 
Margin)
Bruit intégré       
(0-1MHz)
min typ max min typ max typ typ min typ max
0 * * * * * * * * * * *
1,65 11,1 16,13 21 1,28M 2M 3,36M 99° 53,5µ 0,92µ 1,01µ 2,92µ
VCC 11,28 16,2 19,9 1,32M 2,04M 3,55M 98,8° 51,8µ 0,64µ 1,04µ 3,03µ
Consomation        
(A)
NMOS
Gain (Db) GBW                (GainBandWith)
 
Tableau  2-3. Résumé performances OTA Nmos 
2.6.2.3. OTA PMOS 
 
Cet OTA est de même construction que la précédente mais avec une paire différentielle 
Pmos.   
 
Figure  2-45. Schématic&layout OTA Pmos 
 
 
Figure  2-46. Réponse de l’ OTA Pmos en fréquence avec corners préconisés par AMS 
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Mode commun 
d'entrée
PM 
(Phase 
Margin)
Bruit intégré       
(0-1MHz)
min typ max min typ max typ typ min typ max
0 10,48 15,47 18,4 1,16M 2,1M 2,69M 100,8° 52,6µ 0,64µ 1µ 2,92µ
1,65 10,27 15,42 19 1,12M 2M 2,69M 100° 53,9µ 0,63u 1µ 2,89µ
VCC * * * * * * * * * * *
PMOS
Gain (Db) GBW                (GainBandWith)
Consomation        
(A)
 
Tableau  2-4. Résumé performance OTA Pmos 
 
2.6.2.4. Considération en bruit 
 
Les contributions en bruit dans nos paires différentielles sont  de type bruit blanc (ou bruit 
thermique) et bruit en 1/f (ou flicker noise). En fonction de la gamme de fréquence observée, 
une source peut être négligée en faveur de l'autre. Aux fréquences basses, le bruit en 1/f  est 
important tandis qu'aux hautes fréquences, c’est le bruit thermique qui domine.  
 
Pour un transistor MOS fonctionnant en saturation nous avons :  
Puissance de la densité spectral (DSP) du bruit thermique (bruit blanc): 
 )/²(4)( HzAgmkTfS IT γ=  (39) 
avec gm la transconductance du transistor, et γ  un coefficient que l'on prend généralement 
égal à 2/3 mais qui peut augmenter pour certaines technologies avancées. Le bruit du 
transistor est représenté par une source de courant située entre le drain et la source du 
transistor. 
Le bruit en 1/f est modélisé par une source de tension en série avec la grille dont la DSP est: 
)/²()( HzV
WLf
K
fSVF = ,(40) 
avec W et L la largeur et la longueur du transistor respectivement et K un paramètre 
dépendant de la technologie dont la valeur est de l’ordre de 1.8*10-26 V²F en AMS CMOS 
0.35µm. 
Dans les résistances, seul le bruit thermique est présent. Sa DSP est de la forme : 
)/²(4)( HzVkTRfS IT =  (41) 
Avec R la valeur de la résistance 
Vdd
**
** **
Vbias
Vi1 Vi2Q1 Q2
R1 R2
VN1 VN2
VN3 VN4
Q5
 
Figure  2-47. Représentation de l’OTA Pmos avec ses sources de bruits pris en considération 
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)/²(4)()()( 43 HzVkTRfVfVfV NRNN ===  (43) 
 
Si maintenant on fait la somme de tous ces bruits afin de les ramener en entrée, on trouve : 
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++=   
pour la résistance c’est 4KTR divisé par le gain au carré soit (gmR)2 
 
 
Vdd
*
Vbias
Vi1 Vi2Q1 Q2
R1 R2
VNEq
 
Figure  2-48. Représentation de l’OTA Pmos avec ses sources de bruits prises en considération 
 
Si on calcule maintenant la densité spectrale de la puissance du bruit sur la bande 0 - 1 Mhz 
avec les valeurs suivantes : 
gm=13.3µS; W=10µm; L=0.5µm; R=500KΩ; K=1.38*10-23J/K; T=300K; 
On obtient VRMSRMSVRMSVNéq
69 10*51²10*03.2 −− ==  
Cette valeur est à comparer avec les 53.9*10-6VRMS trouvés par simulation. 
 
En entrée de cet amplificateur, la différence minimale considérée est d’un LSB  soit environ 
805µV. Notre valeur de bruit n’est donc pas critique sur notre montage. 
 
 
2.6.2.5. Comparateur avec Auto-zéro 
 
Il s’agit du « multi stage comparator with auto zero »présenté précédemment (figure29). Les 
interrupteurs ont des dimensions minimales pour limiter les phénomènes d’injection de 
charge, ce qui crée un Roff  important mais un Ron qui n’est pas négligeable. Cela implique 
un ralentissement du courant lors de la phase de remise à zéro. L’interrupteur entre les deux 
entrées permet à l’auto zéro de se faire plus rapidement car les entrées tentent de converger 
vers un même point proche de leur valeur précédente plutôt que vers la masse. Il est 
composé de 3 amplificateurs Pmos (ou d’un Nmos en entrée et 2 PMOS) et d’un track&latch 
en guise de comparateur. 
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(a) (b)
 
Figure  2-49. Comparateur avec auto zéro (a)Schéma (b)layout  
 
Le gain min (toutes dispersions technologiques préconisées par le fondeur dans ses corners) 
de chaque OTA à 333Khz est de 10.27dB soit  3.27. Maintenant si on multiplie notre LSB par 
cette valeur au cube, on obtient :  
1LSB*GainMin*GainMin*GainMin=0.804E-3*3.27^3=28.1mV 
Cette valeur correspond à la valeur minimale en sortie de la chaîne de pré amplification avec 
une entrée d’un LSB, or l’offset Max du track&Latch est de 21.3mV. Dans un pire cas ou 
toutes les erreurs se cumulent, le comparateur garde donc une précision au minimum d’un 
LSB. 
 
 
2.6.2.6. Comparateur Rail_to_Rail 
 
PMOS PMOS PMOS
NMOS PMOS PMOS
VIN
VDAC
>=1
S1
S2
S3
S4
S5
S6
S7
S8
S9
S8’
S9’
S6’
S7’
S4’
S5’
S1’
S2’
S3’
 
Figure  2-50. Schéma & Layout comparateur complet rail-to-rail 
 
Sa consommation moyenne est de 7.1uA 
Une simulation Monte Carlo sur 50 scénarii permet de constater l’efficacité du système. 
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Le comparateur a moins de 400uV d’offset. Comme pour le test en offset du latch, le 
protocole de test consiste à utiliser une rampe très lente sur l’une des deux entrées et une 
tension continue sur l’autre avec un point de croisement milieu, le tout dans une simulation 
transitoire. La simulation AC n’est pas possible avec le comparateur latch et le système 
d’auto zéro.  
 
 
2.6.3. Sample & Hold 
 
Le sample&hold est de type ping pong et se compose de 2 condensateurs qui se chargent et 
se déchargent en opposition de phase. Cela permet au circuit (ampli, générateur) qui fournit 
Vin d’avoir une charge fixe et d’avoir plus de temps pour établir sa tension. 
 
CS/H1
S/H
ping
pongping
pong
CS/H2
Vin
Comparateur
 
Figure  2-51. Sample and hold de type ping pong 
 
La valeur de ces capacités est de 63pF. Ce choix permet d’avoir une configuration 
homogène par rapport au DAC aux valeurs des capacités du DAC. Une telle valeur est 
suffisante pour négliger les distributions de charge lors de l’auto-zéro ainsi que le couplage 
capacitif. La précision de la valeur absolue de la taille de ces capacités n’est pas crucial pour 
les performances. Pour s’en assurer, on utilise la schématique simplifiée ci-dessous qui 
représente une des capacités du Sample&Hold vue en entrée du comparateur: 
 
CS/H
Céq_DAC
CGS1
CGS2
VIN
S/H V1
V2VDAC
Ф2
Ф1 Ф1
Ф1
 
Figure  2-52. Schéma équivalent simplifié des capacités vues en entrée du comparateur 
-A l’état initial (avant conversion) on a Ф1 et Ф2 fermés soit les charges suivantes : 
INHSHS VCQ && =  
DACDACéqDAC VCQ _=  
INGSGS VCQ 11 =  
DACGSGS VCQ 22 =  
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-Ф2 s’ouvre ensuite durant toute la durée de la conversion. Ф1 et /Ф1 s’ouvrent et se ferment 
N fois (N étant la résolution du convertisseur) de manière complémentaire, synchrone et 
sans recouvrement. 
 Quand /Ф1 se ferme, on a : 
 
2121 GSDACGSINGSGSTOT CVCVQQQ +=+=  
21
21
21
GSGS
GSDACGSIN
TOT
TOT
CC
CVCV
C
Q
VVV
+
+
====  
-Quand /Ф1 s’ouvre et Ф1 se ferme, on a : 
 
HSINGSHSGSTOT CVVCQQQ &1&1 +=+=  
 
HSGS
HSINGS
GSGS
GSDACGSIN
TOT
CC
CVC
CC
CVCV
CTOT
Q
V
&1
&1
21
21
1
+
+
+
+
==  
 
Si on considère par approximation (au point de polarisation près) que Cgs1≈Cgs2≈Cgs et 
que la différence maximale entre Vin et VDAC est d’une demi dynamique (principe du SAR), 
on obtient : 
HSGS
HSGSIN
TOT
CC
CCV
CTOT
Q
V
&
&
1
)
4
3
(
+
+
==  
Avec Cgs≈5fF (valeur des capacités d’entrée de nos OTA), Cs&h≈63pF (valeur choisi pour 
être du même ordre de grandeur que la capacité équivalente du DAC) et  Vin≈3.3 on a : 
 Erreur=Vin-V1=64uV 
 
La conversion se fait sur N bit et la différence entre Vin et V1 diminue en moyenne de moitié 
à chaque coup d’horloge (car la tension VDAC se rapproche à chaque coup d’horloge de la 
tension d’entrée Vin), on obtient une suite géométrique : 
)1(2
2
1
1
2
1
)(
)
2
1
...
8
1
4
1
2
1
1)(1(
11
VV
VV
VVErreur IN
NIN
NINMax
−≈
−
−−
=+++++−=
+
  A cela, il 
faut encore rajouter un (Vin-V1), soit une erreur totale de 3(Vin-V1) car à la première 
comparaison, les deux OTA sont vus par le Sample&Hold.   
Le seul phénomène de redistribution des charges dû aux capacités d’entrée du comparateur 
est donc négligeable par rapport à notre LSB.  Les Ron non nulles et les Roff non infinies 
des interrupteurs engendrent aussi des erreurs. Par simulation, les erreurs toutes 
confondues sont inférieures au LSB (Figure  2-53). 
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∆/2
Erreure entre VIN et VS&H
VS&H
VDAC
 
Figure  2-53. Effet des redistributions de charge sur la tension du Sample and hold 
 
2.6.4. Logique & Registre à décalage 
 
La logique utilisée est la même que dans [46] 
 
 
Figure  2-54 Registre à décalage et registre résultat 
Le système est composé d’un registre à décalage et d’un registre résultat tous les deux 
composés de bascules D avec SET et RST actif bas. 
 
 
 
 SN RN C D Q QN Remarques 
L L X X X X 
L H X X H L 
Mode 
Asynchrone H L X X L H 
Instable 
Mise à 1 
Mise à 0 
H H ↑ L L H 
H H ↑ H H L 
Mode 
synchrone 
H H L-H X Q /Q 
Mise à 0 
Mise à 1 
Maintien 
Tableau  2-5. Table de vérité bascule D 
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Les entrées SN du registre à décalage sont connectées à VDD et les entrées RN au bit 
d’activation (rst2). Quand ce bit passe à l’état haut (H), la conversion commence. Le système 
passe en mode synchrone pour décaler un état haut de bascule en bascule à chaque front 
montant d’horloge.  
 
Cet état haut permet d’activer le registre résultat dont les sorties commandent le DAC. Le 
résultat de la comparaison permet ensuite soit de sauvegarder cet état haut si la tension du 
DAC est inférieure à la tension d’entrée du système, soit de remettre la valeur à 0 dans le 
cas contraire avant de passer au bit suivant. 
 
2.6.5. Horloge 
 
Pour fonctionner correctement, le système à besoin d’horloges non recouvrantes et d’une 
gestion des retards. 
 
Figure  2-55. Schématique circuit de non recouvrement 
Ce circuit (cellule bibliothèque du fondeur) permet , à partir d’une horloge principale de créer 
deux signaux carrés, en "opposition de phase" mais n’étant jamais à 1 en même temps. A 
chaque changement d’état, il y a un temps de blanc (état ou les deux signaux de sortie sont 
à 0). Ce décalage est introduit par la présence de portes supplémentaires sur les deux voies 
du circuit  La voie deux est donc plus rapide à passer à 0. Le temps de non recouvrement 
est égal à 18.4ns 
Conso 333Khz : 2.66µA 
Clk1b
Clk2
Clk
t
 
Figure  2-56. Courbe horloge non recouvrante 
 
2.6.6. Référence de tension 
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Afin que les préamplificateurs ainsi que les latchs soient au point de fonctionnement simulé 
(1.65V),  une référence de tension  été réalisé avec 2 Pmos identiques montés en résistance 
(Figure  2-57). Ils délivrent une tension de VCC/2 avec une consommation de 2.13uA. Cette 
référence possède également une mise en stand by active à l’état haut. Son mismatch n’est 
pas un point critique et n’a pas besoin d’être caractérisé car il n’influe pas sur l’offset du 
comparateur. L’important est que cette référence soit la même en chaque point afin de ne 
pas perturber le fonctionnement différentiel. Les lignes de connexion du layout nécessitent 
donc une organisation en étoile de même longueur entre le point de départ et le point 
d’arrivée. 
 
Figure  2-57. Schématique  Référence de tension 
 
 
2.7. Simulation 
 
2.7.1. Description montage complet 
 
 
Figure  2-58. Schématique CADENCE ADC SAR 
Fonctionnement: 
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1. Pour effectuer une conversion, il faut que le signal d’activation CS synchrone sur 
front montant à CLK  reste au minimum une période à l’état bas suivi de 13 périodes 
à l’état haut. 
2. Au front montant d’horloge suivant la conversion commence. 
3. Après 12 coups d’horloge le bit RDY devient actif pour signaler la disponibilité du 
résultat de la conversion sur le bus parallèle D<0:11> 
4. Le résultat reste disponible tant que l’on maintient CS à 1. Pour commencer une 
nouvelle conversion, il faut remettre CS à 0 pendant 1 coup horloge et le remettre à 1 
de nouveau pendant  13 cycles (12 de conversion +1 de disponibilité des données). 
Si on remet CS à 0 en cours de cycle, la conversion est stoppée et le système est 
prêt pour une nouvelle conversion. 
 
Liste des entrées/sorties : 
Nom Fonction Nom Fonction 
Vref_DAC+ Référence Haute du DAC D<8> Sortie Bit8 
Vref_DAC- Référence Basse du DAC D<7> Sortie Bit7 
vdda1 Alimentation analogique D<6> Sortie Bit6 
gnd Masse D<5> Sortie Bit5 
vdd Alimentation numérique D<4> Sortie Bit4 
Vin   Signal d’entée à convertir D<3> Sortie Bit3 
CS « Chip Select » D<2> Sortie Bit2 
clk Signal D’horloge D<1> Sortie Bit1 
D<11> Sortie MSB  D<0> Sortie LSB 
D<10> Sortie Bit10 rdy Signal de fin de conversion 
D<9> Sortie Bit9 Vcomp+ Sortie comparateur 
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2.7.2. Description des signaux 
Sample time
Hold time
Sortie comparateur
Sortie DAC
Horloge Pmos
Horloge Nmos
Bit Ready
 
Figure  2-59. Courbe de fonctionnement ADC SAR 
 
Cette représentation de quelques signaux du système montre le fonctionnement décrit 
précédemment. Sur cet exemple la tension à convertir est de 619mV quand le track&hold 
retient l’information. S’agissant d’une tension basse (<VCC/2), seul le comparateur avec une 
entrée pmos reste actif. A chaque fois que la sortie du comparateur est positive, on peut voir 
la sortie du DAC qui s’incrémente. Après 12 coups d’horloge, le bit rdy est actif pour signaler 
la disponibilité du résultat (code=768).  
 
La figure  ci après  représente le séquencement des signaux créés à partir du signal 
d’horloge et du signal « Chip Select »  
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Horloge
CS
CS après synchronisation
BRST2: contrôle du sample and hold
RST2: contrôle du Registre à décalage
RST1: contrôle de l’activation de la comparaison
CLK1 
CLK2B
Clk1b
Clk2
 
Figure  2-60. Synchronisation des horloges ADC SAR 
 
Les signaux RST1, RST2 et BRST2 sont construits à partir du Chip Select alors que Clk1b et 
Clk2 sont synchrones à l’horloge au rapport cyclique près. 
La consommation moyenne est de 24µA. Elle correspond à la somme de tous les éléments 
consommateur du circuit : 
IDAC+IComp+Ibias+Iref+IClk+Inum=10.13µA+7.1µA+1µA+2.15µA+2.66µA+1.6µA=24.64µA.  
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2.7.3. Simulation 
2.7.3.1. INL/DNL 
 
La simulation d’un point de fonctionnement dure environ 1 heure. Il n’était donc pas 
envisageable d’effectuer les 4096 simulations pour obtenir les courbes de linéarité 
différentielle et intégrale. 
Les courbes ci-dessous montrent un aperçu de la linéarité de l’ADC. La courbe noire est la 
courbe idéale et théorique. La courbe bleue représente une version du circuit avec un 
premier dimensionnement des capacités unitaires du DAC de 300fF (établie par les 
contraintes de matching du paragraphe  2.5.1.7.. La différence de comportement s’explique 
par le phénomène de redistribution de charges expliqué précédemment (paragraphe  2.6.3) 
avec les capacités du DAC , les capacités d’entrées du comparateur et la capacité du S&H. 
La courbe rose représente la version finale avec des capacités unitaires de 1pF (contrainte 
redéfinie par le paragraphe  2.6.3) 
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Figure  2-61. Courbe de linéarité ADC SAR 
 
Au regard de ces courbes, on obtient une INL de 1LSB max sur toute la gamme.   l’offset 
semble divisé par 3 en passant de 300 à 1000fF par contre la courbe rose qui est au dessus 
de l’idéal pour les premiers codes est au dessous pour les codes élevés et déjà pour 2048 le 
réseau de poids forts n’a pas le même impact que le réseau de poids faibles. 
 
 
 
2.7.3.2. Simulation Monte Carlo 
La simulation Monte Carlo permet d’apporter  une variation aléatoire des paramètres 
technologiques. Les résultats obtenus sont représentés dans le tableau ci dessous   
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min typ max min typ max
0,1 36 124 124 125 125 25,1u 28,4u 32,7u
1,6 10 1986 1985 1985 1985 27,74u
1,7 36 2110 2109 2110 2110 27,74u
3,2 35 3971 3970 3970 3970 27,6u 31,9u 36,7u
Code Simulation ConsoTension Vin Nb de scénarion Code théorique
 
Une simulation Monte Carlo donne une INL d’un LSB  sur les courbes on passe de +1/2 LSB 
à -1.5LSB 
 
2.7.3.3. Simulation NoiseTran 
 
La simulation noisetran s’effectue conjointement avec une simulation transitoire sous Eldo. 
Elle rajoute plusieurs signaux sinusoïdaux (par défaut 50) à différentes fréquences (dans une 
bande passante que l’on définit) et dont l’amplitude correspond aux bruits générés par le 
circuit simulé. Pour être significative, cette simulation s’effectue en plusieurs scénarii comme 
les simulations Monté Carlo. 
Comme cette simulation est très longue (environ 2h30 par scénario), un seul point de 
fonctionnement a été caractérisé avec 50 scénarii (≈4 jours de simulation) : 
Avec Vin=1.6, on obtient le code 1985 pour tous les scénarii. On peut donc raisonnablement 
penser obtenir une erreur de linéarité inferieure au LSB avec d’autres points de 
fonctionnement.   
 
2.7.3.4. Simulation PEX 
 
Les simulations PEX sont les simulations post-layout avec extraction des parasites. Dans 
notre cas, on extrait à la fois les capacités parasites ( capa de bord, capa de chevauchement 
des couches techno…) et les résistances( principalement des résistances de ligne). La 
synthèse de ces simulations nous donne une INL/DNL maximale de 1,5 LSB. Ce résultat 
rejoint la courbe de linéarité du DAC (Figure  2-37). 
 
 
2.8. TEST 
 
 
2.8.1. Outil de test 
PC avec labview Banc PXI Carte de test avec
puce ADC_SAR
 
Figure  2-62. Banc de test 
La mise en œuvre du test a été réalisée avec un châssis PXI de National Instrument, un PC 
avec le logiciel Labview et une carte de test avec support DIL48. Le châssis accueil : 
− une carte d’acquisition/Génération de signaux numériques PXI-6552 
− Une carte de génération analogique PXI-6733 
− Une carte d’acquisition analogique PXI-4070 
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Enfin on utilise une alimentation agilent E3631A et un générateur de tension agilent 
E332501A 
Les figures ci-dessous représentent la puce encapsulée ainsi que les signaux de contrôle de 
L’ADC. 
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Figure  2-63 ADC SAR V1 (a) en boitier DIL40, (b) photographie de la puce nue 
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CS
Ping
rdy
B<11:0> xx
15 0
Pong
Mux 1
Mux 2
Cycle minimum de conversion
Période d’échantillonnage de l’entrée Ping
Période de blocage et de conversion de l’entrée Pong•Remise à zéro registre
•Remise à zéro DAC
Période de disponibilité
des données de sortie
 
Figure  2-64. Chronogramme ADC SAR V1 
 
2.8.2. Test consommation 
 
Le protocole de test  de consommation consiste à injecter un sinus de 300Hz et une horloge 
à 384KHz. Pour simplifier la machine d’état de contrôle des commandes ping, pong et CS, la 
conversion se fait sur 16 coups d’horloge (bien qu’il soit possible d’effectuer la conversion en 
seulement 14 coups d’horloge).  Cela correspond à une fréquence ADC de 24KS/s. La 
mesure du courant s’est effectuée au travers d’une résistance entre le plot d’alimentation et 
l’alimentation du circuit. 
Les consommations numériques et analogiques moyennes mesurées du circuit hors DAC 
sont en moyenne de 16µA 
La consommation moyenne mesurée du DAC est de 10.1µA 
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Figure  2-65. Mesure du courant dans le DAC 
On peut voir sur la mesure ci-dessus les cycles de charges des capacités du circuit. 
 
2.8.3. Test de linéarité 
 
Pour mesurer les erreurs de linéarité différentielle et intégrale de l’ADC, on se sert du DAC 
16bits de l’outil d’acquisition/génération d’entrée/sortie analogique PXI 6733. Pour la mesure 
de la linéarité intégrale de l’ADC, on obtient les courbes ci-dessous. 
 
 
On obtient une erreur de linéarité intégrale maximale après correction de gain et d’offset de 2 
LSB. La courbe ci-dessous représente l’erreur de linéarité différentielle. 
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Figure  2-68 DNL ADC SAR V1 
La DNL ainsi obtenue et de 1,5LSB. 
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Figure  2-66. INL sans correction du gain et de 
l’offset ADC SAR V1 
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Figure  2-67 INL avec correction du gain et de 
l’offset ADC SAR V1 
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2.8.4. Test Comparateur 
La consommation moyenne du comparateur à la précision prés des outils de mesure est 
inférieure à 15uA . Pour le test d’offset on injecte un signal sinusoïdal de fréquence 0.05Hz 
et d’amplitude 40mV autour de valeur DC comprise entre 0 et VDD. Son offset est inférieur à 
1mV. 
 
 
Figure  2-69. Test du comparateur 
 
2.8.5. Test fréquentiel   
 
On utilise un générateur de sinus à 50Hz et d’amplitude 1.5V (3V Crête). Voici ses 
caractéristiques fréquentielles avec un échantillonnage à 24KS/s sur la bande passante du 
signal multipliée par π/2. Cette bande passante correspond à un filtrage du premier ordre 
avec une fréquence de coupure à 300Hz. En effet, si on considère l’atténuation à -
20dB/décade d’un filtre du premier ordre, on peut approximer la bande passante totale du 
signal par la fréquence de coupure multipliée par π/2. 
Figure  2-70. Densité spectrale du bruit  
mesurée sur la meilleure puce avec 12380 
échantillons, VDD=3,3V, un signal 
d’entrée à 50Hz et 3,2V d’amplitude crête 
à crête 
Figure  2-71. Densité spectrale du bruit  
mesurée sur la pire puce avec 11340 
échantillons, VDD=3,3V, un signal 
d’entrée à 50Hz et 3,2V d’amplitude 
crête à crête 
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Le rapport signal/bruit est respectivement de 77,2dB et 71,8dB, soit une résolution de 11Bits 
ENOB 
2.8.6. Résumé des performances 
 
 
Spécifications Simulation Test_ADC_V1 
Résolution 12Bits (10 ENOB) 12Bits(11ENOB) 12Bits(11ENOB) 
Vitesse pour 8 voies 8KS/s (24KS/s 
max) 24KS/s 24KS/s 
Signal d'entrée 
après amplification 0-3,3V 0-3,3V 0-3,3V 
Alimentation 3,3V 3,3V 3,3V 
Puissance 
consommée pour 
toutes les voies 
minimale 
(<125µW) 79µW 86µW 
INL minimale 1LSB 2LSB 
DNL minimale 1LSB 1,5LSB 
FOM 5pJ/conv 1,63pJ/conv 2,15pJ/conv 
Surface minimale (<1mm²) * 0.65mm² 
 
 
2.9. Amélioration 
 
Pour améliorer les performances d’un ADC, il faut soit augmenter sa vitesse, soit augmenter 
sa résolution, soit diminuer sa consommation. Le but est d’optimiser la FOM du 
convertisseur.  Dans tous les cas de figure, l’amélioration d’une caractéristique se fait au 
détriment d’une autre. Par exemple, une augmentation de la vitesse se traduit bien souvent 
bien par une augmentation de la consommation. Ceci se traduit par un FOM qui reste quasi 
constant.  
Le choix de la fréquence du système (qu’on définit comme étant égale à 1/Tbit) détermine la 
vitesse de conversion (N/Tbit) correspond à la constante de temps la plus longue. Cette 
constante de temps (=RCMSB) est généralement diminuée au maximum en utilisant des 
capacités minimales mais suffisamment grosses pour assurer la résolution visée (par le 
matching et le bruit associés à ces capacités).  
La taille des interrupteurs et donc la valeur de leur résistance à l’état fermé peut elle aussi 
être optimisée mais ce travail est délicat car plus un interrupteur est gros, moins il est résistif, 
mais plus il engendre des injections de charges qui fausse la valeur finale et donc limite 
l’ENOB du convertisseur par l’ensemble des erreurs engendrées.  
Le constat est que malgré tous les efforts qui peuvent être apportés pour diminuer la 
constante de temps la plus longue dans de ce type d’ADC, la vitesse reste bridée par celle-
ci. Peu importe le type de DAC ou le comparateur utilisés, les constantes de temps sont 
inégales et le dimensionnement actuel des ADC-SAR est imposé par la constante de temps 
la plus critique associée au cas de la première comparaison liée au MSB. 
Toutes les architectures proposées dans les publications de l’état de l’art s’attardent sur la 
minimisation de la constante de temps la plus critique. Aucune ne propose d’amélioration par 
une adaptation de la fréquence d’horloge durant la conversion pour ne se limiter qu’à la 
constante de temps de la comparaison en cours. Cette solution permet d’améliorer la FOM 
des convertisseurs SAR comme nous allons le démontrer dans la suite du document. Celle-
ci a fait l’objet d’un brevet en cours d’étude. 
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2.9.1. Proposition d’amélioration 
 
2.9.1.1. Principe 
La proposition vise à améliorer les performances des ADC SAR en jouant sur la fréquence 
d’horloge qui les régit. Cette amélioration permet soit d’augmenter la vitesse du 
convertisseur, soit de diminuer sa consommation en relâchant les contraintes des blocs qui 
le composent. Dans les 2 cas, on diminue la figure of merite du convertisseur. 
Le principe est d’adapter chaque période du système à chaque pas de la conversion (donc N 
fois) afin qu’elle soit la plus courte possible en fonction des différentes constantes de temps 
du système lors de la conversion en cours.  
La suite du document propose d’évaluer le gain de performance maximale avec cette 
amélioration sur un ADC SAR capacitif classique. On considère que la résolution réelle du 
convertisseur ENOB=N (cas du FOM théorique) et on fait en sorte que l’amélioration 
proposée ne détériore pas cette résolution. 
Les périodes de conversion (Tbit) de l’ADC sont gérées par les équations 
Tbit =Tcomp + Tdac  
Dans le cas d’une conception classique avec une horloge non adaptative, le 
dimensionnement d’un ADC SAR répond à l’équation suivante pour toutes ses 
comparaisons : 
)1(max == kTT DACDAC et maxDACDAC TNtotalT ×≥  
En d’autres termes, la vitesse du système dépend de la constante de temps maximum liée à 
l’établissement de la tension propre au MSB. 
Par contre dans le cas d’une horloge adaptative qui évolue au cours de la conversion pour 
correspondre à chaque constante de temps de chaque étape de conversion, on obtient : 
∑
=
≥ N
k DACDAC
kTtotalT
1
)(
   
A chaque incrémentation de k, le temps d’établissement est à peu prés divisé d’un facteur 
proche de 2 (supérieur à 1). 
Ci-dessous est représenté le diagramme sommant les 8 périodes de comparaison d’un ADC-
SAR 8 bits dans le cas d’une horloge non adaptative conventionnelle puis dans le cas d’une 
horloge adaptative. 
 
0,0E+00 2,0E-06 4,0E-06 6,0E-06 8,0E-06 1,0E-05 1,2E-05 1,4E-05 1,6E-05
2,067E-06
4,134E-06
6,201E-06
8,268E-06
1,034E-05
1,240E-05
1,447E-05
1,654E-05(a) (b)
k Temps de chaque période TDAC normalisé
1 1,000 1,000
2 1,000 2,000
3 1,000 3,000
4 1,000 4,000
5 1,000 5,000
6 1,000 6,000
7 1,000 7,000
8 1,000 8,000
∑
=
N
k DAC
kT
1
)(
 
Figure  2-72. (a) Périodes (en seconde) de conversion d’un ADC-SAR avec une horloge 
classique ; (b) Rapport entre chaque période consécutive 
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0,0E+00 2,0E-06 4,0E-06 6,0E-06 8,0E-06 1,0E-05 1,2E-05 1,4E-05 1,6E-05
2,067E-06
3,981E-06
5,295E-06
6,212E-06
6,837E-06
7,237E-06
7,470E-06
7,591E-06(a)
(b)
k Temps de chaque période TDAC normalisé
1 1,000 1,000
2 0,926 1,926
3 0,636 2,562
4 0,444 3,005
5 0,302 3,308
6 0,194 3,501
7 0,113 3,614
8 0,059 3,672
∑
=
N
k DAC
kT
1
)(
 
Figure  2-73 : (a) Périodes de conversion d’un ADC-SAR avec une horloge adaptée ; (b) Rapport 
entre chaque période consécutive 
Le diagramme ci-après représente le gain apporté sur le FOM par notre solution par rapport 
à un pilotage conventionnel. 
Ce gain qu’on nommera G correspond au temps total d’une conversion classique divisé par 
le temps total d’une conversion avec notre amélioration : 
∑
=
×
=
N
k DAC
DAC
kT
TN
G
1
)(
)1(
 
Ce gain est fonction de la résolution N et tend vers 2,3 pour les fortes résolutions dans le cas 
d’une architecture de DAC classique avec une horloge adaptative. Dans notre exemple 
précédent (Figure  2-73) portant sur 8 bits, le Gain G est de 2,18 (8/3,67). Nous retrouvons 
cette valeur sur la figure suivante. 
 
Gain de temps sur la conversion en fonction de la résolution
1
1,2
1,4
1,6
1,8
2
2,2
2,4
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
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G
ai
n
 
de
 
te
m
ps
Série1
 
Figure  2-74 : Quantification en fonction de la résolution (N) du convertisseur du gain de temps 
et donc de FOM lors des N comparaisons entre une architecture suivant l’invention et une 
architecture suivant l’état de l’art. 
 
Par exemple pour N=12, on a un rapport de G=2,27. La conversion peut donc s’effectuer 
jusqu’à 2,27 fois plus rapidement. 
Si la consommation supplémentaire générée par l’horloge adaptative est négligeable, la 
FOM du système amélioré  est directement diminuée par ce facteur G : 
GFS
POWER
FOM
ENOB ××
=
2
 
La valeur de ce  gain dépendant essentiellement  de l’architecture du DAC utilisé.   
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2.9.2. Exemple de réalisation/Détails 
 
2.9.2.1. Exemple de pilotage optimisé d’un ADC-SAR 
L’amélioration a été testée sur notre convertisseur de type SAR.  Ci-dessous est représenté 
le cycle de conversion de l’ADC avec son horloge adaptée : 
Cycle minimum de conversion
1 2 7 89
10
3 4 5 6 x x x
111213
14
xxxx xx
x
xx B0 B1 B2 dataxx
CLK
CS
rdy
Période 
d’échantillonnage 
de l’entrée
Période de blocage de l’entrée et 
de conversion de la donnée
Période de 
disponibilité des 
données de sortie
B3 B4 B5
 
Figure  2-75 : Chronogramme de l’ADC 
 
Le fait d’augmenter la fréquence à chaque fois que la constante de temps du circuit diminue 
permet  d’augmenter de manière significative la vitesse du système. En théorie, le calcul 
précédent a montré que le gain maximum était de 2,27 pour N=12. Cependant, il est bien 
plus facile de diviser une fréquence d’horloge par 2. Pour que le système soit adapté à une 
fréquence horloge qui se multiplie par 2, il suffit de légèrement augmenter notre T initial puis 
de multiplier notre fréquence par 2 seulement toutes les 2 périodes de conversion. Dans 
notre système à 12 opérations, si chaque opération a besoin d’à peu prés 1.5 fois moins de 
temps que la précédente et que la première nécessite un temps T, au lieu d’avoir besoin 
12*T, on a : 1T+1T+T/2+T/2+…+T/(2^N/2)≈ 4T. On réduit donc le temps total du système par 
un facteur 3 (12/4=3). 
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Figure  2-76 : Chronogramme des principaux signaux d’un ADC-SAR suivant l’invention. 
 
2.9.2.2. Exemple de réalisation de l’horloge de pilotage optimisée pour un ADC-SAR 
2.9.2.2.1. Exemple de réalisation « numérique » 
 
Décodeur N vers 2N
flip-
flopclkIN
Diviseur d’horloge
par N Multiplexeur
numérique N 
bits
flip-
flop
flip-
flop
clk1
clk2
clkN
Compteur 
modulo N
clkOut
B1 BN
 
Figure  2-77 : Exemple de réalisation d’horloge adaptative 
 
Le principe de base de cet exemple de réalisation est de basculer entre plusieurs horloges 
de fréquence différente afin d’obtenir une horloge de sortie avec une fréquence variable. 
On part ici d’un signal clkIN avec la fréquence maximale que l’on veut obtenir. Au travers de N 
bascules, on divise clkIN N fois par 2 afin d’obtenir N signaux (clk1 à clkN) dont chaque 
fréquence est une puissance de 2 du signal initial. 
Ensuite, à l’aide d’un multiplexeur, on sélectionne successivement les horloges désirées afin 
d’obtenir notre horloge variable clkOUT. 
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Dans cet exemple, on sélectionne les horloges l’une après l’autre dans l’ordre où elles 
arrivent dans le multiplexeur. Pour cela, on utilise un compteur modulo N qui incrémente 
l’adresse du multiplexeur. Celui-ci reçoit comme entrée l’inverse de clkOUT, ainsi lorsque 
qu’une période d’horloge a été effectuée, on bascule sur une autre horloge et on balaye en 
boucle toutes les fréquences. Une simulation de cette architecture consomme en moyenne 
moins de 3µA pour une fréquence d’horloge principale clk égale à 4Mhz . Sur notre ADC, on 
perd  un facteur 1.1 sur la consommation mais on gagne un facteur 2 sur la vitesse. Le gain 
sur la figure de mérite reste donc significatif.    
 
2.9.2.2.2. Exemple de réalisation « analogique » 
La durée Tcomp étant constante elle peut être gérée par une suite de portes logiques générant 
un retard de durée Tcomp ou par un monostable qui une fois déclenché générera une 
impulsion de durée Tcomp. 
La durée TDAC peut être par exemple générée à partir de la charge ou décharge de capacité 
avec une source de courant ajustable. Il suffit pour cela de comparer le potentiel de la 
capacité pour créer une durée TDAC. 
Ci-dessous est représenté un exemple de génération d’impulsion TDAC variable :  
RESET
(Vr)
I0
C
Vc
Vs
Vo
 
Figure  2-78 : exemple de réalisation d’impulsion TDAC 
Ce dispositif répond aux équations suivantes en considérant que la capacité C est 
réinitialisée au potentiel Vr à l’instant t=0 : 
( )
0
0
.
:
)(
I
VsVrC
T
donc
t
C
I
VrtVc
DAC
−
=
−=
 
Ceci se traduit par le chronogramme suivant : 
Tcomp TDAC
t
1
0
CK+reset
Tcomp
t
Vc
Vr
Vs
t
Vo
1
0
1
2
3
 
Figure  2-79 : chronogramme de l’horloge « analogique » de pilotage du DAC 
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A l’instant  sous l’effet de la source de courant I0, la tension de la capacité décroît et atteint 
une valeur inférieure au seuil Vs. La sortie du comparateur passe au niveau haut ce qui 
déclenche le monostable (non représenté sur la Figure  2-78) dimensionné pour générer une 
impulsion de durée Tcomp. 
A l’instant  la durée Tcomp contrôlée par le monostable est atteinte, le signal d’horloge (CK) 
repasse à zéro. Ceci a aussi pour effet de dé-valider la réinitialisation de la capacité au 
potentiel Vr. La capacité C commence à se décharger sous l’effet de la source de courant I0. 
A l’instant  sous l’effet de la source de courant I0, la tension de la capacité décroit et atteint 
une valeur inférieure au seuil Vs. La sortie du comparateur passe au niveau haut ce qui 
déclenche le monostable. Entre les instants  et , il a été généré un niveau bas de durée 
TDAC. Un nouveau cycle commence. 
La durée TDAC peut être contrôlée par la source de courant I0 puis en divisant par 2 à chaque 
cycle la valeur de capacité nous réduisons la durée TDAC par le même facteur. 
Exemples de réalisation de monostable 
 
Figure  2-80 : exemple de 
monostable réalisé à partir d’un 
amplificateur opérationnel 
 
 
Figure  2-81 : exemple de monostable réalisé à partir 
de portes logiques (ici de type NOR) 
 
2.9.3. Variantes d’améliorations 
 
2.9.3.1. Rapport cyclique 
Nous avons vu précédemment que les constantes de temps qui régissaient les ADC SAR 
étaient Tcomp et TDAC. Une adaptation de l’horloge pour correspondre aux TDAC minimum nous 
permet de gagner un facteur G. Maintenant, si on considère que Tcomp << TDAC  et que Tcomp 
correspond à un des états de l’horloge (haut ou bas),  une adaptation du rapport cyclique 
permet aussi un gain sur le temps de conversion. 
On définit α (comprit entre 0 et 1) comme le rapport cyclique et on garde N comme le 
nombre de cycles nécessaires d’une conversion. On obtient un gain sur le temps de 
conversion lié seulement au rapport cyclique de :  
CompDAC
DAC
TT
T
G
+
=α .  
Quand α=0,5, l’horloge à un rapport cyclique symétrique et la conversion est classique 
Gα=0,5.  
Quand α tend vers 1 (Tcomp négligeable devant TDAC),  le Gα tend vers 1 soit le gain 
maximum que l’on peut espérer avec une adaptation de l’horloge par son rapport cyclique. 
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Sur le chronogramme suivant la durée Tcomp est gérée par le niveau bas de l’horloge et a une 
durée constante alors que la durée TDAC est gérée par le niveau haut et a une durée 
décroissante qui s’adapte au constante de temps de chaque comparaison dans le DAC. 
Tcomp
TDAC1 TDAC2 TDAC3
Tcomp Tcomp
1
0 t
Horloge
 
Figure  2-82 : Exemple d’horloge optimisée en fonction du temps 
 
2.9.3.2. Horloge auto générée 
Une autre variante possible est une horloge auto générée par le système lui-même. Ainsi à 
la fin de chaque temps d’établissement  TDAC  et  Tcomp, l’horloge bascule d’un état à un autre 
d’une manière automatique et correspond au minimum possible en respectant l’exemple de 
chronogramme de la Figure  2-82. Cela permettrait d’avoir une séquence de conversion la 
plus rapide que le système le permet et sans prédiction. Un exemple de mise en œuvre de 
ce type d’horloge est présenté dans le paragraphe  2.9.2.2.2 (horloge analogique). 
 
 
 
2.10. Conclusion 
 
L’ADC SAR ainsi présenté répond parfaitement aux besoins de l’application. Les blocs qui le 
composent ont bénéficiés d’une étude bibliographique et d’une optimisation permettant 
d’atteindre les performances visées. Les contraintes de surface et de consommation ont 
privilégiés l’utilisation d’un DAC de type capacitif. L’étude de la dispersion des paramètres 
technologiques ont conduits aux choix des tailles minimales des capacités permettant 
d’atteindre 12bits de résolutions quelque soit les scénarios. Le comparateur conçu est de 
type lacth précédé d’étages d’amplifications avec un système d’auto zéro garantissant un 
offset de l’ensemble de la chaine inférieur au LSB. Il possède également des entrées rail-to-
rail afin d’utiliser toute la dynamique de sortie du DAC. Les effets de redistributions de 
charges et de couplage capacitif ont également été étudiés et minimisés afin de garantir la 
performance. L’ensemble de la conception a été validé par le flot de conception des circuits 
intégrés (cf ANNEXE 3). 
L’ADC réalise 12bits de résolution pour une vitesse de 24Ks/S et 86µW de puissance 
consommée.   
Une perspective d’amélioration de la vitesse des ADCs SARs en adaptant les signaux de 
contrôle de l’horloge a été étudiée et a fait l’objet d’un dépôt de brevet.  
Les performances de l’ADC obtenues ont permis son intégration dans les premiers 
prototypes d’ASIC de lecture des signaux de type EcoG. Ces ASIC sont actuellement en 
cours de test. La première implantation chez l’homme est prévue à l’horizon 2012. 
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Chapitre 3 
 
 
 
3. Convertisseur Analogique/Numérique Sigma 
delta incrémental pour mesure de pression 
stationnaire   
 
 
 
Ce chapitre propose l’étude architecturale d’un système complet construit autour d’un 
convertisseur sigma-delta intégrant le capteur comme élément actif et dédié aux contraintes 
de l’application en termes de résolution et de communication.  
La première partie de ce chapitre présente l’application qui consiste à mesurer la 
pression stationnaire sur la voilure de maquette d’avion en soufflerie. Les contraintes de la 
soufflerie et la gestion d’un grand nombre de capteurs (256) aboutissent à un convertisseur 
sigma-delta incrémental permettant d’obtenir une sortie en réponse à une requête 
asynchrone. Une modélisation de chaque élément du système complet intégrant le capteur, 
le modulateur et le filtre numérique effectuée sous matlab/simulink est ensuite présentée. 
L’étude du choix de l’implémentation du filtre numérique aboutit à un compromis entre 
vitesse et surface. Cette étude architecturale se termine par le dimensionnement de chaque 
élément du système. Sa résolution attendue est de 16 bits ENOB pour une fréquence 
maximale d’entrée de 100 Hz et un débit de sortie d’1 kS/s. 
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3.1. Introduction 
 
Quand un ADC convertit un signal analogique en un signal numérique, il divise sa 
gamme d’entrée par le nombre total de pas de quantification, puis fait correspondre à 
chaque valeur d’entrée la valeur quantifiée la plus proche. Les convertisseurs qui font 
littéralement une telle segmentation sont parfois nommés dans la littérature ADCs directs. Ils 
incluent les flashs, les SARs, les ADCs algorithmiques et les ADCs pipelines  [47]. Dans ce 
type d’ADC, la précision du pas de quantification est basée sur l’appariement des 
composants (résistances, condensateurs). La résolution de ce type d’ADC est de ce fait bien 
souvent limitée à 12bits s’ils ne bénéficient d’aucune calibration pour compenser les 
dispersions technologiques.  
Les ADC qui utilisent une étape intermédiaire pour obtenir le code numérique de sortie 
peuvent être nommés ADC indirects. C’est le cas notamment des convertisseurs à rampe ou 
sigma delta qui utilisent une modulation de fréquence, de période ou encore de rapport 
cyclique [47].  Ils convertissent dans un premier temps la tension d’entrée en un rapport 
proportionnel dans le domaine temporel, puis quantifient ce rapport avec un mot numérique.  
Dans le cas d’un convertisseur double rampe, il s’agit d’un rapport entre 2 intervalles de 
temps, et dans le cas d’un convertisseur sigma delta, il s’agit d’une proportion de 1 dans le 
flux de sortie du comparateur. Ce rapport final du domaine temporel est ensuite converti 
grâce à un circuit numérique qui tourne à une fréquence bien supérieure à la vitesse de 
conversion (par exemple, un compteur ou un filtre à décimation). La résolution des ADC 
indirects  ne reposent donc pas sur l’appariement des composants mais plutôt sur la vitesse 
à laquelle ils fonctionnent. Il est donc possible d’obtenir de fortes résolutions avec ce type 
d’ADC pour des signaux d’entrée de très faible fréquence ce qui les rend particulièrement 
intéressants pour des applications de type instrumentation de capteurs.  
Les spécifications du projet WIRELESS sur la mesure de pression et le grand nombre de 
points de mesure ont conduit à prévoir le développement d’un circuit intégré spécifique 
(ASIC) qui, couplé à un élément sensible de type MEMS, réalisera la fonction de mesure de 
pression. Cet ensemble (ASIC + MEMS) sera considéré dans la suite du document comme 
le système capteur. 
 
   
3.2. Contexte : Application Onera 
 
Les essais en soufflerie consistent à reproduire les conditions atmosphériques vues par un 
objet en mouvement dans l’air pour étudier par exemple les phénomènes aérodynamiques 
induits autour de cet objet et le comportement de sa structure (Figure  3-1 et Figure  3-2). Les 
progrès constants de l’informatique permettent d’accéder de mieux en mieux à ce type 
d’information via les simulations. Les équations de l’aérodynamique sont en effet bien 
connues de la communauté scientifique mais leur numérisation nécessite des discrétisations 
spatiales et temporelles qui limitent la précision des calculs. Cela est particulièrement vrai en 
cas : 
-de prépondérance des effets de viscosité sur l’écoulement (tourbillons, décollements, …) 
- de configuration géométrique tourmentée. 
De telles situations nécessiteraient des maillages spatiaux et temporels très fins qui ne 
seraient raisonnablement pas compatibles avec les puissances de calcul actuellement 
disponibles. Les essais en soufflerie permettent donc, par la mesure, de valider les résultats 
de simulations, de les affiner et/ou de les compléter. Ils restent incontournables à ce jour 
mais leur existence reste  incertaine à long terme. 
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Figure  3-1. Maquette à instrumenter 
 
 
 
 
 
 
Figure  3-2. Ventilateur de la soufflerie 
 
Une compétition relevée s’exerce logiquement entre les différentes souffleries. Aujourd’hui 
les principaux critères de choix d’une soufflerie sont sa réactivité, ses délais, la précision de 
ses mesures, sa capacité de modélisation (au sens maquette), la quantité d’informations 
(mesures) qu’elle sait fournir et le coût des essais.  
 
Les capteurs traditionnels d’instrumentation ne font l’objet, pour le moment, d’aucun 
traitements à bord de la maquette car tous les signaux (analogiques à bas niveau) sont 
véhiculés par câbles vers les baies de traitement et d’acquisition déportées à plusieurs 
dizaines mètres. La mise en œuvre de ces câbles alourdit considérablement la préparation 
des essais et le nombre de capteurs embarqués est limité par les sections de passage 
disponibles à l’intérieur du dard supportant la maquette (Figure  3-3). 
 
 
 
Figure  3-3  Maquettage d’une voilure avec son réseau filaire de connexions capteurs 
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3.2.1. Cahier des charges 
 
L’Onera souhaite améliorer l’attractivité de ses souffleries pour maintenir leur compétitivité à 
haut niveau. Cette démarche passe, entre autre, par le développement d’un système 
d’instrumentation permettant notamment : 
· d’accélérer la préparation des maquettes, 
· d’en diminuer le coût, 
· d’augmenter le nombre d’informations acquises à chaque essai 
· d’augmenter localement la densité de capteurs 
 
Deux systèmes de mesure de pression sont couramment utilisés : la mesure de pression 
stationnaire (ou statique) et la mesure instationnaire (ou dynamique). Dans le premier cas, 
on cherche à mesurer les pressions basses fréquences. Pour cela on utilise des capteurs de 
pression à l’intérieur de tubes (Figure  3-4). Ces tubes filtrent mécaniquement les variations 
hautes fréquences de la pression. Dans le cas de mesures de pression dynamique, les 
capteurs affleurent la surface des matériaux soumis au flux d’air imposé par la soufflerie 
(Figure  3-5). 
 
Figure  3-4. Mesure de pression stationnaire 
 
Figure  3-5. Mesure de pression dynamique 
 
Le cadre de ce projet concerne la mesure de pression stationnaire sur la voilure. Les 
contraintes liées au système de mesure et à l’environnement de la soufflerie ont abouti au 
cahier des charges du système global suivant. 
 
Gamme de mesure 20 000Pa-95 000Pa 
Précision +/-30Pa 
Bande passante 100Hz 
Synchronisation des mesures 
entre capteurs 
0,4ms 
latence (retard) < 5ms 
Temps de réponse < 1ms 
Nombre de voies de mesure 1500 
Température de 
fonctionnement (en surface) 
-30°C +60°C 
Tableau  3-1. Cahier des charges 
La valeur du temps de réponse est liée au fait que la mesure de pression doit être corrélée à 
une mesure des variations de pression dues à la soufflerie elle-même. Cette compensation 
nécessite une précision temporelle d’environ 1ms quant à l’instant d’acquisition. En effet on 
considère que pendant une fenêtre temporelle d’1ms, les variations de pression dues à la 
soufflerie sont négligeables devant la précision de la mesure. Ainsi le circuit doit se 
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comporter comme un composant interrogeable de manière asynchrone avec un temps de 
réponse inférieur à 1 ms. On peut représenter cela de la manière suivante : 
Latence Temps
Pression
1ms ?
BP signal : 100Hz
 
Figure  3-6. Temps de latence et temps de réponse face à une variation de pression 
La courbe bleue représente l’évolution de la pression en fonction du temps avec une bande 
passante de 100Hz et une variation maximale de la pression comprise entre 20KPa et 
95KPa. La courbe rouge correspond à la sortie du système de mesure avec un temps de 
latence toléré de quelques ms.  Plus précisément, le mode de fonctionnement asynchrone 
permettra d’envoyer des requêtes grâce à un signal de sélection CS,  lorsque l’utilisateur le 
désire (Figure  3-7). Il devra tout de même respecter le théorème de Shannon s’il veut 
reconstituer le signal d’entrée précisément. 
Temps
Pression
Latence
CS
 
Figure  3-7. Mode asynchrone de l’acquisition de mesure 
 
3.2.2. Structure globale 
 
Pour répondre aux attentes de l’application en terme d’intégration des capteurs,  le système 
de mesure sera inséré en surface de la voilure et sous forme de rubans électroniques 
intégrés à la maquette (Figure  3-8 et Figure  3-9). Les rubans seront noyés dans un matériau 
de type résine destiné à protéger l’électronique tout en restituant la forme du profil. Cette 
résine sera ensuite percée au niveau des capteurs pour être conforme à la méthode de 
mesure de pression stationnaire. La cavité ainsi créée possèdera une fréquence de coupure 
de quelques centaines de hertz. Le fait de placer les rubans en surface permet de concevoir 
une voilure en un seul bloc et a l’avantage de maximiser la bande passante du phénomène 
physique à mesurer car le système de mesure est alors au plus près de la surface et donc 
de l’écoulement. Ce point est crucial pour une évolution du système où seraient envisagées 
des mesures instationnaires par exemple. 
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Codage 
d’adresse 
Système 
capteur 
 
Figure  3-8. Ruban de mesure de pression 
 
Figure  3-9. Courbure du ruban de 
mesure  
 
Pour réduire l’encombrement filaire, ce ruban est basé sur une structure de type Bus série. 
Le protocole du Bus s’est porté sur le SPI avec un adressage de type I2C. Celui-ci a 
l’avantage contrairement au bus SPI classique de ne pas nécessiter de Chip Select par point 
de mesure, ce qui aurait engendré un trop grand nombre de liaisons filaires. On aurait alors 
perdu l’intérêt de la structure de Bus série. De plus, le Bus I2C offre une grande flexibilité 
lors de l’utilisation. Son système d’adressage des éléments permet de ne pas avoir un 
nombre de capteurs par ruban imposé au départ ou alors de ne pas interroger forcément 
tous les capteurs à chaque mesure pour améliorer la bande passante.  
Le système capteur choisi est composé de capteurs de pression (de type MEMS) et d’une 
électronique de conditionnement (de type ASIC). L’objectif de l’interface capteur est de 
convertir une variation de pression en un mot numérique représentatif de cette variation. La 
résolution choisie est de 16bits ce qui permettra d’assurer une précision de +/-30Pa. 
L’interface capteur sera réalisée en technologie CMOS AMS 0.35µm. Le capteur encore non 
défini à l’heure actuelle sera soit capacitif soit résistif. Les deux types d’entrées seront 
prévus par le circuit.  
CLK  Management
ADC
Σ∆
Digital
controlCapacitive sensor
LNA
&
filter
Mux
Power supply
and reference
Resistive sensor Temperature
measurement
Calibration & 
compensation
SPI Link
vdd
gnd
CLK Σ∆
MISO
MOSI
CS
SCLK
 
Figure  3-10. Système capteur du projet wireless 
3.2.3. Capteurs 
 
Deux technologies de mesures sont couramment utilisées pour les microsystèmes de 
mesures de pression à base de MEMS, capteurs résistifs ou capacitifs. Les capteurs résistifs 
sont plus courants car plus simples à concevoir mais ont souvent une consommation plus 
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importante que les capacitifs. Les capteurs capacitifs ont généralement des dimensions plus 
petites pour des gammes de mesures équivalentes. 
A l’heure actuelle peu de capteurs capacitifs sont disponibles en puces nues et accessibles 
facilement pour les quantités envisagées durant le projet. Le choix s’est porté pour l’instant 
sur un capteur résistif de la marque EPCOS et un capteur capacitif de chez Tronics.  
 
3.2.3.1. Capteur résistif 
 
Le capteur résistif de chez EPCOS est de la série C27. Les capteurs de cette série ont 
l’avantage de posséder une jauge de température intégrée au capteur qui permettra de 
compenser au mieux les mesures par la suite. Un autre avantage de cette série est que 
chaque capteur existe en version absolue ou différentielle et avec les mêmes 
caractéristiques électriques. Le capteur identifié dans la série possède une dynamique de 
1bar et ses dimensions sont de 3x3mm². 
Les équations traduisant les effets de la tension d’alimentation, de la température et de la 
non-linéarité sur la sensibilité et l’offset du capteur sont combinées pour obtenir un modèle 
dont la sortie est l’évolution de la tension du pont de Wheatstone en fonction de la pression 
d’entrée, de la température et de la tension d’alimentation. L’effet de chaque paramètre 
d’entrée sur la sortie est décrit ci-après. 
 
• Expression de la tension de sortie sans prise en compte de la non-linéarité : 
),().,(),,( 0 TVddVpTVddSpTVddVout +=  
S est la sensibilité et V0 l’offset du capteur 
• Effet de la tension d’alimentation sur la sensibilité : 
V
Vdd
TVSTVddS
5
).,5(),( =  
• Effet de la tension d’alimentation sur l’offset : 
V
Vdd
TVVTVddV
5
).,5(),( 00 =  
• Effet de la température sur la sensibilité : 
( )2)25()25(1).25,(),( CTCTCVddSTVddS ss °−+°−+°= βα  
 
• Effet de la température sur l’offset : 
)25.()25,(),( 00 CTTVpCVddVTVddV °−+°=  si T > 25°C et 
)25.()25,(),( 00 CTTVmCVddVTVddV °−+°=  si T < 25°C. 
 
• L’influence de la non-linéarité sur la tension de sortie est modélisée par l’équation 
suivante : 
),().,()).,(.
4
(),,( 0
2
max
TVddVpTVddSpTVddS
p
L
pTVddVout
r
++
−
=
 
 
On crée ainsi un modèle Simulink (Figure  3-11) avec deux tensions de sortie Voutp et Voutm 
. Les variations de ces tensions de sortie se font autour de Vref = Vdd/2 :  
2
),,(
0),,(
pTVddVout
VVrefpTVddVoutp ++=  
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2
),,(
0),,(
pTVddVout
VVrefpTVddVoutm −+=  
 
 
Figure  3-11.  Modèle simulink du capteur résistif 
 
Pour valider le modèle, les courbes de variation de la tension en fonction de la pression sont 
tracées ci-dessous. 
 
Figure  3-12 Variation de la capacité du modèle du capteur résistif  en fonction de la gamme de 
pression fixée par le cahier des charges  
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Figure  3-13. Densité spectrale de puissance du capteur résistif après amplification par un gain 
idéal 
 
Les premiers résultats de simulations haut-niveau avec ce modèle permettent d’identifier les 
limitations du système liées au capteur. En l’occurrence, la distorsion liée à la non-linéarité 
du capteur (Figure  3-13) est telle que le rapport SNDR est limité à 10 bits, ce qui limite la 
précision de mesure pouvant être atteinte (niveau de la précision spécifié étant ±30 Pa pour 
l’objectif à terme). Pour corriger ce problème, l’utilisation de LUT (Look Up Table) est 
possible mais complexifie  l’électronique de conditionnement. 
 
3.2.3.2. Capteur capacitif 
 
Le capteur capacitif de chez Tronics ne possède pas de jauge de température intégrée et 
n’existe qu’en version absolue. Les variations en température des capteurs capacitifs sont 
généralement moins importantes et la sensibilité meilleure, ce capteur devrait répondre tout 
de même au cahier des charges en alliant une mesure de température sur l’ASIC proche 
capteur. Il a en plus l’avantage de ne mesurer que 1x1mm². 
La caractéristique de variation de capacité en fonction de la pression issue de la datasheet 
du capteur est  donnée ci-après.  
20KPa-95KPa
 
Figure  3-14 Variation de la capacité (Csense-Cref)  du capteur capacitif en fonction de la 
pression   
Chapitre 3 Convertisseur A/N Sigma-Delta incrémental pour mesure de pression stationnaire  
 
- 127 – 
La partie de la caractéristique correspondant à la gamme de pressions [20 kPa, 95 kPa] a 
été isolée pour réaliser le modèle. Le modèle réalisé à l’aide du logiciel Matlab-simulink est 
constitué d’une fonction du deuxième ordre issue de la caractéristique précédente et reliant 
la variation de capacité en sortie à la pression en entrée :  
13-3.7502e-p*18-1.5798ep*24-7.7381e  Cref-Csense 2 += ,  
avec Cref fixée à 9.3e-12 F. 
Une dérive en température  de 0.34e-15 F/°C est ajo utée au modèle. 
 
Figure  3-15. Modèle simulink du capteur capacitif 
 
Pour valider le modèle, les courbes de variation de la capacité en fonction de la pression 
sont tracées ci-dessous. 
 
Figure  3-16. Variation de la capacité du modèle du capteur capacitif en fonction de la gamme 
de pression fixée par le cahier des charges  
Il s’avère que ce capteur a une plage de pressions mal adaptée aux spécifications du projet 
Wireless. Sur la plage utile, la différence Csense-Cref est toujours négative : une capacité 
fixe sera ajoutée à Csense, pour que la différence de capacité varie autour de 0 dans la 
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gamme de pression spécifiée. La valeur de cette capacité d’offset est typiquement de l’ordre 
de 250fF. Cette inadaptation des caractéristiques du capteur aux besoins spécifiés se 
reporte au niveau  de l’ASIC, augmentant la difficulté de sa conception. 
 
3.3. Etude architecturale 
 
Dans le cas de cette application d’instrumentation de capteur, le système doit acquérir un 
signal basse fréquence avec une précision très élevée. Un convertisseur de type sigma-delta 
semble être le plus adapté. La théorie des convertisseurs analogique numérique Sigma 
Delta est rappelée en annexe 2 . Afin de répondre aux contraintes du bus de communication 
de l’application, le circuit doit convertir un signal dans une fenêtre plus petite qu’une 
milliseconde et doit pouvoir fournir une donnée de manière asynchrone. Le paragraphe 
suivant traite du choix d’un convertisseur sigma delta de type incrémental et de sa 
modélisation afin de dimensionner les paramètres qui le composent. 
 
 
3.3.1. Approche incrémentale 
 
La Figure  3-17 est une représentation simple du convertisseur sigma delta classique en 
comparaison  de son homologue incrémental. Ce dernier se comporte comme un ADC non 
sur-échantillonné classique. A chaque coup d’horloge à la fréquence de Nyquist (F2), il 
délivre une information en sortie du convertisseur. En interne une horloge rapide (F1) permet 
la conversion. L’horloge F2 sert également de signal de reset pour le modulateur (reset de 
l’intégrateur) et du filtre numérique (reset bascule). 
Σ∆
Modulator
Low pass
& 
decimation filter
F1 F2
Classical sigma-delta ADC
Σ∆
Modulator
Digital 
filter
F1
F2( reset)
Nyquist rate ADC
Incremental sigma-delta ADC
 
 
Figure  3-17. Convertisseur sigma-delta incrémental 
 
Dans ce cas, on considère que l’entrée est continue pendant un cycle de conversion (Fsignal 
<< F2). Le filtre numérique permet simplement de faire une moyenne. Il est différent de celui 
utilisé pour l’ADC sigma-delta classique et peut être du type Sinc ou récursif.  La seule 
contrainte du filtre est de produire à la fréquence F2 une estimation de la valeur de l’entrée 
avec la résolution choisie. Il n’y a pas ici des contraintes de décimation fréquentielle, puisque 
l’on considère que le signal est continu. On peut donc choisir le filtre en fonction de la 
précision, de la fréquence de conversion choisie et des besoins de filtrage par rapport à 
l’environnement (le 50Hz et les multiples par exemples). Dans ce cas on réduit la latence du 
filtre à la fréquence F2. Cela permet une utilisation de l’ADC comme n’importe quel ADC du 
type SAR par exemple.  
Les performances de tels ADC sont exprimées en nombre de bits effectifs (ENOB) plutôt 
qu’en rapport signal-sur-bruit plus distorsion (SNDR). Leurs spécificités peuvent être 
résumées comme ceci : 
-La boucle de filtrage et de décimation sont mises à zéro au début de la conversion. 
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-Le filtre de décimation a une réponse finie (FIR), avec une profondeur de N échantillons. 
-Le facteur de décimation est aussi égal à N, le résultat de la conversion est ainsi une simple 
moyenne de la somme des bits en sortie du modulateur. 
Une représentation plus précise du convertisseur envisagé se trouve Figure  3-18.   
ADC
Σ∆ 011010101001010101001
Filtre
FE12
1 bit @ FΣ∆
OSR bits
CS
SCLK
MOSI, @capt
(FIFO)
CLK Σ∆
 
Figure  3-18 Sigma Delta incrémentale pour l’application Onera  
 
L’ADC fournit une succession de 0 et de 1 (bitstream) qui sont sauvegardés dans une 
mémoire FIFO (First IN First Out) dont la profondeur est à définir. Un front descendant du Cs 
déclenche le filtrage avec une cadence imposée par SCLK. Le résultat sur 16bits est ensuite 
mise en forme avec l’adressage des capteurs pour être transmis grâce au protocole de 
communication.  Le chronogramme ci-dessous récapitule les étapes nécessaires au cycle 
d’acquisition des données. 
 
Figure  3-19. Chronogramme de transmission des données 
On peut ainsi définir le temps d’acquisition des données par : 
 
Tacq = (N_filtre+(@+Data)*Nbre_capteurs)*TSCLK  (44) 
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Avec N_filtre l’indice représentant le nombre de coups d’horloge nécessaires à la conversion 
analogique numérique et (@+ Data) le nombre de coups d’horloge pour l’adressage et la 
mise en forme des données. La fréquence de l’horloge SCLK sera définie en fonction du 
nombre d’opérations à effectuer afin  d’assurer un temps d’acquisition conforme au cahier 
des charges. 
La figure ci-dessous résume les temps d’acquisition du système.  
 
Temps de latence:
Remplissage de la FIFO 
de longueur N à la 
fréquence 
d’échantillonnage Fs
Temps de 
conversion 
(filtrage 
numérique)
Temps d’adressage et d’envoie des 
données des 256 capteurs
<1msN*1/Fs <5ms
CS
 
Figure  3-20. Représentation des temps d’acquisition 
 
La longueur N de la FIFO sera définie en fonction du filtre de décimation et donc du nombre 
d’échantillons nécessaires pour atteindre la résolution. 
    
3.3.2. Modèle idéal du modulateur 
 
Les intégrateurs qui composent le modulateur utilisent la technique des capacités 
commutées. Ce type de circuits est préféré aux blocs à temps continus car il n’utilise pas de 
résistances qui occuperaient une surface plus importante à fonctionnalité équivalente. Les 
rapports de capacités présentent en effet moins de dispersion (et donc une précision plus 
importante) dans les technologies intégrées qu’un rapport entre résistances et capacités.  
Le principe des architectures à capacités commutées est rappelé en première partie de ce 
paragraphe. Le montage intégrateur est ensuite détaillé et étudié pour modéliser les 
imperfections liées à l’électronique. Le modèle complet du modulateurs est enfin simulé avec 
son capteur associé afin d’extraire les paramètres de dimensionnement de l’électronique.     
 
3.3.2.1. Fonctionnement des montages à capacités commutées 
Le concept de base des montages à capacités commutées est d’utiliser des condensateurs 
comme des résistances afin de réaliser des fonctions (amplification, soustraction, 
intégration…) grâce au transfert de charges des capacités. Pour bien comprendre, 
considérons l’exemple présenté sur la Figure  3-21.  
 
V1 V2 
Φ1 Φ2 
C 
 
Figure  3-21. Emulation d’une résistance en capacités commutées 
 
Les 2 interrupteurs sont commandés par deux horloges Φ1 et Φ2 complémentaires et non 
recouvrantes de même fréquence f=1/T.  
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-Sur l’intervalle [0 , T/2], l’interrupteur commandé par Φ1 est fermé alors que l’interrupteur 
commandé par Φ2 est ouvert. Le montage vérifie l’équation :  CQV /11 =  
-Sur l’intervalle [T/2,T] , l’interrupteur commandé par Φ1 est ouvert alors que l’interrupteur 
commandé par Φ2 est fermé. Le montage vérifie l’équation :   CQV /22 =  
 
Le transfert de charge ainsi effectué correspond à 12 QQQ −=∆  donné par )( 12 VVCQ −=∆ . 
En considérant l’équation temporelle d’un courant 
dt
tdq
ti
)(
)( =  , par analogie on a : 
T
VVC
T
Q
imoyen
)( 12 −
=
∆
=  (45) 
Si maintenant on considère une résistance R entre deux potentiels V1 et V2 on peut 
écrire l’équation du courant la traversant comme: 
R
VV
i 12
−
=   (46) 
En comparant avec l’équation 45, on remarque que la structure à capacités commutées se 
comporte bien comme une résistance Req ayant les caractéristiques suivantes :  
C
T
Req =   (47) 
C’est la fréquence de commutation qui définit la valeur de la résistance équivalente ainsi que 
la valeur de la capacité utilisée. En réalité, le bloc ci dessus présente des caractéristiques 
non idéales qui influencent les performances d’un circuit à capacités commutées. Il y a tout 
d’abord les capacités parasites présentes entre chaque électrode des capacités du circuit et 
la masse. La capacité Cp2 est située entre deux points de masse et donc n’a aucune 
influence sur le comportement du circuit mais Cp1 est en parallèle avec C ce qui modifie la 
constante de temps de la fonction de transfert comme le montre l’équation 48. 
 
 Φ2 
C 
Cp2 
Cp1 
Φ1 
 
Figure  3-22. Capacités parasites de la structure d’émulation de résistance 
1p
eq
CC
T
R
+
=  (48) 
Pour résoudre ce problème, une structure insensible aux capacités parasites est 
automatiquement utilisée en conception. On utilise cette fois-ci quatre interrupteurs 
fonctionnant selon les phases Φ1 et Φ2 précédemment décrites. Les capacités parasites ne 
sont plus critiques dans les performances de cette architecture. Lors de la phase Φ1, Cp2 
est court-circuitée et n’intervient donc pas alors que Cp1 est chargée par la tension Vin mais 
lors de la phase Φ2 Cp1 se retrouve court-circuitée et ne joue aucun rôle dans le transfert de 
charge. La Figure  3-23 met en évidence le fait qu’en changeant les horloges on peut obtenir 
une émulation de résistance positive ou négative. 
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 Φ2 Φ1 
Φ2 Φ1 Cp1 Cp2 
C 
 Φ2 Φ2 
Φ1 Φ1 Cp1 Cp2 
C 
 
C
T
Req −=     
C
T
Req =   
Figure  3-23. Structures inverseuse et non-inverseuse  insensibles aux capacités parasites 
 
3.3.2.2. Le Montage Intégrateur en capacités commutés  
 
On applique maintenant le principe que l’on vient de voir  sur un bloc intégrateur classique 
(Figure  3-24) qui est le composant principal du modulateur sigma-delta passe bas. Ce 
montage réalise un gain en boucle fermée de 21 /CC  et charge la capacité de sortie Cload. 
Les quatre interrupteurs en entrée éliminent l’effet des capacités parasites sur le transfert de 
charges. La fonction de transfert équivalente correspondant au schéma électrique idéal est : 
)(
1
)(
1
)(
22
pV
pTC
C
pV
pCR
pV inin
eq
out ==   (49) 
Les capacités parasites de C2 n’interviennent pas dans la fonction de transfert, par contre 
elles ont une incidence dans les temps d’établissement du signal en sortie de l’intégrateur. 
 
Figure  3-24. Schéma électrique d’un intégrateur simple 
 
En montage à capacités commutées donc en échantillonné, le temps d’établissement doit 
être inférieur à la fréquence d’échantillonnage pour garantir un bon établissement des 
tension. La fonction de transfert d’un intégrateur équivaut alors à un retard ( cf : ANNEXE 2 : 
Théorie sur les Sigma-Delta). 
)(
1
)(
1
1
ZVin
Z
Z
ZVout
−
−
−
=  
 
3.3.2.3. Modélisation Simulink 
 
Pour dimensionner au mieux notre convertisseur Sigma/Delta, nous utilisons un modèle 
comportemental haut niveau Matlab Simulink (Figure   3-25). Celui-ci a pour avantage d’être 
beaucoup plus rapide à simuler qu’une modélisation niveau transistor sous Cadence 
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notamment à cause des nombreuses commutations liées aux capacités commutées. Les 
résultats obtenus après dimensionnement seront cependant  nécessairement validés au 
niveau transistors en fin de conception.  Ce modèle correspond à un modulateur sigma-delta 
du second ordre dans le domaine discret (cf ANNEXE2 : Théorie sure les Sigma-Dela). 
 
-
Intégrateur 1 Comparateur
CNA
x(t) y(t)Intégrateur 2
-
Intégrateur 1 Intégrateur 2
CNA
 
Figure   3-25. Modèle Simulink d’un modulateur sigma delta du second ordre 
 
Les coefficients A1, A2, B1, B2 permettent d’ajuster les performances et les limites de cette 
structure. Ces coefficients seront réalisés par les rapports des capacités utilisées par 
l’électronique de l’ASIC.  On peut alors écrire une nouvelle fonction de transfert : 
2
21122
1
22
12
21
)1()2(1
)²1)(()(
)(
−−
−−
+−+−+
−+
=
ZAABABZAB
ZZEZZXAA
ZY   (50) 
La fonction de transfert idéale d’un modulateur Sigma delta du deuxième ordre est donnée par  
)²1)(()()( 12 −− −+= ZZEZZXZY   (51) 
Pour se rapprocher de cette fonction de transfert idéale, on pose les relations suivantes pour 
calculer les coefficients : 
2
2
2
B
A =  (52)   
1
2
1
B
B
A =  (53) 
En se plaçant dans un schéma idéal où B1=B2=1 on obtiendra A1=0.5 et A2=2. 
Pour améliorer et simplifier cette modélisation, Temes propose dans [49] l’architecture 
présentée Figure  3-26. Son avantage est de ne présenter qu’une seule boucle de retour ce 
qui simplifie la conception des blocs électroniques. De ce fait la fonction de transfert du 
deuxième intégrateur est modifiée. Pour obtenir des résultats comparables à ceux du modèle 
idéal on intègre un coefficient A3 qui permet d’imposer moins de contraintes sur A2. Le 
convertisseur numérique analogique (CNA) de retour représenté permet seulement de 
normaliser la sortie du comparateur à la tension d’alimentation du circuit.   
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Figure  3-26. Modèle choisi pour l’étude 
 
On peut voir sur cette figure l’électronique simplifiée du modulateur sigma-delta du second 
ordre associé au modèle. Il met en évidence l’utilisation des capacités. Les capacités 
représentées en rouges sont commutées. Par identification on peut alors remonter aux 
valeurs des coefficients A1, A2, A3 et B1 qui sont les gains des intégrateurs. 
Ainsi on peut déduire une nouvelle fonction de transfert : 
( )
2
31
1
21
12
31
1
21
)1()2(1
)²1)(()(
)(
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−−−
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=
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Avec : 
5.0
1
0
1 ==
INTC
C
A    5.0
2
2
2 −==
INT
IN
C
C
A  25.0
2
3
3 ==
INT
IN
C
C
A  (55) 
Ce choix des coefficients A2 et A3 imposent moins de contraintes sur le deuxième 
intégrateur en réduisant sa dynamique qu’un coefficient simple A2 égal à 2 en donnant des 
résultats similaires. La figure suivante représente la densité spectrale de puissance des 2 
modulateurs : en rouge le modulateur du second ordre classique et en vert le modèle choisi 
pour l’étude. 
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Figure  3-27 Densité spectrale de puissance de la sortie du sigma delta du modèle idéal et du 
modèle choisi pour l’étude.   
De plus cette structure présente de très bonnes performances en stabilité grâce à son 
unique boucle de retour. Nous choisissons donc de travailler sur le modulateur présenté en 
Figure  3-26 ne contenant qu’une seule boucle de retour.  
Les sources de bruit dues aux capacités C0 et Cdac en entrée du premier intégrateur ont été 
regroupées sous le nom de Nea1 et les bruits issus de l’amplificateur (Amp1) et des 
capacités de sortie Cin2 et Cin3 en sortie de l’intégrateur sous le nom de Nea2. De fait deux 
nouvelles fonctions de transfert de bruit peuvent être déduites. 
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Comme le montre l’équation 56 la fonction de transfert des bruits électroniques Nea1 est 
proportionnelle à la fonction de transfert signal. Le coefficient A1 joue un rôle important 
puisqu’il est inversement proportionnel à cette fonction de transfert. Il parait donc judicieux 
de maximiser la valeur d’A1 dans les limites du possible pour que l’intégrateur ne sature pas. 
La Figure  3-28 propose la représentation des quatre fonctions de transfert pour A1=1.2 pour 
se faire une idée de l’importance des bruits électroniques. Il apparait clairement que les 
sources de bruit Nea1 et Nea2 sont bien moins filtrées que le bruit de quantification NTF. 
Ces sources de bruit doivent donc être modélisées précisément pour évaluer correctement 
les performances du modulateur sigma-delta. Le bruit de l’amplificateur du deuxième 
intégrateur se situe au même niveau que le bruit de quantification. Il est donc mis en forme 
de la même manière. 
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Figure  3-28. Fonctions de transferts signal et bruits du modulateur 
 
Plus précisément, nous dupliquons le modèle précédent afin d’avoir un comportement 
différentiel. Cette architecture nous permet de compenser les injections de charges dues aux 
interrupteurs (Figure  3-29). En effet, les injections de charges sont vues comme du mode 
commun et donc non amplifiées par cette structure.   
 
Figure  3-29. Intégrateur différentiel et symétrique en capacités commutées 
 
Enfin, pour finir notre modèle idéal, on intégrera aussi un retour de mode en commun en 
capacités commutées au niveau des amplificateurs afin de garantir un fonctionnement sur 
leur régime linéaire. On modélise ainsi le système complet idéal pour le capteur résistif dans 
un premier temps, avec un modulateur à entrées différentielles, un retour de mode commun 
et des gains réalisés par des rapports capacitifs. On obtient le synoptique Figure  3-30. 
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Figure  3-30. Modèle simulink modulateur Sigma Delta idéal différentiel 
 
On voit sur cette schématique les entrées  du modèle constituées par les rapports capacitifs 
qui constituent les gains du montage. On retrouve ensuite un intégrateur dans chaque 
branche différentielle ainsi qu’un retour de mode commun. La cellule qui suit est le deuxième 
intégrateur constituant le modulateur du deuxième ordre défini par les coefficients A2 et A3. 
Celui-ci possède une modélisation plus simple avec des coefficients fixes car le bruit de ce 
deuxième intégrateur est mis forme par le modulateur. Il est donc négligeable par rapport au 
bruit du premier intégrateur, il ne nécessite donc pas une modélisation aussi précise que 
pour le premier étage. 
 
3.3.3. Choix des paramètres du convertisseur 
 
Pour choisir la valeur du rapport de suréchantillonage, on décide dans un premier temps de 
partir de la théorie des sigma-delta classiques (cf Annexe 1). 
On reprend donc l’équation (73) : ENOBSNR 02.67609.1 +=  
Avec N=16bits on a un SNR de 98dB en ne considérant que le bruit de quantification 
Pour définir le rapport de suréchantillonage, on utilise maintenant l’équation (87) : 
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On obtient un OSR nécessaire de 152 soit en puissance de 2 un OSR minimum de 256. La 
fréquence d’échantillonnage associée est de 51.2KHz. Ces valeurs sont résumées dans le 
tableau suivant : 
Résolution visée 
(ENOB)
fréquence signal 
(Hz)
S/N du bruit 
quantification (db) OSR voulue
fréquence échantillonage 
(Hz)
16 100 98,0809 256 51200
 
Si on trace la densité spectrale de puissance en sortie du modulateur avec un OSR de 256, 
on obtient la Figure  3-31 où l’on retrouve bien le rapport signal sur bruit et la résolution 
calculé.  
 
Figure  3-31. Densité spectrale de puissance de la sortie du sigma delta idéal avec une entrée 
sinusoïdale idéale 
Dans les filtres de décimation dédiés à la conversion sigma-delta, une combinaison de filtres 
en Sinck et de filtres demi-bande est le plus souvent utilisée. On utilise typiquement un Sinck 
qui décime par R/4, puis deux demi-bandes qui déciment par 2 chacun et améliorent le 
filtrage. On obtient bien un filtrage et une décimation par R. 
 
Modulateur
Σ/∆
SinC3 FIR1 FIR2
Fe Fe/R
Convertisseur Sigma delta classique
Filtre Numérique
 
Figure  3-32. Convertisseur Sigma Delta avec filtre à décimation couramment utilisé  
 
Ce type de filtre permet de couper proprement le bruit rejeté vers les hautes fréquences et 
d’atteindre les performances de résolution sur la bande passante utile. 
Pour satisfaire aux critères de résolution de cette architecture, nous utilisons un modulateur 
sigma-delta d’ordre 2 et un OSR de 256 avec un filtrage numérique comprenant un FIR en 
sinus cardinal décimant par OSR/4 (64 dans notre cas) puis deux filtres demi-bande 
décimant chacun par 2. Enfin un filtre de compensation permet de compenser les distorsions 
dans la bande dues au filtrage.  
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Bande passante du signal 100Hz 
Over Sampling Ratio (OSR) 256 
Fréquence d’échantillonnage (Fs) 51,2 kHz 
Fréquence de sortie du SinC (FSinC) 800 Hz 
Fréquence de sortie du FIR HB1 (Fhb1) 400 Hz 
Fréquence de sortie du FIR HB2 (Fhb2) 200 Hz 
  
Ce convertisseur permettrait de répondre à la demande en termes de résolution. Cependant 
le fonctionnement du modulateur sigma-delta impose de faire une moyenne du signal sur un 
nombre de coups d’horloge définit par le rapport de sur-échantillonnage (OSR). Dans notre 
cas, cela correspond à effectuer une moyenne sur 256 échantillons soit une durée de 
256/Fs, soit 5 ms. Une nouvelle valeur numérique sera disponible toutes les 5ms.  
Ce type de dimensionnent est optimal en terme de performance du modulateur. Cependant 
avant d’avoir une valeur juste il faudra attendre un certain nombre de fois ce temps. En effet, 
les filtres de types FIR possèdent une latence, liée à leur nombre de coefficients 
(profondeur) et à leur fréquence de fonctionnement. Par exemple pour notre cas et pour une 
entrée DC, avec un filtre Sinc d’ordre 3 et de facteur de décimation de 128 (soit 766 
coefficients) , puis un premier filtre FIR demi-bande de 15 coefficients avec une décimation 
par 2 puis un autre filtre FIR demi-bande de 51 coefficients avec un facteur de décimation 
par 2 (type de filtrage très classique pour un sigma-delta), on obtient une latence (temps de 
traversée du filtre) de : 
[ Nbre_coeffs (sinc3) + OSR/4 * Nbre_coeffs (HB1) + OSR/2 * Nbre_coeffs (HB2) ] / Fs 
(766 + 15*64 + 51*128 ) / 51.2 kHz 
 
 0.161 Secondes de latence. 
Un tel temps de latence n’est pas en adéquation  avec les contraintes imposées par la 
soufflerie (temps de latence de 5ms). Ce dimensionnement doit donc être repensé  pour 
l’architecture incrémentale.  
Si on réfléchit au niveau de l’architecture globale (sigma delta incrémental),  on sait que la 
vitesse de fonctionnement du sigma delta  correspondra aussi à la vitesse de remplissage de 
la FIFO par le bitstream  de sortie. Plus cette fréquence sera rapide, plus le temps de latence 
de la sortie sera court.  Pour connaître le temps de latence du convertisseur, il faut aussi 
connaitre la taille de la FIFO. Sa taille dépend du nombre d’échantillons nécessaire au filtre 
pour atteindre les 16 bits de résolution requis (Figure  3-33).   
 
Modulateur
Σ/∆
FIFO
Filtre numérique
Fe
Convertisseur Sigma delta incrémental
B0B15 B1
SCLK
CS
 
Figure  3-33 Convertisseur Sigma Delta avec filtre à décimation couramment utilisé  
C’est donc la profondeur N du filtre qui permettra de déterminer la taille de la FIFO, et donc 
la fréquence d’échantillonnage nécessaire pour remplir cette FIFO en moins de 5ms. Cette 
profondeur N aura aussi un impact direct sur la complexité de l’implémentation du filtre. Le 
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nombre d’opérations nécessaires dépendra de N mais aussi de l’architecture choisie. Ces 
deux éléments seront donc déterminés afin de calculer la fréquence d’horloge SCLK 
nécessaire au filtrage, à l’adressage et à la transmission des données en moins d’1ms.  
Le choix du filtre est donc un paramètre clef dans l’obtention des performances souhaitées.  
3.3.4. Choix du filtre numérique 
 
Un filtre de décimation pour modulateur Σ∆ doit idéalement filtrer tout le bruit de 
quantification du train binaire en sortie du modulateur, tout en préservant sa valeur  DC. 
Etant donné que seulement N bits sont disponibles, le filtre de décimation utilisé aura 
forcément une réponse impulsionnelle finie (un FIR) de longueur N. Dans cette section, nous 
nous efforcerons de choisir le filtre optimal pour obtenir 16 bits de résolution avec une 
longueur N minimale. 
Les filtres FIR présentent une réponse impulsionnelle à durée finie sur N termes. Tous les 
pôles de sa fonction de transfert H(z)  sont nuls : la stabilité d’un filtre FIR est donc toujours 
assurée. Le choix d’un filtre basé sur une fonction de fenêtrage permet d’obtenir de bonnes 
performances en termes de résolution. En effet un filtre FIR avec une réponse impulsionnelle 
de longueur N peut être utilisé en tronquant le filtre à réponse impulsionnelle idéal par une 
fonction de fenêtrage [47]. Il en résulte un filtre à décimation dont la réponse impussionnelle 
est égale à la fonction fenêtre. Le choix de la fonction de fenêtrage détermine alors à quel 
point le bruit de quantification sera supprimé. ll existe de nombreuses fonctions de fenêtrage 
couramment utilisées. Elles sont caractérisées par  leurs bandes passantes (c’est la largeur 
du lobe principal du filtre) et l’atténuation de leurs lobes secondaires. Pour une réponse 
impulsionnelle de longueur N donnée, l’atténuation des lobes secondaires peut être réduite 
en augmentant la largeur du lobe principal. 
 
 
Figure  3-34. Réponses temporelle et fréquentielle d’une fenêtre numérique rectangulaire. 
 
Étant donné que le bruit de quantification est atténué par les lobes secondaires, le 
dimensionnement du filtre doit être un compromis entre largeur de la bande passante et 
atténuation des lobes secondaires. Ainsi, la bande passante du filtre doit être suffisamment 
large pour ne pas atténuer le signal à convertir et permettre une atténuation maximale des 
lobes secondaires, mais aussi être suffisamment étroite pour ne pas contenir le bruit de 
quantification rejeté vers les hautes fréquences.   
Pour sélectionner le type de fenêtrage ainsi que la profondeur minimale N du filtre de 
décimation, on trace les courbes de la Figure  3-36 . Elles représentent le nombre effectif de 
bits que l’on obtient à partir du flux de bits de sortie du modulateur du second ordre en 
fonction de différents filtres de décimation avec différents types de fenêtrages et différentes 
profondeurs N. Ces courbes sont obtenues avec un échantillon de tensions continues 
d’entrée centré sur 85% de la dynamique. Cette gamme d’entrée correspond à la gamme 
d’utilisation des capteurs ainsi qu’à la meilleure zone de fonctionnement du modulateur Σ/∆.  
La Figure ci-après représente un exemple da réponse du filtre avec une fenêtre Hanning à 
896 coefficients (courbe bleue Figure  3-35 (a)) en fonction d’une entrée DC égale à 1.3997V 
(courbe verte). Pour obtenir l’erreur en LSB de 16Bits, on multiplie la différence entre l’entrée 
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et la sortie par 216(Figure  3-35 b). On constate pour cet exemple que l’erreur est inférieure à 
0.5LSB soit une résolution de 16bits respectée. 
(a) (b)
Hann
Vin
 
Figure  3-35 (a) Réponse du filtre FIR Hanning avec 896 coefficients avec une entrée DC=1.3997 
et (b) erreur de quantification associée sur 16bits 
Les filtres à fenêtrage ont été déterminés grâce aux outils de conception et d’analyse de filtre 
sous matlab. Les coefficients des filtres obtenus ont été codés sur 16bits. Cette précision 
reste raisonnable en vue du stockage des coefficients dans une mémoire. Il s’agit de notre 
limite car avec une précision inférieure, l’atténuation est bornée typiquement autour de -
100dB,  valeur limite pour atteindre les 16 bits de résolution voulue.  
La fenêtre triangulaire (Figure  3-37) a une atténuation de 40dB/déc ce qui correspond à un 
filtre de type SinC² (sinus cardinal d’ordre 2). L’ENOB obtenue avec des fenêtres de 
blackman ou Hanning (Figure  3-38) permettent de gagner environ 2 bits avec le même 
nombre d’échantillons grâce à leur atténuation théorique de 60dB/dec, ce qui correspond à 
un filtre à décimation de type SinC3. Ces derniers permettent d’obtenir une résolution de 16 
bits à partir de 896 échantillons comme on peut le voir sur le graphe ci-dessus (pour notre 
gamme d’entrée). C’est donc une fenêtre de type Sinc3 qui a été choisie pour la réalisation 
de notre filtre, plus précisément  la fenêtre de hanning. 
 
Figure  3-36. ENOB obtenue en fonction de différents types de fenêtrage de filtre et différentes 
profondeurs de filtre. 
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Figure  3-37. Exemple de réponse temporelle et fréquentielle d’une fenêtre numérique 
triangulaire à 128 coefficients. 
 
 
Figure  3-38 Exemple de réponses temporelle et fréquentielle d’une fenêtre numérique 
Hann  à 128 coefficients. 
 
La Figure  3-39 représentent L’ENOB obtenue avec un filtre de 896 coefficients sur 85% de la 
dynamique (courbe verte).  
 
Figure  3-39.  ENOB obtenue avec un modulateur idéal avec une profondeur de filtre de 896  en 
fonction de sa tension d’entrée  
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On constate que pour les valeurs en bord de dynamique, la résolution est très limite. On 
choisit donc d’augmenter la profondeur du filtre avec 1024 (210) coefficients (courbe rouge). 
Notre gardons cette option possible en fonction des contraintes liées à l’implémentation du 
filtre. 
 
3.3.5. Implémentation du filtre numérique 
 
La surface du circuit est largement impactée par la taille du filtre numérique. Une étude de 
son implémentation est donc nécessaire. La réalisation de ce filtre semble assez simple à 
mettre en œuvre. En effet, il répond à l’équation suivante : 
∑
=
−
=
M
m kmmk
xbY
0
 (59) 
La schématique associée à cette équation est représentée Figure  3-40. 
Z-1 Z-1 Z-1 Z-1 Z-1 Z-1
Σ
B0 B1 B2 B3 BNB4
Xk
Yk
N
 
Figure  3-40. Structure transversale d’un filtre à décimation  
Les retards (Z-1) seront réalisés par une FIFO et les gains seront sauvegardés dans une 
mémoire et appliqués à la sortie de cette FIFO. Etant donné que la sortie du modulateur 
n’est composée que de 1 et  de 0, la multiplication par le gain peut être effectuée par un 
simple multiplexeur. 
Il y a plusieurs solutions pour la réalisation de l’additionneur. Afin de comprendre les choix 
qui s’offrent à nous, un point sur les bases de l’addition binaire est nécessaire.  
 
a) Additionneur binaire 
 
Le but de ce paragraphe est de se familiariser avec les additionneurs afin de comprendre la 
problématique du compromis entre vitesse et surface. La table de vérité d’un additionneur 
binaire se trouve ci-dessous. A partir de celle-ci, on en déduit la schématique de 
l’additionneur associé Figure  3-41. 
 
A B S C
0 0 0 0
0 1 1 0
1 0 1 0
1 1 0 1
 
Tableau  3-2 Table de vérité demi-additionneur 
 
Figure  3-41. Demi-Additionneur 
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Pour être complet, l’additionneur nécessite une entrée supplémentaire, la retenue. Elle 
permet de chaîner plusieurs additionneurs. Sa table de vérité se trouve ci-dessous ainsi que 
sa schématique associée. 
 
A B Cin S Cout
0 0 0 0 0
0 0 1 1 0
0 1 0 1 0
0 1 1 0 1
1 0 0 1 0
1 0 1 0 1
1 1 0 0 1
1 1 1 1 1
 
Tableau  3-3 Table de vérité additionneur 
complet 
 
Figure  3-42. Additionneur complet 
 
La Figure  3-43 représente un exemple de réalisation d’additionneur 4bits parallèle avec 
propagation de retenue. Il s’agit d’un montage entièrement combinatoire mais dont le temps 
de réponse dépend du temps de propagation de la retenue. Ainsi plus l’additionneur  est 
grand, plus le temps de réponse est long ce qui rend son utilisation impossible pour de 
grandes résolutions, à moins que le circuit ne possède aucune contrainte de temps. 
A0 B0
S0
RE RS
A1 B1
S1
RE RS
A2 B2
S2
RE RS
A3 B3
S3
RE RSREntrée RSortie
 
Figure  3-43. Additionneur 4bit parallèle à propagation de retenue 
 
Pour palier ce temps de propagation de la retenue, on peut utiliser un montage à anticipation 
de retenue. En effet la retenue du second additionneur est égale à : 
).().().( 0000001 RBRABAR ++=  (60) 
Pour le troisième additionneur, la retenue est égale à : 
).().().( 1111112 RBRABAR ++=  (61) 
On peut ensuite substituer R1 dans l’équation de R2 et ainsi de suite pour les retenues 
suivantes.
 
On remarque cependant que le résultat de la dernière retenue est une formule 
très longue, rendant impossible l’utilisation de cette technique pour un additionneur par 
exemple de 16 bits. Bien que théoriquement faisable, le nombre de portes nécessaire est 
trop important pour obtenir une amélioration du temps de propagation. Pour que cette 
technique soit avantageuse, il est nécessaire de trouver un compromis entre vitesse et 
complexité du circuit de calcul par anticipation des retenues. On trouve dans la littérature la 
technique dénommée « carry look ahead adders » [54]. Elle consiste à utiliser deux valeurs 
intermédiaires pour calculer les retenues. On nommera ces valeurs PN et GN respectivement 
pour retenue propagée de l’additionneur et retenue générée de l’additionneur. 
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Figure  3-44 Additionneur avec valeurs intermédiaires  
 
Avec NNN BAP +=  et NNN BAG .=  
Ces deux valeurs s’obtiennent très simplement en ajoutant 2 portes logiques à l’additionneur 
complet. Si on introduit ces valeurs intermédiaires dans le calcul des retenues anticipées de 
l’additionneur 4 bits, on obtient : 
0001 CPGR +=  
001011000111112 )( CPPGPGCPGPGCPGR ++=++=+=  
00120121222223 CPPPGPPGPGCPGR +++=+=  
0012301231232333344 CPPPPGPPPGPPGPGCPGR ++++=+=  
La schématique ci-dessous représente cet additionneur 4 bits avec anticipation des 
retenues. 
A2 B2
S2
RE
P2 G2
A3 B3
S3
RE
P3 G3
A1 B1
S1
RE
P1 G1
A0 B0
S0
RE
P0 G0
R0 R1 R2
RSCalcul des retenue par anticipation
 
Figure  3-45. Additionneur 4bit parallèle à anticipation de retenue 
On peut appliquer ce procédé à des résolutions plus importantes. La publication [54]  
propose d’ailleurs une étude du gain de temps obtenu avec plusieurs résolutions en fonction 
de la complexité et de la surface occupée par le circuit d’anticipation des retenues. On 
comprend donc bien que la performance de l’additionneur est ici une question de compromis 
entre vitesse et surface. Ces deux paramètres dépendent de la complexité du circuit 
d’anticipation de la retenue. Plus celui-ci sera complexe, plus il sera rapide mais aussi au 
détriment de la surface. 
Il est aussi envisageable de cascader plusieurs additionneurs à anticipation de retenue dans 
un montage à propagation de la retenue pour obtenir des résolutions supérieures comme sur 
la Figure  3-46 
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Figure  3-46. Additionneur 20bits construit avec 5 additionneurs 4bits  
  
L’optimisation est ici une question de méthode de calcul de la retenue. Le nombre 
d’additionneurs nécessaires reste inchangé. Il existe cependant une architecture qui permet 
de réduire le nombre d’additionneur comme on peut le voir sur la Figure  3-47. Celle-ci est 
construite autour d’un seul additionneur qui fonctionne de manière récursive. On somme 
séquentiellement la valeur de chaque coefficient à la somme précédemment calculée. Le 
résultat s’obtient après N coups d’horloges, soit le temps de remplir la Fifo (de la Figure  3-18).  
B0
B1
B2
B3
B4
B5
BN
ROM
CTR
@
Clk
0
Out_sdm
Add
Out_filtre
Mux
Mux
 
Figure  3-47. Filtre à décimation avec additionneur récursif. 
La grande différence avec les structures parallèles  précédentes, une fois la Fifo remplie, 
une sortie peut être obtenue  assez rapidement en fonction du compromis choisi. Dans le 
cas de l’additionneur récursif, il faut de attendre à chaque fois un cycle de N coups d’horloge 
pour obtenir une sortie. Un compromis entre ces deux architectures peut être obtenu grâce à 
une structure pipeline. Par exemple, si on utilise un premier additionneur récursif pour la 
moitié des échantillons et un deuxième qui ajoute la somme du premier additionneur à la 
deuxième moitié des échantillons, une fois que le premier cycle de N coups  horloge a été 
effectué, on peut obtenir le prochain résultat à partir de N/2 coups d’horloges. Ainsi, en 
fonction du nombre d’additionneurs, on peut encore choisir un compromis vitesse/surface.  
Avant de choisir l’architecture la plus appropriée à notre application, il est nécessaire de faire 
un point sur la numérisation des coefficients à sommer.  
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b)  Numérisation des coefficients 
 
Cette étude propose d’évaluer la manière dont seront codés les coefficients du filtre à 
décimation. La somme des coefficients obtenus avec la fenêtre de troncature est égale à 1. 
Chaque coefficient est donc inférieur à zéro. Le codage se fait donc que sur la partie 
décimale.  
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Figure  3-48. Réponse temporelle du filtre à décimation avec une fenêtre hanning sur 896  
Si on décide de coder sur N bits les coefficients, la manière la plus simple de procéder est de 
multiplier par 2^N chaque coefficient afin que la somme soit égale à 2^N. Bien que facile à 
mettre en œuvre, cette méthode est peu précise. En effet, si on désire coder les coefficients 
de notre filtre avec une résolution N=16 bits, la valeur la plus forte à coder dans notre fenêtre 
de hanning est environ égale à 0.003 soit environ 1/336 de la dynamique (Figure  3-48). Cela 
veut dire que les 8 premiers bits de poids fort seront toujours à zéro. Cela n’est pas du tout 
optimal en termes d’utilisation mémoire. Cette méthode permet cependant de ne générer 
aucun débordement de capacité sur la sortie lors du calcul de somme des coefficients. 
Dans cet exemple, une manière simple d’augmenter la précision est de multiplier par 2^8 les 
valeurs des coefficients du filtre afin que les 16 bits de mémoires soient utilisés. La somme 
des coefficients sera donc égale à 224. Cela impose une gestion des bits de dépassement 
(overflows) lors du calcul de la somme.  
 
c) Architecture additionneur complet 
 
Comme décrit dans le paragraphe précédent, l’additionneur doit faire la somme de 
coefficients sur 16bits dont le résultat sera sur 24bits. Si on tronque les 8 bits de poids faible 
de ce résultat, cela revient à faire une division par 28. On obtient donc un résultat sur 16bits  
qui correspond à la précision voulue et recherchée avec la Figure  3-36. Ces divisions 
s’effectueront au cours des différents étages d’addition. Cela permettra de s’affranchir 
d’additionneurs de 22bits en fin de chaîne. 
Le filtre choisit possède 896 coefficients à sommer. Pour réaliser l’additionneur complet et 
son optimisation, on peut jouer à la fois sur le nombre d’additionneurs élémentaires et sur la 
manière dont la retenue est calculée. Si on n’utilise aucune optimisation, on aurait besoin 
d’un premier étage de 448 additionneurs avec chacun 2 entrées de 16 bits, puis d’un 
deuxième étage de 224 additionneurs avec chacun 2 entrées de 17bits et ainsi de suite pour 
un total de 896 additionneurs. Si on utilise des additionneurs à anticipation de retenue à 
chaque étage, on obtient alors la structure parallèle la plus rapide mais aussi la plus grande 
en surface. Maintenant si on considère que c’est sur les premiers étages que le plus grand 
nombre d’additionneurs est nécessaire, il semble judicieux d’utiliser une structure récursive 
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sur ces premiers étages. Ensuite, pour la réalisation du bloc d’addition élémentaire, 
l’utilisation de l’architecture figure 32 est un bon compromis entre rapidité et surface. Ainsi 
avec toutes ces préconisations, on répartit les additionneurs comme décrit dans le Tableau 
 3-4.  
Etage 
d'additionneur
Nombre 
d'entrées
Nombre 
d'additionneurs 
nécéssaire
Résolution 
des donnée
Division 
effectuée
Résolution de 
l'additionneur 
requis
Nombre de 
coups 
d'horlge
0 896 56 16 20 récursif (x16) 80
1 56 28 20 1 20 5
2 28 14 20 2 20 5
3 14 7 20 2 20 5
4 7 4 20 2 20 5
5 4 2 20 2 20 5
6 2 1 20 2 20 5
7 1 0 19 8 20 1
Total 96 256 111
 
Tableau  3-4 Optimisation de la réparation des additionneurs en fonction du nombres 
d’additions à effectuer   
L’additionneur élémentaire possède une résolution de 20bits. Il a besoin de 5 coups 
d’horloge pour fournir un résultat stable. Il est utilisé sur le premier étage pour effectuer la 
somme de 16 entrées de manière récursive. 80 coups d’horloge sont donc requis pour les 56 
additionneurs nécessaires de ce premier étage.  Les sommes sont ensuite effectuées de 
manière parallèle sur les étages suivants. Il est important que le tronquage des données 
(division par 2) se fasse le plus tard possible afin de conserver la précision du calcul. En 
effet, lors du tronquage, on perd l’information du bit de poids faible. Ce tronquage 
s’effectuera donc à partir du 3ieme étage et permettra aussi à ce moment là de ne pas 
dépasser les 20 bits de résolution de l’additionneur. Le résultat total de l’addition en fin de 
chaîne est sur 19 bits. En effectuant un dernier tronquage des 3 bits de poids faible, soit une 
division par 8, on obtient notre résultat sur 16bits. Soit un total de 96 additionneurs et 111 
coups d’horloge. 
Bien qu’optimisée, avec 96 additionneurs de 16 à 20 bits et un besoin mémoire important,  
cette architecture reste gourmande en surface.  Le paragraphe suivant propose un 
algorithme de calcul de filtre FIR de type sinus cardinal dont la simplicité d’implémentation la 
rend très attractif.  
 
d) Architecture Bit série d’un filtre Sinc3 
 
Ce paragraphe résume l’architecture [50] d’une implémentation de filtre FIR de type Sinc3 
avec une très faible surface.  
De manière générale, la fonction de transfert d’un filtre en sinus cardinal se présente sous la 
forme ci-dessous :  
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Avec N le rapport de décimation ou la profondeur du filtre, et k l’ordre ou le nombre d’étages 
en cascade.  
La synthèse de ce filtre se réalise classiquement par une succession d’addition. La 
publication [50] propose d’effectuer une suite de M multiplications au lieu d’une suite de 2N 
additions (avec N=2M). La fonction de transfert du filtre est ainsi décomposée en : 
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La schématique associée est représentée ci-dessous. 
 
(1+Z-1)k (1+Z-1)k
2
(1+Z-1)k
2
y(n)x(n)
Étage 1 Étage 2 Étage M
 
Figure  3-49. [50] Algorithme alternatif pour filtre SinC  
 
Chaque étage possède le même filtre FIR dont la fréquence de sortie diminue d’un facteur 2 
à chaque étage. La longueur des mots numériques en sortie de chaque étage est égale à i×k 
+m et chaque étage a besoin de (k+1) entrées. Cela oblige l’utilisation d’une mémoire en 
entrée de chaque étage égale à (k+1) éléments de [ ]mik +−× )1( bits. Pour calculer les 
besoins en mémoire de cette architecture pour notre application, on pose : 
-M=10 étages, soit une profondeur de SinC équivalente de N=1024, 
-k=3 soit un filtre de type Sinc3,  
-m=1 correspondant à la résolution du bitstream de sortie du sigma_delta.  
Ainsi on trouve : 
[ ] 1*580)1()1(10
0
=+−××+∑
=
=
mikk
M
i
 
En comparant avec le besoin en mémoire de l’architecture précédente (cf  b)), il était 
nécessaire de sauvegarder 896 coefficients de 16bits, soit un besoin en capacité plus de 20 
fois supérieur sans compter les bascules des étages intermédiaires pour effectuer les 
additions. De plus, la complexité de la mémoire pour sauvegarder les coefficients est plus 
importante car non volatile. 
En ce qui concerne la complexité des unités de calcul, dans le cas de cette structure série, 
on peut résoudre chaque unité de traitement par : 
( ) )(2)()1(1)( 21213313 −−−−−− +×++++=+= ZZZZZZZH i   
Ainsi, l’élément de base peut se réduire à la schématique suivante : 
 
Figure  3-50. Unité de calcul 3iH  de l’architecture bit série  
Avec M=10 éléments, seulement 40 additionneurs complets unitaires sont nécessaires là où 
il fallait 192 additionneurs 20bits dans l’architecture précédente. Cependant, cette 
architecture nécessite 2N  soit 1024 coups d’horloges pour obtenir un résultat là ou seulement 
76 coups d’horloge suffisaient dans l’architecture précédente. 
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e) Résumé des performances 
 
Le tableau ci-dessous résume les performances des filtres. Elles donnent une indication sur 
la surface et la vitesse de calcul.  
 
Type de filtre
Nombre 
d'additionneurs 
nécessaire
Besoin 
Mémoire                
(bit)
Nombre de 
coups 
d'horloge 
nécessaires à la 
converssion
Nombre de coups 
d'horloge nécéssaire à 
l'adressage et à l'envoie 
des données 
(@+Datat)*Nb_capteurs)
Fréquence 
de l'horloge 
SCLK       
(MHz)
Coefficient Hanning + 
additionneur parallèle 896*20 896*16 50 12288 (48*256) 12,34
Coefficient Hanning + 
additionneur récursif 1*20 896*16 3584 12288 (48*256) 15,87
Coefficient Hanning + 
additionneur optimisé 96*20 896*16 111 12288 (48*256) 12,39
Architecture Bit série 
d’un filtre Sinc3 40 580*1 1024 12288 (48*256) 13,31
 
Tableau  3-5. Récapitulatif des performances des filtres numériques 
 
La dernière case représente la fréquence d’horloge minimale pour que le système complet 
ait un temps de réponse inférieur à 1ms. Elle répond à l’équation (44) : 
Tacq = (N_filtre+(@+Data*Nbre_capteurs))*TSCLK < 1ms 
 
La fréquence minimale est principalement imposée par l’adressage et la mise en forme des 
adresses. De ce fait, le nombre de coups d’horloge n’a que peu d’influence sur la fréquence 
minimale d’horloge requise. La dernière architecture présentée est la plus avantageuse en 
terme de surface mais nécessite le plus grand nombre d’étapes (car nécessairement en 
puissance de 2). Ce nombre n’étant pas contraignant, ce dernier filtre semble donc 
effectivement le plus intéressant. 
 
On détermine maintenant la fréquence d’échantillonnage minimale pour respecter le temps 
de latence inférieur à 5ms. 
kHzFe
Fe
8.204005.0
1
1024 >⇔<×  
Le choix de cette fréquence d’échantillonnage impacte la consommation du modulateur mais 
reste raisonnable en terme de conception.  
 
3.4. Modélisation réaliste de l’architecture 
 
On effectue ici la propagation des contraintes sur les blocs de l’architecture afin d’affiner les 
modèles intégrant les imperfections liées à l’électronique.  
 
3.4.1. Imperfection liée à l’électronique et modélisation associée 
 
3.4.1.1. Imperfections associées aux capacités commutées 
Les interrupteurs utilisés dans les circuits à capacités commutées sont des transistors MOS 
qui possèdent une résistance équivalente  RON lorsqu’ils sont fermés et  ROFF lorsqu’ils sont 
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ouverts. Le bruit thermique généré par les interrupteurs au niveau de le capacité est égale 
à : 
 
)/(4)( 22 HzVkTRfVc on=   (65) 
On peut exprimer la puissance de bruit équivalente en V²rms en intégrant la densité 
spectrale de bruit exprimée en V²/Hz sur la bande : 
)(
2
1
Hz
CR
f
on
c pi
=   (66 
On trouve : 
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  (67) 
La densité spectrale du bruit dépend de la résistance à l'état passant du transistor RON, mais 
la valeur moyenne du bruit sur C est indépendante de ce paramètre. L'explication est que la 
bande passante du système est inversement proportionnelle à RON, tandis que la densité 
spectrale est proportionnelle à RON. Les effets s'annulent lors de l'intégration. 
 
 
Figure  3-51. Modélisation  Simulink  du bruit en kT/C 
La figure ci-dessus représente le modèle utilisé pour introduire la contribution du bruit 
thermique des capacités. 
 
3.4.1.2. Imperfection liée à l’amplificateur 
 
Les non idéalités à prendre en compte sont le gain fini des amplificateurs, le slew rate, le 
produit gain bande, l’offset, le bruit (bruit en1/f, bruit blanc) et la tension de saturation. Les 
erreurs liées aux injections de charges ne sont pas modélisées car supposées négligeable 
grâce à la présence d’interrupteurs « dummy ». Pour modéliser notre montage d’intégrateur 
réel, on part de l’approche présentée dans [51]. Pour cela, on utilise l’intégrateur de Ki-
Temes [52] qui possède une capacité mémoire Cm pour compenser l’offset (Figure  3-52). 
A
Cm
 
Figure  3-52. Intégrateur de KI-TEMES 
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L’intégrateur choisi est  modélisé par l’équation suivante avec la technique « Correlated 
Double Sampling » (CDS) [51] où la sortie vaut: 
 
TOutINOut VnTVVKTnV .)(..)1( γβα ++−=+    (68) 
Avec 
1
2
C
C
K = , VT  représentant la somme de la tension d’offset et du bruit en 1/f de 
l’amplificateur et α, β, γ les indices de performance de l’intégrateur. Leurs valeurs sont 
modélisées par les équations suivantes : 
)1.(1 K+−≅ µα  K.1 2µβ −≅   K≅γ  
Avec
0
1
A
µ = et A0 le gain en boucle fermée de l’amplificateur. 
Pour modéliser le bruit de l’amplificateur, l’hypothèse est que le bruit thermique ne résulte 
que de l’étage différentiel d’entrée. En effet, un filtre passe-bas présent sur la sortie du 
modulateur à une fréquence de coupure inférieure à la fréquence de transition FT. Ainsi en 
sortie du convertisseur, le bruit thermique dû au second étage est filtré. Le bruit en 1/f dû à 
l’étage de sortie est négligeable comparé à celui de l’étage différentiel, car les bruits en 1/f 
ne sont importants qu’en basse fréquence. L’optimisation du dimensionnement de 
l’amplificateur constituant l’intégrateur peut conduire à une source de bruit minimale. Nous 
utiliserons dans un premier temps l’équation (24) du chapitre 2 pour approximer ce bruit 
ramené en entrée de l’amplificateur [53] : 
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La valeur RMS «Vn» utilisée dans le modèle Figure  3-53. Modèle réel intégrateur correspond à 
ce bruit intégré sur le produit gain bande passante. 
 
Figure  3-53. Modèle réel intégrateur 
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3.4.2. Modèle complet du modulateur 
Le modèle réel complet du modulateur est représenté sur la Figure  3-54 
 
 
Modèle réel amplificateur
Modèle du bruit en kT/C associé aux capacités
 
Figure  3-54. Modèle réel du modulateur 
La figure ci-dessous représente des exemples de l’influence des paramètres non-idéaux du 
modulateur.   
 
 
Figure  3-55 Densité spectrale de la puissance en sortie du modulateur réel en fonction de 
plusieurs paramètres non idéaux. 
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On peut voir que le bruit lié aux capacités diminue le rapport signal sur bruit dans la bande 
passante du signal. De même, On constate que la valeur du slew-rate peut engendrer des 
erreurs de valeurs finales.  
Si on associe ce modulateur à notre modèle de capteur et qu’on trace la densité spectrale de 
puissance en sortie, on trouve la Figure  3-56. Elle correspond à un signal sinusoïdal en 
sortie du capteur résistif de 21Hz et après amplification d’amplitude 73% de la dynamique.  
On constate la présence de bruit sur la bande passante du capteur bien plus importante 
qu’avec le modèle idéal. Tout le travail de dimensionnement consiste à réduire ce bruit en 
jouant sur les paramètres du modulateur afin de garantir la performance voulue, soit 16bits 
 
Figure  3-56. Densité spectrale de puissance de la sortie du modèle réel du sigma delta.   
 
Les simulations Matlab/Simulink et le travail de dimensionnement ont abouti à un premier 
dimensionnement  dont les valeurs sont résumées dans les tableaux suivants.  
 
Alimentation (V) 3,3
Gain en sortie du capteur 60
Fréquence de sampling (Hz) 204800
Capacité d'entrée (F) 2p
Capacité d'integration (F) 4p
Capacité de mode commun (F) 2p
Capacité de retour (F) 1p
slew rate ota (V/s) 1,00E+06
gain fini ota 5,00E+02
BP ota (Hz) 1,00E+06
Offset ota (V) 1,00E-04
Offset comparateur (V) 1,00E-03
Total rms noise (V) 2,60E-05
gm OTA (S) 2,00E-04
SNR modulateur (dB) 106,5dB
SNR après filtrage (dB) 99,3dB
ENOB 15,9
Paramètre de dimenssion  pour capteur résistif
 
Tableau  3-6. Paramètre de dimensionnement pour le capteur résistif 
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Dans le cas du capteur résistif, il est nécessaire d’introduire un amplificateur en sortie du 
pont de Wheatstone avec un gain en boucle fermée fixé à 60 pour exploiter le maximum de 
la dynamique d’entrée.   
Alimentation (V) 3,3
Fréquence de sampling (Hz) 204800
Capacité d'offset (F) 0,2477p
Capacité d'integration (F) 6p
Capacité de mode commun (F) 6p
Capacité de retour (F) 0,5p
slew rate ota (V/s) 1,00E+06
Gain fini ota 5,00E+02
BP ota (Hz) 1,00E+06
Offset ota (V) 1,00E-04
Offset comparateur (V) 1,00E-03
Total rms noise (V) 7,00E-06
gm OTA (S) 2,00E-04
SNR modulateur (dB) 102,8dB
SNR après filtrage (dB) 100,6dB
ENOB 15,9
Paramètre de dimenssion  pour capteur capacitif
 
Tableau  3-7. Paramètre de dimensionnement pour le  capteur capacitif 
Pour rappel, dans le cas du capteur capacitif, c’est le capteur lui-même qui sert de capacité 
d’entrée du modulateur. Une capacité de correction sera présente pour centrer au milieu de 
la dynamique les variations capacitives. 
Les valeurs différentes d’une capacité en fonction du capteur utilisé seront obtenues grâce à 
des interrupteurs de sélection.        
    
3.4.3. Modèle complet du modulateur avec capteur et filtre numérique 
Pour valider notre dimensionnement, on trace la résolution que l’on obtient avec notre 
modèle complet (capteur+modulateur+filtre) 
 
Figure  3-57.  ENOB obtenue avec un modulateur réel pour différentes profondeurs de filtre en 
fonction de la pression d’entrée du capteur. 
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Les courbes ci-dessus ont été obtenues avec plusieurs profondeurs de filtre de décimation à 
fenêtre de type  SinC3. L’axe des ordonnées est une pression qui correspond à la gamme 
d’entrée du capteur. La simulation a été réalisée ici avec le modèle de capteur résistif, dont 
la sortie est amplifiée pour correspondre à la dynamique d’entrée du modulateur (0,3 - 3V). 
Les valeurs des coefficients sont codées sur 16bits. On constate que pour une profondeur de 
filtre de 896 échantillons, la résolution peut descendre à 15.6 Bits ENOB. Cependant, plus 
on augmente la profondeur du filtre, meilleure est la résolution. La courbe bleue correspond 
à un filtre Sinc3 avec 1024 coefficients. Ce nombre de coefficients correspond à 
l’implantation d’un filtre bit série ce qui confirme notre choix. 
   
3.4.4. Résumé des choix 
 
Les principales contraintes de l’application Wireless ont abouti à l’étude d’une architecture 
capteur + électronique de conditionnement asynchrone avec un système de communication 
série.  La modélisation du système complet (capteur + modulateur + filtre numérique) a 
permis de mettre en évidence les points clefs qui ont permi les choix de dimensionnements.  
Tout d’abord la non-linéarité des capteurs impacte directement la résolution en sortie du 
convertisseur. Un surdimensionnement de la profondeur du filtre numérique pour atteindre 
1024 permet de compenser cette perte de résolution.   
Ensuite la valeur du facteur de sur échantillonnage (OSR) est fixée à 1024 ce qui permet  de 
minimiser le temps de latence du système. La fréquence d’échantillonnage imposée par 
l’OSR (2*BP*OSR) est égale à 204,8KHz. 1024 coups d’horloge sont nécessaires pour 
remplir la FIFO. Le temps de latence est donc égal à 5ms. 
Le temps de réponse du système fixé à 1ms  par le cahier des charges et les contraintes de 
filtrage numérique puis de mise en forme des données pour la communication série ont 
aboutis à une fréquence SCLK de 13,3MHz .  
Enfin, les contraintes de résolution et de bande passante ont permis d’aboutir aux tableaux 
3-6 et 3-7 de dimensionnement du modulateur.  
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3.5. Conclusion et perspectives 
 
L’objectif pour ce projet est d’obtenir une précision de 30Pa Nous venons de voir au travers 
de cette étude de dimensionnent qu’une précision de 16bits est théoriquement atteignable 
par le convertisseur Sigma-Delta. Avec un capteur linéaire parfait sur une plage de 20KPa-
95KPa, cela correspondrait à une précision de 1.14Pa ( 14.1
2
2000095000
Pr
16
=
−
=écision ). 
Cependant, bien que ce choix de résolution puisse paraitre surdimensionné, les capteurs 
étudiés présentent des non linéarités, des dérives en température et n’utilise pas toute la 
dynamique du convertisseur. Ces éléments peuvent faire chuter drastiquement cette 
résolution.   
L’utilisation de méthodes de compensation telles que les LUT (Look Up Table) seront à 
envisager pour corriger la non-linéarité des capteurs. Cette étude dépendra des 
caractéristiques du capteur en cours de finalisation et la correction pourra se faire après la 
conversion. La précision de 30Pa sera ainsi respectée. 
Les choix de dimensionnement du système seront prochainement validés et affinés si besoin 
grâce à une modélisation au niveau transistor. Le circuit sera réalisé en technologie AMS 
0.35µM CMOS 3.3V.  
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Conclusion générale 
 
 
 
 
Conclusion générale 
 
Les applications d’instrumentations de capteurs sont nombreuses et variées. Nous l’avons 
vu au travers de trois applications : la première pour la mesure de vitesse et de position dans 
un roulement pour le domaine de l’automobile, la deuxième pour la mesure de signaux de 
type EcoG afin d’interfacer le cerveau humain dans le domaine biomédical, et enfin la 
troisième pour la mesure de pression stationnaire sur des voilures dans le domaine de 
l’aéronautique. Les principaux enjeux  pour ces systèmes de mesure, quels que soient les 
domaines, sont la diminution de l’encombrement par rapport à des systèmes existant, la 
diminution des coûts de fabrication, ou encore l’amélioration de la précision des mesures 
tout en diminuant la consommation. 
Dans ce travail de thèse, nous avons contribué à l’élaboration et à l’intégration des éléments 
clefs qui constituent les chaînes d’instrumentations actuelles.  
Dans un premier temps, nous avons élaboré, conçu et testé une nouvelle chaîne analogique 
d’amplification et de correction pour capteur TMR. Cette fonction constitue le premier 
élément de la chaîne d’instrumentation. Le circuit est réalisé en technologie AMS 0.35µM 
CMOS, avec seulement 3.59 µVrms de bruit ramené en entrée sur une bande passante de 7.5 
kHz et une puissance consommée de 23.9 mW. Son intégration dans un démonstrateur 
fonctionnel a permis de tester les premiers prototypes de capteurs TMR de l’application et 
ainsi de prouver les avantages de cette solution. 
Dans un deuxième temps, nous avons conçu et testé un convertisseur 
Analogique/Numérique de type SAR. Chacun des blocs qui constituent cet ADC ont 
bénéficié d’une étude approfondie (système, technologique). Les performances obtenues 
sont 12 bits de résolution, 24 kS/s de débit, pour une consommation de seulement 86 µA.  
Ces résultats ont permis l’intégration de notre bloc dans l’application BCI, mais aussi dans 
un projet en cours pour une application de surveillance de batterie (Batterie Monitoring 
System, BMS).    
Enfin dans un troisième temps, nous avons étudié une architecture complète (Chaîne de 
conditionnement plus capteurs) avec comme élément central le dimensionnent d’un 
convertisseur Analogique/Numérique Sigma-Delta de type incrémental. Cette étude nous a 
permis d’avoir une approche différente par rapport aux méthodes de conception des 
convertisseurs Sigma-Delta classiques.  Elle a abouti à la modélisation complète d’une 
chaîne d’instrumentation permettant le dimensionnement de chaque élément. Les 
performances du système dépendent essentiellement du  filtre numérique utilisé. Il s’agit 
d’un filtre de décimation en sinus cardinal d’ordre 3 avec une profondeur de 1024. Il permet 
d’atteindre une résolution de 16 bits, pour une bande passante de 100 Hz. Cet ADC sera 
prochainement validé au niveau transistor, fondu et intégré dans un démonstrateur.     
Ce  travail de thèse m’a permis d’entrevoir la pluridisciplinarité qui touche le domaine de 
l’instrumentation des capteurs. Chaque élément réalisé a dû non seulement s’interfacer avec 
d’autres éléments électroniques mais aussi prendre en compte les contraintes spécifiques 
liées à chaque discipline. Ce travail fut techniquement très enrichissant.  
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Une des perspectives à cette thèse serait la conception à partir des éléments présentés d’un 
outil d’interfaçage capteur générique et paramétrable afin de proposer aux industriels une 
solution clef en mains performante et adaptable à leur besoin. Cet outil permettrait entre 
autres d’économiser sur les coûts de développement d’architectures spécifiques et 
d’accélérer la mise sur le marché de systèmes performants.  
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ANNEXE 1 : Partie numérique du chapitre 2 
 
Description 
 
La partie numérique du circuit est construite autour d’une IP (Intellectual Property) fournie 
par le fondeur AMS. Il s’agit d’une mémoire non volatile programmable une seule fois (type 
polyFuse). La taille de ce bloc est un multiple de 2 bits avec une taille maximum de 64 bits. 
Le choix se fait avec le fondeur et n’est plus modulable une fois l’IP fournie. Pour les besoins 
du circuit, notre choix pour notre circuit s’est porté sur 2 blocs IP identiques de 48 bits, soit 
un équivalent mémoire de 96 bits.  
Cette IP, appelé PPTRIM, consiste en une combinaison de 2 blocs mémoires de même 
taille, l’un du type RAM (volatile) et l’autre du type ROM – PolyFuse (non volatile). Le premier 
bloc de RAM fait l’interface entre la liaison série, les sorties et les polyFuses.  
Plusieurs opérations sont disponibles pour écrire et lire la mémoire RAM puis programmer 
les données dans les cellules « polyFuse ». Une opération inverse permet de charger la 
mémoire RAM par le contenu des polyFuse. Toutes ces opérations  sont contrôlées via une 
interface série 3 fils (IS). 
De plus la PPTRIM intègre un oscillateur interne permettant une opération « autoload » 
initiée par une commande provenant d’un POR externe dès la mise sous tension du circuit. 
Cette opération permet de charger les données des polyFuses dans la mémoire RAM, sans 
avoir recours à une horloge externe et ainsi positionner les sorties sur les valeurs 
mémorisées. 
 
Le « block diagram » de cette IP est donné ci-dessous :  
 
Interface Série 
Horloge interne dédiée fonction 
AUTOLOAD à la mise sous tension : 
Chargement ROM (Fuse) -> RAM 
POR non intégré à l’IP -
> RC externe 
48 sorties connectées sur la 
RAM  
PolyFuse (ROM) : courant de 
programmation 100mA durant  20µs 
par Fuse 
 
Figure  0-1. Schématique bloc de la PPTRIM 
 
Les opérations possibles sont :  
 
• AUTOLOAD : initiée par un signal POR, chargement de la ROM (Poly fuse) vers la 
RAM et donc positionnement des données sur les sorties 
• LOAD : idem « autoload » mais commandé par IS et non par signal POR 
• WRITE : écriture de la RAM via IS 
• READ : lecture de la RAM via IS 
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• PROG : (RAM -> PolyFuse) programmation des fusibles avec les données contenues 
dans la RAM 
• ANALOG (read) : opération pour le test – lecture de la résistance des polyFuses 
 
Remarque :  
 
1. Lors de la programmation via l’opération « PROG », les pics de courants 
nécessaires à la programmation des fusibles sont générés automatiquement à 
l’intérieur de la PPTRIM. L’utilisateur ne fournira que la trame numérique via le plot 
« PCLK ». Durant cette opération l’utilisateur doit maintenir un potentiel fixe sur le 
plot « PDIO», lequel devant fournir un courant maximum de 100mA. 
 
2. Avec cette IP, il est possible d’exploiter les 3 plots de l’IS pour une autre application 
dans le circuit. En effet lorsque la mémoire est programmée ces plots ne sont plus 
nécessaires et peuvent être redirigés vers d’autres fonctions internes au circuit via le 
bit « SEL ». 
Cette possibilité n’a pas été exploitée dans le circuit. Elle permettrait entre autres 
d’économiser des plots de test. 
 
 
Simulation 
 
Le fondeur fournit avec cette IP un fichier de simulation comportementale en langage 
HDL (verilog). 
Le comportement des différentes opérations a été simulé avec un simulateur numérique 
afin de vérifier leurs fonctionnements par rapport aux spécifications de l’IP fourni par 
AMS.  
 
On donne ci-dessous, un résultat de simulation pour la séquence suivante :  
La PPTRIM a été préalablement programmé (polyFuse) à la valeur en hexa 
« FFFF_FF00_0000 »  
1.   Fonction « AUTOLOAD » : Mise sous tension -> activation du POR -> 
chargement du contenu des polyFuses dans la RAM et positionnement des 48 
sorties à la valeur « FFFF_FF00_0000 » 
2.   Ecriture d’un nouveau mot « 6667_BBA_AAAB » dans la RAM via l’interface 
série et repositionnement des nouvelles données sur les sorties. 
 
Le chronogramme de simulation est donné ci-dessous : 
  
 
 
 
Apres un POR, chargement 
dans la RAM du contenu 
de la ROM 
préprogrammée: 
FFFF_FF00_0000 
Détection 
commande  
WRITE via IS 
Envoi du mot : 
6667_BBBA_AAAB 
Les sorties prennent les 
valeurs transmises : 
6667_BBBA_AAAB 
 
Figure  0-2. Exemple de chronogramme de simulation de la PPTRIM 
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Programme de TEST 
La PPTRIM doit être testée en sortie de fonderie et après programmation. Pour ce faire 
une lecture analogique de la résistance des fusibles est nécessaire.  
 
Les résistances doivent être les suivantes :  
• 50Ω-200Ω  résistance polyFuse non programmé 
• >10KΩ résistance polyFuse programmé 
 
 
Layout 
Le fondeur n’a  pas fourni le layout (dessin des masques) correspondant à cet IP mais 
seulement les contours représentés ci-dessous :  
Le fondeur a introduit lui même le layout définitif des deux PPTRIM avant de fondre le circuit. 
 
 
600 µm 
380 
 µm 
Surface 1 bloc IP 48bits = 0,228mm² 
 
Figure  0-3. Layout PPTRIM 
A ce layout, il a été rajouté un certain nombre de plots entrée/sortie : 
• un plot pour générer le POR 
• un plot de visualisation de l’activité de la mémoire (« BUSY ») 
• 2 plots d’alimentations dédiés à chaque bloc.  
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ANNEXE 2 : Théorie sur les Sigma-Delta 
 
Les ADC réalisent deux opérations, une discrétisation et une quantification. Ils peuvent ainsi 
être représentés comme une combinaison d’un sample and hold et d’un quantificateur. Lors 
de la quantification d'un signal analogique en un signal discret, il se produit une erreur 
systématique. Elle est due à la différence entre le signal d'entrée et la valeur numérique. 
Cette erreur génère le bruit de quantification. 
Avec un pas de quantification égal à ∆, l'erreur de quantification sera limitée à +/- ∆/2, si le 
quantificateur ne sature pas, c’est à dire si le signal d’entrée reste dans la gamme fixée par 
le nombre de pas de quantification. Dans ces conditions, il peut être représenté par une 
fonction linéaire définie par : 
y=g.x +e (1) 
 
g étant la pente de la droite passant par le milieu des pas de quantification, tant que le 
quantificateur ne sature pas. On peut alors représenter le quantificateur par un modèle 
linéaire simplifié: 
 
Figure  0-1. Modèle linéaire simplifié du quantificateur 
 
Cette représentation est aussi applicable à un quantificateur caractérisé par deux niveaux: le 
comparateur. Dans ce cas on fixe généralement et de façon arbitraire g à 1. La gamme 
d’entrée du signal se borne à +/-2. Cette condition permet de se placer dans le cas d’un 
système linéaire. Pour des études de stabilité, on fera varier g entre 0 et 1 et on étudiera le 
placement des pôles. L’erreur est donc définie par le signal d’entrée. En prenant comme 
hypothèse que le signal d’entrée change de façon aléatoire d'un échantillon à l'autre et qu’il 
occupe de façon uniforme toute la gamme d’entrée du comparateur, on peut alors considérer 
l'erreur de quantification comme un bruit blanc dont la probabilité d’erreur est répartie de 
façon uniforme dans l'intervalle +/- ∆/2 : 
 
 
Figure  0-2. Représentation de la densité de probabilité de l’erreur de quantification 
 
La puissance du bruit de quantification dans la bande utile [-fb; fb] est égale à: 
2
22
12
)
2
()(
Rf
f
dffEPq
e
b
f
f
q
b
b
∆
=== ∫
−
σ  (69) 
où fb est la fréquence maximale du signal et R est le rapport de suréchantillonnage. Ce 
rapport est unitaire quand on échantillonne à la fréquence de Nyquist-Shannon (fe = 2fb). 
Annexe 2 
- 165 – 
L'équation 21 montre que le bruit de quantification dans la bande diminue avec le rapport de 
suréchantillonnage (Figure  0-3). 
 
 
Figure  0-3. Représentation de la mise en forme du bruit grâce au suréchantillonage 
 
Nous pouvons alors exprimer le rapport signal sur bruit (S/B) 
)log(10)log(10)log(10
2
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q
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q
S +==
σ
σ
 (70) 
En considérant que le signal d'entrée est une sinusoïde de faible amplitude V et en fixant N 
comme la résolution comptée en bits du convertisseur, on peut écrire: 
12 −
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V
  (71) 
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)log(10)12log(207609.1 RSNR N +−+=  (73) 
 
En considérant que le signal d'entrée est une sinusoïde de faible amplitude V et en fixant N 
comme la résolution comptée en bits du convertisseur, on peut écrire: 
Pour N>5 on peut approximer l'équation 73 par: 
NSNR 02.67609.1 +=  (74) 
L'équation 74montre qu'en doublant la fréquence d’échantillonnage, on gagne seulement 
3dB, ce qui correspond à une résolution supplémentaire de 0.5 bits 
 
Pour les grandes résolutions (>15 Bits), les influences du bruit thermique deviennent non 
négligeables par rapport à celles du bruit de quantification. L'augmentation des rapports S/B 
des convertisseurs se heurte à un problème d'intégration de capacités de fortes valeurs. En 
effet, le bruit thermique est inversement proportionnel [55] [48] pour les systèmes à 
capacités commutées à la capacité équivalente d’entrée du circuit (Cs) et au facteur de 
suréchantillonnage (R). 
 
RC
Tk
BruitPuissance
S
thermique
×
×
=)(  (75) 
RCSNR S ×≈    SNRP ≈min  76) 
 
 Pour diminuer ce bruit, la capacité équivalente ou le facteur de suréchantillonnage doivent 
être augmentés. Pour des raisons d'intégration, la capacité ne peut dépasser quelques 
picofarads. Ainsi pour améliorer les performances des convertisseurs analogiques 
numériques, il est indispensable de largement sur-échantillonner.  
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De plus, le suréchantillonnage n'est pas contradictoire avec des systèmes basse 
consommation. La puissance consommée par un circuit est principalement fixée par les 
contraintes sur le rapport S/B. Le produit de la capacité minimale par le facteur de 
suréchantillonnage fixe le rapport S/B, mais aussi la puissance dissipée. Ainsi pour un 
rapport S/B constant, donc un produit Cs * R constant, la puissance reste constante. Si l’on 
diminue Cs, le facteur se suréchantillonnage peut alors être augmenté et la puissance rester 
constante. La limite de cette proportionnalité est atteinte quand Cs égale la valeur de la 
capacité minimale fixée par des contraintes d’appariements et d'injection de charges.  
 
Cependant la simple augmentation de la fréquence est insuffisante. Il existe des 
architectures qui agissent sur la répartition spectrale du bruit. Le modulateur Sigma-Delta en 
est un très bon exemple. 
 
 
Modulateur du premier ordre  
 
+
-
Intégrateur Comparateur
CNA
x(t) y(t)
+
-
Retardx(t)
y(t)
+
+
e[n]: bruit de quantification
+
fs
fs
 
Figure  0-4. Modulateur sigma delta du premier ordre et son schéma équivalent 
 
Ce modulateur de fréquence fs est composé d’un intégrateur suivi d’un comparateur 
(quantificateur) piloté par une horloge et rebouclé sur l’entrée du circuit par l’intermédiaire 
d’un convertisseur numérique analogique (CNA).  
Prenons l’exemple d’une tension d’entrée continue Vin=Vmax/2, où Vmax est la 
tension maximale que le modulateur peut voir à son entrée. A l’initialisation, le CNA (1 bit soit 
un comparateur) donne une valeur nulle en sortie. Dans ce cas la sortie de l’intégrateur est 
une droite de pente Vmax/2. Au premier coup d’horloge, la sortie de l’intégrateur est 
supérieure à la tension de référence du comparateur (Vref) et donc sa sortie passe au 
niveau logique 1. Le CNA transfère alors Vmax qui est soustrait à la tension d’entrée du 
modulateur. L’entrée de l’intégrateur vaut alors –Vmax/2 ce qui entraine une sortie 
décroissante de pente –Vmax/2. Au coup d’horloge, la tension de sortie de l’intégrateur est 
inférieure à Vref et la comparateur bascule à nouveau sur le niveau logique 0. Ensuite le 
cycle recommence. La sortie du modulateur est donc composée de 0 et de 1 en même 
quantité, donc sa valeur moyenne est Vmax/2 soit Vin. La Figure  0-5 présente les 
chronogrammes pour deux valeurs d’entrée différentes. 
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0 1 0 1 1 1 0 0 
0 1 1 0 
1 1 0 0 
1 0 
Vin= Vmax/2 
Vout = 1/2 
Vin= 3Vmax/4 
Vout = 3/4 
Sortie intégrateur 
Sortie intégrateur 
Sortie comparateur y[n] 
Sortie comparateur y[n] 
Coups d’horloge 
 
Figure  0-5. Comportement des signaux du modulateur pour des entrées continues 
 
Comme le présente la Figure  0-6, on modélise le bruit de quantification par l’ajout 
d’une source de bruit e[n] au signal. D’un point de vue temporel, un convertisseur sigma-
delta tend vers l’annulation de la valeur moyenne de la différence entre le signal d’entrée et 
le signal de sortie. 
 
Figure  0-6.Chronogramme des signaux d’entrée et de sortie – Fonctions de transfert Signal et 
Bruit de quantification 
 
La Figure  0-4 permet de déduire l’équation suivante : 
]1[][]1[][ −−+−= nenenxny   (77 
Et en exprimant cette équation dans le domaine discret il vient : 
)1)(()()( 11 −− −+= ZZEZZXZY   (78) 
On voit ici apparaitre clairement une fonction de transfert signal et une fonction de 
transfert de bruit de quantification que nous appellerons respectivement STF et NTF. 
1−
= ZSTF   (79)   )1( 1−−= ZNTF  (80) 
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Les équations ci-dessus mettent en évidence le fait que le signal est simplement retardé 
alors que le bruit est mis en forme par un filtre passe haut. Le bruit sera donc repoussé en 
grande partie vers les hautes fréquences en dehors de la bande passante utile.  
Un facteur de performance du modulateur sigma-delta est son rapport signal sur bruit. 
Pour un modulateur du premier ordre, il est démontré que l’on peut l’exprimer en dB de la 
façon suivante : 
))(
²
3
)²12(
2
3
log(10 3OSRSNR N
pi
−=   (81) 
Où N correspond au nombre de bits du convertisseur numérique-analogique de retour et 
OSR le rapport de suréchantillonnage du modulateur. Dans le cas du modulateur 1 bit (cas 
simple le plus utilisé) nous obtenons le graphe ci-dessous : 
 
Figure  0-7. Rapport signal/bruit en fonction du rapport de suréchantillonnage 
 
On peut déduire de cette équation que si l’on multiplie par  deux l’OSR, on augmente 
le SNR de 9 dB ou la résolution de 1,5 bits. 
En réalité, le bruit de quantification que nous avons considéré blanc ne l’est pas 
toujours. En effet pour un signal d’entrée constant ou variant très peu, le modulateur fournit 
un signal de sortie oscillant entre deux valeurs pour que sa valeur moyenne soit égale à celle 
du signal d’entrée. La fréquence de ces oscillations dépend donc directement du signal 
d’entrée et si cette fréquence se situe dans la bande passante utile du modulateur, alors le 
signal sera bruité.  
En définissant la tension de sortie et d’entrée du modulateur de la manière suivante: 
 
refV
nT
nMnP
y
−
=  (82)  refV
a
b
x =  (83) 
 
où nP est le nombre de ‘1’ de la séquence de sortie, nM le nombre de ‘0’ et nT le nombre 
total de sortie. On voit que l’on aura des oscillations pour des valeurs rationnelles de la 
tension de référence en entrée. La Figure  0-9 illustre ce phénomène : 
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Figure  0-8. Signal de sortie du modulateur pour un signal d’entrée constant 
 
 
Figure  0-9. Puissance de bruit en sortie en fonction de différentes tensions DC d’entrée 
 
Cette structure de bruit de quantification, due au fait que le bruit n’est pas blanc est appelé le 
bruit de trame. Il peut être très handicapant pour les performances du modulateur. Le 
modulateur sigma-delta a donc un  mauvais comportement pour des signaux d’entrée de 
faible variation ce qui est handicapant pour interfacer un micro capteur. Pour passer outre ce 
problème, l’utilisation d’un modulateur d’ordre supérieur est primordiale. 
 
 
Modulateur du second ordre : 
 
On peut introduire le modulateur sigma-delta du second ordre de la même façon que le 
premier ordre. Comme représenté sur la Figure  0-10, le modulateur du second ordre est 
composé de deux intégrateurs, le bruit de quantification est modélisé de la même façon que 
pour la structure du premier ordre.  
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+
-
Intégrateur Comparateur
CNA
x(t) y(t)
+
-
Retard
x(t) y(t)++
e[n]: bruit de quantification
+
Intégrateur
+
-
Retard
+-
 
Figure  0-10 . Modulateur sigma delta du premier ordre et son schéma équivalent 
 
On déduit du schéma équivalent les fonctions de transfert bruit et signal : 
)²1)(()()( 11 −− −+= ZZEZZXZY   (84) 
Le signal est toujours simplement retardé alors que le bruit de quantification est mis en forme 
par un passe haut du second ordre. 
Dans le cas d’un modulateur du second ordre l’équation définissant le SNR devient : 
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Avec N la résolution fixée en bit du convertisseur interne du modulateur et SNR le rapport 
signal/bruit. 
       
Figure  0-11. SNR en fonction de l’OSR – Fonctions de transfert signal et bruit de quantification 
On remarque que pour ce modulateur, le fait de doubler le rapport de 
suréchantillonnage permet d’augmenter le SNR de 15dB ou la résolution de 2.5 bits. Cette 
caractéristique rend le sigma-delta du second ordre beaucoup plus intéressant. 
De plus les bruits de trames sont négligeables dans la plupart des cas puisque le 
bruit de quantification est toujours additionné au signal d’entrée mais aussi à l’intégrale de ce 
signal. De ce fait il y a une moins grande corrélation entre le bruit de quantification et le 
signal d’entrée. On peut alors considérer le bruit de quantification comme blanc. La Figure 
 0-12 représente ce résultat et peut être comparée avec la Figure  0-9. 
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Figure  0-12.  Puissance de bruit en sortie en fonction de différentes tensions DC d’entrée 
 
Modulateur d’ordre supérieur : 
 
On peut encore améliorer les performances en augmentant l’ordre du modulateur. Ceci 
est réalisable en rajoutant des intégrateurs. D’après les études des ordres inférieurs on peut 
déduire les propriétés suivantes pour un modulateur intégrant L intégrateurs : 
LZZEZZXZY )1)(()()( 11 −− −+=   (86) 
D’où un rapport signal sur bruit égal à : 
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Où N est le nombre de bit du convertisseur interne du modulateur, L l’ordre du modulateur 
et OSR le rapport de suréchantillonnage utilisé. En multipliant par 2 l’OSR, on augmente le 
SNR de (6L+3)dB. 
En réalité, les modulateurs d’ordres supérieures à deux sont stables uniquement sous 
certaines conditions. Cela dépend aussi bien des paramètres constituant le circuit que de la 
gamme des signaux d’entrée. La solution envisagée pour remédier à cela est le contrôle de 
la sortie des intégrateurs : à chaque fois que cette sortie dépasse un niveau maximal donné 
on remet les intégrateurs à zéro. Cependant cette solution n’est pas parfaite puisque le 
niveau maximal choisi intervient dans la stabilité. C’est pourquoi les modulateurs d’ordre 
supérieures à deux sont rarement utilisés pour les applications nous concernant. 
 
Pour conclure, le modulateur sigma-delta du deuxième ordre est peu sensible aux 
caractéristiques du circuit mais aussi fournit de meilleures performances en terme de bruit de 
quantification que le modulateur du premier ordre. De plus, sa stabilité est plus facilement 
maitrisable que les modulateurs d’ordre supérieurs. C’est pourquoi nous focalisons notre 
étude sur cette structure. 
 
Le filtrage numérique 
La figure suivante présente le principe de la décimation: il s’agit de réduire la fréquence 
d’échantillonnage d’un facteur entier R, sans créer de repliement de bruit dans la bande 
passante.  
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Figure  0-13. Principe de la décimation numérique 
 
Le signal x(n), à la fréquence Fe, est tout d’abord filtré numériquement par un filtre passe-
bas (caractérisé par h(n)) dont la fréquence de coupure se situe à Fe/2R. Le but de ce 
filtrage est de supprimer toutes les composantes du signal au dessus de Fe/2R, afin d’éviter 
un repliement de spectre. Le signal w(n) peut alors être échantillonné à la fréquence Fe/R. 
Cela est réalisé pratiquement en ne conservant qu’un échantillon tous les R échantillons de 
w(n). La sortie « y » est donc la somme des « x » échantillonnés à Fe/R et filtrés par le filtre 
passe-bas. 
Pour développer des structures de filtres, il est important de bien connaître les contraintes 
imposées pour leurs caractéristiques. Lors de la décimation (figure précédente), on filtre tout 
le signal au dessus de Fe/2D, car lors de la diminution de la fréquence d’échantillonnage, le 
spectre va se replier autour des multiples de Fe/D. Cette contrainte peut donc être relâchée: 
il suffit que le filtre coupe des bandes centrées autour des multiples de Fe/D et de largeur 
égale à la bande passante du signal. Le filtre se caractérise donc par des bandes passantes 
et des bandes coupées.  
 
Figure  0-14. Contraintes du filtre de décimation 
Le filtre se caractérise donc par le gabarit suivant: 
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Figure  0-15. Gabarit du filtre de décimation 
Une solution pour répondre aux caractéristiques du filtre imposées par la figure précédente, 
est d’utiliser une architecture du type Sinc. Ces filtres ont une fonction de transfert du type: 
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La Figure  0-16 illustre la réponse spectrale d’un filtre Sinc3 avec un rapport de décimation de 
D=16. 
 
Figure  0-16. Réponse spectrale d’un filtre Sinc3, D=16 
L’avantage des filtres en Sinc réside principalement dans une implémentation simple: ils 
n’utilisent pas de multiplieurs numériques. Ils sont formés par k étages d’intégrateurs 
cascadés, fonctionnant à fréquence élevée et par k étages de différenciateurs cascadés, 
fonctionnant à fréquence basse. Leur principal inconvénient est de présenter une atténuation 
sur les bords de la bande passante. Cette atténuation nécessite parfois une correction. Il a 
été montré que pour un modulateur sigma-delta d’ordre L, le filtre en Sinck le plus adapté à la 
décimation et au filtrage, par rapport à un FIR classique a un ordre égal à k = L+1. 
Une autre famille de filtre est aussi très utilisée dans les décimateurs: les filtres demi-
bandes. 
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Figure  0-17. Filtre demi-bande 
Ils se caractérisent (Figure  0-17) par le fait que l’ondulation autorisée dans les bandes 
passantes (Fp) et dans les bandes coupées (Fs) est identique, mais aussi par une symétrie 
des fréquences de coupure autour de Fe/4 (ou π/2). En conséquence, la moitié des 
coefficients sont nuls. Le nombre de multiplications est alors divisé par 2 par rapport à un 
filtre générique. Le rapport de décimation est de 2.  
Dans les filtres de décimation dédiés à la conversion sigma-delta, une combinaison de filtres 
en Sinck et de filtres demi-bande est le plus souvent utilisée. On utilise typiquement un Sinck 
qui décime par R/4, puis deux demi-bandes qui déciment par 2 chacun et améliorent le 
filtrage. On obtient bien un filtrage et une décimation par R.
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ANNEXE 3 : Flot de conception 
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Conception de circuits analogiques-numériques pour le conditionnement 
de micro-capteurs embarqués  
 
Guillaume REGIS 
 
Résumé : 
Le domaine de l’instrumentation des capteurs est en constante évolution. Ce travail propose la conception des éléments 
clefs qui constituent les chaines d’instrumentations de capteurs d’aujourd’hui au travers de 3 applications concrètes. 
La première application est la mesure de vitesse et de position dans un roulement. Nous présentons la conception et la 
réalisation d’un circuit analogique pour le conditionnement d’un capteur de type TMR (Tunneling Magneto resistance). Ce 
capteur mesure le champ magnétique généré par les pôles magnétiques d’une roue codeuse dans le roulement. Le circuit est 
réalisé en technologie AMS 0.35µM CMOS, avec seulement 3.59µVrms de bruit ramené en entrée sur une bande passante de 
7.5 kHz et une puissance consommée de 23.9mW. Pour compenser la dispersion des capteurs, le circuit permet des réglages 
d’offset et une calibration de gains grâce à un réseau de résistances R-2R programmables. Il contient également une mémoire 
de type OTP (One Time programmable Memory) qui sauvegarde les réglages associés à un capteur. 
La deuxième application est la mesure de signaux de type EcoG afin d’interfacer le cerveau humain. Nous décrivons la 
conception et la réalisation d’un convertisseur Analogique/Numérique de type SAR. Il possède un convertisseur numérique 
analogique capacitif avec une capacité d’atténuation afin de réduire le nombre total de condensateur et ainsi la 
consommation. Le comparateur possède une entrée rail-to-rail et un système de préamplification avec auto zéro pour 
diminuer l’offset. Sa consommation est de 86µW pour une vitesse de 24Ks/S et 12bits de résolution. 
Enfin la troisième application est la mesure de pression stationnaire sur la voilure des avions afin d’en connaître les 
contraintes. Nous décrivons l’étude architecturale d’un convertisseur sigma-delta permettant d’atteindre une grande résolution 
pour des signaux de faible fréquence. Il sera de type incrémentale et répondra à des applications de type instrumentation de 
capteur. Sa résolution est de 16bits ENOB pour une fréquence maximale d’entrée de 100Hz et minimale de sortie d’1Ks/S. Le 
mode incrémental permettra d’obtenir une sortie en réponse à une requête de manière asynchrone. Une modélisation de 
chaque élément du système complet convertisseur plus capteur a été effectuée sous matlab.  L’étude de la partie filtrage 
numérique du convertisseur et l’optimisation de son implémentation numérique sont présentées. Cette étude architecturale 
complète aboutit au dimensionnement de chaque élément pour répondre au cahier des charges de l’application. 
Mots-clés : 
Convertisseur Analogique/Numérique, CAN SAR, CAN Sigma Delta, Chaine d’amplification Analogique 
 
Abstract: 
The domain of sensors instrumentation is constantly evolving. The present work proposes the design of the key elements 
conception which constitute the instrumentations chains of current sensors through 3 concrete applications 
The first application is speed and position measurement in a wheel bearing. We present the design and realization of an 
analogical circuit for the conditioning of sensor TMR (Tunneling Magneto resistance). This sensor measures the magnetic field 
generated by the coding wheel magnetic poles inside the bearing The circuit is realized using AMS 0.35µM CMOS technology, 
with only 3.59µVrms of input referred noise on a bandwidth of 7.5 kHz and power consumption of 23.9mW. To compensate 
sensors variability, the circuit includes offset regulations and gains calibration thanks to a programmable R-2R resistive 
network. It also contains an OTP (One Time Programmable) memory which backs up the associated sensor regulations. 
The second application is the measurement of EcoG's signals to interface with the human brain. We describe the design 
and realization of SAR ADC. It is composed of a capacitive DAC with an attenuation capacitor to reduce the total number of 
condensers and, in doing so, to reduce power consumption. The comparator is composed by a rail-to-rail input and multistage 
preamplification and output offset storage. ADC total power consumption is 86µW for 24Ks/S speed and 12bits resolution. 
Finally the third application is the pressure measurement on aircraft wings. We describe the architectural study sigma-
delta incremental ADC which reaches high resolution for low band pass signals. Its resolution is 16bits ENOB for a maximal 
input frequency of 100Hz and an output speed of 1Ks/S. The incremental mode leads to obtain output code in answer to 
asynchronous requests. Each system element (converter plus sensors) has been matlab modelled. The converter digital 
filtering study and its digital implementation optimization are presented. This complete architectural study concludes with the 
sizing of each element in order to answer thr technical specifications of the application. 
Key words: 
Analog-to-Digital Converter, ADC SAR, ADC Sigma Delta, Analog amplifier 
