INTRODUCTION
The finite horizon linear quadratic control problem for the linear time-invariant system (1.1) .
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is concerned with choosing a control function u such that the cost functional w(x,u) T T T
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It is assumed that Q is symmetric and that R is positive definite. Apart from this definiteness assumption on R, we allow w to be indefinite.
In order for the integral in (1.2) to be well-defined, we restrict the control functions to be elements of the class functions that are square integrable over [0, T] .
above problem is then defined as
L [O,T] of all Rm-valued 2
The optimal cost for the (1. 4) Iu e L [0, T] }.
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In addition to the above, the infinite horizon linear quadratic problem deals with minimizing the indefinite integral it is finite or infinite. This class of functions is denoted by locally (1. 6)
The optimal cost for the above infinite horizon linear quadratic problem is
for all x (provided that (A, B) is stabilizable). I t o if w is indefinite then this convergence no longer
In this paper we are interested in the question whether the optimal cost for the finite horizon problem (1.4) converges to the optimal cost for the infinite horizon problem (1. 7) as T tends to infinity. Of course, if the quadratic form w is positive semi-definite then it is well-known that indeed
out however that holds in general. In this paper we establish necessary and sufficient conditions for convergence to hold.
Actually, we shall treat the above question of convergence in the
following, more general context. Let N e be a symmetr~c matrix, let T > 0 and consider the finite horizon problem with cost functional
The second term in the above represents a penalty on the terminal state. The matrix N is allowed to be indefinite. The optimal cost associated with the latter problem is given by (1. 9) In addition to this finite horizon problem we consider the infinite horizon problem of infimizing (1.5) under the constraint that Nx(t) converges to zero as t tends to infinity. More specifically, let
and consider the problem of inf imizing (1. 5) over the class UN (x0)' The optimal cost for this problem is given by (1.10)
The latter optimization problem was studied in detail in [8] . Of course, the problem (1.7) can be reobtained from this formulation as a special case by taking N = 0 (see also [9] ). I , the identity Another special case of (1.10) is obtained by taking N matrix. This special case was treated in [10] . Now, in this paper we shall ask ourselves the question: when does the optimal cost for the finite horizon problem (1.9) converge to the optimal cost for the infinite horizon problem (1.10) as T~m ?
We conclude this introduction by noting that the questions to be studied here have been studied before in [2] and [11] . However, in these references only the case that both w~0 and N~0 was considered, while we intend to treat the most general case that wand N are allowed to be indefinite.
THE ALGEBRAIC RICCATI EQUATION
The characterization of the optimal costs for the infinite horizon problems (1.7) and (1.10) centers around the algebraic Riccati equation (ARE):
Let r be the set of all real sYmmetric solutions of (2.1). According to [10] , if (A,B) is controllable and r ¢ 0 then there is exactly one K E r such that Theorem 2.1 ( [10] , [3] , [7] ). Let (A,B) be controllable and assume that r ¢ 0.
If V E Q then R n = V @~-lV~. There exists a bijection r : Q~r defined by
here P v is the projector along~V :
then K is said to be supported by V.
THE INFINITE HORIZON PROBLEM WITH ASYMPTOTIC CONSTRAINTS
In this section we briefly recall the results from [8] 
THE FINITE HORIZON PROBLEM WITH ENDPOINT PENALTY
In this section we consider the finite horizon problem of infimizing the cost functional (1.8). We note that for the case that both W~0 and N~0 this problem is quite standard and is treated, for example, in [6] . The general case however is slightly more complicated. 
Then for all T > 0 and for all x e R n we have . 
D(t)
-
CONVERGENCE OF THE OPTIMAL COST
In this section we shall give a formulation of our main result. Before doing this, we state the following lemma: n lRn= . , Lemma 5.1 Let :e be a subspace of lR and let K E be a symmetr~c matr~x.
Then K is negative semi-definite on :e if and only if there exists a symmetric matrix N such that ker N = :e and N -K~O.
Proof A proof of this can be given similar to the proof of [8,lemma 3.3] . c
Consider the problems (1.8) and (1.10). In the remainder of this section we assume that (A,B) is controllable and that r~0. According to the previous lemma, if N -K-~0 then K is negative semi-definite on ker N. Conversely, if K-is negative semi-definite on ker N then. one can always find a symmetric matrix N such that ker N = ker Nand N -K~O.
We now formulate our main result: Proof A proof of these claims can be found in [9] . c Next, we consider the special case that N~0 and w~O. It 
exactly the undetectable subspace of the respect to the stability set C-). Denote
A -BR S).
[9]). The latter subspace is Let D(t) be the solution of (4.3) .Then for all t ?; 0 we have:
We have now collected the most important ingredients that will be used in our proof of theorem 5.2. In order to give this proof we shall make a suitable decomposition of the state space. Let VN be the subspace defined in (3.1).
Define AK+.According to theorem 2.1 we have X = X (A ), X = X (AN) and
• With respect to this decomposition we (6. 4) 
