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Some Remarks on Multisplittings of Matrices 
by B. CODENOTTI and P. FAVATI” 
1. Preliminaries 
In this paper we present some results concerning multisplitting methods. Section 2 
contains some theoretical results on the rate of convergence of a multisplitting iterative 
method compared to those of the single splittings forming the multisplitting. In Section 
3 we develop a strategy which allows us to give an effective determination of the 
“optimal” diagonal matrices to be used to combine some given splittings. 
Given the n x n linear system Ax = b, consider m splittings of the coefficient 
matrix A = Mi - Ni, where Mj is a nonsingular matrix, i = 1, . . . , m, and m nonnega- 
tive diagonal matrices Di = diag( dir), . . , cl:)) with C y: 1 Di = 1. 
By denoting Pi = M,: ‘N,, and G = xf: i Di Pi, and H = xyL1 DiMi-‘, the iterative 
method xk+i = Gxk + Hb, based on a multisplitting of A (see [2, 3]), can be derived. 
2. Convergence Results 
The first result is concerned with a lower bound on the spectral radius of C in 
relation with the minimum spectral radius of the matrices Pi, under particular 
hypotheses. 
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PROPOSITION 1. If all the eigenoalnes of the matrices Pi are real and nonnegative, 
then 
(1.1) 
Proof. The following inequalities hold: 
p(G) > 1 Tr G = 1 f: 5 dj”pj;i’ 2 1 5 
n n j=li=l 
min dj’) Tr Pi, (1.2) 
n i=l j=l,...,n 
where we denote by pps the (r, s)th entry of the matrix P,.The thesis follows 
from (1.2) and from the fact that 
Tr Pi > P( Pi), i = 1,. . . , m. n 
The quantity I;= I minj, 1,, , n d(‘) is less than or equal to one in the general case, J 
and it turns out to he equal to one if and only if dji) = aj, j = 1,. . , n, i.e., the 
matrices Dj are scalar matrices. 
Under particular hypotheses on Pi and Di the spectral radius of G is a convex 
function of a = (al, . . . , a,). More precisely, we have the following result. 
PROPOSITION 2. Let Pi be nonnegative and symmetric matrices for i = 1, . , m. 
Let Dr = cxi, I, i = 1,. , m. Set S = {(IL E R’” : 0 < ui < 1, i = 1,. . . , m, EyzI oi = 1) 
and G, = CL1 ariPi. Thefunction p(G,): S--t R+ is conoex. 
Proof. The matrix G, is nonnegative and symmetric for any (Y ES. From the 
Perron-Frobenius theorem [l] it follows that 
For any x E R”, for any CY’, (r2 E S, and for any 6 E [0, 11, we haue 
x’[ PG,I + (1 - /3)G0z] x p xTGa,l x rTG 2x 
= 
XTX 
--&- + (1 - q---e 
XTX 
Q BP(Q) + (1 - B)P(%). 
and hence the thesis follows. n 
PROPOSITION 3. Let m = 2, and let P, and Pa be nonnegative and symmetric 
matrices. Let D, = cr I, D, = (1 - cr)Z, cx E [0, 11. If the matrix P, - P, is positioe 
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definite (negutioe definite), then P( Pz) < P(G,) (P( PI) < P(G,), respectively) for un~ 
a E [O, 11. 
Proof. We have 
p(G,) = k,,,,,(G,) = max xrG,x. 
x=x=1 
the directional derioative of p(G,) at (Y with respect to y is y( x(cs)‘( PI - P2)x(cx)). 
where X(Q) denotes the eigenvector associated to the spectral radius of G,. So if P, - Pz 
is positive definite (negatioe definite), then (Y = 0 ( cx = 1) is the minimum point of p( G,) 
on [O, 11. n 
3. Construction of Efficient lterative Methods 
We now show how to construct an efficient multisplitting method, given a number 
of splittings of a matrix. 
More precisely, let A = Mj - Nj, i = 1,2,. . . , m be m splittings of A. We want to 
determine m diagonal matrices Dj, i = 1,2, . . . , m, with the property I:=, Di = I, and 
such that the Frobenius norm of the iteration matrix correspond to the multisplitting is 
minimized. Therefore, given A and Mi, i = 1,2,. . . , m, the problem is to minimize the 
convex function 
II I - e D~M,:~A 
2 
i=l II F 
with respect to the matrices Di with the (linear) constraints CT=“=, Di = 1. Summarizing, 
the problem consists of the minimization of a convex function with linear constraints: 
min I- ~DiM~‘A/I~, zDi=‘) =min(ll~Dipi~l~‘~Di=r. 
Let now (M,: ‘A),, be denoted by ~$2, and ( Di)rr be denoted by .rp). With this 
notation, the above problem can be rewritten in terms of single components as follows: 
with 
xx:)-110, r=1,2 ,..., n, 
I 
or equivalently, 
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with 
x;) E R, r= 1.2 ,..., n, i=1,2 ,..., m-l. 
In order to find the stationary points of the objective function, we compute and 
equate to zero its partial derivatives, obtaining the following (m - 1)n x (m - 1)n 
linear system: 
c $)$ = b” 
4’ 
where 
p= 1,2 ,...) n, o= 1,2 ,..., m- 1. 
If we order the elements of the unknown vector by increasing values of the indexes 
(starting from those denoted by the superscript), the coefficient matrix is a block-diagonal 
matrix. So with low computational effort it is possible to compute the 
diagonal matrices Di, i = 1,. . , m, which combine in the optimal way the given 
splittings Mi. 
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Poincar&s Inequalities and 
Hermitian Completions of Certain Partial Matrices 
by JEROME DANCIS5 
In the 1980s a popular problem has been to try to complete a partial specified 
Hermitian matrix to a Hermitian matrix with prechosen inertia. 
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