Semantic similarity measure technology based approach is one of the most popular approaches aiming at implementing semantic mapping between two different CAD model data ontologies. The most important problem in this approach is how to measure the semantic similarities of concepts between two different ontologies. A number of measure methods focusing on this problem have been presented in recent years.
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ontologies. Differently from these two methods, attribute-based method can not only be applied to assess the semantic similarities of concepts in the same ontology, but also be applied to assess the semantic similarities between concepts in two different ontologies [22] . Since semantic interoperability of CAD model data needs the semantic similarities of concepts in two different CAD model data ontologies, the semantic similarity measures in edge counting and information content methods cannot be directly used and the measures in attribute-based method can be directly used when implementing semantic interoperability of CAD model data.
The commonly used semantic similarity measures in attribute-based method are Tversky's measure [23] , Petrakis et al.'s measure [24] , and Sánchez et al.'s measure [25] . Patil [16] , Lee et al. [17] , Zhan et al. [18] , and Abdul-Ghafour et al. [19] have respectively proposed four methods to use some of these measures to assess the semantic similarities of concepts in different CAD model data ontologies. Each proposed method is capable of working well between its specific CAD model data ontologies. But it is not clear how accurate the assessed semantic similarities in these four methods are. Moreover, there is yet no evidence that any of these methods presents how to select a measure with high similarity calculation accuracy for concepts in two different CAD model data ontologies.
In this paper, a method for selecting a semantic similarity measure with high similarity calculation accuracy for concepts in two different CAD model data ontologies is proposed. This method is derived from Abdul-Ghafour et al.'s method for semantic interoperability of CAD model data [19] , which presented that the semantic similarity of two concepts can be aggregated as a weighted sum of the similarity of their semantic descriptions and the similarity of their semantic relationships and left two questions: (1) How to obtain the weights? (2) How to select two measures to respectively calculate the similarity of semantic descriptions and the similarity of semantic relationships? The method solves these two questions by designing a weight calculation algorithm and presenting a measure selection algorithm. The measure selection algorithm firstly uses the weight calculation algorithm to calculate out the weights of the similarities of semantic descriptions and semantic relationships and then respectively selects two measures that make the aggregated measure have high similarity calculation accuracy for the similarities of semantic descriptions and semantic relationships.
To the best of knowledge, this is the first consideration of the similarity calculation accuracy of the measures for concepts in CAD model data ontologies.
The remainder of the paper is organized as follows. An overview of related work is provided in Section 2. The details of the proposed measure selection method are explained in Section 3. Section 4 reports a prototype implementation of the method, presents an example to show how the method works, and evaluates the method through theoretical and experimental comparisons. Section 5 ends the paper with a conclusion.
Related work

Measures in attribute-based method
The semantic similarity measures in attribute-based method are rooted into Tversky's contrast model of similarity [23] , which derives from the set theory and subtracts the non-common attributes of the compared terms from the common attributes of these terms. Actually, common attributes tend to increase the semantic similarity and non-common attributes tend to decrease it. Formally, let S(A T1 ) and S(A T2 ) respectively be the sets of the attributes of terms T 1 and T 2 and S(A T1 )\S(A T2 ) be the set of attributes in S(A T1 ) but not in S(A T2 ) Page 5 of 33 (the reverse for S(A T2 )\S(A T1 )). Then the similarity of T 1 and T 2 is defined to be a function of S(A T1 )∩S(A T2 ), S(A T1 )\S(A T2 ), and S(A T2 )\S(A T1 ): 1 ( , ) ( ( ) ( )) ( ( ) ( )) ( ( ) \ () \ )
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      (1) where f is a function reflecting the salience of a set of attributes and α, β, and γ (α, β, γ ≥ 0) are the weights of f(S(A T1 )∩S(A T2 )), f(S(A T1 )\S(A T2 )), and f(S(A T2 )\S(A T1 )), respectively. It can be proved that Sim Tversky_C (T 1 , T 2 ) is not a normalized similarity measure since not all of its values lie between 0 and 1. This measure was normalized by Tversky and a ratio model was proposed [23] : 12 12 1 2 1 2 2 1 ( ( ) ( )) ( , ) ( \ ( ) ( )) ( ( ) ( )) ( ( ) ( ) \ )
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      (2) where φ and ψ (φ, ψ ≥ 0) are the weights of f(S(A T1 )\S(A T2 )) and f(S(A T2 )\S(A T1 )), respectively.
The definition of the sets of attributes (i.e. S(A T1 ) and S(A T2 )) is crucial in the ratio model. In existing ratio model based measures, attributes always include synonym sets (synsets), definitions (meanings), and contexts that are available in ontologies.
Taking the synonym sets, distinguishing features, and semantic neighborhoods of concepts as attributes, the measure of Rodrí guez and Egenhofer [26] is defined as a weighted sum of the semantic similarity of these attributes: ( , ) ( , ) ( , ) ( , )
where u, v, and w respectively weight the contributions of the components Sim synsets (C 1 , C 2 ), Sim features (C 1 , C 2 ), and Sim neighborhoods (C 1 , C 2 ) which are the semantic similarities of the synonym sets of concepts C 1 and C 2 , the distinguishing features of C 1 and C 2 , and the semantic neighborhoods of C 1 and C 2 , respectively. These three semantic similarities can all be computed according to the following variant of the ratio model (by assigning φ = θ(C 1 , C 2 ) and ψ = 1 − θ(C 1 , C 2 ) in Sim Tversky_R (T 1 , T 2 )): 12 
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       (4) where S(A C1 ) and S(A C2 ) are respectively the sets of the attributes of concepts C 1 and C 2 , S(A C1 )\S(A C2 ) is the set of attributes in S(A C1 ) but not in S(A C2 ) (the reverse for S(A C2 )\S(A C1 )), and θ(C 1 , C 2 ) can be calculated as a function of the depth of C 1 and C 2 in the graph representations of their respective ontologies:
In the measure of Petrakis et al. [24] , synsets, glosses, and semantic neighborhoods of concepts are considered as attributes. This measure thinks that two concepts are semantically similar if their synsets, glosses, and neighborhoods (those concepts linked via semantic relations) are lexically similar. It can be expressed as follow: The similarity for semantic neighborhoods (i.e. Sim neighborhoods (C 1 , C 2 )) can be computed by the following expression:
where S(N C1 ) and S(N C2 ) are respectively the sets of the semantic neighborhoods of concepts C 1 and C 2 and i is the semantic relation type. Since not all concepts in the semantic neighborhood of a concept are connected with the same semantic relation, the similarity for each different semantic relation type is assessed separately and the maximum one is taken.
Likewise, the similarities for synsets and glosses (i.e. Sim synsets (C 1 , C 2 ) and Sim glosses (C 1 , C 2 )) can be both calculated through the following variant of the ratio model (by assigning φ = 1 and ψ = 1 in Sim
where S(X C1 ) and S(X C2 ) are respectively the sets of the synsets or the glosses of concepts C 1 and C 2 . Unlike the measures of Rodrí guez and Egenhofer [26] and Petrakis et al. [24] , the measure proposed by Sá nchez et al. [25] only considers the taxonomic relationships among concepts, which is the most commonly available kind of attributes in ontologies, as its attributes to overcome the limitation that synsets, glosses, distinguishing features, and semantic neighborhoods of concepts are sometimes hardly found in ontologies. This measure introduces the logarithm to a variant of the ratio model (by letting the numerator be f(S(A T1 )∪S(A T2 )) − f(S(A T1 )∩S(A T2 )) and assigning φ = 1 and ψ = 1 in Sim Tversky_R (T 1 , T 2 )):
is the set of concepts in ϕ(C 1 ) but not in ϕ(C 2 ) (the reverse for ϕ(C 2 )\ϕ(C 1 )). In the measure of Jiang et al. [27] , synonyms, glosses, anchors, and categories of Wikipedia concepts are considered as attributes. This measure thinks that two Wikipedia concepts are semantically similar when their synonyms, glosses, anchors, and categories are lexically similar. It can be expressed as: 
Jiang
where f is a weighting or maximum function and Sim 
Sim glosses (G C1 , G C2 ), Sim anchors (A C1 , A C2 ), and Sim categories (C C1 , C C2 ) are calculated through simultaneously using the measure of Rodrí guez and Egenhofer [26] or the measure of Petrakis et al. [24] .
Measures for concepts in CAD model data ontologies
Semantic similarity measures in attribute-based method are useful in the semantic mapping between two CAD model data ontologies since not every concept in one ontology has semantically equivalent counterpart in the other ontology [16] . Some of these measures have been applied to determine the mapping concept pairs in the semantic interoperability approaches of CAD model data of Patil [16] , Lee et al. [17] , Zhu et al. [28] , and Abdul-Ghafour et al. [19] .
The ratio model of Tversky (i.e. Sim Tversky_R (T 1 , T 2 )) [23] was used to calculate the semantic similarity of the concepts pairs whose two components are respectively from two different CAD model data ontologies by
Patil [16] . The semantic similarity measure for this calculation was defined as: (12) where Sim Patil (C 1 , C 2 ) is the semantic similarity of concepts C 1 and C 2 , S(C DC1 ) and S(C DC2 ) are respectively the sets of the language constructors in the description logic [29] descriptions of C 1 and C 2 , S(C DC1 )\S(C DC2 ) is the set of language constructors in S(C DC1 ) but not in S(C DC2 ) (the reverse for S(C DC2 )\S(C DC1 )), |•| is the cardinality of a set, and u and v are respectively the weights of S(C DC1 )\S(C DC2 ) and S(C DC2 )\S(C DC1 ) and they are respectively assigned 0.75 and 0.25.
Lee et al. [17] presented the following method to measure the semantic similarity of two concepts: (13) where Sim Lee (C 1 , C 2 ) is the semantic similarity of concepts C 1 and C 2 , Sim name (C 1 , C 2 ) is the character similarity between the names of C 1 and C 2 , Sim definition (C 1 , C 2 ) is the similarity between the ontological definitions of C 1 and C 2 and is computed by a variant of the measure of Petrakis et al. [24] , and α and β are respectively the weights of Sim name (C 1 , C 2 ) and Sim definition (C 1 , C 2 ) and are respectively assigned 0.4 and 0.6.
In the approach of Zhu et al. [28] , the semantic similarity of two concepts was calculated by the semantic similarity measure of Zhan et al. [18] , which is derived from the measure of Petrakis et al. [24] : (14) where Sim Zhan (C 1 , C 2 ) is the semantic similarity of concepts C 1 and C 2 and S(R C1 ) and S(R C2 ) are respectively the sets of the semantic relationships of C 1 and C 2 . This measure takes three types of semantic relationships as its attributes when calculating concept similarities: property-of (property) relationship, part-of (composition) relationship, and is-a (inheritance) relationship.
Abdul-Ghafour et al. [19] respectively defined a local similarity measure to compute the similarity of the semantic descriptions of two concepts and a global similarity measure to assess the similarity of the semantic relationships of two concepts. The defined local similarity measure Sim des (C 1 , C 2 ) is also defined by using the ratio model of Tversky (i.e. Sim Tversky_R (T 1 , T 2 )) [23] . So it is identical to Sim Patil (C 1 , C 2 ). u and v are also respectively assigned 0.75 and 0.25 in this measure. The defined global similarity measure is as follow:
Page 8 of 33 ( , ) ( ( ), ( )) ( ( ), ( )) (15) where Sim rel (C 1 , C 2 ) is the similarity of the semantic relationships of concepts C 1 and C 2 , Sim(E(C 1 ), E(C 2 )) is the similarity of the equivalent concepts of C 1 and C 2 , Sim(S(C 1 ), S(C 2 )) is the similarity of the specification (ascendant and descendant) concepts of C 1 and C 2 ,
) is the multiple similarity of the object roles related to C 1 and C 2 , MSim(A D (C 1 ), A D (C 2 )) is the multiple similarity of the data roles related to C 
) and they are all assumed as 0.25. After defining the local and global similarity measures, Abdul-Ghafour et al. [19] presented that the semantic similarity of concepts C 1 and C 2 that are respectively from two different CAD model data ontologies can be defined as a weighted sum of Sim des (C 1 , C 2 ) and Sim rel (C 1 , C 2 ). They also mentioned that one can select different measures to calculate Sim des (C 1 , C 2 ) and Sim rel (C 1 , C 2 ) for different CAD model data ontologies. Such selection was planned in their future work. But there is yet no evidence that a selection method has been proposed. This paper continues this line of research and proposes a method for selecting a measure with high similarity calculation accuracy for concepts in two different CAD model data ontologies. The main contributions of the paper can be briefly summarized as follows:  The paper designs an algorithm to compute the weights of the contribution components in a measure. In each method of [16] [17] [18] [19] , the overall semantic similarity of two concepts is defined as a weighted sum of some contribution components. Thus the weights of the contribution components directly affect the value of the overall semantic similarity and indirectly affect the ontology mapping result. In the methods of [16] [17] [18] [19] , weights are all manually assigned by the authors. Different authors may possibly assign different weights in an identical situation. As a result, the stability of the measures in these methods is difficult to be ensured. The designed algorithm attempts to calculate the weights according to a certain amount of sample data. It is capable of overcoming this limitation.  The paper presents an algorithm to find out a measure with high similarity calculation accuracy for concepts in two different CAD model data ontologies. Similarity calculation accuracy is the most important indicator to evaluate a similarity measure. The methods [16] [17] [18] [19] only presented their respective semantic similarity measures. There is yet no evidence that they have considered and evaluated the similarity calculation accuracies of their measures. Hence it is not clear how accurate their calculated semantic similarities are. The presented algorithm tries to find out a measure with high similarity calculation accuracy by comparing the similarity calculation accuracies of all candidate measures. To the best of knowledge, this is the first consideration of the similarity calculation accuracy of the measures for concepts in CAD model data ontologies.
Measure selection method
This section describes a method to select a semantic similarity measure with high similarity calculation accuracy for concepts in two different CAD model data ontologies. This method is rooted in Abdul-Ghafour et al.'s approach for the semantic interoperability of CAD model data [19] , which presented that the semantic Page 9 of 33 similarity of two concepts can be defined as a weighted sum of the similarity of their semantic descriptions and the similarity of their semantic relationships. Formally, let C 1 and C 2 be two concepts, Sim des (D C1 , D C2 ) be the similarity of the semantic descriptions of C 1 and C 2 , and Sim rel (R C1 , R C2 ) be the similarity of the semantic relationships of C 1 and C 2 . Then the semantic similarity of C 1 and C 2 can be defined as: (16) where w 1 and w 2 are weights such that 0 ≤ w 1 , w 2 ≤ 1 and w 1 + w 2 = 1. Abdul-Ghafour et al.'s approach [19] also mentioned that one can select different measures to calculate Sim des (D C1 , D C2 ) and Sim rel (R C1 , R C2 ) for different CAD model data ontologies. Now two questions arise from this approach: (1) How to obtain the weights w 1 and w 2 that can ensure the stability of the measure Sim(C 1 , C 2 )? (2) How to select two measures that make Sim(C 1 , C 2 ) have high similarity calculation accuracy to respectively calculate out Sim des (D C1 , D C2 ) and Sim rel (R C1 , R C2 )? Because there is yet no evidence that a solution for these two questions has been proposed, the described method in the section will respectively answer them through designing a weight calculation algorithm and a measure selection algorithm.
Weight calculation algorithm
In each method of [16] [17] [18] [19] , the overall semantic similarity of two concepts is defined as a weighted sum of two or more contribution components. Without loss of generality, the situation of a measure with n (n = 1, 2, …) contribution components is considered. Let C 1 and C 2 be two concepts that are respectively from two CAD model data ontologies, f 1 (C 1 , C 2 ), f 2 (C 1 , C 2 ), …, f n (C 1 , C 2 ) be n contribution components of the overall semantic similarity of C 1 and C 2 (denoted as Sim(C 1 , C 2 )), and w 1 , w 2 , …, w n be respectively the weights of
, …, f n (C 1 , C 2 ) such that 0 ≤ w 1 , w 2 , …, w n ≤ 1 and w 1 + w 2 +…+ w n = 1. The measures of the overall semantic similarity in the methods [16] [17] [18] [19] can be expressed in the following unified form:
As can be seen from this expression, when the values of f 1 (C 1 , C 2 ), f 2 (C 1 , C 2 ), …, f n (C 1 , C 2 ) are certain, the value of Sim(C 1 , C 2 ) is determined by the values of w 1 , w 2 , …, w n . That is to say, the weights of the contribution components have a direct influence on the result and the similarity calculation accuracy of a semantic similarity measure. Thus a weight calculation algorithm which can ensure similarity calculation accuracy is of great necessity for a semantic similarity measure. Since there is yet no evidence that the methods [16] [17] [18] [19] have provided such an algorithm, this paper designs one to further improve these methods and to calculate the weights in the presented measure selection algorithm.
In general, the similarity calculation accuracy of a measure can be evaluated by the Pearson correlation coefficient between the similarities of a certain number of sample concept pairs calculated by the measure and the actual similarities of these sample concept pairs (normally it is impossible to obtain the actual similarity of a sample concept pair and thus this actual similarity is always replaced by a mean value of the similarities of this sample concept pair judged by a certain number of domain experts). The greater this correlation coefficient, the higher the similarity calculation accuracy is [24] [25] [26] [27] . However, if the correlation coefficients of different measures only have minor differences (the difference between each two of them is less than 0.1), it would not be able to conclude which measure is better. In this situation, the present paper uses the re-Page 10 of 33 sidual sum of squares between the calculated similarities and the actual similarities to evaluate a measure.
The smaller this residual sum of squares, the higher the similarity calculation accuracy is.
Based on these two situations, the designed algorithm should firstly calculate a group of weights that can maximize the Pearson correlation coefficient. If the correlation coefficients of different measures have significant differences (the difference between two of them is greater than 0.1), which measure is better will be directly concluded. Otherwise, the algorithm should calculate another group of weights that can minimize the residual sum of squares. Then a better measure will be determined by comparing all calculated residual sums of squares. Thus the algorithm consists of two procedures: A procedure of computing weights by maximizing
Pearson correlation coefficient and a procedure of computing weights by minimizing residual sum of squares.
The details of the procedure of computing weights by maximizing Pearson correlation coefficient are firstly explained.
Formally, let N be the number of the sample concept pairs whose semantic similarities need to be measured (N is at least equal to 30), A i (C i,1 , C i,2 ) (i = 1, 2, …, N) be the actual semantic similarity of the i-th con-
tor, and w = [w 1 , w 2 , …, w n ] T be a vector. Then the Pearson correlation coefficient between the actual semantic similarities and the calculated semantic similarities of these N concept pairs is the Pearson correlation coefficient between w T U and V: (18) where cov is short for covariance and cov(U, U) =  UU , cov(U, V) =  UV , and cov(V, V) =  VV are respectively the following matrices:
,1 (21) To solve the vector w that can maximize corr(w T U, V), the canonical correlation analysis method [30] is used.
The obtained solution is: w is an eigenvector with the maximum eigenvalue for the matrix 11
However, the elements of w are not the final weights of the contribution components f 1 (C 1 , C 2 ), f 2 (C 1 , C 2 ), …, Page 11 of 33 f n (C 1 , C 2 ) because some of these elements may be smaller than 0 and the sum of the remaining elements (the elements that are not smaller than 0) is usually not equal to 1. The final weights are solved by the following
] T be the vector solved by the canonical correlation analysis method and w = [w 1 , w 2 , …, w n ] T be the final weight vector. For all w j o < 0 (j = 1, 2,…, n), let w j o = 0 and w j = 0 and
). The next section will prove that the vector w = [w 1 , w 2 , …, w n ] T obtained from such normalization is also a vector that can maximize the Pearson correlation coefficient.
Now the details of the procedure of how to compute weights by minimizing residual sum of squares are explained. Likewise, let N be the number of the sample concept pairs whose semantic similarities require to be measured (N is at least equal to 30),
a vector, and w = [w 1 , w 2 , …, w n ] T be a vector. Then the residual sum of squares between the actual semantic similarities and the calculated semantic similarities of these N concept pairs is the residual sum of squares between w T X and Y:
can be transformed as:
Rrespectively take partial differentiation on rss(w T X, Y) with respect to w 1 , w 2 , …, w n−1 : (25) After setting each partial differentiation equal to 0, a linear equation (27) This is an n−1-variables non-homogeneous ; and finally w n = 1w 1w 2 − … − w n−1 . Based on the above explanations, an algorithm for calculating the n (n = 1, 2, …) weights of the n contribution components in a semantic similarity measure can be designed. The designed algorithm, whose description is provided in Appendix A, consists of two procedures. The first procedure is used to compute the weights that can maximize Pearson correlation coefficient. The main ideas behind this procedure are informally described as follows. The procedure firstly calculates out the values of all of the elements of  UU , 
Then it seeks the eigenvector with the maximum eigenvalue for 11      UU UV VV VU and computes out the n weights of the n contribution components w 1 , w 2 , …, w n based on this eigenvector. The second procedure is used to compute the weights that can minimize residual sum of squares. The main ideas behind this procedure are also informally described as follows. The procedure firstly computes out the coefficient matrix A and the right end constant vector b of Aw' = b according to the
Then it applies the Gauss elimination method to solve the equation set and obtain the solution w of each element in A requires N multiplications. Since there are totally (n−1) 2 elements in A, the computation of A needs N(n−1) 2 multiplications. The computation of each element in b needs N multiplications. There are totally n−1 elements in b. Thus the computation of b needs N(n−1) multiplications and this step totally requires N(n−1) 2 + N(n−1) multiplications.
2) The computation amount of Step 2. The complexity of the Gauss elimination method is O(n 3 ). It can be concluded from the computation amounts of these two steps that the complexity of the second procedure is O(n 3 ).
Measure selection algorithm
The commonly used semantic similarity measures in attribute-based method are Tversky's measure (Expression (4) (9)) [25] . These three measures are taken as candidate measures to illustrate how to select two measures that make Sim(C 1 , C 2 ) (Expression (16)) have high similarity calculation accuracy to respectively calculate out the contribution components Sim des (D C1 , D C2 ) and Sim rel (R C1 , R C2 ). Since each contribution component has three options, the following nine measures can be derived from Expression (16): 
Sanchez Petrakis
Sanchez Sanchez (28) where Sim j (C 1 , C 2 ) (j = 1, 2, …, 9) is the j-th semantic similarity measure for C 1 and C 2 , and w j,1 and w j,2 are nine pairs of weights such that 0 ≤ w j,1 , w j,2 ≤ 1 and w j,1 + w j,2 = 1. The values of w j,1 and w j,2 can be worked out by the two procedures in the designed weight calculation algorithm. Now another question arises: How to make a choice among the nine derived measures? A direct and effective solution is to choose the measure that obtains the highest similarity calculation accuracy. Since generally the similarity calculation accuracy of a measure can be quantified by the Pearson correlation coefficient between the similarities of a certain number of sample concept pairs computed by this measure and the actual similarities of these sample concept pairs (normally it is impossible to obtain the actual similarity of a sample concept pair and thus this actual similarity is always replaced by a mean value of the similarities of this sample concept pair judged by a certain number of domain experts) [24] [25] [26] [27] , one can use the first procedure of the designed weight calculation algorithm to compute nine groups of weights and then calculate nine correlation coefficients and choose the measure that obtains the greatest Pearson correlation coefficient from these nine derived measures. However, if the correlation coefficients of the nine derived measures only have minor differences (the difference between each two of them is less than 0.1), it would not be able to conclude which measure is the best. In this situation, one can apply the second procedure of the designed weight calculation algorithm to compute nine groups of weights and then calculate nine residual sums of squares. The measure Page 14 of 33 that has the least residual sum of squares is selected for concepts in two different CAD model data ontologies. can be respectively assessed by Sim j (C i,1 , C i,2 ) (i = 1, 2, …, N and j = 1, 2, …, 9) . For all these assessed semantic similarities, let Sim i,j (C i,1 , C i,2 ) (i = 1, 2, …, N and j = 1, 2, …, 9) be the sematic similarity of the i-th sample concept pair that is assessed by Sim j (C i,1 , C i,2 ) and A i (C i,1 , C i,2 ) (i = 1, 2, …, N) be the actual semantic similarity of the i-th sample concept pair. The Pearson correlation coefficient and the residual sum of squares
] T can be respectively expressed as:
, ,
where cov is short for covariance. One can firstly use Expression (29) to calculate out corr( B) and then choose the measure Sim j (C 1 ,
is the greatest correlation coefficient among these nine correlation coefficients) to compute the semantic similarities of all possible concept pairs whose two components are respectively from efficients is greater than or equal to 0.1, the measure for the concepts between O 1 and O 2 is selected as the one having the greatest correlation coefficient. Otherwise, the second procedure in the weight calculation algorithm is used to compute another nine groups of weights and similarly the semantic similarity of each pair and the residual sum of squares of each measure are successively worked out. Then the measure for the concepts between O 1 and O 2 is selected as the one that has the least residual sum of squares.
The complexity of the designed measure selection algorithm is analyzed as follows: (1) The complexity of reasoning on the two CAD model data ontologies (Step 1) . It has been proved that the concept satisfiability problem is NExpTime-complete for SHOIN(D) [32] and the reasoning problem is ExpTime-complete for OWL DL ontologies combining with DL-safe SWRL rules [33] . (2) 
Implementation, example, and evaluation
This section first reports a prototype implementation of the proposed measure selection method. It then presents an example to illustrate how the proposed method works. Finally, the section evaluates the proposed method through theoretical and experimental comparisons.
Implementation
The CAD model data ontologies can be manually developed with the OWL DL and SWRL languages in After developing the PROE and UGNX feature data ontologies, the reasoning on a combination of them is performed by using the Jess reasoner [35] . The proposed measure selection method is then developed using Proté gé -OWL application program interface (API) and Java programming language.
Example
An example is presented to illustrate how the proposed measure selection method works. An initializa- tion work of the illustration is to perform reasoning on a combination of the PROE and UGNX feature data ontologies, which can be done by the Jess reasoner [35] . After performing the reasoning, the concepts in each ontology which do not have semantically equivalent counterparts are obtained. Then eleven sample concepts which respectively represent six different types of PROE hole features and five different types of UGNX hole features are extracted from these obtained concepts. Hence, as shown in Table 1 , there are totally thirty possible sample concept pairs between these extracted sample concepts. Table 1 All possible sample concept pairs between the six sample concepts extracted from the PROE feature data ontology and the five sample concepts extracted from the UGNX feature data ontology.
Concepts in UGNX Concepts in PROE
UGNX-GeneralHole
UGNX-DrillSizeHole
UGNX-Screw ClearanceHole
UGNX-ThreadedHole
UGNX-HoleSeries
Now the thirty sample concept pairs are used as sample concept pairs to select a measure with high similarity calculation accuracy for concepts in the PROE and UGNX feature data ontologies. The selection process can be divided into four steps.
The first step is to get the actual semantic similarities of these thirty sample concept pairs. As mentioned before, it is always impossible to obtain the actual semantic similarity of a concept pair because the notion of similarity is a subjective human judgement. Many researchers in the field of semantic similarity measure (e.g.
Petrakis et al. [24] , Sá nchez et al. [25] , Rodrí guez and Egenhofer [26] , and Jiang et al. [27] ) presented to use a mean value of the semantic similarities of a concept pair judged by a certain number of domain experts to replace the actual semantic similarity of this concept pair. The actual semantic similarities of the thirty sample concept pairs are also obtained by this way. Specifically, thirty-six identical questionnaires are distributed to six teachers and thirty students who have ever used PROE and UGNX to do mechanical design and are familiar with the processes of designing different types of hole features with these two systems. These teachers and students are asked to judge the semantic similarity of each pair in Table 1 on a scale 0, 0.1, 0.2, …, 0.9, 1.
The thirty-six judgement semantic similarities of each pair are sorted in descending order and the first three and last three ones are removed. Then the mean value of the rest thirty ones is worked out (see Table 2 ).
The second step is to calculate out the similarities of the semantic descriptions and the similarities of the semantic relationships of the thirty concept pairs. The similarities of the semantic descriptions of the thirty 
UGNX-Function
⊔ UGNX-Reference ⊔ UGNX-Constant), =1ugnx-hasDepthLimit, ∃ugnx-hasDepthLimit.(UGNX-Value ⊔ UGNX-UntilSelected ⊔ UGNX-UntilNext ⊔ UGNX-ThroughBody), ≤1ugnx-hasBoolean, ∃ugnx-hasBoolean.UGNX-Subtract, =1ugnx-hasTolerance, ∃ugnx-hasTolerance.float} ( ) ( ) 13, ( ) ( ) 19 - - - - DPROE RectangleProfileHole DUGNX GeneralHole DPROE RectangleProfileHole DUGNX GeneralHole S C S C S C S C     ( ) \ ( ) 2, ( ) \ ( ) 4 - - - - DPROE RectangleProfileHole DUGNX GeneralHole DUGNX GeneralHole DPROE RectangleProfileHole S C S C S C S C 
Then the similarity of the two semantic descriptions is computed by Sim
By a similar way, the similarities of the semantic descriptions (semantic relationships) of the thirty concept pairs are worked out by Sim Table 2 ). Table 2 The mean value of the thirty judgement semantic similarities, the similarities of the semantic descriptions, and the similarities of the semantic relationships of each sample concept pair in Table 1 . the thirty sample concept pairs. The first procedure in the designed weight calculation algorithm is firstly applied to calculate out the nine pairs of weights in Sim i,1 (C i,1 , C i,2 ), Sim i,2 (C i,1 , C i,2 ), …, Sim i,9 (C i,1 , C i,2 ) (see Table 3 ). According to these weights and the similarities in Table 2 , nine groups of the semantic similarities of the thirty sample concept pairs in Table 1 can be respectively worked out by Sim i,1 (C i,1 , C i,2 ), Sim i,2 (C i,1 , C i,2 ), …, Sim i,9 (C i,1 , C i,2 ) (also see Table 3 ). Table 3 The worked out nine pairs of weights by the first procedure in the weight calculation algorithm, nine groups of the semantic similarities of the thirty sample concept pairs in Table 1 , and nine Pearson correlation coefficients. nine groups of the semantic similarities in Table 3 , the Pearson correlation coefficients of Sim i,1 (C i,1 , C i,2 ), Sim i,2 (C i,1 , C i,2 ), …, Sim i,9 (C i,1 , C i,2 ) are respectively computed out and listed in Table 3 . As can be seen from the last row of this table, the difference between each two of the nine correlation coefficients is less than 0.1. So the second procedure in the weight calculation algorithm is applied to calculate out the nine pairs of weights Table 4 ). Based on these weights and the similarities in Table 2 , nine groups of the semantic similarities of the thirty sample concept pairs in Table 1 are respectively worked out by Table 4 ). Then the residual sums of squares of Sim i,1 (C i,1 , C i,2 ) , Sim i,2 (C i,1 , C i,2 ), …, Sim i,9 (C i,1 , C i,2 ) are respectively computed out and listed in Table 4 . As can be seen from the last row of this table, the residual sum of squares of Sim i,4 (C i,1 ,
Concept pair CP
is the least. Thus the measure with high similarity calculation accuracy for concepts in the PROE and UGNX feature data ontologies is selected as Sim(C 1 , C 2 ) = 0.8666Sim Petrakis (D C1 , D C2 ) + 0.1334Sim Tversky (R C1 , R C2 ). This measure can be directly used to compute the remainder possible concepts pairs whose two components are respectively from the PROE feature data ontology and the UGNX feature data ontology. Table 4 The worked out nine pairs of weights by the second procedure in the weight calculation algorithm, nine groups of the semantic similarities of the thirty sample concept pairs in Table 1 , and nine residual sums of squares. Here is an example of the application of the selected measure. In this example, the selected measure is used to transfer a PROE part including four identical standard profile holes (see Fig. 1 ) to UGNX. This transferring process mainly contains four steps (see Fig. 2 ). The first step is to instantiate the PROE feature data ontology. Using PROE J-Link API and Proté-Page 22 of 33 gé -OWL API, the PROE feature data ontology is instantiated by the designed part in Fig. 1 . For example, the instantiation of the feature HOLE1 in the PROE feature data ontology is shown in Fig. 3.   Fig. 3 . Instantiation of the feature HOLE1 in the PROE feature data ontology.
The second step is to determine the mapping concepts and roles between the PROE feature data ontology and the UGNX feature data ontology. Using the technologies of rule reasoning and semantic similarity assessment, the mapping concepts and roles between the two ontologies are determined. For instance, using the selected measure Sim(C 1 , C 2 ) = 0.8666Sim Petrakis (D C1 , D C2 ) + 0.1334Sim Tversky (R C1 , R C2 ), the semantic similarities of the concept pairs CP 2,1 , CP 2,2 , CP 2,3 , CP 2,4 , and CP 2,5 in Table 1 are respectively computed out as 0.8028, 0.4734, 0.5083, 0.3060, and 0.2973. Thus the mapping concept from the UGNX feature data ontology for PROE-StandardProfileHole is determined as UGNX-GeneralHole according to these similarity scores. The last step is to transfer the individuals of the UGNX feature data ontology to UGNX. Using Protégé -OWL API and NX Open API, the individuals of the UGNX feature data ontology are transferred to UGNX so that the designed part in PROE is successfully transferred to UGNX. The transferred part data, as shown in Fig. 5 , not only contains geometry, but also contains design history, parameters, and features. One can directly carry out the modification, extension, and other higher-level operations on the part in UGNX. 
Evaluation
Theoretical comparison
The theoretical comparison in Appendix C proves that the similarity calculation accuracy of the measure selected by the designed measure selection algorithm is the highest among the accuracies of all possible linear combinations of any one of Sim Tversky (D C1 , D C2 ), Sim Petrakis (D C1 , D C2 ), and Sim Sanchez (D C1 , D C2 ) and any one of Sim Tversky (R C1 , R C2 ), Sim Petrakis (R C1 , R C2 ), and Sim Sanchez (R C1 , R C2 ). This theoretical comparison also proves that the accuracy of each of the nine measures is higher than the accuracies of all possible linear combinations of its two contribution components.
For the measures in the existing analogous methods [16] [17] [18] [19] , the measure in Patil's method [16] is actually the measure Sim Tversky (D C1 , D C2 ), the measure Sim definition (C 1 , C 2 ) (the measure Sim name (C 1 , C 2 ) is not considered since it belongs to a kind of syntax similarities and the present paper only discusses semantic similarities) in Lee et al.'s method [17] can be considered as Sim Petrakis (D C1 , D C2 ), the measure in Zhan et al.'s method [18] is in fact the measure Sim Petrakis (R C1 , R C2 ), and the measure in Abdul-Ghafour et al.'s method [19] is the measure w 1 Sim Tversky (D C1 , D C2 ) + w 2 Sim Tversky (R C1 , R C2 ). As can be seen from the theoretical comparison, the similarity calculation accuracy of the measure selected by the measure selection algorithm is higher than or equal to the accuracies of these measures.
Experimental comparison
In general, an experimental comparison for evaluating the similarity calculation accuracies of measures can be made using standard benchmarks consisting of a certain number of term pairs whose similarities are judged by a group of domain experts. The most widely used three standard benchmarks in such evaluations are Rubenstein and Goodenough's benchmark [36] , Miller and Charles' benchmark [37] , and the WordSimilarity-353 Test Collection [38] . These three standard benchmarks cannot be used to evaluate the similarity calculation accuracies of the measures for concepts in two different CAD model data ontologies since most of the terms in them are not the terms in CAD modeling domain. A new benchmark consisting of CAD modeling domain terms is required to be designed.
In the previous example, thirty sample concept pairs whose two components are respectively from the PROE and UGNX feature data ontologies have been extracted (see Table 1 ). The mean value of the semantic similarities of each pair judged by thirty domain experts has been worked out (see Table 2 ). These mean values have been used to evaluate the similarity calculation accuracies of the nine derived measures in the proposed measure selection method (see Table 3 and Table 4 ). Here the thirty sample concept pairs and their semantic similarities judged by domain experts can be directly used as a benchmark to evaluate and compare the similarity calculation accuracies of the selected measure in the proposed measure selection method and the measures in the existing analogous methods [16] [17] [18] [19] .
The measure with high similarity calculation accuracy for concepts in the PROE and UGNX feature data ontologies is selected as Sim(C 1 , C 2 ) = 0.8666Sim Petrakis (D C1 , D C2 ) + 0.1334Sim Tversky (R C1 , R C2 ). This measure simultaneously takes the semantic descriptions and relationships of concepts as attributes. The semantic similarities of the thirty sample concept pairs have been calculated by this measure and the similarity calculation accuracy of the measure has been evaluated as 0.9698 and 0.0789 (see Table 5 ). Thus, to make an evaluation and comparison between the similarity calculation accuracies of the selected measure and the measures in the Page 25 of 33 existing analogous methods [16] [17] [18] [19] , the semantic similarities of the thirty sample concept pairs are required to be respectively calculated by the measures in [16] [17] [18] [19] and then the similarity calculation accuracy of each measure can be quantified.
For the measure in [16] (Expression (12)), the attribute of the semantic descriptions of concepts is considered and u and v are respectively assigned as 0.75 and 0.25 (just like the values assigned by Patil) when using this measure to compute the semantic similarities of the thirty sample concept pairs. After calculating the semantic similarities, the Pearson correlation coefficient and the residual sum of squares between the calculated semantic similarities and the judgement semantic similarities are worked out (see Table 5 ).
For the measure in [17] (Expression (13)), this paper only uses Sim definition (C 1 , C 2 ) to calculate the semantic similarities of the thirty sample concept pairs for the purpose of enabling fair comparison since Sim name (C 1 , C 2 ) belongs to a kind of syntax similarities and the paper only discusses semantic similarities. This calculation also considers the attribute of semantic descriptions. The Pearson correlation coefficient and the residual sum of squares are respectively calculated after computing the semantic similarities (see Table 5 ).
Through comparing the measure in [18] (Expression (14) ) and the measure Sim Petrakis (R C1 , R C2 ), it can be seen that these two measures are all originated from Petrakis et al.'s measure [24] . Although the measure in [18] only takes the property-of, part-of, and is-a relationships as its attributes when calculating concept similarities, all types of semantic relationships are considered here for the purpose of enabling fair comparison.
Thus the semantic similarities of the thirty sample concept pairs calculated by the measure in [18] are respectively equal to those calculated by Sim Petrakis (R C1 , R C2 ). Based on these semantic similarities, the Pearson correlation coefficient and the residual sum of squares are respectively computed (see Table 5 ).
For the measure in [19] (Expression (16)), the attributes of the semantic descriptions and relationships of concepts are considered, w 1 and w 2 are all assigned as 0.5, and Sim Tversky (D C1 , D C2 ) and Sim Tversky (R C1 , R C2 ) are respectively applied to calculate out Sim des (D C1 , D C2 ) and Sim rel (R C1 , R C2 ) when using this measure to compute the semantic similarities of the thirty sample concept pairs. After calculating the semantic similarities, the Pearson correlation coefficient and the residual sum of squares are respectively calculated out (see Table 5 ). Table 5 The semantic similarities of the thirty sample concept pairs in Table 1 calculated by the measures in the proposed measure selection method and four existing analogous methods and the Pearson correlation coefficient and the residual sum of squares of the measure in each method.
CP&corr&rss
The measure in the proposed method
The measure in Patil's method [16] The measure in Lee et al.'s method [17] The measure in Zhan et al.'s method [18] The measure in Abdul-Ghafour et al.'s method [ As can be seen from [16] is less than the coefficient of the three measures and the Pearson correlation coefficient of the measure in Lee et al.'s method [17] is the minimum one. This may be due to the fact that the character similarity between concept names was not considered in the measure or the measure for the similarities between concept definitions which was used to compute the coefficient cannot correlate with domain expert judgement in a high degree.
As can also be seen from [17] , and Abdul-Ghafour et al.'s method [19] are apparently lower than the similarity calculation accuracies of the measures in the proposed method and Zhan et al.'s method [18] .
In summary, the measure selected by the proposed method can offer high similarity calculation accuracy for concepts in two different CAD model data ontologies. Even though the measure in Zhan et al.'s method [18] also has high similarity calculation accuracy, this is just for the thirty sample concept pairs in a specific benchmark. If the sample concept pairs are altered, the accuracy of the measure may not be high because the measure cannot be adjusted in accordance with different sample concept pairs. Rather, the measure selected by the proposed method can be adjusted (through determining two appropriate weights and a measure with high similarity calculation accuracy) with the changed sample concept pairs. So in this respect, the measure selected by the proposed method is better than the measure in Zhan et al.'s method [18] .
Conclusions
In this paper, a method for selecting a semantic similarity measure with high similarity calculation accuracy for concepts in two different CAD model data ontologies has been proposed. This method mainly consists of two parts: A weight calculation algorithm and a measure selection algorithm. The weight calculation algorithm calculates the weights in a measure according to a certain amount of sample data but not according to human assignment, which provides an effective way to improve the similarity calculation accuracy of the measure. The measure selection algorithm is capable of choosing different measures with high similarity calculation accuracies for different CAD model data ontologies. To the best of knowledge, this is the first consideration of the similarity calculation accuracy of the measures for concepts in CAD model data ontologies.
The paper also describes the implementation, illustration, and evaluation of the proposed method. The evaluation result shows that the measure selected by the proposed method has good human correlation and high similarity calculation accuracy.
In the future, the authors of the paper aim especially at solving the following two limitations of the proposed measure selection method: (1) The method does not take into account the similarities of the syntaxes of compared concepts. The syntax similarities of two compared concepts also make a contribution to their overall similarities. A comprehensive mapping between two different CAD model data ontologies should consider syntax similarities. Thus a future work is to extend the method by considering the similarities of the syntaxes (e.g. names, annotations, comments) of compared concepts. (2) The method is insufficient for 1:n, m:1, and m:n mappings between concepts. In actual CAD model data exchange, the mappings between two CAD systems can be 1:1, 1:n, m:1, and m:n. The method can only deal with 1:1 mapping. This will inevitably result in the loss of some model data if it is used to exchange CAD model data. So another future work is to study how to implement 1:n, m:1, and m:n mappings between CAD model data ontologies.
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Disclaimer
Certain commercial software products are mentioned in this paper. These products were used only for citation and demonstration purposes. This use does not imply the approval or endorsement by our institutions, nor does it imply that these products are necessarily the best available for the purpose. {f i,1 (C i,1 , C i,2 )}, {f i,2 (C i,1 , C i,2 )},…, {f i,n (C i,1 , C i,2 )} (i = 1, 2,…, N);
Appendix A. Description of the weight calculation algorithm
A set of the actual semantic similarities of the N sample concept pairs {A i (C i,1 , C i,2 )} (i = 1, 2,…, N)
Output: n weights of the n contribution components w 1 , w 2 , …, w n that can minimize rss Construct N = N 1 N 2 sample concept pairs (C 1,1 , C 1,2 ), (C 2,1 , C 2,2 ), …, (C N,1 , C N,2 )
Judge the semantic similarities of (C i,1 , C i,2 ) (i = 1, 2, …, N) and take them as A i (C i,1 , C i,2 )
Step 2. for integer i ← 1 to N do Use Expression (4), Expression (8) , and Expression (9) to calculate the semantic similarities of the semantic descriptions and the semantic relationships of (C i,1 , C i,2 )
Step 3. for integer j ← 1 to 9 do Use ComputingWeightsByMaximizingCorr to compute w j,1 and w j,2 in Sim j (C 1 , C 2 )
Step 4. for integer j ← 1 to 9 do for integer i ← 1 to N do Use Expression (28) to calculate Sim i,j (C i,1 , C i,2 )
Step 5. for integer j ← 1 to 9 do Use Expression (29) to calculate corr([Sim i,j (C i,1 , C i,2 )] T , [A i (C i,1 , C i,2 )] T )
Step 6. for integer j ← 1 to 9 do if the difference between some two of corr([Sim i,j (C i,1 , C i,2 )] T , [A i (C i,1 , C i,2 )] T ) ≥ 0.1 Page 30 of 33 then Find out Sim p (C 1 , C 2 ) where corr([Sim i,p (C i,1 , C i,2 )] T , [A i (C i,1 , C i,2 )] T ) is the greatest one among corr([Sim i,j (C i,1 , C i,2 )] T , [A i (C i,1 , C i,2 )] T ) and output it else, then for integer j ← 1 to 9 do Use ComputingWeightsByMinimizingRss to compute w j,1 and w j,2 in Sim j (C 1 , C 2 )
for integer i ← 1 to N do Use Expression (28) where Sim i,j (C i,1 , C i,2 ) (j = 1, 2,…, 9) is the semantic similarities of (C i,1 , C i,2 ) assessed by the measure Sim j (C 1 , C 2 ) in Expression (28)), Sim Tversky (D C,i,1 , D C,i,2 ), Sim Petrakis (D C,i,1 , D C,i,2 ), and Sim Sanchez (D C,i,1 , D C,i,2 ) are respectively the similarities of the semantic descriptions of (C i,1 , C i,2 ) assessed by Tversky's measure (Expression and Sim i,S (C i,1 , C i,2 ) is the similarities of (C i,1 , C i,2 ) assessed by the measure selected by the designed measure selection algorithm.
(1) If the difference between some two of corr(X j , Z) (j = 1, 2,…, 9) is greater than or equal to 0.1, then Sim i,S (C i,1 , C i,2 ) is the measure whose correlation coefficient with A i (C i,1 , C i,2 ) (i.e. corr (S, Z) ) is the greatest one among all corr(X j , Z) according to the measure selection algorithm. Thus: (a) corr(S, Z) ≥ corr(X j , Z). 
