In this paper we extend to triangular n-matrix rings and Lie nmultiplicative map a result about Lie multiplicative maps on triangular algebras due to Xiaofei Qi and Jinchuan Hou.
Introduction
Let R be an associative ring and [x 1 , x 2 ] = x 1 x 2 − x 2 x 1 denote the usual Lie product of x 1 and x 2 . Let us define the following sequence of polynomials: p 1 (x) = x and p n (x 1 , x 2 , . . . , x n ) = [p n−1 (x 1 , x 2 , . . . , x n−1 ), x n ] for all integers n ≥ 2. Thus, p 2 (x 1 , x 2 ) = [x 1 , x 2 ], p 3 (x 1 , x 2 , x 3 ) = [[x 1 , x 2 ], x 3 ], etc. Let n ≥ 2 be an integer. Assume that S is any ring. A map ϕ : R → S is called a Lie n-multiplicative mapping if ϕ(p n (x 1 , x 2 , ..., x n )) = p n (ϕ(x 1 ), ϕ(x 2 ), ..., ϕ(x n ))
In particular, if n = 2, ϕ will be called a Lie multiplicative mapping. And, if n = 3, ϕ will be called a Lie triple multiplicative mapping.
The study on the question of when a particular application between two rings is additive has become an area of great interest in the theory of rings. One of the first results ever recorded was given by Martindale III which in his condition requires that the ring possess idempotents, see [4] . Xiaofei Qi and Jinchuan Hou [6] also considered this question in the context of triangular algebras. They proved the following theorem. Theorem 1.1. [6, Xiaofei Qi and Jinchuan Hou] Let A and B be unital algebras over a commutative ring R, and M be a (A, B)-bimodule, which is faithful as a left A-module and also as a right B-module. Let U = T ri(A, M, B) be the triangular algebra and V any algebra over R. Assume that Φ : U → V is a Lie multiplicative isomorphism, that is, Φ satisfies
Φ(ST − T S) = Φ(S)Φ(T ) − Φ(T )Φ(S) ∀S, T ∈ U .
Then Φ(S + T ) = Φ(S) + Φ(T ) + Z S,T for all S, T ∈ U , where Z S,T is an element in the centre Z(V) of V depending on S and T.
This motivated us to discuss the additivity of Lie n-multiplicative mapping on another kind of rings: triangular n-matrix rings. In this paper, we give a full answer for this discuss, where the result Xiaofei Qi and Jinchuan Hou is a consequence of our case.
Motivation and Definition
For any unital ring R , let Mod(R ) denote the category of unitary Rmodules, i.e. satisfying 1m = m for all elements m. This category is important in many areas of mathematics such as ring theory, representation theory and homological algebra. The purpose of this paper is to work with more general category Mod(R ) to nonunital rings R . It is worth noting that if R be a nonunital ring, and R denote the unital ring R × Z obtained by adjoining an identity. Define operations on R by
Then R is a ring with (0 R , 1) := 1 R as multiplicative identity. If M is an non unitary R -module, define an right R -module operation by (r, λ)m := rm + λm and an left R -module operation by m(r, λ) := mr + λm, where the action Z on M is the usual of M as an Z-module. A module over R is the same thing as a unitary R -module.
The following definition is a generalization of the definition that arises in the work of W. S. Cheung [1] . This definition appears in Ferreira's paper [3] .
We consider (i) M ij is faithful as a left R i -module and faithful as a right R j -module i < j.
Observe that, with the obvious matrix operations of addition and multiplication, T is a ring iff a(bc) = (ab)c for all a ∈ M ik , b ∈ M kl and c ∈ M lj for all 1 ≤ i ≤ k ≤ l ≤ j ≤ n. When T is a ring, it is called a triangular n-matrix ring.
Note that if n = 2 we have the triangular matrix ring. As in [3] we denote by
Then we can write T = 1≤i≤j≤n T ij . Henceforth the element a ij belongs T ij and the corresponding elements are in R 1 , · · · , R n or M ij . By a direct calculation a ij a kl = 0 if j = k. Also as in [3] we define natural projections
Definition 2.2. Let R , S be rings, we shall say that the Lie n-multiplicative mapping ϕ : R → S is almost additive if there exist S A,B in the centre Z(S ) of S depending on A and B such that
for all A, B ∈ R .
The proposition below appears in [3] is a generalization of Proposition 3 of [1] and will be very useful.
Proposition 2.1. Let T be a triangular n−matrix ring. The center of T is
, and there exists a unique ring isomorphism τ
Remark 2.1. Throughout this paper we shall make some identifications for example: Let r kk ∈ R k and m ij ∈ M ij then
In addition we have the following identifications:
where Id is identity map on Z. For straightforward calculus it is shown that ϕ × Id is a Lie n-multiplicative mapping. In sometimes we shall do ϕ × Id ≡ ϕ.
A key Lemma
In this section the following results are generalizations of those that appear in [6] .
is faithful as a left R i -module and faithful as a right R jmodule i < j. Let T be the triangular n-matrix ring. Assume that
. . , n − 1. In which case that i = n just use the fact that M ij is faithful as a right R j -module. Indeed, let r ′ nn ∈ R n and m hn ∈ M hn . Again by hypothesis r hh m hn = m hn r nn for all m hn ∈ M hn , h < n we get
Therefore, r ′ nn r nn −r nn r ′ nn = 0 for all r ′ nn ∈ R n it follows that r nn ∈ Z(R n ). Now using Proposition 2.1, the centre
Proof. Using the (1) we have
then by the injectivity of ϕ, we get
Main results
Let's state our main result in this section which is a generalization of Theorem 2.1 in [6] .
Theorem 4.1. Let T be the triangular n-matrix ring and S any ring. Consider ϕ : T → S a bijection Lie n-multiplicative mapping satisfying
for all A, B ∈ T , where S A,B is an element in the centre Z(S ) of S depending on A and B.
To prove the Theorem 4.1 we introduced a set of lemmas where almost all are generalizations of claims in [6] . We begin with the following lemma
For any A ∈ T and any Z ∈ Z(T ), there exists S ∈ Z(S ) such that ϕ(A + Z) = ϕ(A) + S.
Proof. Note that ϕ −1 is also bijection Lie n-multiplicative map. Let A ∈ T , Z ′ ∈ Z(T ) and T 2 , . . . , T n ∈ T . As ϕ −1 is surjective we have ϕ −1 (S ′ ) = A and ϕ −1 (S) = Z ′ . Now as ϕ(Z(T )) ⊂ Z(S ) by condition (i) of Theorem 4.1 we have,
Proof. We shall only prove the first item because the demonstration of the others are similar. As ϕ is surjective, there is an element
It follows that p n (H −m ij , b jj , T 3 , · · · , T n ) ∈ Z(T ) and by Lemma 3.3 we get
for all b jj ∈ R j and by condition (ii) of the Definition 2.1 we get h ij = m ij . Now consider b kj ∈ M kj by standard Lemma 3.2 we have
It follows that p n (H − a kk , b kj , T 3 , . . . , T n ) = 0 and by Lemma 3.3 we have 
Proof. Firstly we note that for any m ij , s ij ∈ M ij , i < j, the following identity is valid
In deed, due to the Remark 2.1 we get
Finally by Lemma 4.3 we have,
Proof. As ϕ is surjective, there is an element H = 1≤i≤j≤n h ij ∈ T such that
It follows that p n (H, c kk , T 3 , · · · , T n ) ∈ Z(T ) and by Lemma 3.3 we get
is h ik c kk = 0 for all c kk ∈ R k and by condition (ii) of the Definition 2.1 we get h ik = 0. Now consider c ij ∈ M ij and r jj ∈ R j by standard Lemma 3.2 and Lemma 4.4 we have ϕ(p n (H, c ij , r jj , . . . , r jj )) = ϕ(p n (a ii , c ij , r jj , . . . , r jj )) + ϕ(p n (b ii , c ij , r jj , . . . , r jj )) = ϕ(p n (a ii + b ii , c ij , r jj , . . . , r jj )).
It follows that p n (H − (a ii + b ii ), c ij , r jj , . . . , r jj ) = 0 and by (ii) of the Definition 2.1 we get (h ii −(a ii +b ii ))c ij = c ij h jj for all c ij ∈ M ij . Therefore by Lemma 3.1 we obtain l ={i,j} h ll +h ii −(a ii +b ii )+h jj ∈ Z(T ). And finally by Lemma 4.2 we verified that the Lemma is valid. ♦ Lemma 4.6. For any T ∈ T with T = 1≤i≤j≤n
Proof. As ϕ is surjective, there is an element
Let c kk ∈ R k , k = 1, 2, . . . , n by Lemma 3.2 we have
Now let c ll ∈ R l with l ∈ {1, . . . , k − 1} again by Lemma 3.2 we get
Since ϕ is injective we have
It follows that p n (p n (H − T lk , c kk , c kk , · · · , c kk ), c ll , c ll , · · · , c ll ) = 0 and by (ii) of the Definition 2.1 we obtain H lk = T lk . Again let c∈ R q with q ∈ {k + 1, . . . , n} by Lemma 3.2 we get
It follows that p n (p n (H − T kq , c kk , c kk , · · · , c kk ), c, c, · · · , c) = 0 and by (ii) of the Definition 2.1 we obtain H kq = T kq . Finally let c tt ∈ R t and c kt ∈ M kt , k < t by Lemma 3.2 we have ϕ(p n (H, c kt , c tt , . . . , c tt )) = ϕ(p n (T kk , c kt , c tt , . . . , c tt )) 
T ii + Z where Z ∈ Z(T ). Now by Lemma 4.2 the result is true. ♦
We are ready to prove our Theorem 4.1.
Proof of Theorem. Let A, B ∈ T . By previous Lemmas we have
where
, so the Theorem 4.1 is proved. ♦
Final Remarks
Corollary 5.1. Let T be the triangular n-matrix unital ring and S be the ring satisfying
Then any bijective Lie n-multiplicative mapping is almost additive.
Proof. In deed, let ϕ : T → S a bijective Lie n-multiplicative mapping and T 2 , . . . , T n ∈ T for any Z ∈ Z(T ), we have
Since T 2 , . . . T n are arbitrary and ϕ is surjective follow that ϕ(Z) ∈ Z(S ). ♦ Proposition 5.1. For any prime ring R the following statement
is holds true.
Proof. See Lemma 3 in [5] . ♦ Theorem 5.1. Let T be the triangular n-matrix unital ring and S be the prime ring. Then any bijective Lie n-multiplicative mapping is almost additive.
Corollary 5.2.
[Xiaofei Qia and Jinchuan Hou [6] ] Let A and B be unital algebras over a commutative ring R, and M be a (A, B)-bimodule, which is faithful as a left A-module and also as a right B-module. Let U = T ri(A, M, B) be the triangular algebra and V any algebra over R. Assume that Φ : U → V is a Lie multiplicative isomorphism, that is, Φ satisfies
Φ(ST − T S) = Φ(S)Φ(T ) − Φ(T )Φ(S) ∀S, T ∈ U .
Proof. This is consequence of our Theorem 4.1 for n = 2. ♦
Application in Nest Algebras
A nest N is a totally ordered set of closed subspaces of a Hilbert space H such that {0} , H ∈ N , and N is closed under the taking of arbitrary intersections and closed linear spans of its elements. The nest algebra associated to N is the set T (N ) = {T ∈ B(H) : T N ⊆ N for all N ∈ N } , where B(H) is the algebra of bounded operators over a complex Hilbert space H. We recall the standard result ( E)N (1 − E) ) .
We refer the reader to [2] for the general theory of nest algebras.
Corollary 6.1. Let P n be an increasing sequence of finite dimensional subspaces such that their union is dense in H. Consider P = {{0} , P n , n ≥ 1, H} a nest and T (P) the set consists of all operators which have a block upper triangular matrix with respect to P. If a mapping ϕ : T (P) −→ T (P) satisfies ϕ(p 2 ([f, g]) = p 2 (ϕ(f ), ϕ(g))
for all f, g ∈ T (P), then ϕ is almost additive.
