Introduction
For 2 k n, let V R n;k denote the set of points x = (x 1 ; : : :;x n ) 2 R n such that x i 1 = x i 2 = = x i k for some k-set of indices 1 i 1 < i 2 < < i k n. De ne V C n;k similarly for x 2 C n . The main purpose of this paper is to obtain topological and combinatorial information about these subspace arrangements and the manifolds M R n;k = R n ? V R n;k and M C n;k = C n ? V C n;k . 1 hyperplanes of the Coxeter arrangement of type A n?1 (corresponding to the symmetric group S n ), and M R n;2 consists of n! disjoint simplicial cones (times a copy of R). Hence, the cohomology of M R n;2 is free with 0 (M R n;2 ) = n! as its only non-vanishing Betti number. Furthermore, M C n;2 is known as the "pure braid space". It is an Eilenberg-MacLane space with the pure braid group as fundamental group FaN62], FoN62]. Arnol 'd Arn69] showed that the cohomology of M C n;2 is free and he also computed its Betti numbers. See OT92] for more information about the k = 2 case.
The interest in obtaining information about the cohomology of M R n;k , also for k 3, arose in connection with a problem from computer science in BLY92], BL92]. Namely, the Betti numbers of M R n;k are there shown to be the essential ingredient in a lower bound for the complexity of deciding membership in V R n;k using the linear decision tree model of computation. The following are the main results of this paper. (c) rankH 2k?3 (M C n;k ) = n k .
(d) M C n;k is a ber bundle with ber C ; in particular, (M C n;k ) = 0. Theorem 1.3 The spaces V R n;k \S n?1 and V C n;k \S 2n?1 have the homotopy type of a wedge of spheres.
More precise information about the size and the distribution of non-vanishing Betti numbers will be given in Section 5, where also the proofs of Theorems 1.1-1.3 appear. Some of the arguments are valid for arbitrary arrangements, such results are gathered in Section 3.
These theorems make a result of Serre Ser53] applicable, from which the following conclusions can be drawn about the higher homotopy groups. This shows that (except possibly for M R n;3 ) no further Eilenberg-MacLane spaces are to be found among the "k-equal" manifolds. study of subspace arrangements, more precisely the cohomology formula of Goresky and MacPherson GM88] and the related formula for homotopy type of Ziegler and Zivaljevi c Z Z93]. These results reduce questions of the type we study here (at least in principle) to questions about the combinatorics of certain nite lattices. The second technique consists in combinatorial methods for computing the homotopy type of partially ordered sets. In Section 2 the relevant background from these two areas will be reviewed.
The lattices which are of interest for our work have the following combinatorial characterization.
For 2 n; k, and 0 l, let n;k (l) be the family of all partitions of the set f1; 2; : : : ;ng such that each block B of satis es at least one of the following requirements :
(i) jBj = 1, (ii) k jBj n, (iii) B \ f1; 2; : : : ;lg 6 = ;.
Ordered by re nement, n;k (l) is a lattice, in fact a join-sublattice of the lattice of all partitions of f1; 2; : : : ;ng. The lattice n;k = n;k (0) appeared in BLY92] (there denoted n;k?1 ) where its M obius function was computed. It is the intersection lattice of the subspace arrangements determining M R n;k and M C n;k . The sense in which we speak about the topology of a lattice will be explained in Sections 2 and 4. Theorem 1.5 Assume that 2 k n.
(a) The lattice n;k has the homotopy type of a wedge of spheres (possibly of di erent dimensions).
Therefore its homology groups are free. H n?k?1 ( n;k ) = n?1 k?1 , if k 3. This will be proved in Section 4. More general information valid for n;k (l), all l 0, is given there, and also a formula for rank f H d ( n;k ) of which (b), (c) and (d) are special cases, see Theorem 4.5.
In Remark 7.7 we determine the S n -module structure of the top homology of n;k for k > 2. The general question of determining the representations of symmetric groups induced on the homology of n;k , M R n;k , and M C n;k is also raised. The spaces M C n;k modulo the action of S n are equivalent to some spaces of polynomials studied by Arnol'd Arn70].
The lattices n;k and their generalizations n 1 ;:::;nr;k de ned in Section 6 are closely related to certain complexes of disconnected k-graphs, which have been considered by V.A.Vassiliev. We comment on such complexes and answer some questions asked by Vassiliev in Remark 7.8.
The various recursions and formulae for computing the Betti numbers of M R n;k , M C n;k and n;k make computer calculations possible. At the end of the paper we present some tables of computer generated Betti numbers.
We are grateful to J. Alonso, V.I. Arnol'd, R. MacPherson, V. Strehl, V.A. Vassiliev and G.M. Ziegler for helpful conversations and suggestions.
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The purpose of this section is to gather some tools that will be needed, and to establish notation.
A nite collection A = fK 1 ; : : :;K t g of linear proper subspaces in R n is called a subspace arrangement. Most of what is said in this section and the following one is true also for arrangements of a ne subspaces, but since that generality will not be needed we will for simplicity assume that the spaces K i are linear, i:e:, contain the origin. We may without loss of generality assume that there are no containments K i K j , i 6 = j.
Let V A = K 1 K t and M A = R n ?V A . These spaces are called the union and complement of A, respectively. The complement M A is an n-dimensional manifold. The intersection lattice L A is the collection of all intersections f K i 1 \ \ K i j j 1 i 1 < < i j t g ordered by reverse inclusion : x y if and only if x y. This makes L A into a nite lattice with bottom element 0 = R n and top element1 = K 1 \ \ K t . The notation L >0 A = L A ? f0g will be convenient.
Let P be a poset ( nite partially ordered set) and for x; y 2 P, x < y, let (x; y) denote the order complex of the open interval (x; y) = f z 2 P j x < z < y g, i.e., the simplicial complex of all chains x 0 < x 1 < < x k in (x; y). We will write f H i (x; y) = f H i ( (x; y); Z ) for the i-th reduced simplicial homology group of (x; y), and e i (x; y) = In these formulas, codim(x) = n?dim(x), S j?1 denotes the unit sphere in R j , and " " denotes the join of spaces. Note that the Ziegler-Zivaljevi c result implies the Goresky-MacPherson formula via Alexander duality in S n?1 . A di erent proof of Proposition 2.1, and a result similar to Proposition 2.2, appear in Vassiliev Vas92, Theorems 6.2 and 6.4].
Two elements x and y of a lattice L are said to be complements if x^y =0 and x _ y =1.
Denote by CO(x) the set of all complements of x. Here we write _ for the join operation (supremum) and^for the meet operation (in mum) in the lattice L. A subset A L is called an antichain if no two distinct elements are comparable, i.e., if x y implies x = y for all x; y 2 A. Proposition 2.3 (Bj orner and Walker BW83]) For a nite lattice L, and every element x 6 =0;1 such that CO(x) is an antichain, there is a homotopy equivalence : (0;1) ' wedge y2CO(x) susp (0; y) (y;1)
In the preceding proposition we denote by "susp" the suspension of topological spaces. The direct product P Q of two posets P and Q is the set of all ordered pairs < x; y >, x 2 P, y 2 Q, ordered by < x; y > < x 0 ; y 0 > if and only if x x 0 in P and y y 0 in Q. (< x; y >; < x 0 ; y 0 >) = susp (x; x 0 ) (y; y 0 )
To be able to use this homeomorphism, we need the following information about topological properties of the join operation.
Lemma 2. Part (ii) follows from these two facts : Here the rst and the last homotopy equivalences use that the homotopy type is una ected by smashing a contractible subcomplex (see e.g. BW83, p.12]), and the last equivalence also uses that the wedge operation is well-de ned on homotopy classes of spaces (see BW83, p. 16] The following facts about intervals in product posets P Q are directly implied by the two preceding lemmas.
Proposition 2.6 Suppose that x < x 0 in P and y < y 0 in Q. (ii) If (x; x 0 ) and (y; y 0 ) are both homotopy equivalent to wedges of spheres, then so is also (< x; y >; < x 0 ; y 0 >):
3 General subspace arrangements
Some of the arguments used to prove the theorems stated in Section 1 do not rely on the speci c structure found in the "k-equal" arrangements. We have gathered such general results in this section. Suppose instead that codim(K \ K 0 ) = c + 1 for some K; K 0 2 A c . Let
is a 0-dimensional complex with at least two points K and K 0 , so f H 0 (0; x) 6 = 0. This contribution shows that rankH c?1 (M A ) > jA c j, and part (iii) has been proved.
The dimension arguments that we have so far used show also that f H i (M A ) = 0 for all i c ? 2. To prove the stronger property that homotopy groups vanish up to dimension c ? 2, i.e. to prove part (i), we will proceed di erently.
Take any regular CW-decomposition of the unit sphere S n?1 in R n that contains V A \ S n?1 as a subcomplex, and whose barycentric subdivision is a PL-sphere. Two di erent constructions of such decompositions, called the "s (1) -and s (2) -strati cations", are described in Bj orner and Ziegler BZ92, Sections 2 and 9]. Let P be the face poset of such a cell complex, and let P 0 be the subset of cells whose union is the (n ? c ? 1)-dimensional subcomplex V A \ S n?1 . Then as shown in BZ92, Proposition 3.1] the opposite poset P op is the face poset of a regular CW-decomposition of S n?1 , and the subposet (P ?P 0 ) op determines a subcomplex having the homotopy type of S n?1 ?(V A \S n?1 ) = M A \ S n?1 . Clearly, M A \ S n?1 is a strong deformation retract of M A . Every cell 2 P 0 satis es dim P ( ) n ? c ? 1, hence dim P op( ) (n ? 1) ? (n ? c ? 1) = c. It follows that the full (c ? 1)-skeleton of P op is contained in the subcomplex (P ? P 0 ) op , and since P op = S n?1 is (c ? 2)-connected so is therefore also (P ? P o ) op Theorem 3.3 Let A be an arrangement of complex subspaces in n-dimensional complex space C n .
(i) Denote by p the projection map from C n ? f0g onto the (n ? 1)-dimensional projective space C P n?1 . Then M A is the total space of a ber bundle over the base space p(M A ) with ber C .
(ii) If A contains a complex hyperplane then the ber bundle (with respect to p) is trivial, and the base space is the complement of an a ne subspace arrangement in C n?1 . If A contains no hyperplane then the bundle with respect to any bration map is non-trivial. It is obvious that p ?1 (A i ) = fx = (x 1 ; : : :;x n ) 2 C n j x i 2 C g. Hence, p ?1 (p(M A ) \ A i ) = f x = (x 1 ; : : :;x n ) 2 M A j x i 2 C g = f z x j z 2 C ; x = (x 1 ; : : : ;x i?1 ; 1; x i+1 ; : : : ;x n ) 2 M A g = = C f x = (x 1 ; : : :;x i?1 ; x i+1 ; : : :;x n ) 2 C n?1 j (x 1 ; : : :;x i?1 ; 1; x i+1 ; : : :;x n ) 2 M A g:
This proves that p is a locally trivial bration with ber C when restricted to M A . Poin(M A ; t) = 1 + 3 t 3 + 4 t 4 + = (1 + t)(1 ? t + t 2 + ) This shows that a homeomorphism M A = C B is impossible, since then the cohomology algebra H (M A ) would be a tensor product implying that Poin(M A ; t) = Poin(C ; t) Poin(B; t), and via (3:1) implying that Poin(B; t) = 1 ? t + t 2 + , which is absurd. So the ber bundle is not trivial in this case.
(iii) The proofs in the real case are for the most part identical, after replacing C with R throughout.
The "only if" direction of (ii) requires some small adjustment in the real case.
If E is a ber bundle with path-connected base space B and ber F, then (E) = (B) (F) Spa66, p. 481]. Since (C ) = 0 and (R ) = 2 we conclude that (M A ) = 0 for every complex subspace arrangement A, and (M A ) must be an even integer for every real subspace arrangement.
These facts also follow from the following combinatorial formula for the Euler characteristic. 4 The n;k (l) partition lattices
In this section the homology groups and the homotopy type of the lattices n;k (l) will be described. Proposition 4.1 The lattice n has the homotopy type of a wedge of (n ? 1)! copies of the sphere S n?3 . Let 2 n, 2 k and 0 l, and consider the partition lattice n;k (l) n de ned in Section 1. The join operation of n;k (l) is the same as that of n , whereas the meet operation of n;k (l) consists in rst taking the meet in n and then breaking up all blocks B such that jBj < k and B \ f1; : : : ;lg = ; into singletons.
The case l = 0 is the most interesting one for our purposes and we will make a few observations about it. If 3 k n 2 then the lattice n;k (0) is not pure (i.e., there exist maximal chains of di erent lengths). For example,0 < (1 2 3)(4)(5)(6) < (1 2 3 4)(5)(6) < (1 2 3 4 5)(6) <1 and 0 < (1 2 3)(4)(5)(6) < (1 2 3)(4 5 6) <1 are maximal chains in 6;3 (0). On the other hand, if n 2 < k n then the lattice n;k (0) is pure. In fact, it is easy to see that in this case n;k (0) is isomorphic to the inclusion lattice of all subsets A f1; : : :;ng such that jAj = 0 or jAj k. This is a rank-selected boolean lattice, and one can deduce from standard facts about rank-selected shellable posets (see e.g. Bj o89, (11.13)]) that n;k (0) has the homotopy type of a wedge of n?1 k?1 copies of the (n ? k ? 1)-dimensional sphere. This can also be derived via the observation that n;k (0) is anti-isomorphic to the (n ? k ? 1)-skeleton of an (n ? 1)-simplex, and it will be proved again as a cases for which n;k (0) is homotopically a wedge of equidimensional spheres. If n < k the lattice n;k (0) consists of only the partition (1)(2) (n). To guarantee non-degenerate lattices (with0 6 =1) we will always require that either k n or 0 < l. Therefore let us call (n; k; l)
an admissible triple if n, k and l are integers such that 2 n, 2 k, 0 l, and either k n or 0 < l. In the following let e B d n;k (l) denote the rank of the reduced homology group f H d ( n;k (l)), and e B d n;k = e B d n;k (0).
Lemma 4.2 Let (n; k; l) be an admissible triple with 0 < l. If n ? 1 l or n k, then n;k (l) has the homotopy type of a wedge of (n ? 3)-dimensional spheres. All homology groups are free, and the following formulas hold for their ranks : Proof: In case (i) we have that n;k (l) = n , so all claims follow from Proposition 4.1. For the case (ii) we rst observe that n 3, and that (1 n ? 1)(n) 2 n;k (l) since l > 0. We will investigate the complements of (1 n ? 1)(n) in n;k (l). These correspond to partitions with n ? 2 blocks of size 1 and a single block (j n) of size 2, where j 2 f1; : : :;lg. There are l partitions of that kind. All of them are minimal in n;k (l) ? f0g, and hence they form an antichain. For every complement of (1 n ? 1)(n) the closed interval ;1] in n;k (l) is isomorphic to n?1;k (l). So we infer from Proposition 2.3 that there is a homotopy equivalence we arrive at the lattice l+1;k (l). The assertions then follow from the formula for e B d l+1;k (l) and the homotopy type information given in part (i). Now we are in a position to state and prove the basic theorem on the topological properties of the lattices n;k (l).
Theorem 4.3 Let (n; k; l) be an admissible triple.
(i) The lattice n;k (l) has the homotopy type of a wedge of spheres (possibly of di erent dimensions). Therefore the homology groups are free.
(ii) For 0 l n ? 1, 2 k n ? 1, and all d, the following recursion formula holds for the rank ( 2;k (l)) = f;g which is the (?1)-dimensional sphere and f H ?1 (f;g) = Z . Assume that n 3. If n l, or if n k and 0 < l, then correctness follows from Lemma 4.2. The case n = k and l = 0 is also correct, since ( n;n (0)) = f;g. So let us assume that 0 l n ? 1 and 2 k n ? 1.
Our assumptions imply that the partition (1 n ? 1)(n) is an element of n;k (l). Let be a complement of (1 n ? 1)(n) in n;k (l). In this situation there can be no non-trivial block in which is contained in f1; : : : ;n ? 1g. Otherwise the meet of and (1 n ? 1)(n) would be nontrivial. Therefore contains only one block of size greater than 1. Now assume that B 1 is the unique non-trivial block of . Then by de nition of n;k (l) either jB 1 j k and B 1 \ f1; : : :;lg = ;, or B 1 intersects f1; : : :;lg non-trivially. In the rst case we immediately conclude that jB 1 j = k and n 2 B 1 from the fact that complements (1 n ? 1)(n). In the second case it follows by the same reasoning that jB 1 j = 2 and B 1 = (j n) for an integer j between 1 and l. These partitions are all the complements of (1 n ? 1)(n), and it is easily seen that they from an antichain in n;k (l). Therefore we can apply Proposition 2.3. All complements are minimal in n;k (l) ? f0g, so our considerations are reduced to the intervals ;1]. We have to distinguish between the two di erent types of complements :
(a) The unique non-trivial block B 1 in is a block of size k such that B 1 \f1; : : :;lg = ;. Regarding this block as a single point shows that in the interval ;1] all blocks containing this point are allowed to occur. For the other blocks the same restrictions hold as before. After a suitable renumbering we obtain ;1] = n?k+1;k (l + 1).
(b) The unique non-trivial block in is a block (j n), where j 2 f1; : : :;lg. Again we contract this block to a single point. Analogously to case (a) we infer that in ;1] all blocks containing this point are allowed. Again the remaining blocks have to obey the inherited restrictions. Now suitable renumbering shows that ;1] = n?1;k (l).
There are n?1?l k?1 complements which satisfy condition (a) and l complements which satisfy condition (b). Since the sets of complements described by (a) and (b) are disjoint the decomposition provided by Proposition 2.3 proves the recursion formula of part (ii) and, with the induction assumption, also the claim of part (i).
The recursion given in part (ii) provides an algorithm for computing e B d n;k (l) for any admissible triple (n; k; l) and any d 2 Z . If n l or n k the answer is already provided by Lemma 4.2.
Otherwise repeated use of the recursion will lead to parameter values where Lemma 4.2 is applicable. In actual computations one can often stop branches of the recursion before Lemma 4.2 becomes applicable, since e B d n;k (l) may be zero for dimensional reasons. Clearly, The following computation of e B 0 n;k (l) provides a stopping rule which somewhat improves on e B ?2 n;k (l) = 0. We omit the proof, which is via case-by-case checking. n ? 1 ; if z = (n; n ? 1; 0) ; n 3 1 ; if z = (n; n ? 1; 1) ; n 4 1 ; if z = (3; k; 1) ; k 3 2 ; if z = (3; k; l) ; k 2; l 2 0 ; in all other cases.
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and which do not. We will investigate this in detail and provide a complete answer for the case l = 0.
The case l 6 = 0 can be treated similarly. Since the case k = 2 is just the case of the full partition lattice, which is completely understood (see Proposition 4.1), we may assume that k > 2.
What has to be done is to trace the recursion given in Theorem 4.3. For a single step in the recursion we will refer to the left term e B 
Therefore, the dimensions d for which there are non-vanishing homology groups f H d ( n;k (0)) are determined by the parameters t L which can occur in a complete recursion path starting with the parameters n, 2 < k < n and l = 0 and involving exactly t L branchings of type L. The parameter l is 0 at the beginning, so the rst step in the recursion must be of type L (since we want to count only non-zero contributions to the rank of the homology group). Hence, t L 1 and the ranks of all homology groups are divisible by n?1 k?1 . Since one can always meet the condition of Lemma 4.2 (ii) by branching a suitable number of times into branch R it remains to nd tight upper and lower bounds for the parameter t L . The lower bound is given by t L = 1. This bound is achieved by going into branch L once and then branching to the R with the parameter l = 1 until the parameters meet the conditions of Lemma 4.2. The multiplication by l does not change the value and the factor given by Lemma 4.2 (i) or (ii) is always 1 in this case. Therefore the maximal-dimensional non-vanishing homology group is given by : The formula for the rank follows from the fact that the parameters t L and t R and the path in the recursion are uniquely determined in this case. This simple observation is an immediate consequence of the maximality of d max .
Let us now investigate the general case. Here the combinatorial analysis of the recursion paths gets a bit more involved. Assume that e B d n;k (0) 6 = 0, and let be a recursion path that contributes a non-zero summand to e B d n;k (0). For instance, we might have = LRLLLRRL, in terms of the left and right branchings. Let us assume that ends with a left branch L, if not then truncate so that it does (recall that must start with L). Write = 0 L: As before we let t L be the number of So, (4.5) gives necessary conditions that an L-ending recursion path contributes to non-zero homology, and the contribution then is to dimension d(t L ), as shown by (4:3). We will now show that this condition is su cient, in the sense that if 1 t b n k c, then e B d(t) n;k (0) 6 = 0. For this we will work with complete recursion paths, and it will be useful to picture these as paths in a rectangular integer lattice.
Two recursion paths with the same distribution of L-branches and R-branches must end at the same Betti number e B d 0 n 0 ;k (l 0 ). This follows from the fact that the e ect on the parameters of a sequence LR is the same as the e ect of the sequence RL. Therefore we obtain the following description.
Let n k > 2 and 1 t b n k c be natural numbers. We set s = n ? t k. Let G(n;k;t) denote the integer lattice f0; : : : ;sg f1; : : : ;tg f(0; 0)g. We regard G(n;k;t) as a directed graph whose edges are ((i; j); (i + 1; j)) and ((i; j); (i; j + 1)). Hence every maximal path starts in (0; 0) and ends in (s; t). Now G(n;k;t) at the point (t R ; t) to the left of the sink node (s; t), and then (possibly) takes some steps to the right. By adding or deleting such R-steps, the path can be made to end in (s; t). Figure 2 shows a close-up view of the upper right-hand corner of the labeled graph G(n;k;t), which is helpful for veri cations. Let us assign to each maximal path in G(n;k;t) the product of the labels of its edges, and call this number w( ) the weight of . The preceding discussion has shown that Each path can be encoded by the sequence 0 i 1 i 2 i t?1 s, given by the edges (i j ; j) ! (i j ; j + 1) that belong to . This leads to a more e cient reformulation of (4:6), which is stated in the following theorem together with the other major conclusions that have been reached. This unwieldy expression specializes to a more manageable form for the two highest-dimensional non-vanishing Betti numbers, and when k divides n also for the lowest-dimensional one. We will end this section by generalizing the preceding results to lower intervals 0 ; ] = f 0 2 n;k j0 0 g in n;k = n;k (0): which gives part (iv). The rest can be easily deduced from the information given by Theorem 4.5.
5 The "k-equal" arrangements and their manifolds Fix 2 k n, and for each k-subset i 1 < i 2 < < i k of f1; : : : ;ng let K R i 1 ;:::;i k = fx 2 R n j x i 1 = x i 2 = = x i k g. The collection A R n;k = f K R i 1 ;:::;i k j 1 i 1 < < i k n g of (n ? k + 1)-dimensional subspaces is the real "k-equal" arrangement. Replacing R by C we get the complex k-equal arrangement A C n;k , which can be regarded as an arrangement of 2(n ? k + 1)-dimensional subspaces in R 2n = C n . The spaces M R n;k and M C n;k considered in Section 1 are the complements of these arrangements.
Lemma 5.1 The intersection lattice of A R n;k , and of A C n;k , is isomorphic to n;k . Suppose that 2 n;k is a partition with m non-singleton blocks of sizes a 1 ; : : :;a m , respectively. Then, viewed as a subspace of R n (resp. of C n ) via such an isomorphism, has the following real codimension :
16 K R = f x 2 R n j i; j 2 B ) x i = x j ; for all i; j 2 f1; : : :;ng and every block B of g:
The dimension of K is clearly equal to the number of blocks of , which is n ? m X i=1 (a i ? 1). If has only one non-singleton block fi 1 ; : : :;i k g then K = K i 1 ;:::;i k . This identi es the minimal elements of n;k ? f0g with the subspaces in A R n;k , and it is easy to verify that K \ K 0 = K _ 0 , from which the identi cation of n;k with the intersection lattice of A R n;k then follows.
For the complex case, make the replacement R ! C and double the dimensions.
We will now deal with the real and complex cases separately. De ne n;k gets non-zero contributions from =1 (for which m = 1 and a 1 = n) for all 1 t b n k c, and e R;t(k?2) n;k = 0 for all t outside this range.
(c) The preceding analysis (5.2) shows that e R;k?2 n;k gets a non-zero contribution only from partitions >0 with m = 1, i.e., with exactly one non-singleton block. There are n i such partitions with a block of size i, and they each contribute i?1 k?1 by Corollary 4.6 (i).
The analysis of e R;t(k?2)
n;k just made shows that while in principle a closed formula valid for all 1 t b n k c could be produced by inserting the formula of Theorem 4.5 into that of Theorem 5.2, such an expression would be quite awkward. The superposition of contributions of di erent form coming from the various 2 n;k makes "nice" formulas for the t 2 cases in general seem improbable. Let us note two very special exceptions (k > 2): The rank e C ;d min n;k = n k was already computed. We observe that (5:5) e C ;dmax n;k = e B n?3?b n k c (k?2) n;k ; as can be deduced from Theorem 5.4 (the only contribution in this case comes from =1). Note that for k > n 2 the choice (m; t) = (1; 1) is unique, and the cohomology of M C n;k is found precisely in the interval of dimensions 2k ? 3; n + k ? 3].
The case k = n 2 is interesting. Here there are 3 choices for (m; t) : (1; 1); (1; 2) and (2; 2), and the two latter produce single element intervals. Thus the total range of dimensions for non-vanishing cohomology is in this case : 2k ? 3; 3k ? 3] f4k ? 6; 4k ? 5g: See e.g. the case (n; k) = (16; 8) in the tables 8.2. Another curious feature here is that for k 4 : Here we have e C ;3k?3 2k;k = e B k?1 2k;k and e C ;4k?5 2k;k = e B 1 2k;k , see (5:5) and (4:7), and e C ;4k?6 2k;k equals the number of partitions of f1; : : : ;2kg into 2 blocks of size k (which each contributes 1 to the rank of cohomology in this dimension). Thus there are always two "isolated" isomorphic cohomology groups of very high dimension in this case.
both cases from 0 to b k c. So one might ask how the contributions to the cohomology of the real and complex manifold associated to a xed t are related. In the real case a xed t contributes to the single cohomology group in dimension t(k ? 2). But in the complex case the contributions of t are spread over several dimensions. We will use the results and the notation of Theorem 5.2 and Theorem 5.4 in order to demonstrate that the sum of the complex contributions equals the real one. Assume that k > 3. For t = 0 the contribution is 1 in both cases. For a xed t > 0 the rank of the real cohomology in dimension t(k ? 2) is given by 6 Generalized "k-equal" arrangements In this section we will generalize the notion of k-equal arrangements and show that several of the main facts remain true. This generalization was suggested by a question from V.A. Vassiliev, see Remark 7.8. The arguments here are completely parallel to the ones used in Sections 4 and 5, so many details will be omitted. We will rst treat the intersection lattices of these arrangements using their combinatorial characterization, and then deal with the arrangements and their complements.
Let 2 k r and n 1 1; : : : ;n r 1, l 0 be integers. Put n = n 1 + +n r +l, and x a partition f1; : : : ;ng = f1; : : :;lg E 1 E r such that jE i j = n i for all 1 i r. De ne n 1 ;:::;nr;k (l) to be the family of all partitions 2 n such that each non-singleton block B 2 satis es one of the following conditions : (i) cardf i j E i \ B 6 = ; g k, Then n 1 ;:::;nr;k (l) is a join-sublattice of n , and the minimal elements of n 1 ;:::;nr;k (l) ? f0g are the partitions of f1; : : : ;ng with exactly one non-singleton block B 1 such that either B 1 is a k-block that intersects k di erent classes E i or else B 1 is a 2-block that touches the set f1; : : : ;lg. Note that the partition lattices treated in Section 4 are the special cases n 1 = n 2 = n r = 1 : 1;:::;1;k (l) = r+l;k (l): Theorem 6.1 (i) The lattice n 1 ;:::;nr;k (l) has the homotopy type of a wedge of spheres. Consequently, its homology groups are free.
(ii) If f H d ( n 1 ;:::;nr;k (l)) 6 = 0, then d = n 1 + + n r + l ? 3 ? t (k ? 2) for some t 0.
(iii) If l = 0, then t 1 in part (ii).
Proof: Theorems 4.3 and 4.5 show that the statements here are true for n 1 = = n r = 1. Part
(ii) is actually not covered by Theorem 4.5 as stated when l > 0, but it is easy to check that the reasoning around formulas (4.2) and (4.3) is valid also when l > 0, and this is all that is needed. Let e B d n 1 ;:::;nr;k (l) = rank f H d ( n 1 ;:::;nr;k (l)). We will use induction on n 1 + + n r ? r 0, based on the fact that the result is true when this quantity equals zero (i.e., when n 1 = = n r = 1).
Suppose that n r 2, and let x 2 E r . Consider the complements in n 1 ;:::;nr;k (l) of the partition (f1; : : : ;ng ? fxg)(x). These complements are minimal in n 1 ;:::;nr;k (l) ? f0g, and their unique non-singleton block B 1 must either be a k-block containing x and touching k ? 1 of the classes E 1 ; : : : ;E r?1 , or else B 1 must be a 2-block (j x) with 1 j l. Arguing as in the proof of Theorem 4.3 about the structure of the upper intervals ;1], and using Proposition 2.3, we are led to the recursion formula : The result is by induction true for the lattices n 0 1 ;:::;n 0 r?1 ;nr?1;k (l + 1) and n 1 ;:::;n r?1 ;nr?1;k (l), and hence for all intervals ;1] above complements to (f1; : : :;ng ? fxg)(x). Part (i) then follows directly from Proposition 2.3. For part (ii) one must also check that the condition for non-vanishing homology is correctly transferred via relation (6:1).
In the preceding proof we assumed that some n i 2 (or after relabeling : n r 2) in order that the recursion formula (6:1) would take us back to the previously treated case n 1 = n r = 1. However, formula (6:1) is valid also if n r = 1, in fact for n 1 = = n r = 1 it specializes to the recursion formula in Theorem 4.3 (ii).
We will now de ne the generalized "k-equal" arrangements. Let 2 k r and n 1 1; : : : ;n r 1 be integers. Fix a partition E 1 E r of f1; : : : ;ng, such that jE i j = n i and n = n 1 + + n r .
For instance, we can take E 1 to be the rst n 1 positive integers, E 2 the next n 2 ones, and so on.
Let A R n 1 ;:::;nr;k be the arrangement of subspaces in R n given by all equations x i 1 = x i 2 = = x i k such that jfi 1 ; i 2 ; : : :;i k g \ E j j 1 for all 1 j r. Let M R n 1 ;:::;nr;k denote its complement in R n , 21 manifolds discussed in Sections 1 and 5. Also, A R n 1 ;n 2 ;2 is the "graphic" hyperplane arrangement corresponding to the complete bipartite graph K n 1 ;n 2 , and given by the set of equations f x i ? y j j 1 i n 1 ; 1 j n 2 g in R n = R n 1 R n 2 : Theorem 6.2 The cohomology groups of M R n 1 ;:::;nr;k and M C n 1 ;:::;nr;k are free. Furthermore, if H d (M R n 1 ;:::;nr;k ) 6 = 0 then d = t (k ? 2) for some integer t 0.
Proof: The intersection lattice of A R n 1 ;:::;nr;k and of A C n 1 ;:::;nr;k is isomorphic to n 1 ;:::;nr;k (0). This is easily seen as in the proof of Lemma 5.1. Also, the formulas for codimension from Lemma 5.1 are valid. Therefore Proposition 2.1 shows that all the stated properties of cohomology are transferred from the corresponding homology properties of lower interval 0 ; ] in n 1 ;:::;nr;k (0). These intervals 0 ; ] have the homotopy type of a wedge of spheres. This follows from Theorem 6.1 (i) by arguing as in Theorem 4.8 (i) and (ii). Hence cohomology is free. The necessary condition for the dimensions of non-vanishing cohomology follows by reasoning parallel to that used in proving Theorems 4.8 (iv), 5.2 and 1.1 (b). We omit the details.
7 Final remarks
Generalization to other Coxeter groups
Results of the type obtained in this paper might exist in the wider setting of Coxeter groups, and we would like to raise this question. Let W be a nite Coxeter group acting as a re ection group on R n , and let K be some subspace which is an intersection of re ecting hyperplanes. Then the orbit A R W;K = fw(K) j w 2 W g is a subspace arrangement, and we can consider its complement M R W;K and the complexi cation M C W;K . Is cohomology always torsion-free for such spaces ? Do the dimensions of non-zero cohomology exhibit periodicity ?
Fundamental groups
What can be said about the fundamental group of M R n;3 ? Is M R n;3 a K( ; 1) space ?
7.3 Algebra structure of the cohomology rings
Can the multiplicative structure of the free graded modules H (M R n;k ) and H (M C n;k ) be described ? This was done in the k = 2 case by Arnol' , i.e., b(n; k) = rankH k?2 (M R n;k ) for n k 3. The Zeilberger algorithm Zei91] proves that there is no "closed" formula for b(n; k) (i.e. the quotient b(n;k) b(n+1;k) is not a rational function in n). But the following two recursions hold :
(i) (n ? k + 2) b(n + 2; k) ? (3n ? k + 4) b(n + 1; k) + (2n + 2) b(n; k) = 0;
(ii) b(n; k + 1) + b(n; k) = n k 2 n?k :
22 Strehl.
7.6 Fiber bundles The fact that (M A ) = 0 if codim(x) is even for all x 2 L A (Corollary 3.5) indicates that a more general version of Theorem 3.3 might exist. Suppose that codim(x) is a multiple of c (c 2 Z + ) for all x 2 L A . Does it follow that M A is a ber bundle (over some base space) with ber R c ? f0g ? 7.7 The action of the symmetric group S n The symmetric group S n acts on R n and C n by permuting the coordinates (i.e. for 2 S n the image of (x 1 ; : : : ;x n ) under the action of is (x (1) ; : : :;x (n) )). This induces an action of S n as a group of homeomorphisms on the manifolds M R n;k and M C n;k and as a group of lattice automorphisms on the lattices n;k . The orbit space M C n;k =S n of the complex k-equal manifold is homeomorphic to the space of monic polynomials in C x] of degree n with no roots of multiplicity greater than or equal to k (see for example Arn70] or Vas92] for details). For k = 2 this space is a K( ; 1)-space for the braid group on n strings FoN62]. For k > 2 the spaces M C n;k =S n appear as a special case in the work of Arnol'd Arn70, p. 43], who computes the integral cohomology of a very general class of spaces of polynomials with restricted multiplicities of roots.
Via the described S n -action all the homology and cohomology groups computed in Section 4 for the lattice n;k and in Section 5 for the spaces M R n;k and M C n;k are S n -modules for the symmetric group S n . In order to have a proper setting for classic representation theory we will assume in this remark that all homology and cohomology groups are taken with coe cients in the eld C of complex numbers.
The k = 2 cases are already known. The character n?3 n;2 of S n on the unique non-vanishing reduced homology group of n;2 = n has been computed by Stanley Sta82, Theorem 7.3]. The representation of S n on the cohomology of M C n;2 was determined by Lehrer and Solomon LS86] , see also Orlik and Solomon OS80]. The action of S n on M R n;2 amounts to faithfully permuting the n! simplicial cones, as is easy to see, so this gives the regular representation.
We denote by d n;k the representation of S n on the reduced homology group f H d ( n;k ). The determination of the homology characters d n;k for k 3 seems di cult, and we know the solution only for the top dimension d = n ? k ? 1. As mentioned, this was done by Stanley Sta82] for k = 2, and we will now show that these characters are irreducible when k 3.
Proposition 7.1 The homology character n?k?1 n;k , for 2 < k n, is the irreducible character of S n corresponding to the "hook" partition (k; 1; : : : ;1).
Proof: Let B n;k denote the rank-selected boolean lattice B n , where rank-levels 1; : : :;k ?1 have been removed. There is an obvious embedding ' : B n;k , ! n;k which sends a subset E 2 B n;k to the partition of f1; : : :;ng with unique non-trivial block E. The order complexes of B n;k and of n;k are both (n ? k ? 1)-dimensional, so the embedding ' induces an injection e ' : f H n?k?1 (B n;k ) , ! f H n?k?1 ( n;k ). In fact, e ' is an isomorphism, since rank f H n?k?1 (B n;k ) = n?1 k?1 = rank f H n?k?1 ( n;k ) and we are working over a eld. From the equivariance of the inclusion map ' we deduce that e ' is actually an isomorphism of S n -modules. Now we use a result of Stanley Sta82, Theorem 4.3] which says that the irreducible S n -character corresponding to `n occurs in the S n -module f H n?k?1 (B n;k ) as many times as the number of standard Young tableaux of shape and descent set fk; k + 1; : : : ;n ? 1g. But there is clearly only one standard Young tableau with descent set fk; k + 1; : : : ;n ? 1g, and its shape is (k; 1; : : : ;1).
Stanley observes Sta82, Corollary 7.6] that the restricted character n?3 n;2 # S n?1 is a permutation character, namely the character of the regular representation. It follows from Proposition 7.1 that in the degenerate case k = n). Proposition 7.1 also implies that for k 3 there is no immediate generalization of Stanley's Theorem on n?3 n;2 # S n?1 . If k 3 then the restriction n?k?1 n;k # S n?1 of the irreducible S n -character corresponding to the hook shape (k; 1 n?k ) splits into two irreducible summands corresponding to the hooks (k; 1 n?k?1 ) and (k ? 1; 1 n?k ). In particular for k > 2 this representation does not contain the trivial S n?1 -representation. It would be interesting to have more information about the representations of S n on the (co)homology of n;k , M R n;k and M C n;k , for k 3. We would like to thank S. Sundaram and M.Wachs for pointing out an error in a previous version of this section.
Complexes of disconnected k-graphs
By a k-graph we will mean a collection of k-element subsets of f1; : : : ;ng. A k-graph G is A more precise question was also asked by Vassiliev. Namely, let 2 k r and n i 1, i = 1; : : : ;r, be positive integers. Take pairwise disjoint sets E 1 ; : : :;E r , such that jE i j = n i for all i. Call a kelement subset B E 1 E r balanced if jB \ E i j 1 for i = 1; : : :;r. Now, let the balanced k-element subsets of E 1 E r be the vertices of a simplex, and consider the subcomplex n 1 ;:::;nr;k consisting of all disconnected k-graphs. What is the homology of n 1 ;:::;nr;k ?
These questions (particularly the rst one) can be answered using the Crosscut Theorem (see below) and the results of this paper. Namely, n;k is the crosscut complex of the lattice n;k , so n;k and n;k are homotopy equivalent. Hence, complete information about the homology and the homotopy type of n;k can be obtained from Theorems 1.5 and 4.5.
In a similar way, n 1 ;:::;nr;k is the crosscut complex of the lattice n 1 ;:::;nr;k (0), hence these complexes are homotopy equivalent and partial information about the homology of n 1 ;:::;nr;k can be found in Theorem 6.1. There does not seem to be a reasonable expression for the rank of the highestdimensional non-vanishing homology group of n 1 ;:::;nr;k ' n 1 ;:::;nr;k (0). This is so even for k = 2, where the number in question can be shown to equal the degree 1 coe cient in the chromatic polynomial of the complete r-partite graph K n 1 ;:::;nr .
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