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1 Einleitung 
1.1 Einführung in die Radiotherapie 
Chirurgie, Radio- und Chemotherapie bilden die drei wichtigsten Disziplinen zur Therapie 
maligner Tumoren. Analog zur Chemotherapie ermöglicht die Radiotherapie (RT) eine 
selektive Zerstörung von Tumorzellen. Der Wirkbereich der Radiotherapie kann dabei 
auf den Tumor und dessen nähere Umgebung begrenzt werden, wodurch eine höhere 
Tumorkontrolle, d.h. höhere Wahrscheinlichkeit einer Zerstörung des Tumors, im Ver-
gleich zur Chemotherapie erreicht und eine systemische Schädigung des Patienten ver-
mieden wird. Von allen kurativen Therapien nichtmetastasierter Tumoren basieren etwa 
die Hälfte auf ausschließlicher Chirurgie, etwa ebenso viele auf Kombinationsbehand-
lungen mit Radiotherapie. Für weniger als acht Prozent der kurativen Therapien ist die 
Chemotherapie ausschlaggebend [1]. 
Wirkmechanismus der Radiotherapie ist die Zerstörung von DNA-Molekülbindungen 
durch ionisierende Sekundärstrahlung. Letztgenannte entsteht durch Kollision der appli-
zierten primären Gammastrahlung mit der durchstrahlten Materie und zerstört die Mo-
lekülbindungen der DNA entweder direkt oder indirekt durch Erzeugung freier Radikale, 
die mit der DNA chemisch reagieren [2, 3]. Die Sensibilität von Tumorzellen für DNA-
Schäden ist oft höher als von gesunden Zellen. Dies führt dazu, dass bereits kleine DNA-
Schäden den Zelltod einer Tumorzelle nach sich ziehen, während gesunde Zellen über 
biochemische Mechanismen verfügen, die solche Schäden reparieren. Typische Verläufe 
der Tumorkontrolle und der Wahrscheinlichkeit von Spätfolgen der Bestrahlung, resul-
tierend aus der Schädigung gesunder Zellen, jeweils als Funktionen der applizierten Do-
sis, sind in Bild 1.1 dargestellt. 
Ziel jeder Radiotherapie ist die Maximierung der Tumorkontrolle bei gleichzeitiger Mini-
mierung der Spätfolgen der Bestrahlung. Die technologische Evolution der Radiotherapie 
[4] ist durch dieses Ziel getrieben und dabei eng verknüpft mit der Evolution der klini-
schen Bildgebung, die für eine Kenntnis des Zielvolumens der Dosisapplikation Voraus-
setzung ist. Entsprechend läutete die Verfügbarkeit der Computertomographie (CT) ei-
nen Generationenwechsel von großvolumigen (2D-) hin zu zielvolumenkonformen (3D-) 
Bestrahlungen (CRT) ein. Bei letztgenannten wird mit Hilfe von Multi-Leaf Kolaminatoren  
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BILD 1.1: TUMORKONTROLLE UND SPÄTFOLGEN DER BESTRAHLUNG IN ABHÄNGIGKEIT VON DER STRAHLENDOSIS. 
MIT ZUNEHMENDER STRAHLENSENSITIVITÄT DES BETRACHTETEN TUMORS STEIGT DER ABSTAND ZWISCHEN BEIDEN 
GRAFEN [BASIEREND AUF 1]. 
(MLC) die Kontur des Therapiestrahls an die des Zielvolumens angepasst [5], wodurch 
ein höherer Anteil der applizierten Gesamtdosis im Tumorgewebe konzentriert und um-
liegendes Gewebe und Risikostrukturen besser von der Strahlenbelastung ausgespart 
werden können. Das Grundprinzip der CRT ist in Bild 1.2 veranschaulicht. Aktueller Stand 
der Technik ist die intensitätsmodulierte Radiotherapie (IMRT) [6–8], die zusätzlich zur 
MLC basierten Konturierung des Therapiestrahls mit einer Modulation der Intensität 
desselben sowie inverser Therapieplanung einhergeht. Letztgenannte bedeutet, dass der 
Therapieplan, das ist die Sequenz der Strahlintensitäten, -formen und -winkeln, automa-
tisiert aus einer Optimierungsrechnung, die der behandelnde Arzt konfiguriert und die 
auf einer Simulation der individuellen Wechselwirkung zwischen Strahl und Gewebe ba-
siert, erzeugt wird. 
Die Prozesskette der IMRT setzt sich aus den folgenden Schritten zusammen [9, 10] 
1. Positionierung und Immobilisation des Patienten. 
2. Bildgebung für Therapieplanung. 
3. Definition der Zielvolumina und Risikostrukturen. 
4. Definition der Ziel-Dosen. 
5. Inverse Therapieplanung. 
6. Verifikation des Therapieplans. 
7. Positionierung und Immobilisation des Patienten. 
8. Bestrahlung. 
Diese Schritte werden im Folgenden näher beschrieben. 
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BILD 1.2: GRUNDPRINZIP DER ZIELVOLUMENKONFORMEN RADIOTHERAPIE [10]. 
Positionierung und Immobilisation des Patienten: Positionierung und Immobilisation 
des Patienten [11] (Schritte 1 und 7 der Prozesskette der IMRT) sind sowohl vor der Bild-
gebung als auch vor der Bestrahlung erforderlich. Beide Modalitäten setzen aufeinander 
auf und erfordern eine jeweils identische Ausrichtung des Patienten. Diese Ausrichtung 
wird i.A. auf Basis orthogonal angeordneter Raumlaser, die das Isozentrum (Schnittpunkt 
der Mittelachsen von Therapiestrahlen unterschiedlicher Einstrahlwinkel) des Bestrah-
lungsgeräts markieren, sowie korrespondierender Markierungen am Patienten realisiert. 
Da die IMRT eine Konzentration der applizierten Dosis auf das Zielvolumen (d.h. hohe 
Werte im Zielvolumen und schneller Abfall der Dosis an den Grenzen des Zielvolumens) 
ermöglicht, können Lokalisierungsfehler des Zielvolumens, bspw. als Folge von Fehlern 
bei der Patientenpositionierung, zu signifikanten Über- bzw. Unterdosierungen führen. 
Eine genaue Patientenpositionierung ist daher im Kontext der IMRT besonders relevant. 
Bildgebung für Therapieplanung: Zur Bildgebung für die Therapieplanung (Schritt 2 der 
Prozesskette der IMRT) stehen multiple Modalitäten zur Verfügung, die eine räumliche 
(Morphologie), biologische (Funktion, Metabolismus) und zunehmend auch zeitliche 
(Bewegung) Charakterisierung der interessierenden Gewebestrukturen ermöglichen. 
4 
Gängige Bildgebungsmodalitäten [12, 13] sind Computertomographie (CT), Magnetreso-
nanztomographie (MRT), Magnetresonanzspektroskopie (MRS), Positronen- (PET) und 
Einzelphotonen-Emissions-Tomographie (SPECT), Sonographie (US) sowie hybride (z.B. 
PET-CT), 3D- (z.B. 3D-CT) und 4D- (z.B. 4D-CT) Varianten dieser Modalitäten. 3D-
Varianten ermöglichen eine lediglich räumliche, 4D-Varianten eine sowohl räumliche als 
auch zeitliche Auflösung der interessierenden Gewebestrukturen. Computertomogra-
phie ist für die Radiotherapie besonders geeignet, da diese eine einfache Quantifizierung 
der Elektronendichten, die für die Simulation der Wechselwirkung zwischen Strahl und 
Gewebe des Patienten benötigt werden, ermöglicht [10]. 
Definition der Zielvolumina und Risikostrukturen: Auf Basis der Bildgebungsresultate 
legt der Arzt das Zielvolumen der Bestrahlung fest (Schritt 3 der Prozesskette der IMRT). 
Dies geschieht gemäß der Reporte 50 und 62 der „International Commission on Radiati-
on Units and Measurements“ (ICRU) [14, 15] auf Basis multipler Volumendefinitionen: 
Das „Gross Tumor Volume“ (GTV) definiert die in der Bildgebung erkennbare Lokalisie-
rung und Ausdehnung des Tumors. Das „Clinical Target Volume“ (CTV) erweitert das GTV 
um das Volumen, das zwar nicht in der Bildgebung erkennbar aber klinisch erwartbar 
von malignen Zellen befallen ist. Das „Internal Target Volume“ (ITV) erweitert das CTV 
auf alle Gebiete, auf die sich das CTV aufgrund physiologischer Bewegungen innerhalb 
des Patienten verschieben kann. Das „Planning Target Volume“ (PTV) erweitert das ITV 
um alle Gebiete auf die sich das ITV aufgrund der Kumulation aller Unsicherheiten der 
Therapiedurchführung und Gerätetechnik relativ zu dessen erwarteten Lage verschieben 
kann. Solche Unsicherheiten beinhalten bspw. die Positionierungsfehler des Patienten 
und mechanische Ungenaugkeiten der Therapiegeräte. Im „Treated Volume“ (TV) wird 
die Zieldosis für die malignen Zellen erreicht oder überschritten. Das TV wird durch den 
Therapieplan bestimmt und ist im Idealfall gleich dem PTV, was eine Applikation der 
Zieldosis im gesamten CTV unabhängig von allen (physiologisch, prozedural und techno-
logisch begründeten) Unsicherheiten in der Lokalisierung des CTV sicherstellt. Im „Irradi-
ated Volume“ (IV) wird die Dosistoleranz des gesunden Gewebes erreicht oder über-
schritten.  Das IV wird wie das TV durch den Therapieplan bestimmt und ist darüber hin-
aus vom verwandten Bestrahlungsgerät und dem betrachteten Gewebetyp abhängig. 
Mit „Organs at Risk“ (OR) werden die bei der Therapieplanung zu berücksichtigenden 
Volumen mit signifikant reduzierter Dosistoleranz bezeichnet. Zum OR gehören bspw. 
Strukturen des Rückenmarks. Analog zum PTV erweitert das „Planning Organ at Risk Vo-
lume“ (PRV) das OR um alle Gebiete, auf die sich das OR aufgrund der Kumulation aller 
physiologisch, prozedural und technologisch begründeten Unsicherheiten relativ zu des-
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sen erwarteten Lage verschieben kann. Das GTV, CTV, ITV, PTV und TV sind in Bild 1.3 A 
veranschaulicht. 
Definition der Ziel-Dosen: Für die o.g. Zielvolumen legt der Arzt die Zieldosen fest 
(Schritt 4 der Prozesskette der IMRT). Dies beinhaltet die minimale im PTV zu applizie-
rende und maximale im PRV tolerierbare Dosis. Diese Festlegungen erfolgen i.A. durch 
Definition von Beschränkungen (harte oder weiche) für das dem betreffenden Zielvolu-
men zugeordnete Dosis-Volumen-Histogramm (DVH) [16]. Die Definitionen der Zielvo-
lumen und Zieldosen unterliegen hohen Variationen, abhängig von den individuellen 
Erfahrungen des Arztes und den applizierten Bildgebungs- und Planungstechnologien 
[9]. 
Inverse Therapieplanung: Im Zuge der inversen Therapieplanung (Schritt 5 der Prozess-
kette der IMRT) wird das durch die Zielvolumen und -dosen definierte Optimierungs-
problem automatisiert gelöst. Ergebnis der Optimierungsrechnung sind der Therapieplan 
und die diesem zugeordnete simulierte Dosisverteilung innerhalb des Patienten. 
Verifikation des Therapieplans: Im Zuge der Verifikation des Therapieplans (Schritt 6 der 
Prozesskette der IMRT) wird die simulierte Dosisverteilung durch den Arzt geprüft und 
freigegeben. Darüber hinaus wird durch die Qualitätssicherung (QA), die fester Bestand-
teil jeder Radiotherapieeinrichtung ist, ein Versuch an einem gewebeäquivalenten Phan-
tom (siehe Sektion 2.1) durchgeführt. Bei diesem Phantomversuch wird die Applikation 
des Therapieplans oder einer vereinfachten Variante desselben am Phantom einerseits 
mit Hilfe der Planungssoftware simuliert und andererseits realisiert. Nur wenn simulierte 
und unter Verwendung von im Phantom verankerten Sensoren gemessene Dosen bis auf 
eine vordefinierte Toleranz übereinstimmen, erfolgt eine Freigabe des Therapieplans zur 
Anwendung am Patienten [17]. Eine weitere, nicht patientenindividuelle Teilaufgabe der 
QA besteht in der kontinuierlichen Sicherstellung der Funktionsfähigkeit der Bestrah-
lungsgeräte sowie der Konsistenz aller Prozessschritte der IMRT [18]. 
Bestrahlung: Die Prozesskette der IMRT endet mit der Bestrahlung, die automatisiert 
entsprechend des verifizierten Therapieplans durchgeführt wird. 
Die oben beschriebenen Unsicherheiten hinsichtlich Lokalisation des CTV bedingen bei 
konventioneller IMRT häufig einen signifikanten Größenunterschied zwischen dem CTV, 
dem eigentlichen Volumen des Tumors, und dem PTV, dem Zielvolumen der Bestrah-
lung. Dieser Größenunterschied hat eine erhöhte Strahlenbelastung gesunder Gewe-
bestrukturen und resultierend eine reduzierte erreichbare Dosis im CTV und somit redu-
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zierte Tumorkontrolle zur Folge. Ziel der bildgeführten Radiotherapie (IGRT) [19–21] ist, 
die Unsicherheiten der Lokalisierung des CTV zu reduzieren, indem Bildgebung, darauf 
aufsetzende automatisierte Korrektur des Bestrahlungsaufbaus und Bestrahlung inter-
mittierend oder gemeinsam in derselben Therapiefraktion durchgeführt werden. Die 
Korrektur des Bestrahlungsaufbaus wird dabei bspw. durch eine automatisierte Adapti-
on der Patientenpositionierung realisiert. Eine On-Line-Adaption des Bestrahlungsplans 
ist aktueller Forschungsgegenstand [9] (siehe Sektion 1.2). Durch die bildbasierte Erfas-
sung des CTV kurz vor oder während der Bestrahlung können die Unsicherheit hinsicht-
lich der Lokalisierung des CTV gesenkt, korrespondierend das PTV verkleinert und die 
Konformität des TV mit dem CTV erhöht werden, was eine Verbesserung des Kompro-
misses aus Tumorkontrolle und Spätfolgen der Bestrahlung verspricht. Dieser Ansatz ist 
in Bild 1.3 veranschaulicht. Für die IGRT präfraktionell (d.h. kurz vor einer Bestrahlungs-
fraktion) oder intrafraktionell (d.h. während einer Bestrahlungsfraktion) eingesetzte 
Bildgebungsverfahren [12, 22] sind u.a. konventionelles CT, Cone-Beam CT (CBCT), digi-
tales Röntgen, Fluroskopie, Electronic Portal Imaging (EPI), MRT und US sowie elektro-
magnetische und optische Trackingverfahren, wobei letztgenannte eine Erfassung ledig-
lich der äußeren Patientenstrukturen ermöglichen. Die durch röntgenbasierte intrafrak-
tionelle Bildgebung erzeugte zusätzliche Strahlenbelastung gesunden Gewebes ist i.A. 
geringer als die durch die Berücksichtigung der gewonnenen Bilddaten erreichte Reduk-
tion der Strahlenbelastung. 
Aktuelle Forschungs- und Entwicklungsaktivitäten im Bereich der Radiotherapie fokus-
sieren zu großen Teilen auf Verfahren der IGRT. Dieser aktuelle Trend ist, wie der Gene-
rationenwechsel von 2D- zu 3D-Radiotherapie, angestoßen durch die technologische 
Evolution der klinischen Bildgebung, die immer genauere Informationen zur Bewegung 
der Zielvolumen bereitstellt. Durch präfraktionelle Bildgebung und korrespondierende 
Adaption des Therapieplans können statische Variationen der Lokalisation des CTV kom-
pensiert und somit ähnliche Ausdehnungen des PTV und ITV erreicht werden (Bild 1.3 
B). Dieser Ansatz wird in dieser Arbeit als 3D-IRGT bezeichnet. Intrafraktionelle 4D-
Bildgebung , darauf aufsetzende automatisierte Verfolgung der Lokalisation des CTV und 
korrespondierende Echtzeit-Anpassung (Regelung) des Therapieverlaufs stellen darüber 
hinaus eine Kompensation der Bewegungen des CTV, korrespondierend ähnliche Aus-
dehnungen des PTV und CTV und somit minimale Dosisapplikation im gesunden Gewebe 
in Aussicht (Bild 1.3 C).  Dieser Ansatz wird in dieser Arbeit als 4D-IGRT bezeichnet und 
markiert eine aktuell im Aufbau befindliche neue Generation und potentielle Sprung- 
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4D-IGRT
(Vision)
Konventionelle CRT 3D-IGRT
GTV ITV PTV TVCTV
(A) (B) (C)
 
BILD 1.3: MÖGLICHE ZIELVOLUMEN FÜR (A) KONVENTIONELLE CRT, (B) BILDGEFÜHRTE CRT MIT STATISCHER 
ZIELVOLUMENKORREKTUR (3D) UND (C) BILDGEFÜHRTE CRT MIT DYNAMISCHER ZIELVOLUMENKORREKTUR (4D). 
Verbesserung der aktuell gängigen Radiotherapieverfahren [23]. Einige Beispiele beste-
hender IGRT-Systeme sind das TomoTherapy Hi Art System(13) [24, 25], das PRIMATOM 
System(14) [26], das Synergy System(15) [27], das OBI System(16) [28], das Viewray Sys-
tem(17) [29, 30] und das Clarity System(18) [31]. 
1.2 Radiotherapie bewegter Tumore 
Wie in der vorherigen Sektion beschrieben, können Bewegungen des CTV zu einer signi-
fikanten Vergrößerung des ITV im Vergleich zum CTV führen und resultierend den Nut-
zen der Radiotherapie kompromittieren. Interfraktionelle (d.h. zwischen Therapiefrakti-
onen auftretende) Bewegungen können durch sehr langsame physiologische Prozesse 
wie bspw. Füllung der Harnblase, Wasser- oder Fett-Ein- bzw. -Auslagerungen, Entzün-
dungsreaktionen und Tumorwachstum bzw. Schrumpfung erzeugt werden. Mögliche 
Ursachen von intrafraktionellen (d.h. während einer Therapiefraktion auftretenden) Be-
wegungen des CTV sind [32]: 
(13) Accuray Inc., Sunnyvale, USA 
(14) Siemens AG, Erlangen, Deutschland 
(15) Elekta AB, Stockholm, Schweden 
(16) Varian Medical Systems Inc., Palo Alto, USA 
(17) ViewRay Inc., Oakwood Village, USA 
(18) Elekta AB, Stockholm, Schweden 
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• Neuausrichtung des Patienten bzgl. des Gravitationsfeldes. Diese bewirkt einen 
Übergang in eine neue Lokalisation und Verformungszustand der Weichgewebeele-
mente des Patienten. Assoziierte Bewegungen klingen ab, sobald eine konstante 
Ausrichtung des Patienten bzgl. des Gravitationsfeldes vorliegt. 
• Verdauungsprozess des Patienten. Dieser bewirkt eine kontinuierliche Variation der 
Form und des Volumens der am Verdauungsprozess beteiligten oder angrenzenden 
Organe. Assoziierte Bewegungen sind häufig langsam und irregulär. 
• Herzschlag des Patienten. Dieser bewirkt eine kontinuierliche Variation der Form und 
des Volumens des Herzens und der zentralen Blutgefäße. Assoziierte Bewegungen 
sind i.d.R. vergleichsweise schnell und von geringem Umfang sowie periodisch mit 
einer Frequenz zwischen 60 Hz und 80 Hz. 
• Respiration des Patienten. Assoziierte Bewegungen leisten i.A. den größten Beitrag 
zur Gesamtbewegung von Gewebestrukturen, die im oder angrenzend am Atmungs-
apparat lokalisiert sind. Respirationsbedingte Bewegungen bilden den Fokus dieser 
Arbeit und werden in Sektion 1.3 näher beschrieben. 
Verfahren des Bewegungsmanagements wurden entwickelt mit dem Ziel, die Radiothe-
rapie bewegter Tumoren zu verbessern [32]. Diese Verfahren lassen sich gliedern in Ver-
fahren zur Bewegungshemmung und Verfahren zur Bewegungskompensation. Ziel erst-
genannter Verfahren ist, physiologische Bewegungen zu reduzieren oder abzustellen 
(Anpassung des Patienten an das Therapiesystem). Ziel letztgenannter Verfahren ist, 
trotz Anwesenheit physiologischer Bewegungen eine Fokussierung der Dosisapplikation 
auf das CTV (und somit ein reduziertes ITV) zu erreichen. Letztgenanntes ist nur durch 
eine therapiebegleitende Verfolgung der Bewegungen des CTV und darauf aufsetzende 
nicht nur örtliche, sondern auch zeitliche Zielgenauigkeit der Dosisapplikation erreichbar 
(Anpassung des Therapiesystems an den Patienten). Verfahren der Bewegungshemmung 
sind Arretierung und Atemkontrolle. Verfahren der Bewegungskompensation sind Ga-
ting und Tracking. Diese Verfahren werden in den nachfolgenden Subsektionen näher 
beschrieben. 
1.2.1 Bewegungshemmung durch Arretierung 
Beim Verfahren der Arretierung werden die bewegten Gewebestrukturen durch inelasti-
sche mechanische Strukturen umspannt, um den Bewegungsraum der Gewebestruktu-
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ren einzuschränken bzw. gänzlich zu eliminieren. Beispiele mechanischer Arretierungen 
sind ein Vakuumkissen (bspw. BodyFIX(19), VacLok(20)) [33, 34], eine Abdomenpresse oder 
ein inelastisches Abdomenband. Diese verhindern eine freie Ausdehnung des Abdomens 
und reduzieren dadurch respirationsbedingte Gewebebewegungen [35, 36]. 
1.2.2 Bewegungshemmung durch Atemkontrolle 
Verfahren der Atemkontrolle halten die Atmung des Patienten für jeweils längere Zeit 
an, sobald die Atmung einen vordefinierten reproduzierbaren Ziel-Zustand (bspw. Ende 
der Expiration bzw. Atemamplitude innerhalb vordefinierter Grenzen) erreicht hat. Pla-
nung und Applikation der Radiotherapie erfolgen ausschließlich in den Phasen angehal-
tener Atmung, von denen jede je nach Toleranz des Patienten zwischen 10 und 20 Se-
kunden andauern kann. Die Verfahren der Atemkontrolle unterscheiden sich im Monito-
ring der Atmung sowie dem Grad der eigenverantwortlichen Umsetzung der Atemkon-
trolle durch den Patienten. Beim Active Breathing Control (ABC) [37–39] erfolgen bspw. 
ein visuelles Feedback des Atemvolumens als Funktion der Zeit für den Patienten sowie 
ein Zwang zum Atemanhalten durch automatisierten Luftflussstopp sobald eine vordefi-
nierte Atemphase erreicht ist, während beim Deep Inspiration Breath Hold (DIBH) [40] 
der Patient (und nicht das Gerät) das Atemanhalten initiiert. Hauptnachteil der Verfah-
ren der Atemkontrolle ist die häufig fehlende Akzeptanz und Beherrschbarkeit dieser 
Verfahren durch die Patienten, bspw. als Folge körperlicher Einschränkungen. Desweite-
ren wurde nachgewiesen, dass auch mit angehaltener Atmung Bewegungen des At-
mungsapparates auftreten können [32]. 
1.2.3 Bewegungskompensation durch Gating 
Grundidee des Gatings [41–43] ist, innerhalb einer Therapiefraktion die Bestrahlung nur 
dann zu aktivieren, wenn sich eine oder mehrere vom Patienten abgeleitete Messgrö-
ßen, die die Lage des CTV beschreiben, in einem vordefinierten Ziel-Raum, dem sog. Ga-
te, befinden, und ansonsten zu deaktivieren. Somit ist eine Therapiefraktion, in der Ga-
ting zur Anwendung kommt, gekennzeichnet durch schnelles Umschalten zwischen akti-
(19) Medical Intelligence, Schwabmuenchen, Germany 
(20) Civo Medical Solutions, Kalona, USA 
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vierter und deaktivierter Bestrahlung. Durch das Gating-Verfahren wird die für die Be-
strahlung wirksame Bewegung, die sog. Restbewegung, auf diejenige Bewegung, die 
innerhalb des Gates auftritt, beschränkt. Je kleiner das Gate ist, desto geringere Restbe-
wegungen sind erreichbar und desto geringer ist das Verhältnis aus Bestrahlungszeit und 
Gesamtdauer der Bestrahlungsfraktion (Duty Cycle). Somit muss beim Gating die durch 
den Duty Cycle reflektierte Wirtschaftlichkeit der Bestrahlung gegen die tolerierte Rest-
bewegung abgewogen werden, was den Haupt-Nachteil des Verfahrens darstellt. Mess-
größen, die im Zuge des Gatings verwandt werden, beschreiben die Lage des CTV ent-
weder direkt oder indirekt. Direkte Messgrößen sind akquirierbar bspw. durch kontinu-
ierliche intrafraktionelle Bildgebung (bspw. auf Basis von Fluroskopie, EPI oder US) und 
darauf aufsetzende automatisierte Segmentierung und inertiale Lokalisation des CTV 
oder intrafraktionelles Tracking von in das CTV implantierten Markern [44–46]. Die Er-
fassung direkter Messgrößen impliziert somit meist einen hohen technologischen Auf-
wand sowie ggf. zusätzliche Belastung des Patienten durch zusätzliche Strahlendosis [47] 
und/oder invasive Maßnahmen. Indirekte Messgrößen beschreiben nicht die Bewegung 
des CTV, sondern sind mit dieser korreliert. Indirekte Messgrößen werden als Surrogat-
messgrößen bezeichnet und sind umso geeigneter, je einfacher sie intrafraktionell ab-
leitbar sind, je weniger Belastung des Patienten die Ableitung erfordert und je eher sie 
eindeutig und stationär auf die Position des CTV abgebildet werden können. Die Ver-
wendung von Surrogatmessgrößen ist im Zuge des Gatings speziell im Fall respirations-
bedingter Bewegungen des CTV verbreitet. Beispiele von Surrogatmessgrößen respirati-
onsbedingter Bewegungen sind der Atemvolumenstrom und Bewegungen auf der Kör-
peroberfläche des Patienten. Trotz eines konstanten Gates in den Surrogatmessgrößen 
kann es zu einer Variation des Umfangs der diesem Gate zugeordneten Restbewegungen 
kommen, d.h. zu Abweichungen zwischen dem erwarteten, d.h. während der Bildgebung 
zur Therapieplanung, und realen, d.h. während der Bestrahlung auftretenden Umfang 
der Restbewegungen [48, 49]. Ursachen dafür können u.a. sein: 
• Fall 1: Verletzung der Stationarität der Abbildung der Surrogatmessgrößen auf die 
Tumorposition durch Variation des Bewegungsübertragungsverhaltens der an der 
Bewegung beteiligten Gewebestrukturen. 
• Fall 2: Verletzung der Eindeutigkeit der Abbildung der Surrogatmessgrößen auf die 
Tumorposition durch Repräsentation nicht aller Freiheitsgrade der Bewegung des 
CTV durch die Trajektorie der Surrogatmessgrößen. 
Diese Fälle werden im Folgenden näher erläutert. 
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Fall 1: Dieser kann als Folge  langsamer physiologischer Prozesse wie bspw. Füllung der 
Harnblase und Wasserein- bzw. -auslagerungen auftreten. Die dadurch generierten Ab-
weichungen zwischen erwarteten und realen Restbewegungen können durch einen ge-
ringen zeitlichen Abstand zwischen Bildgebung und Bestrahlung gemindert werden.  
Fall 2: Dieser impliziert Bewegungsmöglichkeiten des CTV, die die Trajektorie der Surro-
gatmessgrößen nicht beinflussen und somit nicht in die Bewegungsüberwachung im Zu-
ge des Gatings einbezogen werden können. Dies kann zu ausgeprägten Variationen der 
Restbewegungen führen und resultierend die durch Gating erreichbare Bewegungskom-
pensation kompromittieren. Surrogatmessgrößen respirationsbedingter Bewegungen 
werden bspw. aus der äußeren Bewegung des Thorax und Abdomens sowie dem Atem-
zugvolumen des Patienten gewonnen. Klassische assoziierte Messinstrumente sind 
bspw. das „Real-Time Position Management System“ (21), das die Pose eines auf den Ab-
domen aufgebrachten Blocks ermittelt [50], und der „Anzai Gurt“ (AZ-733V Anzai) (22), 
der die Ausdehnung des Abdomens erfasst [51]. Die gängigen Surrogatmessgrößen er-
möglichen eine Registrierung des Atemzyklus, der den kontinuierlichen Verlauf der 
Atembewegung beschreibt, und der Atemphase, die die Phase im Atemzyklus angibt und 
häufig diskret unterteilt wird in (a) Einatmen (I), (b) Ende Einatmen (EI), (c) Ausatmen (E), 
(d) Ende Ausatmen (EE), nicht jedoch des Atemmodus, der die Anteile von Bauch- und 
Brustatmung angibt. Eine Variation des Atemmodus kann signifikante Gewebebewegun-
gen nach sich ziehen [52] und dessen Vernachlässigung im Zuge des Gatings somit signi-
fikante nicht kontrollierbare Restbewegungen zur Folge haben. Erweiterte Surrogat-
messgrößen, die eine Registrierung sowohl des Atemzyklus und der Atemphase als auch 
des Atemmodus ermöglichen, können bspw. mit Hilfe von optischen- oder Beschleuni-
gungssensoren, die auf dem Abdomen des Patienten befestigt werden, bereitgestellt 
werden [53]. Darauf aufsetzende Einbeziehung des Atemmodus in das Gating verspricht 
eine robuste Registrierung und korrespondierend eine robuste Reduktion im Zuge des 
Gatings aller signifikanten Bewegungen des CTV. Ein Nachteil dieses Ansatzes ist das re-
sultierend höherdimensionale Gate (zusätzlich umfassend den Atemmodus), das zu einer 
weiteren Reduktion des Duty Cycles führen kann, bspw. wenn das Gate des Atemmodus 
intrafraktionell längerfristig verlassen wird. 
 
(21) Varian Medical Systems Inc., Palo Alto, USA 
(22) Anzai Medical Co., Ltd., Tokyo, Japan 
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1.2.4 Bewegungskompensation durch Tracking 
Ziel des Trackings ist, eine Kompensation beliebiger Bewegungen des CTV und somit 
unabhängig vom Bewegungsumfang des CTV stets ähnliche Größen des CTV und ITV bei 
gleichzeitig kontinuierlicher Bestrahlung, d.h. einem Duty Cycle von 100 %, zu erreichen. 
Dies erfordert eine Regelung der Radiotherapie, die die folgenden grundlegenden Schrit-
te umfasst: 
• Messung: Intrafraktionelle Verfolgung der Lokalisation des CTV. 
• Prädiktion: Vorhersage der zukünftigen Lokalisationen des CTV. 
• Kompensation: Eingriff auf die Therapie zur Kompensation der Lokalisationsände-
rungen des CTV. 
Die einzigen kommerziellen Systeme, die ein intrafraktionelles Tracking ermöglichen, 
sind das Cyberknife System(23) [54–56] und das Vero System(24) [57–59]. Weitere Syste-
me zum intrafraktionellen Tracking sind Gegenstand aktueller Forschung [51]. 
Die o.g. grundlegenden Schritte des Trackings werden in den folgenden Subsektionen 
näher beschrieben. 
Messung 
Die Messung (intrafraktionelle Verfolgung der Lokalisation des CTV) kann analog zum 
Gating entweder direkt, d.h. auf Basis von bildbasierter Erfassung des CTV oder Ortung 
von im CTV implantierten Markern, oder indirekt, d.h. surrogatbasiert, erfolgen [60]. Im 
Gegensatz zum Gating wird ausschließlich surrogatbasierte Messung im Rahmen des 
Trackings häufig als nicht ausreichend vertrauenswürdig angesehen [61]. Korrespondie-
rend nutzen sowohl das o.g. Cyberknife- als auch das o.g. Vero-System Verfahren der 
direkten Messung. Beim Cyberknife System erfolgt die Messung röntgenbasiert und wird 
optional durch implantierte röntgendichte Marker (fiducial markers) unterstützt. Surro-
gatmessgrößen werden dabei ergänzend eingesetzt, um zwischen den direkten Mess-
schritten zu interpolieren. Dies ermöglicht, den zeitlichen Abstand der direkten Mess-
schritte zu erhöhen und resultierend die durch die direkte Messung erzeugte Strahlen-
belastung für den Patienten zu senken [55].  
(23) Accuray Inc. Sunnyvale, USA 
(24) Brainlab AG, Feldkirchen, Deutschland & Mitsubishi Heavy Industries Ltd., Minato, Tokyo, Japan 
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Verfahren der Messung, die im Zuge des Trackings eingesetzt werden können und den 
Patienten nicht durch zusätzliche Strahlendosis und/oder implantierte Marker belasten, 
sind Gegenstand aktueller Forschung. In diesem Kontext wird bspw. der Einsatz direkter 
Bildgebung wie EPI, MRT und US untersucht [62–66]. 
Surrogatbasierte Messung bedeutet eine Abbildung der Surrogatmessgrößen im Fall des 
Gatings auf die binäre Entscheidung, ob oder ob nicht das assoziierte CTV Teil des er-
laubten Restbewegungsbereiches (ITV) ist, und im Fall des Trackings auf die Koordinaten 
des CTV. Somit ist die surrogatbasierte Messung im Rahmen des Gatings ein Klassifikati-
onsproblem und im Rahmen des Trackings ein Regressionsproblem. Die jeweils zugeord-
nete Abbildung wird im Folgenden als Klassifikations- bzw. Regressionsmodell bezeich-
net und i.A. basierend auf vor der Therapiefraktion vom Patienten abgeleiteten Bild- und 
Messdaten an die individuellen Merkmale des Patienten angepasst. Bei datengetriebe-
nen Klassifikations- bzw. Regressionsmodellen wird der funktionelle Zusammenhang 
zwischen Modellein- und -ausgang automatisiert aus Beispieldaten abgeleitet. Dieser 
Prozess wird als Training bezeichnet. Die Verwendung datengetriebener Regressionsmo-
delle (für Tracking) impliziert die folgenden Erschwernisse im Vergleich zu datengetrie-
benen Klassifikationsmodellen (für Gating): 
• Erhöhte Menge an erforderlichen Surrogatmessgrößen. 
• Erhöhte Menge an  erforderlichen Beispieldaten. 
• Duty Cycle < 100 %. 
Diese Erschwernisse werden im Folgenden näher beschrieben. 
Erhöhte Menge an erforderlichen Surrogatmessgrößen: Eine erhöhte Menge an Surro-
gatmessgrößen ist potentiell erforderlich, um beliebige Bewegungszustände ganzheitlich 
repräsentieren und korrespondierend unterscheiden zu können um somit deren Auswir-
kung auf die Lokalisation des CTV zu erfassen. 
Erhöhte  Menge an erforderlichen Beispieldaten: Eine erhöhte Menge an Beispieldaten 
ist potentiell erforderlich aufgrund der gegenüber dem Klassifikationsproblem um eins 
erhöhten Dimension des Regressionsproblems. Diese erhöhte Dimension führt i.A. zu 
einer erhöhten Anzahl von Bewegungszuständen, die in den Beispieldaten abgebildet 
sein müssen, um eine ausreichende Genauigkeit und Allgemeingültigkeit des Regressi-
onsmodells zu erreichen („Curse of Dimensionality“). Die Akquise dieser Beispieldaten 
kann unmöglich sein (bspw. aufgrund eingeschränkter Variationsmöglichkeit der im Pa-
tienten auftretenden Bewegungszustände und ungeeigneter Bildgebungsverfahren) [67] 
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oder mit erhöhtem Bildgebungsaufwand und resultierend möglicherweise erhöhter 
Strahlenbelastung des Patienten einhergehen. 
Reduzierter Duty Cycle: Ursache des reduzierten Duty Cycles ist die Unfähigkeit daten-
getriebener Regressionsmodelle zur Extrapolation. Diese hat zur Folge, dass mit Verlas-
sen des durch die Beispieldaten repräsentierten Raumes eine vertrauenswürdige Abbil-
dung der Surrogatmessgrößen auf die Lokalisation des CTV i.A. verloren geht, was eine 
Unterbrechung der Bestrahlung erfordert. 
Eine vollständig surrogatbasierte Messung im Zuge des Trackings stellt sowohl einen 
Verzicht auf durch die Messung verursachte Schädigung des Patienten (durch zusätzliche 
Strahlendosen und/oder implantierte Marker) als auch geringen assoziierten technologi-
schen Aufwand und somit hohen klinischen Nutzen bei gleichzeitig hoher Wirtschaftlich-
keit der Radiotherapie in Aussicht. Motiviert durch dieses Potential werden im Folgen-
den einige Ansätze vorgestellt, mit denen trotz der o.g. Erschwernisse surrogatbasierte 
Messung im Rahmen des Trackings ermöglicht und die assoziierten o.g. Vorteile somit 
erschlossen werden könnten. Diese Ansätze sind:  
• Verwendung datengetriebener Regressionsmodelle in Kombination mit: 
o Ganzheitlicher Minimalrepräsentation des Bewegungszustands des CTV. 
o Bildbasierter Verfolgung variabler Bewegungsmuster. 
o Individualisierter (Nicht-Echtzeit-)Simulation auf Basis physikalischer Modelle. 
• Verwendung von Hybrid-Modellen aus datengetriebenen und physikalischen Modell-
anteilen (Grey Box Modelle). 
Diese Ansätze werden nachfolgend näher erläutert. 
Ganzheitliche Minimalrepräsentation des Bewegungszustands des CTV: Wie bereits 
beschrieben, ist mit gängigen Surrogatmessgrößen respirationsbedingter Bewegungen 
des CTV der Atemmodus nicht registrier- bzw. beobachtbar, was eine Verfolgung mit 
einer Variation des Atemmodus assoziierter Bewegungen ausschließt. Eine ganzheitliche 
Repräsentation des Bewegungszustands des CTV ist im Falle respirationsbedingter Be-
wegungen ggf. auf Basis des in [52, 53] vorgeschlagenen Sensorsystems möglich, dessen 
Messgrößen in die Atemphase, den Atemzyklus und den Atemmodus überführt werden 
können. Letztgenannte Repräsentation umfasst trotz potentieller Ganzheitlichkeit (d.h. 
Abbildung beliebiger Bewegungszustände des CTV durch die Trajektorie der Surrogat-
messgrößen) nur zwei voneinander unabhängige kontinuierliche Größen (Atemzyklus 
und -modus), so dass darauf aufzusetzende Regressionsmodelle niedrigdimensional 
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bleiben und somit die Möglichkeit des Trainings eines Regressionsmodells auf Basis einer 
zwar erhöhten aber noch praktikablen Beispieldatenmenge besteht. 
Bildbasierte Verfolgung variabler Bewegungsmuster: Wie oben ausgeführt, muss ein 
Regressionsmodell, das für multiple Bewegungsmuster eine surrogatbasierte Lokalisati-
on des CTV ermöglichen soll, auf Basis von Beispieldaten, die multiple Bewegungsmuster 
abbilden, trainiert werden. Im Zuge der Beispieldatengenerierung müssen somit durch 
Experimente am Patienten multiple Bewegungsmuster erzeugt (bspw. durch Anweisung 
des Patienten, seine Bewegungsmuster willentlich zu variieren) und die assoziierten Be-
wegungen des CTV erfasst werden. Letztgenanntes erfordert 4D-Bildgebungsverfahren, 
die eine Verfolgung variabler Bewegungsmuster des CTV ermöglichen. Ein klassisches 
surrogatgetriggertes 4D-CT stellt diese Fähigkeit i.A. nicht zur Verfügung, da dabei meh-
rere Atemzyklen in einen mittleren Atemzyklus fusioniert werden, wodurch Informatio-
nen über Variationen von Zyklus zu Zyklus verloren gehen. Eine Erfassung solcher Varia-
tionen ist bspw. auf Basis zeitlich gefensterter PET [68, 69] denkbar. 
Individualisierte Nicht-Echtzeit-Simulation auf Basis physikalischer Modelle: Eine Al-
ternative zu den o.g. realen Experimenten am Patienten sind analoge simulative Experi-
mente auf Basis eines individualisierten physikalischen Patientenmodells. Letztgenann-
tes kann basierend auf vom Patienten abgeleiteten Bildgebungsdaten erstellt werden 
und bildet die für die Bewegungen relevanten physikalischen Effekte mathematisch ab 
[70]. Dadurch können beliebige Bewegungssituationen simulativ erzeugt und die model-
lierten physikalischen Effekte vollständig in den Simulationsergebnissen erfasst werden. 
Die Verwendung eines physikalischen Patientenmodells ermöglicht somit Generierung 
einer theoretisch unbegrenzten Menge und Vielfältigkeit von Beispieldaten aus simulati-
ven (d.h. bildgebungs- und schädigungsfreien) Experimenten. Insbesondere können 
bildbasiert vom Patienten abgeleitete Beispieldaten um simulativ erzeugte Beispieldaten 
ergänzt und somit der durch erstgenannte repräsentierte Raum erweitert werden. Dies 
stellt sowohl eine hohe Genauigkeit als auch Extrapolationsfähigkeit des aus den ergänz-
ten Beispieldaten abgeleiteten Regressionsmodells für dessen Echtzeit-Einsatz im intraf-
raktionellen Tracking in Aussicht. 
Hybrid-Modelle aus datengetriebenen und physikalischen Modellanteilen: Datenge-
triebene Modelle zeichnen sich i.A. durch eine hohe Genauigkeit aus. Desweiteren sind 
die mit der Modellevaluation in Verbindung stehenden rechentechnischen Kosten meist 
vernachlässigbar. Ein Nachteil datengetriebener Modelle ist deren bereits genanntes 
fehlendes Extrapolationsvermögen. Physikalische Modelle (z.B. [71]) weisen ein hohes 
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Extrapolationsvermögen auf, also die Fähigkeit, verlässliche Simulationsergebnisse für 
beliebige Bewegungsmuster zu generieren, unabhängig davon, ob diese Muster in vor-
liegenden Beispieldaten repräsentiert sind. Aufgrund der Vielfalt, Komplexität und Indi-
vidualität der für die Bewegungen im Patienten relevanten physikalischen Effekte, sowie 
der unsicheren Informationen über individuelle Geometrie und Gewebeeigenschaften, 
die auf entsprechende Unsicherheiten bei der klinischen Bildgebung zurückzuführen 
sind, ist die mit physikalischen Modellen erreichbare Genauigkeit jedoch begrenzt. Wei-
terhin muss die Genauigkeit physikalischer Modelle abgewogen werden gegen den Mo-
dellierungsaufwand und die zur Modellevaluation erforderlichen rechentechnischen 
Kosten. Eine hohe Genauigkeit physikalischer Modelle (sofern erreichbar) schließt somit 
deren Echtzeit-Einsatz i.A. aus. Insgesamt besitzen datengetriebene und physikalische 
Modelle somit gegensätzliche Stärken und Schwächen. Grey Box Modelle verbinden da-
tengetriebene und physikalische Modellkomponenten und stellen somit eine Kombinati-
on der Stärken und Kompensation der Schwächen dieser beiden Modellierungsformen in 
Aussicht. Um diese Kombination und Kompensation zu erreichen, können bspw. physika-
lische Modellkomponenten bildbasiert individualisiert und genutzt werden, um einen 
approximativen Zusammenhang zwischen dem Verlauf der Surrogatmessgrößen und der 
Bewegung des CTV herzustellen. Durch datengetriebene Modellkomponenten können 
zum einen die Parameter dieses physikalischen Modells und zum anderen die damit be-
rechnete Lokalisation des CTV dynamisch korrigiert werden. Letztgenanntes ermöglicht, 
diejenigen Effekte abzubilden, die der physikalischen Modellierung aufgrund begrenzter 
Kenntnis der assoziierten physikalischen Zusammenhänge bzw. begrenzter rechentech-
nischer Ressourcen nicht zugänglich sind. Der Einfluss der datengetriebenen Modell-
komponenten sollte dabei dynamisch mit der Vertrauenswürdigkeit und Plausibilität der 
generierten Korrekturgrößen zu- bzw. abnehmen. Eine ganzheitliche Repräsentation des 
für die datengetriebene Modellierung verwandten Atemzustands bei gleichzeitig niedri-
ger Dimension des Atemzustands kann durch synchrone Erfassung einer hohen Anzahl 
an Surrogatmessgrößen, anschließende Merkmalsextraktion und -reduktion erreicht 
werden. Für letztgenannte stehen verschiedene etablierte Verfahren zur Verfügung, 
bspw. lineare Transformationsverfahren, wie Fourier- und Wavelettransformation sowie 
die Hauptkomponententransformation (PCA) [72]. Kern-basierte Methoden können zur 
nichtlinearen Erweiterung linearer Verfahren eingesetzt werden [73]. 
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Prädiktion 
Die für das Tracking aufgebaute Kette aus Messung und anschließender Kompensation 
weist i.A. Totzeit und Trägheit auf. Totzeit resultiert vorranging aus dem Zeitbedarf zur 
Bildgebung (falls existent), Datenerfassung, -weiterleitung  und -verarbeitung sowie der 
zeitdiskreten Funktion der an der Messung und Kompensation beteiligten Komponen-
ten. Die aus dem Zeitbedarf und der zeitdiskreten Funktion der Messung resultierende 
Totzeit ist in Bild 1.4 veranschaulicht. Mit Trägheit wird das verzögerte Übertragungs-
verhalten der für die Kompensation verwandten Stelleinrichtung beschrieben. Die Träg-
heit äußert sich dadurch, dass eine neue Sollposition erst nach einer Zeitspanne, die vom 
Anfangszustand der Stelleinrichtung abhängig ist, erreicht wird. Findet die Kompensation 
ausschließlich auf Basis von bekannten und somit veralteten Messwerten der Lokalisati-
on des CTV statt, würden die o.g. Totzeit und Trägheit dazu führen, dass Lokalisations-
änderungen des CTV und deren Kompensation zeitlich versetzt stattfinden mit der Kon-
sequenz unkompensierter Restbewegungen. Die mittlere Dauer dieses Zeitversatzes 
wird als Latenzzeit bezeichnet [74]. Ziel der Prädiktion ist, aus den bekannten Lokalisati-
onen des CTV dessen zu erwartende darauffolgende Lokalisationen abzuleiten, so dass 
darauf aufsetzend der o.g. Zeitversatz und resultierend auftretende unkompensierte 
Restbewegungen eliminiert werden können. 
Ein Überblick über existierende Prädiktionsverfahren wird in Sektion 3.1 gegeben. 
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BILD 1.4: MESSVERARBEITUNGSZEIT VT , MESSABTASTZEIT ST  UND DEREN EINFLUSS AUF DAS ALTER 
[ ]T V V ST T , T T∈ + DER FÜR DIE KOMPENSATION VERWANDTEN MESSDATEN [BASIEREND AUF 74]. 
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Kompensation 
Ziel der Kompensation ist, die Wirkung der Bewegung des CTV auf die Dosisapplikation 
zu eliminieren und korrespondierend annähernd identische Größen des CTV und ITV zu 
erreichen. Dies erfordert einen kontinuierlichen Eingriff in die Therapie mit dem pri-
mären Ziel, das Isozentrum des Bestrahlungsgeräts (das ist der Schnittpunkt der Mittel-
achsen von Therapiestrahlen unterschiedlicher Einstrahlwinkel) zu jedem Zeitpunkt in 
Überdeckung mit dem Zentrum des sich bewegenden CTV zu halten. Als sekundäres Ziel 
ist darüber hinaus eine Echtzeit-Anpassung des Therapieplans an die in Relation zum 
(bewegten) Zentrum des CTV auftretenden Variationen der Gewebekonfiguration, die 
bspw. als Folge unterschiedlicher Füllvolumina der Lunge auftreten, erstrebenswert [32]. 
Das Sekundärziel umfasst bspw. o.g. Echtzeitanpassung des Therapieplans an die variie-
renden Lokalisationen der OR’s in Relation zum CTV, eine Echtzeit-Kompensation der 
variierenden Schwächung des Therapiestrahls vor dessen Eintritt in das CTV sowie die 
Sicherstellung einer homogenen Dosisverteilung über den Zellen des CTV trotz deren 
deformationsbedingten Relativbewegungen. Letztgenanntes Teilziel erfordert die In-
tegration von deformierbarer Bildregistrierung (DIR) in den 4D-Radiotherapieprozess. 
Zur Erreichung des Primärziels stehen die folgenden grundsätzlichen Ansätze zur Verfü-
gung: 
• Mitführung des Bestrahlungsgeräts. 
• Mitführung des Therapiestrahls. 
• Gegenführung der Patientenliege. 
Diese Ansätze werden im Folgenden näher erläutert. 
Mitführung des Bestrahlungsgeräts: Bei diesem Ansatz werden das Bestrahlungsgerät 
(und korrespondierend das daran verankerte Isozentrum) robotergestützt geführt mit 
dem Ziel, der Bewegung des CTV zu folgen. Beide existierenden Radiotherapiesysteme, 
die Tracking einsetzen, verwenden diesen Ansatz. Beim Cyberknife-System(25) [54–56] 
wird ein Knickarmroboter(26) zur freien translatorischen und rotatorischen Führung des 
Bestrahlungsgeräts verwandt. Beim Vero System(27) [57, 58] erfolgt die Führung des Be-
strahlungsgeräts durch eine Spezialrobotik. Ein neuartiges Robotikkonzept, das sich zur 
Führung von Großbestrahlungsgeräten eignet, wurde in [75] vorgestellt. Nachteil des 
(25) Accuray Inc., Sunnyvale, USA 
(26) KUKA AG, Augsburg, Deutschland 
(27) Brainlab AG, Feldkirchen, Deutschland & Mitsubishi Heavy Industries Ltd., Minato, Tokyo, Japan 
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Ansatzes der Mitführung des Bestrahlungsgeräts ist der mit der Größe des Geräts stei-
gende Aktuierungs- und somit technologische Aufwand. Resultierend ist dieser Ansatz 
für eine Bestrahlung mit Großgeräten möglicherweise unwirtschaftlich und/oder unprak-
tikabel. 
Mitführung des Therapiestrahls: Bei diesem Ansatz werden der Therapiestrahl und kor-
respondierend das Isozentrum eines feststehenden Bestrahlungsgeräts mittels einer 
geräteinternen Stelleinrichtung geführt, analog zum obigen Ansatz mit dem Ziel, der 
Bewegung des CTV zu folgen. Als Stelleinrichtung dient verbreitet der Multi-Leaf Kolami-
nator (MLC), mit dessen Hilfe die Lokalisation des Therapiestrahls senkrecht zur Strahl-
richtung, d.h. in zwei translatorischen Freiheitsgraden, verschoben werden kann. Syste-
me zur Mitführung des Therapiestrahls auf Basis des MLC sind Gegenstand aktueller For-
schung [76–82]. Ein Vorteil solcher Systeme ist der im Vergleich zur Führung des Be-
strahlungsgeräts reduzierte Aktuierungsaufwand. Nachteile solcher Systeme sind die 
begrenzten Freiheitsgrade, der begrenzte Arbeitsbereich sowie die richtungsabhängige 
Dynamik und Genauigkeit der Strahlführung. Letztgenannte resultieren aus der gerichte-
ten Anordnung der Leafs: Parallel zu den Leafs ist eine schnelle, kontinuierliche und prä-
zise Verschiebung des Therapiestrahls möglich. Senkrecht zu den Leafs kann der Thera-
piestrahl nur schrittweise (die Schrittweite ist durch die Leafdicke definiert) und mit Hilfe 
eines komplexen Aktuierungsschemas [83] verschoben werden [84]. 
Gegenführung der Patientenliege: Bei diesem Ansatz werden die Patientenliege und 
korrespondierend der darauf aufliegende Patient und dessen CTV geführt mit dem Ziel, 
das Zentrum des CTV stets ortsfest bzgl. des Bestrahlungsgeräts zu halten. Dies impliziert 
die virtuelle Stilllegung der inertialen Bewegung des CTV, indem jede Änderung der Lo-
kalisation des CTV durch eine entsprechende synchrone Änderung der Lokalisation des 
gesamten Patienten in entgegengesetzter Richtung kompensiert wird. Dies ermöglicht 
eine inertiale Führung des CTV in allen translatorischen und rotatorischen Freiheitsgra-
den und korrespondierend weitreichende Eingriffsmöglichkeiten in die Therapie (auch 
hinsichtlich des o.g. Sekundärziels einer Echtzeit-Anpassung des Therapieplans) sowie 
eine Entkoppelung der Bewegungskompensation von der Bestrahlung und resultierend 
flexible Kombination der geführten Patientenliege mit verschiedener Standard- und 
Großgerätetechnik zur Behandlung statischer und dynamischer [85] Zielvolumen. Anders 
als die Mitführung des Bestrahlungsgeräts bzw. des Therapiestrahls erzeugt die Gegen-
führung der Patientenliege eine Rückwirkung auf den Patienten in Form variabler Be-
schleunigungen, die auf den Patienten aufgebracht werden. Erste Untersuchungen wei-
sen darauf hin, dass resultierende Beeinflussungen der Lokalisation und des Bewegungs-
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verhaltens des CTV sowie des Komfortempfindens des Patienten gering sind [86, 87] 
Systeme zur Gegenführung der Patientenliege im Kontext des intrafraktionellen Tra-
ckings sind Gegenstand aktueller Forschung [88]. Aktuelle Arbeiten in diesem Kontext 
basieren häufig auf Systemen, die auf kommerziell erhältliche bewegliche Patientenlie-
gen aufsetzen (bspw. Precise Table(28) oder HexaPOD(29)). Diese Patientenliegen wurden 
häufig nicht speziell für einen Einsatz im intrafraktionellen Tracking ausgelegt, so dass sie 
nur eng begrenzte Geschwindigkeiten und Beschleunigungen generieren können, oder 
werden als kompakte Aufsatz- oder Austauschmodule für Standard-Patientenliegen ein-
gesetzt, die somit nur einen relativ eng begrenzten Arbeitsraum bereitstellen [62, 63, 
89–96]. Die Begrenzungen der generierbaren Geschwindigkeiten, Beschleunigungen 
und/oder des Arbeitsraums der o.g. Systeme können zu einem eingeschränkten Nutzen 
dieser Systeme im Kontext des intrafraktionellen Trackings und der Radiotherapie im 
Allgemeinen führen, bspw. in Form einer nur unvollständigen Kompensationsmöglichkeit 
hochdynamischer (d.h. schneller und großamplitudiger) Bewegungen des CTV [88]. Al-
ternative Systeme zur Patientenpositionierung für die Radio- bzw. die damit verwandte 
Partikeltherapie, die basierend auf seriellkinematischen Knickarmrobotern ausreichende 
Geschwindigkeiten, Beschleunigungen und Arbeitsraum bereitstellen, existieren [97–99], 
wurden jedoch bisher nicht zur Gegenführung respirationsbedingter Bewegungen einge-
setzt. 
1.3 Eigenschaften respirationsbedingter Bewegungen 
Respirationsbedingte Bewegungen der Gewebestrukturen des Patienten werden primär 
durch Bauch- und Brustatmung generiert. Erstgenannte geht einher mit einer Verschie-
bung des Zwerchfells, letztgenannte mit einer Hebung und Senkung des Brustkorbs, an-
getrieben durch die Zwischenrippenmuskulatur und ggf. Muskeln im Schulter- und Na-
ckenbereich [100]. Bauch- und Brustatmung haben signifikanten Einfluss auf die physio-
logischen Bewegungen u.a. der Lunge, Speiseröhre, Bauchspeicheldrüse, Leber, Prostata 
und Brust [95]. Respirationsbedingte Bewegungen weisen einen quasiperiodischen Cha-
rakter und einen Bewegungsumfang in den meisten Fällen zwischen 0.5 und 2.5 cm, in 
Ausnahmefällen bis zu 5 cm auf [101]. Die zugehörige Bewegungsfrequenz liegt in den 
meisten Fällen zwischen 0.15 und 0.3 Hz [100] und erreicht in Ausnahmefällen bis zu 
(28) Elekta, Stockholm, Schweden 
(29) Elekta, Stockholm, Schweden 
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0.52 Hz [63]. Zugehörige Bewegungspfade können eine Hysterese aufweisen, d.h. unter-
schiedlich sein für Ein- und Ausatmung, und sind abhängig von der Lokalisation des Tu-
mors innerhalb des Patienten. Beispielhafte Bewegungspfade von Gewebestrukturen 
aus dem Lungenbereich sind in Bild 1.6 veranschaulicht [102]. 
Respirationsbedingte Bewegungen sind i.A. irregulär, was sich in teils abrupten Variatio-
nen der Bewegungstrajektorie äußert. Beispiele typischer resultierender Verläufe einer 
einzelnen Koordinate aufgezeichneter respirationsbedingter Bewegungen sind in 
Bild 1.5 veranschaulicht. Solche Aufzeichnungen können aufgrund komplexer Ablei-
tungstechnik signifikante Anteile von Mess- und ggf. Modellrauschen aufweisen. 
 
 
BILD 1.5: TYPISCHE BEWEGUNGSMUSTER VON LUNGENTUMOREN. (A) NORMALE ATMUNG, (B) VARIATIONEN 
DER ATEMFREQUENZ, (C) VARIATIONEN DER NULLLINIE, (D) VARIATIONEN DER AMPLITUDE, (E) ÜBERLAGERUNG 
VON HERZ-KREISLAUF-BEWEGUNGEN, (F) KOMBINATION UNTERSCHIEDLICHER VARIATIONEN [103]. 
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BILD 1.6: TYPISCHE BEWEGUNGSPFADE VON LUNGENTUMOREN [102]. 
1.4 Ziel der Arbeit 
Ziel dieser Arbeit ist, einen Beitrag zur Verbesserung der (4D-) Radiotherapie von Zielvo-
lumen, die respirationsbedingte Bewegungen aufweisen, zu leisten. Dieses Ziel soll durch 
die folgenden Entwicklungen erreicht werden: 
1. Robotisches (4D-) Phantom: Entwicklung eines 4D-Phantoms zur Validierung ei-
nes 4D-Radiotherapieprozesses. 
2. Robotische Bewegungskompensation: Entwicklung und Validierung eines Kon-
zepts zur Kompensation respirationsbedingter Tumorbewegungen durch Gegen-
führung einer Patientenliege mit Hilfe eines seriellkinematischen Knickarmrobo-
ters. 
Diese Entwicklungen werden im Folgenden näher erläutert. 
Robotisches (4D-) Phantom: Phantome ermöglichen eine dosimetrische Qualitätssiche-
rung, d.h. Bestimmung der durch einen Radiotherapieprozess und patientenindividuel-
len Bestrahlungsplan generierten dosimetrischen Resultate und falls erforderlich darauf 
aufsetzende Anpassung der Radiotherapieprozessparameter. Diese Vorgehensweise im 
Sinne eines geschlossenen Regelkreises macht einen Radiotherapieprozess kontrollier- 
und somit Sicherheit für den Patienten garantierbar (siehe Sektion 1.1). Korrespondie-
rend ist diese Vorgehensweise Standard in der aktuellen klinischen Praxis. Der bevorste-
hende Generationswechsel in der Radiotherapie hin zu 4D-Technologien impliziert eine 
sprunghafte Erhöhung der technologischen und häufig auch prozeduralen Komplexität 
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des Radiotherapieprozesses und resultierend vermehrte Fehlerquellen desselben, deren 
Einflüsse sich im dosimetrischen Prozessergebnis kumulieren. Gleichzeitig erfordern 4D-
Radiotherapieprozesse eine erhöhte Volumen- und Zeitkonformität der Dosisapplikati-
on. Somit gehen 4D-Radiotherapieprozesse sowohl mit erhöhten Anforderungen an die 
dosimetrische Genauigkeit als auch mit erhöhter dosimetrischer Unsicherheit einher. 
Beides unterstreicht die Notwendigkeit einer dosimetrischen Qualitätssicherung von 4D-
Radiotherapieprozessen auf Basis von Phantomen analog zum o.g. Standardvorgehen. 
Phantome, die eine solche Qualitätssicherung realistisch ermöglichen, müssen neben 
Mensch-äquivalenten geometrischen und physikalischen Eigenschaften sowie geeigneter 
Dosismesstechnik zusätzlich humanoide Bewegungen aufweisen. Solche Phantome wer-
den in dieser Arbeit als 4D-Phantome bezeichnet, benötigen i.A. robotische Komponen-
ten zur Bewegungsgenerierung und gehen korrespondierend mit einer signifikant erhöh-
ten technologischen Komplexität im Vergleich zu statischen (3D-) Phantomen einher. Im 
Gegensatz zu letztgenannten weisen die aktuell existierenden 4D-Phantome Limitierun-
gen auf (siehe Sektion 2.1), die einen Einsatz in der klinischen Praxis kompromittieren 
oder unmöglich machen. Diese Untauglichkeit der existierenden 4D-Phantome könnte 
eine zuverlässige Qualitätssicherung von 4D-Radiotherapieprozessen kompromittieren 
und resultierend die erwartete klinische Verbreitung der 4D-Radiotherapie  bremsen. In 
dieser Arbeit wird ein neuartiges 4D-Phantom vorgestellt, das mit dem Ziel entwickelt 
wurde, die Lücke zwischen den aktuell existierenden Lösungen und dem klinischen Be-
darf an 4D-Phantomen zu schließen. Korrespondierend ermöglicht das entwickelte 4D-
Phantom eine effiziente, flexible und realistische dosimetrische Qualitätssicherung von 
4D-Radiotherapieprozessen in Teilen sowie in ihrer Gesamtheit (beinhaltend 4D-
Bildgebung und 4D-Bestrahlung) und resultierend einen breiten potentiellen Einsatz so-
wohl in der Entwicklung von Technologien der 4D-Radiotherapie als auch in der kontinu-
ierlichen Qualitätssicherung der assoziierten klinischen Routine. Das entwickelte 4D-
Phantom wird in Kapitel 2 dieser Arbeit vorgestellt. 
Robotische Bewegungskompensation: Mit Hilfe eines seriellkinematischen Knickarmro-
boters können eine Patientenliege und der darauf fixierte Patient in sechs Freiheitsgra-
den, in einem großen Arbeitsraum sowie mit hohen Geschwindigkeiten und Beschleuni-
gungen geführt werden. Dies ermöglicht neben den prinzipiellen Vorteilen einer Bewe-
gungskompensation durch Gegenführung des Patienten, die in Subsektion 1.2.4 darge-
stellt wurden, zusätzliche Vorteile für die 3D- und 4D-Radiotherapie, die durch die alter-
nativen und aktuell gängigen Kompaktrobotiken zur Patientenpositionierung (bspw. dem 
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HexaPOD(30), siehe Subsektion 1.2.4) nicht oder nur schwer bereitgestellt werden kön-
nen. Die wichtigsten dieser Vorteile sind: 
• Automatisierte und fehlerfreie Variation der Behandlungspose: Der Patient und des-
sen Liege können unter Beibehaltung von deren Fixierung und somit stetiger Kennt-
nis von deren initialer Pose automatisiert, schnell und genau unterschiedlichen Be-
handlungsposen zugeführt werden, bspw. mit dem Ziel, unterschiedliche örtlich se-
parierte Therapiegeräte (z.B. Bildgebung und Bestrahlung) am Patienten zu applizie-
ren oder ergonomische Interaktion zwischen Patient und klinischem Personal zu er-
leichtern. Ein Wechsel der Behandlungspose ist somit ohne Umlagerung und Fixie-
rung des Patienten auf einer neuen Liege realisierbar. Mit diesen Schritten verbun-
dener Zeitaufwand und Positionierungsfehler können resultierend eliminiert werden. 
Der große Arbeitsraum des Knickarmroboters ermöglicht hohe Distanzen zwischen 
den Behandlungsposen, denen der Verbund aus Patient und Liege zugeführt werden 
kann. Diese Distanzen können vervielfacht werden, indem der Roboterarm auf einer 
Linearachse geführt oder ein System zum automatisierten Liegenwechsel appliziert 
wird. Beide Ansätze entsprechen gängiger und ausgereifter Industrierobotiktechno-
logie. Letztgenannter Ansatz stellt einen Austausch des Verbunds aus Patient und 
Liege zwischen verschiedenen Robotern bzw. einem Roboter und einem Liegen-
transportsystem in Aussicht und somit eine Verteilung der Behandlungsposen, denen 
dieser Verbund positionsgenau und zeiteffizient zugeführt werden kann, auf mehre-
re Behandlungsräume und/oder die Arbeitsbereiche mehrerer Roboter. Dies schließt 
die Möglichkeit einer örtlichen Entkoppelung und somit Parallelisierung von Bestrah-
lung und Patientenvor- bzw. -nachbereitung ein. Letztgenannter Ansatz stellt eine 
signifikante Vergrößerung der Auslastung von Radiotherapiegeräten und resultie-
rend verbesserte Wirtschaftlichkeit der Radiotherapie in Aussicht. 
• Erweiterte Freiheitsgrade der Therapie: Durch den großen Bewegungsraum des 
Knickarmroboters und korrespondierend der Patientenliege werden neue und erwei-
terte Ausrichtungen und Bewegungen des Patienten relativ zum Therapiegerät und 
-strahl ermöglicht, die sich therapeutisch nutzen lassen, bspw. um Risikostrukturen 
besser von der Bestrahlung auszusparen, die Dosisverteilung im Zielvolumen zu op-
timieren und erweiterte Bestrahlungsmodi (z.B. Ganzkörperbestrahlungen) zu appli-
zieren. 
(30) Elekta, Stockholm, Schweden 
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• Vollständige Kompensation physiologischer Bewegungen: Auch hochdynamische 
Bewegungsanteile können durch einen Knickarmroboter mit hoher Genauigkeit ge-
gengeführt und somit kompensiert werden. 
Nachteil der Verwendung eines seriellkinematischen Knickarmroboters ist dessen hoher 
Platzbedarf, der durch eine auf die Anwendung der Patientenpositionierung zugeschnit-
tene mechanische Spezialgestaltung des Knickarmroboters reduziert werden könnte. In 
dieser Arbeit wird eine prädiktive Regelungsstrategie für die Kompensation respirations-
bedingter Bewegungen des CTV durch Gegenführung der Patientenliege mit Hilfe eines 
Knickarmroboters ausgearbeitet. Diese Kompensation soll unabhängig von den mögli-
chen Verfahren zur intrafraktionellen Erfassung der Lokalisation des CTV und somit mit 
multiplen Varianten solcher Verfahren kombinierbar sein. Die entwickelte prädiktive 
Regelungsstrategie impliziert zwei methodische Schwerpunkte: Die Prädiktion, d.h. die 
Abbildung der vergangenen auf die zukünftige respirationsbedingte Bewegungstrajekto-
rie des CTV, und die Regelung, d.h. die Ansteuerung des Roboters unter Verwendung der 
prädizierten Trajektorie des CTV, so dass das CTV im inertialen Raum stillgelegt wird. Die 
entwickelten Verfahren werden für ein entsprechend des beschriebenen Systemkon-
zepts konzipiertes Ersatzsystem ausgelegt und evaluiert. Dieses Ersatzsystem ist in 
Bild 1.7 veranschaulicht. Es beinhaltet: 
• Einen KR16 Industrieroboter(31) als Ersatz für den Knickarmroboter, der die Patien-
tenliege führt. 
• Die Bewegungsplattform des in Kapitel 2 vorgestellten 4D-Phantoms als Ersatz für 
den Patienten. 
• Einen durch die Bewegungsplattform in respiratorische Bewegung versetzten infra-
rot reflektierenden Marker als Ersatz für das innerhalb des Patienten bewegte CTV. 
• Eine kausale Bekanntmachung der Relativposition des Targets bzgl. des 4D-Phantoms 
durch die Steuerung des 4D-Phantoms als Ersatz für die korrespondierende Erfas-
sung der Lokalisation des CTV innerhalb des Patienten. 
In Kapitel 3 dieser Arbeit wird ein Verfahren zur Prädiktion respirationsbedingter Bewe-
gungen hergeleitet. Die Herleitung eines Regelungsverfahrens zur Kompensation respira-
tionsbedingter Bewegungen mit Hilfe des KR16 erfolgt in Kapitel 4. Diese Herleitung ist 
unabhängig von den Ergebnissen aus Kapitel 3. Eine Zusammenführung von Prädiktion 
und Regelung erfolgt in Kapitel 5. Die dabei durch das optische Trackingsystem erfasste 
(31) KUKA AG, Augsburg, Deutschland 
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BILD 1.7: KONZEPT ZUR KOMPENSATION RESPIRATIONSBEDINGTER BEWEGUNGEN DES CTV WÄHREND DER RADI-
OTHERAPIE, ASSOZIIERTES ERSATZ- UND VALIDIERUNGSSYSTEM. SCHWARZ: KOMPONENTEN DES ERSATZSYSTEMS. 
GRÜN: REPRÄSENTIERTE KOMPONENTEN. 
Restbewegung des Targets reflektiert die Kumulation aus dynamischem Positionierungs-
fehler des 4D-Phantoms, Prädiktionsfehler und Regelfehler. Eine Zusammenfassung der 
Arbeit und Vorstellung möglicher Anschlussdissertationen erfolgen in Kapitel 6. 
1.5 Innovationen 
Diese Arbeit beinhaltet die folgenden Erweiterungen des aktuellen Stands der Technik 
(in den in Sektion 1.4 vorgestellten und angrenzenden Themengebieten): 
• Neuartige Konzeptionierung und Technologie eines 4D-Phantoms, die eine Verbin-
dung hoher Realitätsnähe, hohen Funktionsumfangs und effizienter praktischer Ein-
setzbarkeit des 4D-Phantoms ermöglichen. Siehe dazu Sektion 2.2. 
• Neuartiger Aufbau eines bewegten Körpers innerhalb eines 4D-Phantoms zur hoch-
aufgelösten Quantifizierung der applizierten Strahlendosis in Replikaten sowohl des 
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Tumors als auch des daran angrenzenden gesunden Gewebes.(32) Siehe dazu Subsek-
tion 2.2.2. 
• Neuartige Strukturvarianten eines parallelkinematischen Roboters, die sich zur Ein-
tragung komplexer Bewegungen in abgeschlossene mechatronikfreie Gebiete eignen 
und durch geringe mechanische Komplexität sowie hohe Kompaktheit und Robust-
heit auszeichnen. Siehe dazu Subsektion 2.2.3, Sektion 2.3 und Subsektionen 2.5.1, 
2.5.2 und 2.5.3. 
• Erstmalige fusionierte, multikriterielle und die Anforderungen der Radiotherapiean-
wendung umfassend abbildende Bewertung der Eignung multipler Verfahren zur 
Prädiktion respirationsbedingter Bewegungen. Siehe dazu Kapitel 3. 
• Erstmaliger Einsatz eines adaptiven Interval Typ2 Neuro Fuzzy Inferenz Systems mit 
Mamdani Implikation zur Prädiktion respirationsbedingter Bewegungen. Siehe dazu 
Sektionen 3.2, 3.5 und 3.6. 
• Erstmalige versuchsbasierte, quantitative und vergleichende Evaluation der in der 
Radiotherapieanwendung erreichbaren Performanz von vier möglichen Regelungs-
verfahren zur Gegenführung respirationsbedingter Bewegungen mit Hilfe eines 
Knickarmroboters. Siehe dazu Kapitel 4. 
In dieser Arbeit realisierte bzw. vorgeschlagene Erweiterungen etablierter Lösungsansät-
ze beinhalten: 
• Ansatz zum surrogatbasierten Tracking des CTV, basierend auf einer ganzheitlichen 
Minimalrepräsentation des Atemzustands, die durch redundante Surrogatmessgrö-
ßen, Merkmalsextraktion und -reduktion erzeugt wird, sowie optional einem Grey-
Box Modell. Siehe dazu Subsektion 1.2.4. 
• Kinetische Modellierung eines Roboters mit Hilfe approximierter Differentiation in 
Maschinengenauigkeit auf Basis der Complex-Step Methode. Siehe dazu Subsektion 
2.5.6. 
• Verbesserte Formulierung der Zwangsbindung der relativen Verdrehung zwischen 
zwei Körpern für ein Mehrkörpersimulationsprogramm auf Körperkoordinatenbasis. 
Siehe dazu Subsektion 2.5.6. 
• Applikation einer Extremwert suchenden Regelung zur Realisierung und adaptiven 
Einstellung einer universell einsetzbaren prädiktiven Roboterregelung für die Kom-
pensation von respirationsgetriebenen Bewegungen. Siehe dazu Sektion 4.6. 
(32)  Die konzeptionellen Vorüberlegungen zu dieser Innovation stammen von Prof. Michael J. Eble, dem 
 Leiter die Klinik für Radioonkologie und Strahlentherapie der Uniklinik RWTH Aachen. 
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Desweiteren wurde ein alternatives Verfahren zur Quantifizierung der Charakteristiken 
und Variabilität einer respirationsbedingten Trajektorie, das auf der gleitenden Anpas-
sung einer durch Bernsteinpolynome definierten Basiswelle basiert, eingesetzt (siehe 
dazu Subsektion 4.5.2). 
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2 Robotisches Phantom zur Validierung der Bildgebung und 
Radiotherapie bewegter Gewebestrukturen 
2.1 Einführung 
In dieser Sektion werden zunächst die Anforderungen an ein ideales 4D-Phantom be-
schrieben. Anschließend erfolgen ein Überblick über existierende 4D-Phantome und 
schließlich eine Vorstellung der Ziele der in diesem Kapitel beschriebenen Arbeit. 
Anforderungsanalyse 
4D-Phantome des menschlichen Thorax werden sowohl für die Erforschung, Entwicklung 
und klinische Validierung von neuen Technologien der 4D-Radiotherapie als auch für die 
Qualitätssicherung dieser Technologien in der klinischen Praxis benötigt.  
In der Qualitätssicherung der klinischen Praxis werden 4D-Phantome genutzt für die Ve-
rifikation, Analyse und darauf aufsetzende Korrektur 
• der Genauigkeit, Sicherheit und Robustheit des in einer Therapieeinrichtung imple-
mentierten 4D-Radiotherapieprozesses; 
• jedes invers generierten Therapieplans vor dessen Applikation am Patienten (siehe 
Sektion 1.1). 
Erstgenanntes umfasst alle am 4D-Radiotherapieprozess beteiligten Geräte und Einzel-
schritte sowie deren Zusammenspiel. Eine gesamtprozessorientierte Qualitätssicherung, 
die das Zusammenspiel der o.g. Einzelschritte und die individuellen und kumulierten 
Wirkungen dieser Einzelschritte und deren Unsicherheiten auf das dosimetrische Ge-
samtergebnis mit Hilfe Mensch-äquivalenter Phantome unter realistischen Bedingungen 
verifiziert, analysiert und korrigiert, ist aktuell noch nicht in ausreichendem Maße in der 
klinischen Praxis verankert [104, 105] und somit erwarteter Gegenstand zukünftiger 
Weiterentwicklungen. 
Für zweitgenanntes werden in der deutschen Industrienorm (DIN) 6875-3 realistische 
Bedingungen empfohlen [106]. 
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Aus dem Anspruch, die o.g. Anwendungen realistisch und zukunftsfähig zu ermöglichen, 
ergeben sich die folgenden Hauptmerkmale, durch die sich ein 4D-Phantom auszeichnen 
sollte: 
• Mensch-äquivalenter Aufbau. 
• Mensch-äquivalente Bewegungen. 
• Ausreichende Messfähigkeiten. 
• Universelle Einsetzbarkeit. 
• Effizienter Gebrauch. 
Die idealen Ausprägungen dieser Merkmale werden im Folgenden  konkretisiert. 
Mensch-äquivalenter Aufbau: Das 4D-Phantom sollte diejenigen geometrischen und 
physikalischen Eigenschaften eines potentiellen Patienten replizieren, die für das dosi-
metrische Ergebnis eines 4D-Radiotherapieprozesses oder die klinische Planung, Durch-
führung und Bewertung dieses Prozesses wesentlich sind. Dies ist Voraussetzung für eine 
Applizierbarkeit und Mensch-ähnliches Verhalten des 4D-Phantoms im 4D-
Radiotherapieprozess, somit Realitätsnähe und resultierend klinische Tragfähigkeit und 
Akzeptanz der mit dem 4D-Phantom erzielten Versuchsergebnisse. Ein Mensch-
äquivalenter Aufbau beinhaltet: 
• Gewebeäquivalente Materialien. Das Gewebe eines Patienten und die Replikate die-
ser Gewebe des 4D-Phantoms sollten äquivalente Wechselwirkungen mit dem The-
rapiestrahl generieren. Wesentliche Voraussetzung  dafür  sind ähnliche Elektronen-
dichten der Originalgewebe und  deren Replikate. Mechatronische Bauteile zur Be-
wegungserzeugung (Motoren, Leistungselektronik, Getriebetechnik, etc.) sind i.d.R. 
nicht gewebeäquivalent und bewirken Artefakte in Bildgebung und Bestrahlung, 
weshalb sie von den bewegten Gewebereplikaten des 4D-Phantoms räumlich ge-
trennt werden müssen. 
• Antropomorphe Strukturen. Die wesentlichen Strukturen des pathologischen 
menschlichen Thorax  sollten im 4D-Phantom (gewebeäquivalent) abgebildet wer-
den. Die wichtigsten dieser Strukturen sind: 
o Rumpf. Dieser sollte eine realistische Eindringtiefe des Therapiestrahls in den 
Körper des 4D-Phantoms ermöglichen. 
o Heterogene Strukturen (z.B. Knochen, Lunge): Diese  erzeugen heterogene  
Wechselwirkungen mit dem Therapiestrahl, die die Dosisapplikation beeinflus-
sen. 
o Maligne Strukturen. Diese sollten eine möglichst hohe Strahlendosis erhalten. 
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o Gesunde Strukturen mit normaler Dosistoleranz und angrenzend an das CTV. Die-
se sollten trotz ihrer Nähe zum CTV eine möglichst niedrige Strahlendosis erhal-
ten. 
o Gesunde Strukturen mit geringer Dosistoleranz (Risikostrukturen). Diese sollten 
von der Bestrahlung möglichst ausgespart werden. 
• Multiple Test- und Normgeometrien. Dies ermöglicht eine Verifikation, Analyse und 
Korrektur des prinzipiellen 4D-Radiotherapieprozesses. 
• Patientenindividuelle Geometrien. Dies impliziert eine Anpassung der strukturellen 
Gestaltung des Phantoms an die individuellen Merkmale des Patienten, bspw. durch 
schnellen Modellbau (Rapid Prototyping) patientenindividueller Strukturen, und er-
möglicht eine Verifikation des patientenindividuellen 4D-Radiotherapieprozesses. 
Mensch-äquivalente Bewegungen: Das 4D-Phantom sollte diejenigen Bewegungsmuster 
eines potentiellen Patienten replizieren, die für das dosimetrische Ergebnis eines 4D-
Radiotherapieprozesses oder die klinische Planung, Durchführung und Bewertung dieses 
Prozesses wesentlich sind. Analog zu einem Mensch-äquivalenten Aufbau ist auch dieses 
Voraussetzung für eine Applizierbarkeit und Mensch-ähnliches Verhalten des 4D-
Phantoms im 4D-Radiotherapieprozess, somit Realitätsnähe und resultierend klinische 
Tragfähigkeit und Akzeptanz  der mit dem 4D-Phantom erzielten Versuchsergebnisse. 
Mensch-äquivalente Bewegungen umfassen: 
• Ganzkörperbewegung des replizierten Zielgebiets der Bestrahlung (Targets) in Relati-
on zum replizierten Thorax. Dies ermöglicht, variierende Relativposen zwischen den 
anatomischen Strukturen des Thorax, speziell zwischen CTV und Rumpf, CTV und he-
terogenen Strukturen sowie CTV und OR’s, durch das 4D-Phantom zu replizieren. Um 
eine ausreichende Realitätsnähe und somit klinische Relevanz dieser Replikation zu 
erreichen, sollte analog zum physiologischen Vorbild die Bewegung des Targets mit 
einer Variation aller dessen (translatorischen und rotatorischen) Starrkörperfrei-
heitsgrade einhergehen. 
• Deformation des Targets. Dies ermöglicht, dynamische Veränderungen der Kontur 
und des Verformungszustands des CTV und dessen Umgebung durch das 4D-
Phantom zu replizieren. 
• Deformation des Thorax. Dies ermöglicht eine erhöhte Realitätsnähe der durch das 
4D-Phantom replizierten Bewegungen des Thorax, insbesondere der o.g. Relativbe-
wegungen zwischen den anatomischen Strukturen des Thorax.  
• Surrogatmesssignale der Tumorbewegung. Beliebige Surrogatmesssysteme, bspw. 
zur Erfassung von externen Oberflächenbewegungen, sollten am 4D-Phantom analog 
32 
zum bestimmungsgemäßen klinischen Gebrauch applizierbar bzw. deren Messsignale 
durch das 4D-Phantom generierbar sein. Insbesondere sollten mehrere Messsignale, 
die bspw. die Koordinaten mehrerer Messpunkte auf der Thoraxoberfläche be-
schreiben, gleichzeitig durch das 4D-Phantom generierbar sein. Dies ermöglicht eine 
Verwendbarkeit des 4D-Phantoms mit 4D-Radiotherapieprozessen, die einzelne oder 
gleichzeitig mehrere Surrogatmessgrößen einsetzen. 
• Beliebige Bewegungsmuster. Die relative Bewegungstrajektorie des Targets, die Be-
wegungen des Thorax sowie die generierten Surrogatmesssignale sollten in allen re-
levanten Freiheitsgraden frei und unabhängig einstellbar sein. Dies ermöglicht eine 
Verifikation, Analyse und Korrektur des prinzipiellen 4D-Radiotherapieprozesses in 
Anwesenheit beliebiger Test- und Normbewegungsmuster des Thorax und des darin 
enthaltenen CTV (bspw. soche, die komplexe, irreguläre und/oder aus Verfahren der 
Atemkontrolle resultierende Bewegungen replizieren). Desweiteren ermöglicht dies 
die Reproduktion patientenindividueller Bewegungsmuster und somit Verifikation 
eines patientenindividuellen 4D-Radiotherapieprozesses. 
Ausreichende Messfähigkeiten: Das 4D-Phantom sollte eine exakte Verfolgung der Be-
wegungen der relevanten Gewebestrukturen sowie Erfassung der Strahlendosis, die 
über eine Therapiefraktion bzw. als Resultat eines 4D-Radiotherapieprozesses in diesen 
Strukturen akkumuliert wurde, ermöglichen. Dies beinhaltet: 
• Echtzeit-Erfassung der Momentangeometrie. Durch die Bewegungsgenerierung wird 
die Phantomgeometrie kontinuierlich variiert. Das 4D-Phantom sollte die Fähigkeit 
einer kontinuierlichen Echtzeit-Erfassung der eigenen Momentangeometrie (und 
somit der o.g. Variationen) besitzen, um darauf aufsetzend dieselbe Fähigkeit der am 
4D-Radiotherapieprozess beteiligten Systeme, die Voraussetzung für die benötigte 
Zielvolumen- und zeitkonforme Dosisapplikation ist, zu evaluieren. Der Fehler des 
4D-Phantoms bei der Erfassung der Momentangeometrie sollte gegenüber selbigen 
Fehlern der 4D-Radiotherapiesysteme vernachlässigbar sein, um letztgenannte Feh-
ler zuverlässig zu quantifizieren. 
• Räumlich verteilte Dosismesspunkte in möglichst hoher Auflösung. Dies ist erforder-
lich für die Evaluation der Fähigkeit von 4D-Radiotherapieprozessen, eine räumlich 
homogene Dosisverteilung im PTV zu erreichen und korrespondierend Über- und Un-
terdosierungen zu vermeiden. Faktoren, die eine homogene Dosisverteilung er-
schweren können, sind bspw. die Heterogenität der bewegten Gewebestrukturen 
sowie die Interferenz zwischen den Gewebebewegungen und der Modulation des 
Therapiestrahls. 
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• Dosismessung in multiplen Strukturen. Die (räumliche) Dosismessung sollte in allen 
Strukturen, die im Zuge der 4D-Radiotherapie eine signifikante Strahlendosis erhal-
ten könnten, erfolgen. Diese sind die Replikate des malignen Gewebes, der daran 
angrenzenden gesunden Gewebe sowie der Risikostrukturen. Dies ermöglicht eine 
Evaluation sowohl der durch den 4D-Radiotherapieprozess erreichten Tumorkontrol-
le als auch der dadurch verursachten Strahlenschäden. 
Universelle Einsetzbarkeit: Zur Realisierung eines 4D-Radiotherapieprozesses werden 
vielfältige Modalitäten der Bildgebung und Dosisapplikation variabel (je nach institutio-
neller Ausstattung und klinischer Notwendigkeit) eingesetzt und ggf. fusioniert. Korres-
pondierend können die an einem 4D-Radiotherapieprozess beteiligten Geräte und deren 
Hersteller stark variieren. Dies führt zu einer hohen Individualität der in der klinischen 
Praxis implementierten 4D-Radiotherapieprozesse. Das 4D-Phantom sollte für die diver-
sen möglichen Einzelschritte wie auch individuellen Gesamtprozesse der 4D-
Radiotherapie einsetzbar und korrespondierend mit allen gängigen assoziierten Modali-
täten und Geräten kompatibel sein. Insbesondere sollte das 4D-Phantom einen 4D-
Gesamtprozess analog zum Patienten durchlaufen können, um korrespondierend das 
dosimetrische Gesamtresultat dieses Prozesses zu erfassen und somit eine gesamtpro-
zessorientierte 4D-Qualitätssicherung zu ermöglichen. Daraus ergeben sich u.a. die fol-
genden Anforderungen an das 4D-Phantom: 
• Materialtechnische, strukturelle und mechatronische Kompatibilität 
o mit Verfahren der Bestrahlung durch Röntgen-, Gamma- oder Partikelstrahlen; 
o mit Verfahren der Bildgebung auf Basis von Röntgenbestrahlung (z.B. CT, Fluro-
skopie, EPI), von Strahlungsemission (z.B. PET, SPECT), von Kernspinresonanz und 
von Ultraschall; 
o mit Verfahren des Trackings implantierter Marker (z.B. röntgenbasiertes oder 
elektromagnetisches Tracking). 
• Möglichkeit der Eintragung von Kontrastmitteln und Radiopharmaka in das 4D-
Phantom und deren realistische Verteilung im replizierten Thorax. Diese erfordert 
multiple abgetrennte und separat mit Radiopharmaka befüllbare Kompartimente des 
4D-Phantoms. Ein Umgebungskompartiment sollte die Einbringung von Radiophar-
maka im gesamten Thorax ermöglichen. Darüber hinaus sollten multiple lokale Kom-
partimente zur gleichzeitigen Anreicherung von Radiopharmaka in wählbaren Zielge-
bieten zur Verfügung stehen. Dies ermöglicht insbesondere und analog zum physio-
logischen Vorbild die Abbildung eines (frei wählbaren) Konzentrationsverhältnisses 
der Radioaktivitäten von Zielgebiet(en) und Umgebung. 
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Effizienter Gebrauch: Resultierend aus dem hohen Kostendruck im Gesundheitswesen 
ist ein kontinuierlicher Einsatz von 4D-Phantomen in der klinischen Routine nur in Ver-
bindung mit geringem assoziiertem Qualifikations- Sorgfalts-, Zeit- und Kostenaufwand 
realistisch. Die daraus resultierenden Anforderungen an das 4D-Phantom beinhalten: 
• Hohe Robustheit und Zuverlässigkeit. Um eine unkomplizierte Handhabung des 
Phantoms auch unter den erschwerten Bedingungen des klinischen Alltags zu ge-
währleisten, sollten die 4D-Phantomkomponenten Handhabungsfehler, wie bspw. 
mechanische Stöße, tolerieren. Trotz Wiederholung dieser Fehler sollte das 4D-
Phantom einen spezifikationsgemäßen Langzeitbetrieb gewährleisten. Dies ermög-
licht eine Vermeidung von Arbeiten zur Reparatur- und Wartung des 4D-Phantoms 
und der damit verbundenen Zeit- und Kostenaufwendungen. 
• Hohe Portabilität. Da in einer klinischen Einrichtung i.d.R. multiple Lokalisationen für 
einen 4D-Radiotherapieprozess genutzt werden, muss das 4D-Phantom schnell, ein-
fach und ergonomisch zwischen diesen Lokalisationen umbewegt werden können. 
Daraus ergeben sich u.a. die Anforderungen eines geringen Gewichts, geringen 
Raumbedarfs und schnellen Ab- und Aufbaus der Phantomkomponenten. 
• Schnelle Vor- und Nachbereitung von Versuchen. Dies ist für einen praktikablen Zeit-
bedarf der Qualitätssicherung erforderlich und beinhaltet u.a. eine schnelle Einarbei-
tung in die Handhabung des 4D-Phantoms durch das klinische Personal, schnelle In-
betriebnahme des 4D-Phantoms und Einrichtung für einen Versuch, vorbereitungs-
freie Realisierbarkeit beliebiger, auch neuer, Bewegungsszenarien sowie schnelle Ex-
traktion der Versuchsergebnisse. 
• Zweckmäßige Handhabung. Trotz der erhöhten Komplexität, die sich aus dem Um-
gang mit Bewegungen ergibt, sollte eine einfache, intuitive und ergonomische Hand-
habung aller Komponenten des 4D-Phantoms, die an die Qualifikation des Anwen-
derkreises, den klinischen Betrieb und die klinische Fragestellung angepasst ist, mög-
lich sein. Dies beinhaltet u.a.: 
o Integration des 4D-Phantoms in die klinische Umgebung und die darin durchge-
führten Standardprozesse auf einfachere und zu einem regulären Patienten ana-
loge Weise. 
o Einfache Einstellung und Referenzierung (z.B. durch mechanische Passelemente) 
der Phantompose in Relation zu benötigten klinischen Geräten. 
o Anwendungsangepasste intuitive Bedienung des 4D-Phantoms und Automatisie-
rung von Funktionen, die außerhalb der Anwenderqualifikation und des klini-
schen Anwendungsziels liegen. 
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o Hohe und ergonomische Mobilität des Nutzerinterface zur Online-Steuerung der 
Phantombewegung auch außerhalb des Strahlenschutzbunkers. 
• Datenschnittstellen. Das 4D-Phantom sollte alle Datenschnittstellen bereitstellen, die 
für dessen praktikablen und effizienten Einsatz sowie für durchgängige Prozesse der 
4D-Radiotherapie und 4D-Qualitätssicherung erforderlich sind. Dies beinhaltet bspw. 
flexible Datenschnittstellen 
o zum Einlesen von Ziel-Bewegungsmustern des 4D-Phantoms (z.B. aus vom Patien-
ten abgeleiteten Daten). 
o zur (Echtzeit)Bereitstellung der durch das 4D-Phantom gemessenen Daten sowie 
der zukünftigen Bewegungsdaten des 4D-Phantoms.  Dies ermöglicht erweiterte 
Funktionen zur Analyse des 4D-Radiotherapieprozesses, bspw. entkoppelte Eva-
luationen der dosimetrischen Einflüsse der Bewegungserfassung, -prädiktion und 
-kompensation. 
o zur Triggerung zwischen 4D-Phantom und externen Geräten. Dies ermöglicht zeit-
lich abgestimmten Betrieb des 4D-Phantoms und der externen Therapiegeräte, 
bspw. eine definierte und garantierte Startzeit der Phantombewegung in Relation 
zum Bestrahlungsprogramm oder eine Bewegung des 4D-Phantoms nur in Zeiten 
eines aktivierten Therapiestrahls. 
• Teilautomatisierung des Qualitätssicherungsprozesses. Um trotz der erhöhten Kom-
plexität eines 4D-Radiotherapieprozesses einen geringen Zeitaufwand des assoziier-
ten 4D-Qualitätssicherungsprozesses zu erreichen, sollte das 4D-Phantom Teile die-
ses Prozesses automatisieren, bspw. durch: 
o Automatisierte Umsetzung vom Patienten erfasster Messdaten in Bewegungs-
programme zur Reproduktion der in den Messdaten enthaltenen Bewegungs-
muster (des CTV, des Thorax und der Surrogate) durch das 4D-Phantom. 
o Gemeinsame Steuerung gemeinsam aktiver Verbünde aus 4D-Therapiegeräten 
und 4D-Phantom. 
o Automatisierte Fusion der Messdaten des 4D-Phantoms mit denen umgebender 
Therapiegeräte (bspw. Fusion der Positionsmessdaten des 4D-Phantoms und ei-
ner robotischen Liege, auf der das 4D-Phantom geführt wird). 
o Automatische Auswertung der (ggf. fusionierten) Messdaten, angepasst an die 
klinische Fragestellung und die Erfordernisse des Qualitätssicherungsprozesses. 
• Geringe Anschaffungs- und Betriebskosten zur Ermöglichung einer finanziellen Trag-
barkeit des 4D-Phantoms durch die klinische Einrichtung. 
Die o.g. idealen Merkmale eines 4D-Phantoms sind in Tabelle 2.1 zusammengefasst. 
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TABELLE 2.1: ANFORDERUNGEN AN EIN DEALES 4D-PHANTOM. 
Eigenschaft des 4D-Phantoms Zweck 
M
en
sc
h-
äq
ui
va
le
nt
er
 A
uf
ba
u 
Gewebeäquivalenz Replikation der Wechselwirkung Therapie-strahl mit Gewebe 
Antropomorphe 
Strukturen 
Rumpf 
Erhöhte Realitätsnähe der replizierten 
Wechselwirkung Therapiestrahl mit Ge-
webe, Übertragbarkeit auf Menschen und 
klinische Akzeptanz der mit 4D-Phantom 
generierten Ergebnisse 
Hetrogene Strukturen 
Maligne Strukturen 
Gesunde Strukturen angrenzend an 
CTV 
Risikostrukturen 
Test- und Norm-Geometrien Verifikation, Analyse, Korrektur des prinzi-piellen Therapieprozesses 
Patientenindividuelle Geometrien Verifikation des patientenindividuellen Therapieprozesses 
M
en
sc
h-
äq
ui
va
le
nt
e 
Be
w
eg
un
ge
n 
Ganzkörperbewegung des Targets in Relation zum Tho-
raxreplikat 
Replikation der Relativbewegungen zwi-
schen anatomischen Strukturen 
Variation aller Starrkörperfreiheitsgrade des Targets Erhöhte Realitätsnähe der replizierten 
Bewegungsmuster, Erhöhter Umfang eva-
luierbarer Therapiefunktionen 
Deformation des Targets 
Deformation des Thorax 
Generierung 
von Surrogat-
messsignalen 
Applikation von Messsystemen Kompatibilität mit surrogatbasierter Bild-gebung und Bestrahlung 
Produktion von Messsignalen Erhöhte Flexibilität und Genauigkeit der generierten  Surrogatmesssignale 
Mehrere gleichzeitige Messsignale Erhöhter Umfang evaluierbarer Therapie-funktionen 
Beliebige  & 
unabhängige 
Einstellbarkeit 
Targetbewegungen 
Flexible Gestaltung der abgebildeten Be-
wegungsmuster Thoraxbewegungen 
Surrogatmesssignale 
Test- und Norm-Bewegungen Verifikation, Analyse, Korrektur des prinzi-piellen Therapieprozesses 
Patientenindividuelle Bewegungen Verifikation des patientenindividuellen Therapieprozesses 
Au
sr
ei
ch
en
de
 
M
es
sf
äh
ig
ke
ite
n Echtzeit-Erfassung der Momentangeometrie Evaluation der Geometrieerfassung im Therapieprozess 
Räumlich verteilte Dosismesspunkte Evaluation der räumlichen Dosisvariabilität 
Dosismessung in 
multiplen Stuktu-
ren 
Maligne Strukturen Evaluation der Tumorkontrolle 
Gesunde bestrahlte Strukturen 
Evaluation der Strahlenschäden 
Risikostrukturen 
U
ni
ve
rs
el
le
 E
in
se
tz
-
ba
rk
ei
t 
Für Bestrahlung 
Röntgen- oder Gammabestrahlung 
Kompatibilität mit den möglichen Thera-
piegeräten, -modalitäten und -prozessen 
Partikelstrahlung 
Für Bildgebung 
Basierend auf Röntgenstrahlung 
Basierend auf Strahlungsemission 
Basierend auf Kernspinresonanz 
Basierend auf Ultraschall 
Für Tracking implantierter Marker 
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Multiple lokale be- und entfüllbare Kompartimente 
Replikation von multiplen lokalen Anrei-
cherungen von Kontrastmitteln und Radi-
opharmaka 
Be- und entfüllbares Umgebungs-Kompartiment Replikation der Hintergrundkonzentration von Kontrastmitteln und Radiopharmaka 
Pateinten-analoger Durchlauf des Gesamtprozesses Erfassung des dosimetrischen Gesamtre-sultats des Therapieprozesses 
Ef
fiz
ie
nt
er
 G
eb
ra
uc
h 
Hohe Robustheit und Zuverlässigkeit Geringer Sorgfalts-, Reparatur- und War-tungsaufwand im Langzeiteinsatz 
Hohe Portabilität Effiziente Umbewegung zwischen Behand-lungsräumen analog zum Patienten 
Schnelle Vor- und Nachbereitung von Versuchen 
Erhöhte Prozesseffizienz 
Zweckmäßige 
Handhabung 
Patienten-analoge Integration in 
klinische Umgebung und Prozesse 
Einfache Referenzierung der Pose 
im Behandlungsraum 
Reduzierter Zeitbedarf und -Fehleranfällig-
keit der Phantompositionierung 
Anwendungsangepasste intuitive 
Bedienung und Automatisierung Erhöhte Prozesseffizienz 
Mobiles Nutzerinterface, Fernsteue-
rung 
Erhöhte Prozesseffizienz, Steuerung von 
Bestrahlungsversuchen von außerhalb des 
Strahlenschutzbunkers 
Datenschnittstel-
len 
Einlesen von Ziel-
Bewegungsmustern Erhöhte Prozesseffizienz und -flexibilität 
Echtzeitbereitstellung von Mess- 
und zukünftigen Bewegungsdaten Erhöhte Prozessflexibilität, erweiterte 
Analysefunktionen 
Triggerung mit externen Geräten 
Teilautomatisier-
ter Qualitätssiche-
rungsprozess 
Automotisierte Generierung von 
Bewegungsprogrammen aus Patien-
tendaten 
Erhöhte Prozesseffizienz 
Gemeinsame Steuerung des 4D-
Phantoms und externer Geräte 
Automatisierte Fusion der Messda-
ten multipler Geräte 
Automatisierte Datenauswertung 
Geringe Anschaffungs- und Betriebskosten Finanzielle Tragbarkeit der Qualitätssiche-rung 
Existierende 4D-Phantome 
Kommerziell erhältliche 4D-Phantome zur Generierung respiratorischer Relativbewe-
gungen von Replikaten anatomischer Strukturen sind bspw. das „RSD – Dynamic Anato-
mical Respiring Humanoid Phantom“(33), „QUASAR – Respiratory Motion Phantom“(34) 
(33) Radiological Support Devices (RSD) Inc., Long Beach, USA 
(34) Modus Medical Devices Inc., London, Kanada 
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und „CIRS – Dynamic Thorax Phantom“ (35). Für die Generierung respiratorischer Bewe-
gungen ganzer  Phantomkörper werden bspw. die „SI – Respiratory Gating Platform“ (36), 
„QUASAR – Respiratory Motion Platform“ (37) und „CIRS – Dynamic Platform“ (38) kom-
merziell angeboten. 
Im Rahmen von Forschungsaktivitäten wurden Plattformen zur Bewegung ganzer Phan-
tomkörpern in einem [50, 107–116], zwei [117] und drei [118–123] Freiheitsgraden, Ma-
nipulatoren zur Bewegung eines Detektors, Targets oder Phantomkörpers, ggf. relativ zu 
einem (anderen) Phantomkörper in einem [77, 124–127], zwei [82, 128] und drei [129–
135] Freiheitsgraden, deformierbare 4D-Phantome [110, 117, 136–142] , 4D-Phantome 
aus tierischem Realgewebe [143–145] , 4D-Phantome aus bewegten Starrkörpern, [9, 
125, 146–148] und 4D-Phantome aus physiologisch bewegtem Thoraxreplikat und star-
rem bewegtem Target [149–157] entwickelt. Darwesh et al. [118] stellten eine speziell 
für emissionsbasierte Bildgebung entwickelte Bewegungen erzeugende Plattform vor. 
Gemmel et al. [116] realisierten eine auf Überlebensraten von Zellen basierende (biolo-
gische) Dosimetrie unter Bewegungen. Tacke et al. [82] realisierten zweidimensionale 
Bewegungen einer Einzelschicht innerhalb eines Starrkörperphantoms. Das „Washington 
University 4D Motion Phantom“ von Malinowski et al. [129, 130] besteht aus einem Si-
mulator eindimensionaler Bewegungen der Thoraxoberfläche sowie einem Manipulator 
zur freien translatorischen Positionierung eines Targets basierend auf drei orthogonalen 
Linearaktoren. Das „3D movable phantom system“ von Nakayama et al. [135] nutzt ein 
analoges Manipulatorprinzip zur vollen translatorischen Positionierung von gesamten 
Phantomkörpern. Serban et al. [138] stellten ein deformierbares 4D-Phantom vor, das 
sich durch hohe Realitätsnähe der Struktur und Bewegungsmuster des Lungenreplikats 
auszeichnet. Vinogradskiy et al. [117] entwickelten ein deformierbares Insert für ein an-
tropomorphes Starrkörperphantom. Ravindran et al. [146] stellen ein 4D-Phantom mit 
gelbasierter 3D-Dosismessung vor. Ein durch schnellen Modellbau (Rapid Prototyping) 
erzeugtes patientenindividuelles Target wird von Seco et al. [154] verwandt und in ei-
nem Freiheitsgrad bewegt. Das „PULMONE“ Phantom, vorgestellt von Nioutsikou et al. 
[152, 153] erzeugt in allen translatorischen Freiheitsgraden frei einstellbare Targetbe-
wegungen innerhalb mit Hilfe von Faltenbälgen modellierten deformierbaren Lungenflü-
geln. Steidl et al. [149] realisierten mit Hilfe eines Knickarmroboters eine Targetbewe-
(35) Computerized Imaging Reference Systems (CIRS) Inc., Norfolk, USA 
(36) Standard Imaging (SI) Inc., Middleton, USA 
(37) Modus Medical Devices Inc., London, Kanada 
(38) Computerized Imaging Reference Systems (CIRS) Inc., Norfolk, USA 
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gung in allen translatorischen und rotatorischen Freiheitsgraden innerhalb eines physio-
logisch bewegten Thoraxreplikats. 
Ziel und Gliederung des Kapitels 
Die kommerziell erhältlichen 4D-Phantome weisen signifikante Limitierungen der Reali-
tätsnähe (bspw. aufgrund zu weniger Bewegungsfreiheitsgrade) und somit der klinischen 
Verwendbarkeit auf. Prototypen von Forschergruppen erreichen teilweise hohe Reali-
tätsnähe von Strukturen und/oder Bewegungen, sind jedoch häufig nur für spezialisierte 
klinische Fragestellungen konzipiert und einsetzbar. Desweiteren ist die mit diesen 4D-
Phantomen erreichbare Gebrauchseffizienz gering, bspw. aufgrund eines komplexen und 
fehleranfälligen Versuchsaufbaus, wodurch ein kontinuierlicher Einsatz in der klinischen 
Routine unpraktikabel oder unmöglich wird. Jedes aktuelle 4D-Phantom weist signifikan-
te Limitierungen hinsichtlich mindestens eines der o.g. Hauptmerkmale eines sinnvollen 
4D-Phantoms (Mensch-äquivalenter Aufbau und Bewegungen, Ausreichende Messfähig-
keiten, Universelle Einsetzbarkeit, Effizienter Gebrauch) auf. Häufig sind diese Limitie-
rungen prinzipbedingt und bleiben korrespondierend selbst mit denkbaren technischen 
Erweiterungen bestehen. In dieser Arbeit wird eine neue Konzeption und Technologie 
eines 4D-Phantoms vorgestellt. Diese berücksichtigen erstmalig alle o.g. Hauptmerkmale 
gleichermaßen und ermöglichen eine im Vergleich zu den existierenden Konzeptionen 
reduzierte Konkurrenz zwischen diesen Hauptmerkmalen, so dass eine hinsichtlich die-
ser Hauptmerkmale verbesserte Gesamtlösung erreichbar wird. 
In Sektion 2.2 dieses Kapitels werden die neue Konzeption und eine erste darauf aufset-
zende Konkretisierung eines neuen 4D-Phantoms aus Anwendersicht beschrieben. Es 
folgt die Beschreibungen der für die Steuerung des neuen 4D-Phantoms erforderlichen 
Algorithmik in Sektion 2.3. Die Ergebnisse erster Erprobungen des neuen 4D-Phantoms 
werden in Sektion 2.4 vorgestellt. Mögliche Weiterentwicklungen und Ergänzungen des 
4D-Phantoms werden in Sektion 2.5 beschrieben. Das Kapitel schließt mit den Schluss-
folgerungen in Sektion 2.6. 
2.2 Aufbau des 4D-Phantoms 
Das neue 4D-Phantom wurde modular konzipiert. Die Hauptmodule sind der Body, das 
Target und die Bewegungsplattform. Der Body und das Target bilden die Mensch-
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äquivalenten und dosimetrischen Kompenten des Phantoms. Das Target repliziert die 
Strukturen des CTV und der daran angrenzenden Gewebe des Menschen. Der Body re-
pliziert die durch die restlichen Gewebe des menschlichen Thorax gebildete Umgebung 
der o.g. Strukturen. Die Bewegungsplattform besteht aus dem Roboter, der Hubeinheit, 
dem Nutzerinterface und der Steuerung, versetzt das Target in physiologische Bewegun-
gen in Relation zum Body und generiert Bewegungen einer replizierten Thoraxoberflä-
che. 
Die aktuellen Realisierungen der o.g. Module und ihre wichtigsten Funktionen sind in 
Bild 2.1 dargestellt und werden in den folgenden Subsektionen beschrieben. 
Steuerung
Roboter
Body TargetNutzerinterface
• Regelung
− des Roboters
− des Surrogats
• Echtzeit-Bereitstellung
− digitaler Surrogate
− der Momentangeometrie
• Kommunikation mit externen 
Geräten
• Portabel
• Gerenrierung freier 
translatorischer Bewegungen
• Submillimeter Genauigkeit
• Separation von gewebeäquiva-
lenten Modulen
• Aktuelle Variante:
− Füllbares 
Plexiglaskompartiment
• Aktuelle Varianten:
− PET Target: Multiple Kompartimente
− RT Target: Replikationen des Tumors und dessen 
Umgebung, Dosismessung in fünf Schichten
• Generierung von Surrogatbe-
wegung in einem Freiheitsgrad
• Kompatibel mit gängigen
Surrogatmesssystemen
• Austauschbare Varianten
• Flexible Anpassung für multiple Einsatzgebiete
4D-Phantom
• Kabellos und portabel
• Online-Visualisierung
des Phantomzustands
• Zustandsabhängige
Nutzerinteraktion
Hubeinheit
 
BILD 2.1: 4D-PHANTOM UND DESSEN MODULE. 
2.2.1 Body 
Der Body repliziert das Gewebe des menschlichen Thorax, das das CTV und die daran 
angrenzenden Strukturen umgibt. Für eine dosimetrische Qualitätssicherung kann der 
Body mit Dosismesstechnik ausgestattet werden. Multiple Varianten des Bodys können 
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mit den restlichen Modulen des 4D-Phantoms kombiniert werden, um das 4D-Phantom 
an unterschiedliche klinische Fragestellungen anzupassen. 
Die aktuelle Version des Bodys besteht aus einer Plexiglashülle, dem Bodykompartiment, 
das mit beliebigen nichtkorrosiven Gasen und Fluiden sowie Festkörpern befüllt bzw. 
bestückt werden kann. Beispiele je nach Anwendung sinnvoller Gase und Fluide sind 
Luft, Wasser und Mischungen aus Wasser und Kontrastmitteln oder Radiopharmaka. 
Beispiele je nach Anwendung sinnvoller Festkörper sind unabhängig befüllbare Klein-
kompartimente sowie Replikationen von heterogenen anatomischen- oder Risikostruk-
turen. Mit Hilfe von Sackgewinden auf der Innenseite des Plexiglaskompartiments kön-
nen Festkörper flexibel an dieser Innenseite befestigt werden. Justierschrauben auf der 
Bodenfläche des Bodys ermöglichen eine Feinabstimmung der Ausrichtung des Bodys in 
Relation zur Patientenliege. Optische und gleichzeitig CT-kompatible Markierungen an 
den Außenwänden des Bodys definieren dessen Mittelpunkt und das zugehörige Koordi-
natensystem. 
2.2.2 Target 
Das Target ist innerhalb des Bodys lokalisiert und repliziert das CTV und dessen direkte 
Umgebung. Für eine dosimetrische Qualitätssicherung kann das Target mit Dosismess-
technik ausgestattet werden. Multiple Varianten des Targets können mit den restlichen 
Modulen des 4D-Phantoms kombiniert werden, um das 4D-Phantom an unterschiedliche 
klinische Fragestellungen anzupassen. 
Die folgenden Varianten des Targets  wurden bisher realisiert: 
• Positionierungstarget. 
• PET-Target. 
• RT-Target. 
Diese werden im Folgenden näher beschrieben. 
Positionierungstarget 
Das Positionierungstarget wird durch einen infrarot reflektierenden Marker gebildet. Der 
Marker repliziert das geometrische Zentrum des bewegten CTV und kann durch ein opti-
42 
sches Trackingsystem inertial geortet werden. Das Positionierungstarget kann somit ge-
nutzt werden, bspw. um die Fähigkeit eines Systems zur Gegenführung der Patientenlie-
ge (siehe Subsektion 1.2.4), den Schwerpunkt des CTV trotz dessen Bewegungen im Iso-
zentrum des Bestrahlungsgeräts zu halten, zu evaluieren. 
Das Positionierungstarget ist in Bild 2.2 veranschaulicht. 
 
BILD 2.2: POSITIONIERUNGSTARGET. 
PET-Target 
Das PET-Target besteht aus mehreren Hohlkugeln aus Plexiglas, den Inserts des Jaszczak 
SPECT/PET Phantoms(39), die mit beliebigen Medien, speziell Radiopharmaka, befüllt 
werden können. Eine flexible Anzahl dieser Inserts kann an flexibler Position innerhalb 
sowohl des Targets als auch des Bodys angeordnet werden. Dazu stehen multiple vorge-
fertigte Halterungsstifte unterschiedlicher Längen sowie multiple Sackbohrungen auf 
dem Insertträger des Targets und den Innenseiten des Bodykompartiments zur Verfü-
gung. Bis zu sieben Inserts können gleichzeitig auf dem Insertträger befestigt werden. 
Analog können Dämpfungskörper und Replikate anatomischer Strukturen in Target und 
Body verankert werden. 
Dieser Aufbau ermöglicht zum einen, Body und Target flexibel zu strukturieren und 
dadurch bspw. hohe Mensch-Äquivalenz herzustellen. Zum anderen können Konzentra-
tionen, insbesondere von Radiopharmaka, in den über Target und Body verteilten Inserts 
sowie im Bodykompartiment unabhängig eingestellt werden. Durch die Bewegung des 
Targets können in den Inserts angereicherte Radiopharmaka relativ zueinander sowie 
(39) Biodex Medical Systems Inc., New York, USA 
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relativ zu den im Hintergrundvolumen des Bodys eingebrachten Radiopharmaka und ggf. 
heterogenen anatomischen Strukturen bewegt werden. 
Der genannte Aufbau ermöglicht somit eine realistische Evaluation von Bewegungen 
berücksichtigenden Verfahren der PET und SPECT. Eine mögliche Konfiguration des PET-
Targets ist in Bild 2.3 veranschaulicht.  
 
BILD 2.3: PET-TAGET. 
RT-Target 
Das Radiotherapie (RT) – Target besteht aus zwei konzentrischen kugelähnlichen Kör-
pern, die in einer gegen umgebendes Wasser abdichtenden Plexiglashülle eingebettet 
sind. Der innere Körper besteht aus Plexiglas und repliziert einen Lungentumor, der äu-
ßere Körper besteht aus Zedernholz und repliziert das den Tumor umgebende Lungen-
gewebe. Der Gesamtaufbau aus beiden Kugeln wird durch fünf Messebenen geschnit-
ten. Jede dieser Messebenen erstreckt sich über die gesamte Ausdehnung des Targets 
und wird durch einen radiochromischen Film(40) vollständig ausgefüllt. Die mittleren drei 
Messebenen durchschneiden sowohl das Replikat des Tumor- als auch des Lungengewe-
bes. Zur Platzierung und Entnahme der radiochromischen Filme kann das Target manuell 
in die o.g. Einzelteile zerlegt und remontiert werden. 
Dieser Aufbau wurde bisher nicht beschrieben. Er ermöglicht, auf Basis der radiochromi-
schen Filme die Verteilung der kumulierten applizierten Strahlendosis über die Gebiete 
(40) Gafchromic Film EBT2, Ashland Inc., Covington, USA 
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des Tumors sowie des daran angrenzenden Gewebes (inklusive der Grenze zwischen 
beiden) in hoher örtlicher Auflösung zu messen und somit, neben der Tumorkontrolle 
auch potentielle Strahlenschäden zu quantifizieren. 
Das montierte RT-Target ist in Bild 2.4, dessen Einzelteile sind in Bild 2.5 veranschau-
licht. 
 
BILD 2.4: RT-TARGET, MONTIERT. 3D-ANSICHT (A) UND SCHNITTANSICHT (B). 
 
BILD 2.5: RT-TARGET, EINZELTEILE. EXPLOSIONSANSICHT. 
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2.2.3 Roboter 
Der Roboter versetzt das Target relativ zum Body in Bewegung. Der Aufbau des Roboters 
und die zugehörigen mechanischen Komponenten sind in Bild 2.6 veranschaulicht. Die 
Basis des Roboters, die Basisplatte, ist mit einer seitlichen Begrenzungsfläche des Bodys, 
das Abtriebsglied des Roboters, der Träger, ist mit dem Target starr verbunden. Beide 
Verbindungen sind lös- und wiederherstellbar, um gemäß der modularen Konzeptionie-
rung des 4D-Phantoms verschiedene Ausführungen des Bodys und des Targets flexibel 
mit dem Roboter zu verkoppeln. Durch die Lagerung des Trägers (die passive Führungs-
kette) werden die Längsachse des Trägers stets auf dem Mittelpunkt der Basisplatte ge-
halten und eine Verdrehung des Trägers um dessen Längsachse unterbunden. Die ver-
bleibenden Freiheitsgrade des Trägers ermöglichen dessen Verkippung um dessen Lage-
rungspunkt an der Basisplatte sowie Verschiebung in Richtung seiner Längsachse. Somit 
ergibt sich ein kegelförmiger Bewegungsraum des Trägers mit einer auf die Basisplatte 
gerichteten Kegelspitze. Die Ausrichtung des Trägers in dessen o.g. Freiheitsgraden wird 
durch drei identisch aufgebaute aktive Führungsketten eingestellt. Jede aktive Füh-
rungskette besteht aus einem schrittmotorbetriebenen Spindelgewindetrieb, der beid-
seitig kardanisch aufgehängt ist, d.h. jeder Schrittmotor ist über ein Kardangelenk mit 
der Basisplatte und jede über einer Spindel ablaufende Mutter über ein weiteres Kar-
dangelenk mit dem Träger verbunden. Das mutterseitige Kardangelenk wird jeweils 
durch die zugehörige Gabel sowie deren zwei orthogonalen Drehgelenke gebildet. Durch  
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die Drehung des Schrittmotors wird ein Zwangsabstand zwischen den beiden o.g. zuge-
hörigen Kardangelenken implementiert. 
Konzeptionierung und Gestaltung des Roboters wurden mit dem Ziel durchgeführt, den 
Roboter an die Erfordernisse der Bewegungsgenerierung für ein 4D-Phantom anzupas-
sen. Die dafür ausgearbeitete und oben beschriebene Struktur des Roboters wurde bis-
her nicht beschrieben und ermöglicht: 
• Komplexe Bewegungen des Targets. Diese Bewegungen variieren alle Starrkörperko-
ordinaten (translatorische und rotatorische) des Targets. Der zeitliche Verlauf aller 
translatorischen Koordinaten des Targets ist frei und mit hoher Genauigkeit einstell-
bar.  
• Minimale Überlappung zwischen robotischen Komponenten und Gewebereplikaten. 
Lediglich ein Teil des Trägers befindet sich innerhalb des Bodys. Alle übrigen mechat-
ronischen Bauteile des Roboters sind vom Body räumlich getrennt. Durch eine ge-
eignete Materialauswahl des Trägers ist somit eine Gewebeäquivalenz über das ge-
samte Volumen des Bodys herstellbar. Der inhärent kegelförmige Bewegungsraum 
des Trägers stellt desweiteren das kleinste Volumen dar, das für Manipulation des 
Targets mit Hilfe einer aus dem Body herausführenden starren Verbindung erreich-
bar ist. Resultierend ist das Volumen des Bodys, das für eine freie (anatomische) Ge-
staltung zur Verfügung steht, maximal. 
• Geringer Platzbedarf, Gewicht und mechatronische Komplexität sowie hohe mecha-
nische Robustheit des Roboters. Die parallelkinematische Struktur des Roboters er-
möglicht die o.g. Merkmale bei gleichzeitiger Fähigkeit des Roboters, ggf. hohe Las-
ten zu bewegen bzw. hohe Beschleunigungen zu generieren. Die Roboterstruktur 
zeichnet sich desweiteren durch hohe inhärente Steifigkeit aus und ermöglicht resul-
tierend, die Targetpose indirekt auf Basis der Drehgeber der Motoren in hoher Ge-
nauigkeit sowie korrespondierend mit einfachen technischen Mitteln zu erfassen. 
Der Roboter verfügt über nur wenige mechanische Bauteile, die mehrheitlich als 
standardisierte Massenware erhältlich sind und robust ausgeführt werden können, 
um Dejustierung oder mechanische Schädigung des Roboters zu erschweren bzw. zu 
vermeiden. 
• Vereinfachte Modularität und Ausbaufähigkeit des 4D-Phantoms. Durch die ortho-
gonale Ausrichtung der Basisplatte in Relation zum Träger kann die Basisplatte flä-
chig auf die Seitenwand eines Bodys (oder allgemein eines Körpers, in den Bewegun-
gen minimalvolumenfordernd eingetragen werden sollen) montiert werden oder  
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selbst als eine Seitenwand des Bodys fungieren. Dies reduziert die Komplexität einer 
steifen und präzisen mechanischen Verbindung zwischen Body und Roboter. Deswei-
teren wird durch den Träger ein geradliniger freier Kanal zum Target hergestellt. Das 
roboterseitige Ende dieses Kanals ist offen und jenseits dieses Endes befinden sich 
keine robotischen Komponenten. Dies vereinfacht einen Ausbau des Trägers bspw. 
zur Eintragung zusätzlicher (aktiver) Sensoren und/oder zusätzlicher Bewegungsmög-
lichkeiten über den Trägerkanal in das Target. 
Mit Hilfe des Roboters kann das geometrische Zentrum des RT-Targets innerhalb des 
Bodys mindestens 30 mm in jeder Richtung variiert werden. Die mit dem PET- und Posi-
tionierungstarget erreichten Bewegungsräume sind größer aufgrund der geringeren 
Ausdehnungen dieser Targets innerhalb des Bodys und resultierend weiter entfernt lie-
genden Kollisionsgrenzen zwischen Target und Bodykompartiment. 
2.2.4 Hubeinheit 
Die Hubeinheit ist in Bild 2.7 veranschaulicht. Sie kann unabhängig vom Roboter positio-
niert werden und erzeugt mit Hilfe eines schrittmotorbetriebenen Spindelgewindetriebs 
Hubbewegungen der Hubplattform in Relation zur Aufstellplatte zur Replikation von Be-
wegungen der Oberfläche des menschlichen Thorax. Diese Bewegung, das ist der Verlauf  
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des Abstands zwischen Hubplattform und Aufstellplatte, kann innerhalb einer Gesamt-
länge von 50 mm eingestellt und mit der Roboterbewegung synchronisiert werden. Die 
mechanische Gestaltung der Hubeinheit ermöglicht eine (externe) Erfassung deren Be-
wegungen auf Basis eines Atemgurts, eines Atemkissens oder optischer Trackingsyste-
me. 
2.2.5 Nutzerinterface 
Die Funktionen des 4D-Phantoms können mit Hilfe des Nutzerinterface funktionsbeglei-
tend gesteuert werden. Das Nutzerinterface wurde als Applikation für ein IPad(41) reali-
siert. Diese Applikation kommuniziert drahtlos mit der Steuerung des 4D-Phantoms und 
ermöglicht dadurch eine hohe Portabilität sowie die Fernsteuerung des 4D-Phantoms 
durch eine Strahlenschutztür. Um eine einfache und intuitive Bedienbarkeit der IPad-
Applikation zu erreichen, wurden an allen Stellen der Applikation große Schaltflächen 
verwandt und eine einfache und schnelle Navigation bspw. durch Wisch-Gesten im Zu-
sammenhang mit Animationen unterstützt. Die Nutzerführung sowie Darstellung und 
Beschreibung der dem Nutzer zur Verfügung gestellten Funktionen wurden möglichst 
selbsterklärend gestaltet und an die Fachsprache der Zielgruppe und die klinischen An-
forderungen angepasst. Die Anzeige des Phantomstatus beinhaltet eine Animation der 
Bewegung des 4D-Phantoms. Letztgenannte vereinfacht die Rückmeldung und Kontrolle 
dieser Bewegung durch den Nutzer, wenn diese nicht direkt einsehbar ist, bspw. auf-
grund eines nichttransparenten Bodys oder Verlust des direkten Blickkontakts zum 4D-
Phantom während aktivierter Bestrahlung. Technische Aspekte, bspw. der Regelung der 
Roboterbewegung, wurden, wenn möglich, automatisiert und von der direkten Nutzerin-
teraktion ausgenommen. 
Bild 2.8 und Bild 2.9 zeigen einige Bildschirmfotos der IPad-Applikation. Jeder Bildschirm 
verfügt über einen blau eingefärbten Bereich, der als Statusanzeige dient. Dieser Bereich 
informiert den Nutzer bspw. über die aktuelle Phantomkonfiguration sowie über von der 
Steuerung des 4D-Phantoms gesendete Textmeldungen. Mit Hilfe der Stopp-Taste, die 
sich stets links unter dem Bereich zur Statusanzeige befindet, kann jede laufende Bewe-
gung angehalten bzw. bei Stillstand des Phantoms in das vorherige Menü zurückgekehrt 
(41) Apple Inc., Cupertino, USA 
                                                     
 
  49 
 
werden. Bild 2.8 (A) zeigt den Hauptbildschirm der IPad-Applikation. Dieser stellt dem 
Nutzer die folgenden Funktionen zur Verfügung: 
• Trajektorienbewegung („Run Trajectory“). 
• Punkt-zu-Punkt Bewegung („Point-to-Point Movement“). 
• Bewegung zur Home-Position  („Home Position“). 
• Kalibrierung („Calibrate“). 
• Wechsel des Targets („Change Target“). 
• Ein-/Ausschalten der Motorhalteströme („Disable Motor Drivers“). 
• Ein-/Ausschalten der Motortreiber („Power Off Motor Drivers“). 
Die wichtigsten dieser Funktionen werden im Folgenden näher beschrieben. 
Trajektorienbewegung. Diese ermöglicht ein synchrones Abfahren von vordefinierten 
Bewegungstrajektorien durch den Roboter und die Hubeinheit. Diese Bewegungstrajek-
torien können sowohl künstlich generiert werden als auch realen Ursprungs sein. Reale 
Bewegungstrajektorien repräsentieren bspw. die Schwerpunkttrajektorie des CTV (die 
mit Hilfe des Roboters reproduziert wird) und die zugehörige Trajektorie der äußeren 
Thoraxbewegung (die mit Hilfe der Hubeinheit reproduziert wird) eines Patienten. Um 
eine Bewegungstrajektorie im Nutzerinterface abrufbar zu machen, wird diese Bewe-
gungstrajektorie im Vorfeld spezifiziert und per drahtloser Netzwerkverbindung auf die 
Steuerung des 4D-Phantoms überspielt. Bild 2.9 (A) zeigt den Bildschirm der IPad-
Applikation zur Auswahl einer der auf der Steuerung verfügbaren Bewegungstrajektori-
en. Nach dieser Auswahl können sequentiell die Bewegungstrajektorie geladen, die 
Startposition der Bewegung angefahren und die Bewegung gestartet werden. Den Bild-
schirm der IPad-Applikation zur Verfolgung und Überwachung einer gestarteten Bewe-
gung zeigt Bild 2.9 (B). Dieser Bildschirm beinhaltet u.a. eine onlineanimierte dreidimen-
sionale Prinzipansicht des 4D-Phantoms und der Hubeinheit, onlineanimierte zweidi-
mensionale Ansichten der Schwerpunktkoordinaten des Targets in drei orthogonalen 
Projektionsebenen, die variierenden Momentanwerte aller Positionskoordinaten des 4D-
Phantoms sowie den zeitlichen Fortschritt innerhalb der Trajektorie. 
Punkt-zu Punkt-Bewegung. Diese ermöglicht eine Bewegung des Schwerpunkts des Tar-
gets sowie der Hubeinheit zu beliebigen durch den Nutzer spezifizierten Zielkoordinaten. 
Bild 2.8 (B) zeigt den Bildschirm der IPad-Applikation zur Eingabe dieser Zielkoordinaten 
sowie Initiierung und Überwachung der zugehörigen Bewegung. Die Eingabe der Zielko-
ordinaten kann numerisch oder durch Antippen innerhalb einer der von drei orthogona- 
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BILD 2.8: BILDSCHIRMFOTOS DER IPAD-APPLIKATION ZUR STEUERUNG DES 4D-PHANTOMS DURCH DEN NUTZER. 
A: HAUPTBILDSCHIRM. B: INTERAKTIONSBILDSCHRIM ZUR PUNKT ZU PUNKT BEWEGUNG. 
 
BILD 2.9: BILDSCHIRMFOTOS DER IPAD-APPLIKATION ZUR STEUERUNG DES 4D-PHANTOMS DURCH DEN NUTZER. 
A: BILDSCHRIM ZUR AUSWAHL EINER BEWEGUNGSTRAJEKTORIE. B: BILDSCHIRM ZUR ÜBERWACHUNG. 
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len Projektionsebenen erfolgen. Die für diese Eingabe ausgewählte Projektionsebene 
wird in der dreidimensionalen Prinzipansicht des 4D-Phantoms blau eingefärbt. 
Bewegung zur Home-Position. Durch diese Funktion werden der Schwerpunkt des Tar-
gets zum Ursprung des am Body verankerten Koordinatensystems (in der Mitte des Bo-
dys) und die Hubeinheit des Surrogats auf tiefste Stellung bewegt. 
Kalibrierung. Durch diese Funktion wird die absolute Winkelposition jedes Motors für 
die Steuerung des 4D-Phantoms bekannt gemacht. Dies geschieht durch Bewegen der 
Spindelgewindetriebe zu bekannten Schalterpositionen. Eine Kalibrierung ist nach Ein-
schalten des 4D-Phantoms oder im Falle eines Schrittverlusts, bspw. durch Kollision mit 
einem für die Steuerung des 4D-Phantoms unbekannten Gegenstand, erforderlich. 
Wechsel des Targets. Durch diese Funktion wird das mit dem Roboter konnektierte Tar-
get für die Steuerung des 4D-Phantoms bekannt gemacht. Dies ist erforderlich für eine 
korrekte softwaregestützte Kollisionsüberwachung während des Phantombetriebs, die 
die Dimension des Targets berücksichtigt (siehe Subsektion 2.3.4). 
2.2.6 Steuerung 
Die Steuerung wird aus der Steuerungshardware und der Steuerungssoftware gebildet. 
Die Steuerungshardware umfasst sämtliche elektronische Komponenten, die für die 
Steuerung und Energieversorgung des Roboters und der Hubeinheit benötigt werden, 
und ist im Steuergehäuse zusammengefasst. Die Hauptziele beim Entwurf des Steuerge-
häuses waren dessen möglichst hohe Kompaktheit, Portabilität im klinischen Einsatz, 
mechanische Robustheit, möglichst geringe Fehleranfälligkeit sowie möglichst einfache 
und sichere Handhabung. Die Verbindung des Steuergehäuses mit Roboter und Hubein-
heit erfolgt optional über lange Kabel. Dadurch kann das Steuergehäuse von Roboter 
und Hubeinheit separiert und in einer von Strahlung abgeschirmten Umgebung platziert 
werden. 
Das Steuergehäuse ist in Bild 2.10 und Bild 2.11 veranschaulicht und intern in den Digi-
talteil (Bild 2.10) auf der einen und den Leistungsteil (Bild 2.11) auf der anderen Seite 
des Gehäuses aufgeteilt. Beide Teile sind durch eine Metallplatte, die als Abschirmung 
vor elektromagnetischen Störungen dient, voneinander getrennt. Der Leistungsteil bein- 
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BILD 2.10: STEUERUNG. VORDERANSICHT UND INNENANSICHT DES DIGITALTEILS.  
 
BILD 2.11: STEUERUNG. RÜCKANSICHT UND INNENANSICHT DES LEISTUNGSTEILS.  
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haltet die zur Energieversorgung der Motoren erforderlichen Komponenten und umfasst 
die Schrittmotortreiber, das Netzteil und die spezialangefertigte Stromversorgungsplati-
ne. Die Schrittmotortreiber erzeugen den Leistungsstrom für die drei Schrittmotoren des 
Roboters sowie für den einen Schrittmotor der Hubeinheit. Die Stromversorgungsplatine 
stellt bspw. Pufferkondensatoren für die Stromversorgung der Schrittmotortreiber be-
reit. Der Digitalteil umfasst alle für die digitale Regelung des Phantombetriebs erforderli-
chen Komponenten. Diese sind der Steuerungsrechner, das Netzteil und die Schrittmo-
torsteuerung. 
Die Schrittmotorsteuerung(42) generiert die Eingänge der Schrittmotortreiber, inkl. der 
benötigten hochfrequenten Pulssignale, liest die Drehgeber der Schrittmotoren aus, ist 
über ihre digitalen Ein- und Ausgänge mit den schaltenden und schaltbaren Komponen-
ten der Steuerungshardware und über ihre Ethernet-Schnittstelle mit dem Steuerungs-
rechner verbunden. 
Die Steuerungssoftware wird unter der Linuxdistribution „Debian“ (43), die um das Ent-
wicklungsframework „Xenomai“ (44) zu einem echtzeitfähigen Betriebssystem erweitert 
wurde, ausgeführt. Die Steuerungssoftware umfasst einen Datei-Server zum drahtlosen 
Offline-Datenaustausch, bspw. zum Einlesen von Konfigurationsparametern und Über-
spielen von Bewegungsprogrammen, sowie das Steuerungsprogramm. Die Hauptfunkti-
onen des Steuerungsprogramms sind: 
• Kommandierung der Schrittmotorsteuerung. Diese Kommandierung findet über die 
Ethernet-Schnittstelle der Schrittmotorsteuerung statt basierend auf den empfange-
nen Anforderungen des Nutzers (Zieltrajektorien, -koordinaten, etc.), den kontinuier-
lich von der Schrittmotorsteuerung abgefragten Daten (gemessene und komman-
dierte Motorwinkel, Schalterzustände, etc.) sowie dem innerhalb des Steuerungs-
programms verwalteten Betriebszustand des 4D-Phantoms. Die Kommandierung 
umfasst u.a. das Initiieren von Zielbewegungen sowie das kontinuierliche Auswerten 
von Positionsinformationen und rechtzeitige Stoppen von Bewegungen im Fall eines 
erkannten Kollisionsrisikos. Zielbewegungen werden über die zugehörigen Schritt-
zahlen, die den Motorwinkeln proportional sind, festgelegt. Zur Realisierung einer 
vordefinierten Zieltrajektorie wird das unmittelbar folgende Segment dieser Trajek-
torie zu jedem Zeitschritt in der Schrittmotorsteuerung vorgehalten. Dieses  Trajek-
(42) Performax 4ET-SA, Arcus Technology Inc., Livermore, USA 
(43) GNU Linux Version 6.0 „Squeeze“ 
(44) Version 6.2.1 
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toriensegment wird durch die zukünftigen Ziel-Schrittzahlen und -geschwindigkeiten 
beschrieben, durch die Kommandierung übermittelt und kontinuierlich aktualisiert. 
• Kommunikation mit Nutzerinterfaces. Dies umfasst die drahtlose Datenverbindung 
und -Datenaustausch mit einer oder mehrerer der in Subsektion 2.2.5 beschriebe-
nen IPad-Applikationen. 
• Online-Bekanntgabe des Bewegungszustands. Der Bewegungszustand wird für ex-
terne Geräte, bspw. Systeme zur Bewegungskompensation, via Ethernet bereitge-
stellt und umfasst u.a. die kartesischen Positionen von Taget und Hubplattform, die 
zugehörigen Motorwinkel sowie optional aus den obigen Informationen abgeleitete 
Positionskoordinaten von beliebigen bewegten Starrkörpern des Roboters und der 
Hubeinheit. Potentiell können darüber hinaus der Zeitverzug seit der Messung der 
o.g. Informationen sowie multiple frei definierbare Surrogatmessgrößen dem Bewe-
gungszustand hinzugefügt werden.  
Die Steuerung ermöglicht, die Zieltrajektorien des Targets und der Hubeinheit (sowie 
potentiel der Ziel-Verläufe von Surrogatmessgrößen) synchron zu realisieren. Resultie-
rend können sowohl innere als auch äußere menschliche Bewegungsmuster hoher Kom-
plexität durch das 4D-Phantom generiert bzw. reproduziert werden. 
Die wichtigsten Algorithmen, auf denen die oben beschriebenen Funktionen basieren, 
werden in Sektion 2.3 beschrieben. 
2.3 Algorithmik zur Steuerung und Regelung des Roboters 
In dieser Sektion werden die Algorithmen beschrieben, die für Steuerung und Regelung 
des Roboterbetriebs aktuell zum Einsatz kommen. 
Diese Beschreibungen werden vorbereitet durch eine weitergehende Beschreibung der 
Kinematik des Roboters in Subsektion 2.3.1 (als Ergänzung zu den Beschreibungen in 
Subsektion 2.2.3) und eine Einführung in die Koordinatensysteme des Roboters und des 
daran angeschlossenen Bodys sowie die in dieser Arbeit verwandte Notation in Subsek-
tion 2.3.2. In Subsektionen 2.3.3 und 2.3.4 werden die Transformation der Positionsko-
ordinaten des Roboters und die Kollisionserkennung beschrieben. Diese werden für den 
Online-Betrieb des Roboters benötigt und sind korrespondierend Teile des in Subsektion 
2.2.6 vorgestellten Steuerungsprogramms. In Subsektionen 2.3.5 und 2.3.6 werden die 
Kalibrierung der kinematischen Parameter des Roboters und die Generierung von 
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Trajektorien beschrieben, die für die Vorbereitung des Roboterbetriebs benötigt wer-
den. 
Weitere Algorithmen, die die Steuerung und Regelung des Roboterbetriebs unterstützen 
oder dessen Funktionsumfang erweitern können, werden in Sektion 2.5 vorgestellt. Die-
se sind: 
• Inverse Dynamik des Roboters (siehe Subsektion 2.5.6). 
• Geschwindigkeitsregelung für Trajektorienbewegung (siehe Subsektion 2.5.9). 
• Positionsregelung für Trajektorienbewegung (siehe Subsektion 2.5.9). 
• Iterative Steuerung für gleitende Zielpunktspezifikation (siehe Subsektion 2.5.9). 
2.3.1 Kinematik 
Der strukturelle Aufbau des Roboters wurde in Subsektion 2.2.3 beschrieben und in 
Bild 2.6 veranschaulicht. Die korrespondierende kinematische Struktur des Roboters ist 
in Bild 2.12 dargestellt. Der Zwischenring und die drei Gabeln des Roboters sowie die 
beiden Drehgelenke, die an jeden dieser Körper angeschlossenen sind, werden in dieser 
Struktur in Form der dadurch gebildeten äquivalenten Kardangelenke berücksichtigt. 
Bild 2.12 verdeutlicht, dass sowohl die Lagerung des Trägers (die passive Führungskette) 
als auch jede aktive Führungskette eine separate Verbindung zwischen der Basisplatte, 
der Basis des Roboters, und dem Träger, dem Abtriebsglied des Roboters, herstellen. 
Somit weist der Roboter eine parallele Struktur auf und kann in Anlehnung an den Auf- 
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bau der Gelenkketten [158] als 3URHU 1UP Mechanismus charakterisiert werden. 
Diese kinematische Struktur des Roboters ist ähnlich zu der 3UPS 1UP Struktur des Tri-
cept Roboters [159, 160]. Wesentliche Merkmale der kinematischen Struktur des Robo-
ters, die diese Struktur von der Struktur des Tricept unterscheiden und bisher nicht be-
schrieben wurden, sind: 
• Manipulation auf der einen und aktive Führung (Getriebe) auf der anderen Seite der 
Basisplatte. 
• Strukturelle Verdrehsicherung zwischen Motorrahmen und Muttern. 
Letztgenanntes bedeutet, dass die Verdrehsicherung zwischen Motor und Mutter, die 
erforderlich ist, um die Drehbewegung des Motors in eine Längenänderung der zugehö-
rigen aktiven Führungskette (d.h. eine Änderung des Abstands zwischen den beiden 
Aufhängungspunkten der aktiven Führungskette an Basisplatte und Träger) umzusetzen, 
nicht in der aktiven Führungskette des Roboters verankert ist (hierzu wäre bspw. ein 
paralleles passives Schubgelenk denkbar). Stattdessen ergibt sich diese Verdrehsiche-
rung implizit aus der Lagerung der aktiven Führungskette, speziell der Verwendung eines 
Kardangelenks anstatt eines Kugelgelenks zur Verbindung der Führungskette mit dem 
Träger. Dies hat den Vorteil einer reduzierten mechanischen Komplexität der Ge-
samtstruktur. Ein resultierender Nachteil ist, dass die aktiven Führungsketten nicht nur 
Vor-/Rückschubkräfte sondern auch die im Spindelgewindetrieb generierten Reibmo-
mente in den Träger leiten. Diese Momente summieren sich im Träger und müssen von 
dessen Lagerung an der Basisplatte (der passiven Führungskette) aufgenommen werden. 
Desweiteren ergibt sich daraus eine erhöhte Komplexität der Koordinatentransformati-
on, insofern, dass die relative Verdrehung zwischen Motorrahmen und Mutter einer ak-
tiven Führungskette nicht konstant ist, sondern von der Pose des Endeffektors abhängt. 
Korrespondierend kann die Variation der Pose des Endeffektors zu einer (kinematisch 
induzierten) Zwangsdrehung zwischen Motorrahmen und Mutter führen, die bei der 
einzustellenden Motordrehung berücksichtigt werden muss. 
Die folgenden Eigenschaften der Kinematik des Roboters sind für eine explizit berechen-
bare Rückwärtstransformation von dessen Positionskoordinaten erforderlich: 
• Lokalisation beider Drehachsen beider Kardangelenke einer aktiven Führungskette 
auf der Drehachse der zugehörigen Spindel. 
• Lokalisation beider Drehachsen des Kardangelenks der passiven Führungskette auf 
der Mittelachse des Trägers. 
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2.3.2 Koordinatensysteme und Notation 
Die Koordinatensysteme, die für die in dieser Sektion beschriebenen Algorithmen benö-
tigt werden, sind in Tabelle 2.2 definiert und in Bild 2.13 veranschaulicht. Die dabei be-
nannten Bauteile des Roboters sind in Bild 2.6 dargestellt. Alle Koordinatensysteme sind 
Rechtssysteme. Ist ein Körper oder dessen Koordinatensystem Teil einer aktiven Füh-
rungskette, wird die zugehörige Kurzbezeichnung durch die Nummer dieser Führungs-
kette ergänzt. 
TABELLE 2.2: KOORDINATENSYSTEME DES ROBOTERS. 
System Gekoppelt an Körper Ursprungspunkt 
Ausrichtung 
X-Achse Y-Achse Z-Achse 
0 Basisplatte (0) Geometrisches 
Zentrum der Basis-
platte 
Tangential zur 
Grundfläche der 
Basisplatte und in 
Richtung  F1 
 Normal zur Grund-
fläche der Basisplat-
te und in Richtung 
des Bodys 
B Body (B) Geometrisches 
Zentrum des Bodys 
Identisch zu System 0 
C Träger (C) Schnittpunkt der 
Drehachsen der 
angeschlossenen 
Drehgelenke 
In Richtung M1  Auf Achse des Trä-
gers (C) und in Rich-
tung des Targets (T) 
F1 Motorrahmen 
1 (F1) 
Schnittpunkt der 
Drehachsen des 
angeschlossenen 
Kardangelenks 
Tangential zum 
durch Mittelpunkt 0 
und Umfangspunkte 
F1, F2 und F3 defi-
nierten Kreis 
Richtung zuneh-
mender Distanz von 
Trägerachse 
Auf Achse der an-
geschlossenen 
Spindel und in Rich-
tung des Bodys (K) 
F2 Motorrahmen 
2 (F2) 
F3 Motorrahmen 
3 (F3) 
M1 Mutter 1 (M1) Schnittpunkt der 
Drehachsen des 
angeschlossenen 
Kardangelenks 
Richtung zuneh-
mender Distanz von 
Trägerachse 
Tangential zum 
durch Mittelpunkt C 
und Umfangspunkte 
M1, M2 und M3 
definierten Kreis 
Auf Achse der an-
geschlossenen 
Spindel und in Rich-
tung des Bodys (K) 
M2 Mutter 2 (M2) 
M3 Mutter 3 (M3) 
In dieser Arbeit werden ausschließlich Komponentendarstellungen von Vektoren ver-
wandt. Ortsvektoren werden mit r  bezeichnet. Diese Bezeichnung wird durch die fol-
genden Indizes ergänzt: 
• Index oben links: Bezeichnet das Koordinatensystem, auf das sich die Komponenten 
des Vektors beziehen. 
• Index unten links: Bezeichnet den Ursprungspunkt des Vektors. 
• Index unten rechts: Bezeichnet den Zielpunkt des Vektors. 
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BILD 2.13: BEWEGTE KÖRPER DES ROBOTERS (GEKENNZEICHNET DURCH UNTERSCHIEDLICHE FARBGEBUNG) UND 
DARAN VERANKERTE KOORDINATENSYSTEME, DREHWINKEL DER MOTOREN UND ASSOZIIERTE BEWEGUNGSRICH-
TUNGEN DER MUTTERN. 
Wird als Ursprungs- und/oder Zielpunkt ein Koordinatensystem angegeben, so wird da-
mit der Ursprungspunkt dieses Koordinatensystems angezeigt. Jeder Vektor ist ein 
Spaltenvektor. 
Rotationsmatrizen werden in dieser Arbeit mit R  bezeichnet. Diese Bezeichnung wird 
durch die folgenden Indizes ergänzt: 
• Index unten rechts: Bezeichnet das Koordinatensystem, auf das sich die Komponen-
ten eines von Rechts auf die Rotationmatrix aufmultiplizierten Vektors beziehen. 
• Index oben links: Bezeichnet das Koordinatensystem, auf das sich die Komponenten 
des aus dem o.g. Produkt resultierenden Vektors beziehen. 
Entsprechend der obigen Index-Definitionen ergibt sich: 
k k p
m n p m n=r R r   
Sowohl bei Ortsvektoren als auch bei Rotationsmatrizen wird durch nicht gesetzte Indi-
zes das inertiale Koordinatensystem gekennzeichnet. Dies ist im Falle des Roboters das 
System 0. 
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Argumente von Funktionen und Algorithmen werden in dieser Arbeit stets durch ge-
schweifte Klammern gekennzeichnet. Komponenten eines Vektors werden in runden 
Klammen im Index unten rechts benannt. 
Die elementaren Einheitsvektoren werden mit [ ]Tx 1 0 0=e , [ ]
T
y 0 1 0=e  und 
[ ]Tz 0 0 1=e  benannt. Elementare Rotationsmatrizen für Drehungen um die x-, y- 
bzw. z-Achse werden mit { }x xφR , { }y yφR  bzw. { }z zφR  benannt, wobei xφ , yφ  und zφ  
die Winkel, um die jeweils im mathematisch positiven Sinn gedreht wird, angeben. 
2.3.3 Koordinatentransformation 
Ziel der Koordinatentransformation ist eine Umrechnung zwischen den Drehwinkeln der 
Motoren des Roboters und den translatorischen kartesischen Koordinaten des Targets. 
Erstgenannte werden im Folgenden als Antriebskoordinaten bzw. mit 
[ ]T1 2 3= φ φ φφ , letztgenannte bzgl. des Koordinatensystems B definiert und als Ab-
triebskoordinaten bzw. entsprechend der in Subsektion 2.3.2 eingeführten Nomenklatur 
mit BB Tr  bezeichnet. Die Rückwärtstransformation bezeichnet die Umrechnung von Ab- in 
Antriebskoordinaten. Diese wird durch einen expliziten Algorithmus realisiert und benö-
tigt, um durch den Nutzer des 4D-Phantoms spezifizierte kartesische Zielkoordinaten des 
Targets online in die Motorwinkel, die zur Realisierung dieser Zielkoordinaten erforder-
lich sind, umzurechnen. Die Vorwärtstransformation bezeichnet die Umrechnung von 
An- in Abtriebskoordinaten. Diese wird iterativ durchgeführt und benötigt, um gemesse-
ne Motorwinkel online in die diesen entsprechenden kartesischen Koordinaten des Tar-
gets sowie der restlichen bewegten Körper des Roboters umzurechnen. 
In den folgenden Subsektionen werden zunächst die Rückwärtstransformation der Koor-
dinaten eines einzelnen Kardangelenks, darauf aufsetzend die Rückwärtstransformation 
der Koordinaten des Roboters und darauf aufsetzend die Vorwärtstransformation der 
Koordinaten des Roboters beschrieben. 
Rückwärtstransformation der Koordinaten eines Kardangelenks 
Ein Kardangelenk und die dafür relevanten kinematischen Größen sind in Bild 2.14 ver-
anschaulicht. Darin sind der ungedrehte Körper in grün, der Zwischenkörper des Kardan-
gelenks in blau und der in die Ausrichtung des Kardangelenks gedrehte Körper in rot 
dargestellt. Im ungedrehten Körper ist das Koordinatensystem 0, im Zwischenkörper das 
Koordinatensystem 1 und im in die Ausrichtung des Kardangelenks gedrehten Körper das  
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z1e
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BILD 2.14: KINEMATISCHE GRÖßEN DES KARDANGELENKS. UNGEDREHTER KÖRPER (GRÜN), GEDREHTER KÖRPER 
(ROT), ZWISCHENKÖRPER NACH ERSTER DREHUNG (BLAU) UND RICHTUNGSVEKTOREN DER MIT DIESEN KÖRPERN 
VERKOPPELTEN KOORDINATENSYSTEME. ERSTE DREHUNG: DREHWINKEL ΦX UM ACHSE eX0. ZWEITE DREHUNG: 
DREHWINKEL ΦY UM ACHSE eY1. 
Koordinatensystem 2 verankert. Die Ursprünge aller Koordinatensysteme liegen im 
Schnittpunkt der beiden Drehachsen des Kardangelenks. Die erste Drehung des Kardan-
gelenks überführt das Koordinatensystem 0 in das Koordinatensystem 1 und findet im 
mathematisch positiven Sinn um die x-Achse des Koordinatensystems 0, gegeben durch 
den Vektor 0 x0e , statt. Zugehöriger Drehwinkel ist xφ . Die zweite Drehung des Kardan-
gelenks überführt das Koordinatensystem 1 in das Koordinatensystem 2 und findet im 
mathematisch positiven Sinn um die y-Achse des Koordinatensystems 1, gegeben durch 
den Vektor 0 y1e , statt. Zugehöriger Drehwinkel ist yφ . 
Die Transformation der Drehwinkel des Kardangelenks, xφ  und yφ , in die zugehörige 
Ausrichtung der z-Achse des gedrehten Koordinatensystems 2, gegeben durch einen 
Vektor beliebiger Länge l in Richtung dieser z-Achse, 0 z2r , gibt die Vorwärtstransforma-
tion der Koordinaten des Kardangelenks an und kann berechnet werden zu: 
{ }
{ } { }
{ } { }0 2
0
yz2(x)
0 0 0 1 2
z2(y) z2 1 2 z2 x y
0
z2(z) x y
lr
r l
r l
 φ 
  
   = = = − φ φ
  
   φ φ   
R
r R R r

sin
sin cos
cos cos
 (2-1) 
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mit  
{ }0 1 x x= φR R   
{ }1 2 y y= φR R   
2
z2 zl=r e   
Für einen Gültigkeitsbereich von 1 1x y 2 2, , φ φ ∈ − π π   kann Beziehung (2-1) invertiert 
werden zu: 
0
z2(y)
x 0
z2(z)
r
r
  φ = − 
  
atan  (2-2) 
0
z2(x)
y
r
l
  φ =  
  
asin  (2-3) 
Daraus kann die Rotationsmatrix 0 2R  ermittelt werden zu: 
{ } { }
4 0
0
2 x x y y 0 3 3 4
2
0 4
3
2 2
h 0 h
1h h h h
h
h hh
h h
 
 
 
 
= φ φ = − 
 
 
− − 
 
R R R  (2-4) 
mit  
200 0
z2(y)z2(x) z2(x)2 1
0 1 2 1 3 40
2z2(z)
rr rhh ,   h ,   h 1 h ,   h ,   h 1
l h lr
 
 = = = + = = −
 
 
  
Der Algorithmus zur Überführung der Ausrichtung eines Kardangelenks, gegeben durch 
den Vektor 0 z2r , in die zugehörige Rotationsmatrix, gegeben durch 
0
2R , sowie optional 
die Drehwinkel xφ  und yφ  gibt die Rückwärtstransformation der Koordinaten des Kar-
dangelenks an und wird im Folgenden mit { }U  bezeichnet. Somit gilt: 
{ } { }0 02 x y z2, ,φ φ =R rU  (2-5) 
Rückwärtstransformation der Koordinaten des Roboters 
Basis der Rücktransformation sind die folgenden konstanten Parameter, die sich aus der 
Geometrie des Roboters ergeben: 
• Position des Systems B bezüglich der Basis, gegeben durch Br . 
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• Orientierung des Systems B bezüglich der Basis, gegeben durch BR . 
• Positionen der Systeme F1, F2 und F3 bezüglich der Basis, gegeben durch F1r , F2r  und 
F3r . 
• Orientierungen der Systeme F1, F2 und F3 bezüglich der Basis für den Fall ungedreh-
ter angeschlossener Kardangelenke. Diese Systeme werden im Folgenden mit F10, 
F20 und F30 bezeichnet. Deren Orientierung sind gegeben durch F10R , F20R  und 
F30R . 
• Positionen der Systeme M1, M2 und M3 bezüglich des Systems C, gegeben durch 
C
C M1r , 
C
C M2r  und 
C
C M3r . 
• Orientierungen der Systeme M1, M2 und M3 bezüglich des Systems C, für den Fall 
ungedrehter Kardangelenke. Diese Systeme werden im Folgenden mit M10, M20 
und M30 bezeichnet. Deren Orientierungen sind gegeben durch C M10R , 
C
M20R  und 
C
M30R . 
• Distanz zwischen dem Punkt T (geometrisches Zentrum des Targets) und dem System 
C, gegeben durch Cl . 
• Distanzen zwischen den Systemen F1, F2, F3 und den jeweils zugehörigen Systemen 
M1, M2 und M3 beim Anschlag an den Endschalter, gegeben durch 0(1)l , 0(2)l  und 
0(3)l , die im Vektor 0l  zusammengefasst werden. 
• Gewindesteigung als Abstandsänderung zwischen Spindel und Mutter pro relativer 
Umdrehung zwischen beiden, gegeben durch μ . 
Alle o.g. Parameter werden im Folgenden in dem Vektor Kinp  zusammengefasst. 
Der Algorithmus zur inverskinematischen Transformation ist wie folgt definiert: 
1. Repräsentation der kartesischen Koordinaten des Targets bzgl. des Basissystems: 
B
T B B B T= +r r R r  (2-6) 
2. Berechnung des Richtungsvektors zum Schwerpunkt des Targets: 
= TT
T
re
r  
(2-7) 
3. Berechnung der Position des Systems C: 
= −C T C Tlr r e  (2-8) 
4. Berechnung der Orientierung des Systems C: 
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{ } { }RS R S T, ,φ φ =R rU  
C S=R R  
(2-9) 
5. Berechnung der Positionen der Systeme M1, M2 und M3: 
[ ]CMk C C C Mk ,   k 1,2,3= ∈r r + R r  (2-10) 
6. Berechnung der Distanzen zwischen den Systemen F1, F2, F3 und den jeweils zuge-
hörigen Systemen M1, M2 und M3: 
[ ]Mk Fk Fk Mk ,   k 1,2,3= − ∈r r r  
[ ](k) Mk Fkl ,   k 1,2,3= ∈r  
(2-11) 
7. Berechnung der Orientierungen der Systeme F1, F2 und F3: 
[ ]Fk0 TMk Fk Fk0 Mk Fk ,   k 1,2,3= ⋅ ∈r R r  
{ } { } [ ]Fk0 Fk0 Xk Fk0Fk Xk Fk Mk Fk, , ,   k 1,2,3φ φ = ∈R rU  
[ ]Fk0Fk Fk0 Fk ,   k 1,2,3= ∈R R R  
(2-12) 
8. Berechnung der Orientierungen der Systeme M1, M2 und M3: 
C
Mk0 C Mk0=R R R  
[ ]Mk0 TMk Fk Mk0 Mk Fk ,   k 1,2,3= ⋅ ∈r R r  
{ } { } [ ]Mk0 Mk0 Vk Mk0Mk Vk Mk Mk Fk, , ,   k 1,2,3φ φ = ∈R rU  
[ ]Mk0Mk Mk0 Mk ,   k 1,2,3= ∈R R R  
(2-13) 
9. Berechnung der kinematischen Zwangsdrehung zwischen den Systemen F1, F2, F3 
und den jeweils zugehörigen Systemen M1, M2 und M3 (abzüglich der im Fall nicht 
ausgelenkter Kardangelenke des gesamten Phantoms bereits bestehenden Verdre-
hungen zwischen diesen Systemen): 
( ) ( ) [ ]Tk Fk y Mk xˆcos ,  k 1,2,3φ = ∈R e R e  
( ) ( ) [ ]Tk Fk y Mk yˆsin ,  k 1,2,3φ = ∈R e R e  
[ ]
!
k 1 1
k k 2 2
k
ˆsinˆ ˆatan ,  k 1,2,3 ,  ,ˆcos
 φ   φ = ∈ φ ∈ − π π   φ    
(2-14) 
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10. Berechnung der Drehwinkel der Motoren des Phantoms basierend auf der Bezie-
hung: ( )k 0k k kˆl l 2− = φ + φ µ π : 
( ) [ ]k (k) 0(k) k2 ˆl l ,  k 1,2,3πφ = − − φ ∈µ  
[ ]T1 2 3= φ φ φφ  
(2-15) 
Der Algorithmus der Rückwärtstransformation wird im Folgenden als { }IK  bezeichnet. 
Der Algorithmus überführt die kartesischen translatorischen Koordinaten des Targets, 
B
B Tr , unter Nutzung der konstanten kinematischen Parameter, Kinp , in die zugehörigen 
Motorwinkel φ  sowie alle Ergebnisse aus obigen Rechenschritten, zusammengefasst in 
IKR , die die Position und Orientierung jedes bewegten Körpers des Roboters definieren 
(u.a. die rotatorischen Koordinaten des Targets) und in weiteren Algorithmen benötigt 
werden. Somit gilt: 
{ } { }BIK B T Kin, ;=φ R r pIK  (2-16) 
Vorwärtstransformation der Koordinaten des Roboters 
Die Vorwärtstransformation der Koordinaten des Roboters ist nicht durch einen explizi-
ten Algorithmus realisierbar und wird daher iterativ, auf Basis des Newton-Raphson Al-
gorithmus realisiert. Für diesen Algorithmus wird die inverse Jakobimatrix der Roboter-
koordinaten, ID , bestehend aus den partiellen Ableitungen der Motorwinkel φ  bzgl. der 
Targetkoordinaten Tr , benötigt: 
{ }
T
I T Kin
T
∂
= =
∂ r
φD r p
r
IJ ;  (2-17) 
Der Algorithmus { }IJ  zur Berechnung der Jakobimatrix wurde automatisch generiert 
durch symbolische Differentiation des Algorithmus zur inversen kinematischen Trans-
formation, { }IK . Der Newton-Raphson Algorithmus ist gegeben durch die folgenden 
Berechnungsschritte, die ausgehend von einer Startschätzung der Lösung, T(0)r , wieder-
holt durchgeführt werden: 
{ }=I(k) T(k) Kin;D r pIJ  
{ } { }(k) IK(k) T(k) Kin, ;=φ R r pIK  
(k) (k)= −e φ φ  
1
T(k 1) T(k) I(k) (k)
−
+ = −r r D e  
(2-18) 
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Die obigen Berechnungsschritte werden ausgeführt, bis 12(k) 10
−<e  als Abbruchbedin-
gung erreicht wird. Anschließend werden die berechneten translatorischen Koordinaten 
des Targets in das Koordinatensystem des Bodys überführt über: 
( )B TB T B T B= −r R r r  (2-19) 
Der Algorithmus der Vorwärtstransformation wird im Folgenden als { }VK  bezeichnet. 
Der Algorithmus überführt die Motorwinkel φ  sowie eine Startschätzung der Lösung, 
T(0)r , unter Nutzung der konstanten kinematischen Parameter, Kinp , in die zugehörigen 
translatorischen kartesischen Koordinaten des Targets, BB Tr , sowie die Gesamtergebnisse 
aus der Rückwärtstransformation der letzten Newton-Raphson-Iteration, IKR . Somit gilt: 
{ } { }T IK T(0) Kin, , ;=r R φ r pVK  (2-20) 
Während des Phantombetriebs wird die vorwärtskinematische Transformation in jedem 
Steuertakt (variable Taktzeit, die i.d.R. 20 Millisekunden nicht übersteigt) durchgeführt. 
Das Transformationsergebnis aus dem letzten Steuertakt bildet dabei jeweils die für den 
aktuellen Steuertakt benötigte Startschätzung T(0)r . 
2.3.4 Kollisionserkennung 
Durch die Kollisionserkennung wird überprüft, ob sich die Positionskoordinaten des Ro-
boters innerhalb eines Raumes befinden, der mit einem kollisionsfreien Betrieb des 
Phantoms assoziiert ist. In einer Voruntersuchung wurden die Grenzen des kollisions-
freien Raumes approximativ ermittelt. Dazu wurden Beispiel-Koordinaten des Roboters 
über dessen gesamten theoretischen Arbeitsraum verteilt und für jede dieser Koordina-
ten eine Kollisionsuntersuchung durchgeführt. Für diese Kollisionsuntersuchung wurde 
jede mögliche Paarung der bewegten und unbewegten Körper des Roboters und des 
Bodys als Kandidat für eine potentielle Kollision berücksichtigt. Die Volumen dieser Kör-
per wurden dazu durch einhüllende Grundformen (Quader, Zylinder und Flächen) ap-
proximiert. Anschließend wurden diejenigen Kollisionsformen, die an der Bildung der 
o.g. Grenzen des kollisionsfreien Raumes beteiligt sind, identifiziert. Diese sind: 
1. Kollision der Muttern mit ihren Endanschlägen. 
2. Kollision der Spindelstangen mit dem Boden. 
3. Kollision des Targets mit den Innenseiten des Bodys. 
4. Kollision der Faltenbälge, die den Träger im Body abdichten, mit der Führungsplatte. 
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5. Kollision eines Motorrahmens mit dem Zwischenring. 
Für diese Kollisionsformen wurden laufzeitoptimierte Algorithmen zur Kollisionserken-
nung hergeleitet. Diese berechnen zunächst Distanzmaße zwischen den potentiell kolli-
dierenden Körpern und klassifizieren diese Distanzmaße anschließend als eine Kollision 
anzeigend oder nicht anzeigend. Die Distanzmaßberechnung erfolgt auf Basis der Ge-
samtergebnisse der Koordinatentransformation, IKR  sowie konstanter Parameter, die 
sich aus der mechanischen Konstruktion des Roboters, des Bodys und des Targets erge-
ben und im Vektor Colp  zusammengefasst sind. 
Der Algorithmus der Distanzmaßberechnung wird im Folgenden als { }A  bezeichnet, ist 
im Anhang 7.1 beschrieben und erzeugt 22 Distanzmaße 
T
(1) (22)d ... d =  d . Somit 
gilt: 
{ }IK Col;=d R pA  (2-21) 
Analog zu der Berechnung der Gesamtergebnisse der Koordinatentransformation IKR  
durch den Algorithmus { }IK  erfolgt auch die darauf aufsetzende Berechnung der Dis-
tanzmaße d  durch Algorithmus { }A  explizit und auf Basis ausschließlich stetig diffe-
renzierbarer und für beliebige Roboterposen numerisch gut konditionierter Rechenope-
rationen. Resultierend kann ein Algorithmus zur Berechnung der partiellen Ableitungen 
der Distanzmaße bzgl. der Abtriebskoordinaten des Roboters, Bd B T= ∂ ∂J d r , durch sym-
bolische Differentiation automatisiert erzeugt werden. Dieser Algorithmus ist gegeben 
als: 
{ }Bd B T Kin Col; ,=J r p pDJ  (2-22) 
Eine potentielle Verwendung des Algorithmus { }DJ  zur Berücksichtigung von Arbeits-
raumgrenzen bei einer gleitenden Spezifikation des Zielpunkts der Roboterbewegung 
wird in Subsektion 2.5.9 bzw. Anhang 7.7 beschrieben.  
Der Algorithmus zur Kollisionserkennung überführt die Distanzmaße d  in die Entschei-
dung, ob diese eine Kollision anzeigen. Parameter des Algorithmus ist der Sicherheitsab-
stand mind  zur Null-Distanz, bei der im Fall eines fehlerfreien kinematischen Modells des 
Roboters eine Kollision auftritt. Damit ergibt sich der Algorithmus zur Kollisionserken-
nung zu: 
{ } minwahr, falls min dKollision
falsch, sonst
 <
= 

d
 (2-23) 
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Der Algorithmus zur Kollisionserkennung wird im Folgenden als { }K  bezeichnet. Somit 
gilt: 
{ }Kollision= dK  (2-24) 
2.3.5 Trajektoriengenerierung 
Um Trajektorien, d.h. bahn- und zeittreue Bewegungen des Roboters im kartesischen 
Raum zu erzeugen, sind ein synchroner Betrieb aller drei Motoren sowie eine Pufferung 
und Vorausberechnung der Zielkoordinaten der Bewegung erforderlich. Diese Vorausbe-
rechnung findet Offline, d.h. vor dem Betrieb des Phantoms, im Zuge der Trajektorien-
generierung statt. Ergebnis einer Trajektoriengenerierung ist eine Tabelle, die die Ziel-
koordinaten des Targets bzgl. des Bodys, BB Tr , und die Zeitpunkte, zu denen diese reali-
siert werden sollen, angibt. Diese Größen sind gegeben durch 
[ ]BB T(k) ,  k 1,...,n∈r  
[ ](k)t ,  k 1,...,n∈  
(2-25) 
Dabei gibt n die Anzahl der spezifizierten Zielkoordinaten und zugehörigen Zeitpunkte 
an. Die Koordinaten des Targets werden während des Phantombetriebs mit Hilfe der 
Rückwärtstransformation in die zugehörigen Motordrehwinkel des Roboters überführt. 
Letztgenannte werden an die Schrittmotorsteuerung übergeben. Diese interpoliert die 
Bahn zwischen zwei aufeinanderfolgenden Zielkoordinaten durch eine Gerade im Achs-
raum, was einer gekrümmten zugehörigen Bahn im kartesischen Raum entspricht. Somit 
kann die durch die Trajektoriengenerierung erzeugte kartesische Bahn umso genauer 
angenähert werden, je geringer der Abstand zwischen zwei aufeinanderfolgenden Ziel-
koordinaten, B BB T(k 1) B T(k) 2+
−r r , ist. Um eine hohe Bahntreue der Roboterbewegung zu 
gewährleisten, wurde eine konstante zeitliche Differenz zwischen zwei ausfeinanderfol-
genden Zielzeitpunkten, (k 1) (k)t t+ − , von 10 Millisekunden verwandt. 
Durch die Trajektoriengenerierung können zum einen klinische Messungen der Bewe-
gung des Tumorschwerpunkts für die phantombasierte Reproduktion dieser Bewegung 
aufbereitet und zum anderen neue Trajektorien erstellt werden. 
Die Aufbereitung gemessener Trajektorien umfasst deren Filterung, Neuabtastung und 
Übertragung auf die Zielkoordinaten des Targets. 
68 
Die Erstellung einer neuen Trajektorie erfolgt entsprechend der vom Nutzer gewünsch-
ten Bahngeometrie, maximalen Bahngeschwindigkeit und maximalen Bahnbeschleuni-
gung/-verzögerung. Diese werden in der Trajektorienparametrierung Trap  zusammenge-
fasst. Zur Generierung der Trajektorientabelle (2-25) werden drei Funktionen verwandt. 
Diese basieren auf der Beschreibung der Position innerhalb der Bahn durch eine nor-
mierte Bahnkoordinate [ ]s 0,1∈ . Diese Bahnkoordinate ist definiert als die Bahnlänge 
vom Startpunkt der Bahn bis zu dem durch die Bahnkoordinate angezeigten Punkt, be-
zogen auf die Gesamtlänge der Bahn. 
Die Funktion { }VP  überführt die Trajektorienparametrierung Trap  in die zugehörige 
Parametrierung des trapezförmigen Geschwindigkeitsprofils der normierten Bahnkoor-
dinate s, Velp : 
{ }Vel Tra=p pVP  (2-26) 
Die Parametrierung Velp  umfasst u.a. die Dauer Et  der Bahnbewegung, die sich aus der 
durch den Nutzer spezifizierten maximalen Bahngeschwindigkeit und -beschleunigung/-
verzögerung ergibt. Die Funktion { }TP  überführt einen beliebigen Zeitpunkt t unter 
Nutzung des bahnspezifischen Geschwindigkeitsprofils Velp  in die zugehörige Bahnkoor-
dinate s: 
{ }Vels t;= pTP  (2-27) 
Die Funktion { }PK  überführt eine beliebige Bahnkoordinate [ ]s 0,1∈  unter Nutzung 
der durch den Nutzer spezifizierten Bahngeometrie in die zugehörige kartesische Positi-
on des Punktes T: 
{ }BB T Tras;=r pPK  (2-28) 
Unter Verwendung der Funktionen (2-26) bis (2-28) kann die Trajektorientabelle (2-25) 
ausgehend von diskreten Stützzeitpunkten (k)t  im zeitlichen Abstand von DT 10= Milli-
sekunden berechnet werden als: 
E
(k) D
D
tt kT ,  k 0,1,...,
T
  
= ∈   
  
round  
{ }(k) (k) Vels t ;= pTP  
{ }T(k) (k) Tras ;=r pPK  
(2-29) 
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Darin beschreibt die Funktion { }round  das Runden des Arguments. Aktuell werden 
beliebige Linien- und elliptische Bahnen unterstützt. 
Vorgehensweise (2-29) impliziert eine stets synchrone Bewegung aller Achsen, da das 
Geschwindigkeitsprofil im Raum der Bahnkoordinate festgelegt wird. Ein Nachteil dieser 
Vorgehensweise ist, dass aufgrund der variablen Abbildung der Bahnbewegung auf die 
Achsbewegung des Roboters, die maximalen Bahngeschwindigkeiten und -
beschleunigungen/-verzögerungen konservativ (für die Worst Case Abbildung zwischen 
Bahn- und Achsbewegung) eingestellt werden müssen, um eine Überschreitung der ma-
ximalen Achsgeschwindigkeiten und -Beschleunigungen zu vermeiden. Im vorliegenden 
Anwendungsfall des Roboters ergibt sich daraus keine praktische Einschränkung. 
Die aktuelle Implementierung der Funktionen (2-26) bis (2-28) ist im Anhang 7.2 be-
schrieben. 
2.3.6 Kalibrierung 
Ziel der Kalibrierung ist, die Parameter Kinp  so einzustellen, dass die durch die resultie-
rende Koordinatentransformation ermittelte Position des Targets in Relation zur Pose 
des Bodys, BB Tr , einen minimalen Absolutfehler aufweist. Als Messeinrichtung für die 
Kalibrierung kommt ein optisches Trackingsystem(45) zum Einsatz, das mit Hilfe infrarot 
reflektierender Marker die Position des Targets und die Pose des Bodys registriert. Die 
Lokalisationen dieser Marker sind in Bild 2.15 veranschaulicht. Die Position des Targets 
wird durch den Einzel-Marker des in Subsektion 2.2.2 beschriebenen Positionierungstar-
gets (Punkt T in Bild 2.15), die Pose des Bodys durch die an den Punkten T1, T2 und T3 
verankerten Marker registriert. Letztgenannte Marker wurden äquivalent und in mög-
lichst geringem Abstand zu den Markierungen für Raumlaser und CT (Punkte L1, L2 und 
L3 in Bild 2.15) angeordnet. Dies ermöglicht, die Pose des Bodys (in Form der Pose des 
Koordinatensystems B) während der Kalibrierung und im klinischen Einsatz des 4D-
Phantoms auf äquivalente Weise zu registrieren und resultierend etwaige Abweichun-
gen zwischen beiden Registrierungsformen zu minimieren. Somit wird die Übereinstim-
mung der geometrischen Informationen, die einerseits durch das 4D-Phantom und an-
dererseits durch daran applizierte klinische Geräte ermittelt werden, maximiert. Zur 
Realisierung der Kalibrierung wird ein Experiment am 4D-Phantom durchgeführt. Dazu  
(45) Trackpack System, Advanced Realtime Tracking GmbH, Weilheim i.OB., Deutschland 
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BILD 2.15: RELEVANTE GRÖßEN FÜR KALIBRIERUNG: MOTORDREHWINKEL (ANTRIEBSKOORDINATEN): Φ1, Φ2, Φ3. 
TARGETPOSITION (ABTRIEBSKOORDINATEN): T. MESSPUNKTE DES TRACKINGSYSTEMS (INFRAROT REFLEKTIERENDE 
MARKER): T, T1, T2, T3 . MESSPUNKTE KLINISCHER GERÄTE (MARKIERUNGEN FÜR RAUMLASER UND CT): L1, L2, 
L3. 
wird der Roboter zu vorgegebenen Motordrehwinkeln (k)φ  gefahren, die im gesamten 
kollisionsfreien Raum des Roboters homogen verteilt sind. Die zu diesen Drehwinkeln 
jeweils gehörenden translatorischen kartesischen Positionen des Targets in Relation zum 
Body werden mit Hilfe des Trackingsystems auf Basis der oben beschriebenen Anord-
nung der infrarot reflektierenden Marker gemessen. Die dazu erforderlichen Umrech-
nungen der Rohmessdaten des Trackingsystems sind in Anhang 7.3 beschrieben. Die 
gemessenen Targetpositionen, BB T(k)rˆ , werden mit Hilfe der Rückwärtstransformation in 
die berechneten Motordrehwinkel (k)φˆ  überführt: 
{ } { }B(k) Kin B T(k) Kinˆ ˆ ;=φ p r pIK  (2-30) 
Unter der Annahme eines vernachlässigbaren Fehlers der Messungen BB T(k)rˆ  wird der 
Fehler der Rückwärtstransformation, e, definiert als der summierte quadratische Ab-
stand zwischen den eingestellten, (k)φ , und berechneten Motordrehwinkeln, (k)φˆ : 
{ } { }
n 2
Kin (k) (k) Kin
k 1
ˆe
=
= −∑p φ φ p  (2-31) 
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Darin ist n die Anzahl der im Experiment verwandten Testpunkte. Im Zuge der Kalibrie-
rung wird dieser Fehler numerisch minimiert. Das entsprechende Minimierungsproblem 
lautet: 
{ }{ }{ }
Kin
KinOpt Kin Kin
ˆ
ˆ ˆe=
p
p p pargmin  
(2-32) s.t. 
{ }Kinˆ =g p 0  
Um eine zulässige Lösung des Minimierungsproblems (2-32) zu erreichen, werden die 
untereinander abhängigen Elemente der in Kinp  enthaltenen Rotationsmatrizen in die 
zugehörigen Euler-Parameter [161] überführt, woraus sich der in der Problemformulie-
rung (2-32) verwandte reduzierte Parametervektor Kinpˆ  ergibt. Die einer Rotations-
matrix zugeordneten Euler-Parameter werden durch den Real- und die drei Imaginärteile 
des dieser Rotationsmatrix äquivalenten Quaternions gebildet. Die erforderliche Ein-
heits-2-Norm jedes Satzes dieser Euler-Parameter wird durch eine entsprechende nicht-
lineare Nebenbedingung, { }(k) Kinˆg 0=p , des Minimierungsproblems (2-32) sichergestellt. 
Um eine geeignete Kondition des Minimierungsproblems (2-32) zu erreichen, werden 
diejenigen in Kinpˆ  enthaltenen Parameter, die erwartungsgemäß geringen und/oder 
redundanten Einfluss auf das Ergebnis der Koordinatentransformation haben, auf den 
durch die Konstruktion vorgegebenen Nominalwerten konstant gehalten und somit von 
der Minimierungsrechnung ausgeschlossen. Die über die Singulärwerte der Matrix 
TT T
(1) (n) Kin
ˆ ˆ ˆ...  ∂ φ φ p  ermittelten Sensitivitäts- und Redundanzeigenschaften der 
Parameter Kinpˆ  stellten sich als variabel in Abhängigkeit von den Parameterwerten her-
aus. Aus diesem Grund wird das Minimierungsproblem (2-32) mit unterschiedlichen Va-
rianten festgesetzter Parameter gelöst. Von allen resultierenden Minimierungsergebnis-
sen wird dasjenige, das den geringsten Fehler e hervorbringt, als Ergebnis der Kalibrie-
rungsrechnung ausgewählt. 
2.4 Erprobung des 4D-Phantoms 
In dieser Sektion werden die Ergebnisse erster Erprobungen zur Evaluation der Positio-
niergenauigkeit des Roboters (Subsektion 2.4.1) sowie der Einsetzbarkeit des 4D-
Phantoms in klinischer Bildgebung (Subsektion 2.4.2) und Bestrahlung (Subsektion 
2.4.3) vorgestellt. 
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2.4.1 Positioniergenauigkeit 
Zur Evaluation der Positioniergenauigkeit des kalibrierten Roboters wurden durch die 
Robotersteuerung registrierte und gemessene absolute Testkoordinaten des Targets, 
B
B T(k)r , miteinander vergleichen. Die Registrierung der Targetkoordinaten erfolgt durch 
die Vorwärtstransformation { }VK  (siehe Subsektion 2.3.3) der durch die Drehgeber 
erfassten Motordrehwinkel. Die Messung der Targetkoordinaten erfolgte auf Basis des-
selben Aufbaus, der auch zur Kalibrierung verwandt wird (siehe Subsektion 2.3.6 und 
Bild 2.15). Die Testkoordinaten BB T(k)r  wurden in einem homogenen Gitter bestehend aus 
176  Punkten über den gesamten Arbeitsraum des Roboters verteilt und unterschieden 
sich von den Koordinaten, die für die Kalibrierung des Roboters verwandt wurden. 
Die Häufigkeitsverteilung der euklidischen Abstände zwischen den registrierten und ge-
messenen Testkoordinaten sowie zugehörige statistische Kenngrößen sind in Bild 2.16 
dargestellt. Diese Kenngrößen beinhalten den Mittelwert der o.g. Abstände von 0.174 
mm. Desweiteren ist der Abstand von 95 % der Testpunkte kleiner als 0.38 mm, von 99 
% der Testpunkte kleiner als 0.54 mm und von jedem Testpunkt kleiner als 0.6 mm.  
Mittelwert:
0.17
Hä
uf
ig
ke
it
0.06 0.16 0.26 0.35 0.45 0.55
Abstand zwischen registrierten und
gemessenen Targetkoordinaten / [mm]
Standardabweichung:
0.11
95 % Confidence:
0.38
99 % Confidence:
0.54
Max.:
0.6
 
BILD 2.16: VERTEILUNG DER EUKLIDISCHEN ABSTÄNDE ZWISCHEN DEN REGISTRIERTEN UND GEMESSENEN TEST-
KOORDINATEN DES TARGETS DES KALIBRIERTEN ROBOTERS. 
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2.4.2 Klinischer Einsatz: Bildgebung 
Zur Evaluation der Eignung des 4D-Phantoms für einen Einsatz in der klinischen Bildge-
bung wurden die folgenden Bildgebungsmodalitäten am 4D-Phantom appliziert(46): 
• Statisches (3D-) CT. 
• Atemgurtgetriggertes (4D-) CT. 
• Statisches (3D-) PET/CT. 
• Ungetriggertes experimentelles 4D-PET/CT. 
Die zugehörigen Versuche und erzielten Ergebnisse werden im Folgenden vorgestellt. 
Statisches (3D-) CT. Für diesen Versuch wurde das RT-Target verwandt. Dieses wurde im 
mit Wasser gefüllten Body an einer konstanten Position gehalten. In den von diesem 
Aufbau erfassten Bildern waren keine unerwarteten Artefakte oder Verzerrungen er-
kennbar. Auf Basis der CT-Zahlen (Hounsfield Units) des Targets konnten dessen Materi-
aldichten korrekt rekonstruiert werden. 
Atemgurtgetriggertes (4D-) CT. Für diesen Versuch wurde das mit Luft befüllte PET-
Target verwandt. Dieses wurde im mit Wasser gefüllten Body periodisch entlang der 
Superior/Inferiorrichtung entsprechend der Vorschrift  
{ } { }B 4B T t 0 0 20 0.3 t = − ⋅ r πcos  mm  
bewegt, wobei t den Zeitpunkt angibt. Mit Hilfe der Hubeinheit wurde der Atemgurt des 
Bildgebungsgeräts synchron zur Phantombewegung ge- und entspannt. In der daraus 
resultierenden eindimensionalen Repräsentation des Atemzyklus waren keine unerwar-
teten Artefakte sichtbar. Zwei prospektive 4D-CT Aufnahmen wurden erstellt. Dazu wur-
den die Aufnahmezeiten auf kurze Intervalle, die an das Erreichen der maximalen (Auf-
nahmephase „Ende Inspiration“) bzw. minimalen Auslenkung des Atemgurts (Aufnah-
mephase „Ende Expiration“) direkt anschlossen, begrenzt. Jedes dieser Zeitintervalle 
wurde auf Basis des Verlaufs der durch die Hubeinheit erzeugten Atemgurtdehnung feh-
lerfrei durch das Bildgebungsgerät identifiziert. Die resultierenden CT-Aufnahmen sind in 
Bild 2.17 veranschaulicht. Diese weisen trotz der Bewegungen des 4D-Phantoms nur 
geringe Bewegungsartefakte auf. Innerhalb der Aufnahmephase „Ende Inspiration“ führ-
te das 4D-Phantom umfangreichere Bewegungen als innerhalb der Aufnahmephase „En-
(46) Bildgebungsgerät: Gemini TF16, Philips, Amsterdam, Niederlande 
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de Expiration“ aus (siehe Bild 2.17, rechts). Das erstgenannter Aufnahmephase zugeord-
nete CT-Bild weist korrespondierend geringfügig größere verbleibende Bewegungsarte-
fakte auf. 
 
BILD 2.17: PROSPEKTIVE 4D-CT BILDER DES BEWEGTEN LUFTGEFÜLLTEN PET-TARGETS AUS AUFNAHMEPHASEN 
„ENDE EXPIRATION“ UND „ENDE INSPIRATION“ (LINKS) SOWIE ZUGEHÖRIGE BEWEGUNGSTRAJEKTORIE DES PET-
TARGETS (RECHTS). TRÄGER UND PET-TARGET BEFINDEN SICH IM WASSERGEFÜLLTEN BODY. 
Statisches (3D-) PET/CT. Für diesen Versuch wurde das PET-Target mit einem einzelnen 
bewegten Kompartiment verwandt. Dieses sowie der Body wurden unabhängig vonei-
nander mit Wasser befüllt. Das Radiopharmakon [18F]Fluordesoxyglucose wurde in un-
terschiedlichen Konzentrationen in das Target und in den Body eingebracht, so dass 
erstgenanntes eine Radioaktivität von 100 kBq/ml und letztgenannter eine Radioaktivi-
tät von 10 kBq/ml aufwies. Die Bildgebung dieses Aufbaus durch 3D-PET/CT erzeugte 
keine unerwarteten Artefakte oder Verzerrungen und erwies sich als äquivalent zur Bild-
gebung eines klassischen 3D-Phantoms für die Validierung von PET. Ein Ausschnitt der 
erzeugten Bilder vom 4D-Phantom ist in Bild 2.18 dargestellt. 
Ungetriggertes experimentelles 4D-PET/CT. Ein experimenteller Algorithmus zur 4D-
PET/CT, der die Schwerpunkttrajektorie eines Tumors aus den durch Bildgebung mit 
PET/CT gewonnenen Rohdaten extrahiert, wurde sowohl mit Hilfe des kommerziellen 
CIRS – Dynamic Thorax Phantoms(47) (DTP) als auch mit Hilfe des 4D-Phantoms evaluiert. 
In abgeschlossene Kompartimente der bewegten Targets beider Phantome wurde ein 
Gemisch aus Wasser und dem Radiopharmakon [18F]Fluordesoxyglucose eingebracht, 
so dass sich eine Radioaktivität von 100 kBq/ml ergab. Zusätzlich wurde ein analoges 
Gemisch mit einer Radioaktivität von 10 kBq/ml in den Body des 4D-Phantoms einge- 
(47) Computerized Imaging Reference Systems (CIRS) Inc., Norfolk, USA 
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BILD 2.18: PET/CT DES 4D-PHANTOMS: TRÄGER UND PET-TARGET, LETZTGENANNTES MIT EINER EINGEBRACH-
TEN RADIOAKTIVITÄT VON 100 kBq/ml. Die Radioakivität im umgebenden Body BETRUG 10 kBq/ml. 
bracht. Das DTP führte eine periodische Bewegung in seinen beiden Freiheitsgraden mit 
einer Frequenz von 0.25 Hz aus(48). Das 4D-Phantom führte eine dreidimensionale trans-
latorische Bewegung aus, die zuvor an einem Patienten gemessen wurde. Die Fre-
quenzanteile der Komponenten in Superior/Inferiorrichtung der ausgeführten Bewegun-
gen von DTP und 4D-Phantom sind in Form der blauen Balkendiagrame in Bild 2.19 dar-
gestellt. Die darunter dargestellten roten Balkendiagramme zeigen die Frequenzanteile 
der jeweils zugehörigen Messungen dieser Bewegungskomponenten durch das o.g. 4D-
PET/CT. Daraus ist erkennbar, dass die Messung durch 4D-PET/CT die Bewegung des DTP 
in hoher und die Bewegung des 4D-Phantoms in geringer Genauigkeit abbildet. In letzt-
genanntem Fall weist die Messung ähnliche Lokalisationen der Frequenzen mit den 
höchsten Anteilen, jedoch signifikant kleinere Amplituden als die reale Bewegung auf. 
Desweiteren sind in allen Frequenzen signifikante Rauschanteile vorhanden. Darstellun-
(48) „Sharkfin” Trajektorienform und Bewegungsumfang von 20 mm in Superior/Inferiorrichtung 
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gen im Zeitbereich der realen Bewegung des 4D-Phantoms und deren Messung durch 
4D-PET/CT zeigten korrespondierend keine erkennbare Ähnlichkeit.  
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BILD 2.19: FREQUENZANTEILE DER AUSGEFÜHRTEN UND DER DURCH 4D-PET GEMESSENEN BEWEGUNG EINES 
PET-TARGETS DES CIRS - DYNAMIC THORAX PHANTOMS (LINKS) UND DES 4D-PHANTOMS (RECHTS). 
2.4.3 Klinischer Einsatz: Radiotherapie 
Zur Evaluation der Eignung des 4D-Phantoms für einen Einsatz in der Radiotherapie 
wurde das 4D-Phantom ohne und mit Bewegungen des RT-Targets bestrahlt. Jede Be-
strahlung erfolgte mit einer Energie von 6MeV und einer Feldgröße von 5x5 cm2. Bewe-
gungen des Targets erfolgten ausschließlich entlang der Superior/Inferiorrichtung ent-
sprechend der Vorschrift 
{ }
{ }
B
B T
4
0
t 0
a f t
 
 
=  
 
− ⋅  
r
πcos
 (2-33) 
mit  
a 10 mm=   
f 0.5 Hz=   
wobei  t den Zeitpunkt angibt. 
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Die in den o.g. Versuchen in den drei mittleren Messebenen (2,3 und 4) des RT-Targets 
erfassten Dosisverteilungen sind in Bild 2.20 veranschaulicht. Die ohne Bewegung des 
RT-Targets gemessenen und mit Hilfe des Bestrahlungsplanungssystems (TPS)(49) be-
rechneten Dosisverteilungen wurden auf Basis des Gamma Index Kriteriums (3%, 3mm) 
nach Low et al. [162] miteinander verglichen resultierend in einer Übereinstimmung von 
über 99 %. Die mit Bewegung des RT-Targets gemessenen Dosisverteilungen zeigten 
typische Verschmierungsmuster. 
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BILD 2.20: ERGEBNISSE DER BESTRAHLUNG DES RT-TARGETS DES 4D-PHANTOMS. DOSISVERTEILUNGEN IN DEN 
MITTLEREN MESSEBENEN (2,3 UND 4) DES RT-TARGETS. OHNE BEWEGUNG (LINKS): GEMESSENE (A) UND GE-
PLANTE (B) DOSISVERTEILUNG. MIT BEWEGUNG (RECHTS): GEMESSENE DOSISVERTEILUNG. 
2.5 Weiterentwicklungen des 4D-Phantoms 
In dieser Subsektion werden Ansätze sowie bereits erfolgte Ausarbeitungen zur Weiter-
entwicklung des 4D-Phantoms vorgestellt. Diese betreffen die Kinematik, konstruktive 
Gestaltung und Steuerungsalgorithmik des Roboters sowie den Aufbau des Targets und 
des Bodys. 
(49) Pinnacle V9.4, Philips, Amsterdam, Niederlande 
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2.5.1 Vereinfachte Körper-Gelenk-Struktur des Roboters 
Um die Konstruktion, Fertigung und Montage des Roboters zu vereinfachen, wurde eine 
alternative Körper-Gelenk-Struktur des Roboters ausgearbeitet. Diese Struktur ermög-
licht, die Sicherung des Trägers gegen Verdrehung um seine Längsachse von der passiven 
Führungskette auf eine der aktiven Führungsketten (Führungskette 1) zu verlagern. Dazu 
wird das Träger und Gabel V1 verbindende Drehgelenk eliminiert und somit die Gabel V1 
fest am Träger verankert (siehe Bild 2.6). Das in der Führungsplatte verankerte Schubge-
lenk wird korrespondierend durch ein Drehschubgelenk ersetzt. Die resultierende 
2URHU 1URHR 1UC Struktur des Roboters ist in Bild 2.21 dargestellt, die entsprechend 
überarbeitete Konstruktion des Roboters ist in Bild 2.27 veranschaulicht. Diese Kon-
struktion spart das o.g. Drehgelenk ein und vereinfacht den Träger zu einem einzelnen 
Rohr mit kreisförmigem Querschnitt sowie korrespondierend dessen Lagerung und Dich-
tung. Die Vereinfachung des Schubgelenks zu einem Drehschubgelenk ist besonders sig-
nifikant vor dem Hintergrund der Anforderung eines metallfreien, steifen und exakt la-
gerbaren Trägers. Diese Anforderung führt zu einer möglicherweise stark erhöhten 
Komplexität und/oder Kosten (bspw. durch spezialangefertigte Bauteile) eines Schubge-
lenks im Vergleich zu einem Drehschubgelenk. 
Analog zu der in Subsektion 2.3.1 vorgestellten Struktur ermöglicht auch die vereinfach-
te Struktur des Roboters eine explizite und stetig differenzierbare Rückwärtstransforma-
tion der Roboterkoordinaten. Durch die Elimination des o.g. Drehgelenks zwischen Trä-
ger und Gabel V1 wird eine windschiefe Ausrichtung der Achsen des Trägers und der  
 
BILD 2.21: ALTERNATIVE KÖRPER-GELENK-STRUKTUR DES ROBOTERS. 
  79 
 
aktiven Führungskette 1 verhindert. Resultierend wird Punkt M1 stets in der durch die 
Punkte 0, C und F1 aufgespannten Ebene gehalten (siehe Bild 2.13). Korrespondierend 
muss für die Rückwärtstransformation der Koordinaten des vereinfachten Roboters der 
in Subsektion 2.3.3 vorgestellte Schritt (2-9) modifiziert werden zu: 
4. Berechnung der Orientierung des Systems C: 
{ } { }RS R S T, ,φ φ =R rU  
C
zC
C
C F1
yC
C F1
xC yC zC
C xC yC zC
= −
×
= −
×
= ×
 =  
r
e
r
r r
e
r r
e e e
R e e e
 
(2-34) 
Alle restlichen Schritte (2-6) bis (2-8) und (2-10) bis (2-15) der in Subsektion 2.3.3 vorge-
stellten Rückwärtstransformation bleiben auch für den vereinfachten Roboter gültig. 
2.5.2 Erweiterung des Roboters zur Manipulation des Targets in fünf Freiheitsgraden 
Unter Beibehaltung der in Subsektion 2.2.3 beschriebenen Eigenschaften des Roboters 
kann dessen Struktur so erweitert werden, dass er eine unabhängige Manipulation so-
wohl der translatorischen Bewegung als auch der Verkippung des Targets senkrecht zur 
Trägerachse (zwei rotatorische Freiheitsgrade) ermöglicht [a]. Dazu wird die Orientie-
rung einer metallischen Kippscheibe, die sich am roboterseitigen Ende der Trägerstange 
befindet, mit Hilfe eines seilzugbasierten Getriebes eingestellt und über ein metallfreies 
Getriebe, das in die Trägerstange eingebracht ist, auf die Orientierung des Targets über-
tragen. Der um das metallfreie Getriebe erweiterte Träger ist in Bild 2.22 dargestellt. Der 
vereinfachte Träger, der in Subsektion 2.5.1 vorgestellt wurde, kann auf analoge Weise 
erweitert werden. Durch das metallfreie Getriebe werden das Target und die Kippschei-
be jeweils über ein Kardangelenk mit dem Träger sowie über zwei Distanzgelenke unter-
einander verbunden. Jedes Distanzgelenk besteht aus einer Stange zwischen zwei Kugel-
gelenken. Die Gelenke sind so angeordnet und aufgebaut, dass diese stets eine identi-
sche Orientierung von Kippscheibe und Target erzwingen. Dies beinhaltet u.a. identische 
Abstände zwischen allen Gelenkpaaren.  
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BILD 2.22: ERWEITERTER TRÄGER ZUR EINSTELLUNG IDENTISCHER ORIENTIERUNGEN DES TARGETS UND DER KIPP-
SCHEIBE. 
Das seilzugbasierte Getriebe überträgt eine auf der Basisplatte eingestellte Orientierung 
auf die Kippscheibe. Dies geschieht unabhängig von der aktuellen Pose des Trägers. 
Translatorische und rotatorische Positionierung des Targets werden somit entkoppelt. 
Das Getriebe wurde von der Struktur des parallelen Seilroboters „BetaBot“ inspiriert 
[163] und bisher nicht beschrieben. Kernelement des Getriebes ist ein räumliches Seilpa-
rallelogramm, das zwischen Basisplatte und Kippscheibe aufgebaut wird. Durch Abwick-
lung aller drei Seile dieses Parallelogramms auf einer gemeinsamen Rolle wird ermög-
licht, die Differenzen der Abstände zwischen den einander zugeordneten Seilanschluss-
stellen auf der Kippscheibe und der Basis und die durch diese Abstandsdifferenzen vor-
gegebene Orientierung der Kippscheibe in Relation zur Basis stets konstant zu halten. 
Dies geschieht unabhängig von der translatorischen Position der Kippscheibe und der 
dadurch vorgegebenen Absolutwerte der o.g. Abstände, wodurch die o.g. Entkoppelung 
zwischen Translation und Orientierung erreicht wird. Eine ausreichende Spannkraft der 
Seile, die mögliche aus der Roboteroperation resultierende (bspw. am Target eingeleite-
te) Gegenkräfte überwiegt, wird durch eine an der Basisplatte befestige Magnetfeder 
erzeugt. Der Vorteil einer Magnetfeder gegenüber einer mechanischen Feder ist, dass 
diese eine auslenkungsunabhängige Spannkraft zur Verfügung stellt. Die Spindelgewin-
detriebe des Roboters müssen die generierte Spannkraft aktiv abstützen. 
Eine ausgearbeitete Roboterkonstruktion, die mit Hilfe der o.g. Getriebe eine feste Ein-
stellung der rotatorischen Ausrichtung des Targets erzeugt, ist in Bild 2.23 dargestellt. 
Diese Konstruktion ermöglicht eine rein translatorische Verschiebung des Targets trotz 
der Fixierung des Trägers am Punkt 0 (siehe Bild 2.13) und des resultierenden minimalen 
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(kegelförmigen) Volumens dessen Bewegungsraums. Der mögliche Aufbau zweier Akto-
ren, die die Umlenkung der Seile auf der Basisplatte mit einer dynamischen Einstellung 
der Längendifferenzen der Seile und somit der rotatorischen Ausrichtung des Targets 
kombinieren, ist in Bild 2.24 dargestellt. Der aus Verwendung dieser Aktoren resultie-
rende Roboter zur Positionierung des Targets in fünf Freiheitsgraden ermöglicht analog 
zu allen anderen bisher vorgestellten Robotervarianten eine explizite und stetig diffe-
renzierbare Rückwärtstransformation der Roboterkoordinaten. 
 
BILD 2.23: ERWEITERTER ROBOTER ZUR FESTSETZUNG EINER VOREINGESTELLTEN ROTATORISCHEN AUSRICHTUNG 
DES TARGETS. 
 
BILD 2.24: MÖGLICHER LINEARAKTOR ZUR EINSTELLUNG DER ORIENTIERUNG DES TARGETS. 
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2.5.3 Konstruktive Verbesserungen des Roboters 
Durch eine ausgearbeitete Weiterentwicklung der Lagerungen des Roboters [b] wurden 
die Bauteilkosten sowie der Fertigungs- und Montageaufwand des Roboters gesenkt 
(dies beinhaltet u.a. eine Reduktion der Anzahl der Dichtstellen) und dabei Lagerungs-
genauigkeit, Steifigkeit und mechanische Robustheit des Roboters erhalten oder verbes-
sert. Desweiteren wurde die Eindeutigkeit der Montage erhöht. 
Roboter und Body müssen schnell, einfach und positionsgenau (insbesondere reprodu-
zierbar) durch den klinsichen Anwender ver- und entkoppelbar sein. Dabei müssen Dich-
tigkeit des Bodys sowie robuste Handhabung des Verbunds aus Roboter und Body ge-
währleistet werden. Um die Performanz hinsichtlich dieser Anforderungen zu steigern, 
wurden zwei Varianten zur verbesserten Gestaltung der Schnittstelle zwischen Roboter 
und Body konzeptioniert und konstruktiv ausgearbeitet. Die Stirnplatte, durch die der 
Träger in den Body eintritt, und die daran angeschlossenen bewegten Dichtungselemen-
te, das sind die Faltenbälge zwischen Stirnplatte und Führungsplatte (Radialdichtung) 
sowie zwischen Führungsplatte und Träger (Axialdichtung), werden in Variante 1 dem 
Body und in Variante 2 dem Roboter zugeordnet. Die Konstruktionen von Roboter und 
Body entsprechend Variante 1 sind in Bild 2.25 veranschaulicht. Diese Variante hat die 
Vorteile einer inhärenten Dichtigkeit des Bodys und einer reduzierten Anzahl von Dicht-
stellen. Desweiteren steht damit die o.g. Stirnplatte für eine anwendungsspezifische 
Mensch-äquivalente Gestaltung des Bodys zur Verfügung. Ein Nachteil dieser Variante ist 
die erhöhte Anzahl von Montageschritten zum Ver- bzw. Entkoppeln von Roboter und  
 
BILD 2.25: ROBOTER (LINKS) MIT VEREINFACHTER KÖRPER-GELENK-STRUKTUR (SIEHE SUBSEKTION 2.5.1) UND 
BODY (RECHTS) MIT PERMANENT DARAN VERANKERTER STIRNPLATTE UND BEWEGTEN DICHTELEMENTEN (ROT). 
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Body. Diese Schritte umfassen das Ver- bzw. Entkoppeln von (1) Bodykörper und Basis-
platte, (2) bewegten Dichtungen und Führungsplatte und (3) bewegten Dichtungen und 
Träger. In Variante 2 werden die o.g. Stirnplatte und die zugehörigen Dichtungen am 
Roboter verankert [c]. Die zugehörige Gestaltung des Roboters ist in Bild 2.26 veran-
schaulicht und ermöglicht, eine Ver- bzw. Entkoppelung von Roboter und Body durch 
eine Ver- bzw. Entkoppelung von ausschließlich deren unbewegten Basiskörpern, d.h. 
ausschließlich o.g. Montageschritt (1), zu realisieren. Mit den o.g. Montageschritten (2) 
und (3) entfallen insbesondere Tätigkeiten an im Innern des Bodys bewegten Bauteilen. 
Resultierend ist eine Zugänglichkeit des zugehörigen Innenbereichs des Bodys für den 
klinischen Anwender nicht erforderlich, woraus erhöhte Freiheitsgrade für die Gestal-
tung des Bodys resultieren. Desweiteren ist bei Bedarf eine Ver- und Entkoppelung von 
Roboter und Body auch unter Befüllung des Bodys möglich. Nachteile dieser Variante 
sind die erhöhte Anzahl an Dichtstellen, die kompliziertere De-/Montage der bewegten 
Dichtelemente vom bzw. am Roboter (sollte diese bspw. im Zuge von Reparaturarbeiten 
erforderlich sein) sowie der Kontakt und ggf. Kontamination der Stirnplatte und der 
Dichtelemente des Roboters mit in den Body eingefüllten Fluiden. 
 
BILD 2.26: ROBOTER MIT VEREINFACHTER KÖRPER-GELENK-STRUKTUR (SIEHE SUBSEKTION 2.5.1), WEITERENT-
WICKELTEM LAGERUNGSKONZEPT UND DARAN VERANKERTER STIRNPLATTE UND BEWEGTEN DICHTELEMENTEN. 
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Das in Bild 2.27 veranschaulichte Spannverschlusssystem wurde ausgearbeitet, um eine 
schnelle und werkzeugfreie Ver- und Entkoppelung von Bodykörper und Basisplatte (o.g. 
Montageschritt (1)) zu ermöglichen. 
 
BILD 2.27: ROBOTER MIT VEREINFACHTER KÖRPER-GELENK-STRUKTUR (SIEHE SUBSEKTION 2.5.1), WEITERENT-
WICKELTEM LAGERUNGSKONZEPT UND SPANNVERSCHLUSSSYSTEM ZUR WERKZEUGFREIEN VER- UND ENTKOPPE-
LUNG VON BODYKÖRPER UND BASISPLATTE. 
2.5.4 Erhöhte Mensch-Äquivalenz des 4D-Phantoms 
Die folgenden Verbesserungen zur Erhöhung der Mensch-Äquivalenz können potentiell 
am 4D-Phantom appliziert werden: 
• Patientenindividuelle Gewebereplikate. 
• Deformierbares Target. 
• Deformierbarer Body. 
Möglichkeiten zur Realisierung dieser Verbesserungen werden im Folgenden konkreti-
siert. 
Patientenindividuelle Gewebereplikate. Die Technologien des schnellen Modellbaus 
(Rapid Prototyping) ermöglichen, starre oder deformierbare Körper aus vielfältigen Ma-
terialien mit frei wählbarer und falls erforderlich komplexer Geometrie in hoher Genau-
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igkeit und mit geringem Zeitaufwand zu fertigen. Der schnelle Modellbau wird zuneh-
mend auch in biomedizintechnischen Anwendungen eingesetzt [164] und kann im Zuge 
der Radiotherapie für die Erzeugung eines patientenindividuellen CTV [154] und der zu-
gehörigen Umgebung genutzt werden. Eine entsprechende Ergänzung des Radiothera-
pieprozesses ist technisch möglich, da dieser die Datengrundlage für den schnellen Mo-
dellbau in Form einer Registrierung der Geometrie sowie der Materialeigenschaften des 
CTV und dessen Umgebung bereits standardmäßig bereitstellt. Durch den schnellen Mo-
dellbau können bspw. passgenaue Einzelbausteine gefertigt und zu einer patientenindi-
viduellen Gesamtstruktur zusammengesetzt werden. Diese Gesamtstruktur kann bspw. 
den in Subsektion 2.2.2 vorgestellten schichtförmigen Aufbau (zur Integration der radio-
chromischen Filme) aufweisen und in die äußere Plexigleshülle des RT-Targets einge-
passt sein. Analog können Modelle von patientenindividuellen statischen Strukturen 
gefertigt und in den Body eingebracht werden oder diesen ersetzen. 
Deformierbares Target. Vinogradskiy et al. [117] entwickelten ein Target für ein antro-
pomorphes Starrkörperphantom. Dieses ist aus deformierbaren Schichten, deren Kom-
pression in einem Freiheitsgrad unabhängig einstellbar ist, aufgebaut. Ein analoges Tar-
get kann über den bewegten und zu großen Teilen frei gestaltbaren Träger auch in das 
4D-Phantom eingebracht werden. Dies ermöglicht eine unabhängig einstellbare Defor-
mation sowie zusätzlich robotergestützte Ganzkörperbewegung des Targets. 
Deformierbarer Body. Serban et al. [138] schlugen den in Bild 2.28 dargestellten Aufbau 
eines Phantomkörpers vor. Dieser Aufbau zeichnet sich durch hohe Mensch-Äquivalenz 
sowie physiologische Bewegungen und Deformationen, die in einem Freiheitsgrad ein-
stellbar sind, aus. Ein analoger Aufbau des Bodys des 4D-Phantoms ist realisierbar, in-
dem der in Bild 2.28 veranschaulichte Kolben des Bodys und der Roboter auf gegenüber-
liegenden Seiten des Bodys angebracht werden. Dieser Aufbau ermöglicht unabhängig 
einstellbare Bewegungen des Bodys (kolbengestützt) und des Targets (robotergestützt). 
Desweiteren werden durch die Eingrenzung des Fluids auf die Außenbereiche des Bodys 
die in Subsektion 2.5.3 beschriebenen bewegten Dichtungskomponenten nicht benötigt. 
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BILD 2.28: AUFBAU EINES PHYSIOLOGISCH BEWEGTEN PHANTOMKÖRPERS [138]. 
2.5.5 Verbesserte Dosismesstechnik 
Das Innenvolumen des Trägers stellt einen Kabelkanal zum bewegten RT-Target bereit. 
Unter Nutzung dieses Kanals können kabelgebundene Messinstrumente, wie bspw. Ioni-
sationskammern, in das RT-Target eingebracht werden. 
Eine Integration von starrer oder deformierbarer 3D-Dosismesstechnik [126, 165] in das 
RT-Target ermöglicht eine in allen Raumrichtungen gleichbleibend hohe Auflösung der 
Dosismessung (im Unterschied zu dem in Subsektion 2.2.2 beschriebenen Aufbau des 
RT-Targets, der eine hohe Auflösung der Dosismessung tangential und nur geringe Auf-
lösung normal zu den Schnittebenen ermöglicht). Eine Dosismessung über die Grenze 
zwischen dem CTV und dessen Umgebung und somit über die assoziierte Sprung-
Änderung der Elektronendichten wird im Fall einer 3D-Dosismessung erschwert. 
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2.5.6 Kinetisches Modell des Roboters 
Ein kinetisches Modell des Roboters wird in Anhang 7.4 hergeleitet. Dieses Modell hat 
die Form: 
{ } { } { }ˆˆ ˆ, t, ,+ = +M r φ b r φ g r φ τ    (2-35) 
Darin sind: 
• φ : Motordrehwinkel. 
• τ : Motordrehmomente. 
• r : Abtriebskoordinaten BB T≡r r . 
• gˆ : Externe (konservative und nicht konservative) Drehmomente. 
Das Modell (2-35) basiert auf den Bewegungsgleichungen des Roboters in Körperkoordi-
naten, die auf Basis des Newton-Euler Formalismus aufgestellt werden. Dies ermöglicht 
eine einfache Integration beliebiger externer Kräfte und Momente, wie bspw. der nicht 
vernachlässigbaren disipativen Reibmomente der Spindelgewindetriebe. Zur Transfor-
mation der Newton-Euler-Gleichungen auf die durch die Motordrehwinkel φ  gegebenen 
Minimalkoordinaten, werden die Körperkoordinaten des Roboters durch die Motor-
drehwinkel substituiert. Desweiteren werden die Bewegungsgleichungen in Körperkoor-
dinaten auf die Geschwindigkeitstransformationsmatrix B  projiziert. Diese überführt 
beliebige Bewegungsrichtungen im Raum der Motordrehwinkel in die zugehörigen bin-
dungskonformen Bewegungsrichtungen im Raum der Körperkoordinaten. Da die durch 
die kinematsichen Bindungen auf die Körper des Roboters aufgebrachten Kräfte den 
energetischen Zustand des Roboters nicht verändern, stehen diese stets orthogonal auf 
den Spalten von B  (diese sind die Basisvektoren der erlaubten Bewegungsrichtungen im 
Raum der Körperkoordinaten und werden nach D'Alembert's Prinzip auch als die Rich-
tungen der mit φ  assoziierten virtuellen Verschiebungen bezeichnet) und werden kor-
respondierend durch die genannte Projektion eliminiert. Zur Herleitung der Geschwin-
digkeitstransformationsmatrix sowie zur genannten Substitution der Körperkoordinaten 
werden die Abbildungen { }q r  und { }φ r  benötigt. Erstgenannte, { }q r , ist die Abbildung 
der Abtriebskoordinaten r  auf die im Vektor q  zusammengefassten Schwerpunktkoor-
dinaten und Euler-Parameter (Realteil und Imaginärteile der Quaternionen) aller 15 be-
wegten Körper des Roboters. Für diese Abbildung wurde eine stetig differenzierbare und 
für beliebige Roboterposen numerisch gut konditionierte Rechenvorschrift hergeleitet. 
Eine analoge Rechenvorschrift für zweitere Abbildung, { }φ r , ist durch den Algorithmus 
der Rückwärtstransformation der Roboterkoordinaten, { }IK , der in Subsektion 2.3.3 
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vorgestellt wurde, gegeben. Für die Herleitung der Geschwindigkeitstransformations-
matrix B  müssen die beiden Abbildungen { }q r  und { }φ r  einfach, und zur oben ge-
nannten Koordinatensubstitution zweifach differenziert werden. Eine Alternative zur 
symbolischen Differentiation, speziell zum zweiten Differentiationsschritt, der erwar-
tungsgemäß durch hohe Komplexität der symbolischen Ausdrücke gekennzeichnet ist, ist 
die Ableitungsapproximation mit Hilfe der „Complex Step“ Methode [166, 167], die mit 
Maschinengenauigkeit durchführbar und somit einer symbolischen Differentiation 
gleichwertig ist. 
Wichtigste Anwendung des Modells (2-35) ist die dadurch ermöglichte inverse Dynamik. 
Diese ermöglicht, aus Bewegungstrajektorien des Roboters die dafür erforderlichen Mo-
tordrehmomente zu ermitteln. Darauf aufsetzend kann bspw. eine weniger konservative 
Trajektoriengenerierung (siehe Subsektion 2.3.5) durchgeführt werden, die Drehmo-
mentreserven der Motoren ausschöpft. Desweiteren kann damit (in Verbindung mit al-
ternativer Antriebstechnik) eine Positionsreglung des Roboters durch Vorsteuerung 
(Computed Tourque Control) realisiert werden. 
Eine Quantifizierung der Belastungssituation in den Körpern und Gelenken des Roboters 
ist erforderlich, um die strukturelle Gestaltung dieser Elemente zu optimieren, bspw. mit 
dem Ziel, potentielle Schwächen der Struktursteifigkeit zu identifizieren und zu kompen-
sieren. Zu diesem Zweck wurde ein universelles Mehrkörpersimulationsprogramm, das 
auf Körperkoordinaten und dem Newton-Euler Formalismus basiert, in Matlab imple-
mentiert und für den Roboter angewandt [d]. Die Mehrkörpersimulation in Körperkoor-
dinaten wurde trotz des Alters dieses Simulationsansatzes gewählt aufgrund der physi-
kalischen Interpretierbarkeit des zugrundeliegenden kinetischen Modells, Beliebigkeit 
der Topologie des Mehrkörpersystems, flexiblen Integration von beliebigen (ggf. kom-
plexen) Gelenken und Kraftelementen (inkl. ggf. applizierter Regler), einfachen software-
technischen Implementierung sowie Berechnung der vollständigen Belastungssituation 
jedes Körpers (inklusive der Bindungskräfte) direkt als Simulationsergebnis. Eine Be-
schreibung der Bestimmungsgleichungen der implementierten Mehrkörpersimulation 
sowie der auf diesen Gleichungen aufsetzenden Algorithmen zur Simulation der Rück-
wärts- und Vorwärtsdynamik ist online verfügbar(50). Die in der Mehrkörpersimulation 
verwandten Bindungsgleichungen umfassen eine bisher nicht beschriebene Formulie-
rung zur Vorgabe der relativen Verdrehung zwischen zwei Körpern. Diese Formulierung 
wird für die Darstellung der Schraub- und angetriebenen Drehgelenke des Roboters be-
(50) http://www.irt.rwth-aachen.de/fuer-studierende/downloads/matsimbc0/ 
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nötigt, in Anhang 7.5 hergeleitet und ermöglicht erstmalig einen Verzicht auf gesonderte 
Maßnahmen zur Sicherstellung von numerischer Stabilität der darauf aufsetzenden 
Mehrkörpersimulation. Die Implementierung der Mehrkörpersimulation wurde mit dem 
Ziel möglichst hoher Anwender- wie auch Entwicklerfreundlichkeit realisiert. Resultie-
rend kann das erstellte Mehrkörpersimulationsprogramm sowohl einfach genutzt als 
auch einfach verstanden und an Anwendungsspezifika angepasst werden. Der Sourceco-
de des Programms ist online abruf- und frei verwendbar(51). 
2.5.7 Vereinfachte Kalibrierung des Roboters 
Wirkt eine sehr hohe Stoßbelastung auf den Roboter, so kann es trotz des robusten me-
chanischen Aufbaus zu einer Änderung des kinematischen Übertragungsverhaltens des 
Roboters und somit dessen Dekalibrierung kommen. Die Ausfallzeit des Roboters kann in 
diesem Fall minimiert werden, indem dem klinischen Anwender ermöglicht wird, den 
Roboter mit möglichst einfachen Mittel selbst erneut zu kalibrieren. Eine solche verein-
fachte Kalibrierung wurde konzeptionell ausgearbeitet und simulationsbasiert verifiziert 
[e]. Sie erfolgt auf Basis eines automatisiert durchgeführten Kreisformtests [168]. Als 
Messeinrichtung kommt dabei ein Längenmesssystem, das den Abstand zwischen einem 
am Body verankerten unbewegten und einen am Target verankerten bewegten Mess-
punkt erfasst, zum Einsatz. In einer Simulation konnte gezeigt werden, dass auf Basis des 
Längenmesssystems und auf Basis des in Subsektion 2.3.6 beschriebenen optischen Tra-
ckingsystems unter Berücksichtigung des jeweils erwarteten Messrauschens vergleich-
bare Kalibrierungsgenauigkeiten erzielt werden. 
2.5.8 Flexible Kollisionserkennung 
Um die geometrischen Dimensionen der klinischen Umgebung des Roboters, beinhal-
tend insbesondere den Body und das Target, flexibel gestalten und variieren zu können, 
ist eine allgemeingültige Kollisionserkennung zweckmäßig, die ohne die in Subsektion 
2.3.4 vorgestellte Offline-Voruntersuchung zur Ermittlung der möglichen Kollisionsfor-
men und anschließende Spezifikation korrespondierender laufzeitoptimierter Spezialal-
gorithmen zur Erkennung dieser Kollisionsformen auskommt. Eine solche Kollisionser-
(51) http://www.irt.rwth-aachen.de/fuer-studierende/downloads/matsimbc0/ 
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kennung wurde ausgearbeitet [f] und basiert auf dem „Gilbert-Johnson-Keerthi-
Algorithmus“ [169] zur effizienten Berechnung der Distanz zwischen Objekten komplexer 
Geometrie sowie einer Filterung von Kollisionskandidaten auf Basis diese einhüllenden 
Kugeln und achsparallel ausgerichteten Quadern. Eine Implementierung dieser Kollisi-
onserkennung in Matlab(52), die potentielle Kollisionen zwischen allen bewegten und 
unbewegten Körpern des 4D-Phantoms berücksichtigt, wurde als funktions- und echt-
zeitfähig verifiziert. 
2.5.9 Erweiterte Steuerung und Regelung der Roboterbewegung 
Durch die folgenden Algorithmen können die Regelung der Roboterbewegung verbes-
sert bzw. deren Funktionsumfang ergänzt werden: 
• Geschwindigkeitsregelung für Trajektorienbewegung. 
• Positionsregelung für Trajektorienbewegung. 
• Iterative Steuerung für gleitende Zielpunktspezifikation. 
• Vermessung von Strahlenfeldern. 
• Stochastische Bewegungsmuster. 
Die Geschwindigkeits- und Positionsregelung für eine Trajektorienbewegung ermögli-
chen, die aktuellen Geschwindigkeits- und Positionssteuerungen zu ergänzen und somit 
deren ggf. auftretende Fehler messwertbasiert zu kompensieren. 
Die iterative Steuerung für gleitende Zielpunktspezifikation erleichtert die manuelle 
Steuerung der Phantombewegung durch den Nutzer, indem dieser beliebige Zielkoordi-
naten innerhalb der auf dem IPad-Nutzerinterface gewählten Projektionsebene des kar-
tesischen Bewegungsraums (siehe Subsektion 2.2.5) gleitend einstellen (d.h. kontinuier-
lich aktualisieren) kann und der Roboter diesen Einstellungen optimal folgt. 
Die o.g. erweiterten Regelungsfunktionen werden im Folgenden konkretisiert. 
Geschwindigkeitsregelung für Trajektorienbewegung. Die Schrittmotorsteuerung stellt 
die integrierte Funktion bereit, mehrere Schrittmotoren synchron zu vorgegebenen Mo-
torwinkeln zu verfahren (so dass sich als Trajektorie vom Start- zum Zielpunkt im Raum 
der Motorwinkel eine Gerade ergibt) sowie eine unterbrechungsfreie Sequenz solcher 
(52) The MathWorks Inc., Natick, USA 
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synchroner Bewegungen (d.h. Verzicht auf Halt an jedem Zielpunkt, stattdessen kontinu-
ierliche Fortsetzung der Bewegung über jeden Zielpunkt) zu realisieren. Für die Definiti-
on einer solchen Sequenz verfügt die Schrittmotorsteuerung über einen Speicher von 36 
Punkten. Der zeitliche Abstand zwischen diesen Punkten kann über die jeder synchronen 
Bewegung zugeordneten Geschwindigkeit festgelegt werden und wurde zu 10 Millise-
kunden gewählt. Es hat sich gezeigt, dass die Schrittmotorsteuerung diesen indirekt spe-
zifizierten zeitlichen Abstand mit einem Skalierungsfehler in die Schritttrajektorie, das ist 
die Trajektorie der durch die Schrittmotorsteuerung kommandierten Motorschritte, 
überführt. Dieser Skalierungsfehler ist nicht exakt im Voraus quantifizierbar und weist 
für gebräuchliche Trajektorien einen Mittelwert von ca. 0.3 % bezogen auf die Absolut-
zeit der Trajektorie auf. Somit unterscheiden sich die durch die übergeordnete- und die 
Schrittmotorsteuerung kommandierten Motorgeschwindigkeiten. Die resultierende 
Laufzeitdifferenz η  zwischen der Schritt- und der Referenztrajektorie nimmt mit der 
Absolutzeit seit Beginn der Trajektorienbewegung zu und kann auf Basis der Position in 
der Schritttrajektorie, die von der Schrittmotorsteuerung abgefragt werden kann, ermit-
telt werden. Die Laufzeitdifferenz zweier Signale wird gängig auf Basis deren Kreuzkorre-
lation, die effizient im Frequenzbereich berechenbar ist, ermittelt. Dieser Ansatz ist im 
vorliegenden Fall ungeeignet aufgrund der Variabilität der Laufzeitdifferenz, deren Ku-
mulation über der Absolutzeit sowie deren gewünschte Elimination durch die Stellein-
griffe der Geschwindigkeitsregelung. Eine Formulierung des „Extended Kalman Filters“ 
(EKF) [170], die eine Schätzung der variablen Laufzeitdifferenz ermöglicht, wird in An-
hang 7.6 vorgestellt. Zur Kompensation der ermittelten Laufzeitdifferenz wurde eine 
Geschwindigkeitsregelung ausgearbeitet [g]. Diese berechnet und implementiert dieje-
nigen Korrekturen der o.g. an die Schrittmotorsteuerung übermittelten Zielgeschwindig-
keiten, die zur Elimination der Laufzeitdifferenz erforderlich sind. Dadurch kann die Lauf-
zeitdifferenz unabhängig von der Dauer der Trajektorienbewegung auf einem vernach-
lässigbaren Wert gehalten werden. 
Positionsregelung für Trajektorienbewegung. In der aktuellen Implementierung der 
Roboterregelung wird im Fall eines Schrittverlusts eines Robotermotors (bspw. aufgrund 
einer Kollision des Roboters mit einem diesem unbekannten Objekt), der sich als Unter-
schied zwischen gemessenem und kommandiertem Motorwinkel äußert, die Roboter-
bewegung automatisch gestoppt. Anschließend ist eine erneute Kalibrierungsfahrt des 
Roboters an die Endschalter der Spindelgewindetriebe erforderlich. Die Nutzerfreund-
lichkeit des Roboterverhaltens kann gesteigert werden, wenn Roboterbewegungen trotz 
eines Schrittverlustes unterbrechungsfrei fortgesetzt werden. Dies erfordert eine Positi-
onsregelung, die nach einem Schrittverlust die Differenz zwischen kommandierten und 
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realen Motorwinkeln registriert und die Bewegungskommandos entsprechend modifi-
ziert sowie die Bewegungstrajektorie des Roboters auf einer stetigen und arbeitsraum-
konformen Übergangstrajektorie auf die Referenztrajektorie zurückführt. Die o.g. Ge-
schwindigkeits- und die Positionsregelung können unabhängig voneinander ausgeführt 
werden, da sie auf unterschiedlichen Messsignalen basieren (durch Schrittmotorsteue-
rung kommandierte Motorwinkel im erstgenannten und gemessene Motorwinkel im 
letztgenannten Fall). 
Iterative Steuerung für gleitende Zielpunktspezifikation. Eine gleitende Spezifikation 
der Zielpunktkoordinaten für die Roboterbewegung durch den Nutzer wird ermöglicht, 
indem die Bewegungsrichtung im Achsraum und zugehörigen Motorwinkelgeschwindig-
keiten in jedem Steuertakt neu berechnet und implementiert werden. Diese iterative 
Neuberechnung muss genügend schnell (für eine iterative Ausführung in einer Taktzeit 
von wenigen Millisekunden) erfolgen und eine zweckdienliche Gesamtbewegung gene-
rieren. Ein Algorithmus, der dies ermöglicht, wird in Anhang 7.7 skizziert. Die durch die-
sen Algorithmus generierte Gesamtbewegung nähert sich den Zielpunktkoordinaten 
sobald möglich auf einer Geraden im Achsraum oder einer näherungsweisen Geraden im 
kartesischen Raum und ansonsten schnellstmöglich in Richtung der gewünschten Bahn. 
Desweiteren korrigiert der Algorithmus außerhalb des Arbeitsraums lokalisierte Ziel-
punktkoordinaten so, dass sich im Bereich der Arbeitsraumgrenze eine gleitende Bewe-
gung entlang dieser Grenze in Richtung der Zielpunktkoordinaten ergibt. Diese Bewe-
gung vermeidet die Registrierung einer Kollision durch die Robotersteuerung und kommt 
zum Stillstand im Fall einer minimalen kartesischen Distanz zu den (den Arbeitsraum 
verletzenden) Zielpunktkoordinaten. 
Vermessung von Strahlenfeldern. Über kabelgebundene Instrumente erfasste Echtzeit-
messungen aus dem Innern des Targets können zur Regelung der Roboterbewegung 
eingesetzt werden, bspw. mit dem Ziel einer Führung des Targets entlang Flächen oder 
Schnittlinien identischer Dosisleistung. Dies ermöglicht eine hochgenaue Vermessung 
der Strahlenfelder verschiedener medizintechnischer Geräte. 
Erzeugung von stochastischen Bewegungsmustern. Diese Funktionalität erfordert die 
Möglichkeit, die Zielkoordinaten der Bewegung des 4D-Phantoms in Form von Zufallsva-
riablen, die beliebig (bspw. auf Basis der zugeordneten Wahrscheinlichkeitsdichtefunkti-
on) charakterisierbar sind, zu spezifizieren. Dies ist bereits mit dem aktuellen 4D-
Phantom möglich, indem Realisierungen der gewünschten Zufallsvariablen als determi-
nistische Zieltrajektorie auf das 4D-Phantom übertragen und durch selbiges reproduziert 
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werden. Eine höhere Nutzerfreundlichkeit dieser Funktionalität kann erreicht werden, 
indem der Nutzer lediglich die Parametrierung der gewünschten Zufallsvariablen spezifi-
ziert und die Phantombewegung bestimmenden Realisierungen dieser Zufallsvariablen 
automatisiert zur Laufzeit des 4D-Phantoms generiert und implementiert werden. Dies 
kann durch entsprechende Erweiterungen der Steuerungssoftware (bspw. um die benö-
tigten Zufallsgeneratoren) sowie der Nutzerinterface-Software mit begrenztem Imple-
mentierungsaufwand realisiert werden und ermöglicht die Durchführung und Validie-
rung von probabilistischen Simulationen mit Hilfe des 4D-Phantoms. 
2.6 Schlussfolgerungen 
4D-Radiotherapie bedingt erhöhte technologische und meist auch prozedurale Komple-
xität und resultierende Fehlerquellen bei gleichzeitig erhöhten Anforderungen an Volu-
men- sowie Zeitkonformität der Dosisapplikation. Mit der Verbreitung der 4D-
Radiotherapie wird sich der Bedarf an 4D-Phantomen erhöhen. 4D-Phantome sind zur 
Kontrolle sowohl des prinzipiellen als auch des patientenindividuellen dosimetrischen 
Therapieprozessergebnisses erforderlich. Die direkte messgestützte Kontrolle, die durch 
4D-Phantome ermöglicht wird, wird vor dem Hintergrund der Zunahme der auf unsiche-
ren Annahmen basierenden komplexen Automatismen in der 4D-Radiotherapie zuneh-
mend wichtiger. Auch eine redundante Anwendung dieser Automatismen ermöglicht 
i.d.R. kein Sicherheitsniveau, das dem hohen Schadensausmaß einer fehlerhaften Do-
sisapplikation angemessen ist, und kann resultierend die direkte messgestützte Kontrolle 
nicht ersetzen. Die aktuelle Lücke zwischen den Anforderungen an 4D-Phantome und 
den korrespondierenden Merkmalen der derzeit existierenden Lösungen könnte sich als 
Hemmnis für die weitere grundlagen- und anwendungsorientierte Entwicklung sowie 
Sicherheit, Akzeptanz, Beherrschbarkeit und resultierend Verbreitung der 4D-
Radiotheapie erweisen. Das in diesem Kapitel vorgestellte 4D-Phantom wurde mit dem 
Ziel entwickelt, die o.g. Lücke zu schließen, und stellt erstmalig eine ausgewogene Ge-
samtlösung hinsichtlich aller idealen Merkmale eines 4D-Phantoms, die in Sektion 2.1 
hergeleitet wurden, dar (anstatt wie existierende 4D-Phantoms nur einige dieser Merk-
male zu berücksichtigen). Dies beinhaltet insbesondere hohe mögliche Ausprägungen 
von Mensch-Äquivalenz, Messumfang und universeller Einsetzbarkeit des 4D-Phantoms 
bei gleichzeitig effizienter Handhabbarkeit in der klinischen Routine, die dem hohen Zeit- 
und Kostendruck dieser Routine Rechnung trägt. 
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Ein Hauptmerkmal des neuen 4D-Phantoms ist dessen modularer Aufbau. Durch Kombi-
nation der Bewegungsplattform des 4D-Phantoms (gebildet durch die Module Roboter, 
Hubeinheit, Steuerung und Nutzerinterface) mit verschiedenen Varianten des Bodys und 
des Targets können effizient und kostengünstig verschiedene Ausprägungen des 4D-
Phantoms erzeugt werden. Die parallelkinematische Struktur des Roboters vereinfacht 
dessen An- und Abkoppelbarkeit an bzw. von Body und Target und ermöglicht eine mi-
nimalvolumenfordernde Eintragung der komplexen Targetbewegung in den Body. Der 
geringe Platzbedarf, Gewicht und mechatronische Komplexität sowie die inhärent hohe 
Steifigkeit sind wesentliche Vorteile des Roboters des 4D-Phantoms gegenüber einem 
seriellkinematischen Knickarmroboter. Die einfache Variationsmöglichkeit aller Starrkör-
perkoordinaten (translatorische und rotatorische) des Targets, die inhärente Separation 
des Robotergetriebes vom Body und der große mögliche Bewegungsraum des Targets 
bei gleichzeitig kleinstmöglichem und an der Grenze zum Body fast verschwindendem 
Bewegungsumfang des Trägers sind wesentliche Vorteile des Roboters des 4D-Phantoms 
gegenüber einem seriellkinematischen kartesischen Roboter. Die aktuelle Positionier-
genauigkeit des Roboters des 4D-Phantoms ist ausreichend hinsichtlich der Anforderun-
gen dessen klinischer Anwendung und kann durch Verwendung einer genaueren Mess-
technik zur Kalibrierung potentiell gesteigert werden. 
Die aktuellen Module des 4D-Phantoms wurden in verschiedenen und im Kontext der 
Radiotherapie gängigen klinischen Anwendungen getestet. Während ein experimenteller 
4D-PET/CT Algorithmus mit dem kommerziellen CIRS – Dynamic Thorax Phantoms er-
folgreich validiert wurde, deckte das 4D-Phantom signifikante Limitierungen dieses Algo-
rithmus auf. Dies wurde wesentlich durch die Einbringung einer Hintergrundradioaktivi-
tät in den Body ermöglicht. Durch die Bestrahlung des 4D-Phantoms unter Verwendung 
des aktuellen RT-Targets konnte entsprechend der idealen Merkmale eines 4D-
Phantoms die Verteilung sowohl der im Tumor als auch der in dessen Umgebung plat-
zierten Dosis in hoher örtlicher Auflösung gemessen werden. Die Durchführung und Er-
gebnisse der bisher mit dem 4D-Phantom durchgeführten Tests demonstrieren geeigne-
te physikalische Eigenschaften des 4D-Phantoms, einen angemessenen Funktionsumfang 
desselben sowie dessen Tauglichkeit für einen effizienten Einsatz in der klinischen Praxis. 
Die Diversität der getesteten Anwendungen unterstreicht die Flexibilität der Einsetzbar-
keit des 4D-Phantoms und die praktische Eignung dessen modularen Aufbaus, der eine 
potentiell unbegrenzte Anzahl von für spezifische Anwendungen optimierten Varianten 
des 4D-Phantoms (auf Basis entsprechender Modulvarianten) ermöglicht, wobei für jede 
dieser Varianten die durch die Bewegungsplattform bereitgestellten umfassenden Be-
wegungsmöglichkeiten nutzbar ist. Aufsetzend auf den ausgearbeiteten Konzepten und 
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Ideen zur Weiterentwicklung des 4D-Phantoms können alle idealen Merkmale des 4D-
Phantoms mit realistischem technologischem Aufwand realisiert werden. 
Für eine weitere technologische Reifung, flächendeckende Verbreitung und Erreichung 
einer flächendeckend garantierten Sicherheit und Qualität der 4D-Radiotherapie ist eine 
Konvergenz der aktuell stark diversen 4D-Phantomtechnologie zu einem einheitlichen 
Standard geboten. Ein solcher Standard würde eine realistische und vergleichbare Be-
wertung von Forschungsergebnissen ermöglichen und kann die Grundlage für eine ein-
heitliche Empfehlungs- und Normgebung für die klinische Praxis bilden. Letztgenanntes 
kann die Etablierung einer effektiven 4D-Qualitätssicherung durch klinische Einrichtun-
gen unterstützen bzw. sicherstellen. Das in dieser Arbeit vorgestellte 4D-Phantom könn-
te eine geeignete Basistechnologie für einen solchen Standard bereitstellen. 
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3 Prädiktion respirationsbedingter Bewegungen 
3.1 Einführung 
Ziel der Prädiktion ist, aus gemessenen auf die zukünftigen Koordinaten des CTV zu 
schließen. Das Prädiktionsproblem kann beschrieben werden als: 
{ }y ;= x pP  (3-1) 
mit den Parametern p  des Prädiktionsverfahrens { }P  und der Prädiktion y einer zu-
künftigen Koordinate des CTV. Der Beobachtungsvektor x  umfasst alle für die Prädiktion 
verwandten Größen. Diese Größen beinhalten i.d.R. eine Charakterisierung des jeweils 
letzten bekannten Abschnitts der Trajektorie der gemessenen Koordinaten des CTV so-
wie optional weitere mit dem prädizierten Verlauf korrelierte Größen. 
Im Folgenden werden die wichtigsten Prädiktionsverfahren, anschließend existierende 
Arbeiten zur Prädiktion respirationsbedingter Bewegungen und schließlich die Ziele die-
ser Arbeit vorgestellt.  
Regressionsverfahren 
Eine verbreitete Vorgehensweise zur Lösung des Prädiktionsproblems ist die Auslegung 
des Prädiktionsalgorithmus { }P  als Regressionsfunktion, die den gemessenen Zusam-
menhang zwischen x  und y annähert. Wird eine lineare Regression durchgeführt, d.h. 
ein linearer Zusammenhang zwischen x  und y angenommen, so ergibt sich die Regressi-
onsfunktion als: 
{ } Ty ;= =x p p xP  (3-2) 
Die Parameter p  legen in diesem Fall die Ausrichtung der den Zusammenhang zwischen 
x  und y approximierenden Hyperebene fest. Ein beliebiges Offset dieser Hyperebene 
kann durch Hinzufügen eines konstanten Wertes im Beobachtungsvektor x  erzeugt 
werden. Gleichung (3-2) beschreibt in den meisten Fällen einen Filter mit endlicher Im-
pulsantwort (FIR). Durch Integration vorangegangener Prädiktionen in den Beobach-
tungsvektor x  ist die Erzeugung eines autoregressiven Prädiktionsfilters möglich. 
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Verfahren zur Prädiktion auf Basis eines linearen FIR Filters entsprechend Gleichung (3-
2) sind i.d.R. adaptiv, d.h. die lineare Regression des durch die Parameter p  definierten 
Zusammenhangs zwischen x  und y wird gleitend auf Basis von Messdaten aktualisiert. 
Ziel dieser Aktualisierung ist stets, den Fehler des aktuellen Prädiktionsschritts zu mini-
mieren, wofür eine fehlerhafte Regression vergangener Zusammenhänge zwischen x  
und y, die geringe Relevanz für den aktuellen Prädiktionsschritt haben, ggf. in Kauf ge-
nommen wird. Gängige Verfahren zur Aktualisierung der Regression sind: 
• Der „Normalized Least Mean Squares“ (nLMS) Algorithmus [171]. Durch diesen Algo-
rithmus werden vor jeder Prädiktion die Parameter p  durch einen Iterationsschritt 
des Gradientenverfahrens aktualisiert. Als Kostenfunktion dient dazu der quadrati-
sche Abstand zwischen dem letzten bekannten Messwert und dessen Prädiktion. 
Durch Normalisierung der Schrittweite jeder Parameterkorrktur werden der Einfluss 
der Norm der Beobachtungen x  auf die Norm der Parameterkorrektur eliminiert 
und resultierend ein verbessertes Konvergenzverhalten erzielt. 
• Der „Recursive Least Squares“ (RLS) Algorithmus [172]. Dieser ermöglicht eine rekur-
siv aktualisierbare Berechnung derjenigen Parameter p , die den gewichteten Mit-
telwert der Regressionsfehler minimieren. Die Gewichtung der Regressionfehler 
nimmt i.d.R. exponentiell mit deren Alter ab. Der Grad dieses exponentiellen Abfalls 
wird durch den „Vergessensfaktor“ a priori eingestellt. 
Der Grad der Anpassung der Parameter p  an die jeweils aktuellen Messungen kann 
beim nLMS-Algorithmus über die a priori festgelegte Schrittweite der Parameterkorrek-
tur gesteuert werden. Beim RLS Algorithmus ist die o.g. Anpassung stets optimal, d.h. in 
jedem Prädiktionsschritt wird der o.g. gewichtete Mittelwert minimiert. Mit der Wahl 
eines schnellen Abfalls der o.g. Gewichtung mit dem Alter des Regressionsfehlers geht 
somit die Gefahr einer Überanpassung (Overfitting) der Parameter p  an die jeweils ak-
tuellsten Messungen einher. Wird andererseits ein langsamer Abfall der Gewichtung 
gewählt und somit der Einfluss veralteter Messungen auf die Regressionsfunktion er-
höht, ist die Regressionsfunktion für die aktuelle Prädiktion möglicherweise nicht mehr 
repräsentativ. 
Variationen und Erweiterungen des o.g. Grundansatzes zur Prädiktion auf Basis eines FIR 
Filters ergeben sich durch: 
• Ansatz 1: Lineare oder nichtlineare Transformation des Beobachtungsvektors 
und/oder des Regressionsfunktionswertes, wodurch die Regression in einem modifi-
zierten Raum durchgeführt wird. 
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• Ansatz 2: Variation der die Regression bestimmenden Kostenfunktion, wodurch vari-
iert wird, wie sich die Regressionsfunktion an die gemessenen Wertepaare { },yx  
anpasst. 
Diese Ansätze werden im Folgenden näher beschrieben. 
Ansatz 1. Durch den „Frequency Domain Least Mean Squares” (fLMS) Algorithmus [173] 
wird der Beobachtungsvektor linear in den Frequenzbereich und durch den „Wavelet-
Based Least Mean Squares“ (wLMS) [174, 175] Algorithmus in den Zeit-Frequenzbereich 
bzw. im Zeitbereich in multiple Frequenzbänder überführt. Durch die Hauptkomponen-
tentransformation (PCA) wird der Beobachtungsvektor auf dessen Hauptvariationsrich-
tungen, die durch die Eigenvektoren dessen Kovarianzmatrix gegeben sind, projiziert 
[176]. Die aus dieser Projektion resultierenden Vektorkomponenten weisen verschwin-
dende Kovarianzen sowie möglicherweise vernachlässigbare Varianzen auf. Komponen-
ten, die letztgenanntes betrifft, können aus dem Beobachtungsvektor entfernt werden. 
Resultierend können die Dimension des Regressionsproblems reduziert und die Gefahr 
einer Überanpassung an die durch die entfernten Komponenten möglicherweise reprä-
sentierten Anteile des Messrauschens vermieden werden. Ein Beobachtungsvektor, der 
aus beliebig vielen zuletzt gemessenen Werten einer Elementarschwingung gebildet 
wird, kann nach o.g. PCA durch zwei Komponenten vollständig repräsentiert werden 
[177]. Eine nichtlineare Transformation des Beobachtungsvektors ermöglicht eine Ver-
allgemeinerung der o.g. linearen Verfahren auf nichtlinere Zusammenhänge. Nichtlinea-
re Varianten sowohl der o.g. PCA als auch der darauf aufsetzenden Regression können 
durch Kernfunktionen realisiert werden [178]. Letztgenannte definieren die nichtlineare 
Transformation in dem möglicherweise unendlichdimensionalen sog. Merkmalsraum 
(„Featurespace“) implizit in Form des Skalarprodukts der transformierten Vektoren. Ein 
populäres Kern-basiertes Regressionsverfahren ist die Support Vektor Regression (SVR), 
die die Kern-basierte nichtlineare Transformation der Beobachtungsvektoren in die dua-
le Formulierung (Lagrange Funktion) des linearen Regressionsproblems integriert [179]. 
Kern-basierte Verfahren bieten die Vorteile hoher rechentechnischer Effizienz sowie 
weitreichender Einstellungsmöglichkeiten der nichtlinearen Transformationsvorschrift. 
Eine explizite nichtlineare Transformation des Beobachtungsvektors wird bspw. durch 
das Volterra Filter (VF) [180] realisiert. Dabei werden Produkte der Komponenten des 
Beobachtungsvektors selbigem hinzugefügt. Auf analoge Weise können beliebige Merk-
male des Beobachtungsvektors linear oder nichtlinear extrahiert und diesem hinzugefügt 
werden oder diesen ersetzen. 
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Ansatz 2. Die Anpassung der Regressionsfunktion an die gemessenen Wertepaare { },yx  
kann durch die Wahl und Parametrierung der Verlustfunktion, die den Abstand zwischen 
Messung und zugehörigem Wert der Regressionsfunktion (Prädiktion) in den Regressi-
onsfehler überführt, sowie durch zusätzliche Kostenfunktionsterme zur Regularisierung, 
die gängig die Sensitivität der Regressionsfunktion bzgl. x  bestrafen [181], eingestellt 
werden. 
Weitere Varianten nichtlinearer Regression des Zusammenhangs zwischen x  und y wer-
den durch die verschiedenen möglichen Strukturen und Trainingsalgorithmen von künst-
lichen neuronalen Netzen (ANN) [182] bereitgestellt. 
Alle oben beschriebenen Regressionsverfahren, die auf dem Ansatz eines adaptiven (und 
ggf. nichtlinearen) FIR Filters basieren, erzeugen die den Zusammenhang zwischen x  
und y approximierende Regressionsfunktion basierend auf den jeweils aktuellsten ver-
fügbaren Messdaten. Da sich der Beobachtungsvektor x  von einem Zeitschritt zum 
nächsten i.d.R. in signifikantem Umfang verändert, sind die zur Regression (Anpassung 
der Regressionsfunktion) und zur Prädiktion (Auswertung der Regrssionsfunktion) ver-
wandten Beobachtungsvektoren x  erwartungsgemäß in unterschiedlichen Regionen des 
durch die Komponenten von x  aufgespannten Beobachtungsraums lokalisiert. Die o.g. 
filterbasierten Verfahren vollziehen zur Ermittlung der Prädiktion somit eine Extrapolati-
on des gemessenen und durch die Regressionsfunktion modellierten Zusammenhangs 
zwischen x  und y. Änderungen dieses Zusammenhangs in der Zeitspanne zwischen letz-
ter Messung und Prädiktion können durch filterbasierte Verfahren somit nicht berück-
sichtigt werden. Grundansatz der Nachbarschaftsmethoden ist, statt einer Extrapolation 
zeitlich benachbarter Messdaten eine Interpolation räumlich benachbarter Messdaten 
durchzuführen. Dieser Ansatz stellt eine erhöhte Genauigkeit sowie eine inhärente Stabi-
lität der Prädiktion in Aussicht, letztgenannte, da der Wertebereich der Prädiktion durch 
selbigen der o.g. interpolierten Messdaten vorgegeben werden kann. Rationale des 
Grundansatzes der Nachbarschaftsmethoden ist die Annahme eines eindeutigen und 
zeitinvarianten (nichtlinearen) Zusammenhangs zwischen x  und y. Der Grad der räumli-
chen Nachbarschaft eines Beobachtungsvektors x  zu den zuvor gemessenen und ge-
speicherten Wertepaaren { }j j,yx  wird durch Nachbarschaftsmethoden in Form einer 
Norm j jd = −x x  bemessen. 
Mit der Methode der k nächsten Nachbarn (kNN) [176] wird die einem Beobachtungs-
vektor x  zugeordnete Prädiktion y als (optional gewichteter) Mittelwert derjenigen ge-
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speicherten Prädiktionen jy , denen die k kleinsten Abstände jd  zugeordnet sind, festge-
legt. 
Eine Kerndichteschätzung (KDE) [183] zentriert um jedes gespeicherte Wertepaar 
{ }j j,yx  eine vordefinierte Wahrscheinlichkeitsverteilung. Zur Herleitung der einem Be-
obachtungsvektor x  zugeordneten Prädiktion y wird die aus allen gespeicherten Werte-
paaren resultierende Wahrscheinlichkeitsverteilung (Mittelwert aller Einzelverteilungen) 
zunächst in die Verteilung der bedingten Wahrscheinlichkeit { }P y x  überführt. An-
schließend wird aus letztgenannter die Prädiktion extrahiert, bspw. als Erwartungswert 
(„Mean Estimate“), Wert maximaler Wahrscheinlichkeit („Mode Estimate“) oder Wert 
mittlerer Wahrscheinlichkeit („Median Estimate“). Die Prädiktion als Erwartungswert 
ergibt sich als gewichteter Mittelwert der gespeicherten Wertepaare { }j j,yx  und jedes 
zugehörige Gewicht als nichtlineare Transformation des zugehörigen Abstands j−x x . 
Diese nichtlineare Transformation wird durch die jx  zugeordnete Wahrscheinlichkeits-
dichtefunktion definiert und kann als Skalarprodukt zwischen x  und jx  in einem durch 
einen radialen Kern definierten Merkmalsraum interpretiert werden. Eine Erhöhung der 
rechentechnischen Effizienz der KDE kann durch Fusion von Clustern der gespeicherten 
Wertepaare { }j j,yx  erreicht werden.  
Durch die lokale Regression (LR) [184] werden die Wertepaare { }j j,yx , denen die k 
kleinsten Abstände jd  zugeordnet sind, durch eine Regressionsfunktion approximiert. 
Die Prädiktion y ergibt sich in diesem Fall als der dem Beobachtungsvektor x  zugeordne-
te Wert der o.g. lokalen Regressionsfunktion. Die Neuberechnung der Regressionsfunk-
tion in jedem Prädiktionsschritt erfolgt i.d.R. durch analytische Minimierung einer quad-
ratischen Kostenfunktion. Dazu stehen dieselben (linearen oder nichtlinearen) Variatio-
nen und Erweiterungen, die oben für filterbasierte Verfahren beschrieben wurden, zur 
Verfügung. Das Gewicht jedes Wertepaares { }j j,yx  auf die Kostenfunktion wird i.d.R. 
mit größer werdendem zugehörigem Abstand jd  reduziert und kann zu diesem Zweck 
bspw. analog zur KDE Kern-basiert berechnet werden. 
Eine nichtlineare Regressionsfunktion kann neben den o.g. Verfahren durch Verschlei-
fung multipler lokal gültiger Regressionsfunktionen erzeugt werden. Letztgenannte Ap-
proximieren den gemessenen Zusammenhang zwischen x  und y in jeweils einer Region 
des durch die Komponenten von x  aufgespannten Beobachtungsraums und werden 
i.d.R. analog zu FIR-Filtern basierend auf den jeweils aktuellsten verfügbaren Messdaten 
aktualisiert. Geeignete Regionen des Beobachtungsraums, die den o.g. lokal gültigen 
Regressionsfunktionen zugeordnet werden, können bspw. durch Partitionierung des 
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Beobachtungsraums oder Clustering [z.B. 185] der gespeicherten Wertepaare { }j j,yx  
erzeugt und optional gleitend aktualisiert werden. Beispiele von Regressionsverfahren, 
die auf dem o.g. Grundansatz basieren, sind Regressionsbäume [176] sowie die im Fol-
genden beschriebenen Fuzzy Inferenz Systeme (FIS). 
Prädiktion durch Fuzzy Inferenz Systeme 
Fuzzy Inferenz Systeme (FIS) [186] bilden eine spezielle Klasse nichtlinearer Regressions-
verfahren. Diese Systeme überführen die Komponenten des Beobachtungsvektors x  auf 
Basis von Fuzzy-Regeln in die Prädiktion y. Die Fuzzy-Regeln bewirken eine unscharfe 
Aktivierung bzw. Deaktivierung multipler möglicher Prädiktionsvorschriften in Abhängig-
keit von den Komponenten des Beobachtungsvektors. Dazu unterteilen die Bedingungs-
teile der Fuzzy-Regeln den Beobachtungsraum in multiple Fuzzy-Unterräume. Die zuge-
hörigen Konsequenzteile definieren für jeden dieser Unterräume im Fall eines Takagi-
Sugeno-Kang (TSK) Fuzzy Inferenz Systems (FIS) ein zugehöriges Regressionsmodell ent-
sprechend Gleichung (3-2) und im Fall eines Mamdani FIS eine zugehörige (konstante) 
Fuzzy-Menge des prädizierten Wertes. Korrespondierend erfolgt die Prädiktion durch ein 
FIS in den folgenden Schritten: 
1. Fuzzifizierung: Die Komponenten des Beobachtungsvektors x  werden in die zugehö-
rigen Fuzzy-Eingangsmengen überführt. Dazu werden i.d.R. vordefinierte Zugehörig-
keitsfunktionsmuster um die Eingangsgrößen zentriert. Als gebräuchliche Vereinfa-
chung werden nicht streuende Zugehörigkeitsfunktionsmuster verwandt, so dass 
sich einelementige Fuzzy-Eingangsmengen ergeben. 
2. Inferenz: Dieser Schritt umfasst die Auswertung der Fuzzy-Regeln im Sinne der Fuzzy-
Logik und beinhaltet die Auswertung des Bedingungsteils (Akkumulation) und des 
Konsequenzteils (Implikation) sowie die Zusammenführung der Konsequenzen (Ag-
gregation) jeder Regel. Im Zuge der Akkumulation werden die Fuzzy-
Eingangsmengen im Sinne der Fuzzy Logik in den Erfüllungsgrad („firing strength“) 
jedes Bedingungsteils überführt. Im Fall eines TSK FIS erfolgen Implikation und Ag-
gregation, indem alle Prädiktionen der o.g. Regressionsmodelle mit dem skalaren Er-
füllungsgrad der jeweils zugehörigen Regel gewichtet und anschließend zur resultie-
renden Prädiktion summiert werden. Mit letztgenanntem Schritt ist die TSK Fuzzy In-
ferenz beendet. Im Fall eines Mamdani FIS umfasst die Implikation die Bildung der 
Fuzzy-Konsequenzmenge jeder Regel (Shaping). Dies erfolgt i.d.R., indem für jede 
Regel der Erfüllungsgrad des Bedingungsteils („firing strength“) und die vordefinierte 
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Fuzzy-Menge des prädizierten Wertes (der Konsequenzteil) fuzzylogisch Und-
verknüpft werden. Die Aggregation zur resultierenden Fuzzy-Menge des prädizierten 
Wertes erfolgt durch fuzzylogische Oder-Verknüpfung aller Fuzzy-
Konsequenzmengen. 
3. Defuzzifizierung: Dieser Schritt umfasst die Überführung der resultierenden Fuzzy-
Konsequenzmenge in ein Skalar des prädizierten Wertes. 
Ein adaptives neuro FIS (ANFIS) wird durch Repräsentation der o.g. Berechnungsschritte 
in Form eines neuronalen Netzes erzeugt. Dies ermöglicht, die Parametrierung des FIS in 
Form der Zugehörigkeitsfunktionen der in den Regeln verknüpften Fuzzy Mengen, an 
Beispieldaten automatisiert zu adaptieren. Für diese Adaption, die auch als Training be-
zeichnet wird und einer nichtlinearen Regression entspricht, stehen die für neuronale 
Netze etablierten Verfahren zur Verfügung, bspw. (im einfachsten Fall) der Rückwärts-
propagationsalgorithmus, der den mittleren quadratischen Regressionsfehler auf Basis 
des Gradientenverfahrens iterativ minimiert. 
Ein ANFIS kann sowohl für klassische Typ 1- (T1FL) als auch für Typ 2 Fuzzy Logik (T2FL) 
realisiert werden. Typ 2 Fuzzy Logik erweitert T1FL durch Einführung einer unscharfen 
Zugehörigkeit bzw. Definition einer Zugehörigkeit nicht als Skalar sondern als Typ 1 Fuzzy 
Menge. Letztgenannte wird als primäre Zugehörigkeit und deren Zugehörigkeit als se-
kundäre Zugehörigkeit bezeichnet. Durch diese Erweiterung kann ein höherer Grad an 
Unschärfe modelliert und logisch korrekt verarbeitet werden [187]. Die T2FL wird auf 
Basis der bekannten Grundprinzipien der F1FL aufgebaut und schließt die T1FL als Spezi-
alfall einer nicht streuenden sekundären Zugehörigkeit (bzw. eindimensionaler „Foot-
print of Uncertainty“) ein. Die Intervall T2FL (IT2FL) wird durch eine vereinfachte sekun-
däre Zugehörigkeit, die nur die Werte Null oder Eins annehmen kann, gebildet [188] und 
ermöglicht eine effiziente und im Gegensatz zur allgemeinen T2FL i.d.R. echtzeitfähige 
Verarbeitung fuzzylogischer Operationen. 
Vorteil eines ANFIS, insbesondere in Verbindung mit T2FL, ist dessen Fähigkeit, komple-
xe and a priori unbekannte Unsicherheiten des Zusammenhangs zwischen Beobach-
tungsvektor x  und Prädiktion y im Zuge des Trainings automatisiert und gleitend auf 
Basis von Messdaten zu identifizieren und bei der Prädiktion logisch korrekt zu berück-
sichtigen. Diese Fähigkeit ist im Zusammenhang mit der Prädiktion respirationsbedingter 
Bewegungen relevant und wird von keinem existierenden alternativen Prädiktionsver-
fahren in analoger Weise bereitgestellt. Ergebnis der o.g. Identifikation sind die Zugehö-
rigkeitsfunktionen der in den Regeln verknüpften Fuzzy-Mengen. Diese sind interpre-
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tierbar und stellen somit neue Einblicke in den Zusammenhang zwischen x  und y sowie 
eine Plausibilitätsprüfung der Identifikationsergebnisse in Aussicht. Die durch ein 
Mamdani FIS bereitgestellte Streuungsbreite der erzeugten und ggf. typreduzierten 
Fuzzy-Menge des prädizierten Wertes (die o.g. resultierende Fuzzy-Konsequenzmenge) 
kann als Maß für den mit der Prädiktion einhergehenden Vertrauensgrad herangezogen 
werden. 
Prädiktion durch modellbasierte Verfahren 
Die o.g. Black-Box Verfahren der Regression und Fuzzy-Logik kommen mit wenigen An-
nahmen hinsichtlich der erwarteten Charakteristik der prädizierten Trajektorie aus, ge-
hen jedoch mit der Gefahr einer geringen Generalisierbarkeit (Überanpassung an Mess-
rauschen) einher. Ansatz der modellbasierten (Grey Box) Verfahren ist, erwartete 
Merkmale der zu prädizierenden Trajektorie a priori in einem Modell zu verankern und 
analog zum Beobachter-Ansatz der Regelungstechnik auf Basis dieses Modells den Ver-
lauf der zu prädizierenden Trajektorie zu simulieren und begleitend zu dieser Simulation 
die Parameter bzw. den Zustand des Modells fortwährend an den gemessenen Trajekto-
rienverlauf zu adaptieren. Durch Fortführung der modellbasierten Simulation über den 
Zeitpunkt der letzten Messung und zugehörigen Modelladaption hinaus wird die Prädik-
ton erzeugt. 
Der o.g. Grey Box Ansatz stellt eine verminderte Gefahr einer Überanpassung der Prädik-
tionsvorschrift sowie erhöhte Prädiktionsgenauigkeit insbesondere für lange Prädikti-
onshorizonte, in Aussicht. Optional ist eine Kombination modellbasierter- und Black Box 
Verfahren möglich, in der Black Box Verfahren zur Prädiktion nicht modellierter Zusam-
menhänge zwischen x  und y eingesetzt werden können. 
Die o.g. Adaption der Parameter bzw. des Zustands des Modells an die Messdaten kann 
bspw. auf Basis des nLMS, analytischer Minimierung des Abstands zwischen modellba-
sierter Simulation und Messung, eines EKF, Unscented Kalman Filters (UKF) [189] oder 
Particle Filters (PF) [190] erfolgen und ist trotz möglicherweise stark vereinfachender 
Modellannahmen i.d.R. mit hoher Genauigkeit möglich. Beispiele möglicher Modelle 
sind: 
• Das Schwingungssummenmodell (WFLC) [191]. Dieses modelliert die zu prädizieren-
de Trajektorie als Summe harmonischer Schwingungen jeweils dynamisch einstellba-
rer Frequenz, Phase und Amplitude. 
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• Das Lujan Modell (LM) [192]: Dieses modelliert die zu prädizierende Trajektorie als: 
{ }
2nty t c a
T
 π  = −   
  
cos  (3-3) 
mit den Parametern c, a, T und n. 
• Das lokale Kreisbewegungsmodell (LCM) [193]: Dieses modelliert die zu prädizieren-
de eindimensionale Trajektorie als Projektion einer zweidimensionalen Trajektorie, 
die eine lokal kreisförmige Bewegung in einer Ebene mit dynamisch einstellbarer 
Winkelgeschwindigkeit beschreibt. 
• Das Feder-Masse-Schwinger Modell (SMM) [63]: Dieses modelliert die zu prädizie-
rende Trajektorie als Trajektorie der Positionskoordinate eines eindimensionalen un-
gedämpften Feder-Masse-Schwingers mit dynamisch einstellbarer Eigenkreisfre-
quenz und Ruhelage der Feder. 
Existierende Prädiktionsverfahren 
Zur Prädiktion repirationsbedingter Bewegungen wurden lineare FIR-Filter [74, 95, 194–
200], lineare autoregressive Filter [201, 202], Volterra-Filter [203], neuronale Netze [74, 
204–210], Support Vektor Regression [195, 211, 212], loakle Regression [184, 213], 
Kerndichteschätzer [183, 214], Neuro Fuzzy Inferenz Systeme [215–218] und modellba-
sierte Verfahren [74, 191, 193, 194, 219–221] eingesetzt.  
Qiu et al. [93] realisierten eine lineare Regression basierend auf dem „Partial Least 
Squares“ (PLS) Verfahren [176]. Ruan et al. [222] und McCall et al. [223] kombinierten 
die Prädiktionen eines Frequenzsummenmodells und eines autoregressiven Filters. Ichiji 
et al. [224–226] integrierten die Annahme eines quasi periodischen Verlaufs (mit variab-
ler Periodizität) des zu prädizierenden Wertes in die Architektur eines autoregressiven 
Prädiktionsfilters. Multiple dieser Filter kombinierten sie gewinnbringend zum Prädik-
tionsergebnis. Ernst et al. [227, 228] stellten den “multilinearen Algorithmus“ (MULIN) 
vor, der auf linearer Extrapolation sowohl der gemessenen zu prädizierenden Werte als 
auch deren Änderungen (multipler Ordnungen) basiert. Putra at al. [220, 229] erreichten 
eine gewinnbringende Kombination zweier modellbasierter Prädiktionen, die jeweils auf 
der Annahme einer konstanten ersten bzw. zweiten Ableitung des Verlaufs des zu prädi-
zierenden Wertes basieren. Kalet et al. [230] stellten ein zur Prädiktion einsetzbares 
Hidden Markov Models (HMM) vor. Sie unterscheiden vier Zustände (irreguläre Atmung, 
Ausatmen, Ende Ausatmen, Einatmen), in denen jeweils ein linearer Verlauf des zu prä-
dizierenden Wertes angenommen wird. Basierend auf der a-posteriori-Wahrscheinlich-
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keit prädizierten Yang et al. den Wert [231] und King et al. die Ausdehnung des Wer-
tebereichs (Amplitude) einer respirationsbedingten Trajektorie [232]. Einen Vergleich 
multipler Prädiktionsverfahren führten u.a. Herrmann [63], Ernst et al. [233],  Krauss et 
al. [234] und Verma et al. [235] durch. 
Ziel und Gliederung des Kapitels 
Die aktuell veröffentlichte Literatur zu Prädiktionsverfahren stellt häufig lediglich Einzel-
studien, die auf einer begrenzten Beispieldatenmenge basieren und untereinander nur 
schwer vergleichbar sind, zur Verfügung. Desweiteren werden häufig lediglich allge-
meingültige Maße zur Beurteilung der Prädiktionsqualität verwandt. Diese Maße lassen 
die Spezifika der angestrebten klinischen Anwendung häufig unberücksichtigt. Eine an-
wendungsspezifische Fusion multipler Bewertungsmaße unterblieb bisher stets. 
Ziel dieser Arbeit ist die Herleitung einer Prädiktionsstrategie, die eine möglichst hohe 
Eignung für die in Sektion 1.4 vorgestellte klinische Anwendung der robotergestützten 
Bewegungskompensation aufweist. Für diese Herleitung werden multiple regressions- 
und modellbasierte Verfahren zur Prädiktion respirationsbedingter Bewegungen er-
probt, evaluiert und gegenübergestellt [h, i, j, k, l, m, n, o, p]. Dies umfasst: 
• Die Erprobung jedes o.g. Prädiktionsverfahrens unter identischen Bedingungen und 
anhand von Beispieltrajektorien, die hohe Gesamtdauer (mehrere Stunden), multiple 
künstlich überlagerte Störeinflüsse und multiple physiologische Charakteristiken 
aufweisen und somit eine hohe Verallgemeinerbarkeit der Erprobungsergebnisse in 
Aussicht stellen. 
• Bemessung aller bekannten für die o.g. klinische Anwendung relevanten Merkmale 
eines Prädiktionsverfahrens auf Basis von 38 Eigenschaftsmaßen aus 11 Bewertungs-
kriterien. Ein vergleichbarer Umfang der o.g. Bemessung sowie einige der o.g. Eigen-
schaftsmaße wurden bisher nicht beschrieben. 
• Bisher nicht beschriebene Fusion aller einem Prädiktionsverfahren zugeordneten 
Eigenschaftsmaße in einen skalaren Qualitätsindex auf Basis etablierter Methodiken 
zur multikriteriellen Bewertung von Lösungsalternativen.  
• Bisher nicht beschriebene Prädiktion respirationsbedingter Bewegungen auf Basis 
eines adaptiven Interval Typ 2 Neuro Fuzzy Inferenz Systems (IT2ANFIS) mit 
Mamdani Implikation. 
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In Sektion 3.2 dieses Kapitels werden die Spezifika der implementierten Prädiktionsver-
fahren beschrieben. In Sektion 3.3 erfolgt die Beschreibung einer möglichen Vorge-
hensweise zur Überführung prädizierter Werte in prädizierte Trajektorien. Eine Be-
schreibung der Bewertungskriterien und zugehörigen Eigenschaftswerte, auf deren Basis 
die Evaluation der Prädiktionsverfahren durchgeführt wird, erfolgt in Sektion 3.4. In Sek-
tion 3.5 werden die Methodik und erzielten Ergebnisse der Erprobung, Evaluation und 
Gegenüberstellung der implementierten Prädiktionsverfahren beschrieben. Das Kapitel 
schließt mit den Schlussfolgerungen in Sektion 3.6. 
3.2 Entwurf verschiedener Prädiktionsverfahren 
Die folgenden Prädiktionsverfahren wurden jeweils in verschiedenen Varianten imple-
mentiert, evaluiert und bewertet: 
• Prädiktion auf Basis eines linearen FIR Filters, der gleitend adaptiert wird auf Basis 
des 
o Normalized Least Mean Squares Verfahrens (nLMS). 
o Recursive Least Squares Verfahrens (RLS). 
o Kalman Filters (ERLS). 
• Prädiktion auf Basis lokaler Regression (LR). 
• Prädiktion auf Basis eines adaptiven Intervall Typ 2 Neuro Fuzzy Inferenz Systems 
(IT2ANFIS). 
• Prädiktion auf Basis eines Modells des Verlaufs des prädizierten Wertes, das gleitend 
auf Basis des Kalman Filters adaptiert wird (MKF). 
Die Spezifika jedes implementierten Prädiktionsverfahrens sind in Tabellen 3.1 bis 3.6 
zusammengestellt. 
Die Parametrierung jedes implementierten Prädiktionsverfahrens (Training) erfolgte auf 
Basis von Beispieldaten, die während regelmäßiger Spontanatmung eines menschlichen 
Probanden aufgezeichnet und von der anschließenden Evaluation des Prädiktionsverfah-
rens (Test) ausgenommen wurden. Diese Beispieldaten werden in Sektion 3.5.1 be-
schrieben. 
Jedes implementierte Prädiktionsverfahren weist einem prädizierten Wert, der sich au-
ßerhalb des um 1 mm in jede Richtung vergrößerten Wertebereichs der zugehörigen 
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zuvor erfassten Messwerte befindet, die nächstgelegene Grenze dieses Wertebereichs 
(exklusive der o.g. Vergrößerung) zu. 
 
TABELLE 3.1: SPEZIFIKA UND VARIANTEN DES PRÄDIKTIONSVERFAHRENS nLMS. 
FIR Filter mit Normalized Least Mean Squares Adaption (nLMS) 
Verfahren 
•  Entspricht gleichnamigem Verfahren von Ernst et al.[196] 
•  Details und Hintergründe: Siehe [l] und [h] 
Parameter 
•  Beobachtungsvektor: 
◦   Beinhaltet die Messwerte der Trajektorie des zu prädizierenden Wertes 
◦   Zeitlicher Abstand zwischen aufeinanderfolgenden Messwerten: BT 0.012 Millisekunden=  
◦   Anzahl Messwerte: n 
•  Schrittweite der Korrektur der Filterkoeffizienten auf Basis des Gradientenverfahrens: µ  
Training 
•  Einstellung von n auf Basis von Voruntersuchungen 
•  Optimierung von µ  
◦  Kostenfunktion (K): Mittelwert aller basierend auf dem Trainingsdatensatz ermittelten und 
 quadrierten skalaren Prädiktionsfehler entsprechend Gleichung (3-4) 
◦  Minimierung von K durch Gittersuche in Kombination mit Nelder-Mead Algorithmus [236] 
 Variante Parametrierung 
nLMSp •  Prädiktion ist dem Folgezeitschritt zugeordnet entspre-
chend Herrmann [63] 
n 40=  
32 10 , 0.16− µ∈ ⋅ 
(1) 
nLMSd •  Prädiktion ist dem Prädiktionshorizont zugeordnet n 30=  
34 10 , 0.11− µ∈ ⋅ 
(1) 
(1):  Angegebenes Intervall umfasst alle Werte, die im Zuge des Trainings für Marker „RIRE3“ (siehe 
Subsektion 3.5.1), Signal-Rausch-Verhältnissse (SNR) der gemessenen Koordinaten (siehe Subsek-
tion 3.4.3) zwischen 5 und 45 Dezibel (dB) und Prädionshorizonte zwischen 96 und 756 Millise-
kunden ermittelt wurden. 
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TABELLE 3.2: SPEZIFIKA UND VARIANTEN DES PRÄDIKTIONSVERFAHRENS RLS. 
FIR Filter mit Recursive Least Squares Adaption (RLS) 
Verfahren 
•   Enspricht „Recursive Least Quares mit Vergessensfaktor“ von Moschytz et al. [237] 
•  Details und Hintergründe: Siehe [l] und [h] 
Parameter 
•  Beobachtungsvektor: Analog zu nLMS 
•  Vergessensfaktor: λ  
•  Initiale Schätzfehlerkovarianzmatrix: = αP I , wobei I  die Einheitsmatrix beschreibt 
Training 
•  Einstellung von n auf Basis von Voruntersuchungen, Optimierung von λ  und α  analog zu nLMS 
(siehe Tabelle 3.1) 
 Variante Parametrierung 
RLSp •  Prädiktion ist dem Folgezeitschritt zugeordnet entspre-
chend Herrmann [63] 
n 40=  
[ ]0.9, 1.1λ∈ (1) 
RLSd •  Prädiktion ist dem Prädiktionshorizont zugeordnet n 40=  
[ ]0.9, 1.1λ∈ (1) 
(1):  Siehe Tabelle 3.1. 
 
TABELLE 3.3: SPEZIFIKA UND VARIANTEN DES PRÄDIKTIONSVERFAHRENS ERLS. 
FIR Filter mit Adaption durch Kalman Filter (ERLS) 
Verfahren 
•  Anpassung der Filterkoeffizienten auf Basis eines Kalman Filters 
•  Entspricht „Extended Recursive Least-Squares“ von Herrmann [63] 
•  Details und Hintergründe: Siehe [l] und [h] 
Parameter 
•  Beobachtungsvektor: Analog zu nLMS 
•  Vergessensfaktor: λ  
•  Messfehlervarianz: r 
•  Systemfehlerkovarianzmatrix: =Q 0 , wobei 0  die Nullmatrix beschreibt 
•  Initiale Schätzfehlerkovarianzmatrix: = αP I , wobei I  die Einheitsmatrix beschreibt 
Training 
•  Einstellung von n auf Basis von Voruntersuchungen, Optimierung von λ , r und α  analog zu 
nLMS (siehe Tabelle 3.1) 
 Variante Parametrierung 
ERLSp •  Prädiktion ist dem Folgezeitschritt zugeordnet entspre-
chend Herrmann [63] 
n 45=  
[ ]0.9, 1.1λ∈ (1) 
ERLSd •  Prädiktion ist dem Prädiktionshorizont zugeordnet n 40=  
[ ]0.9, 1.1λ∈ (1) 
(1):  Siehe Tabelle 3.1. 
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TABELLE 3.4: SPEZIFIKA UND VARIANTEN DES PRÄDIKTIONSVERFAHRENS LR. 
Lokale Regression (LR) 
Verfahren 
•  Setzt auf gleichnamigem Verfahren von Ruan et al. [184] auf 
•  Verlustfunktion der Regression: Gewichteter Mittelwert der quadrierten Regressionsfehler. Ge-
wichtung jedes quadrierten Regressionsfehlers entsprechend: { } { }k e k d kw K e K d=  mit 
k k 2d = −x x , wobei x  den aktuellen Beobachtungsvektor, kx  den betreffenden Regressor (einen 
nächsten Nachbarn von x ) und ke  den kx  zugeordneten gespeicherten Prädiktionsfehler angeben 
•  Regularisierung: Bestrafung der quadrierten Sensitivitäten (i) (i)p y x= ∂ ∂ , wobei y den Regressions-
funktionswert und (i)x  die i’te Komponente von x  angeben (Ridge Regression) 
•  Datenbank: Speicherung ausschließlich derjenigen Wertepaare { }j j,yx , deren Alter und zugehöri-
ger Prädiktionsfehler vordefinierte Maximalwerte unterschreiten 
•  Details und Hintergründe: Siehe [k] und [h] 
Parameter 
•  Beobachtungsvektor: 
◦   Beinhaltet die Messwerte der Trajektorie des zu prädizierenden Wertes 
◦   Zeitlicher Abstand zwischen aufeinanderfolgenden Messwerten: BT 0.312 Millisekunden=  
◦   Anzahl Messwerte: n 3=  
•  Maximales zugelassenes Alter der gespeicherten Wertepaare: v 20 Sek=  
•  Maximaler zugelassener Prädiktionsfehler der gespeicherten Wertepaare: { }max j je 6 e∀= ⋅median , 
wobei { }j je∀median  den Median aller gespeicherten Prädiktionsfehler angibt 
•  Anzahl der berücksichtigten nächsten Nachbarn: N 167=  
•  Berechnung der Verlustfunktion: 
◦   Transformationsvarianten des Prädiktionsfehlers: { } ( )( )22e1 k k maxK e 1 e e= −  
◦   Transformationsvarianten des Abstands: { } 1 1d1 k k kK d d d− −= ∑ , { } ( )( )22d2 k k maxK d 1 d d= −  
•  Gewichtung des Regularisierungsterms in Kostenfunktion der Regression: 510−β =  
Training 
•  Die Einstellung aller o.g. Parameter erfolgte auf Basis von Voruntersuchungen 
 Variante 
LRl • Keine Gewichtung der Regressionsfehler: e dK K 1= =  
LRd • Gewichtung jedes Regressionsfehlers entsprechend eK 1=  und d d2K K=  
LRde • Gewichtung jedes Regressionsfehlers entsprechend e e1K K=  und d d1K K=  
LRdev • Gewichtung jedes Regressionsfehlers entsprechend e e1K K=  und d d1K K=  
• Nichtlineare Transformation des Beobachtungsvektors analog zu Volterra Filter 
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TABELLE 3.5: SPEZIFIKA UND VARIANTEN DES PRÄDIKTIONSVERFAHRENS IT2ANFIS. 
Intervall Typ 2 Neuro Fuzzy Inferenz (IT2ANFIS) 
Verfahren 
•  Setzt auf Arbeiten von Mendel [238] und Salmeri et al. [217] auf 
•  ANFIS mit Mamdani Implikation für Intervall Typ 2 Fuzzy Logik 
•  Fuzzylogische UND- bzw. ODER-Verknüpfungen: Durch Produkt- bzw. Summen T-Norm 
•  Bedingungsteile der Regeln: Ausschließlich fuzzylogische UND-Verknüpfungen 
•  Eingangsfuzzymengen: Gausssche primäre Zugehörigkeitsfunktionen mit streuenden Standardab-
weichungen 
•  Bedingungsfuzzymengen (das sind die in den Bedingungsteilen der Regeln verwandten konstanten 
Fuzzymengen): Gausssche primäre Zugehörigkeitsfunktionen mit streuenden Mittelwerten 
•  „Center of Sets“ Typenreduktion und Defuzzifizierung auf Basis Karnik-Mendel Algorithmus [239] 
•  Initiale (im Zuge des Trainings) sowie prädiktionsbegleitende Adaption der Parametrierung des FIS 
basierend auf Messdaten und Rückwärtspropagation 
•  Details und Hintergründe: Siehe [j] und [h] 
Parameter 
•  Beobachtungsvektor: 
◦  Beinhaltet die Messwerte der Trajektorie des zu prädizierenden Wertes 
◦  Zeitlicher Abstand zwischen aufeinanderfolgenden Messwerten: BT  
◦  Anzahl Messwerte: n  
•  Anzahl Regeln: m  
•  Trainiert und gleitend adaptiert werden: 
◦  Obere und untere Standardabweichung jeder Eingangsmenge: iσ , iσ , [ ]i 1,n∈  
◦  Oberer und unterer Mittelwert sowie Standardabweichung jeder Bedingungsmenge: i,km , i,km , 
 i,kσ , [ ]i 1,n∈ , [ ]k 1,m∈  
◦  Oberer und unterer Zentroid jeder Konsequenzmenge (das sind die in den Konsequenzteilen der 
 Regeln verwandten konstanten Fuzzymengen): kc , kc , [ ]k 1,m∈  
Training 
•  Rückwärtspropagation auf Basis des Gradientenverfahrens 
•  Initialisierung der Parameter der Eingangsmengen: i Nlσ = σ , i Nuσ = σ  mit der unteren und oberen 
a priori Abschätzung des Messrauschens Nlσ  und Nuσ  
•  Initiiialllisierung der Parameter der Bedingungs- und Konsequenzmengen: Diese erfolgt auf Basis 
einer gleichmäßigen Verteilung von m Clustern der Beispiel-Wertepaare { }j j,yx  im fusionierten 
Beobachtungs- und Ergebnisraum (letztgenannter wird durch die Prädiktion y aufgespannt). Die 
Clusterung erfolgt auf Basis des Expectation Maximization Algorithmus [240]. Für die o.g. Initialisie-
rung gilt: 
i,k xi,k xi,k Num 2= µ − σ −σ
  , i,k xi,k xi,k Num 2= µ + σ + σ
  , i,k xi,k2σ = σ
 , 
k y,k y,kc 2= µ − σ
  , k y,k y,kc 2= µ + σ
   
Darin beschreiben xi,kµ
  den Mittelwert und xi,kσ
  die Standardabweichung der i’ten Komponenten 
der zum Cluster k (und gleichzeitig Regel k) gehörigen Beispiel-Beobachtungsvektoren und y,kµ
  den 
Mittelwert und y,kσ
  die Standardabweichung der zum Cluster k gehörenden Prädiktionen. 
 Variante Parametrierung 
IT2FIS •  Alle Parameter werden auf ihren Anfangswerten belassen. 
Es erfolgt keine Applikation durch Rückwärtspropagation 
n 4= , m 32=  
BT 0.504 Sek=  
IT2ANFIS4 •  Alle o.g. Parameter werden durch Rückwärtspropagation 
trainiert und gleitend alle 4.8 sek adaptiert 
n 4= , m 16=  
BT 0.504 sek=  
IT2ANFIS3 •  Alle o.g. Parameter werden durch Rückwärtspropagation 
trainiert und gleitend alle 4.8 sek adaptiert 
n 3= , m 8=  
BT 0.672 sek=  
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TABELLE 3.6: SPEZIFIKA UND VARIANTEN DES PRÄDIKTIONSVERFAHRENS MKF. 
Gleitend adaptiertes Modell des Verlaufs des prädizierten Wertes (MKF) 
Verfahren 
•  Modellbasierte Simulation des Verlaufs des prädizierten Wertes. 
•  Modelladaption auf Basis eines (ggf. Extended) Kalman Filters. 
•  Details und Hintergründe: Siehe [m] und [h] 
Parameter 
•  Messfehlervarianz: r  
•  Systemfehlerkovarianzmatrix: Q  
Training 
•  Optimierung von r und Q  
◦  Kostenfunktion (K): Mittelwert aller basierend auf dem Trainingsdatensatz ermittelten und 
 quadrierten skalaren Prädiktionsfehler entsprechend Gleichung (3-4) 
◦  Minimierung von K durch Gittersuche bzw. Nelder-Mead Algorithmus [236] 
 Variante 
MKFv •  Basiert auf „Linear Kalman Filter with Constant Velocity Model“ von Herrmann 
[63] 
•  Modell: Erste Ableitung des Verlaufs des prädizierten Wertes ist konstant. 
•  Systemfehlerkovarianzmatrix: 
{ }
4 31 1
R 1 R 24 2
1 4 R3 21
R 3 R 42
T s T s
s ,...,s , T 0.012 sek
T s T s
 
 = =
 
 
Q  
MKFa1 •  Basiert auf „Linear Kalman Filter with Constant Acceleration Model“ von Herr-
mann [63] 
•  Modell: Zweite Ableitung des Verlaufs des prädizierten Wertes ist konstant. 
•  Systemfehlerkovarianzmatrix: 
 { }
4 3 21 1 1
R 1 R 2 R 34 2 2
3 21
1 6 R 2 R 4 R 5 R2
21
R 3 R 5 62
T s T s T s
s ,...,s T s T s T s , T 0.012 sek
T s T s s
 
 
 = =
 
 
 
Q  
MKFa2 •  Analog zu MKFa1 
• Systemfehlerkovarianzmatrix: 
 { }
4 3 21 1 1
R 1 R 2 R 34 2 2
3 21
1 9 R 4 R 5 R 6 R2
21
R 7 R 8 92
T s T s T s
s ,...,s T s T s T s , T 0.012 sek
T s T s s
 
 
 = =
 
 
 
Q  
MKFsm •  Entspricht „Extended Kalman Filter with Spring-Mass Model“ von Herrmann [63] 
bzw. SMM gemäß Sektion 3.1 
•  Systemfehlerkovarianzmatrix: { } { }=Q q qdiag : Diagonalmatrix mit unabhängig 
eingestellten Diagonalelementen q  
MKFfc •  Entspricht “Multi-frequency based Extended Kalman Filter” von Ramrath et al. 
[219] bzw. WFLC gemäß Sektion 3.1 
•  Anzahl überlagerter harmonischer Schwingungen: 12 
•  Systemfehlerkovarianzmatrix: { }β = βQ I , wobei I  die Einheitsmatrix beschreibt 
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3.3 Prädiktion von Trajektorien 
Die Überführung prädizierter Werte oder prädizierter Trajektorien in eine stetige und für 
die Regelung (siehe Kapitel 4) nutzbare Führungstrajektorie kann auf Basis der folgen-
den Berechnungsschritte, die im Anschluss an jeden Prädiktionsschritt auszuführen sind, 
erfolgen: 
1. Generierung der prädizierten Trajektorie. Die prädizierte Trajektorie kann bspw. 
durch Approximation bzw. Interpolation der jeweils aktuellen Messwerte sowie mul-
tipler prädizierter Werte, die verschiedenen Prädiktionshorizonten zugeordnet sind, 
erzeugt werden. Stellt das Prädiktionsverfahren bereits eine prädizierte Trajektorie 
in der für die Regelung verwandten zeitlichen Abtastung bereit (dies ermöglichen 
bspw. die in Sektion 3.2 beschriebenen „plugin“ – Verfahren, nLMSp, RLSp und ER-
LSp sowie alle MKF Verfahren), so entfällt dieser Schritt. 
2. Aktualisierung der Führungstrajektorie. Unstetigkeiten in der Führungstrajektorie 
sollten vermieden werden, bspw. indem eine Übergangstrajektorie, die den jeweils 
aktuellen Wert der Führungs- und die prädizierte Trajektorie stetig miteinander ver-
bindet, den zeitgleichen Abschnitt der prädizierten Trajektorie ersetzt. Die Dauer der 
Übergangstrajektorie sowie deren Abweichung von der prädizierten Trajektorie soll-
ten minimiert werden unter der Nebenbedingung, dass die Übergangstrajektorie ei-
ne gültige Roboterbewegung (bspw. mit begrenzter Beschleunigung) beschreibt. 
Die o.g. Trajektoriensegmente und die daraus resultierende stetige Führungstrajektorie, 
die den gemessenen Verlauf des Atemsignals approximiert, sind für den Fall signifikanter 
Verzugszeiten durch Messung und Prädiktion in Bild 3.1 schematisch veranschaulicht.  
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BILD 3.1: GENERIERUNG EINER STETIGEN FÜHRUNGSTRAJEKTORIE AUF BASIS PRÄDIZIERTER TRAJEKTORIEN IM FALL 
SIGNIFIKANTER VERZUGSZEITEN DURCH MESSUNG UND PRÄDIKTION. 
3.4 Kriterien zur Bewertung eines Prädiktionsverfahrens 
Zur quantitativen Bewertung der Eignung eines Prädiktionsverfahrens werden die fol-
genden Kriterien herangezogen: 
• Genauigkeit. 
• Toleranz von Unregelmäßigkeiten. 
• Toleranz von Messrauschen. 
• Neigung zur Divergenz. 
• Abhängigkeit von Trainingsdaten. 
• Überschätzung der Auslenkung. 
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• Variabilität. 
• Konvergenzzeit. 
• Rechenaufwand. 
Diese Kriterien, deren Bemessung und die für deren Bemessung verwandten Eigen-
schaftswerte werden in den folgenden Subsektionen beschrieben. 
3.4.1 Genauigkeit 
Die Genauigkeit eines Prädiktionsverfahrens gibt die Abweichung zwischen prädizierter 
und realer kartesischer Trajektorie des CTV an. Diese Abweichung sollte möglichst gering 
sein, um eine ausreichende Kompensation der Bewegung des CTV zu ermöglichen. 
Der skalare Prädiktionsfehler wird definiert als die euklidische Norm des kartesischen 
Prädiktionsfehlers: 
{ } { } { }A AA T A T 2ˆe t t t t= − τ −r r  (3-4) 
Darin beschreiben { }AA Tˆ t t − τr  die zum Zeitschritt t − τ  für den Zeitschritt t prädizierte 
kartesische Position des CTV und { }AA T tr  die zugehörige reale Position des CTV. Das Be-
zugskoordinatensystem A ist unbeweglich an der Liege des Patienten verankert. Als Ei-
genschaftswerte zur Bemessung der Genauigkeit werden multiple skalare Fehlermaße 
verwandt. Diese Fehlermaße sind: 
• Quadratischer Mittelwert des skalaren Prädiktionsfehlers (ERMS); 
• Relativer quadratischer Mittelwert des skalaren Prädiktionsfehlers (ERMSRel); 
• Vertrauensgröße 95% des skalaren Prädiktionsfehlers (E95); 
• Maximaler Anteil verfehlt applizierter Strahlendosis (WIB100); 
• Vertrauensgröße 95 % des Anteils verfehlt applizierter Strahlendosis (WIB95); 
und werden im Folgenden konkretisiert: 
Quadratischer Mittelwert des skalaren Fehlers 
Der ERMS ist definiert als: 
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{ }{ }2ERMS
t
eˆ e t
∀
= mean  (3-5) 
Darin zeigt die Funktion { }mean  die Bildung des Mittelwerts an. 
Relativer quadratischer Mittelwert des skalaren Fehlers 
Der ERMSRel ist definiert als der ERMS bezogen auf den ERMS, der sich im Fall einer 
Prädiktion durch Halten des jeweils letzten bekannten Wertes ergibt: 
ERMS
ERMSRel
ERMS ZOH
eˆ
eˆ
eˆ
=  (3-6) 
mit  
{ } { }
2A A
ERMS A T A TZOH 2t
eˆ t t
∀
 = − τ − 
 
r rmean  (3-7) 
Vertrauensgröße 95% des skalaren Fehlers 
Der E95 wird mit „ E95eˆ “ bezeichnet und ist definiert als derjenige Fehlerwert { }e t , der 
in 95 % aller Zeitschritte t unter- und in 5 % aller Zeitschritte überschritten wird.  
Maximaler Anteil verfehlt applizierter Strahlendosis 
Der WIB100 ist definiert als:  
{ }{ }WIB100 WIB
t
eˆ e t
∀
= max  (3-8) 
mit  
{ } {}{ }
[ ]
{ }{ }
B
WIB IB
0,T
e t e e t
∀τ∈
= ⋅ = + τWIBT mean  (3-9) 
{ } { }{ }IBe t e t= IBT  (3-10) 
Darin zeigen die Funktion { }max  die Extraktion des Maximalwerts, die Funktion 
{ }IBT  die Bildung des geschätzten momentanen Anteils des vom Therapiestrahl nicht 
durchdrungenen Tumorvolumens (IBT) und die Funktion { }WIBT  die Bildung des ge-
schätzten zeitabhängigen Anteils verfehlt applizierter Strahlendosis (WIBT) an [i]. 
Bezugsgröße des IBT ist das Gesamtvolumen des Tumors. Der IBT basiert auf den folgen-
den vereinfachenden bzw. das ungünstigste Szenario modellierenden Annahmen: 
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• Kugelförmiger Tumor mit einem Radius von R 10=  Millimetern. 
• Zylindrischer Therapiestrahl mit einem Radius von 10 Millimetern. 
• Ausschließliche Starrkörperbewegung des Tumors. 
• Orthogonale Orientierungen von Therapiestrahl und kartesischem Prädiktionsfehler 
{ } { }A AA T A Tˆ t t t− τ −r r . 
In Bild 3.2 sind die vom Therapiestrahl nicht durchdrungenen Tumorvolumen für bei-
spielhafte Werte des skalaren Prädiktionsfehlers { }e t  sowie die Abhängigkeit zwischen 
{ }e t  und { }{ }e tIBT  veranschaulicht. 
Die Berechnung des WIBT auf Basis gleitender Mittelwertbildung des IBT nach Gleichung 
(3-9) basiert auf den folgenden vereinfachenden bzw. das ungünstigste Szenario model-
lierenden Annahmen: 
• Homogene und von der Eindringtiefe unabhängige Schwächung des Therapiestrahls. 
• Aktivierung eines einzelnen Therapiestahls zum zugeordneten Zeitschritt t. 
• Wirkdauer des Therapiestrahls von BT 2 sek= . 
Die Funktion { }WIB100  modelliert durch Maximierung des WIBT nach Gleichung (3-9) 
das ungünstigste Szenario, dass der Therapiestrahl dann aktiviert wird, wenn der resul-
tierende Anteil verfehlt applizierter Strahlendosis maximal ist. 
 
 
BILD 3.2: ABBILDUNG EINES SKALAREN FEHLERWERTES { }e t  AUF DEN GESCHÄTZTEN MOMENTANEN ANTEIL DES 
VOM THERAPIESTRAHL NICHT DURCHDRUNGENEN TUMORVOLUMENS { }{ }e tIBT  [BASIEREND AUF I]. 
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Vertrauensgröße 95 % des Anteils verfehlt applizierter Strahlendosis 
Der WIB95 wird mit „ WIB95eˆ “ bezeichnet und ist definiert als derjenige Wert des WIBT, 
der in 95 % aller Zeitschritte unter- und in 5% aller Zeitschritte überschritten wird. 
3.4.2 Toleranz von Unregelmäßigkeiten 
Die Toleranz eines Prädiktionsverfahrens von Unregelmäßigkeiten gibt den Genauig-
keitsunterschied zwischen der Prädiktion unregelmäßiger und regelmäßiger Bewegun-
gen des Tumors an. Dieser Unterschied sollte möglichst gering sein, bspw. um Spontan-
atmung des betreffenden Patienten (die mit erhöhten Unregelmäßigkeiten einhergeht) 
zu ermöglichen (und korrespondierend auf Verfahren der Atemkontrolle entsprechend 
Subsektion 1.2.2 zu verzichten) und einen robusten Berieb der Prädiktion trotz mögli-
cher Artefakte in den Messdaten zu erreichen. 
Zwei Arten von Unregelmäßigkeiten werden unterschieden: 
• Transitionen zwischen Bauch- und Brustatmung (Unregelmäßigkeit 1). 
• Transiente Messstörung (Unregelmäßigkeit 2). 
Diese werden im Folgenden konkretisiert. 
Transitionen zwischen Bauch- und Brustatmung 
Zur Bemessung der Auswirkung von Unregelmäßigkeit 1 werden die o.g. Fehlermaße 
ERMS, ERMSRel, E95, WIB100 und WIB95 für mehrere Bewegungstrajektorien des Tu-
mors, { }AA T tr , die regelmäßig sind bzw. Transitionen zwischen Bauch- und Brustatmung 
aufweisen, berechnet. Die mittleren Fehler über jeweils einen der o.g. Trajektorientypen 
werden voneinander subtrahiert. Die resultierenden Eigenschaftswerte sind: 
{ } { }[ ] [ ] [ ]BB Rˆ ˆuˆ e e• • •= −mean mean  (3-11) 
Darin fungiert „[ ]• ” als Platzhalter für „ERMS“, „ERMSRel“, „E95“, „WIB100“ und 
„WIB95“. Der Index „R“ kennzeichnet, dass das betreffende Fehlermaß aus der Prädikti-
on einer regelmäßigen Bewegungstrajektorie { }AA T tr  resultiert. Der Index „BB“ kenn-
zeichnet, dass das betreffende Fehlermaß aus der Prädiktion einer Bewegungstrajektorie 
mit Transitionen zwischen Bauch- und Brustatmung resultiert. 
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Transiente Messstörung 
Für die Bemessung der Auswirkung von Unregelmäßigkeit 2 wird die betreffende Bewe-
gungstrajektorie des Tumors, { }AA T tr , zunächst gestört entsprechend: 
{ } { } { }A AA T A Tt t t= +r r v  (3-12) 
Als Störformen werden ein Sprung auf einen konstanten oder exponentiell abklingenden 
Wert verwandt. Die Sprunghöhe wird jeweils ins Verhältnis zur Amplitude der ungestör-
ten Signalkomponente gesetzt: 
{ } { } EVEV(k) (k) t 2sec
(k) EV (k) EV
0, t t0, t t
v t v t
a , t t a e , t t−
<< = ∨ = ≥ ≥ 
 (3-13) 
mit  
{ }{ } { }{ }A A1(k) A T(k) A T(k)2 tta r t r t∀∀
 = − 
 
max min  (3-14) 
Der Zeitpunkt des Auftretens der transienten Störung ist EVt . Sowohl die gestörte 
Trajektorie { }AA T tr  als auch die ungestörte Trajektorie { }AA T tr  werden prädiziert. Zur 
Bemessung der Auswirkung von Unregelmäßigkeit 2 werden die WIBT für die skalaren 
Fehler beider Prädiktionen (entsprechend Gleichung (3-4)) und für vordefinierte zeitlich 
Abstände t∆  von EVt  berechnet und voneinander subtrahiert. Die resultierenden Eigen-
schaftswerte sind: 
{ } { }WIBT[v, t] WIBT EV WIBT EVS Ruˆ e t t e t t∆ = + τ + ∆ − + τ+ ∆  (3-15) 
mit  
{ } {}{ }WIBTe t e= ⋅WIBT  (3-16) 
{ }t 0,1,6 sek∆ ∈  (3-17) 
Darin kennzeichnet der Index „R“, dass das betreffende Fehlermaß aus der Prädiktion 
der ungestörten Bewegungstrajektorie { }AA T tr  resultiert. Der Index „S“ kennzeichnet, 
dass das betreffende Fehlermaß aus der Prädiktion der gestörten Bewegungstrajektorie 
{ }AA T tr  resultiert. Der Index v kennzeichnet die zur Bildung der gestörten Bewegungs-
trajektorie verwandte Störform { }tv . Der Wert v = 1 bezeichnet die oben erstgenannte 
(Sprung auf einen konstanten Wert) und der Wert v = 2 die oben zweitgenannte (Sprung 
auf einen exponentiell abklingenden Wert) Störform. Beide Störformen { }tv  und die in 
Gleichung (3-17) gewählten Werte des Zeitversatzes nach Auftreten der Störung, t∆ , 
werden zu sechs Eigenschaftswerten WIBT[v, t]uˆ ∆  der unmittelbaren und längerfristigen 
Auswirkungen der Störformen auf die Genauigkeit der Prädiktion kombiniert. 
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3.4.3 Toleranz von Messrauschen 
Die Toleranz von Messrauschen gibt an, wie stark das Prädiktionsergebnis durch additive 
Rauschanteile in den Messdaten verschlechtert wird. Diese Verschlechterung sollte mög-
lichst gering sein, um trotz Anwesenheit dieser Rauschanteile einen robusten Betrieb der 
Prädiktion zu ermöglichen. 
Zur Bemessung der Toleranz von Messrauschen werden unterschiedliche Varianten der-
selben Trajektorie { }AA T tr  des Tumors durch Addition von mittelwertfreiem weißem 
Rauschen erzeugt. Jede dieser Varianten wird unabhängig prädiziert. Die jeweils resultie-
renden zeitabhängigen skalaren Prädiktionsfehler werden analog zu Gleichung (3-4) als 
euklidische Abstände zwischen prädizierten und zugehörigen ungestörten realen Tu-
morpositionen ermittelt und in das zugehörige Fehlermaß WIB100 überführt.  
Die Bemessung der Toleranz von Messrauschen erfolgt in Form der Differenz der ent-
sprechend der obigen Beschreibungen berechneten Fehlermaße WIB100, die sich für 
hohen und vernachlässigbaren o.g. Rauscheinfluss ergeben. Die resultierenden Eigen-
schaftswerte sind: 
[R] WIB WIBSNR R SNR 45 dBmˆ e e= == −  (3-18) 
mit  
{ }R 5,15, 25 dB∈  (3-19) 
Darin beschreibt der Index „SNR = R“, dass in allen Koordinaten der dem Fehlermaß zu-
grundeliegenden gestörten Trajektorie des Tumors ein Signal-Rausch-Verhältnis (SNR) 
von R vorliegt. 
3.4.4 Neigung zur Divergenz 
Die Neigung zur Divergenz gibt an, wie häufig eine so große Abweichung zwischen der 
realen Position des Tumors und dessen Prädiktion auftritt, dass der Nutzen der Prädik-
tion für die Radiotherapie verloren geht und eine Adaption der Radiotherapie entspre-
chend der fehlerhaften Prädiktion mit einem Sicherheitsrisiko für den Patienten einher-
ginge. Dieser Fall darf nie auftreten. Jedes Prädiktionsverfahren sollte somit eine ver-
schwindende Neigung zur Divergenz aufweisen. Ist dies nicht der Fall, ist bspw. ein re-
dundanter Einsatz mehrerer Prädiktionsverfahren erforderlich. 
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Die Bemessung  der Neigung  zur Divergenz erfolgt in Form der relativen Häufigkeit von 
divergenten Prädiktionen. Diese relative Häufigkeit wird mit dˆ  bezeichnet, bildet den 
Eigenschaftswert der Neigung zur Divergenz und wird bestimmt als die Anzahl derjeni-
gen Zeitschritte t einer Beispieltrajektorie des Tumors { }AA T tr , denen ein skalarer Prädik-
tionsfehler { }e t  nach Gleichung (3-4) mit { } Uˆe t e>  zugeordnet ist. Als Bezugsgröße für 
die relative Häufigkeit dˆ  dient die Gesamtzahl der Zeitschritte t. Als Schwellwert Ueˆ  wird 
der skalare Prädiktionsfehler, der einem Wert des IBT von 0.5 zugeordnet ist, verwandt: 
{ }Ueˆ 0.5=IBT  (3-20) 
3.4.5 Abhängigkeit von Trainingsdaten 
Die Abhängigkeit von Trainingsdaten gibt an, in welchem Umfang der Prädiktionsfehler 
davon abhängt welcher (zeitliche) Abschnitt der gemessenen Tumorbewegung zum Trai-
ning des Prädiktionsverfahrens verwandt wird. Diese Abhängigkeit sollte möglichst ge-
ring sein, um ein robustes Training der Prädiktion und Vorhersagbarkeit der resultieren-
den Prädiktionsgenauigkeit zu ermöglichen. 
Zur Bemessung der Abhängigkeit von den Trainingsdaten werden unterschiedliche Trai-
ningsabschnitte mit unterschiedlichen Testabschnitten der gemessenen Tumorbewe-
gung kombiniert. Für jede mögliche Kombination aus einem Trainings- und einem Test-
abschnitt werden der Trainingsabschnitt zum Training und der Testabschnitt zum Test 
des betreffenden Prädiktionsverfahrens verwandt und aus letztgenanntem das Fehler-
maß WIB100 abgeleitet. Alle Fehlermaße, die demselben Trainingsabschnitt zugeordnet 
sind, werden gemittelt. Die Bemessung der Abhängigkeit von Trainingsdaten erfolgt in 
Form der Schwankungsbreite der gemittelten Fehlermaße. Diese Schwankungsbreite 
wird mit rˆ  bezeichnet und bildet den Eigenschaftswert der Abhängigkeit von Trainings-
daten. 
3.4.6 Überschätzung der Auslenkung 
Die Überschätzung der Auslenkung durch ein Prädiktionsverfahren gibt an, wie stark die 
Tendenz eines Prädiktionsverfahrens ist, eine zu große Auslenkung, das ist die Distanz 
zwischen Tumorposition und Planungsposition, vorherzusagen. Unter der Annahme, 
dass durch die applizierte Bewegungskompensation die Relativposition zwischen Thera-
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piestrahl und Patient dynamisch auf die prädizierte Position verschoben wird, steigt mit 
der o.g. Distanz sowohl die Streuungsbreite der Strahlendosis innerhalb des Patienten 
als auch die potentielle Abweichung von der erwarteten Dosisverteilung im Patienten, 
die im Zuge der Therapieplanung anhand der Planungsposition ermittelt wird. Um eine 
kontrollierbare Dosisapplikation zu gewährleisten, d.h. unvorhergesehene Dosisbelas-
tung umliegender Gewebestrukturen zu minimieren, sollten die Prädiktion und somit 
der Therapiestrahl der Planungsposition somit stets so nah wie möglich sein, soweit die 
Tumorbewegung dies zulässt. 
Zur Bemessung der Überschätzung der Auslenkung wird der Mittelwert aller gemesse-
nen Tumorpositionen, die für das Training des Prädiktionsverfahrens verwandt wurden, 
als Planungsposition AA Tr  modelliert. Die zeitabhängige unnötige Auslenkung wird durch 
den Abstand der prädizierten Tumorposition { }AA Tˆ t t − τr  von AA Tr , korrigiert um den zur 
genauen Prädiktion erforderlichen Mindestabstand, bemessen. Letztgenannter ist der 
Abstand der realen Tumorposition { }AA T tr  von AA Tr : 
{ } { } { }{ }K ˆa t a t a t= −pos  (3-21) 
mit  
{ } { }A AA T A T 2a t t= −r r  (3-22) 
{ } { }A AA T A T 2ˆ ˆa t t= −r r  (3-23) 
{ }
x, x 0
x
0, sonst
≥
= 

pos  (3-24) 
Zur Bemessung der Überschätzung der Auslenkung wird die unnötige Auslenkung { }Ka t  
über die angenommene Wirkdauer des Therapiestrahls von BT 2 sek=  gleitend gemit-
telt: 
{ }
[ ]
{ }{ }
B
T K
0,T
a t a t
∀τ∈
= + τmean  (3-25) 
Der Eigenschaftswert aˆ  der Überschätzung der Auslenkung ist definiert als derjenige 
Wert von { }Ta t , der in 95 % aller Zeitschritte unter- und in 5 % aller Zeitschritte über-
schritten wird. Dieser Eigenschaftswert korreliert mit dem (vereinfachend geschätzten) 
möglichen Anteil unnötig gestreuter Strahlendosis im Patienten. 
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3.4.7 Variabilität 
Die Variabilität gibt die mittleren Beträge der kartesischen Geschwindigkeit, Beschleuni-
gung und Ruck der Trajektorie der prädizierten Tumorpositionen an. Für den Fall, dass 
die prädizierten Tumorpositionen durch robotergestützte Gegenführung des Patienten 
ideal kompensiert werden, ist diese Trajektorie mit der Trajektorie der Patientenbewe-
gung (exklusive unterschiedlicher Bezugspunkte) identisch. Die o.g. Beträge sollten somit 
möglichst gering sein, um ausreichende Sicherheit und Komfortempfinden des Patienten 
zu ermöglichen und eine signifikante Rückwirkung der Gegenführung des Patienten auf 
die Tumorbewegung zu vermeiden. 
Die Bemessung der Variabilität erfolgt in Form der euklidischen Norm der Approximatio-
nen durch finite Differenzen der o.g. kartesischen Geschwindigkeit, Beschleunigung und 
Ruck. Die resultierenden Eigenschaftswerte sind: 
{ }k 2
k kt R
ˆ t
vˆ
T∀
 ∆ =  
  
r
mean  (3-26) 
mit  
{ } { } { }A A1 A T A Tˆ ˆ ˆt t 1 t 1 t t∆ = + + − τ − − τr r r  (3-27) 
{ } { } { }
{ } { } { }
2 1 1
A A A
A T A T A T
ˆ ˆ ˆt t 1 r t
ˆ ˆ ˆt 2 t 2 2 t 1 t 1 t t
∆ = ∆ + −∆
= + + − τ − + + − τ + − τ
r r
r r r
 (3-28) 
{ } { } { }
{ } { } { }
{ }
3 2 2
A A A
A T A T A T
A
A T
ˆ ˆ ˆt t 1 t
ˆ ˆ ˆt 3 t 3 3 t 2 t 2 3 t 1 t 1
ˆ t t
∆ = ∆ + −∆
= + + − τ − + + − τ + + + − τ
− − τ
r r r
r r r
r
 (3-29) 
Darin beschreibt RT  die Zeitdifferenz von einem Prädiktionsschritt zum nächsten. 
3.4.8 Konvergenzzeit 
Die Konvergenzzeit gibt den Zeitverzug ab der Aktivierung der kontinuierlichen Messung 
der Tumorbewegung bis zum Erreichen einer vertrauenswürdigen Prädiktion der Tu-
morbewegung an. Dieser Zeitverzug sollte möglichst gering sein, um daraus resultieren-
de 
• zusätzliche Belastung des Patienten, bspw. durch röntgenbasierte Erfassung der Tu-
morbewegung; 
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• Stillstandzeit des Radiotherapiegerätes; 
zu vermeiden. 
Die Bemessung der Konvergenzzeit erfolgt in Form des Zeitversatzes zwischen Prädikti-
onsbeginn und dauerhafter Unterschreitung des um den Faktor 1.01 vergrößerten stati-
schen Endwertes des WIBT für eine periodische Beispieltrajektorie { }AA T tr  des Tumors.  
Dieser Zeitversatz wird mit kˆ  bezeichnet und bildet den Eigenschaftswert der Konver-
genzzeit. 
3.4.9 Rechenaufwand 
Der Rechenaufwand bemisst die Anzahl an Rechenoperationen, die für das Training bzw. 
die Prädiktion auf Basis des betreffenden Prädiktionsverfahrens erforderlich sind. Diese 
Anzahl sollte möglichst gering sein, um das Prädiktionsverfahren mit kostengünstiger 
Rechentechnik und somit wirtschaftlich einsetzen zu können. 
Die Bemessung des Rechenaufwands erfolgt in Form der Rechenzeit, die für das Training 
bzw. die Prädiktion unter vorab definierten und konstanten hard- und softwaretechni-
schen Bedingungen benötigt wird. Die für das Training benötigte Rechenzeit wird mit 
Tcˆ , die für die Prädiktion benötigte Rechenzeit wird mit Pcˆ  bezeichnet. Diese Rechenzei-
ten bilden die Eigenschaftswerte des Rechenaufwandes. 
3.5 Erprobung der Prädiktionsverfahren 
In dieser Sektion werden die Applikation der in Sektion 3.2 vorgestellten Prädiktionsver-
fahren an gemessenen Atembewegungen und die darauf aufsetzende Bewertung dieser 
Verfahren entsprechend der in Sektion 3.3 definierten Kriterien vorgestellt. 
3.5.1 Beispieldaten 
Als Beispielbewegungen für die Erprobung der Prädiktionsverfahren dienen die respira-
tionsbedingten Bewegungen von infrarot reflektierenden (IRR) Marken, die auf der 
Oberfläche des Thorax und Abdomens eines gesunden männlichen Probanden verteilt 
124 
wurden. Diese Bewegungen wurden mit Hilfe eines optischen Trackingsystems(53) aufge-
zeichnet. Die gewählten Lokalisationen der IRR Marker sind in Bild 3.3 veranschaulicht. 
Sieben Marker wurden im Bereich der Brust und des Schlüsselbeins, acht Marker im Be-
reich der Rippen und des Brustkorbs und zwölf Marker auf der Bauchdecke des Proban-
den platziert. 
Der Proband befand sich in Rückenlage ohne Fixierung. In Aufnahmephase 1 führte der 
Proband Spontanatmung durch. Während dieser Phase wurden in sieben zeitlichen Ab-
schnitten einer jeweiligen Dauer von näherungsweise zwei Minuten die Trajektorien der 
kartesischen Koordinaten aller Marker aufgezeichnet. In Aufnahmephase 2 führte der 
Proband willentlich intermittierend entweder ausschließliche Bauchatmung oder aus-
schließliche Brustatmung durch. Eine schnelle Transition zwischen beiden Atemcharak-
teristiken vollzog der Proband alle 30 Sekunden. Während dieser Phase wurden in vier 
zeitlichen Abschnitten einer jeweiligen Dauer von näherungsweise zwei Minuten die 
Trajektorien der kartesischen Koordinaten aller Marker aufgezeichnet. 
Die Aufzeichnung der o.g. Trajektorien erfolgte in einer Abtastfrequenz von 200 Hz. In 
einer Vorverarbeitung wurden die aufgezeichneten Trajektorien mit Hilfe eines (nicht-
kausalen) Savitzky-Golay Filters [241] geglättet(54) und in eine Abtastfrequenz von  
 
BILD 3.3: RESPIRATIONSBEDINGT BEWEGTE INFRAROT REFLEKTIERENDE MARKER [I]. 
(53) MX System, Vicon, Oxford, UK 
(54) Fensterlänge: 0.3 sek, Ordnung: 5 
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R Rf 1 T 83.3= = Hz überführt(55). Desweiteren wurde der Wert jeder aufgezeichneten 
Koordinate verdoppelt. Letztgenannte Skalierung erfolgte, um einen für Tumorbewe-
gungen repräsentativen Bewegungsumfang zu erzeugen. Alle aufgezeichneten Trajekto-
rien wurden gesichtet. Darauf aufsetzend wurden Abschnitte der Trajektorien, die er-
kennbar von Messfehlern betroffen waren, entfernt. Desweiteren wurden Abschnitte 
der Trajektorien aus Aufnahmephase 1 (Regelmäßige Atmung), die starke Unregelmä-
ßigkeiten aufwiesen, entfernt. Nach dieser Vorauswahl verblieben kartesische Bei-
spieltrajektorien aus Aufnahmephase 1 (Regelmäßige Atmung) von 22 Markern und 
Dauern zusammenhängender Abschnitte zwischen 72.7 und 117.5 Sekunden, die sich zu 
einer Gesamtdauer von 3 Stunden und 5 Minuten summieren. Nach der Vorauswahl 
verblieben kartesische Beispieltrajektorien aus Aufnahmephase 2 (Bauch- und Brustat-
mung) von 21 Markern und Dauern zusammenhängender Abschnitte zwischen 117.5 
und 138.5 Sekunden, die sich zu einer Gesamtdauer von 2 Stunden und 27 Minuten 
summieren.    
Die aufgezeichneten, vorverarbeiteten und vorausgewählten kartesischen Beispieltrajek-
torien aus Aufnahmephase 1 (Regelmäßige Atmung) werden in Bild 3.4 in Form der mitt-
leren Frequenzanteile sowie der Häufigkeitsverteilungen aller zugehörigen Haupt- und 
ersten Nebenrichtungskoordinaten charakterisiert. Letztgenannte werden durch Projek-
tion der kartesischen Koordinaten auf die Richtungen der größten bzw. zweitgrößten  
 
BILD 3.4: TRAJEKTORIEN AUS AUFNAHMEPHASE 1 (REGELMÄßIGE ATMUNG) NACH AUFZEICHNUNG, VORVERAR-
BEITUNG UND VORAUSWAHL: MITTLERE FREQUENZANTEILE DER ERSTEN 98.3 SEKUNDEN ALLER ABSCHNITTE 
(LINKS) UND HÄUFIGKEITSVERTEILUNG ALLER HAUPT- UND ERSTEN NEBENRICHTUNGSKOORDINATEN (RECHTS) 
[BASIEREND AUF H]. 
(55) Entspricht der Taktfrequenz der in Kapitel 4 beschriebenen Regelung 
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Streuungen selbiger Koordinaten erzeugt. Diese Richtungen wurden individuell für jeden 
Marker und zusammenhängenden Trajektorienabschnitt ermittelt. Eine zu Bild 3.4 ana-
loge Charakterisierung der aufgezeichneten, vorverarbeiteten und vorausgewählten kar-
tesischen Beispieltrajektorien aus Aufnahmephase 2 (Bauch- und Brustatmung) erfolgt in 
Bild 3.5. 
 
BILD 3.5: TRAJEKTORIEN AUS AUFNAHMEPHASE 2 (BAUCH- UND BRUSTATMUNG) NACH AUFZEICHNUNG, VOR-
VERARBEITUNG UND VORAUSWAHL: MITTLERE FREQUENZANTEILE DER ERSTEN 98.3 SEKUNDEN ALLER ABSCHNIT-
TE (LINKS) UND HÄUFIGKEITSVERTEILUNG ALLER HAUPT- UND NEBENRICHTUNGSKOORDINATEN (RECHTS) [BASIE-
REND AUF H]. 
3.5.2 Simulationen 
In dieser Subsektion werden Aufbau, Durchführung und Ergebnisse der Simulationen zur 
Evaluation der in Sektion 3.2 vorgestellten Prädiktionsverfahren auf Basis der in Subsek-
tion 3.5.1 vorgestellten Beispieldaten beschrieben. 
Simulationsumgebung 
Die für einen zusammenhängenden Abschnitt einer kartesischen Beispieltrajektorie 
durchgeführte Vorverarbeitung, Prädiktion und Nachverarbeitung der Prädiktionsergeb-
nisse werden im Folgenden als „Simulation“ bezeichnet. Zur effizienten Konfiguration 
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und Stapelverarbeitung multipler Simulationen wurde eine Softwareumgebung für Mat-
lab(56) entwickelt und implementiert [i]. Die Funktionen dieser Softwareumgebung sind: 
• Einbindung beliebiger Beispieldaten, optional aus verschiedenen Messsystemen. 
• Einbindung beliebiger Prädiktionsverfahren. 
• Konfiguration der Vorverarbeitung: 
o Synchronisation der Beispieldaten aus verschiedenen Messsystemen. 
o Festlegung der den Beispieldaten zugeordneten Metadaten. 
o Neuabtastung und Glättung der Beispieldaten. 
• Konfiguration der Prädiktionen: Festlegung der zu kombinierenden 
o zu prädizierenden Beispieltrajektorien; 
o künstlich zu erzeugenden Störungen der Beispieltrajektorien; 
o Parametrierungen der Prädiktionsverfahren. 
• Konfiguration der Nachverarbeitung: Festlegung der 
o zu berechnenden Fehlermaße; 
o durchzuführenden Visualisierungen, jeweils beinhaltend 
• darzustellende Abhängigkeiten (z.B. Fehlermaß in Abhängigkeit von den Pa-
rametern des Prädiktionsverfahrens); 
• gewünschtes Erscheinungsbild (z.B. Farbkarte, Kurven, etc.). 
o Formate der generierten Daten. 
• Automatisierte und optional parallelisierte(57) Durchführung der Simulationen ent-
sprechend der o.g. Konfigurationen. 
Zwei beispielhafte Bildschirmfotos der grafischen Oberfläche der Softwareumgebung 
sind in Bild 3.6 veranschaulicht. Die Softwareumgebung ermöglicht eine Evaluation und 
Optimierung eines einzelnen wie auch Validierung und Vergleich multipler Prädiktions-
verfahren unter einheitlichen Bedingungen. Durch Integration und Stapelverarbeitung 
insbesondere großer Beispieldatenmengen unterstützt die Softwareumgebung deswei-
teren eine hohe Verallgemeinerbarkeit der Simulationsergebnisse. 
(56) The MathWorks Inc., Natick, USA 
(57) Basierend auf der „Parallel Computing Toolbox“ für Matlab, The MathWorks Inc., Natick, USA 
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BILD 3.6: BILDSCHIRMFOTO DER GRAFISCHEN BEDIENOBERFLÄCHE ZUR KONFIGURATION DER VORVERARBEITUNG 
(LINKS) BZW. DER  NACHVERARBEITUNG (RECHTS) [i]. 
Simulationsaufbau 
Die in der obigen Subsektion beschriebene Softwareumgebung wurde zur Bemessung 
der in Sektion 3.3 vorgestellten Bewertungskriterien auf Basis der in Subsektion 3.5.1 
vorgestellten Beispieldaten eingesetzt. Diese Bemessung erfolgte auf identische Weise 
für jedes der in Sektion 3.2 vorgestellten Prädiktionsverfahren sowie wenn möglich un-
ter Verwendung aller verfügbaren Beispieltrajektorien, jeweils in allen möglichen Kom-
binationen mit multiplen Rauschanteilen, die den Beispieltrajektorien überlagert wur-
den, und multiplen Prädiktionshorizonten. Die durch diese Kombinationen erzeugten 
Eigenschaftswerte wurden durch Mittelwertbildung in die zugehörigen resultierenden 
Eigenschaftswerte überführt. Die Parametrierungen der mit Hilfe der Softwareumge-
bung durchgeführten Simulationen sind in Tabellen 3.7 bis 3.9 konkretisiert. 
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TABELLE 3.7: SIMULATIONEN UND DEREN PARAMETRIERUNGEN ZUR BEMESSUNG JEDES DER IN SEKTION 3.2 
VORGESTELLTEN PRÄDIKTIONSVERFAHREN HINSICHTLICH DER BEWERTUNGSKRITERIEN K1A, K1B, K1C UND K2A. 
 Bewertungskriterium und  
dessen Eigenschaftswerte 
Simulationen zur Bestimmung 
der Eigenschaftswerte 
K1a • Genauigkeit bei kurzen 
Prädiktionshorizonten: 
ERMSeˆ , ERMSReleˆ , E95eˆ , 
WIB100eˆ , WIB95eˆ  
(siehe Subsektion 3.4.1) 
• Szenarien: Prädiktion aller verfügbaren Trajektorienabschnitte aus 
Aufnahmephase 1 (Reguläre Atmung) in allen möglichen Kombina-
tionen mit: 
◦   Messrauschen (SNR): {25, 35, 45} dB 
◦   Prädiktionshorizonte: {96, 144, 192, 228, 276} ms 
• Gesamtzahl/-dauer der bewerteten Trajektorienabschnitte (exklusi-
ve Trainingsabschnitte): 1380 / 39 h, 43 m 
• Resultierender Eigenschaftswert: Mittelwert der für jeden Trajekto-
rienabschnitt ermittelten (gleichnamigen) Eigenschaftswerte ERMSeˆ , 
ERMSReleˆ , E95eˆ , WIB100eˆ  bzw. WIB95eˆ  
K1b • Genauigkeit bei mittle-
ren Prädiktionshorizon-
ten: 
ERMSeˆ , ERMSReleˆ , E95eˆ , 
WIB100eˆ , WIB95eˆ  
(siehe Subsektion 3.4.1) 
Wie K1a mit folgenden Abweichungen: 
◦   Prädiktionshorizonte: {336, 420, 504} ms 
• Gesamtzahl/-dauer der bewerteten Trajektorienabschnitte (exklusi-
ve Trainingsabschnitte): 828 / 23 h, 50 m 
K1c • Genauigkeit bei langen 
Prädiktionshorizonten: 
ERMSeˆ , ERMSReleˆ , E95eˆ , 
WIB100eˆ , WIB95eˆ  
(siehe Subsektion 3.4.1) 
Wie K1a mit folgenden Abweichungen: 
◦   Prädiktionshorizonte: {588, 672, 756} ms 
• Gesamtzahl/-dauer der bewerteten Trajektorienabschnitte (exklusi-
ve Trainingsabschnitte): 828 / 23 h, 50 m 
K2a • Toleranz von Transitio-
nen zwischen Bauch- 
und Brustatmung: 
ERMSuˆ , ERMSReluˆ , E95uˆ , 
WIB100uˆ , WIB95uˆ  
(siehe Subsektion 3.4.2) 
• Szenarien: Prädiktion aller verfügbaren Trajektorienabschnitte aus 
Aufnahmephase 1 (Reguläre Atmung) und Aufnahmephase 2 
(Bauch- und Brustatmung) in allen möglichen Kombinationen mit: 
◦ Messrauschen (SNR): {25, 35, 45} dB 
◦ Prädiktionshorizonte: {96, 144, 192, 228, 276, 336, 420, 504,    
 588, 672, 756} ms 
• Gesamtzahl/-dauer der zur Bewertung verwandten Trajektorienab-
schnitte (exklusive Trainingsabschnitte): 
◦ Aus Aufnahmephase 1: 3036 / 87 h, 23 m 
◦ Aus Aufnahmephase 2: 2343 / 81 h, 20 m  
• Resultierender Eigenschaftswert: Mittelwert über SNR und Prädikti-
onshorizonte aller ermittelten Eigenschaftswerte ERMSuˆ , ERMSReluˆ , 
E95uˆ , WIB100uˆ  bzw. WIB95uˆ  
Legende: Siehe Tabelle 3.9 
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TABELLE 3.8: SIMULATIONEN UND DEREN PARAMETRIERUNGEN ZUR BEMESSUNG JEDES DER IN SEKTION 3.2 
VORGESTELLTEN PRÄDIKTIONSVERFAHREN HINSICHTLICH DER BEWERTUNGSKRITERIEN K2B, K3, K4 UND K5. 
 Bewertungskriterium und  
dessen Eigenschaftswerte 
Simulationen zur Bestimmung 
der Eigenschaftswerte 
K2b • Toleranz von transienter 
Messstörung: 
WIBT[1,0]uˆ , WIBT[1,1]uˆ , 
WIBT[1,6]uˆ , WIBT[2,0]uˆ , 
WIBT[2,1]uˆ , WIBT[2,6]uˆ  
(siehe Subsektion 3.4.2) 
• Szenarien: Prädiktion einer Teilmenge der Trajektorienabschnitte 
aus Aufnahmephase 1 (Reguläre Atmung) in allen möglichen Kom-
binationen mit: 
◦ Messrauschen: Wie K2a 
◦ Prädiktionshorizonte: Wie K2a 
◦ Messstörung: Keine oder vorhandene einmalige transiente   
 Messstörung 
• Gesamtzahl/-dauer der zur Bewertung verwandten Trajektorienab-
schnitte (exklusive Trainingsabschnitte): 990 / 31 h, 45 m 
• Resultierender Eigenschaftswert: Mittelwert der für jeden Trajekto-
rienabschnitt ermittelten (gleichnamigen) Eigenschaftswerte 
WIBT[1,0]uˆ , WIBT[1,1]uˆ , WIBT[1,6]uˆ , WIBT[2,0]uˆ , WIBT[2,1]uˆ  bzw. 
WIBT[2,6]uˆ  
K3 • Toleranz von Messrau-
schen: 
[5]mˆ , [15]mˆ , [25]mˆ  
(siehe Subsektion 3.4.3) 
• Szenarien: Prädiktion aller verfügbaren Trajektorienabschnitte aus 
Aufnahmephase 1 (Reguläre Atmung) in allen möglichen Kombina-
tionen mit: 
◦ Messrauschen: SNR = {5, 15, 25, 45} dB 
◦ Prädiktionshorizonte: Wie K2a 
• Gesamtzahl/-dauer der zur Bewertung verwandten Trajektorienab-
schnitte (exklusive Trainingsabschnitte): 4048 / 116 h, 31 m 
• Resultierender Eigenschaftswert: Mittelwert der für jeden Trajekto-
rienabschnitt ermittelten (gleichnamigen) Eigenschaftswerte [5]mˆ , 
[15]mˆ  bzw. [25]mˆ  
K4 • Neigung zur Divergenz: 
dˆ  
(siehe Subsektion 3.4.4) 
• Szenarien: Prädiktion aller verfügbaren Trajektorienabschnitte aus 
Aufnahmephase 1 (Reguläre Atmung) in allen möglichen Kombina-
tionen mit: 
◦ Messrauschen: SNR = {5, 15, 25, 35, 45} dB 
◦ Prädiktionshorizonte: Wie K2a 
• Gesamtzahl/-dauer der bewerteten Trajektorienabschnitte (exklusi-
ve Trainingsabschnitte): 5060 / 145 h, 39 m 
• Resultierender Eigenschaftswert: Mittelwert der für jeden Trajekto-
rienabschnitt ermittelten Eigenschaftswerte dˆ  
K5 • Abhängigkeit von Trai-
ningsdaten: 
rˆ  
(siehe Subsektion 3.4.5) 
• Szenarien: Prädiktion einer Teilmenge der Trajektorienabschnitte 
aus Aufnahmephase 1 (Reguläre Atmung) in allen möglichen Kom-
binationen mit: 
◦ Messrauschen: Wie K4 
◦ Prädiktionshorizonte: Wie K2a 
• Gesamtzahl/-dauer der zur Bewertung verwandten Trajektorienab-
schnitte (exklusive Trainingsabschnitte): 1980 / 53 h, 26 m 
• Resultierender Eigenschaftswert: Mittelwert (über SNR und Prädik-
tionshorizonte) aller ermittelten Eigenschaftswerte rˆ  
Legende: Siehe Tabelle 3.9 
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TABELLE 3.9: SIMULATIONEN UND DEREN PARAMETRIERUNGEN ZUR BEMESSUNG JEDES DER IN SEKTION 3.2 
VORGESTELLTEN PRÄDIKTIONSVERFAHREN HINSICHTLICH DES BEWERTUNGSKRITERIUMS K6, K7, K8 UND K9. 
 Bewertungskriterium und  
dessen Eigenschaftswerte 
Simulationen zur Bestimmung 
der Eigenschaftswerte 
K6 • Überschätzung der Aus-
lenkung: 
aˆ  
(siehe Subsektion 3.4.6) 
• Szenarien: Prädiktion aller verfügbaren Trajektorienabschnitte aus 
Aufnahmephase 1 (Reguläre Atmung) in allen möglichen Kombina-
tionen mit: 
◦ Messrauschen: Wie K2a 
◦ Prädiktionshorizonte: Wie K2a 
• Gesamtzahl/-dauer der bewerteten Trajektorienabschnitte (exklusi-
ve Trainingsabschnitte): 3036 / 87 h, 23 m 
• Resultierender Eigenschaftswert: Mittelwert der für jeden Trajekto-
rienabschnitt ermittelten Eigenschaftswerte aˆ  
K7 • Variabilität: 
1vˆ , 2vˆ , 3vˆ  
(siehe Subsektion 3.4.7) 
• Szenarien: Prädiktion aller verfügbaren Trajektorienabschnitte aus 
Aufnahmephase 1 (Reguläre Atmung) in allen möglichen Kombina-
tionen mit: 
◦ Messrauschen: Wie K2a 
◦ Prädiktionshorizonte: Wie K2a 
• Gesamtzahl/-dauer der bewerteten Trajektorienabschnitte (exklusi-
ve Trainingsabschnitte): 3036 / 87 h, 23 m 
• Resultierender Eigenschaftswert: Mittelwert der für jeden Trajekto-
rienabschnitt ermittelten (gleichnamigen) Eigenschaftswerte 1vˆ , 
2vˆ  bzw. 3vˆ  
K8 • Konvergenzzeit: 
kˆ  
(siehe Subsektion 3.4.8) 
• Szenarien: Prädiktion einer 23 mal periodisch fortgesetzten Atem-
periode aus Aufnahmephase 1 (Reguläre Atmung) in allen mögli-
chen Kombinationen mit: 
◦ Messrauschen: Wie K2a 
◦ Prädiktionshorizonte: Wie K2a 
• Gesamtzahl/-dauer der bewerteten Trajektorienabschnitte (exklusi-
ve Trainingsabschnitte): 33 / 1 h, 8 m 
• Resultierender Eigenschaftswert: Mittelwert der für jeden Trajekto-
rienabschnitt ermittelten Eigenschaftswerte kˆ  
K9 • Rechenaufwand: 
Tcˆ , Pcˆ  
(siehe Subsektion 3.4.9) 
• Szenarien: Prädiktion einer 23 mal periodisch fortgesetzten Atem-
periode aus Aufnahmephase 1 (Reguläre Atmung) in allen mögli-
chen Kombinationen mit: 
◦ Messrauschen: Wie K2a 
◦ Prädiktionshorizonte: Wie K2a 
• Gesamtzahl/-dauer der bewerteten Trajektorienabschnitte (exklusi-
ve Trainingsabschnitte) : 33 / 1 h, 8 m 
• Resultierender Eigenschaftswert: Mittelwert der für jeden Trajekto-
rienabschnitt ermittelten (gleichnamigen) Eigenschaftswerte Tcˆ  
bzw. Pcˆ  
Legende: h:  Stunde. 
  m:  Minute. 
 In jeder Simulation erfolgte das Training des Prädiktionsverfahrens auf Basis von Trajek-
torienabschnitten aus Aufnahmephase 1 (Regelmäßige Atmung), die von der Bewertung 
ausgenommen wurden. 
 Jede Berechnung des skalaren Prädiktionsfehlers nach Gleichung (3-4) erfolgte unter 
Ausschluss der ersten 40 Sekunden jedes Trajektorienabschnitts. 
132 
Simulationsergebnisse 
Die Simulationsergebnisse, die mit der jeweils bestbewerteten Variante der in Sektion 
3.2 spezifizierten Prädiktionsverfahren, nLMS, RLS, ERLS, LRl, IT2ANFIS und MCA, erzielt 
wurden, werden im Folgenden vorgestellt. In Bild 3.7 und Bild 3.8 sind jeweils im linken 
Teilbild die Prädiktion einer eindimensionalen Beispieltrajektorie aus Aufnahmephase 1 
(Regelmäßige Atmung, siehe Subsektion 3.5.1) und im rechten Teilbild die Prädiktion 
selbiger Beispieltrajektorie, die durch einen Sprung auf einen exponentiell abklingenden 
Wert verfälscht wurde, veranschaulicht. Der Prädiktionshorizont beträgt jeweils 228 Mil-
lisekunden. Bild 3.9 und Bild 3.10 stellen die relativen Häufigkeiten der mit jedem Prä-
diktionsverfahren erreichten skalaren Prädiktionsfehler entsprechend Gleichung (3-4) 
dar. Die dargestellten Prädiktionsfehler resultieren aus den Beispieltrajektorien eines 
repräsentativen Markers (RIRE3, siehe Subsektion 3.5.1) aus Aufnahmephase 1 (Regel-
mäßige Atmung, siehe Subsektion 3.5.1) bzw. Aufnahmephase 2 (Bauch- und Brustat-
mung, siehe Subsektion 3.5.1), einem Signal-Rausch-Verhältnis (SNR) der gemessenen 
Koordinaten (siehe Subsektion 3.4.3) von 45 bzw. 5 Dezibel (dB) und einem Prädionsho-
rizont von 228 Millisekunden. Jeder Häufigkeitsverteilung der skalaren Prädiktionsfehler 
ist ein stufenförmiger Graf überlagert. Dieser Graf veranschaulicht jeweils die analoge 
Häufigkeitsverteilung, die sich im Fall einer Prädiktion durch Halten des jeweils letzten 
bekannten Messwertes ergibt. In Bild 3.11 und Bild 3.12 sind fusionierte Fehlermaße 
WIB100 (siehe Subsektion 3.4.1) in Abhängigkeit vom Prädiktionshorizont und Signal-
Rausch-Verhältnis (SNR) der gemessenen Koordinaten dargestellt. Jedes fusionierte Feh-
lermaß ist der Mittelwert aller Fehlermaße WIB100, die für die zugeordnete Kombinati-
on aus Prädiktionshorizont und SNR sowie jeden zeitlichen Abschnitt aus Aufnahmepha-
se 1 (Regelmäßige Atmung, siehe Subsektion 3.5.1) bzw. Aufnahmephase 2 (Bauch- und 
Brustatmung, siehe Subsektion 3.5.1) ermittelt wurden. Jedes fusionierte Fehlermaß, 
das größer ist als das auf identische Weise ermittelte Fehlermaß, das sich im Fall einer 
Prädiktion durch Halten des jeweils letzten bekannten Messwertes ergibt, ist durch eine 
Schraffierung gekennzeichnet. Jedes fusionierte Fehlermaß, das einen Wert über 50 % 
(das ist der Schwellwert des IBT für eine divergente Prädiktion entsprechend Subsektion 
3.4.4) aufweist, ist in schwarzer Farbe gekennzeichnet. Bild 3.13 und Bild 3.14 sind zu 
Bild 3.11 und Bild 3.12 analog mit dem Unterschied dass jedes fusionierte Fehlermaß 
der Maximalwert (anstatt des Mittelwertes) aller zugeordneten (und o.g.) Fehlermaße 
WIB100 ist. Bild 3.15 und Bild 3.16 zeigen Ausschnitte der Trajektorien der mit einem 
Signal-Rausch-Verhältnis (SNR) von 45 Dezibel (dB) gemessenen und über einen Prädik-
tionshorizont von 228 Millisekunden prädizierten kartesischen Koordinaten. Jeder dieser 
Ausschnitte ist um dasjenige Zeitintervall zentriert, auf dessen Basis aus allen zeitlichen 
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Abschnitten aus Aufnahmephase 1 (Regelmäßige Atmung, siehe Subsektion 3.5.1) bzw. 
Aufnahmephase 2 (Bauch- und Brustatmung, siehe Subsektion 3.5.1) das größte Feh-
lermaß WIBT (siehe Subsektion 3.4.1) ermittelt wurde. 
 
BILD 3.7: KARTESISCHE BEISPIELTRAJEKTORIE IN HAUPTRICHTUNG (BLAU) UND DEREN PRÄDIKTIONEN (ROT) 
DURCH nLMSd (OBEN), RLSd (MITTE) UND ERLSd  (UNTEN) ÜBER EINEN PRÄDIKTIONSHRIZONT VON 228 MIL-
LISEKUNDEN. LINKS: BEISPIELTRAJEKTORIE IST UNGESTÖRT. RECHTS: BEISPIELTRAJEKTORIE IST DURCH SPRUNG AUF 
EINEN EXPONENTIELL ABKLINGENDEN WERT GESTÖRT [BASIEREND AUF H]. 
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BILD 3.8: KARTESISCHE BEISPIELTRAJEKTORIE IN HAUPTRICHTUNG (BLAU) UND DEREN PRÄDIKTIONEN (ROT) 
DURCH LRl (OBEN), IT2ANFIS3 (MITTE) UND MKFv (UNTEN) ÜBER EINEN PRÄDIKTIONSHRIZONT VON 228 MIL-
LISEKUNDEN. LINKS: BEISPIELTRAJEKTORIE IST UNGESTÖRT. RECHTS: BEISPIELTRAJEKTORIE IST DURCH SPRUNG AUF 
EINEN EXPONENTIELL ABKLINGENDEN WERT GESTÖRT [BASIEREND AUF H]. 
 
 
  135 
 
 
BILD 3.9: RELATIVE HÄUFIGKEIT DER SKALAREN PRÄDIKTIONSFEHLER ENTSPRECHEND GLEICHUNG (3-4). BALKEN-
DIAGRAMME: PRÄDIKTION DURCH nLMSd (OBEN), RLSd (MITTE) UND ERLSd (UNTEN). STUFENGRAF: PRÄDIK-
TION DURCH HALTEN DES JEWEILS LETZTEN BEKANNTEN MESSWERTES. PRÄDIZIERT WURDEN ALLE GEMESSENEN 
TRAJEKTORIEN DES MARKERS RIRE3 AUS AUFNAHMEPHASE 1 (LINKS) BZW. AUFNAHMEPHASE 2 (RECHTS). SNR 
DER GEMESSENEN KOORDINATEN BETRÄGT 45 dB (Blau) bzw. 5 dB (Rot) [BASIEREND AUF H]. 
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BILD 3.10: RELATIVE HÄUFIGKEIT DER SKALAREN PRÄDIKTIONSFEHLER ENTSPRECHEND GLEICHUNG (3-4). BAL-
KENDIAGRAMME: PRÄDIKTION DURCH LRl (OBEN), IT2ANFIS3 (MITTE) UND MKFv (UNTEN). STUFENGRAF: 
PRÄDIKTION DURCH HALTEN DES JEWEILS LETZTEN BEKANNTEN MESSWERTES. PRÄDIZIERT WURDEN ALLE GEMES-
SENEN TRAJEKTORIEN DES MARKERS RIRE3 AUS AUFNAHMEPHASE 1 (LINKS) BZW. AUFNAHMEPHASE 2 (RECHTS). 
SNR DER GEMESSENEN KOORDINATEN BETRÄGT 45 dB (Blau) bzw. 5 dB (Rot) [BASIEREND AUF H]. 
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BILD 3.11: MITTELWERT DER FEHLERMAßE WIB100 FÜR DIE PRÄDIKTION ALLER GEMESSENEN KARTESISCHEN 
TRAJEKTORIEN AUS AUFNAHMEPHASE 1 (LINKS) BZW. AUFNAHMEPHASE 2 (RECHTS) DURCH DIE PRÄDIKTIONS-
VERFAHREN nLMSd (OBEN), RLSd (MITTE) UND ERLSd (UNTEN) IN ABHÄNGIGKEIT VOM PRÄDIKTIONSHORI-
ZONT UND SNR DER GEMESSENEN KOORDINATEN. SCHRAFFIERTE FLÄCHEN: GEMITTELTES FEHLERMAß IST GRÖßER 
ALS SELBIGES, DAS SICH IM FALL EINER PRÄDIKTION DURCH HALTEN DES JEWEILS LETZTEN BEKANNTEN WERTES 
ERGIBT. SCHWARZE FLÄCHEN: GEMITTELTES FEHLERMAß ÜBERSTEIGT DEN WERT 50 % [BASIEREND AUF H]. 
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BILD 3.12: MITTELWERT DER FEHLERMAßE WIB100 FÜR DIE PRÄDIKTION ALLER GEMESSENEN KARTESISCHEN 
TRAJEKTORIEN AUS AUFNAHMEPHASE 1 (LINKS) BZW. AUFNAHMEPHASE 2 (RECHTS) DURCH DIE PRÄDIKTIONS-
VERFAHREN LRl (OBEN), IT2ANFIS3 (MITTE) UND MKFv (UNTEN) IN ABHÄNGIGKEIT VOM PRÄDIKTIONSHORI-
ZONT UND SNR DER GEMESSENEN KOORDINATEN. SCHRAFFIERTE FLÄCHEN: GEMITTELTES FEHLERMAß IST GRÖßER 
ALS SELBIGES, DAS SICH IM FALL EINER PRÄDIKTION DURCH HALTEN DES JEWEILS LETZTEN BEKANNTEN WERTES 
ERGIBT. SCHWARZE FLÄCHEN: GEMITTELTES FEHLERMAß ÜBERSTEIGT DEN WERT 50 % [BASIEREND AUF H]. 
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BILD 3.13: MAXIMALWERT DER FEHLERMAßE WIB100 FÜR DIE PRÄDIKTION ALLER GEMESSENEN KARTESISCHEN 
TRAJEKTORIEN AUS AUFNAHMEPHASE 1 (LINKS) BZW. AUFNAHMEPHASE 2 (RECHTS) DURCH DIE PRÄDIKTIONS-
VERFAHREN nLMSd (OBEN), RLSd (MITTE) UND ERLSd (UNTEN) IN ABHÄNGIGKEIT VOM PRÄDIKTIONSHORI-
ZONT UND SNR DER GEMESSENEN KOORDINATEN. SCHRAFFIERTE FLÄCHEN: MAXIMIERTES FEHLERMAß IST GRÖ-
ßER ALS SELBIGES, DAS SICH IM FALL EINER PRÄDIKTION DURCH HALTEN DES JEWEILS LETZTEN BEKANNTEN WERTES 
ERGIBT. SCHWARZE FLÄCHEN: MAXIMIERTES FEHLERMAß ÜBERSTEIGT DEN WERT 50 % [BASIEREND AUF H]. 
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BILD 3.14: MAXIMALWERT DER FEHLERMAßE WIB100 FÜR DIE PRÄDIKTION ALLER GEMESSENEN KARTESISCHEN 
TRAJEKTORIEN AUS AUFNAHMEPHASE 1 (LINKS) BZW. AUFNAHMEPHASE 2 (RECHTS) DURCH DIE PRÄDIKTIONS-
VERFAHREN LRl (OBEN), IT2ANFIS3 (MITTE) UND MKFv (UNTEN) IN ABHÄNGIGKEIT VOM PRÄDIKTIONSHORI-
ZONT UND SNR DER GEMESSENEN KOORDINATEN. SCHRAFFIERTE FLÄCHEN: MAXIMIERTES FEHLERMAß IST GRÖ-
ßER ALS SELBIGES, DAS SICH IM FALL EINER PRÄDIKTION DURCH HALTEN DES JEWEILS LETZTEN BEKANNTEN WERTES 
ERGIBT. SCHWARZE FLÄCHEN: MAXIMIERTES FEHLERMAß ÜBERSTEIGT DEN WERT 50 % [BASIEREND AUF H]. 
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BILD 3.15: AUSSCHNITTE DER KARTESISCHEN TRAJEKTORIEN UND DEREN PRÄDIKTIONEN DURCH DIE PRÄDIKTI-
ONSVERFAHREN NLMSD (OBEN), RLSD (MITTE) UND ERLSD (UNTEN), JEWEILS ZENTRIERT UM DASJENIGE ZEITIN-
TERVALL, AUF DESSEN BASIS DAS GRÖßTE FEHLERMAß WIBT AUS ALLEN ZEITLICHEN ABSCHNITTEN AUS AUFNAH-
MEPHASE 1 (LINKS) BZW. AUFNAHMEPHASE 2 (RECHTS) ERMITTELT WURDE [BASIEREND AUF H]. 
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BILD 3.16: AUSSCHNITTE DER KARTESISCHEN TRAJEKTORIEN UND DEREN PRÄDIKTIONEN DURCH DIE PRÄDIKTI-
ONSVERFAHREN LRl (OBEN), IT2ANFIS3 (MITTE) UND MKFv (UNTEN), JEWEILS ZENTRIERT UM DASJENIGE ZEIT-
INTERVALL, AUF DESSEN BASIS DAS GRÖßTE FEHLERMAß WIBT AUS ALLEN ZEITLICHEN ABSCHNITTEN AUS AUF-
NAHMEPHASE 1 (LINKS) BZW. AUFNAHMEPHASE 2 (RECHTS) ERMITTELT WURDE [BASIEREND AUF H]. 
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Die Ermittlung der in Bild 3.9 bis Bild 3.14 dargestellten Fehlermaße erfolgte unter Aus-
schluss der ersten 40 Sekunden (maximale Konvergenzzeit eines Prädiktionsverfahrens) 
jeder Beispieltrajektorie. 
3.5.3 Bewertungen 
Die Bewertung jedes Prädiktionsverfahrens erfolgt in Form eines skalaren Bewertungs-
maßes, das auf Basis der zugehörigen und aus den o.g. Simulationen (Subsektion 3.5.2) 
abgeleiteten Eigenschaftswerten berechnet wird. Diese Berechnung umfasst die folgen-
den Schritte: 
• Schritt 1: Eigenschaftsbewertungen: Berechnung des Bewertungsmaßes hinsichtlich 
jedes Eigenschaftswertes durch Abbildung des letztgenannten auf einer linearen 
oder logarithmischen Skala mit Hilfe der Skalierungsfunktion { }S . Die Skalierungs-
funktion wird so vorfestgelegt, dass ein Skalenwert von Null dem schlechtestmögli-
chen und ein Skalenwert von zehn dem bestmöglichen Eigenschaftwert zugeordnet 
ist. 
• Schritt 2: Fusion der Bewertungen: 
o Schritt 2a: Kriteriumsbewertungen: Berechnung des Bewertungsmaßes hinsichtli-
chen jedes Bewertungskriteriums durch gewichtete Summierung aller dem Krite-
rium zugeordneten Eigenschaftsbewertungen (siehe Tabelle 3.7). 
o Schritt 2b: Verfahrensbewertungen: Berechnung des Bewertungsmaßes des Prä-
diktionsverfahrens durch gewichtete Summierung aller dem Verfahren zugeord-
neten Kriteriumsbewertungen. 
Die Eigenschaften der für den o.g. Schritt 1 gewählten Skalierungsfunktionen { }S  sind 
in Tabellen 3.10 und 3.11 zusammengestellt. 
Die für den o.g. Schritt 2 erforderlichen Gewichte wurden auf Basis des Rangfolgeverfah-
rens [242] festgelegt, sofern mehr als drei Bewertungsmaße durch gewichtete Sumie-
rung fusioniert wurden. Die Anwendung des Rangfolgeverfahrens erfolgte durch paar-
weisen Vergleich der Relevanz der zu fusionierenden Bewertungsmaße für das assoziier-
te fusionierte Bewertungsmaß (Kriteriums- bzw. Verfahrensbewertung). Im Fall einer 
höheren Relevanz eines (zu fusionierenden) Bewertungsmaßes im Vergleich zu einem 
anderen (zu fusionierenden) Bewertungsmaß wurden erstgenanntem zwei Punkte, im 
Fall einer identischen Relevanz ein Punkt und im Fall einer geringeren Relevanz null 
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Punkte zugeordnet. Die Summe aller einem (zu fusionierenden) Bewertungsmaß zuge-
ordneten Punkte bildet dessen Gewicht, bevor alle Gewichte auf eine Summe von Eins 
normiert werden. Die Ergebnisse des paarweisen Vergleichs und Gewichte der Eigen-
schaftsbewertungen sind in Tabellen 3.12 bis 3.16 zusammengestellt. Die Ergebnisse des 
paarweisen Vergleichs und Gewichte der Kriteriumsbewertungen sind in Tabelle 3.17 
zusammengestellt. 
TABELLE 3.10: MERKMALE DER SKALIERUNGSFUNKTIONEN { }S  ZUR ABBILDUNG DER EIGENSCHAFTSWERTE DER 
BEWERTUNGSKRITERIEN K1 BIS K5 AUF DIE EIGENSCHAFTSBEWERTUNGEN. 
 Bewertungskriterium und 
Eigenschaftswerte 
Merkmale der Skalierungsfunktionen { }S  
der Eigenschaftswerte 
K1 • Genauigkeit bei kurzen, 
mittleren und langen Prädik-
tionshorizonten: 
ERMSeˆ , ERMSReleˆ , E95eˆ , 
WIB100eˆ , WIB95eˆ  
(siehe Subsektion 3.4.1) 
• Skalenwert 3.5:  Eigenschaftswert, der sich im Fall einer 
 Prädikton durch Halten des letzten bekannten 
 Wertes ergibt. 
• Skalenwert 10:  Eigenschaftswert = 0 
• Skalentyp:  Linear 
K2a • Toleranz von Transitionen 
zwischen Bauch- und 
Brustatmung: 
ERMSuˆ , ERMSReluˆ , E95uˆ , 
WIB100uˆ , WIB95uˆ  
(siehe Subsektion 3.4.2) 
• Skalenwert 0 für ERMSReluˆ : ERMSReluˆ 100 %=  
• Skalenwert 5 für ERMSuˆ , E95uˆ , WIB100uˆ , WIB95uˆ : 
 Eigenschaftswert, der sich im Fall einer 
 Prädikton durch Halten des letzten bekannten 
 Wertes ergibt 
• Skalenwert 10:  Eigenschaftswert = 0 
• Skalentyp:  Linear 
K2b • Toleranz von transienter 
Messstörung: 
WIBT[1,0]uˆ , WIBT[1,1]uˆ , 
WIBT[1,6]uˆ , WIBT[2,0]uˆ , 
WIBT[2,1]uˆ , WIBT[2,6]uˆ  
(siehe Subsektion 3.4.2) 
• Skalenwert 0:  WIBT[1,0] WIBT[2,0]ˆ ˆu u 50 %= = , 
 WIBT[1,1] WIBT[2,1]ˆ ˆu u 30 %= = , 
 WIBT[1,6] WIBT[2,6]ˆ ˆu u 5 %= = , 
• Skalenwert 10:  Eigenschaftswert = 0 
• Skalentyp:  Linear 
K3 • Toleranz von Messrauschen: 
[5]mˆ , [15]mˆ , [25]mˆ  
(siehe Subsektion 3.4.3) 
• Skalenwert 0:  [5]mˆ 6 %= , [15]mˆ 4 %= , [25]mˆ 2 %=  
• Skalenwert 10:  Eigenschaftswert = 0 % 
• Skalentyp:  Linear 
K4 • Neigung zur Divergenz: 
dˆ  
(siehe Subsektion 3.4.4) 
• Skalenwert 0:  dˆ 1.5 %=  
• Skalenwert 10:  dˆ 0 %=  
• Skalentyp:  Linear 
K5 • Abhängigkeit von Trainings-
daten: 
rˆ  
(siehe Subsektion 3.4.5) 
• Skalenwert 0:  rˆ 5 %=  
• Skalenwert 10:  rˆ 0 %=  
• Skalentyp:  Linear 
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TABELLE 3.11: MERKMALE DER SKALIERUNGSFUNKTIONEN { }S  ZUR ABBILDUNG DER EIGENSCHAFTSWERTE DER 
BEWERTUNGSKRITERIEN K6 BIS K9 AUF DIE EIGENSCHAFTSBEWERTUNGEN. 
 Bewertungskriterium und 
Eigenschaftswerte 
Merkmale der Skalierungsfunktionen { }S  
der Eigenschaftswerte 
K6 • Überschätzung der Auslen-
kung: 
aˆ  
(siehe Subsektion 3.4.6) 
• Skalenwert 3.5:  Eigenschaftswert, der sich im Fall einer 
 Prädikton durch Halten des letzten bekannten 
 Wertes ergibt. 
• Skalenwert 10:  aˆ 0=  
• Skalentyp:  Linear 
K7 • Variabilität: 
1vˆ , 2vˆ , 3vˆ  
(siehe Subsektion 3.4.7) 
• Skalenwert 0:  Eigenschaftswert, der sich bei Prädiktion durch 
 Halten des jeweils letzten bekannten Wertes 
 im Fall eines Messrauschens mit SNR = 15 
 ergibt 
• Skalenwert 10:  Eigenschaftswert = 0 
• Skalentyp:  Linear 
K8 • Konvergenzzeit: 
kˆ  
(siehe Subsektion 3.4.8) 
• Skalenwert 0:  kˆ 40 sek=  
• Skalenwert 10:  kˆ 0 sek=  
• Skalentyp:  Linear 
K9 • Rechenaufwand: 
Pcˆ , Tcˆ   
(siehe Subsektion 3.4.9) 
• Skalenwert 0:  Tcˆ  = 1 h, Pcˆ  = 0.048 sek 
• Skalenwert 10:  Eigenschaftswert = 0 sek 
• Skalentyp:  Logarithmisch 
TABELLE 3.12: PAARWEISER VERGLEICH UND RESULTIERENDE GEWICHTE DER EIGENSCHAFTSBEWERTUNGEN ZUR 
BILDUNG DER KRITERIUMSBEWERTUNG „GENAUIGKEIT“ (K1A, K1B, K1C, SIEHE SUBSEKTION 3.4.1) [H]. 
Bewertungskriterien K1a, K1b, K1c: 
Genauigkeit bei kleinen, mittleren und großen Prädiktionshorizonten 
E Eigenschaftsbewertung 1 2 3 4 5 ∑ Gewicht 
1 
Quadratischer Mittelwert des skalaren Fehlers 
(ERMS): { }ERMSeˆS  
 0 - - - 1 5.0 % 
2 
Relativer quadratischer Mittelwert des skalaren 
Fehlers (ERMSRel): { }ERMSReleˆS  
0  - - - 1 5.0 % 
3 
Vertrauensgröße 95% des skalaren Fehlers 
(E95): { }E95eˆS  
+ +  - 0 5 25.0 % 
4 
Maximaler Anteil verfehlt applizierter Strahlen-
dosis (WIB100): { }WIB100eˆS  
+ + +  + 8 40.0 % 
5 
Vertrauensgröße 95 % des Anteils verfehlt ap-
plizierter Strahlendosis (WIB95): { }WIB95eˆS  
+ + 0 -  5 25.0 % 
Legende: Siehe Tabelle 3.17. 
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TABELLE 3.13: PAARWEISER VERGLEICH UND RESULTIERENDE GEWICHTE DER EIGENSCHAFTSBEWERTUNGEN ZUR 
BILDUNG DER KRITERIUMSBEWERTUNG „TOLERANZ VON UNREGELMÄßIGKEITEN“ (K2, SIEHE SUBSEKTION 3.4.2). 
EIGENSCHAFTSMAßE (E) 1-5 UND 6-11 WURDEN UNABHÄNGIG VONEINANDER PAARWEISE VERGLEICHEN UND 
JEWEILS MIT ZUSAMMENGENOMMEN 50 % GEWICHTET [BASIEREND AUF H]. 
Bewertungskriterium K2: 
Toleranz von Unregelmäßigkeiten 
 
Toleranz von Transitionen zwischen Bauch- und Brustatmung 
 
E Eigenschaftsbewertung 1 2 3 4 5 ∑ Gewicht 
1 
Änderung des ERMS durch Transitionen zwi-
schen Bauch- und Brustatmung: { }ERMSuˆS  
 0 - - - 1 2.5 % 
2 
Änderung des ERMSRel durch Transitionen 
zwischen Bauch- und Brustatmung: 
{ }ERMSReluˆS  
0  - - - 1 2.5 % 
3 
Änderung des E95 durch Transitionen zwischen 
Bauch- und Brustatmung: { }E95uˆS  
+ +  - 0 5 12.5 % 
4 
Änderung des WIB100 durch Transitionen zwi-
schen Bauch- und Brustatmung: { }WIB100uˆS  
+ + +  + 8 20.0 % 
5 
Änderung des WIB95 durch Transitionen zwi-
schen Bauch- und Brustatmung: { }WIB95uˆS  
+ + 0 -  5 12.5 % 
 
∑        50 %  
 
Toleranz von transienter Messstörung 
E Eigenschaftsbewertung 1 2 3 4 5 6 ∑ Gewicht 
1 
Verschlechterung des WIBT direkt nach Sprung 
auf konstanten Offset: { }WIBT[1,0]uˆS  
 0 0 - - - 2 3.3 % 
2 
Verschlechterung des WIBT 1 Sekunde nach 
Sprung auf konstanten Offset: { }WIBT[1,1]uˆS  
0  0 - - - 2 3.3 % 
3 
Verschlechterung des WIBT 6 Sekunden nach 
Sprung auf konstanten Offset: { }WIBT[1,6]uˆS  
0 0  - - - 2 3.3 % 
4 
Verschlechterung des WIBT direkt nach Sprung 
auf abklingenden Offset: { }WIBT[1,0]uˆS  
+ + +  - + 8 13.3 % 
5 
Verschlechterung des WIBT 1 Sekunde nach 
Sprung auf abklingenden Offset: { }WIBT[1,1]uˆS  
+ + + +  + 10 16.7 % 
6 
Verschlechterung des WIBT 6 Sekunden nach 
Sprung auf abklingenden Offset: { }WIBT[1,6]uˆS  
+ + + - -  6 10.0 % 
 
∑        50 % 
Legende: Siehe Tabelle 3.17. 
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TABELLE 3.14: GEWICHTE DER EIGENSCHAFTSBEWERTUNGEN ZUR BILDUNG DER KRITERIUMSBEWERTUNG „TOLE-
RANZ VON MESSRAUSCHEN“ (K3, SIEHE SUBSEKTION 3.4.3). 
Bewertungskriterium K3: 
Toleranz von Messrauschen 
E Eigenschaftsbewertung Gewicht 
1 
Verschlechterung des Fehlermaßes WIB durch 
Messrauschen mit SNR = 5: { }[5]mˆS  25.0 % 
2 
Verschlechterung des Fehlermaßes WIB durch 
Messrauschen mit SNR = 15: { }[15]mˆS  
37.5 % 
3 
Verschlechterung des Fehlermaßes WIB durch 
Messrauschen mit SNR = 25: { }[25]mˆS  
37.5 % 
Legende: Siehe Tabelle 3.17. 
TABELLE 3.15: GEWICHTE DER EIGENSCHAFTSBEWERTUNGEN ZUR BILDUNG DER KRITERIUMSBEWERTUNG „VARI-
ABILITÄT“ (K7, SIEHE SUBSEKTION 3.4.7). 
Bewertungskriterium K7: 
Variabilität 
E Eigenschaftsbewertung Gewicht 
1 
Mittlere Geschwindigkeit der Trajektorie der 
Prädiktionen: { }1vˆS  
20.0 % 
2 
Mittlere Beschleunigung der Trajektorie der 
Prädiktionen: { }2vˆS  
40.0 % 
3 
Mittlerer Ruck der Trajektorie der Prädiktionen: 
{ }3vˆS  
40.0 % 
Legende: Siehe Tabelle 3.17. 
TABELLE 3.16: GEWICHTE DER EIGENSCHAFTSBEWERTUNGEN ZUR BILDUNG DER KRITERIUMSBEWERTUNG „RE-
CHENAUFWAND“ (K9, SIEHE SUBSEKTION 3.4.9). 
Bewertungskriterium K9: 
Rechenaufwand 
E Eigenschaftsbewertung Gewicht 
1 Rechzeit für Training: { }TcˆS  20.0 % 
2 Rechenzeit für Prädiktion: { }PcˆS  80.0 % 
Legende: Siehe Tabelle 3.17. 
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TABELLE 3.17: PAARWEISER VERGLEICH UND RESULTIERENDE GEWICHTE DER KRITERIUMSBEWERTUNGEN ZUR 
BILDUNG DER VERFEHRENSBEWERTUNG [H]. 
Prädiktionsverfahren 
K Kriteriumsbewertung 1a 1b 1c 2 3 4 5 6 7 8 9 ∑ Gewicht 
1a Genauigkeit bei kleinen Prädiktionshorizonten  + + + + + + + + + + 20 18.2 % 
1b Genauigkeit bei mittleren Prädiktionshoriz. -  + + 0 + + + + + 0 16 14.6 % 
1c Genauigkeit bei langen Prädiktionshorizonten - -  - 0 - - 0 0 + 0 6 5.5 % 
2 Toleranz von Unregelmäßigkeiten - - +  + 0 0 + + + 0 13 11.8 % 
3 Toleranz von Messrauschen - 0 0 -  - + + + 0 0 10 9.1 % 
4 Neigung zur Divergenz - - + 0 +  0 + + 0 0 12 10.9 % 
5 Abhängigkeit von Trainingsdaten - - + 0 - 0  + + + 0 10 9.1 % 
6 Überschätzung der Auslenkung - - 0 - - - -  0 0 - 3 2.7 % 
7 Variabilität - - 0 - - - - 0  0 - 3 2.7 % 
8 Konvergenzzeit - - - - 0 0 - 0 0  - 4 3.6 % 
9 Rechenaufwand 0 - - - - - + + + +  13 11.8 % 
Legende: + Die Bewertung der zugeordneten Zeile ist relevanter für die fusionierte Bewertug 
 als die Bewertung der zugeordneten Spalte. Zuordnung von 2 Punkten. 
 0 Die Bewertungen der zugeordneten Zeile und der zugeordneten Spalte sind ebenso 
 relevant für die fusionierte Bewertung. Zuordnung von 1 Punkt. 
 - Die Bewertung der zugeordneten Zeile ist weniger relevant für die fusionierte Be
 wertung als die Bewertung der zugeordneten Spalte. Zuordnung von 0 Punkten. 
Die Bewertungsergebnisse, die mit der jeweils bestbewerteten Variante der in Sektion 
3.2 spezifizierten Prädiktionsverfahren, nLMS, RLS, ERLS, LRl, IT2ANFIS und MKF, erzielt 
wurden, sind in Bild 3.17, Bild 3.18 und Bild 3.19 veranschaulicht. Darin sind für jedes 
o.g. Prädiktionsverfahren alle Eigenschaftsbewertungen durch die Höhen und alle zuge-
hörigen Gewichte entsprechend Tabellen 3.12 bis 3.16 durch die Breiten der dargestell-
ten (blauen) Balken gekennzeichnet. Die höchste Bewertung, die für jeden Eigen-
schaftswert erzielt wurde, ist durch eine durchgezogene Linie auf der Mittelachse des 
zugehörigen Balkens gekennzeichnet. Auf analoge Weise sind alle Eigenschaftsbewer-
tungen, die maximal 0.25 kleiner sind als o.g. höchste Eigenschaftsbewertung, durch 
gestrichelte Linien und alle Eigenschaftsbewertungen, die maximal 0.5 kleiner sind als 
o.g. höchste Eigenschaftsbewertung, durch gestrichelte Linien mit verkleinerten Strich-
längen gekennzeichnet. Die aus den Eigenschaftsbewertungen resultierenden Kriteri-
umsbewertungen sind in Form der den Balken überlagerten horizontalen Linien (man-
genta) dargestellt. In Bild 3.20 sind auf analoge Weise für jedes o.g. Prädiktionsverfahren 
alle Kriteriumsbewertungen durch die Höhen und alle zugehörigen Gewichte entspre-
chend Tabelle 3.17 durch die Breiten der dargestellten Balken gekennzeichnet. Die  
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BILD 3.17: EIGENSCHAFTSBEWERTUNGEN (HÖHEN DER BALKEN), ZUGEHÖRIGE GEWICHTE ZUR BILDUNG DER 
KRITERIUMSBEWERTUNGEN (BREITEN DER BALKEN), HÖCHSTE UND DIESEN ÄHNLICHE BEWERTUNG(EN) (GRAUE 
VERTIKALE BALKENMITTELLINIEN) UND RESULTIERENDE KRITERIUMSBEWERTUNGEN (DEN BALKEN ÜBERLAGERTE 
HORIZONTALE LINIEN) FÜR DIE PRÄDIKTIONSVERFAHREN nLMSd UND RLSd.  DURCHGEZOGENE BALKENMITTELLI-
NIEN KENNZEICHNEN DIE HÖCHSTE ALLER BEWERTUNGEN DES BETREFFENDEN EIGENSCHAFTSWERTS. GESTRICHELTE 
BALKENMITTELLINIEN KENNZEICHNEN BEWERTUNGEN, DIE UM MAXIMAL 0.25 (GROßE STRICHLÄNGEN) BZW. 0.5 
(KLEINE STRICHLÄNGEN) KLEINER SIND ALS DIE O.G. HÖCHSTE BEWERTUNG [BASIEREND AUF H]. 
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BILD 3.18: EIGENSCHAFTSBEWERTUNGEN (HÖHEN DER BALKEN), ZUGEHÖRIGE GEWICHTE ZUR BILDUNG DER 
KRITERIUMSBEWERTUNGEN (BREITEN DER BALKEN), HÖCHSTE UND DIESEN ÄHNLICHE BEWERTUNG(EN) (GRAUE 
VERTIKALE BALKENMITTELLINIEN) UND RESULTIERENDE KRITERIUMSBEWERTUNGEN (DEN BALKEN ÜBERLAGERTE 
HORIZONTALE LINIEN) FÜR DIE PRÄDIKTIONSVERFAHREN ERLSd und LRd.  DURCHGEZOGENE BALKENMITTELLI-
NIEN KENNZEICHNEN DIE HÖCHSTE ALLER BEWERTUNGEN DES BETREFFENDEN EIGENSCHAFTSWERTS. GESTRICHELTE 
BALKENMITTELLINIEN KENNZEICHNEN BEWERTUNGEN, DIE UM MAXIMAL 0.25 (GROßE STRICHLÄNGEN) BZW. 0.5 
(KLEINE STRICHLÄNGEN) KLEINER SIND ALS DIE O.G. HÖCHSTE BEWERTUNG [BASIEREND AUF H]. 
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BILD 3.19: EIGENSCHAFTSBEWERTUNGEN (HÖHEN DER BALKEN), ZUGEHÖRIGE GEWICHTE ZUR BILDUNG DER 
KRITERIUMSBEWERTUNGEN (BREITEN DER BALKEN), HÖCHSTE UND DIESEN ÄHNLICHE BEWERTUNG(EN) (GRAUE 
VERTIKALE BALKENMITTELLINIEN) UND RESULTIERENDE KRITERIUMSBEWERTUNGEN (DEN BALKEN ÜBERLAGERTE 
HORIZONTALE LINIEN) FÜR DIE PRÄDIKTIONSVERFAHREN IT2ANFIS3 und MKFv.  DURCHGEZOGENE BALKENMIT-
TELLINIEN KENNZEICHNEN DIE HÖCHSTE ALLER BEWERTUNGEN DES BETREFFENDEN EIGENSCHAFTSWERTS. GESTRI-
CHELTE BALKENMITTELLINIEN KENNZEICHNEN BEWERTUNGEN, DIE UM MAXIMAL 0.25 (GROßE STRICHLÄNGEN) 
BZW. 0.5 (KLEINE STRICHLÄNGEN) KLEINER SIND ALS DIE O.G. HÖCHSTE BEWERTUNG [BASIEREND AUF H]. 
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resultierenden Verfahrensbewertungen sind in Form der den Balken überlagerten hori-
zontalen Linien (mangenta) dargestellt. Alle ermittelten Verfahrensbewertungen sind in 
Bild 3.21 gegenübergestellt. Das Verfahren MKFfc (siehe Sektion 3.2) wurde aus dieser 
Gegenüberstellung ausgenommen, da mit diesem Verfahren negative Eigenschaftsbe-
wertungen, die sich stark von denen der restlichen Verfahren unterschieden, auftraten. 
 
 
BILD 3.20: KRITERIUMSBEWERTUNGEN (HÖHEN DER BALKEN), ZUGEHÖRIGE GEWICHTE ZUR BILDUNG DER VER-
FAHRENSBEWERTUNGEN (BREITEN DER BALKEN) UND RESULTIERENDE VERFAHRENSBEWERTUNGEN (DEN BALKEN 
ÜBERLAGERTE HORIZONTALE LINIEN) FÜR DIE PRÄDIKTIONSVERFAHREN nLMSd, RLSd, ERLSd, LRl, IT2ANFIS3 
UND MKFv [BASIEREND AUF H]. 
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BILD 3.21: VERFAHRENSBEWERTUNGEN FÜR DIE PRÄDIKTIONSVERFAHREN nLMSp, nLMSd, RLSp, RLSd, ER-
LSp, ERLSd, LRl, LRd, LRde, LRdev, IT2FIS, IT2ANFIS4, IT2ANFIS3, MKFv, MKFa1, MKFa2 UND 
MKFsm. 
3.6 Schlussfolgerungen 
Für die Beurteilung, ob ein Prädiktionsverfahren für die angestrebte klinische Anwen-
dung eine ausreichende Genauigkeit bereitstellt, ist die Verteilung des skalaren Prädikti-
onsfehlers e nur begrenzt geeignet. Die Ableitung von statistischen Kenngrößen aus die-
ser Verteilung entsprechend der durch die aktuelle Fachliteratur reflektierten Standard-
vorgehensweise führt entweder zur Unterschätzung (bspw. bei Ableitung des Mittel-
werts oder von Vertrauensgrößen von e entsprechend Subsektion 3.4.1) oder zur Über-
schätzung (bspw. bei Ableitung des Maximalwerts von e) des durch das betreffende Prä-
diktionsverfahren generierten Fehlers. Ein Fehlermaß, das die vorliegende klinische An-
wendung und insbesondere die Abhängigkeit der Patientensicherheit von den Prädikti-
onsergebnissen angemessen berücksichtigt, sollte die klinische Fehlerkonsequenz im 
theoretisch schlimmstmöglichen Fall quantifizieren. Durch eine Interpretierbarkeit die-
ser Quantifizierung durch klinisches Fachpersonal kann desweiteren der fachübergrei-
fende Austausch erleichtert werden. Ein solches Fehlermaß wurde bisher nicht beschrie-
ben und in Form des Maßes WIB100 in dieser Arbeit vorgestellt (siehe Subsektion 3.4.1). 
Die in Bild 3.13 und Bild 3.14 veranschaulichten Fehlermaße WIB100 verdeutlichen im 
Gegensatz zu den in Bild 3.9 und Bild 3.10 veranschaulichten Verteilungen des skalaren 
Prädiktionsfehlers, dass im Fall von Transitionen zwischen Bauch- und Brustatmung die 
schlimmstmögliche klinische Fehlerkonsequenz einer Prädiktion durch Halten des jeweils 
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letzten bekanten Wertes in vielen Fällen geringer ausgeprägt ist, als selbige Fehlerkon-
sequenz, die mit einem elaborierteren Prädiktionsverfahren auftritt. 
Das Prädiktionsverfahren RLSd (siehe Sektion 3.2) hat sich als am geeignetsten für die 
angestrebte klinische Anwendung herausgestellt. Mit RLSd wird ein erwartetes Fehler-
maß WIB100, das selbiges einer Prädiktion durch Halten des jeweils letzten bekanten 
Wertes unterschreitet, für jede getestete Kombination aus Aufnahmephase (siehe Sub-
sektion 3.5.1), Prädiktionshorizont und Signal-Rausch-Verhältnis (SNR) der gemessenen 
Koordinaten erzielt (siehe Bild 3.11). Die Anzahl der o.g. Kombinationen, für die die o.g. 
Unterschreitung in jedem Fall auftritt, ist mit RLSd signifikant höher als für jedes andere 
bewertete Prädiktionsverfahren (siehe Bild 3.13). Für fast jedes Bewertungskriterium 
wird das höchste aufgetretene Bewertungsmaß  mit RLSd erreicht oder angenähert (sie-
he Bild 3.20). Insbesondere kombiniert RLSd als einziges Prädiktionsverfahren sowohl 
eine hohe Genauigkeit als auch eine hohe Toleranz von Unregelmäßigkeiten. Niedrig 
bewertet sind die mit RLSd erreichte Überschätzung der Auslenkung (Bewertungskriteri-
um K6) und die Konvergenzzeit (Bewertungskriterium K8), die ein geringes Gewicht hin-
sichtlich der Verfahrensbewertung entsprechend Tabelle 3.15 aufweisen. 
Das Prädiktionsverfahren ERLSd (siehe Sektion 3.2) zeichnet sich durch zu RLSd analoge 
Stärken und Schwächen bei im Vergleich zu RLSd leicht geringeren Bewertungen aus. 
Mit dem Prädiktionsverfahren nLMSd (siehe Sektion 3.2) werden im Vergleich zu RLSd 
und ERLSd eine geringere Genauigkeit (Bewertungskriterium K1) sowie signifikant gerin-
gere Toleranz von Transitionen zwischen Bauch- und Brustatmung (Bewertungskriterium 
K2a) erreicht (siehe Bild 3.17 und Bild 3.20). Dies bestätigt die theoretische Erwartung, 
dass durch RLSd und ERLSd eine schnellere Adaption an variable Ausprägungen der prä-
dizierten Trajektorie als durch nLMSd erreicht wird (siehe Sektion 3.1). Ein Vorteil von 
nLMSd ist dessen hohe Toleranz von Messrauschen (Bewertungskriterium K3). Hinsicht-
lich dieses Bewertungskriteriums erreichen RLSd und ERLSd leicht geringere Bewer-
tungsmaße (siehe Bild 3.17 und Bild 3.20), die möglicherweise aus einer schwach ausge-
prägten Überanpassung an Rauschkomponenten resultieren. 
Der theoretische Vorteil der „plugin“ Varianten der implementierten und auf adaptiven 
FIR Filtern basierenden Prädiktionsverfahren (nLMSp, RLSp und ERLSp), aktuellere Mess-
größen zur Adaption der Filterkoeffizienten verwenden zu können, hat keine erkennba-
ren Auswirkungen auf die Simulations- und Bewertungsergebnisse.  
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Verbesserungen der auf adaptiven FIR Filtern basierenden Prädiktionsverfahren sind 
durch die in Sektion 3.1 beschriebenen Variationen und Erweiterungen erreichbar. Die 
Wavelettransformation des Beobachtungsvektors stellt Verbesserungen in Aussicht und 
ist mit geringem Implementierungsaufwand realisierbar. 
Die in Sektion 3.2 beschriebenen Erweiterungen der lokalen Regression (LR), 
• Gewichtung jedes quadrierten Regressionsfehlers in Abhängigkeit vom zugeordne-
tem Abstand kd  zwischen aktuellem und gespeicherten Beobachtungsvektor; 
• Gewichtung jedes quadrierten Regressionsfehlers in Abhängigkeit vom zugeordneten 
gespeicherten Prädiktionsfehler ke ; 
• nichtlineare Transformation des Beobachtungsvektors; 
(Varianten LRd, LRde, LRdev) führen nicht zu verbesserten resultierenden Verfahrens-
bewertungen. Ursache dafür könnten eine gering ausgeprägte Nichtlinearität des loka-
len Zusammenhangs zwischen Beobachtungsvektor x  und Prädiktion y und/oder eine 
aus den o.g. Erweiterungen resultierende sporadische Verschlechterung der numeri-
schen Kondition des lokalen Regressionsproblems sein. Hauptvorteil des bestbewerteten 
LR-basierten Prädiktionsverfahrens, LRl, ist die damit erzielte hohe Genauigkeit insbe-
sondere für mittlere und lange Prädiktionshorizonte. Weiterer Vorteil der LRl ist die 
Möglichkeit, aus den Abständen kd  einen Vertrauensgrad der Prädiktion abzuleiten. 
Dieser Vorteil ist insbesondere aufgrund der hohen Relevanz des Prädiktionsergebnisses 
für die Patientensicherheit, die die angestrebte klinische Anwendung kennzeichnet, sig-
nifikant. Hauptnachteil der LRl ist dessen geringe Toleranz von Transitionen zwischen 
Bauch- und Brustatmung (Bewertungskriterium K2a, siehe Bild 3.18 und Bild 3.20). Ver-
besserungen der LRl sind durch Optimierung der Parameter der LRl (Datenbankgröße, 
Anzahl nächster Nachbarn, Anzahl und zeitlicher Abstand der im Beobachtungsvektor 
enthaltenen Messwerte) sowie die Verwendung und Optimierung alternativer nichtline-
arer Abbildungen des Abstands und Prädiktionsfehlers, eK  und dK  (siehe Sektion 3.2), 
möglich. Desweiteren würde eine Offsetbereinigung der Beobachtungsvektoren eine 
offsetunabhängige Gültigkeit der in der Datenbank gespeicherten Wertepaare ermögli-
chen und somit bspw. eine offsetbedingte Verfälschung der Identifikation der nächsten 
Nachbarn vermeiden. Diese Offsetbereinigung setzt eine prospektive und retrospektive 
Offsetermittlung voraus. Erstgenannte kann bspw. auf Basis des in Anhang 7.12 vorge-
schlagenen EKF oder eines von Ruan et al. [243] vorgeschlagenen Schätzverfahrens er-
folgen. Eine Verbesserung der LRl ist desweiteren durch Verwendung reduzierter Be-
obachtungsvektoren, die den Informationsgehalt hochdimensionaler Beobachtungsvek-
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toren repräsentieren bzw. approximieren, möglich. Für die Herleitung reduzierter Be-
obachtungsvektoren bieten sich Verfahren der Merkmalsextraktion und -reduktion, da-
runter insbesondere die Hauptkomponententransformation (PCA) an, letztgenannte, da 
diese im Fall harmonischer Verläufe der im Beobachtungsvektor enthaltenen Messgrö-
ßen eine hohe Rate der o.g. Reduktion ermöglicht (siehe Sektion 3.1). 
Die mit dem Prädiktionsverfahren IT2ANFIS3 (siehe Sektion 3.2) erreichten Genauig-
keitsbewertungen (Bewertungskriterium K1) nehmen mit der Länge der betrachteten 
Prädiktionshorizonte zu. Der Grad dieser Zunahme ist einzigartig unter allen bewerteten 
Prädiktionsverfahren. Für lange Prädiktionshorizonte übertrifft die mit IT2ANFIS3 er-
reichte Genauigkeit die mit nLMSd erreichte Genauigkeit (Bewertungskriterium K1c). 
Erste Voruntersuchen [j] sowie die theoretische Fähigkeit von IT2ANFIS, erhöhte Unsi-
cherheitsgrade datengetriebenen zu identifizieren und logisch korrekt bei der Prädiktion 
zu berücksichtigen (siehe Sektion 3.1), lassen die Vermutung zu, dass mit einer weiteren 
Verlängerung des Prädiktionshorizonts die mit T2ANFIS3 erreichte Genauigkeitsbewer-
tung entsprechend des o.g. Trends weiter zunimmt und somit für sehr lange Prädikti-
onshorizonte T2ANFIS3 die größte Genauigkeit unter allen betrachteten Prädiktionsver-
fahren ermöglicht. Dies ist insbesondere signifikant vor dem Hintergrund der potentiell 
zunehmenden Verbreitung von Techniken, die die zu prädizierenden Größen bildbasiert 
oder durch Online-Abbildung von Surrogaten auf Basis physikalisch motivierter Modelle 
ermitteln und resultierend mit erhöhten Totzeiten einhergehen. Die erwartungsgemäß 
hohe Performanz von IT2ANFIS bei einer Prädiktion über sehr lange Prädiktionshorizonte 
sollte in Folgearbeiten verifiziert werden. Weitere Vorteile von IT2ANFIS3 sind die damit 
unter allen Prädiktionsverfahren erreichte geringste Variabilität (Bewertungskriterium 
K7, siehe Bild 3.8, Bild 3.18 und Bild 3.20) sowie geringste Konvergenzzeit (Bewertungs-
kriterium K8, siehe Bild 3.20), die Interpretierbarkeit und somit Möglichkeit der Plausibi-
litätsprüfung der Trainings- und Adaptionsergebnisse, die Beschränkung des prädizierten 
Wertes entsprechend der IT2-Konsequenzfuzzymengen und die Möglichkeit, aus der 
Streuungsbreite der aus Aggregation resultierenden und ggf. typreduzierten Fuzzy-
Konsequenzmenge einen Vertrauensgrad der Prädiktion abzuleiten (siehe Sektion 3.1). 
Hauptnachteile von IT2ANFIS3 sind der damit einhergehende hohe Rechenaufwand 
(Bewertungskriterium K9, siehe Bild 3.20) sowie die geringe Toleranz von Unregelmäßig-
keiten (Bewertungskriterium K2, siehe Bild 3.16, Bild 3.18 und Bild 3.20). Der Rechen-
aufwand kann durch eine Optimierung des Programmiercodes der verwanden Toolbox 
für IT2 Fuzzy Logik und Matlab [238] potentiell reduziert werden. Die Toleranz von Unre-
gelmäßigkeiten ist durch die nur alle 4.8 Sekunden (statt aller 12 Millisekunden wie bei 
allen anderen Prädiktionsverfahren) erfolgende Adaption der Parameter des IT2FIS an 
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die jeweils aktuellen Bewegungscharakteristiken erklärbar und kann somit durch eine 
Erhöhung der Adaptionsfrequenz potentiell verbessert werden. Weitere Verbesserungen 
sind durch Modifikation und ggf. Transformation des Beobachtungsvektors, insbesonde-
re die Verwendung eines reduzierten Beobachtungsvektors, die auch für LRl vorgeschla-
gen wurde, eine Offsetbereinigung des Beobachtungsvektors mit analogen resultieren-
den potentiellen Vorteilen wie im Fall der LRl, sowie Analyse, darauf aufsetzende ver-
besserte Auswahl und/oder anwendungsbezogene Anpassung der eingesetzten Trai-
nings- und Adaptionsalgorithmen möglich. Insbesondere ein systematischer Vergleich 
unterschiedlicher Trainings- und Adaptionsalgorithmen sowie die Herleitung zugehöriger 
Konvergenzkriterien für IT2ANFIS ist geboten und wurde bisher nicht beschrieben. Wei-
terhin sollte geprüft werden, inwieweit die o.g. und im Gegensatz zu klassischen neuro-
nalen Netzen vorhandene Möglichkeit einer automatisierten Beurteilung der Plausibilität 
der Parameter des IT2FIS für eine verbesserte Steuerung des Adaptions- und Trainings-
verlaufs genutzt werden kann. Durch ein parallel zum Training durchgeführtes adaptives 
Clustering der Beobachtungsvektoren und zugehörigen Prädiktionen könnte die plausi-
belste Grundkonfiguration der Regeln des IT2FIS ermittelt, gleitend aktualisiert und 
bspw. für eine Begrenzung der ermöglichten Trainingsergebnisse oder Reduktion der 
Dimension des Trainingsproblems genutzt werden. Die aus Mamdani- und Takagi-
Sugeno-Kang Inferenz resultierenden Merkmale und Performanz eines IT2ANFIS sollten 
in Folgearbeiten verglichen werden. Desweiteren ist eine Übertragung des bisher wenig 
bekannten IT2ANFIS Prädiktionsverfahrens auf andere Anwendungen, die die Prädiktion 
von Prozessen mit sehr hohem Unsicherheitsgrad umfassen, denkbar, bspw. die (Kurz-
zeit-)Vorhersage der Dynamik meteorologischer Phänomene (z.B. Windgeschwindigkei-
ten und -richtungen), die bspw. für eine Optimierung des Betriebs regenerativer Kraft-
werke eingesetzt werden kann. 
Unter allen modellbasierten Prädiktionsverfahren wurden mit MKFv die besten Verfah-
rensbewertungen erzielt. Das Prädiktionsverfahren MKFv zeichnet sich durch eine hohe 
Toleranz von Unregelmäßigkeiten aus (Bewertungskriterium K4, siehe Bild 3.18 und 
Bild 3.20), erreicht jedoch nur geringe Genauigkeit, insbesondere für lange Prädiktions-
horizonte (Bewertungskriterium K2, siehe Bild 3.18 und Bild 3.20). Weitere Nachteile 
des MKFv sind dessen im Vergleich zu allen anderen Prädiktionsverfahren hohe Neigung 
zur Divergenz (Bewertungskriterium K6, siehe Bild 3.20) sowie hohe Abhängigkeit von 
Trainingsdaten (Bewertungskriterium K7, siehe Bild 3.20). Das Training des MKFv führt 
aktuell in Einzelfällen zu einer annähernden Nullsetzung des die Steigung des Verlaufs 
des prädizierten Wertes bestimmenden Modellzustands, so dass sich annähernd eine 
Prädiktion durch Halten des jeweils letzten bekannten Wertes ergibt (siehe Bild 3.16). 
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Dies tritt insbesondere dann auf, wenn die betreffende Koordinate in den Trainingsda-
ten durch Rauschanteile dominiert war. Verbesserungen des MKFv könnten somit durch 
eine Optimierung des Trainings erreicht werden. Gleiches gilt für die übrigen bewerteten 
modellbasierten Prädiktionsverfahren, für die insbesondere eine globale nichtkonvexe 
Optimierung einer ggf. hohen Anzahl von System- und Messrausch(ko)varianzen gebo-
ten ist. Ob mit den in dieser Arbeit bewerteten modellbasierten Prädiktionsverfahren 
eine mit alternativen Prädiktionsverfahren vergleichbare Performanz prinzipiell erreich-
bar ist, erscheint fraglich. Grund dafür ist die i.A. geringe Übereinstimmung des model-
lierten mit dem tatsächlichen Verlauf des prädizierten Wertes. Aufgrund der hohen Vari-
abilität, insbesondere der vielfach abrupten Änderungen der Atemcharakteristik, er-
scheint desweiteren fraglich, ob durch Verwendung alternativer Modelle die o.g. Über-
einstimmung signifikant verbessert werden kann. 
Für Folgearbeiten wird ein kombiniertes Prädiktionsverfahren, das multiple Kandidaten 
prädizierter Trajektorien auf Basis einer oder mehrerer und ggf. optimierter Varianten 
von RLS (bzw. ERLS), LR und IT2ANFIS generiert, empfohlen. Durch Verschleifung dieser 
Trajektorienkandidaten zur Ergebnistrajektorie werden verfahrensspezifische Prädikti-
onsfehler potentiell eliminiert. Aus dem Abstand zwischen den Trajektorienkandidaten 
kann darüber hinaus der Vertrauensgrad der Ergebnistrajektorie ermittelt werden. Die 
großen prinzipiellen Unterschiede zwischen RLS, LR, und IT2ANFIS versprechen eine ge-
ringe Korrelation zwischen den Fehlern der Trajektorienkandidaten und somit hohe Zu-
verlässigkeit und Effektivität der o.g. Fehlereliminiation und Vertrauensgradermittlung. 
Die individuellen Vertrauensgrade der involvierten prädizierten Werte sollten für die o.g. 
Vorgehensweise berücksichtigt werden. Diese Berücksichtigung kann bspw. in Form ei-
ner vertrauensgradabhängigen Gewichtung jedes prädizierten Wertes bei der Generie-
rung und Verschleifung der Trajektorienkandidaten erfolgen. Die individuellen Vertrau-
ensgrade können aus dem Prädiktionsalgorithmus abgeleitet werden, sofern LR oder 
IT2ANFIS zur Anwendung kommen (Siehe obige Beschreibungen. Dies ermöglicht insbe-
sondere eine Unterdrückung der Auswirkungen einer möglicherweise reduzierten Tole-
ranz von Unregelmäßigkeiten), sowie regelbasiert ermittelt werden. Eine regelbasierte 
Vertrauensgradermittlung sollte die a priori bekannten Stärken und Schwächen jedes 
Prädiktionsverfahrens explizit berücksichtigen. Dies umfasst optional bspw. die Berück-
sichtigung der für das betreffende Prädiktionsverfahren erwarteten Genauigkeit in Ver-
bindung mit (a) dem betreffenden Prädiktionshorizont sowie (b) den Unregelmäßigkei-
ten, die in den jeweils aktuellen Messdaten dynamisch erkannt werden (bspw. Transition 
zwischen Bauch- und Brustatmung). Das vorgeschlagene kombinierte Prädiktionsverfah-
ren stellt eine universelle Einsetzbarkeit für variable Atemcharakteristiken und Prädikti-
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onshorizonte, eine im Vergleich zu bisher bekannten Verfahren erhöhte Performanz so-
wie eine hohe Zuverlässigkeit des dem Prädiktionsergebnis zugeordneten Vertrauens-
grads in Aussicht und bietet sich somit insbesondere im Fall hoher Signifikanz der Prädik-
tion für die Patientensicherheit an. Ein potentieller Nachteil des vorgeschlagenen kom-
binierten Prädiktionsverfahrens ist der damit potentiell einhergehende hohe Rechen-
aufwand. Echtzeitfähigkeit des Prädiktionsverfahrens ist bei Bedarf durch Parallelisie-
rung herstellbar. 
Die in dieser Arbeit vorgestellte Simulationssoftware (siehe Subsektion 3.5.2) und Be-
wertungsstrategie (siehe Subsektion 3.5.3) ermöglichen eine umfassende, vergleichba-
re, auf die Spezifika der angestrebten klinischen Anwendung abgestimmte und weitge-
hend automatisierte Charakterisierung der Merkmale eines beliebigen Prädiktionsver-
fahrens. Die Bewertungsergebnisse können u.a. als Wissensbasis für die Auslegung der 
oben vorgeschlagenen regelbasierten Vertrauensgradermittlung herangezogen werden. 
In Folgearbeiten sollte die in der Simulationssoftware verfügbare Beispieldatenbasis 
(siehe Subsektion 3.5.1) vergrößert werden. Insbesondere sollten respirationsbedingte 
Bewegungen innerer Strukturen des Menschen in die Beispieldatenbasis aufgenommen 
werden. Desweiteren sollten weitere Prädiktionsverfahren in die Bewertung einbezogen 
werden. Insbesondere Prädiktionsverfahren, die auf Support Vektor Regression (SVR) 
[212] oder einem „zeitvarianten saisonalen autoregressiven integrierten moving avara-
ge“ (TVSARIMA) Prädiktionsfilter [226] basieren, lassen hohe Performanz erwarten. 
Für jede aktuelle und potentielle medizintechnische Applikation, die eine automatisierte 
Synchronisation der Funktion eines Therapiegeräts mit respirationsgetriebenen physio-
logischen Prozessen (insbesondere Gewebebewegungen) erfordert, ist eine Prädiktion 
des zeitlichen Verlaufs der diese Prozesse charakterisierenden Größen nötig. Solche Ap-
plikationen betreffen neben der Radiotherapie bspw. die am bewegten Weichgewebe 
operierende (a) Chirurgie (z.B. robotergestütztes Vernähen) (b) interventonelle Radiolo-
gie (z.B. roboter- und bildgestützte Ablation von Lebertumoren) sowie (c) Bildgebung 
(z.B. robotergestützte Führung von Sonografiesonden). Auch im Bereich der Beatmung 
sind Prädiktionsverfahren denkbar, um eine verzögerungsfreie Synchronisation mit der 
Spontanatmung des Patienten zu erreichen. Es kann erwartet werden, dass die Einsatz-
häufigkeit und der Automatisierungsgrad von am Patienten applizierten Geräten, insbe-
sondere oben Genannten, die in Synchonisation mit respirationsgetriebenen physiologi-
schen Prozessen operieren, in Zukunft weiter ansteigt. Dies unterstreicht den erwar-
tungsgemäß steigenden interdisziplinären Bedarf eines performanten, sicheren und uni-
versell einsetzbaren Verfahrens zur Prädiktion respirationsgetriebener dynamischer 
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Größen. Vor dem Hintergrund dieses Bedarfs sollte erwogen werden, die in dieser Arbeit 
vorgestellte Simulationssoftware und Bewertungsmethodik zu einer herausgebbaren 
Softwareversion auszubauen und in eine Plattform für offene Innovation zu integrieren. 
Ziele dieser Plattform sollten die Unterstützung internationaler Forschungstätigkeiten 
zur Entwicklung von Prädiktionsverfahren, die Erhöhung der Vergleichbarkeit entwickel-
ter Prädiktionsverfahren sowie optimalerweise die Identifikation eines universellen Prä-
diktionsverfahrens, das international als bestgeeignet anerkannt wird, sein. Ein mögli-
ches Konzept, um dies zu erreichen, könnte darin bestehen, jedem Nutzer der Innovati-
onsplattform die Verwendung der Simulations- und Bewertungssoftware sowie der ge-
samten Beispieldatenbasis zu ermöglichen als Gegenleistung für eine Offenlegung der 
mit dieser Software erzielten Bewertungen der durch den Nutzer entwickelten Prädikti-
onsverfahren sowie Bereitstellung (nach Veröffentlichung) dieser Verfahren. Desweite-
ren sind eine Vervollständigung der Beispieldatenbasis durch die Nutzer sowie Unter-
stützung des fachlichen Austauschs innerhalb der Nutzergemeinschaft, insbesondere 
eine Diskussion und ggf. resultierende Überarbeitung und Ergänzung der Kriterien und 
deren Fusion zur Bewertung eines Prädiktionsverfahrens denkbar. Durch dieses Konzept 
werden Nutzer vom Aufbau einer eigenen Infrastruktur zur allgemeingültigen Validie-
rung ihrer Prädiktionsverfahren entlastet und alle interdisziplinär vorgeschlagenen Prä-
diktionsverfahren zusammengeführt, vergleichbar charakterisiert und für die gesamte 
Forschungsgemeinschaft nutzbar gemacht. 
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4 Regelung eines Knickarmroboters zur Gegenführung 
respirationsbedingter Bewegungen 
4.1 Einführung 
In dieser Sektion werden zunächst das Regelungsproblem definiert, mögliche Ansätze zu 
dessen Lösung beschrieben und deren theoretische Merkmale gegenübergestellt. Daran 
anschließend erfolgt eine Vorstellung der Ziele der in diesem Kapitel beschriebenen Ar-
beit. 
Regelungsproblem und mögliche Lösungsansätze 
Der Regelkreis zur Positionierung des Schwerpunkts des CTV an einem konstanten iner-
tialen Zielpunkt mit Hilfe eines seriellkinematischen Knickarmroboters, der den betref-
fenden Patienten führt, ist in Bild 4.1 dargestellt. Die Bezugskoordinatensysteme der 
dort dargestellten kartesischen Vektoren sind: 
• Ein an der Basis des Roboters verankertes Koordinatensystem, bezeichnet mit „G“. 
• Ein am Flansch des Roboters verankertes Koordinatensystem, bezeichnet mit „A“. 
Der Schwerpunkt des CTV wird mit „T“ bezeichnet. Alle aufgeführten Größen sind zeit-
diskret für eine durch den Roboter vorgegebene konstante Taktzeit von 12 Millisekun-
den. Die Koordinaten des Punktes T bzgl. des Roboterflansches, { }GA T tr , werden als un-
beeinflusst von der Roboterbewegung angenommen und mit Hilfe der inertialen Ziello-
kalisation des Punktes T, GG TZielr , in die idealen kartesischen Zielkoordinaten des Robo-
ters, { }GG ASoll tr , und anschließend in die diesen entsprechenden idealen Achszielkoordi-
naten des Roboters, { }Soll tΦ , übersetzt. Durch Kumulation der im Achsraum repräsen-
tierten Fehler der Messung sowie der Prädiktion bis zum aktuellen (ganzzahligen) Zeit-
schritt t wird der Referenzfehler { }td  gebildet. Der Referenzfehler verfälscht die idealen 
Achszielkoordinaten { }Soll tΦ  zu den Referenzkoordinaten { }Soll tΦ . Die Referenzkoor-
dinaten beschreiben die Zielwerte der realen Roboterkoordinaten, { }Ist tΦ . Diese Ziel-
werte sollen mit Hilfe der äußeren Regelung realisiert werden, so dass im Idealfall 
{ }Ist tΦ = { }Soll tΦ t∀  gilt. Die der äußeren Regelung zugeordnete Regelstrecke ist der  
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BILD 4.1: WIRKUNGSPLAN DES REGELKREISES ZUR POSITIONIERUNG EINES IM PATIENTEN BEWEGTEN PUNKTES T 
AN EINEM KONSTANTEN INERTIALEN ZIELPUNKT TZiel MIT HILFE EINES ROBOTERS, DER DEN PATIENTEN FÜHRT. 
positionsgeregelte Roboter. Somit ergibt sich insgesamt eine kaskadierte Reglerstruktur. 
Die zur Ausführung der äußeren Regelung bereitgestellten Führungskoordinaten 
{ }Soll tΦ  weisen durch den Zukunftsfehler { }t t+ τδ  verfälschte zukünftige Werte auf: 
{ } 0,  0t t
0,  0
≠ τ >
+ τ = τ ≤
δ  (4-1) 
Darin beschreibt τ  den Prädiktionshorizont (in Zeitschritten). Die durch den Zukunfts-
fehler { }t t+ τδ  ausgedrückte Zukunftsunsicherheit der Führungskoordinaten unter-
scheidet die äußere Regelung von einer klassischen Folgeregelung. Mögliche Trajektori-
en der Referenz- und Führungskoordinaten sind in Bild 3.1 (Sektion 3.3) schematisch 
dargestellt. Im Fall von vernachlässigbaren Totzeiten der Messung und Prädiktion ist der 
Referenzfehler { }td  gleich dem Messfehler und der Zukunftsfehler { }t t+ τδ  gleich 
dem Prädiktionsfehler. 
Durch die o.g. Zukunftsunsicherheit werden lediglich nichtkausale Verfahren der äuße-
ren Regelung, die zukünftige Führungskoordinaten nutzen, beeinflusst. Mögliche Varian-
ten solcher Verfahren sind: 
• Adaptive Latenzzeitvorsteuerung (ALC). Diese modelliert das Übertragungsverhalten 
des Roboters vereinfachend als Totzeit, die gleitend aus den gemessenen Ein-/Aus-
gangsdaten geschätzt wird. Die prädizierte Trajektorie wird auf Basis der inversen 
Totzeit vorgesteuert. Dieselbe Parametrierung der ALC ermöglicht in Kombination 
mit beliebigen Robotertypen, Arbeitspunkten und Roboterlasten potentiell ver-
gleichbare Regelungsperformanz. Aufgrund der fehlerhaften Modellierung des Robo-
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ters als Totzeit sowie der Vergrößererung des Horizonts der für die Regelung rele-
vanten Prädiktionen ist ein erhöhter Regelfehler der ALC zu erwarten. 
• Vorsteuerung mit PI-Regelung (FFC). Diese nutzt das Inverse eines im Vorfeld identi-
fizierten bzw. erstellten linearen Modells des Übertragungsverhaltens des Roboters 
zur Vorsteuerung der prädizierten Trajektorie. Desweiteren wird der trotz dieser 
Vorsteuerung verbleibende Restfehler durch einen PI-Regler kompensiert. Um einen 
genügend kleinen Regelfehler der FFC zu erzielen, sind eine hohe Genauigkeit des 
o.g. linearen Modells und somit ggf. Anpassung dessen Parametrierung an Roboter-
typ, Arbeitspunkt und Roboterlast erforderlich. 
• Modellbasierte prädiktive Regelung (MPC). Diese modelliert das Übertragungsverhal-
ten des Roboters durch ein im Vorfeld identifiziertes bzw. erstelltes lineares Modell 
und realisiert eine näherungsweise Optimalregelung auf Basis des „Receeding Hori-
zon“ Prinzips. Die MPC ermöglicht eine explizite Berücksichtigung von Beschränkun-
gen, woraus sich eine einfache Möglichkeit bspw. zur Begrenzung von Beschleuni-
gungen zur Sicherstellung eines gewünschten Komfortempfindens des Patienten 
ergibt. Die MPC beinhaltet einen Echtzeitlöser für nichtlineare Optimierungsproble-
me, der hohe Implementierungs- und ggf. hohe Rechenressourcen erfordert. Des-
weiteren sind analog zur FFC eine hohe Genauigkeit des o.g. linearen Modells und 
somit ggf. Anpassung dessen Parametrierung an Robotertyp, Arbeitspunkt und Robo-
terlast erforderlich, um einen genügend kleinen Regelfehler der MPC zu erzielen. 
Ein mögliches Verfahren zur Realisierung der äußeren Positionsregelung, das kausal ist 
und somit ohne zukünftige Werte der Führungstrajektorie auskommt, ist: 
• Periodenrobuste Repetitive Regelung (PRC). Diese ist für Führungstrajektorien, die 
sich durch Periodizität auszeichnen, vorgesehen. Durch Erweiterungen der PRC kann 
die Toleranz gegenüber Abweichungen von dieser Periodizität erhöht werden. Auf-
grund der nicht erfüllten Annahme eines periodischen Führungsgrößenverlaufs ist 
ein erhöhter Regelfehler der PRC zu erwarten. 
Die o.g. theoretischen Vor- und Nachteile der ALC, FFC, MPC und PRC sind in Tabelle 4.1 
zusammengefasst. 
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TABELLE 4.1: THEORETISCHE VOR- UND NACHTEILE DER ADAPTIVEN LATENZZEITVORSTEUERUNG (ALC), VOR-
STEUERUNG MIT PI-REGELUNG (FFC), MODELLBASIERTEN PRÄDIKTIVEN REGELUNG (MPC) UND PERIODENROBUS-
TEN REPETITIVEN REGELUNG (PRC) ALS MÖGLICHE ÄUßERE REGELUNGEN DES ROBOTERS.  
 Vorteil Nachteil 
ALC Verzicht auf Robotermodell 
Statische Parametrierung 
Erhöhter Regelfehler 
FFC --- Hohe Abhängigkeit des Regelfehlers von Modellgenauigkeit 
MPC Explizite Berücksichtigung von 
Beschränkungen 
Hohe Abhängigkeit des Regelfehlers von Modellgenauigkeit, 
Hoher Implementierungsaufwand 
PRC Verzicht auf Prädiktion Erhöhter Regelfehler 
Ziel und Gliederung des Kapitels 
Zur Ergänzung und Konkretisierung der o.g. theoretischen Merkmale der o.g. Regelungs-
verfahren wird die Eignung dieser Verfahren zur Gegenführung respirationsbedingter 
Bewegungen mit einem Knickarmroboter versuchsbasiert und quantitativ evaluiert [q]. 
Diese Evaluation findet unter Berücksichtigung der spezifischen Merkmale und bezogen 
auf die spezifischen Anforderungen der angestrebten Anwendung in der Radiotherapie 
statt. Diese Anwendungsspezifität wird hergestellt durch: 
• Quantifizierung des Regelfehlers auf Basis des in Subsektion 3.4.1 vorgestellten an-
wendungsbezogenen Fehlermaßes WIB100, das die klinische Fehlerkonsequenz im 
theoretisch schlimmstmöglichen Fall angibt. 
• Verwendung eines für die Anwendung repräsentativen Versuchsaufbaus, der den 
Industrieroboter „KR16“ (58) als reale Regelstrecke beinhaltet. 
• Verwendung von Führungstrajektorien, die auf realen respirationsbedingten Bewe-
gungen basieren. 
• Berücksichtigung und probabilistische Simulation der Zukunftsunsicherheit der Füh-
rungskoordinaten. 
Die diese Anwendungsspezifika berücksichtigende Evaluation der o.g. Regelungsverfah-
ren umfasst: 
1. Analyse der prinzipiellen Eignung der PRC. Es wird untersucht, inwieweit die RPC für 
den o.g. Anwendungsfall einsetzbar ist. 
(58) KUKA AG, Augsburg, Deutschland 
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2. Quantitative Analyse und Vergleich der Regelungsverfahren. Die mit den o.g. Rege-
lungsverfahren im o.g. Anwendungsfall erzielten Ergebnisse, werden versuchsbasiert 
quantifiziert und untereinander sowie mit den Ergebnissen, die bei einem Verzicht 
auf die o.g. äußere Regelung, d.h. { }Soll tΦ = { }Stell tΦ , t∀ , auftreten, verglichen. In 
diesem Zusammenhang wird die Auswirkung des Zukunftsfehlers auf die o.g. Rege-
lungsergebnisse analysiert. 
Die Ergebnisse der o.g. Evaluation werden als Basis verwandt, um möglichst verallge-
meinerbare Aussagen hinsichtlich der Eignung der o.g. Regelungsverfahren in der vorlie-
genden Anwendung abzuleiten sowie eines dieser Regelungsverfahren für diese Anwen-
dung vorzuschlagen. 
In Sektion 4.2 dieses Kapitels wird die probabilistische Modellierung und Simulation des 
Zukunftsfehlers und in Sektion 4.3 wird die Modellierung des geregelten Roboters be-
schrieben. Eine Beschreibung des Entwurfs der evaluierten Regelungsverfahren erfolgt in 
Sektion 4.4. Details zu den durchgeführten Simulationen und Versuchen sowie den da-
mit erzielten Ergebnissen werden in Sektion 4.5 dargestellt. Das Kapitel schließt mit den 
Schlussfolgerungen in Sektion 4.6. 
4.2 Modellierung und Simulation des Zukunftsfehlers 
Der Zukunftsfehler einer einzelnen Achskoordinate des Roboters, { }t tδ + τ , wird als 
Zufallsbewegung über dem Prädiktionshorizont τ  modelliert. Jedem Zeitschritt t wird 
eine neue Realisierung dieser Zufallsbewegung zugeordnet. Dies entspricht einem Up-
date der Führungstrajektorie in jedem Zeitschritt. Die Breite des für die Zufallsbewegung 
erlaubten Wertebereichs, { }Max2 ⋅δ τ

, verschwindet bei 0τ =  und vergrößert sich expo-
nentiell mit größer werdendem Prädiktionshorizont. Eine beispielhafte Zufallsbewegung 
und die zugehörigen Wertegrenzen { }Maxδ τ

 sind in Bild 4.2 veranschaulicht. 
Zwei Parameter zur Charakterisierung der probabilistischen Merkmale der Zufallsbewe-
gung können unabhängig voneinander  eingestellt werden. Diese sind: 
1. Fehlergröße. Diese ist definiert als: 
{ }Max Soll
Max
Soll
Tˆ 4ˆ
ˆ
δ
δ =
Φ

 (4-2) 
mit  
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{ } cMax e 1τδ τ = −

 (4-3) 
Darin sind SollTˆ  die mittlere Dauer (in Zeitschritten) und SollΦˆ  die mittlere Amplitude 
einer Atemperiode  der durch { }Soll tΦ  beschriebenen Referenzbewegung (der der 
Zukunftsfehler zugeordnet wird). Somit definiert die Fehlergröße einen Stützwert der 
Funktion der Wertegrenzen { }Maxδ τ

 basierend auf den o.g. Merkmalen SollTˆ  und 
SollΦˆ . Durch diesen Stützwert werden der Grad c der exponentiellen Vergrößerung 
der Wertegrenze mit dem Prädiktionshorizont bemessen und die Funktion { }Maxδ τ

 
vollständig beschrieben. 
2. Fehlervariation. Diese ist definiert als: 
{ } { }
{ }Var Max
t t t 1 t 1ˆ δ + τ − δ − + τ −δ =
δ τ
  (4-4) 
und bemisst korrespondierend die maximal erlaubten Abstände zwischen den Wer-
ten aufeinanderfolgender Zufallsbewegungen,  { } { }t t t 1 t 1δ + τ − δ − + τ −  
= { }Var Maxδˆ δ τ

. Diese Abstände nehmen durch Skalierung mit den Wertegrenzen 
{ }Maxδ τ

 mit dem Prädiktionshorizont τ  zu. 
Im Zuge der probabilistischen Simulation des Zukunftsfehlers basierend auf der a priori 
festgelegten Fehlergröße Maxδˆ  und Fehlervariation Varδˆ  erfolgt die Generierung einer 
neuen Zufallsbewegung für jeden Zeitschritt t, indem zunächst eine auf den Wertebe-
reich [ ]1,1−  eingegrenzte Zufallsbewegung generiert, diese mit den Wertegrenzen  
{ }Maxδ τ

 skaliert und anschließend geglättet wird. Diese Schritte werden in Anhang 7.8 
konkretisiert. 
Ergebnis einer probabilistischen Simulation sind die allen zu berücksichtigenden Zeit- 
und Prädiktionshorizontschritten t und τ  zugeordneten Zukunftsfehler { }t tδ + τ . Für 
eine gegebene Parametrierung in Form einer Kombination aus Maxδˆ und Varδˆ  werden 
stets multiple probabilistische Simulationen durchgeführt. Aus den resultierenden Er-
gebnissen wird dasjenige ausgewählt, das sich durch die gleichmäßigste Verteilung der 
erzeugten Zufallsbewegungen innerhalb deren Wertegrenzen { }Maxδ τ

 auszeichnet. Eine 
solche Verteilung ist beispielhaft in Bild 4.2 veranschaulicht. Das ausgewählte Simulati-
onsergebnis wird gespeichert und gleichermaßen an allen zu erprobenden Regelungsver-
fahren in Versuchen appliziert. Dadurch wird eine Verfälschung der Erprobungsergebnis-
se durch die Variabilität des Ergebnisses der probabilistischen Simulation vermieden. 
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BILD 4.2: ERGEBNIS  DER PROBABILISTISCHEN SIMULATION DES ZUKUNFTSFEHLERS: GRENZEN DES FÜR DEN ZU-
FALLSFEHLER ERLAUBTEN WERTEBEREICHS (WEIß), VERTEILUNG DER WERTE DES ZUKUNFTSFEHLERS IN ABHÄN-
GIGKEIT VOM PRÄDIKTIONSHORIZONT τ  UND BEISPIELHAFTE ZUFALLSBEWEGUNG IM ZEITSCHRITT t, jeweils 
bezogen auf die Amplitude SollΦˆ  DER ZUGEORDNETEN REFERENZTRAJEKTORIE { }Soll tΦ . BEZUGSWERT 
JEDER DARGESTELLTEN RELATIVEN HÄUFIGKEIT IST DIE MAXIMALE HÄUFIGKEIT AM BETREFFENDEN PRÄDIKTIONS-
HORIZONT τ  [BASIEREND AUF Q]. 
4.3 Modellierung des Roboters 
Ein nichtlineares kinematisches und ein kinetisches Modell eines virtuellen mit einer PD-
Positionsregelung versehenen Knickarmroboters wurden erstellt [r] und zur Auslegung 
und simulationsbasierten Evaluation der prinzipiellen Eignung verschiedener Regelungs-
verfahren eingesetzt [s,t]. 
Ein Modell des realen Roboters wurde durch Identifikation erzeugt [u]. Auf Basis einer 
Voruntersuchung des gemessenen Übertragungsverhaltens zwischen den angeforderten 
Achskoordinaten { }Stell tΦ  und gemessenen Achskoordinaten { }Ist tΦ  wurde eine Iden-
tifikationsstrategie, die eine geeignete Genauigkeit der identifizierten Modelle gewähr-
leistet, ausgearbeitet. Diese Strategie ist für die Identifikation eines zeitdiskreten Mo-
dells eines sechsachsigen seriellkinematischen Knickarmroboters für eine konstante 
Taktzeit von 12 Millisekunden vorgesehen. Die Merkmale dieser Strategie sind in Tabelle 
4.2 zusammengefasst.  
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TABELLE 4.2: WICHTIGSTE MERKMALE DER IDENTIFIKATIONSSTRATEGIE UND DEREN MOTIVATION. 
Merkmal der Identifikationsstrategie Motivation für linksgenannte Auswahl 
• Identifikation von ARX-Modellen für einen 
frei wählbaren Arbeitspunkt der Roboter-
koordinaten. 
• Geringer Bewegungsumfang  des Roboters im Zuge 
der Gegenführung von Atembewegungen, somit stän-
dige Gewährleistung der Nähe der Roboterkoordina-
ten zu einem geeignet gewählten Arbeitspunkt. 
• Geringer Rauschanteil der gemessenen Achskoordina-
ten, daher Fehlermodell für Identifikation nicht erfor-
derlich. 
• Vernachlässigung von Achskoppelungen. 
Das Robotermodell umfasst folglich sechs 
Teilmodelle. Jedes dieser Teilmodelle be-
schreibt unabhängig das Übertragungsver-
halten der zugeordneten Roboterachse. 
• Demonstration in Voruntersuchung: Vernachlässigba-
res Übertragungsverhalten zwischen angeforderten 
und gemessenen Koordinaten unterschiedlicher Robo-
terachsen. 
• Modellidentifikation auf Basis rampenför-
miger Anregungstrajektorien (siehe An-
hang 7.9). 
• Gewährleistung von Nachfahrbarkeit der Anregungs-
trajektorien durch Roboter ohne Überschreitung des-
sen Motorkapazitäten. 
• Demonstration in Voruntersuchung: Höchste Genauig-
keit der identifizierten Modelle wird mit rampenför-
migen Anregungstrajektorien ermöglicht. 
• Identifikation multipler Modelle: 
(1) Jeder möglichen Modellstruktur bis zu 
einer maximalen Modellordnung (Ma-
ximale Verzögerung in Taktzeiten der 
angeforderten und/oder gemessenen 
Roboterkoordinaten durch die model-
lierte Übertragungsfunktion) von 15 
(2) Basierend auf multiplen Ausdehnun-
gen der rampenförmigen Anregungs-
trajektorien. 
• Demonstration in Voruntersuchung: 
(1) Beste Modellgenauigkeit ermöglichende Modell-
struktur nicht vorhersagbar. 
(2) Jedes Modell mit einer Ordnung größer als 15 er-
zielte gleiche oder schlechtere Genauigkeit (durch 
Überanpassung). 
(3) Beste Modellgenauigkeit ermöglichende Ausdeh-
nung der Anregungstrajektorien nicht vorhersag-
bar. 
• Modellbewertung auf Basis multipler An-
regungstrajektorien:  
(1) Chirpsignale 
(2) Sinoide 
(3) Reale Atemtrajektorien 
jeweils mit multiplen Parametrierungen 
(siehe Anhang 7.9). 
• Asynchrone gleichzeitige Anregung aller 
Roboterachsen. 
• Ergebnis der Modellbewertung: größter 
gemessener Modellfehler über alle Anre-
gungstrajektorien. 
• Gewährleistung einer für den Anwendungsfall genera-
lisierbaren Modellbewertung. 
• Demonstration in Voruntersuchung: Art und Paramet-
rierung der Anregungstrajektorie, die den größten 
Modellfehler generiert, nicht vorhersagbar. 
• Auswahl des Modells mit der besten Be-
wertung unter der Nebenbedingung eines 
Betrags jeder Nullstelle der modellierten 
Übertragungsfunktion größer als 2 oder 
kleiner als 1. 
• Erzwingen von identifizierten Modellen, die entweder 
minimalphasig oder durch minimalphasige Modelle 
mit hoher Genauigkeit approximierbar sind (siehe Sek-
tion 4.4.2). 
• Demonstration in Voruntersuchung: Kein oder ver-
nachlässigbarer Genauigkeitsverlust durch linksge-
nannte Nebenbedingung. 
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Die in Tabelle 4.2 genannten und zur Identifikation und Bewertung von ARX-Modellen 
verwandten Trajektorientypen werden in Anhang 7.9 konkretisiert. 
Eine Softwareumgebung zur Durchführung der Identifikation wurde für Matlab(59) entwi-
ckelt. Diese Softwareumgebung unterstützt und automatisiert, soweit dies möglich ist, 
alle Arbeitsschritte der Identifikation eines Robotermodells entsprechend der in Tabelle 
4.2 skizzierten Strategie. Dadurch kann im Fall einer Variation des Robotertyps, der Ro-
boterlast und/oder des Arbeitspunktes der Roboterkoordinaten das identifizierte Robo-
termodell effizient erneuert werden. Die o.g. automatisierten Arbeitsschritte umfassen 
u.a. die Generierung der Anregungstrajektorien, die Modellidentifikation und -Auswahl 
sowie die Analyse des ausgewählten Modells. Falls erforderlich, wird auch die Identifika-
tion eines Robotermodells mit verkoppelten Roboterachsen unterstützt. Die wichtigsten 
Klassen der Softwareumgebung und assoziierten verarbeiteten Daten sind in Bild 4.3 
veranschaulicht. 
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BILD 4.3: DIE WICHTIGSTEN KLASSEN UND DER ASSOZIIERTE VERARBEITETE DATEN DER SOFTWAREUMGEBUNG 
ZUR SO WEITGEHEND WIE MÖGLICH AUTOMATISIERTEN IDENTIFIKATION EINES MODELLS DES ÜBERTRAGUNGSVER-
HALTENS ZWISCHEN ANGEFORDERTEN UND GEMESSENEN ACHSKOORDINATEN EINES SECHSACHSIGEN SERIELLKINE-
MATISCHEN KNICKARMROBOTERS [BASIEREND AUF U]. 
 
 
(59) The MathWorks Inc., Natick, USA 
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4.4 Realisierung verschiedener Regelungsverfahren 
In dieser Subsektion werden die Implementierungen der adaptiven Latenzzeitvorsteue-
rung (ALC, Subsektion 4.4.1), der Vorsteuerung mit PI-Regelung (FFC, Subsektion 4.4.2), 
der modellbasierten prädiktiven Regelung (MPC, Subsektion 4.4.3) und der periodenro-
busten repetitiven Regelung (PRC, Subsektion 4.4.4) vorgestellt. 
Die in Sektion 4.3 beschriebene Voruntersuchung zur Ableitung der Strategie zur Identi-
fikation eines Robotermodells demonstrierte, dass Verkopplungen zwischen den ange-
forderten, { }Stell tΦ , und gemessenen Achskoordinaten des Roboters, { }Ist tΦ , vernach-
lässigbar sind. Korrespondierend wird jeder Roboterachse eine unabhängige, d.h. von 
den anderen Roboterachsen und assoziierten Größen unbeeinflusste, Regelung zuge-
ordnet. Der Wirkungsplan dieser SISO („Single Input Single Output“) - Regelung ist in 
Bild 4.4 veranschaulicht. 
Jedes in dieser Sektion vorgestellte Regelungsverfahren wird 
• als eine SISO-Regelung entsprechend Bild 4.4 und der o.g. Beschreibung; 
• als eine zeitdiskrete Regelung mit einer durch den Roboter vorgegebenen Taktzeit 
von 12 Millisekunden; 
• analog für jede Roboterachse (jeweils auf Basis eines individuellen Modells des Über-
tragungsverhaltens der Roboterachse); 
ausgeführt.  
In den folgenden Beschreibungen dieses Kapitels sind alle aufgeführten Größen spezi-
fisch für eine einzelne Roboterachse. Zugunsten der Übersichtlichkeit wird auf eine Indi-
zierung der Roboterachse bei der Benennung dieser Größen verzichtet. Das reale Über-
tragungssystem, das die angeforderten Koordinaten einer einzelnen Roboterachse,  
Einzelne Achse des 
geregelten RobotersÄußere Regelung
{ }Stell tΦ { }Ist tΦ{ }Soll tΦ
 
BILD 4.4: WIRKUNGSPLAN DER SISO-REGELUNG, DIE FÜR JEDE ROBOTERACHSE UNABHÄNGIG APPLIZIERT WIRD. 
{ }Soll tΦ : FÜHRUNGSKOORDINATEN DER BETREFFENDEN ROBOTERACHSE. { }Stell tΦ : ANGEFORDERTE KOORDINA-
TEN DER BETREFFENDEN ROBOTERACHSE. { }Ist tΦ : GEMESSENE KOORDINATEN DER BETREFFENDEN ROBOTERACH-
SE. 
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{ }Stell tΦ , in die zugehörigen gemessenen Koordinaten, { }Ist tΦ , überführt (Regelstrcke) 
wird mit P und die im Zuge der Identifikation erstellte Approximation von P wird mit P  
bezeichnet. Entgegen der üblichen Konvention wird zwischen den Darstellungen zeitdis-
kreter Koordinaten oder eines zeitdiskreten Übertragungssystems im Zeitbereich und 
deren Z-Transformierten ausschließlich auf Basis des in geschweiften Klammern ange-
zeigten Arguments unterschieden. Im erstgenannten Fall wird das Argument „{ }t “, im 
zweitgenannten Fall das Argument „{ }z “ verwandt. 
4.4.1 Adaptive Latenzzeitvorsteuerung 
Der Wirkungsplan der adaptiven Latenzzeitvorsteuerung (ALC) ist in Bild 4.5 dargestellt. 
Die Schätzung der Latenzzeit τˆ  erfolgt iterativ auf Basis des Gradientenverfahrens, das 
den summierten quadratischen Abstand zwischen der Trajektorie der gemessenen, 
{ }Ist tΦ , und der Trajektorie der τˆ  zuvor angeforderten Koordinaten, { }Stell ˆtΦ − τ , mi-
nimiert. Ein Iterationsschritt dieses Verfahrens ist gegeben durch: 
{ } { } { }( )
{ } { }
{ } { }
L 1 2
(k) Ist Stell (k)
0
(k) (k) (k)
(k 1) (k) (k) I (k)
ˆ ˆe t t
ˆ ˆ ˆe e e
ˆ ˆ ˆe K e
−
τ=
+
τ = Φ − τ −Φ − τ − τ
∆ = τ + ∆τ − τ
τ = τ − ∆ τ
∑
sign
 (4-5) 
mit den freien Parametern IK , ˆ∆τ  und L , sowie der Startschätzung der Latenzzeit, (0)τˆ . 
In jedem Regeltakt wird zunächst eine Iteration des Gradientenverfahrens durchgeführt. 
Anschließend wird der τˆ  später zu realisierende Wert der Führungskoordinaten als  
Äußere Regelung für einzelne Roboterachse
StellΦSollΦ


IstΦ
Schätzung 
Latenzzeit
ˆ1,−τ
FOH
τˆ
 
BILD 4.5: WIRKUNGSPLAN DER ADAPTIVEN LATENZZEITVORSTEUERUNG (ALC). FOH: LINEARE INTERPOLATION 
(FIRST ORDER HOLD) 
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Stellgröße appliziert: 
{ } { }Stell Soll ˆt tΦ =Φ + τ  (4-6) 
Die Werte { }Stell (k)ˆtΦ − τ − τ  und { }Soll ˆtΦ + τ  aus Rechenvorschriften (4-5) und (4-6), die 
beliebigen reellen Latenzzeitschritten zugeordnet sind, werden durch lineare Interpola-
tion der zugehörigen zeitdiskreten Werte erzeugt.  
Die Einstellung der Parameter der o.g. Rechenvorschrift (4-5) erfolgte versuchsbasiert 
und konservativ unter Verwendung von Führungstrajektorien, die sich von denen, auf 
deren Basis die in Subsektion 4.5.4 vorgestellte vergleichende Evaluation der Regelungs-
verfahren durchgeführt wurde, unterschieden. Die Ergebnisse der Einstellung der ALC 
sind in Anhang 7.10 zusammengestellt. 
4.4.2 Vorsteuerung mit PI-Regelung 
Der Wirkungsplan der Vorsteuerung mit PI-Regelung (FFC) ist in Bild 4.6 veranschaulicht.  
Bei der Auslegung des Übertragungssystems F, das zielgemäß das inverse Übertragungs-
verhalten des identifizierten Übertragungssystems P  aufweist, wird eine mögliche 
Nichtminimalphasigkeit von P , die zur Instabilität von dessen Inversen 1P−  führen wür-
de, durch den Ansatz der „Pol-/Nullstellenauslöschung durch Reihenapproximation“ 
(PZCSA) [244] berücksichtigt. Durch die PZCSA wird die (instabile) Inverse jedes Polyno-
mialfaktors der Z-Übertragungsfunktion { }P z , der eine nichtminimalphasige Nullstelle 
kβ  aufweist, durch ein (stabiles) Ersatzmodell approximiert. Die o.g. Inverse ist gegeben 
als { } ( )k kG z 1 1 z= −β . Die o.g. Approximation von { }kG z  erfolgt auf Basis der Taylor- 
Äußere Regelung für einzelne Roboterachse
StellΦSollΦ


IstΦ
{ }C z
{ }F z
-
 
BILD 4.6: WIRKUNGSPLAN DER VORSTEUERUNG MIT PI-REGELUNG (FFC). C: PI-REGLER. F: ÜBERTRAGUNGSSYS-
TEM MIT (APPROXIMATIV) INVERSEM ÜBERTRAGUNGSVERHALTEN DER ROBOTERACHSE. 
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reihenentwicklung. Das resultierende Ersatzmodell { }kG z  weist keine Potenzen von z im 
Nenner auf, die Koeffizienten des Ersatzmodells repräsentieren gleichzeitig die in die 
Zukunft fortgepflanzte Impulsantwort von kG . Die Reihenschaltung aus P  und der Ap-
proximation von dessen Inversen, 1F P−≈  , die mit Hilfe der o.g. Ersatzmodelle gebildet 
wird (ein Ersatzmodell pro nichtminimalphasiger Nullstelle), ist durch die folgende Z-
Übertragungsfunktion charakterisiert: 
{ } { }
k
k
mnM
m
k 1 k
zF z P z 1
=
 
= −  β 
∏  (4-7) 
Darin sind nM die Anzahl der nichtminimalphasigen Nullstellen kβ  und km  die Ordnung 
der Taylorreihenentwicklung zur Bildung des Ersatzmodells { }kG z . Der relative ideale 
Steuerfehler, gegeben durch { } { }1 F z P z−  , sinkt gemäß Gleichung (4-7) mit steigenden 
Ordnungen km  sowie mit steigenden Beträgen der nichtminimaligen Nullstellen kβ . 
Letztgenannte Abhängigkeit motivierte die in Sektion 4.3 beschriebene Begrenzung der 
Beträge von nichtminimalphasigen Nullstellen auf k 2β > . Die Summe aller Ordnungen 
1 nMM m .... m= + +  gibt die Anzahl der für die Approximation { }F z  zusätzlich bereitzu-
stellenden zukünftigen Werte der Führungskoordinaten { }Soll tΦ  an. 
Jede Ordnung km  wurde so eingestellt, dass der mit dem zugehörigen Ersatzmodell kG  
erzielte relative statische ideale Steuerfehler, gegeben durch ( ) { }k k1 1 G 1− −β  , eine 
vorgegebene Schranke von 0.5 % unterschritt. Die Merkmale des resultierenden Modells 
F  sind in Anhang 7.10 zusammengestellt. 
Der in Bild 4.6 dargestellte PI-Regler C ist durch die Z-Übertragungsfunktion 
{ } P I
zC z K 1 K
z 1
 = + − 
 (4-8) 
definiert. Die proportionale, PK , und integrale Verstärkung, IK , des PI Reglers wurden 
mit Hilfe der Matlab(60)-Funktion „pidtune“ konservativ eingestellt. Die Ergebnisse dieser 
Einstellungen sind in Anhang 7.10 zusammengestellt. 
 
 
(60) The MathWorks Inc., Natick, USA 
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4.4.3 Modellbasierte prädiktive Regelung 
Die modellbasierte prädiktive Regelung (MPC) wurde basierend auf dem in Mat-
lab/Simulink(61) bereitgestellten Block „MPC Controller“ der „Model Predictive Control 
Toolbox“ implementiert. Als Modell der durch die MPC zu regelnden Roboterachse wird 
das dieser Achse zugeordnete identifizierte ARX-Modell verwandt (dieses wird automati-
siert in ein äquivalentes Zustandsraummodell überführt). Auf eine Störgrößenschätzung 
zur Verbesserung der modellbasierten Simulation des Regelstreckenverhaltens wird ver-
zichtet aufgrund der erwarteten geringen Größe sowie hohen und unbekannten Dyna-
mik des Modellierungsfehlers innerhalb der Folgeregelungsanwendung. Um bestmögli-
che Regelungsresultate (unbeeinflusst von bspw. der wirtschaftlichen und praktischen 
Eignung der generierten Stelltrajektorie) sicherzustellen, wird die Kostenfunktion der 
MPC ausschließlich durch die Trajektorie des prädizierten Regelfehlers gebildet entspre-
chend: 
{ }{ } { } { } { }( )
{ }
2N 2
Stell Soll Ist
1
e
J t w t t t
τ=
τ
Φ ⋅ = τ Φ + τ −Φ + τ∑  

 (4-9) 
Darin ist IstΦ  die modellbasiert ermittelte Achskoordinate des Roboters. Der Wert der 
den quadrierten Einzelfehlern { }2e τ  zugeordneten Gewichte { }w τ  wird in Abhängigkeit 
von dem Prädiktionshorizont τ  reduziert. Dadurch erfolgt eine Anpassung des Einflusses 
jedes Einzelfehlers { }e τ  auf die Kostenfunktion J an den mit dem Prädiktionshorizont 
abnehmenden Vertrauensgrad des Einzelfehlers. Das Gewicht { }w τ  wird gewählt als: 
{ }
q
2
2
N 1w
N
 − τ +
τ =  
 
 (4-10) 
mit dem freien Parameter q. 
Vor der ersten Anwendung am Roboter wurde die MPC wie folgt eingestellt: 
• Stell- und Prädiktionshorizont: Entsprechend den Empfehlungen von Dittmar et al. 
[245] wurden der Stellhorizont zu { }u mN N 2= floor  und der Prädiktionshorizont zu 
2 u mN N N= +  eingestellt. Darin gibt der Modellhorizont mN  die Zeitschritte an, bis die 
(61) The MathWorks Inc., Natick, USA 
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dem (o.g.) Modell der Regelstrecke, P , zugeordnete Sprungantwort 99 % ihres End-
werts erreicht hat. Die Funktion { }floor  beschreibt die Abrundung. 
• Beschränkungen: Die angeforderte Achsgeschwindigkeit wurde auf einen Betrag 
knapp unterhalb des zugehörigen durch den Hersteller des Roboters angegeben Ma-
ximalbetrags beschränkt. 
Test und finale Einstellung der Parameter der MPC erfolgten versuchsbasiert unter Ver-
wendung von Führungstrajektorien, die sich von denen, auf deren Basis die in Subsekti-
on 4.5.4 vorgestellte vergleichende Evaluation der Regelungsverfahren durchgeführt 
wurde, unterschieden. Die Ergebnisse der Einstellung der MPC sind in Anhang 7.10 zu-
sammengestellt. 
4.4.4 Periodenrobuste repetitive Regelung 
Der Wirkungsplan einer möglichen Variante der periodenrobusten repetitiven Regelung 
(PRC) ist in Bild 4.7 veranschaulicht. Der dort dargestellte repetitive Regler in Plug-In 
Form modelliert in Form der Totzeit Tˆz−  mit positiver Rückführung (Memory Loop) ein 
periodisches Signal mit einer Periodendauer von Tˆ  Zeitschritten und ermöglicht dadurch 
entsprechend des inneren Modell Prinzips [246] einen verschwindenden statischen Re- 
Äußere Regelung für einzelne Roboterachse
StellΦSollΦ


-
Tz−

{ }Q z { }K z
Repetitiver Regler für Normperiode
IstΦ
Soll Soll
ˆ ˆT ,  AΦ Φ   
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Periodi-
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De-Periodi-
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{ }C z
 
BILD 4.7: WIRKUNGSPLAN DER PERIODENROBUSTEN REPETITIVEN REGELUNG (PRC). Q: TIEFPASSFILTER. K: DE-
SIGN FILTER. { }SollTˆ tΦ : BEOBACHTETE DAUER DER AKTUELLEN PERIODE. { }SollAˆ tΦ : BEOBACHTETER MAXIMAL-
WERT DER AKTUELLEN PERIODE. 
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gelfehler, sofern ein solches periodisches Signal als Führungsgröße vorliegt. 
Eine klassische repetitive Regelung (RC) wird durch Überbrückung der in Bild 4.7 veran-
schaulichten Elemente „Periodisierung“ und „De-Periodisierung“ gebildet. Zur Gewähr-
leistung von Stabilität [247] sowie eines bestmöglichen transienten Verhaltens des ge-
schlossenen Regelkreises der RC wird das Übertragungssystem K  eingestellt als Inverse 
des Übertragungssystems T. Letztgenanntes Übertragungssystem beschreibt das Über-
tragungsverhalten zwischen Ausgang des repetitiven Reglers und Regelgröße (für den 
Fall einer verschwindenden Wirkung des repetitiven Reglers): 
{ } { } 1K z T z −≈  (4-11) 
mit:  
{ } { } { }{ } { }
C z P z
T z
1 C z P z
=
+


 (4-12) 
Zur Approximation der o.g. Inversen trotz etwaiger nichtminimalphasiger Nullstellen 
wird die in Subsektion 4.4.2 vorgestellte PZCSA verwandt. Diese Einstellung von K  ist 
äquivalent zu einer Vorsteuerung der im Memory Loop gespeicherten letzten Periode 
des Regelfehlers, die im Idealfall, in dem jede Periode der Führungstrajektorie identisch 
ist und K  das reale Übertragungssystem T exakt invertiert, zu einem verschwindenden 
Regelfehler bereits nach einer Periode ( Tˆ  Zeitschritten) führt. Der Regler C  hat somit 
eine analoge Funktion zu dem PI-Regler der FFC und wird korrespondierend identisch 
ausgewählt und eingestellt. Das Übertragungssystem Q  wird als nichtkausales und pha-
senverschiebungsfreies FIR (Finite Impulse Response) Tiefpassfilter (mit { }Q z 1∞ < ) 
eingestellt [248] mit dem Zweck, die Wirkung des repetitiven Reglers für diejenigen (ho-
hen) Anregungsfrequenzen, für die hohe Ungenauigkeit des Modells P  und resultierend 
Stabilitätsverlust auftreten können, zu unterbinden. Die Nichtkausalität der Übertra-
gungssysteme K  und Q  wird ermöglicht, da beide Systeme auf dem um eine Periode 
zurückliegenden Regelfehler operieren und somit die Folgewerte dieses Fehlers im Me-
mory Loop vorliegen. Die Ergebnisse der Einstellung der o.g. Übertragungssysteme Q  
und C  sind in Anhang 7.10 zusammengestellt. 
Eine gängige Technik, um die Robustheit der oben beschriebenen klassischen RC gegen-
über variablen Frequenzanteilen der Führungstrajektorie zu erhöhen, besteht darin, 
mehrere vergangene Perioden des Regelfehlers zu speichern und zum Ausgangssignal 
des Memory Loops zu kombinieren. Die resultierende repetitive Regelung höherer Ord-
nung (HORC) [249] ermöglicht eine Verbreiterung der um die Grundfrequenz ( )Rˆ1 T T  
(mit RT 0.012 sec= ) und deren Harmonischen lokalisierten Frequenzbänder, für die der 
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statische Regelfehler der RC effektiv kompensiert wird, geht jedoch mit einer geringeren 
Robustheit sowie vergrößerten transienten Werten des Regelfehlers einher. In der ge-
gebenen Anwendung werden durch fortwährende Übergänge zwischen unterschiedli-
chen Periodenformen der Führungstrajektorie diese transienten Werte des Regelfehlers 
fortwährend angeregt, weshalb die HORC für diese Anwendung potentiell ungeeignet 
ist. Eine nachteilsarme Erhöhung der Robustheit der RC gegenüber Abweichungen von 
der Periodizität der Führungstrajektorie verspricht der Betrieb des repetitiven Reglers 
mit Signalen, die von diesen Abweichungen bereinigt sind [250]. Eine solche Bereinigung 
repräsentieren die in Bild 4.7 veranschaulichten Blöcke „Beobachtung Periode“, „Perio-
disierung“ und „De-Periodisierung“. Der Block „Beobachtung Periode“ kennzeichnet die 
gleitende Schätzung des maximalen Werts { }SollAˆ tΦ  und der Dauer { }SollTˆ tΦ  der jeweils 
aktuellen Periode der Führungstrajektorie. Der Block „Periodisierung“ kennzeichnet eine 
Neuabtastung und Skalierung des Regelfehlers. Die Neuabtastung erzeugt eine konstan-
te Länge des Abtastzeitintervalls im Verhältnis zu { }SollTˆ tΦ , so dass eine Periode des 
Regelfehlers stets durch dieselbe Anzahl an gleichverteilten Stützstellen beschrieben 
wird. Die Skalierung setzt die Abtastwerte ins Verhältnis zu { }SollAˆ tΦ . Der Block „De-
Periodisierung“ macht die Änderungen des Blocks „Periodisierung“ wieder rückgängig. 
Eine mögliche Implementierung des o.g. Verfahrens zur Beobachtung der Periode ist in 
Anhang 7.12 beschrieben. Diese basiert auf der Verwendung eines EKF, das das Atem-
signal als gleitende Modifikation (in Form von Stauchung, Skalierung und Verschiebung) 
dessen mittlerer und normierter Periodenform modelliert.  
Zur Evaluation der prinzipiellen Eignung der PRC wurde auf eine Applikation der Be-
obachtung der Periode, Periodisierung und De-Periodisierung verzichtet. Stattdessen 
wurden Führungstrajektorien verwandt, die die Funktion dieser Verfahren simulieren 
(siehe Subsektion 4.5). 
4.5 Versuche und Ergebnisse 
4.5.1 Identifikation des Robotermodells 
Die Ergebnisse der in Sektion 4.3 beschriebenen Identifikation des Robotermodells sind 
in Tabelle 4.3 zusammengestellt. 
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TABELLE 4.3: ERGEBNISSE DER MODELLIDENTIFIKATION. 
Achse OE OA Std  / [°] Abs / [°] Kar / [mm] Rel 
1 11 12 0.0039 0.0121 0.0945 2.00 
2 12 14 0.0055 0.0177 0.2320 3.52 
3 12 9 0.0099 0.0259 0.3203 3.70 
4 4 13 0.0235 0.0590 0.1601 14.74 
5 10 9 0.0150 0.0397 0.1095 11.01 
6 12 15 0.0229 0.0832 0 22.50 
Legende: OE: Eingangsordnung des identifizierten Achsmodells P . 
 OA: Ausgangsordnung des identifizierten Achsmodells P . 
 Std: Maximale Standardabweichung des Fehlers (über alle Anregungstrajektorien). 
 Abs: Maximaler Betrag des Fehlers (über alle Anregungstrajektorien und Zeitpunkte). 
 Kar: Abs entsprechende Pfadlänge am Endeffektor. 
 Rel: Abs bezogen auf die gemessene Wiederholgenauigkeit der Roboterachse. 
 Fehler: Abweichung zwischen gemessener und berechneter Achskoordinate. 
Daraus geht hervor, dass die maximale Abweichung zwischen gemessenen und simulier-
ten Trajektorien für die ersten drei Roboterachsen in der Größenordnung der Wieder-
holgenauigkeit und somit der geringsten prinzipiell erreichbaren Abweichung für diese 
Achsen liegt. Die entsprechenden Abweichungen für die letzten drei (Hand-) Achsen des 
Roboters überschreiten die Größenordnungen der zugehörigen Wiederholgenauigkei-
ten, weisen jedoch einen geringen Absolutbetrag (insbesondere im Raum der für die 
Regelung relevanten translatorischen kartesischen Koordinaten) auf. Alle identifizierten 
Achsmodelle sind nichtminimalphasig. 
Die Impulsantworten der identifizierten Achsmodelle P  und der in Subsektion 4.4.2 be-
schriebenen zugehörigen Approximationen der Inversen dieser Achsmodelle, 1F P−≈  , 
sind in Bild 4.8 dargestellt. Aus letztgenannten ist erkennbar, dass die FFC durch Prädik-
tionen über bis zu 8 Zeitschritte (96 Millisekunden) in signifikantem Umfang beeinflusst 
und durch Prädiktionen über bis zu 4 Zeitschritte (48 Millisekunden) hauptsächlich be-
stimmt wird, während die ALC auf Prädktionen zwischen 9 und 10 Zeitschritten (ca. 115 
Millisekunden, Latenzzeit) aufsetzt. 
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BILD 4.8: IMPULSANTWORTEN DER MODELLE P  UND F . 
4.5.2 Quantifizierung der Aperiodizität von Atembewegungen 
Um eine anwendungsbezogene Erprobung der periodenrobusten repetitiven Regelung 
(PRC) zu ermöglichen, wurden die in realen Atembewegungen auftretenden Abweichun-
gen von der Periodizität quantifiziert. Diese Quantifizierung erfolgte auf Basis der in Sub-
sektion 3.5.1 beschriebenen kartesischen Bespieltrajektorien aus Aufnahmephase 1 (Re-
gelmäßige Atmung) und Aufnahmephase 2 (Bauch- und Brustatmung). Jede dieser 
Trajektorien wurde auf deren Hauptachse projiziert. Die resultierenden eindimensiona-
len Trajektorien werden im Folgenden mit { }r t  bezeichnet. Eine zeitkontinuierliche „Ba-
siswelle“ { }B t;p  ( t  beschreibt einen reellen Zeitpunkt), die eine Periode eines periodi-
schen Verlaufs beschreibt, wurde an die Verläufe verschiedener Segmente der Trajekto-
rien { }r t  angepasst. Die zeitlichen Lokalisationen dieser Segmente wurden gleichmäßig 
über jede Trajektorie { }r t  verteilt. Die Basiswelle ist definiert als die Approximation mit 
Hilfe von Bernstein-Polynomen der im Vektor p  zusammengefassten Stützwerte. Ergeb-
nisse jeder Anpassung sind die durch die Stützwerte beschriebene Form { }tp , der Offset 
{ }c t  und die Periodendauer { }T t  der angepassten Basiswelle und somit gleichzeitig des 
betreffenden Segments der Trajektorie { }r t  (Der Zeitschritt t kennzeichnet dabei den 
größten Zeitschritt dieses Segments). Der Algorithmus der o.g. Anpassung ist in Anhang 
7.11 beschrieben. 
Die aus den o.g. Anpassungen abgeleiteten Häufigkeitsverteilungen 
• Der relativen Abweichung der Periodendauer { }T t  von ihrem Mittelwert: 
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• Der relativen Abweichung der Amplitude { }a t  von ihrem Mittelwert: 
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• Der relativen Abweichung des Offsets { }c t  von seinem Mittelwert (bezogen auf die 
mittlere Amplitude): 
{ } { }Rel
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c t
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• Der Änderung von RelT  von einer Periode zur nächsten: 
{ }
{ } { }{ }
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• Der Änderung von Rela  von einer Periode zur nächsten: 
{ }
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• Der Änderung von Relc  von einer Periode zur nächsten: 
{ }
{ } { }{ }
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c t c t T t
c t
a
− −
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
 
  (4-21) 
• Der auf eine Amplitude von 1 normierten angepassten Basiswelle: 
{ }{ } { }{ }{ }
B t, t
B t, t
a t
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

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 (4-22) 
• Der zeitabhängigen Änderung von { }{ }B t, tp   von einer Periode zur nächsten: 
{ }{ } { }{ } { }T
R
T t
B t, t B t, t B t, t
T
   ∆ = − −  
   
p p p

  
  
 (4-23) 
Mit der Abtastzeit RT  der zeitlichen Diskretisierung der Trajektorien { }r t . 
• Der maximalen Änderung von { }{ }B t, tp   von einer Periode zur nächsten: 
{ } { }{ }{ }T Max T
t
B t B t, t
∀
∆ = ∆ p

 

max  (4-24) 
• Der mittleren Änderung von { }{ }kB t , tp


 von einer Periode zur nächsten: 
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{ } { }{ }{ }T Mean T
t
B t B t, t
∀
∆ = ∆ p

 

mean  (4-25) 
sind in Bild 4.9 für die Trajektorien aus Aufnahmephase 1 (Regemäßige Atmung) und in 
Bild 4.10 für die Trajektorien aus Aufnahmephase 2 (Bauch- und Brustatmung) des o.g. 
Beispieldatensatzes (siehe Subsektion 3.5.1) veranschaulicht. Angepasste Basiswellen 
{ }B t;p , die einen vorgegebenen Höchstabstand zum zugehörigen Segment der Trajekto-
rie { }r t  überschritten, wurden in den Häufigkeitsverteilungen nicht berücksichtigt. 
 
BILD 4.9: VERTEILUNG DER RELATIVEN HÄUFIGKEITEN (ALS BEZUGSGRÖßE DIENT DIE JEWEILS ZUGEHÖRIGE MAXI-
MAL AUFGETRETENE HÄUFIGKEIT) DER WERTE { }Rela t , { }RelT t , { }Relc t , { }{ }B t, tp


, { }T Rela t∆  , 
{ }T RelT t∆  , { }T Relc t∆  ,  { }{ }TB t, t∆ p


, { }T MaxB t∆

 UND { }T MeanB t∆

 FÜR DIE BEISPIELTRAJEKTORIEN DER 
KATEGORIE „NORMALE ATMUNG“. 
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BILD 4.10: VERTEILUNG DER RELATIVEN HÄUFIGKEITEN (ALS BEZUGSGRÖßE DIENT DIE JEWEILS ZUGEHÖRIGE MA-
XIMAL AUFGETRETENE HÄUFIGKEIT) DER WERTE { }Rela t , { }RelT t , { }Relc t , { }{ }B t, tp


, { }T Rela t∆  , 
{ }T RelT t∆  , { }T Relc t∆  ,  { }{ }TB t, t∆ p


, { }T MaxB t∆

 UND { }T MeanB t∆

 FÜR DIE BEISPIELTRAJEKTORIEN DER 
KATEGORIE „BAUCH-BRUST VARIATION“. 
4.5.3 Simulationsbasierte Erprobung der periodenrobusten repetitiven Regelung 
In den nachfolgenden Subsektionen werden die durchgeführten Simulationen zur Erpro-
bung der periodenrobusten repetitiven Regelung (PRC) und die erzielten Ergebnisse vor-
gestellt. 
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Simulationsumgebung 
Die Erprobung der PRC erfolgte auf Basis einer Simulationsumgebung in Mat-
lab/Simulink. In dieser Umgebung wurden ausschließlich das Übertragungsverhalten von 
Achse 1 des Roboters sowie die dieser Achse zugeordnete äußere Regelung simuliert. 
Letztgenannte wurde als klassische repetitive Regelung implementiert, was einer Über-
brückung der in Bild 4.7 veranschaulichten Elemente „Periodisierung“ und „De-
Periodisierung“ entspricht. Die Simulation des Übertragungsverhaltens der Roboterach-
se 1 erfolgte idealisiert auf Basis des zugeordneten Achsmodells P . 
Simulationsaufbau 
Zur Erprobung der RPC wurden eindimensionale Referenztrajektorien { }Soll(1) tΦ , die 
sich durch unterschiedliche Abweichungen von der Periodizität auszeichneten, generiert. 
Dazu wurden jeweils zwei unterschiedliche Periodenausprägungen { }k,jˆ t;Φ x  alternie-
rend aneinandergereiht und zur stetigen Referenztrajektorie verschliffen. Diese Vorge-
hensweise ist in Anhang 7.13 beschrieben. Jede Periodenausprägung wurde auf Basis 
einer mit Hilfe von Bernstein-Polynomen erzeugten Basiswelle { }B t;p  (mit dem reellen 
Zeitpunkt t

 und den Stützwerten p , beschrieben in Subsektion 4.5.2 und Anhang 7.11) 
gebildet. Dazu wurde die Basiswelle entsprechend der Stützwerte j kˆa=p p  geformt und 
auf eine Periodendauer von jT

 gestreckt. Die letztgenannten Parameter werden im Vek-
tor k,jx  zusammengefasst: 
{ }k,j j k
j
tˆ ˆt; B ;a
T
  Φ =  
  
x p



 (4-26) 
mit  
TT
k,j j j kˆT a =  x p

 (4-27) 
{ }{ }k
t
ˆB t; 1
∀
=p


max  
{ }{ }j k j
t
ˆB t;a a
∀
=p


max  
(4-28) 
Jede Referenztrajektorie wurde entsprechend der o.g. und in Anhang 7.13 beschriebe-
nen Vorgehensweise auf Basis der nominalen Periodenausprägung { }0,0ˆ t;Φ x  und einer 
modifizierten Periodenausprägung { }k,jˆ t; ,k, j 0Φ >x  gebildet. Die Abweichung zwischen 
diesen beiden Periodenausprägungen wird mit Hilfe der folgenden Kenngrößen bemes-
sen: 
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• Relative Differenz beider Periodendauern: 
j 0
T Rel,j
T T
T , j 0
T
−
∆ = >
 
 (4-29) 
mit  
( )1 j 02T T T= +
 
 (4-30) 
• Relative Differenz beider Amplituden: 
j 0
T Rel,j
a a
a , j 0
a
−
∆ = >  (4-31) 
mit  
( )1 j 02a a a= +  (4-32) 
• Maximale Abweichung zwischen beiden auf eine Amplitude von 1 normierten Basis-
wellen: 
{ } { }{ }T Max,k k 0
t
ˆ ˆB B t, B t, , k 0
∀
∆ = − >p p


 
max  (4-33) 
• Mittlere Abweichung zwischen beiden auf eine Amplitude von 1 normierten Basis-
wellen: 
{ } { }{ }T Mean,k k 0
t
ˆ ˆB B t, B t, , k 0
∀
∆ = − >p p


 
mean  (4-34) 
Die oben verwandte Indizierung (k und j) unterteilt die o.g. Abweichungskenngrößen 
( T Rel,jT∆ , T Rel,ja∆ , T Max,kB∆

, T Mean,kB∆

) und die diese bestimmenden Parameter ( 0T

, jT

, 
0a , ja , 0pˆ , kpˆ ) in zwei Kategorien. Die erste Kategorie (Index k) umfasst die Kenngrößen 
und Parameter der Formänderung (nach Normierung) der Referenztrajektorie von einer 
Periode zur nächsten. Diese Formänderung ist durch die in Bild 4.7 veranschaulichten 
Elemente „Beobachtung Periode“, „Periodisierung“ und „De-Periodisierung“ prinzipbe-
dingt nicht kompensierbar. Die zweite Kategorie (Index j) umfasst die Kenngrößen und 
Parameter derjenigen Abweichungen, die durch die o.g. Elemente zwar reduziert, aber 
voraussichtlich nicht gänzlich kompensiert werden. Die Abweichungskenngrößen und 
Parameter beider Kategorien wurden unabhängig voneinander eingestellt. Sechs Einstel-
lungen der Parameter der ersten Kategorie ( [ ]k 1,2,...,6∈ ) wurden mit sechs Einstellun-
gen der Parameter zweiten Kategorie ( [ ]j 1,2,...,6∈ ) zu 6 6 36⋅ =  resultierenden modifi-
zierten Periodenausprägungen { }k,jˆ t;Φ x  und daraus erstellten Referenztrajektorien 
{ }Soll(1) tΦ  kombiniert. Diese Referenztrajektorien wurden in Verbindung mit der PRC 
sowie dem Fall eines Verzichts auf die äußere Regelung (NOC) eingesetzt. Somit wurden 
2 36 72⋅ =  Regelungssimulationen durchgeführt. 
Für die nominale Periodenausprägung { }0,0ˆ t;Φ x  wurden eine Periodendauer von 
0T 4.3 sek=

 und eine Amplitude von 0a 1.5= °  gewählt. Letztgenannte entspricht einer 
Bogenlänge der zugehörigen translatorischen kartesischen Roboterkoordinaten GG Ar  von 
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11.6 mm. Die nominalen normierten Stützwerte wurden als 0ˆ a=p p  ausgewählt, wobei 
p  den Mittelwert der Stützwerte { }tp , die auf Basis der Beispieltrajektorien aus Auf-
nahmephase 1 (Regelmäßige Atmung, siehe Subsektion 3.5.1) ermittelt und für Bild 4.9 
verwandt  wurden, angibt. Die aus p  resultierende Amplitude (Maximum der modifizier-
ten Basiswelle) ist a . Für jede Regelungssimulation wurde die Länge des Memory Loops 
der PRC entsprechend der nominalen Periodendauer 0T

 eingestellt. Die Einstellung der 
Abweichungskenngrößen T Rel,jT∆ , T Rel,ja∆ , T Max,kB∆

 und T Mean,kB∆

 erfolgte in Anleh-
nung an die gemessenen Abweichungskenngrößen T RelT∆  , T Rela∆  , T MaxB∆

, T MeanB∆

, 
die in Subsektion 4.5.2 vorgestellt wurden, und ist in Tabelle 4.4 zusammengestellt. 
Durch diese Einstellung wurden die Abweichungen von der Periodizität in den assoziier-
ten Referenztrajektorien schrittweise an die in realen Atembewegungen auftretenden 
Abweichungen angenähert. 
TABELLE 4.4: EINGESTELLTE KENNGRÖßEN DER ABWEICHUNG ZWISCHEN ZWEI AUFEINANDERFOLGENDEN PERIO-
DEN DER REFERENZTRAJEKTORIE. 
Einstellungen der Abweichungskenngrößen der ersten 
Kategrie 
Index der 
Einstellung 
T Max,kB∆

 / [%] T Mean,kB∆

 / [%] 
k 1=  0.0 0.0 
k 2=  7.2 2.4 
k 3=  13.9 4.6 
k 4=  20.2 6.7 
k 5=  26.0 8.6 
k 6=  31.3 10.2 
Einstellungen der Abweichungskenngrößen der zweiten 
Kategorie 
Index der 
Einstellung 
T Rel,jT∆  / [%] T Rel,ja∆  / [%] 
j 1=  0.0 0.0 
j 2=  2.4 2.4 
j 3=  4.8 4.8 
j 4=  7.2 7.2 
j 5=  9.6 9.6 
j 6=  12.0 12.0 
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Simulationsergebnisse 
Für alle o.g. Regelungssimulationen wurde der statische Achsregelfehler 
{ } { }{ }Soll(1) Ist(1)
t
lim t t∞
→∞
∆Φ = Φ −Φ  in die Bogenlänge der zugehörigen translatorischen 
kartesischen Roboterkoordinaten überführt. Dies erfolgte durch Multiplikation von ∞∆Φ  
mit dem Abstand d 446.9 mm=  zwischen dem angenommenen Arbeitspunkt des Robo-
ters, GG A0r , und der Drehachse der Roboterachse 1. Aus der Bogenlänge wurde approxi-
mativ der statische kartesische Regelfehler bestimmt als  
{ } { }
TG G
AIst ASoll, AIst ASoll,t r t 0 0∞ ∞ =  r  (4-35) 
mit  
{ }GAIst ASoll, t d∞ ∞= ∆Φ ⋅r  (4-36) 
In Bild 4.11 sind in Abhängigkeit von den Kenngrößen der Abweichung zwischen der 
nominalen { }0,0ˆ t;Φ x  und modifizierten Periodenausprägung { }k,jˆ t;Φ x  (beide Perio-
denausprägungen wurden wie oben beschrieben alternierend zur Referenztrajektorie 
zusammengesetzt) dargestellt: 
• Der relative mittlere und maximale Betrag des statischen Regelfehlers ( 1e  und 2e ). 
Als Bezugsgröße dient der mittlere bzw. maximale Betrag des statischen Regelfeh-
lers, der sich im Fall eines Verzichts auf die äußere Regelung (NOC) ergibt: 
{ }{ }
{ }{ }
G
AIst ASoll,
t PRC
1
G
AIst ASoll,
t NOC
r t
e
r t
∞
∀
∞
∀
=
mean
mean
 (4-37) 
{ }{ }
{ }{ }
G
AIst ASoll,
t PRC
2
G
AIst ASoll,
t NOC
r t
e
r t
∞
∀
∞
∀
=
max
max
 (4-38) 
• Das aus RPC bzw. NOC resultierende Fehlermaß WIB100, das basierend auf dem sta-
tischen kartesischen Regelfehler { }GAIst ASoll, t∞r  ermittelt wurde. Dieses Fehlermaß 
wird benannt als 3e  (für RPC) bzw. 4e  (für NOC) und quantifiziert den ungünstigsten 
Anteil verfehlt applizierter Strahlendosis und somit die klinische Fehlerkonsequenz 
im theoretisch schlimmstmöglichen Fall (siehe Subsektion 3.4.1). 
• Zwei Perioden der Referenztrajektorie, die sich für die eingestellten Abweichungen 
der Periodenformen, T Max,kB∆

 und T Mean,kB∆

 ( [ ]k 1,2,...,6∈ ), sowie jeweils 
T Rel,j T Rel,jT a 0 %∆ = ∆ =  ergeben.  
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BILD 4.11: A: KUMULIERTE REGELFEHLERMAßE 1e  UND 2e . B: KUMULIERTE REGELFEHLERMAßE 3e  UND 4e . 
DIE REGELFEHLERMAßE SIND JEWEILS IN ABHÄNGIGKEIT VON DEN KENNGRÖßEN DER ABWEICHUNG ZWISCHEN 
NOMINALER UND MODIFIZIERTER PERIODENAUSPRÄGUNG DARGESTELLT. BEIDE AUSPRÄGUNGEN WURDEN ALTER-
NIEREND ZUM REFERENZSIGNAL VERSCHLIFFEN. C: DIE ERSTEN ZWEI PERIODEN DER REFERENZSIGNALE, DIE SICH 
MIT DEN EINGESTELLTEN ABWEICHUNGSKENNGRÖßEN DER ERSTEN KATEGORIE (INDEX K) ZUSAMMEN MIT VER-
SCHWINDENDEN ABWEICHUNGEN DER ZWEITEN KATEGORIE (INDEX J) ERGEBEN. 
Der Beginn der Bemessung des statischen Regelfehlers erfolgte jeweils nach den ersten 
zwei Perioden der Referenztrajektorie. 
4.5.4 Versuchsbasierte Erprobung und Vergleich der Regelungsverfahren 
In den nachfolgenden Subsektionen werden die durchgeführten Versuche zur Erprobung 
der adaptiven Latenzzeitvorsteuerung (ALC), Vorsteuerung mit PI-Regelung (FFC) und 
modellbasierten prädiktiven Regelung (MPC) und die erzielten Ergebnisse vorgestellt. 
Versuchsumgebung 
Die Applikation der Regelungsverfahren am Roboter erfolgte mit Hilfe des Regelungs-
rechners und der darauf ausgeführten Regelungssoftware. Der Regelungsrechner wurde 
als Einzelplatzrechner (PC) realisiert. Die Regelungssoftware wird unter der Linuxdistri-
bution „Debian“ (62), die um das Entwicklungsframework „Xenomai“ (63) zu einem echt-
zeitfähigen Betriebssystem erweitert wurde, ausgeführt. Im Zuge eines Regelungsver-
suchs realisiert die Regelungssoftware die folgenden Funktionen: 
(62) GNU Linux Version 6.0 „Squeeze“ 
(63) Version 6.2.1 
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• Ausführung des Regelungsverfahrens. Jedes der in Sektion 4.4 beschriebenen Rege-
lungsverfahren wurde in Matlab/Simulink(64) implementiert und mit Hilfe des Simu-
link Coders(65) in eine dynamische Bibliothek (shared library) überführt. In jedem Re-
gelschritt ruft das Regelungsprogramm das gewünschte Regelungsverfahren aus der 
zugehörigen o.g. Bibliothek auf und übergibt dafür die aktuellen gemessenen Achs-
koordinaten { }Ist tΦ  sowie die aktuellen und zukünftigen Führungskoordinaten 
{ }Soll t⋅Φ . Letztgenannte werden aus einer vordefinierten Versuchsdatenbasis gela-
den. Ergebnis des Aufrufs sind die durch das Regelungsverfahren berechneten ange-
forderten Achskoordinaten { }Stell tΦ . 
• Datenaustausch mit Roboter: Der Datenaustausch zwischen Steuerungsrechner und 
Roboter erfolgt auf Basis einer Ethernet Schnittstelle, des „User Datagram“ Proto-
kolls (UDP) und der Technologiepakete „RobotSensorInterface“ (RSI) (66) und „Ether-
net RSI XML“ (67) der Steuerungssoftware(68) des Roboters. Die ausgetauschten Daten 
werden als Text kodiert, entsprechend des Extensible Markup Language (XML) For-
mats strukturiert und in einer durch den Roboter vorgegebenen Taktzeit von 12 Mil-
lisekunden bidirektional aktualisiert. Die Regelungssoftware hält diese Aktualisierung 
unter garantierter Einhaltung der Taktzeit aufrecht, extrahiert aus den vom Roboter 
empfangenen Daten die jeweils aktuellen gemessenen Achskoordinaten { }Ist tΦ  und 
integriert die durch das Regelungsverfahren berechneten angeforderten Achskoor-
dinaten { }Stell tΦ  in die an den Roboter übermittelten Daten. 
• Protokollierung. Der zeitliche Verlauf aller in den Regelungsprozess involvierten und 
für eine Auswertung eines Regelungsversuchs benötigten Daten und Zustände wird 
gespeichert. 
Die Regelungssoftware ermöglicht eine effiziente Konfiguration und anschließende Sta-
pelverarbeitung von multiplen Regelungsversuchen. Die Konfiguration eines Regelungs-
versuchs legt u.a. das zu applizierende Regelungsverfahren sowie die zu verwendenden 
Trajektorien der idealen Achszielkoordinaten { }Soll tΦ  und des simulierten Zukunftsfeh-
lers Simδ  (entsprechend der Beschreibungen in Sektion 4.2) fest. 
 
(64) The MathWorks Inc., Natick, USA 
(65) The MathWorks Inc., Natick, USA 
(66) Version 2.1, KUKA AG, Augsburg, Deutschland 
(67) Version 1.2, KUKA AG, Augsburg, Deutschland 
(68) System Software Version 5.4, KUKA AG, Augsburg, Deutschland 
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Versuchsaufbau 
Drei Versuchstrajektorien der Koordinaten { }GA T tr  wurden durch Skalierung dreier re-
präsentativer Atemtrajektorien aus Aufnahmephase 1 des in Subsektion 3.5.1 beschrie-
benen Beispieldatensatzes erzeugt und entsprechend der in Bild 4.1 veranschaulichten 
Verarbeitungskette in die für die Regelungsversuche verwandten idealen Achszielkoor-
dinaten { }Soll tΦ  überführt. Die Ziellokalisation des Punktes T wurden dazu definiert als 
{ }G G GG TZiel G A0 A T 1= +r r r , wobei GG A0r  den für die Identifikation des Robotermodells ver-
wandten Arbeitspunkt (siehe Sektion 4.3) und t 1=  den Anfangszeitschritt der verwand-
ten Trajektorie { }GA T tr  definieren. Die Rückwärtstransformation der kartesischen Robo-
terkoordinaten { }GG ASoll tr  erfolgte basierend auf der „Kuka Control Toolbox“ [251]. 
Mess- und Prädiktionsfehler bis zum Zeitschritt des Updates der Führungstrajektorie 
wurden vernachlässigt, da diese durch die Regelung prinzipiell nicht kompensierbar sind. 
Eine möglicherweise verzögerte Übermittlung des Updates der Führungstrajektorie an 
den Regler wurde simuliert, indem jeder simulierte Zukunftsfehler { }Sim t 1⋅ −δ   (gene-
riert entsprechend der Beschreibungen in Sektion 4.2) erst im Folgezeitschritt t imple-
mentiert wurde, d.h. { } { }Simt t t 1= −d δ  und { } { }Simt t t t 1+ τ = + τ −δ δ . 
Die drei kartesischen Versuchstrajektorien { }GA T tr  weisen eine maximale Ausdehnung im 
Raum der translatorischen kartesischen Roboterkoordinaten von 52 mm auf und sind in 
Bild 4.12 veranschaulicht. Die Versuchstrajektorien wurden mit 6 Varianten der Größe  
 
BILD 4.12: RECHTS: PFADE UND TRAJEKTORIEN DER KOORDINATEN { }GA T tr  IN HAUPTRICHTUNG H UND NEBEN-
RICHTUNGEN N1 UND N2. LINKS: AUSDEHNUNGEN DER WERTEBEREICHE DER ZUGEHÖRIGEN REFERENZKOORDINA-
TEN { }Soll tΦ . 
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Maxδˆ  und 5 Varianten der Variation Varδˆ  des simulierten Zukunftsfehlers Simδ  sowie den 
Regelungsverfahren ALC, FFC, MPC und dem Fall eines Verzichts auf die äußere Regelung 
(NOC) zu 3 6 5 4 360⋅ ⋅ ⋅ =  verschiedenen Regelungsversuchen kombiniert. 
Versuchsergebnisse 
Für jeden Regelungsversuch wurde die Trajektorie der gemessenen Achskoordinaten, 
{ }Ist t , t 5 sek>Φ , mit Hilfe der Vorwärtstransformation der Roboterkoordinaten in die 
zugehörige translatorische kartesische Trajektorie, { }GG AIst tr , überführt und der kartesi-
sche Regelfehler bestimmt als { }GAIst ASoll tr . Ausschnitte der gewünschten und gemesse-
nen kartesischen Koordinaten { }GA0 ASoll tr  und { }GA0 AIst tr  nach Projektion auf die Haupt-
richtung H (aus Bild 4.12) sind in Bild 4.13 dargestellt. Diese Ausschnitte zeigen diejeni-
gen Zeitintervalle in denen die maximale Abweichung zwischen beiden Projektionen 
über allen Versuchstrajektorien und assoziierten Zeitschritten auftrat. 
Die Verteilung der euklidischen Norm des kartesischen Regelfehlers über allen den Ver- 
  
BILD 4.13: TRAJEKTORIEN DER GEWÜNSCHTEN UND GEMESSENEN KARTESISCHEN KOORDINATEN { }GG ASoll tr  UND 
{ }GG AIst tr   IN HAUPTRICHTUNG H (AUS BILD 4.12) AN DEN STELLEN MAXIMALER ABWEICHUNG (ÜBER ALLEN 
VERSUCHSTRAJEKTORIEN UND ASSOZIIERTEN ZEITSCHRITTEN) ZWISCHEN BEIDEN KOORDINATEN FÜR JEDES REGE-
LUNGSVERFAHREN. ZUGEHÖRIGE GRÖßE UND VARIATION DES SIMULIERTEN ZUKUNFTSFEHLERS SIND 
Max 40 %δ =  UND Var 35 %δ = . 
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suchstrajektorien zugeordneten Zeitschritten ist in Bild 4.14 veranschaulicht für die Re-
gelungsverfahren ALC, FFC und MPC, den Fall eines Verzichts auf eine äußere Regelung 
(NOC), den Fall eines Verzichts auf robotergestützte Gegenführung (NOR) sowie jeweils 
eine Größe ( Maxδˆ ) von 40 % und eine Variation ( Varδˆ ) von 35 % des simulierten Zu-
kunftsfehlers Simδ . 
Für die Regelungsverfahren ALC, FFC und MPC sowie jede getestete Größe ( Maxδ ) und 
Variation ( Varδ ) des simulierten Zukunftsfehlers Simδ  sind in Bild 4.15 der relative Mit-
tel- und Maximalwert der euklidischen Norm des kartesischen Regelfehlers, 1e  und 2e , 
und der aus dem kartesischen Regelfehler resultierende geschätzte ungünstigste Anteil 
verfehlt applizierter Strahlendosis (WIB100), 3e , dargestellt. Als Bezugsgröße für 1e  
bzw. 2e  diente jeweils der o.g. Mittel- bzw. Maximalwert, der sich im Fall eines Verzichts 
auf die äußere Regelung (NOC) ergab. Die mit MPC durchgeführten Regelungsversuche 
blieben für hohe Werte der Variation ( Varδ ) des simulierten Zukunftsfehlers Simδ  ergeb-
nislos aufgrund einer Momentenüberschreitung in einer der Achsen des Knickarmrobo-
ters und resultierendem Abbruch dessen Bewegung.  
 
BILD 4.14: VERTEILUNGEN DER RELATIVEN HÄUFIGKEITEN (ALS BEZUGSGRÖßE DIENT DIE JEWEILS ZUGEHÖRIGE 
MAXIMAL AUFGETRETENE HÄUFIGKEIT) DER FEHLERWERTE { }GAIst ASoll 2tr  FÜR JEDES REGELUNGSVERFAHREN. 
GRÖßE UND VARIATION DES SIMULIERTEN ZUKUNFTSFEHLERS SIND Max 40 %δ =  UND Var 35 %δ = . 
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BILD 4.15: KUMULIERTE REGELFEHLERMAßE 1e , 2e  UND 3e  IN ABHÄNGIGKEIT VOM REGELUNGSVERFAHREN 
SOWIE DER GRÖßE ( Maxδ ) UND VARIATION ( Varδ ) DES SIMULIERTEN ZUKUNFTSFEHLERS Simδ . 
4.6 Schlussfolgerungen 
Die in Subsektion 4.5.1 vorgestellten Ergebnisse der Modellidentifikation zeigen, dass 
das Übertragungsverhalten eines intern positionsgeregelten Knickarmroboters mit ho-
her Genauigkeit identifizier- und durch ARX-Modelle beschreibbar ist. Selbst mit Anre-
gungstrajektorien, die die Aktorkapazitäten des Roboters ausreizten, blieb die Abwei-
chung zwischen mit Hilfe des identifizierten Modells simulierter und gemessener kartesi-
scher Trajektorie des Roboters innerhalb für die vorliegende Anwendung (Bewegungs-
kompensation für die Radiotherapie) akzeptabler Grenzen. Die reduzierte relative Ge-
nauigkeit der Modelle der Handachsen des Roboters ist aufgrund des geringen Einflusses 
dieser Achsen auf die kartesische Roboterposition für die Anwendung nicht signifikant 
und könnte auf unvollständige Kompensation der mechanischen Verkopplungen zwi-
schen diesen Achsen durch die interne Roboterregelung zurückzuführen sein. 
Eine Übertragbarkeit der in Sektion 4.3 beschriebenen Identifikationsstrategie auf un-
terschiedliche Typen serieller Knickarmroboter ist wahrscheinlich, sofern diese analog 
zum verwandten Beispielroboter eine geringe Strukturelastizität aufweisen. Ein Patien-
tenpositionierer weist erwartungsgemäß erhöhte Strukturelastizität sowie eine (erwei-
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terte) Regelung dessen extern erfasster (bspw. mit Hilfe eines optischen Trackingsys-
tems) (Absolut-) Pose auf. In zukünftigen Arbeiten sollte geprüft werden, inwieweit ein 
aus Strukturelastizität und deren regelungstechnischer Kompensation resultierendes 
Übertragungsverhalten auf Basis der o.g. Identifikationsstrategie und insbesondere der 
dabei verwandten ARX-Modellstruktur ausreichend genau identifizierbar ist. In einer 
simulationsbasierten Untersuchung wurde basierend auf einer physikalisch motivierten 
Modellstruktur („Extended flexible joint model“ [252]) das Übertragungsverhalten eines 
strukturelastischen Beispielroboters identifiziert. Resultierend konnten die Struktur-
schwingungen des Beispielroboters auf Basis des identifizierten Modells mit hoher Ge-
nauigkeit simuliert werden [u]. Die o.g. physikalisch motivierte Modellstruktur könnte 
somit als Grundlage für eine erweiterte Identifikationsstrategie, die Effekte der Struktu-
relastizität im Übertragungsverhalten des positionsgeregelten Roboters explizit berück-
sichtigt, dienen. 
Die Nichtminimalphasigkeit der Robotermodelle kann aus dem zeitdiskreten Betrieb des 
Roboters resultieren [253] und lässt somit keinen Schluss auf ein mögliches nichtmini-
malphasiges zeitkontinuierliches Verhalten des Roboters zu. Für Letztgenanntes gab es 
im Zuge der in dieser Arbeit durchgeführten Untersuchungen keine Anhaltspunkte. Trotz 
der Nichtminimalphasigkeit der Robotermodelle konnten mit Hilfe der PZCSA (siehe 
Subsektion 4.4.2) approximative Modellinvertierungen hoher Genauigkeit hergeleitet 
und für die Vorsteuerung mit PI-Regelung (FFC) und die periodenrobuste repetitive Re-
gelung (PRC) verwandt werden. 
Mit Hilfe des in Subsektion 4.5.2 beschriebenen Verfahrens zur Anpassung einer „Basis-
welle“ wurden die zeitabhängige Periodendauer, -phase und -form der respirationsbe-
dingten Trajektorien des in Subsektion 3.5.1 beschriebenen Beispieldatensatzes ermit-
telt und zur Quantifizierung der Aperiodizität (d.h. der Abweichungen von der Periodizi-
tät) dieser Trajektorien genutzt. Die Basiswellenanpassung kann als Alternative bspw. zu 
dem von Wu et al. vorgeschlagenen Hidden Markow Modell (HMM) basierten Verfahren 
zur Analyse respiratorischer Trajektrien [103] eingesetzt werden. Der mit der Basiswel-
lenanpassung einhergehende Rechenaufwand kann durch die in Anhang 7.12 vorge-
schlagene Implementierung in Form einer gleitenden modellbasierten Schätzung poten-
tiell gesenkt werden. 
Aufsetzend auf der o.g. Analyse der in realen respirationsbedingten Trajektorien auftre-
tenden Aperiodizität (siehe Subsektion 4.5.2) wurden Referenztrajektorien erzeugt, de-
ren Aperiodizität sich realistischen Größenordnungen schrittweise annähern. Die simula-
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tionsbasierte Evaluation der repetitiven Regelung auf Basis dieser Referenztrajektorien 
zeigte, dass die in Subsektion 4.4.4 vorgeschlagene Modifikation der Abtastung und der 
Werte, die mit dem repetitiven Regler ausgetauscht werden, den Regelfehler der PRC 
signifikant reduzieren kann. Voraussetzung dafür ist, dass zu jedem Zeitpunkt eine aus-
reichend genaue Schätzung der für diese Modifikation erforderlichen Parameter in Form 
der jeweils aktuellen Periodendauer und Amplitude der Referenztrajektorie vorliegt. Für 
diese Schätzung wurde eine Formulierung des Extended Kalman Filters (EKF) vorgeschla-
gen, die auf die in Subsektion 4.5.2 beschriebene „Basiswellenanpassung“ aufsetzt (An-
hang 7.12). Die mit dieser Schätzung erreichbare Genauigkeit sowie Fähigkeit, auch 
schnellen Variationen der Eigenschaften der Referenztrajektorie zu folgen, kann in Fol-
gearbeiten evaluiert werden. Im gegebenen Anwendungskontext ist letztgenannte Eva-
luation nicht geboten, da die simulationsbasierte Evaluation der PRC neben oben Ge-
nanntem zeigte, dass selbst für den Fall einer idealen Funktion der o.g. Schätzung (j = 1, 
siehe Bild 4.11) in Kombination mit realistischer verbleibender Aperiodizität der Refe-
renztrajektorie (k = 6, siehe Bild 4.11) die RPC ein höheres Maß WIB100 (siehe Subsekti-
on 3.4.1) des Regelfehlers als ein Verzicht auf die äußere Regelung bewirkt. Somit ist die 
PRC für den gegebenen Anwendungsfall nicht geeignet. 
Als Modifikation der PRC kann diese mit einer Vorsteuerung entsprechend des in 
Bild 4.16 dargestellten Wirkungsplans kombiniert werden. Die resultierende repetitive 
Vorsteuerung (RFC) zeichnet sich analog zur klassischen Vorsteuerung durch eine unmit-
telbare (anstatt um eine Periode verzögerte) Kompensation von Änderungen der Füh-
rungsgröße aus. Gleichzeitig bleibt die durch den Memory Loop bereitgestellte „Lernfä-
higkeit“, d.h. die Fähigkeit einer iterativen Reduktion des Regelfehlers von einer Periode 
zur nächsten erhalten. Im vorliegenden Anwendungsfall ermöglicht die RFC potentiell 
ähnliche jedoch aufgrund des vernachlässigbaren Steuerfehlers nicht verbesserte Rege-
lungsergebnisse im Vergleich zu der in Sektion 4.4.2 vorgestellten klassischen Vorsteue-
rung (FFC). Ist der relative reale Steuerfehler { } { }1 F z P z−  (siehe Sektion 4.4.2) nicht 
vernachlässigbar, bspw. aufgrund nicht modellierter und signifikanter Verkopplungen 
zwischen den Bewegungen des Roboters und des Tumors, nicht modellierter Effekte der 
Strukturelastizität des Roboters und/oder einer Abweichung der Roboterlast und/oder 
des Arbeitspunkts von ihren Nominalwerten, und weist die Führungstrajektorie keine 
oder nur geringfügige Aperiodizität auf, so stellt die RFC einen verringerten Regelfehler 
im Vergleich sowohl zur klassischen repetitiven Regelung (RC) als auch zur klassischen 
Vorsteuerung (FFC) in Aussicht. 
  195 
 
Als kausale Regelung zur Gegenführung von Atembewegungen kommt neben der PRC 
auch die damit verwandte iterativ lernende Regelung (ILC) prinzipiell in Betracht [254]. 
Die ILC ist für zyklische Prozesse definiert. Im Fall der Gegenführung von Atembewegun-
gen wird jeder Zyklus durch eine Atemperiode beschrieben. Abweichungen von der Zyk-
lizität ergeben sich somit durch die Variationen der Dauer, der Trajektorie sowie des 
Anfangszustands jedes (Atem-) Zyklus. Mit einer durch diese Abweichungen kompromit-
tierten ILC scheinen Regelungsergebnisse, die die der PRC signifikant übertreffen, schwer 
erreichbar. Resultierend aus der hohen Genauigkeit des Robotermodells sowie dessen 
Inversen ist die hohe Robustheit lernender Regelungsverfahren wie PRC und ILC gegen-
über Modellierungsfehlern in der vorliegenden Anwendung nicht signifikant. Mit kausa-
len lernenden Verfahren scheint resultierend aus oben Genanntem ein für die vorlie-
gende Anwendung akzeptabler Regelfehler schwer erreichbar. 
Die Ergebnisse der Erprobung und des Vergleichs der adaptiven Latenzzeitvorsteuerung 
(ALC), Vorsteuerung mit PI-Regelung (FFC) und modellbasierten prädiktiven Regelung 
(MPC) zeigen, dass mit allen o.g. Verfahren der äußeren Regelung eine signifikante Ver-
besserung der Regelungsergebnisse im Vergleich zum Fall eines Verzichts auf die äußere 
Regelung (NOC) erreicht wird. Alle Regelungsverfahren (ALC, FFC und MPC) ermöglichen 
annähernd ideale Regelungsergebnisse im Fall eines verschwindenden Zukunftsfehlers 
(Bild 4.15). 
Im Fall eines nicht verschwindenden Zukunftsfehlers verschlechtern sich die mit ALC 
erreichten Werte des Regelfehlers und deren Schwankungsbreite im Vergleich zu den 
alternativen Verfahren FFC und MPC in einem für die vorliegende Anwendung signifikan-
ten Umfang (Bild 4.15). Somit ist die ALC zwar zur Nachführung bekannter, nicht jedoch 
prädizierter Atembewegungen geeignet. Trotz der Vorteile eines Verzichts auf eine Mo-
dellierung des Roboters sowie einer universell einsetzbaren Reglerparametrierung ist 
der Einsatz der ALC für die vorliegende Anwendung daher nicht empfehlenswert.  
Sowohl FFC als auch MPC zeichnen dich durch einen geringen Regelfehler und hohe Ro-
bustheit gegenüber dem durch die Prädiktion auftretenden Zukunftsfehler aus 
(Bild 4.15). Die durch die MPC generierten Achsbeschleunigungen des Roboters nahmen 
mit der Variation des Zukunftsfehlers in signifikantem Umfang zu. Diese Zunahme kann 
durch Anpassung der Parametrierung der MPC potentiell unterbunden werden. Sowohl 
FFC als auch MPC sind für eine Realisierung der angestrebten klinischen Anwendung 
geeignet. Signifikantestes Alleinstellungsmerkmal der MPC ist deren Fähigkeit, Begren-
zungen der durch den Roboter generierten Geschwindigkeiten und Beschleunigungen im 
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Reglergesetz explizit zu berücksichtigen (bspw. zur Sicherstellung des gewünschten 
Kompfortempfindens des Pateinten). Selbige Begrenzung kann in Verbindung mit einer 
FFC indirekt erfolgen, bspw. durch analoge Begrenzung und Tiefpassfilterung der der FFC 
bereitgestellten prädizierten Führungstrajektorie. Signifikantestes Alleinstellungsmerk-
mal der FFC ist deren geringe algorithmische Komplexität. Letztgenannte ermöglicht 
einen geringen Implementierungsaufwand, geringes Fehlerpotential und geringe rechen-
technische Anforderungen der FFC. 
In zukünftigen Arbeiten sollte eine Anwendung der Extremwert suchenden Regelung 
(ESC) [255, 256] für die vorliegende Prädiktions- und Regelungsaufgabe untersucht wer-
den. Grundidee der ESC ist, analog zur MPC ein aus den Messgrößen abgeleitetes Güte-
funktional zu optimieren. Im Gegensatz zur MPC wird für die Optimierungsrechnung kein 
mathematisches Modell des Übertragungsverhaltens zwischen der Stellgröße und der 
Kostenfunktion der ESC verwandt. Stattdessen wird der für die Optimierung erforderli-
che Gradient des Gütefunktionals aus dem realen Prozess basierend auf einer oszillatori-
schen oder sprungförmigen Perturbation des Streckeneingangs extrahiert. Im Kontext 
der Kompensation respirationsbedingter Bewegungen kann die ESC eingesetzt werden, 
um eine selbsteinstellende prädiktive Regelung (SPC) zu realisieren. Dazu werden die 
Parameter sowohl der Prädiktion als auch der Regelung begleitend zum Regelungspro-
zess durch ESC optimiert, so dass der aus dem Zusammenspiel dieser Parameter resultie-
rende gemessene Regelfehler minimiert wird. Diese Strategie wurde für den vorliegen-
den Anwendungsfall bisher nicht beschrieben. Ziel von Folgearbeiten kann der Entwurf 
einer universellen SPC (USPC) sein, die auf einer generischen Prädiktion, Regelung und 
ESC-basierten Selbsteinstellung entsprechend obiger Beschreibungen basiert und in 
identischer Struktur und Parametrierung für verschiedene Ausprägungen roboterge-
stützter Atembewegungskompensation einsetzbar ist. Dies ermöglicht einen Verzicht auf 
Reglervarianten, die für einzelne o.g. Ausprägungen spezialisiert sind, sowie eine Reduk-
tion (im Vergleich zu alternativen Regelungsverfahren) der algorithmischen Komplexität 
und des Regelfehlers, resultierend aus einer potentiell vereinfachten Reglerstruktur und 
der automatischen Adaption an nicht berücksichtigte bzw. nicht bekannte Merkmale des 
Bewegungskompensationsprozesses. Mögliche Ausprägungen einer robotergestützten 
Atembewegungskompensation können sich in der klinischen Anwendung (z.B. Radiothe-
rapie, interventionelle Radiologie, Chirurgie, Bildgebung), dem eingesetzten Robotertyp 
(z.B. unterschiedlicher Tragkraft und Steifigkeit), der eingesetzten Roboterkonfiguration 
(z.B. unterschiedlicher Arbeitspunkt und Last) und den zu kompensierenden Atembewe-
gungsmustern (resultierend aus z.B. individueller Anatomie, Physiologie, Pathologie und 
mentalem Zustand des Patienten, Zielgebiet der Therapie, und möglicher Rückwirkung 
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der Therapie auf die Atembewegung) unterscheiden. Die resultierend hohe Vielfalt und 
partielle Unvorhersagbarkeit dieser Ausprägungen sowie die potentiell steigende Ver-
breitung und Bedeutung von Systemen zur robotergestützten Atembewegungskompen-
sation (siehe Kapitel 1 und Sektion 3.6) unterstreichen die Signifikanz und potentiellen 
Nutzen der oben vorgeschlagenen USPC. In Folgearbeiten kann insbesondere geprüft 
werden, inwieweit Prädiktion und eine Vorsteuerung in ein einziges kausales Übertra-
gungssystem, das durch ESC adaptiv eingestellt wird, fusioniert werden können. Deswei-
teren kann ein Modell der Regelstrecke zur simulationsbasierten Voreinstellung der 
USPC sowie potentiell zur Verbesserung des Konvergenzverhaltens der ESC genutzt wer-
den. Nachteile der vorgeschlagenen USPC sind eine möglicherweise erhöhte Konver-
genzzeit sowie die Störung der Roboterpose durch die für die ESC benötigten Perturbati-
onen der Stellgrößen. 
Äußere Regelung für einzelne Roboterachse
StellΦSollΦ


-
Nz− { }Q z { }K z
IstΦ
{ }C z
{ }F z
 
BILD 4.16: REPETITIVE VORSTEUERUNG (RFC). DAS ÜBERTRAGUNGSSYSTEM { } { } 1F z P z −≈   ERMÖGLICHT EINE 
UNMITTELBARE KOMPENSATION VON ÄNDERUNGEN DER FÜHRUNGSGRÖßE. DAS ÜBERTRAGUNGSSYSTEM 
{ } { } { } { } { }( ) 1K z C z P z 1 C z P z − ≈ +    IN VERBINDUNG MIT DEM MEMORY LOOP ERMÖGLICHT EINE ITERATIVE 
REDUKTION (VON EINER PERIODE ZUR NÄCHSTEN) DES VERBLEIBENDEN REGELFEHLERS. 
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5 Erprobung eines Systems zur Gegenführung 
respirationsbedingter Bewegungen 
In diesem Kapitel wird der Aufbau des in Sektion 1.4 beschriebenen und in Bild 1.7 ver-
anschaulichten Erprobungssystems aufsetzend auf den in Kapitel 2, 3 und 4 vorgestell-
ten Konzepten und Ergebnissen konkretisiert. Desweiteren werden die mit dem Erpro-
bungssystem durchgeführten Versuche und damit erzielten Ergebnisse vorgestellt und 
diskutiert. 
Die Hard- und Softwarekomponenten des Erprobungssystems werden in Sektion 5.1, der 
verwandte Algorithmus zur prädiktiven Regelung des Knickarmroboters wird in Sektion 
5.2 beschrieben. In Sektion 5.3 werden die o.g. Versuche und Ergebnisse vorgestellt. Das 
Kapitel schließt mit den Schlussfolgerungen in Sektion 5.4. 
5.1 Erprobungssystem 
Das Erprobungssystem entsprechend Bild 1.7 (siehe Sektion 1.4) besteht aus den fol-
genden Kompontenten: 
• Bewegungsplattform des 4D-Phantoms: Während der Bewegung des Positionie-
rungstargets (siehe Sektion 2.2.2) gibt die Steuerung des 4D-Phantoms (siehe Sekti-
on 2.2.6) die Position desselben via Ethernet Schnittstelle und auf Basis des „User 
Datagram“ Protokolls (UDP) bekannt. Die bekanntgegebene Position wird auf Basis 
der gemessenen Drehwinkel der Motoren des Roboters des 4D-Phantoms ermittelt 
und in variabler Taktzeit, die i.d.R. 20 Millisekunden nicht übersteigt, aktualisiert. 
• Knickarmroboter KR16(69): Der Endeffektor des Knickarmroboters ist starr mit dem 
Roboter des 4D-Phantoms verbunden. In einer Taktzeit von 12 Millisekunden gibt die 
Steuerung des Knickarmroboters die aktuell gemessene Pose des Knickarmroboters 
bekannt und nimmt ein Update des Ziels selbiger Pose entgegen. Dies erfolgt via 
Ethernet Schnittstelle und auf Basis des UDP Protokolls sowie im Extensible Markup 
Language (XML) Format entsprechend den Beschreibungen in Sektion 4.5.4. 
(69) KUKA AG, Augsburg, Deutschland 
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• Regler: Der in Matlab/Simulink(70) definierte Regelungsalgorithmus (siehe Sektion 
5.2) überführt die gemessene Pose des Knickarmroboters sowie die gemessene Posi-
tion des Positionierungstargets in die Zielpose des Knickarmroboters und wird mit-
tels eines Einzelplatzrechners mit einer xPC-Target Softwareumgebung(71) in Echtzeit 
zur Anwendung gebracht [h]. Der Datenaustausch zwischen diesem Einzelplatzrech-
ner und den Steuerungen des Knickarmroboters und des 4D-Phantoms wird durch 
einen weiteren Einzelplatzrechner orchestriert. Beide o.g. Einzelplatzrechner erset-
zen und stellen dieselben Funktionen bereit wie der in Sektion 4.5.4 beschriebene 
Regelungsrechner und die darauf ausgeführte Regelungssoftware. Die Taktung des 
Reglers wird durch die Steuerung des Knickarmroboters vorgegeben, so dass jede an 
die Steuerung übermittelte Zielpose auf der im jeweils vorherigen Datenaustausch-
schritt von der Steuerung übermittelten gemessenen Pose des Knickarmroboters ba-
siert. 
• Trackingsystem(72): Die inertiale Position des am Positionierungstarget befestigten 
infrarot reflektierenden Markers wird optisch erfasst und an einen unabhängigen 
Einzelplatzrechner via Ethernet Schnittstelle und auf Basis des UDP Protokolls zur 
Aufzeichnung weitergeleitet. 
Der Knickarmroboter, der Roboter des 4D-Phantoms und eine Kamera des Trackingsys-
tems sind in Bild 5.1 veranschaulicht. 
 
 
 
 
 
 
 
 
 
(70) The MathWorks Inc., Natick, USA 
(71) The MathWorks Inc., Natick, USA 
(72) Trackpack System, Advanced Realtime Tracking GmbH, Weilheim i.OB., Deutschland 
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BILD 5.1: ROBOTISCHE KOMPONENTEN DES ERPROBUNGSSYSTEMS UND EINE KAMERA DES TRACKINGSYSTEMS. 
5.2 Algorithmus der prädiktiven Regelung 
Der Algorithmus der prädiktiven Regelung umfasst die folgenden Schritte: 
1. Glättung: Die jeweils letzten fünf gemessenen kartesischen Positionen des Positio-
nierungstargets werden zu ihrem Mittelwert fusioniert. 
2. Prädiktion: Die in Schritt 1 erzeugten Mittelwerte werden mit Hilfe des Verfahrens 
ERLSp (siehe Sektion 3.2) prädiziert (die durch die Bildung dieser Mittelwerte erzeug-
te Totzeit von zwei Taktschritten wird durch entsprechende Vergrößerung des Prä-
diktionshorizonts τ  kompensiert). Zur Aktualisierung der kartesischen Führungs-
trajektorie (siehe Sektionen 3.3) wird selbige mit der prädizierten Trajektorie ver-
schliffen. Das Gewicht der prädizierten Trajektorie wird dabei von Null beginnend 
über dem Prädiktionshorizont stetig (in allen Ableitungen) vergrößert und erreicht 
beim Prädiktionshoriziont 20τ =  den Endwert Eins. 
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3. Regelung: Die gemessene Pose des Knickarmroboters sowie die in Schritt 2 erzeugte 
Führungstrajektorie werden mit Hilfe des FFC Algorithmus in die Zielpose des Knick-
armroboters überführt. Dies umfasst eine Transformation der in Schritt 2 erzeugten 
kartesischen Führungstrajektorie in den Achsraum des Knickarmroboters (siehe Sub-
sektion 4.4.2). 
5.3 Versuche und Ergebnisse 
Die folgenden Versuche wurden durchgeführt: Reproduktion einer repiratorischen Ver-
suchstrajektorie durch die Bewegungsplattform des 4D-Phantoms: 
• Ohne Bewegung des Knickarmroboters (NOR). 
• Ohne äußere Regelung des Knickarmroboters (NOC). 
• Mit der in Sektion 5.2 beschriebenen prädiktiven außeren Regelung des Knickarmro-
boters (PFC). 
Die eingesetzte Versuchstrajektorie wurde durch Verdoppelung der Frequenzen und 
Amplituden eines Trajektorienabschnitts des in Subsektion 3.5.1 vorgestellten Beispiel-
datensatzes erzeugt. Dieser Trajektorienabschnitt stammt aus Aufnahmephase 1 (Re-
gelmäßige Atmung) und repräsentiert die Bewegung des Markers RIRE3 (siehe Bild 3.3, 
Sektion 3.5.1). Das Training des für die o.g. PFC benötigten ERLSp Verfahrens erfolgte 
auf Basis des in Sektion 3.2 beschriebenen Trainingsalgorithmus sowie des zugehörigen 
unabhängigen Trainingsdatensatzes. 
Für jeden der o.g. Versuche wurden aufgezeichnet: 
• Die Prädiktionsfehler. 
• Die durch den Regler registrierten Regelfehler (Gemessene Regelfehler). 
• Die durch das Trackingsystem registrierten Auslenkungen des infrarot reflektieren-
den Markers des Positionierungstargets (siehe Subsektion 2.2.2) aus seiner Anfangs-
position (Reale Regelfehler). 
Die o.g., durch die Bewegungsplattform des 4D-Phantoms generierte und mit Hilfe des 
Trackingsystems aufgezeichnete Versuchstrajektorie ist in Bild 5.2 dargestellt. 
Die relativen und auf ihren Maximalwert bezogenen Häufigkeiten der o.g. realen Regel-
fehler in Hauptrichtung der Versuchstrajektorie sind für die o.g. Fälle NOR, NOC und PFC  
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BILD 5.2: VERSUCHSTRAJEKTORIE (TRAJEKTORIE DES POSITIONIERUNGSTARGETS DES 4D-PHANTOMS IM FALL 
NOR), AUFGEZEICHNET MIT HILFE DES TRACKINGSYSTEMS. PFAD UND TRAJEKTORIE IN HAUPTRICHTUNG H UND 
NEBENRICHTUNGEN N1 UND N2. 
in Bild 5.3 (A) dargestellt. Die analogen Häufigkeiten der Prädiktionsfehler sowie der 
gemessenen und realen Regelfehler sind für den Fall PFC in Bild 5.3 (B) dargestellt. 
 
BILD 5.3: VERTEILUNG DER RELATIVEN HÄUFIGKEITEN DER PRÄDIKTIONS- UND REGELFEHLER IN HAUPTRICHTUNG 
DER VERSUCHSTRAJEKTORIE. JEDE VERTEILUNG IST ALS STUFENGRAF DARGESTELLT UND AUF IHREN MAXIMALWERT 
BEZOGEN. A: REALE REGELFEHLER FÜR DIE FÄLLE NOR, NOC UND PFC. B: PRÄDIKTIONS-, GEMESSENE UND REALE 
REGELFEHLER FÜR DEN FALL PFC. ÜBERGANGSPHASEN AUF EINE STATISCHE CHARAKTERISITK DER DARGESTELLTEN 
REGELFEHLER WURDEN  NICHT BERÜCKSICHTIGT. 
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Im Zuge der o.g. Versuche wurde beobachtet: 
• Die Prädiktionen der gemessenen Trajektorie (die aus den von der Steuerung des 4D-
Phantoms empfangenen Koordinaten rekonstruiert wird) wiesen höhere Prädiktions-
fehler als die Prädiktionen der zugehörigen exakten Trajektorie auf. Dieser Unter-
schied ist für eine künstlich generierte Beispieltrajektorie in Bild 5.4 veranschaulicht. 
• Der Roboter des 4D-Phantoms wurde durch die Bewegung des Knickarmroboters zu 
Strukturschwingungen angeregt. 
 
BILD 5.4: BEISPIELHAFTER ABSCHNITT EINER KÜNSTLICH GENERIERTEN TRAJEKTORIE ENTSPRECHEND DER VOR-
SCHRIFT { } { }B 4B T(3) t 20 0.5 t mm= − ⋅r cos π UND ZUGEHÖRIGE PRÄDIKTIONEN. A: PRÄDIKTION DER EXAKTEN 
TRAJEKTORIE. B: PRÄDIKTION DER GEMESSENEN TRAJEKTORIE. DIE GEMESSENE TRAJEKTORIE WIRD AUS DEN VON 
DER STEUERUNG DES 4D-PHANTOMS EMPFANGENEN KOORDINATEN REKONSTRUIERT [BASIEREND AUF H]. 
5.4 Schlussfolgerungen 
Durch prädiktive Regelung des (positionsgeregelten) Knickarmroboters basierend auf 
dem ERLSp Verfahren (siehe Sektion 3.2) und darauf aufsetzender FFC (siehe Subsektion 
4.4.2) wurde eine signifikante Reduktion des inertialen Bewegungsumfangs des Targets 
im Vergleich zu dem Fall eines Verzichts auf selbige Regelung (NOC) erreicht (siehe 
Bild 5.3 (A)). 
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Die beobachteten und in Bild 5.4 veranschaulichten erhöhten Prädiktionsfehler resultie-
ren erwartungsgemäß aus dem variablen und unbekannten Alter der an den Regelungs-
algorithmus übermittelten Koodinaten des Targets des 4D-Phantoms und dem daraus 
entstehenden Fehler bei der Rekonstruktion der Trajektorie dieser Koordinaten. Zur 
Minderung des Prädiktionsfehlers sollte dieses Alter durch die Steuerung des 4D-
Phantoms bekanntgegeben und bei der o.g. Rekonstruktion berücksichtigt werden.  
Die beobachteten Strukturschwingungen sind erwartungsgemäß Hauptursache der Dif-
ferenz zwischen dem gemessenen  und dem realen  Regelfehler (siehe Bild 5.3 (B)), re-
sultierten aus der geringen Steifigkeit der Verbindung zwischen dem Endeffektor des 
Knickarmroboters und dem Roboter des 4D-Phantoms (siehe Bild 5.1) und wurden durch 
teils hohe (und i.d.R. fehlerhafte) Beschleunigungen der Bewegung des Knickarmrobo-
ters angeregt. Ursachen dieser Beschleunigungen sind vermutlich Anteile in den durch 
die Prädiktion generierten Führungstrajektorien, die niedrige Amplitude und hohe Fre-
quenz aufweisen, und durch die FFC resultierend aus hoher Ungenauigkeit des (inversen) 
Robotermodells für diese hohen Frequenzen (siehe Sektion 4.3) in fehlerhafte Stellgrö-
ßenanteile überführt werden. Zur Minderung der Strukturschwingungen sollte korres-
pondierend eine phasenverschiebungsfreie (nicht-kausale) Tiefpassfilterung der mittels 
Prädiktion erzeugten Führungstrajektorien durchgeführt werden. Desweiteren sollte die 
Verbindung zwischen Knickarmroboter und Roboter des 4D-Phantoms versteift werden, 
um die Anregbarkeit der Strukturschwingungen zu reduzieren. 
Die oben vorgeschlagenen Verbesserungsmaßnahmen stellen eine signifikante Redukti-
on des gemessenen Regelfehlers in Aussicht. 
Für die Entwicklung eines produktfähigen Systems zur robotergestützten Gegenführung 
respirationsbedingter Bewegungen ist neben der Implementierung der o.g. Verbesse-
rungsmaßnahmen geboten: 
• Die Ausarbeitung eines Modells des zur Gegenführung verwandten Knickarmrobo-
ters und darauf aufsetzende Regelung, die für beliebige Arbeitspunkte und Lasten 
des Knickarmroboters gültig sind. 
• Die Ausarbeitung einer zuverlässigen Echtzeit-Abschätzung des Vertrauensgrads ei-
ner Prädiktion (siehe Sektion 3.6) und Integration dieser Abschätzung in ein Sicher-
heitskonzept. 
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6 Zusammenfassung und mögliche Anschlussdissertationen 
Die Radiotherapie bewegter Tumoren befindet sich aktuell in einem Generationswechsel 
von 3D-Verfahren, die die Strahlendosis volumenkonform applizieren, zu 4D-Verfahren, 
die die Strahlendosis zeit- und volumenkonform applizieren und korrespondierend eine 
Regelung der intrafraktionellen Dosisapplikation erfordern (siehe Sektion 1.1). Die Im-
plementierung der Bewegungskompensation auf Basis eines seriellkinematischen Knick-
armroboters, der die Patientenliege führt, ermöglicht hohe Kompensationsgenauigkeit 
auch für hohe Bewegungsgeschwindigkeiten sowie resultierend aus dem hohen Arbeits-
raum des Roboters eine flexiblere Gestaltung des Therapieprogramms und eine effizien-
te Patientenlogistik zur Verbesserung der Auslastung des Bestrahlungsgerätes (siehe 
Subsektion 1.4).  
Ziele dieser Arbeit waren (1) die Entwicklung eines 4D-Phantoms, das den aktuellen und 
insbesondere zukünftigen Anforderungen an die Qualitätssicherung von 4D-
Radiotherapieprozessen sowohl im Forschungs- als auch im praktischen klinischen Um-
feld genügt, und (2) die Entwicklung und Validierung eines Konzepts zur Kompensation 
respirationsbedingter Tumorbewegungen durch Gegenführung einer Patientenliege mit 
Hilfe eines seriellkinematischen Knickarmroboters. 
Die Hauptmerkmale, durch die sich ein 4D-Phantom auszeichnen sollte, sind (1) Mensch-
äquivalenter Aufbau, (2) Mensch-äquivalente Bewegungen, (3) ausreichende Messfähig-
keiten, (4) universelle Einsetzbarkeit und (5) effizienter Gebrauch (siehe Sektion 2.1). Es 
wurde ein 4D-Phantom vorgestellt, das erstmalig hohe Performanz hinsichtlich aller die-
ser Hauptmerkmale bereitstellt. Das 4D-Phantom ist modular konzeptioniert und be-
steht aus der Bewegungsplattform, umfassend Roboter, Hubeinheit, Nutzerinterface 
und Steuerung, sowie Body und Target. Das Target wird durch den Roboter sechsdimen-
sional in physiologischer Relation zum Body bewegt. Diese Bewegung ist in allen transla-
torischen Freiheitsgraden in Submillimetergenauigkeit frei einstellbar (siehe Subsektion 
2.4.1). Der Roboter weist eine parallelkinematische Struktur auf, ermöglicht eine Se-
paration gewebeäquivalenter und mechatronischer Bauteile sowie eine minimalvolu-
menfordernde Eintragung der Targetbewegungen in den Body, und begünstigt schnelle 
An- und Abkoppelbarkeit von Target und Body. Weitere Merkmale des Roboters sind 
sein vergleichsweise geringer Platzbedarf, Gewicht und mechatronische Komplexität 
sowie hohe Steifigkeit und mechanische Robustheit. Surrogatsensoren können durch die 
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Hubeinheit voreinstellbar angeregt oder (potentiell) deren Messsignale digital reprodu-
ziert werden. Die Bedienung der Bewegungsplattform erfolgt schnurlos mit dem für die 
klinische Anwendung optimierten Nutzerinterface. Die Leistungselektronik und Rechen-
technik, die für den Betrieb von Roboter und Hubeinheit benötigt werden, sind im Steu-
ergehäuse zusammengefasst. Das Steuergehäuse wurde mechanisch robust und porta-
bel gestaltet. Durch Kombination verschiedener Varianten von Body und Target mit der 
Bewegungsplattform kann das 4D-Phantom für eine hohe Diversität klinischer Anwen-
dungen eingesetzt werden. Aktuelle Targets ermöglichen eine Validierung (1) der Positi-
on des Roboters des 4D-Phantoms, (2) von emissions- und röntgenbasierten Bildge-
bungsverfahren und (3) der Dosisapplikation in der Radiotherapie (siehe Sektion 2.2). 
Das 4D-Phantom wurde im klinischen Einsatz erfolgreich getestet. Diese Tests umfassten 
3D- und 4D-CT- bzw. PET-CT-Bildgebung sowie die Radiotherapie (siehe Sektion 2.4). 
Ausgearbeitete Weiterentwicklungen des 4D-Phantoms umfassen eine vereinfachte 
Körper-Gelenk-Struktur des Roboters (siehe Subsektion 2.5.1), eine Manipulation des 
Targets in fünf Freiheitsgraden durch Erweiterung des Roboters um eine Seilzugkinema-
tik (siehe Subsektion 2.5.2), eine Reduktion des Fertigungs-, Montage- und Bedienauf-
wands des Roboters (siehe Subsektion 2.5.3), eine kinetische Modellierung des Roboters 
(siehe Subsektion 2.5.6) und eine Geschwindigkeitsregelung der Roboterbewegung für 
Trajektorienbewegungen (siehe Subsektion 2.5.9). Ausgearbeitete Konzepte und Ideen 
zur Weiterentwicklung des 4D-Phantoms umfassen individualisierte Gewebereplikate 
(siehe Subsektion 2.5.4), deformierbare Phantomkörper (siehe Subsektion 2.5.4), eine 
Integration kabelgebundener oder gelbasierter Dosismesstechnik (siehe Subsektion 
2.5.5), eine vereinfachte und kostengünstigere Kalibrierung des Roboters (siehe Subsek-
tion 2.5.7), eine flexible Kollisionserkennung (siehe Subsektion 2.5.8), eine Positionsre-
gelung für Trajektorienbewegungen (siehe Subsektion 2.5.9), eine gleitende Ziel-
punktspezifikation durch den Bediener (siehe Subsektion 2.5.9), die Vermessung von 
Strahlenfeldern (siehe Subsektion 2.5.9) und die Generierung stochastischer Bewe-
gungsmuster (siehe Subsektion 2.5.9). 
Verschiedene Prädiktionsverfahren, die auf einem adaptiven linearen FIR Filter (nLMSd, 
nLMSp, RLSd, RLSp, ERLSd, ERLSp), lokaler Regression (LRl, LRd, LRde, LRdev), einem 
adaptiven Intervall Typ 2 Neuro Fuzzy Inferenz System (IT2FIS, IT2ANFIS3, IT2ANFIS4) 
oder einem Modell des Verlaufs des prädizierten Wertes (MKFv, MKFa1, MKFa2, MKFsm, 
MKFfc) basieren, (siehe Sektion 3.2) wurden implementiert und hinsichtlich der Anfor-
derungen der angestrebten klinischen Anwendung erprobt, bewertet und miteinander 
verglichen. Als Beispieldaten zur Erprobung dienten von der Oberfläche eines gesunden 
Probanden abgeleitete kartesische Punktbewegungen mit einer Gesamtdauer von 5 
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Stunden und 32 Minuten. Die Beispieltrajektorien wurden durch spontane Atmung bzw. 
abwechselnde willentliche Bauch- und Brustatmung angeregt und mit verschiedenen 
überlagerten Störeinflüssen kombiniert. Jedes Prädiktionsverfahren wurde auf Basis von 
11 Kriterien (Genauigkeit, Toleranz von Unregelmäßigkeiten und Messrauschen, Neigung 
zur Divergenz, Abhängigkeit von Trainingsdaten, Überschätzung der Auslenkung, Variabi-
lität, Konvergenzzeit, Rechenaufwand) und insgesamt 38 Eigenschaftswerten bewertet. 
Diese Bewertung erfolgte unter Berücksichtigung der spezifischen Anforderungen der 
vorgesehenen klinischen Anwendung. Dies beinhaltet u.a. die Nutzung des Fehlermaßes 
WIB100 (siehe Subsektion 3.4.1), das die klinische Fehlerkonsequenz im theoretisch 
schlimmstmöglichen Fall quantifiziert. Die o.g. Eigenschaftswerte wurden auf einer Skala 
zwischen 0 und 10 bewertet, wobei 0 die schlimmstmögliche und 10 die bestmögliche 
Ausprägung eines Eigenschaftswerts angibt. Die resultierenden Eigenschaftsbewertun-
gen wurden durch gewichtete Mittelwertbildung in eine skalare Bewertung jedes Prädik-
tionsverfahrens fusioniert. Die o.g. Erprobung und Bewertung erfolgten parallelisiert und 
in Stapelverarbeitung auf Basis einer für Matlab entwickelten Software. Auf Basis der 
Erprobungs- und Bewertungsergebnisse wurde das Prädiktionsverfahren RLSd (siehe 
Sektion 3.2) als am besten für die betrachtete klinsiche Anwendung geeignet identifi-
ziert. Hauptvorteil der lokalen Regression (LR) ist deren hohe Genauigkeit für lange Prä-
diktionshorizonte. Hauptvorteil des IT2ANFIS ist dessen potentiell hohe Genauigkeit für 
sehr lange Prädiktionshorizonte. Die Eignung modellbasierter Verfahren erscheint frag-
lich. 
Zur robotergestützten inertialen Stilllegung von respirationsbedingt bewegten Tumoren 
kommen prinzipiell eine adaptive Latenzzeitvorsteuerung (ALC), eine Vorsteuerung mit 
PI-Regelung (FFC), eine modellbasierte prädiktive Regelung (MPC) und eine periodenro-
buste repetitive Regelung (PRC) als äußere Regelungskaskaden eines den Patienten füh-
renden Roboters in Frage. Die theoretischen Vor- und Nachteile dieser Regelungsverfah-
ren (Sektionen 4.1 und 4.4 sowie Tabelle 4.1) wurden durch eine Quantifizierung der 
mit diesen Verfahren erzielbaren Regelungsergebnisse ergänzt. Diese Quantifizierung 
erfolgte angepasst an die spezifischen Merkmale der angestrebten klinischen Anwen-
dung. Diese Anpassung beinhaltet eine Verwendung von aus realen Atembewegungen 
resultierenden Führungstrajektorien (siehe Subsektion 3.5.1), eine Simulation und Be-
rücksichtigung des aus fehlerhaften Prädiktionen resultierenden Zukunftsfehlers (siehe 
Sektion 4.2), die Verwendung eines für die reale Anwendung repräsentativen Simulati-
ons- bzw. Versuchsaufbaus (siehe Sektion 4.3 und Subsektion 4.5.4) sowie die Abbil-
dung des Regelfehlers in den maximalen Anteil verfehlt applizierter Strahlendosis 
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(WIB100, siehe Subsektion 3.4.1). Letztgenanntes Maß WIB100 legt die Signifikanz der 
Regelungsergebnisse für die vorliegende Anwendung offen. 
Die in realen Atembewegungen auftretenden Abweichungen von der Periodizität wur-
den statistisch analysiert (siehe Subsektion 4.5.2). Aufsetzend auf dieser Analyse wur-
den multiple Führungstrajektorien generiert, deren Abweichungen von der Periodizität 
sich realistischen Größenordnungen schrittweise annähern. Auf Basis dieser Führungs-
trajektorien wurde die prinzipielle Eignung der PRC für die angestrebte klinische Anwen-
dung simulationsbasiert evaluiert. Diese Evaluation deckte auf, dass die Aperiodizität 
von Atembewegungen zu ausgeprägt ist, um einen gewinnbringenden Einsatz der PRC 
für den vorliegenden Anwendungsfall zu ermöglichen (siehe Subsektion 4.5.3). Die Ver-
fahren ALC, FFC und MPC wurden auf Basis von Versuchen an einem Knickarmroboter 
erprobt und quantitativ miteinander vergleichen (siehe Subsektion 4.5.4). Daraus zeigte 
sich, dass ein Einsatz der FFC und MPC für die vorliegende Anwendung vorbehaltlos 
möglich ist (siehe Subsektion 4.5.4), sofern ein ausreichend genaues Modell des Knick-
armroboters vorliegt. Ein solches Modell wurde erfolgreich identifiziert und ist auch für 
alternative Varianten des Knickarmroboters potentiell identifizierbar (siehe Subsektion 
4.5.1). 
Die Bewegungsplattform des 4D-Phantoms (siehe Kapitel 2), ein ausgewähltes Prädikti-
onsverfahren (ERLSp, siehe Sektion 3.2), ein ausgewähltes Regelungsverfahren (FFC, 
siehe Subsektion 4.4.2), ein Knickarmroboter und ein optisches Trackingsystem wurden 
zu einem Ersatzsystem zur robotergestützten Gegenführung respirationsbedingter Be-
wegungen kombiniert (siehe Kapitel 5). Auf Basis dieses Ersatzsystems sowie einer rea-
len respiratorischen Beispielbewegung mit vergleichsweise hohem Bewegungsumfang 
und -geschwindigkeiten wurde die gemeinsame Funktion der o.g. kombinierten Kompo-
nenten erprobt. Darauf aufsetzend wurden die Realisierbarkeit eines Systems zur robo-
tergestützten Gegenführung respirationsbedingter Bewegungen auf Basis der ausge-
wählten Prädiktions- und Regelungsalgorithmik nachgewiesen und der Nutzen eines sol-
chen Systems unter realen Bedingungen demonstriert. 
Themen für mögliche an diese Arbeit anschließende Dissertationen sind: 
• Ausarbeitung einer echtzeitfähigen und auf physikalischen wie datengetriebenen 
(Grey-Box) Modellen basierenden Verfahrens zur Abbildung von Surrogaten auf die 
Lokalisation des CTV (siehe dazu: Sektion 1.2.4). 
• Ausarbeitung einer offenen Innovationsplattform für universelle Verfahren zur Prä-
diktion respirationsgetriebener Messgrößen physiologischer Prozesse. Daran an-
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knüpfende Ausarbeitung eines neuen Prädiktionsverfahrens, das bspw. auf fehlermi-
nimierender und zuverlässigkeitsmaximierender Kombination verschiedener existie-
render Prädiktionsverfahren basiert (siehe dazu: Sektion 3.6). 
• Evaluation der Potentiale, Analyse und Optimierung eines Intervall Typ 2 adaptiven 
Neuro Fuzzy Inferenz Systems (IT2ANFIS) zur Prädiktion von Prozessen mit erhöhter 
Unsicherheit, insbesondere Herleitung von Konvergenzkriterien, Optimierung der 
Trainingsalgorithmik und Ableitung allgemeingültiger Auslegungsregeln. Applikation 
an zwei Beispielprozessen: (a) Prädiktion respirationsbedingter Bewegung über sehr 
lange Prädiktionshorizonte, (b): Prädiktion von Windrichtung und -geschwindigkeit 
über kurze Prädiktionshorizonte (siehe dazu: Sektion 3.6). 
• Ausarbeitung und Evaluation einer parameterfreien und auf Basis einer Extremwert 
suchenden Regelung selbsteinstellenden prädiktiven Regelung, die für Anwendungen 
der robotergestützten Kompensation respirationsbedingter Bewegungen universell 
einsetzbar ist (siehe dazu: Sektion 4.6). 
Desweiteren sollten eine Weiterentwicklung des in Kapitel 2 vorgestellten 4D-Phantoms 
und dessen Vermarktung als Produkt erfolgen. Insbesondere eine universelle Kombi-
nierbarkeit der Bewegungsplattform mit (ggf. spezialisierten) Starrkörperphantomkom-
ponenten unterschiedlicher Anbieter sowie weitere Fokussierung der Gestaltung selbi-
ger Bewegungsplattform auf effiziente und am potentiellen Nutzer und Qualitätssiche-
rungsprozess orientierte Integrier-, Bedien- und Handhabbarkeit würden einen Markter-
folg des produktisierten 4D-Phantoms begünstigen (siehe Sektion 2.6). 
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7 Anhang 
7.1 4D-Phantom: Roboter: Kollisionserkennung: Berechnung der Distanzmaße 
Dieser Anhang ist eine Ergänzung von Subsektion 2.3.4. 
Die im Vektor Colp  zusammengefassten konstanten Parameter der mechanischen Kon-
struktion des Roboters sind: 
• Distanzen zwischen den Systemen F1, F2, F3 und den jeweils zugehörigen Systemen 
M1, M2 und M3 bei Kollision zwischen Mutter und Motorrahmen, gegeben durch 
minA(1)l , minA(2)l  und minA(3)l , zusammengefasst im Vektor minAl . 
• Distanzen zwischen den Systemen F1, F2, F3 und den jeweils zugehörigen Systemen 
M1, M2 und M3 bei Kollision zwischen Mutter und Endanschlag der Spindel, gegeben 
durch max A(1)l , max A(2)l  und max A(3)l , zusammengefasst im Vektor max Al . 
• Länge und Durchmesser der Spindeln, gegeben durch Pl  und Pd . 
• Dicke des Zwischenrings, gegeben durch Rd . 
• Durchmesser des Targets, gegeben durch Td . 
• Distanz des Bodens vom Basissystem 0, gegeben durch Gx . 
• Distanz des Systems T vom Inertialsystem 0 bei Kollision zwischen den Faltenbälgen 
des Trägers und der Führungsplatte, gegeben durch minTl . 
• Ausdehnung und Lage des parallel zu den Achsen des Systems 0 ausgerichteten qua-
derförmigen Innenvolumens des Bodys, gegeben durch Kl  und KCr . Die Komponen-
ten des Vektors Kl  beschreiben die Kantenlängen des Quaders. Der Vektor KCr  be-
schreibt die Lage des Schwerpunkts des Quaders, bezogen auf das System 0. 
• Ausdehnung und Lage jedes einen Motorrahmen einhüllenden und parallel zu den 
Achsen des zugehörigen Systems F1, F2 bzw. F3 ausgerichteten Quaders, gegeben 
durch Fl  und 
F
F FCr . Die Komponenten des Vektors Fl  beschreiben die Kanntenlängen 
jedes einhüllenden Quaders. Der Vektor FF FCr  beschreibt die Lage des Schwerpunkts 
jedes einhüllenden Quaders, bezogen auf das zugeordnete System F1, F2 bzw. F3. 
Der Algorithmus zur Arbeitsraumüberwachung ist wie folgt definiert: 
1. Berechnung der Distanzen der Linearaktoren zu ihren Endanschlägen: 
  211 
 
[ ](k) (k) minA(k)d l l ,  k 1,2,3= − ∈  
[ ](3 k) max A(k) (k)d l l ,  k 1,2,3+ = − ∈  
(7-1) 
2. Berechnung der Distanzen der Spindelstangen zum Boden: 
[ ] [ ]TFkFk Pk P0 0 l ,  k 1,2,3= − ∈r  
[ ]FkPk Fk Fk Fk Pk ,  k 1,2,3= + ∈r r R r  
[ ]1(6 k) Pk x G P2d x d ,  k 1,2,3+ = − − ∈r e  
(7-2) 
3. Berechnung der Distanzen des Targets von den Innenseiten des Bodys: 
KC T T KC= −r r r  
[ ]1(9 k) KC T(k) K(k) T2d r l d ,  k 1,2,3+ = − − ∈  
[ ]1(12 k) K(k) KC T(k) T2d l r d ,  k 1,2,3+ = − − ∈  
(7-3) 
4. Berechnung der Distanz der vollständig zusammengefalteten Faltenbälge von der 
Führungsplatte: 
(16) T minTd l= −r  (7-4) 
5. Berechnung der Distanz zwischen Motorrahmen und Zwischenring: 
F F 1 1 1
F FP1 F FC F(1) x F(2) y F(3) z2 2 2l l l= + − +r r e e e  
F F 1 1 1
F FP2 F FC F(1) x F(2) y F(3) z2 2 2l l l= − − +r r e e e  
{ }R x R= φR R  
[ ] [ ]R T FFkPo R Fk FPo ,  k 1,2,3 ,  o 1,2= ∈ ∈r R R r  
[ ]R 1(16 k) FkP1(3) R2d d ,  k 1,2,3+ = − − ∈r  
[ ]R 1(19 k) FkP2(3) R2d d ,  k 1,2,3+ = − − ∈r  
(7-5) 
Es gilt: 
{ }T(1) (22) IKd ... d  = =  d RA  (7-6) 
 
 
212 
7.2 4D-Phantom: Roboter: Trajektoriengenerierung: Implementierung linearer und 
elliptischer Bahntrajektorien 
Dieser Anhang ist eine Ergänzung zu Subsektion 2.3.5. 
Die Generierung einer neuen Bahntrajektorie des Targets basiert auf den folgenden 
durch den Nutzer bereitgestellten Trajektorienparametrierung Trap : 
• Bahngeometrie: 
o Die Parameter von Linienpfaden sind der kartesische Start und Endpunkt der Li-
nie bzgl. des Bodys, gegeben durch BB Sr  und 
B
B Er . 
o Die Parameter von elliptischen Pfaden sind der Mittelpunkt, BB Mr , die Richtung 
der Hautachse, B ae  und die Richtung der Nebenachse der Ellipse, 
B
be , jeweils 
bzgl. des Bodys, sowie die Länge der Hauptachse, al , der Nebenachse, bl , und des 
elliptischen Pfades bezogen auf den Umfang der Ellipse, El . 
• Maximale Bahngeschwindigkeit, TMaxv . 
• Maximale Bahnbeschleunigung und -verzögerung, TMaxa . 
Die Berechnung der Parametrierung des Geschwindigkeitsprofils, Velp , durch die in Be-
ziehung (2-26) spezifizierte Funktion { }VP  erfolgt wie folgt: 
1. Berechnung der Gesamtpfadlänge, Pl , des durch den Nutzer spezifizierten Pfades: 
o Linienbahn: 
B B
P B E B Sl = −r r  (7-7) 
o Elliptischer Pfad: 
{ }
1
2 2
2b
P a E 2
a0
l
l 4l l 1 1 d
l
 
= − −  
 
∫
π
ϕ ϕsin  (7-8) 
Gleichung (7-8) wird numerisch gelöst. 
2. Berechnung der Parameter des Geschwindigkeitsprofils, so dass sich für die resultie-
rende Trajektorie des Punktes T im kartesischen Raum die durch den Nutzer ge-
wünschte maximale Geschwindigkeit TMaxv  und -beschleunigung/-verzögerung 
TMaxa  entlang der spezifizierten bahn ergibt. Diese Parameter sind: 
o Maximale Geschwindigkeit der Bahnkoordinate: Maxs . 
o Maximale Beschleunigung der Bahnkoordinate: Maxs . 
o Endzeitpunkt des Profilabschnittes maximal beschleunigter Bewegung: 1t . 
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o Endzeitpunkt des Profilabschnittes unbeschleunigter Bewegung: 2t . 
o Endzeitpunkt des Profilabschnitts maximal verzögerter Bewegung: Et . 
o Bahnkoordinate bei 1t : 1s . 
o Bahnkoordinate bei 2t : 2s . 
und werden berechnet als: 
TMax TMax Max
Max Max 1
P P Max
ˆv a s
sˆ , s , t
l l s
= = ∆ =

 

 
Max 1 2
Max 1 1 2 1 2 Max Max
Max
Max
Max 1 1 Max Max 1
Max
sˆ t sˆ ˆs t 1: s , s 1 2 s , t , s sˆ2 s
s1sˆ t 1: s , s s , t
2 s
∆ ∆
⋅∆ ≤ ∆ = ∆ = − ∆ ∆ = =
⋅∆ > ∆ = = ∆ =

  


  

 
1 1 2 1 2 E 1 2t t , t t t , t 2 t t= ∆ = ∆ + ∆ = ∆ + ∆  
1 1 2 1 2s s , s s s= ∆ = ∆ + ∆  
(7-9) 
Die Umrechnung des Zeitpunkts in die zugehörige Bahnkoordinate durch die in Bezie-
hung (2-27) spezifizierte Funktion { }TP  erfolgt wie folgt: 
{ } ( )
( ) ( )
2Max
1
1 Max 1 1 2
Vel
2Max
2 Max 2 2 2 E
E
s
t t t
2
s s t t t t t
s := t;
s
s s t t t t t t t
2
1 t t
 ≤

+ − < ≤= 
 + − − − < ≤

 >
p




TP  (7-10) 
Die Umrechnung der Bahnkoordinate in die zugehörige kartesische Position des Targets 
durch die in Beziehung (2-28) spezifizierte Funktion { }PK  erfolgt wie folgt: 
o Linienpfad: 
{ } ( )B B B BB T Path B S B E B S: s; s= = + −r p r r rPK  (7-11) 
o Elliptischer Pfad: 
{ } { } { }
B B
B B a a b b
B T Path B M E EB B
a b
l l
: s; 2 l s 2 l s
2 2
= = + +
u u
r p r
u u
π πPK cos sin  (7-12) 
 
214 
7.3 4D-Phantom: Roboter: Kalibrierung: Erfassung der Targetposition mit Hilfe des 
optischen Trackingsystems 
Dieser Anhang ist eine Ergänzung zu Subsektion 2.3.6 und bezieht sich auf die in 
Bild 2.15 dargestellten Größen. 
Der Ursprung des Systems B befindet sich mittig auf der Verbindungslinie zwischen L1 
und L2. Die x-Achse des Systems B befindet sich auf der Linie xl  und ist in Richtung des 
Punktes L3 ausgerichtet, der sich im Abstand B L3d  vom Punkt B befindet. Die y-Achse 
des Systems B befindet sich auf der Linie yl  und ist in Richtung des Punktes L2 ausgerich-
tet. Die Marker B1 und B2 befinden sich auf der Linie yl . Der Marker B3 befindet sich auf 
der vom Punkt L3 ausgehenden Normalen zur Deckeloberfläche in einem Abstand vom 
Punkt L3 von L3 K3d . Der Neigungswinkel der Deckeloberfläche, der benötigt wird, damit 
bei der Befüllung des Bodys mit einem Fluid entstehende Luftblasen sich in Richtung der 
Basisplatte und den dort angeschlossenen Überlaufbehälter bewegen, ist β . Die Position 
des Systems B bzgl. des optischen Trackingsystems, das im Folgenden mit X bezeichnet 
wird, kann berechnet werden zu: 
( )X X X1X B X B1 X B22= +r r r  (7-13) 
• Die Orientierung des Systems B bzgl. des Trackingsystems X kann berechnet werden 
zu: 
{ }
{ }
L3 K3
ˆ BB
K L3 L3 K3
d
atan
d d
 β φ =  
+ β  
sin
cos
 
{ }Bˆ ˆB y BBR= φR  
X X
ˆ B1 B2Byˆ =e r  
X X X
ˆ ˆB B3Bz Byˆ ˆ= ×e r e  
X X X
ˆ ˆ ˆBx By Bzˆ ˆ ˆ= ×e e e  
T
XX X
ˆ ˆˆ ˆByB BBx Bz
X BX X X
ˆ ˆ ˆBx By By
ˆˆ ˆ
ˆ ˆ ˆ
  
  =      
ee e
R R
e e e
 
(7-14) 
• Die aus der Messung abgeleiteten translatorischen Positionen des Systems T bzgl. 
des Systems B können berechnet werden zu: 
B B X
B Tk X B Tkˆ =r R r  (7-15) 
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7.4 4D-Phantom: Roboter: Kinetisches Modell 
Dieser Anhang ist eine Ergänzung zu Subsektion 2.5.6. Im Folgenden wird ein kinetisches 
Modell des Roboters in Minimalkoordinaten auf Basis des Newton-Euler Formalismus 
hergeleitet. 
Die Newton-Euler Gleichungen des Roboters sind gegeben als: 
{ }
{ }
{ }
{ }
{ }
{ }
{ }1 1 1
1 1 1 11
nB nB
nB nB nB nBnB
,
m ... ... t, ,
... ... ...
... ... ... ... ... ......
... ... ... m
... ...
    
     ×    
     + =
    
    
     ×    
M q h b q h
I 0 0 0r f q h
0 J q ω J q ωω
I 0 0r
0 0 J q ω J q ωω






 
{ }
{ }
{ }
{ } C
C,1
C,11
C,nBnB
C,nBnB
t, ,
t, ,
......
t, ,
t, ,
   
   
   
   +
   
   
     
gg q h
f
nn q h
ff q h
nn q h


 
(7-16) 
mit  
TT T T T T T
1 1 2 2 nB nB =  h r ω r ω ... r ω    (7-17) 
x y z =  I e e e   
Alle aufgeführten Größen sind auf das Basissystem 0 bezogen. Diese sind: 
• kω : Winkelgeschwindigkeit von Körper k. 
• km : Masse von Körper k. 
• { }kJ q : Trägheitsmoment von Körper k. 
• { }k t, ,f q h : Externe Kraft, appliziert am Massenschwerpunkt von Körper k. 
• { }k t, ,n q h : Externes Drehmoment, appliziert an Körper k. 
• C,kf : Kraft, die als Resultat der kinematischen Bindungen an Körper k appliziert wird. 
• C,kn : Drehmoment, das als Resultat der kinematischen Bindungen an Körper k appl-
ziert wird. 
Diejenigen bewegten Körper des Roboters, die eine signifikante Massenträgheit aufwei-
sen, werden in den Newton-Euler Gleichungen berücksichtigt. Diese sind die Motorrah-
men 1 bis 3 (bezeichnet als F1-3), die Spindeln 1 bis 3 (bezeichnet als P1-3), die Muttern 
1 bis 3 (bezeichnet als M1-3), die Gabeln 1 bis 3 (bezeichnet als V1-3), der Träger (be-
zeichnet als T), der Zwischenring (bezeichnet als R) und die Führungsplatte (bezeichnet 
als S) (siehe Bild 2.6). Somit ergibt sich die Anzahl der berücksichtigten Körper zu 
nB 15= . 
Die Abtriebskoordinaten BB Tr  werden zwecks Übersichtlichkeit der folgenden Herleitun-
gen im Folgenden benannt mit: 
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B
B T ≡r r  (7-18) 
Diese werden sowohl auf die Koordinaten q , die im Folgenden eingeführt werden, als 
auch die Antriebskoordinaten φ  durch eine explizite, stetig differenzierbare und für 
beliebige Roboterposen numerisch stabile Rechenvorschrift abgebildet. Die Rechenvor-
schrift für die Abbildung { }φ r  ist durch die in Subsektion 2.3.3 vorgestellte Rückwärts-
transformation { }IK  definiert. Die Koordinaten q  sind definiert als: 
TT T T T
1 1 nB nB.. =  q r p r p  (7-19) 
Alle im Vektor q  aufgeführten Größen sind auf das Basissystem 0 bezogen. Diese sind: 
• kr : Koordinaten des Massenschwerpunkts von Körper k 
• kp : Die Euler-Parameter (das sind der Realteil und die Imaginärteile des zugehörigen 
Quaternions) des Körpers k 
Zur Abbildung der Abtriebskoordinaten r  auf die Euler-Parameter der bewegten Körper 
werden die folgenden Eigenschaften von Quaternionen und deren Euler-Parametern 
genutzt: 
A A A A A
B(0) B(1) B(2) B(3)Be p i p j p k p= + ⋅ + ⋅ + ⋅  (7-20) 
{ } TAA A A A AB B(0) B(1) B(2) B(3)Be p p p p = =  p p  (7-21) 
{ } { } TA A A T AB B B B = θ θ p ecos sin  (7-22) 
A A B
C B Ce e e=  (7-23) 
Darin überführt das Quaternion A Be  die Orientierung des Systems A in die Orientierung 
des Systems B. Die imaginären Einheiten des Quaternions sind i, j und k. Mit dem Qua-
ternion A Be  sind auch dessen Euler-Parameter { }AA B Be=p p  bekannt (und umgekehrt). 
Diese Euler-Parameter werden nach (2-22) gebildet aus der auf System A bezogenen 
Rotationseinheitsachse A Be  und dem zugehörigen Rotationswinkel 
A
Bθ , die die Orien-
tierung des Systems A in die Orientierung des Systems B überführen. Korrespondierend 
ergeben sich die elementaren Quaternionen für Drehungen um die x-, y- und z-Achse zu: 
{ } { } { } { }{ }
TT
x x x x x xxe φ = φ φ = φ p e pcos sin  (7-24) 
{ } { } { } { }{ }TTy y y y y yye φ = φ φ = φ p e pcos sin  (7-25) 
{ } { } { } { }{ }
TT
z z z z z zze φ = φ φ = φ p e pcos sin  (7-26) 
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Analog zu Rotationsmatrizen ergibt sich das aus multiplen Rotationen resultierende Qua-
ternion als das Produkt der den Einzelrotationen zugeordneten Quaternionen. Dies ist 
beispielhaft in Beziehung (7-23) dargestellt. 
Mit den obigen Beziehungen können die Euler-Parameter der bewegten Körper des Ro-
boters auf Basis der Ergebnisse IKR  der in Subsektion 2.3.3 und Gleichung (2-16) vorge-
stellten Rückwärtstransformation { }IK  berechnet werden zu: 
{ }R x R= φp p  (7-27) 
{ } { }{ }RS C R Sx ye e= = φ φp p p  (7-28) 
{ } { } [ ]Fk0 Fk0 XkXk FkFk x ye e e ,   k 1,2,3= φ φ ∈  
{ } [ ]Fk0Fk Fk0 Fke e ,   k 1,2,3= ∈p p  
(7-29) 
{ } [ ]
{ } [ ]
Mk0 Mk0
x VkVk
C Mk0
Vk C Mk0 Vk
e e ,   k 1,2,3
e e e ,   k 1,2,3
= φ ∈
= ∈p p
 (7-30) 
{ } { } [ ]Mk0 Mk0 VkVk MkMk x ye e e ,   k 1,2,3= φ φ ∈  
{ } [ ]C Mk0Mk C Mk0 Mke e e ,   k 1,2,3= ∈p p  
(7-31) 
{ } [ ]Fk Pk z k ,   k 1,2,3= φ ∈p p  (7-32) 
Die zeitlichen Ableitungen der Beziehungen { }φ r  und { }q r  sind: 
{ }′=q B r r   (7-33) 
{ }
{ }( )
{ },
′∂
′= +
∂
α r r
B r r
q B r r r
r


  

 (7-34) 
{ } { }I, =φ r r D r r    (7-35) 
{ }
{ }( )
{ }
I
I
,
∂
= +
∂
β r r
D r r
φ D r r r
r



 

 (7-36) 
Die Körperkoordinaten h  und h  der Newton-Euler Gleichungen (7-16) können auf Basis 
der Ableitungen der Koordinaten q  bestimmt werden zu: 
{ }=h G q q  (7-37) 
{ }=h G q q   (7-38) 
mit  
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{ }
1
nB
... ...
2 ... ...
... ... ... ... ...
... ...
... ... 2
 
 
 
 =
 
 
  
I 0 0
0 G
G q
I 0
0 0 G
, 
k(1) k(0) k(3) k(2)
k k(2) k(3) k(0) k(1)
k(3) k(2) k(1) k(0)
p p p p
p p p p
p p p p
 − −
 = − − 
 − − 
G  (7-39) 
Aus Beziehungen (7-33), (7-35) und (7-37) ergibt sich:  
{ } { } { }
{ }
1
I
,
−′=
B q r
h G q B r D r φ

 
(7-40) 
Aus Beziehungen (7-34), (7-36) und (7-38) ergibt sich: 
{ } { } { }
{ }
{ } { } { } { } { } { }
{ }
T T
I I
, , ,
, ,′ ′= + −
B q r γ q r r
h G q B r D r φ G q α r r G q B r D r β r r

 
 
 
 
(7-41) 
Einsetzen von Gleichung (7-41) in die Newton-Euler Gleichungen (7-16) ergibt: 
{ } { } { } { } { }
{ }
{ } C
, , ,
, , , , t, ,+ + = +
δ q r h r
M q B q r φ M q γ q r r b q h g q h g




 
(7-42) 
Durch Projektion von Gleichung (7-42) auf die Geschwindigkeitstransformationsmatrix 
{ },B q r  werden die Bindungskräfte Cg , die als Folge der kinematischen Bindungen der 
Körper des Roboters entstehen, eliminiert. Desweiteren werden die Motordrehmomen-
te [ ]T1 2 3= τ τ ττ  aus den von selbigen erzeugten Beiträgen zum Vektor der an den 
Körpern des Roboters applizierten externen Kräfte und Momente, { }c t, ,g q h , extrahiert 
und können somit separat aufgeführt werden. Die Newton-Euler Gleichungen des Robo-
ters in Minimalkoordinaten ergeben sich somit zu: 
{ } { } { }
{ }
{ } { }
{ }
{ } { }
{ }
T T T
ˆ ˆ ˆ, t, ,
, , , , , , , t, ,+ = +
M r b r φ g r φ
B q r M q B q r φ B q r δ q r h r B q r g q h τ
 


  
 
(7-43) 
Der Algorithmus der inversen Dynamik wird als { }ID  bezeichnet und ermöglicht auf 
Basis der obigen Gleichungen eine explizite Berechnung der Motordrehmomente τ , die 
aus vorgegebenen Motordrehwinkeln und deren Ableitungen, φ , φ , φ , resultieren. 
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7.5 Bindung zur Vorgabe der relativen Verdrehung zwischen zwei Körpern für die 
Mehrkörpersimulation in Körperkoordinaten 
Dieser Anhang ist eine Ergänzung zu Subsektion 2.5.6. Im Folgenden wird eine im Ver-
gleich zu den veröffentlichten Alternativen verbesserte Formulierung der o.g. Bindung 
beschrieben. Diese Formulierung basiert auf einer Beschreibung der Orientierungen der 
bewegten Körper mit Quaternionen und ermöglicht einen Verzicht auf gesonderte Maß-
nahmen zur Herstellung von geeigneter numerischer Kondition der darauf aufsetzenden 
Mehrkörpersimulation. 
Die Größen, die der Beschreibung zugrunde liegen, sind in Bild 7.1 veranschaulicht. Die 
körperfesten Koordinatensysteme 1b  und 2b  sind jeweils am Massenschwerpunkt des 
zugehörigen Körpers lokalisiert. Die gemeinsame Drehachse schneidet Punkt 1P  von 
Körper 1 und Punkt 2P  von Körper 2. Die Einheitsvektoren 1u , 1v , 1w  sind fest an Kör-
per 1, die Einheitsvektoren 2u , 2v , 2w  sind fest an Körper 2. Vektoren 1u  und 2u  sind in 
Richtung der gemeinsamen Drehachse orientiert. Vektoren 1v  und 1w  stehen orthogo-
nal aufeinander sowie auf 1u . Vektoren 2v  und 2w  stehen orthogonal aufeinander so-
wie auf 2u .  
Die folgende Herleitung bezieht sich auf die als kΦ  bezeichnete Bindungsgleichung, die 
dann erfüllt ist, wenn die Koordinaten q  beider Körper eine Konfiguration beschreiben, 
die einer Verdrehung des Körpers 2b  um Achse 2u  relativ zu Körper 1b  um den vorge-
gebenen Drehwinkel θ  entspricht. 
 
BILD 7.1: KÖRPER B1 UND B2, KÖRPERFESTE ACHSEN u1, v1, w1 UND u2, v2, w2 UND DER WINKEL DER DREHUNG 
UM DIE GEMEINSAME DREHACHSE θ 
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Diese Bindungsgleichung wird in der Literatur wie folgt definiert: 
{ }Tk 1 2 0Φ = − θ =v v cos  (7-44) 
Eine Mehrkörpersimulation basierend auf Bindungsgleichung (7-44) ist numerisch insta-
bil. Die Hauptursachen dafür sind: 
1. Bindungsgleichung (7-44) weist eine singuläre Konfiguration *q  auf, die im Fall 
{ }T1 2 *= θv v cos  mit * nθ = π  und beliebiger Ganzzahl n auftritt. An einer singulären 
Konfiguration weist das Skalarprodukt T1 2v v  verschwindende Sensitivität bzgl. θ  auf, 
so dass die auf Bindungsgleichung (7-44) basierende Jakobimatrix einen Rangabfall 
aufweist und die auf die Jakobimatrix aufsetzenden Bewegungsgleichungen resultie-
rend unlösbar werden. 
2. Bindungsgleichung (7-44) weist zwei mögliche Lösungen auf, da sowohl ein positiver 
als auch ein negativer Winkel zwischen 1v  und 2v  zum selben Skalarprodukt 
T
1 2v v  
führen. Die beiden Lösungen treffen sich an den singulären Konfigurationen *q , an 
denen korrespondierend eine Transition von der einen Lösung zur anderen auftreten 
kann. Eine solche Transition wird durch den hohen numerischen Fehler, der in der 
Nähe einer singulären Konfiguration auftritt, erleichtert und kann vermieden wer-
den, wenn in vorwärtsdynamischer Simulation die kinematischen Bindungen auf Be-
schleunigungsebene repräsentiert werden. 
Um die o.g. numerische Instabilität zu vermeiden, kann eine alternative Bindungsglei-
chung mit einer unterschiedlichen Lage der zugehörigen singulären Konfigurationen ein-
geführt und simultan ausgewertet werden, z.B.: 
{ }Tk 1 2 0Φ = − θ =w v sin  (7-45) 
In diesem Fall ist ein Umschalten zwischen beiden Bindungsgleichungen (7-44) und (7-
45) erforderlich, das eine ausreichende Distanz zu einer singulären Konfiguration zu je-
dem Zeitschritt der Mehrkörpersimulation sicherstellt. Dies würde die Komplexität einer 
Implementierung der Mehrkörpersimulation erhöhen. 
Im Folgenden wird eine alternative Formulierung der Bindung kΦ  vorgestellt. Diese 
Formulierung weist keine Mehrdeutigkeit auf und basiert auf den Euler-Parametern (das 
sind der Realteil und die Imaginärteile der zugehörigen Quaternionen) zur Repräsentati-
on der rotatorischen Körperkoordinaten. 
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Basierend auf den Körperkoordinaten kann das Quaternion, das die Orientierung des 
Koordinatensystems 2b  bzgl. der Variante dieses Koordinatensystems, die sich beim 
Winkel 0θ =  ergibt, 2,0b , berechnet werden zu: 
b2,0 b2,0 b1
b2 b1 b2e e e e= ⋅ ⋅  (7-46) 
Darin beschreiben die Quaternionen b2,0 b2e , 
b1
b1e e=  und b2e  die Orientierungen des 
Koordinatensystems 2b  bzgl. des Koordinatensystems 2,0b , des Inertialsystems bzgl. des 
Koordinatensystems 1b  und des Koordinatensystems 2b  bzgl. des Inertialsystems. Ver-
gleich der Koeffizienten auf beiden Seiten von Gleichung (7-46) ergibt: 
{ } { }b2,0 b2,0 b1b2 b1 b2e e e e= ⋅ ⋅p p  (7-47) 
Darin beschreibt die Funktion { }p  die Repräsentation des als Argument bereitgestell-
ten Quaternions als Vektor der Euler-Parameter dieses Quaternions. Die Euler-
Parameter { }b2,0 b2ep  können basierend auf dem Drehwinkel θ  berechnet werden zu:  
{ } { } { } { } Tb2,0 b2 T2b2ˆ e 2 2 θ ≡ = θ θ p p ucos sin  (7-48) 
Darin ist b2 T2u  die konstante Repräsentation des Vektors 2u  bzgl. des Koordinatensys-
tems 2b . Drei Vektoren von Euler-Parametern, die orthogonal zu { }ˆ θp  orientiert sind, 
können definiert werden zu: 
Tb2 T
o1 2ˆ 0 =  p v  (7-49) 
Tb2 T
o2 2ˆ 0 =  p w  (7-50) 
{ } { } { }
Tb2 T
o3 2ˆ 2 2 θ = − θ θ p usin cos  (7-51) 
Durch Substitution von Gleichung (7-48) in Gleichung (7-47) und Ersetzen von { }ˆ θp  
durch o1pˆ , o2pˆ  und { }o3ˆ θp  kann Gleichung (7-47) in den folgenden äquivalenten Glei-
chungssatz transformiert werden: 
{ } { }T b2,0 b1o1 o2 o3 b1 b2ˆ ˆ ˆ e e e 0θ ⋅ ⋅ =  p p p p  (7-52) 
Statt der Gleichheit von { }ˆ θp  und { }b2,0 b1b1 b2e e e⋅ ⋅p  erzwingt Gleichungssatz (7-52) 
deren Ausrichtung auf einer gemeinsamen Linie. Unter der Annahme, dass sich alle in-
volvierten Quaternionen durch einen Betrag von eins auszeichnen, existieren die folgen-
den zwei Lösungen von Gleichungssatz (7-52): 
222 
{ } { }b2,0 b1b1 b2ˆ e e eθ = ⋅ ⋅p p  (7-53) 
{ } { }b2,0 b1b1 b2ˆ e e e− θ = ⋅ ⋅p p  (7-54) 
Beide Lösungen, (7-53) und (7-54) sind äquivalent, da eine Negation eines Vektors von 
Euler-Parametern oder des assoziierten Quaternions keinen Einfluss auf die durch diese 
beschriebene Orientierung hat. 
Die ersten beiden Komponenten von Gleichungssatz (7-52) erzwingen eine identische 
Ausrichtung der Achsen 1u  und 2u . Die Ziel-Drehung des Koordinatensystems 2b  um die 
Achse 2u  mit dem Winkel θ  wird ausschließlich durch die dritte Komponente von Glei-
chungssatz (7-52) erzwungen. Korrespondierend beschriebt diese Komponente die ge-
suchte alternative Formulierung der Bindung kΦ  als: 
{ } { }T b2,0 b1k o3 b1 b2ˆ e e e 0Φ ≡ θ ⋅ ⋅ =p p  (7-55) 
Gleichung (7-55) kann universell zur Erzwingung einer relativen Drehung eines Körpers 
um einen gewünschten Winkel in Zusammenhang mit einer Mehrkörpersimulation in 
Körperkoordinaten eingesetzt werden. Die Gleichung ermöglicht dieselbe oder bessere 
mathematische Robustheit und kann somit identisch eingesetzt werden, wie jede ande-
re Standard-Bindungsgleichung. Die Integration von Bindungsgleichung (7-55) in eine 
Software zur Mehrkörpersimulation in Körperkoordinaten ist somit ohne spezielle Maß-
nahmen zur Sicherstellung numerischer Stabilität möglich und somit einfacher als mit 
den bisher beschriebenen Formulierungen dieser Bindungsgleichung. 
7.6 4D-Phantom: Roboter: Geschwindigkeitsregelung: Extended Kalman Filter zur 
Schätzung der Laufzeitdifferenz 
Dieser Anhang ist eine Ergänzung zu Subsektion 2.5.9. Im Folgenden wird eine mögliche 
Variante des nichtlinearen Zustandsraummodells eines Extended Kalman Filters (EKF) zur 
Schätzung der Laufzeitdifferenz zwischen der Schritt- und der Referenztrajektorie einer 
Trajektorienbewegung des Roboters spezifiziert. 
In jedem Messschritt m des Extended Kalman Filters (EKF) werden die Momentanwerte 
der Schritttrajektorie, 
T
(m) 1(m) 2(m) 3(m)
ˆ ˆ ˆˆ  = φ φ φ φ  sowie die Echtzeit (m)
ˆ ˆt m t= ⋅∆ , die 
seit Beginn der Trajektorienbewegung verstrichen ist, akquiriert. Dabei ist tˆ∆  der kon-
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stante echtzeitliche Abstand der Messschritte. Das o.g. nichtlineare Zustandsraummo-
dell ist gegeben durch: 
(m 1) (m)
(m)
(m 1) (m)
t t1 1
t t0 1
+
+
    
= +    ∆ ∆    
w  (7-56) 
( ) (m) (k)(m) (k) (k 1) (k) (m)
(k 1) (k)
t tˆ
t t+ +
−
= + − +
−
φ φ φ φ v  (7-57) 
mit  
{ }B(k) B T(k)=φ rIK  (7-58) 
(k) (m) (k 1)t t t +≤ <  (7-59) 
Darin sind (m)t  die durch das EKF geschätzte Absolutzeit in der Referenztrajektorie, die 
seit Beginn der Trajektorienbewegung verstrichen ist, (m)t∆  die durch das EKF geschätzte 
Zeitdifferenz in der Referenztrajektorie, die sich nach einem Echtzeitschritt tˆ∆  ergibt, 
B
B T(k)r  und (k)t  die Stützkoordinaten und Stützzeitpunkte der Trajektorienbewegung nach 
Gleichung (2-25) aus Subsektion 2.3.5, { }IK  die Rückwärtstransformation der Roboter-
koordinaten nach Gleichung (2-16) aus Subsektion 2.3.3, (m)w  das Systemrauschen und  
(m)v  das Messrauschen. Die gesuchte Laufzeitdifferenz ergibt sich mit den obigen Defini-
tionen zu: 
(m) (m)ˆt tη= −  (7-60) 
Mit Gleichung (7-56) wurde eine lineare Abhängigkeit der Laufzeitdifferenz η  von der 
Absolutzeit tˆ  modelliert. Diese Wahl basiert auf Voruntersuchungen, die eine solche 
Abhängigkeit näherungsweise demonstrierten. 
Da die dem EKF bereitgestellten Messwerte (m)φˆ  ausschließlich aus digitalen Datenver-
arbeitungsprozessen resultieren und somit sehr geringe Fehler aufweisen, können die 
zur Parametrierung des EKF erforderlichen Varianzen des Messrauschens (m)v  sehr klein 
gewählt werden. 
7.7 4D-Phantom: Roboter: Algorithmus zur iterativen Steuerung für gleitende 
Zielpunktspezifikation 
Dieser Anhang ist eine Ergänzung zu Subsektion 2.5.9. Im Folgenden werden die grund-
legenden Funktionen eines möglichen Algorithmus zur iterativen Steuerung der Zielbe-
wegung des Roboters im Rahmen einer gleitenden Zielpunktspezifikation durch den Nut-
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zer skizziert. Dazu werden die aktuellen Antriebskoordinaten als φ , die korrespondie-
renden Abtriebskoordinaten als BB T≡r r  und die jeweils zugehörigen durch den Nutzer 
gleitend spezifizierten Zielpunktkoordinaten als Zielφ  bzw. Zielr  bezeichnet. 
1. Korrektur der Zielpunktkoordinaten. Dieser Schritt wird ausgeführt, sofern die Koor-
dinaten Zielr  ungültig, d.h. außerhalb des Arbeitsraums des Roboters lokalisiert sind. 
Der Schritt bewirkt eine Ablenkung der Koordinaten r  in Tangentialrichtung zu den 
in der Nähe von r  befindlichen Arbeitsraumgrenzen sowie in Richtung Zielr . Deswei-
teren werden die ggf. abgelenkten Zielpunktkoordinaten auf die Arbeitsraumgrenze 
versetzt. Daraus ergibt sich insgesamt die in Subsektion 2.5.9 beschriebene gleiten-
de Bewegung entlang der Arbeitsraumgrenze, die zum Stillstand kommt, wenn ein 
minimaler Abstand zwischen r  und Zielr  erreicht ist. Zur Realisierung der o.g. Korrek-
turfunktionen wird die explizit berechenbare Jakobimatrix der Distanzen zu den Kol-
lisionsgrenzen, { }d = ∂ ∂J r d r  (siehe Gleichung (2-22) aus Subsektion 2.3.4), ver-
wandt. Mit Hilfe dieser Jakobimatrix werden in Analogie zur Berücksichtigung nicht-
linearer Nebenbedingungen in sequentieller quadratischer Programmierung zu-
nächst die Kollisionsdistanzen am aktuellen Punkt, { }d r  (nach Gleichung (2-21) aus 
Subsektion 2.3.4), ermittelt, die geringen Kollisionsdistanzen zugeordneten Zeilen 
von { }dJ r  zur Matrix NJ  zusammengefasst und die Lagrange-Multiplizierer 
( ) 1TN N N Ziel−=λ J J J r  berechnet. Anschließend werden die negativen Lagrange-
Multiplizierern zugeordneten Zeilen von NJ  zur Matrix AJ zusammengefasst. Diese 
Zeilen geben die Orientierungen der die Annäherung an die Zielkoordinaten limitie-
renden Tangentialflächen der Kollisionsgrenzen und somit des Arbeitsraums an. Die 
Modifikation der Zielpunktkoordinaten ergibt sich als Projektion des Verbindungs-
vektors Ziel −r r  auf diese Tangentialflächen zu ( )( )TMod Ziel= + −r r Z Z r r , wobei Z  
den Nullraum von NJ  bildet. Zur Versetzung der ggf. modifizierten Zielpunktkoordi-
naten auf den Schnittpunkt einer geeigneten Linie mit der Arbeitsraumgrenze wird 
dieser Schnittpunkt mit Hilfe des Newton-Euler-Verfahrens ermittelt. Die Kollisions-
distanzen bzgl. der Linienkoordinate s, { } { }L Lˆ s s= +d d r e , können dazu mit Hilfe der 
Jakobimatrix dJ  differenziert werden zu d Lˆ s∂ ∂ =d J e . 
2. Implementierung der Zielbewegung. In diesem Schritt werden für jeden Motor zu-
nächst die erlaubte maximale und minimale Geschwindigkeit ermittelt. Dies erfolgt 
auf Basis der jeweils limitierendsten Beschränkungen dieser Geschwindigkeit. Diese 
Beschränkungen ergeben sich aus der maximal generierbaren absoluten Geschwin-
digkeitsänderung pro Steuertakt, der maximal generierbaren Absolutgeschwindigkeit 
und der Bedingung, am Zielpunkt der Bewegung Stillstand zu erreichen. Im Raum der 
Achsgeschwindigkeiten ist die Zielbewegungsrichtung durch den Vektor 
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Ziel Ziel∆ = −φ φ φ  im Fall einer gewünschten Zielbewegung auf einer Geraden im 
Achsraum und durch den Vektor { }( )Ziel I Ziel∆ = −φ D r r r  im Fall einer gewünschten 
Zielbewegung auf einer näherungsweisen Geraden im kartesischen Raum gegeben. 
Darin ist ID  die inverse Jakobimatrix der Minimalkoordinaten nach Gleichung (2-17). 
Die erlaubten Achsgeschwindigkeiten sind im selben Raum durch den Quader, der 
durch die o.g. für jeden Motor erlaubten Geschwindigkeitsintervalle aufgespannt 
wird, gegeben. Der zu implementierende Achsgeschwindigkeitsvektor verbindet den 
Ursprung mit einem Punkt innerhalb dieses Quaders. Dieser Punkt ist der weitest-
möglich vom Ursprung entfernte Schnittpunkt zwischen dem Quader und der Gera-
den entlang der Zielbewegungsrichtung oder, falls ein solcher nicht existiert, derjeni-
ge Eckpunkt des Quaders für den sich die größte Projektion des Achsgeschwindig-
keitsvektors auf die Zielbewegungsrichtung ergibt. Dies ermöglicht die in Subsektion 
2.5.9 beschriebene Bewegung zu den Zielpunktkoordinaten auf einer Geraden im 
Achsraum bzw. einer näherungsweisen Geraden im kartesischen Raum, sofern mög-
lich, und ansonsten schnellstmögliche Annäherung an die Zielpunktkoordinaten auf 
der gewünschten Bahn. 
7.8 Regelung: Probabilistische Simulation des Zukunftsfehlers 
Dieser Anhang ist eine Ergänzung zu Sektion 4.2. Im Folgenden werden die Schritte der 
probabilistischen Simulation des Zukunftsfehlers zur Generierung einer dem Zeitschritt t 
zugeordneten Zufallsbewegung über dem Prädiktionshorizont τ  beschrieben. 
1. Generierung. Eine normierte und auf den Wertebereich [ ]1,1−  eingegrenzte Zufalls-
bewegung wird generiert. Dies erfolgt auf Basis eines Zufallsprozesses { }R t t+ τ  mit 
Realisierungen { }r t t+ τ , dessen Wahrscheinlichkeitsdichtefunktion gegeben ist 
durch: 
{ }{ } ( ){ }{ } ( ) ( ){ }{ } { }In Var IntR t tf r f r r t 1 t f r r t 1 t 1 f r+τ = − + τ − − − + τ −  (7-61) 
mit  
{ }
1 1
In In In2 2
In
ˆ ˆ ˆ1 , r
f r
0,  sonst
 δ − δ ≤ < δ= 

 (7-62) 
{ }
1 1
Var Var Var2 2
Var
ˆ ˆ ˆ1 ,   r
f r
0,     sonst
 δ − δ ≤ < δ= 

 (7-63) 
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{ }Int
1 2,   1 r 1
f r
0,     sonst
− ≤ ≤
= 

 (7-64) 
Darin sind Inδˆ  der maximale Abstand von einem Prädiktionsschritt zum nächsten und 
Varδˆ  der maximale Abstand von einem Zeitschritt zum nächsten. Letztgenannter ist 
die in Sektion 4.2 definierte Fehlervariation. Die dem initialen Zeitschritt vorange-
gangene Zufallsbewegung wird als Nulllinie über τ  angenommen. Somit ergibt sich 
die die Zufallsbewegung charakterisierende Streuung einer Realisierung { }r t t+ τ  als 
Verknüpfung (Konjunktion) der vordefinierten durch Inf  und Varf  charakterisierten 
Streuungen, die um die Realisierungen des letzten Prädiktionsschritts, 
( ){ }r t 1 t+ τ− , und des letzten Zeitschritts, { }r t 1 t 1− + τ − , angeordnet und auf das 
erlaubte Interfall [ ]1,1−  begrenzt werden. 
2. Skalierung. Die Zufallsbewegung { }r t t+ τ  wird skaliert zu: 
{ } { } { }Maxt t r t tδ + τ = + τ δ τ

  (7-65) 
mit  
{ } cMax e 1τδ τ = −

 (7-66) 
{ }Max Soll
Soll
ˆ ˆln 1
c 8
Tˆ
δ Φ +
=  (7-67) 
3. Glättung. Die skalierte Zufallsbewegung { }t tδ + τ  wird geglättet. 
7.9 Regelung: Identifikation des Robotermodells: Anregungstrajektorien 
Dieser Anhang ist eine Ergänzung zu Sektion 4.3. im Folgenden werden die für die Identi-
fikation des Robotermodells verwandten Anregungstrajektorien beschrieben. 
Jede Anregungstrajektorie definiert die Trajektorie der Abweichung der betreffenden 
Achskoordinate des Roboters von dem Wert dieser Koordinate am a priori spezifizierten 
Arbeitspunkt der Identifikation. 
Die Grundformen der Anregungstrajektorien sowie die zugehörigen Frequenzanteile sind 
in Bild 7.2, Bild 7.3, Bild 7.4 und Bild 7.5 veranschaulicht. Rampenförmige Anregungs-
trajektorien (siehe Bild 7.2) weisen eine Rampensteigung von 1.2° pro 12 Millisekunden 
auf. Anregungstrajektorien aus überlagerten Sinoiden (siehe Bild 7.3) sowie als „Chrip“ 
Signal (siehe Bild 7.4) beinhalten Frequenzen zwischen 0 Hz und 3 Hz. Die Ausdehnung, 
das ist der Abstand zwischen Minimalwert und Maximalwert einer Anregungstrajektorie,  
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BILD 7.2: RAMPENFÖRMIGE ANREGUNGSTRAJEKTORIE [U]. 
 
BILD 7.3: ANREGUNGSTRAJEKTORIE AUS ÜBERLAGERTEN SINOIDEN [U]. 
 
BILD 7.4: ANREGUNGSTRAJEKTORIE ALS „CHRIP“ SIGNAL [U]. 
 
BILD 7.5: ANREGUNGSTRAJEKTORIE BASIEREND AUF EINER REALEN ATEMBEWEGUNG [U]. 
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wird (durch Skalierung) i.d.R. zwischen 1° und 5° eingestellt. Die Winkelgeschwindigkei-
ten der aus Atembewegungen generierten Trajektorien (siehe Bild 7.5) werden halbiert, 
auf den Originalwerten belassen oder verdoppelt. Multiple Varianten der o.g. Einstellun-
gen werden für jede der o.g. Grundformen verwandt, um möglichst vielfältige mögliche 
anwendungsrelevante Charakteristiken der Anregungstrajektorien zu erzeugen. 
7.10 Regelung: Ergebnisse der Reglereinstellung 
Dieser Anhang ist eine Ergänzung zu Sektion 4.4. im Folgenden werden die für die ALC, 
FFC, MPC und PRC eingestellten Parameter zusammengefasst. 
TABELLE 7.1: PARAMETER DER ALC. SIEHE SUBSEKTION 4.4.1. 
Achse IK  ˆ∆τ  L  
1, 2, …, 6 300 0.1 300 
TABELLE 7.2: PARAMETER DER FFC: PI-REGLER. SIEHE SUBSEKTION 4.4.2. 
Achse PK  IK  
1, 2, …, 6 0.01633 2 
TABELLE 7.3: PARAMETER DER FFC: INVERSE ACHSMODELLE. SIEHE SUBSEKTION 4.4.2. 
Achse OE OA NZ E / [%] 
1 30 8 22 0.003 
2 29 10 19 0.395 
3 31 8 23 0.396 
4 21 10 11 0.281 
5 24 6 18 0.029 
6 28 11 17 0.060 
Legende: OE: Eingangsordnung des Approximationsmodells 1F P−≈  . 
 OA: Ausgangsordnung des Approximationsmodells F . 
 NZ: Anzahl der durch Approximationsmodell F  insgesamt benötigten zukünfti-
 gen Werte. 
 E: Relativer statischer idealer Steuerfehler: { } { }− 1 F 1 P 1 . 
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Tabelle 7.4: PARAMETER DER MPC. SIEHE SUBSEKTION 4.4.3. 
Achse uN  2N  Stell,Max∆Φ  / [°] q  
1 13 39 1.5 5 
2 17 52 1.5 5 
3 13 39 1.5 5 
4 9 52 3.5 5 
5 13 40 3.5 5 
6 9 28 7 5 
Legende: Stell,MaxΔΦ : Beschränkung der Änderung der Stellgröße { }Stell tΦ   von einem 
 Zeitschritt zum nächsten 
TABELLE 7.5: PARAMETER DER PRC: Tiefpassfilter und PI-Regler. SIEHE SUBSEKTION 4.4.4. 
Achse OE OA Cf  / [Hz] PK  IK  
1 0 15 10 0.0163 2 
Legende: OE: Eingangsordnung des Tiefpassfilters Q . 
 OA: Ausgangsordnung des Tiefpassfilters Q . 
 Cf : Frequenz bei einem Wert des Amplitudengangs von Q von 6 dB (Cut-Off Frequenz). 
 PK : Proportionale Verstärkung des PI-Reglers C . 
 IK : Integrale Verstärkung des PI-Reglers C . 
TABELLE 7.6: PARAMETER DER PRC: Design Filter. SIEHE SUBSEKTION 4.4.4. 
Achse OE OA NZ E / [%] 
1 31 9 22 0.003 
Legende: OE: Eingangsordnung des Design Filters { } { } 1K z T z −≈ . 
 OA: Ausgangsordnung des Design Filters K . 
 NZ: Anzahl der durch den Design Filter K  insgesamt benötigten zukünftigen 
 Werte 
 E: Relativer statischer idealer Steuerfehler: { } { }1 K 1 T 1−  
7.11 Anpassung einer Basiswelle an eine Trajektorie mit periodischer Charakteristik 
Dieser Anhang ist eine Ergänzung zu Subsektion 4.5.2. Im Folgenden wird beschrieben, 
wie eine (zeitkontinuierliche) „Basiswelle“ basierend auf einer begrenzten Anzahl an 
Parametern definiert und an eine (zeitdiskrete) eindimensionale Trajektorie mit periodi-
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scher Charakteristik durch Modifikation der Form, Phase, Periodendauer und des Offset 
der Basiswelle angepasst wird. 
Die Basiswelle ist definiert als die Approximation mit Hilfe von Bernstein-Polynomen der 
im Vektor p  zusammengefassten Stützwerte: 
{ } { }
M
(k) Mk
k 0
B t; m b t
=
= ∑p
 
, [ ]t 0,1∈  (7-68) 
mit  
T
(0) (M 4) (k)p ... p , p 0− = ≥ p  (7-69) 
TT T
(0) (M)m ... m 0 0 0 0  = =   m p  (7-70) 
{ } ( )k MMMk
k
b t t 1 t
M
− 
= − 
 
  
 (7-71) 
Durch die Zulassung nur nichtnegativer Stützwerte (k)p  nach Gleichung (7-69) wird si-
chergestellt, dass die Basiswelle stets dieselbe Phase einer periodischen Bewegung (den 
Ausschnitt zwischen zwei Wellentälern) beschreibt. Durch die Nullsetzung der Randele-
mente des Vektors m  nach Gleichung (7-70) werden der Wert und die Ableitung der 
Basiswelle an den Randpunkten deren Definitionsbereichs zu Null gesetzt: 
{ } { }B 0; B 1; 0= =p p  (7-72) 
{ } { }B 0; B 1; 0= =p p   (7-73) 
Die Funktion { }Bˆ t;p  wird durch periodische Fortsetzung der Basiswelle { }B t;p  erzeugt. 
Entsprechend den o.g. Eigenschaften (7-72) und (7-73) weisen die Werte und die erste 
Ableitung von { }Bˆ t;p  an den Anschlussstellen von einer Periode zur nächsten keine 
Sprünge auf. 
Für die in Subsektionen 4.5.2 und 4.5.3 definierten Anwendungsfälle wurde eine Ord-
nung der Bernstein-Approximation von M 11=  gewählt. 
Eine eindimensionale Trajektorie, an die die Basiswelle angepasst werden soll, ist gege-
ben als { }r t  mit dem diskreten Zeitschritt t. Ziel der Anpassung ist, einen minimalen Ab-
stand zwischen einer Periode der Funktion { }Bˆ t;p  und der jeweils aktuellen Vergangen-
heit von { }r t  bzgl. des gewählten Zeitschritts für die Anpassung, t, zu erzeugen. Um dies 
zu erreichen, werden die Stützwerte p  verändert und die Funktion { }Bˆ t;p  auf die Peri-
odendauer T

 gestreckt, auf der Zeitachse um den Wert t

 verschoben und mit einem 
  231 
 
Offset c versehen. Die o.g. Anpassung wird korrespondierend auf Basis des folgenden 
Optimierungsproblems realisiert: 
{ } { } { } { } { }
TTt t T t c t t argmin J  =
 
p


 
(7-74) 
mit 
B L RJ 3J J J= + +  
{ }
{ } { } { } { }
B
4N
R
B
B 0
t t kT1 ˆJ B ; t c t r t k
N T tτ=
  − τ = + − − τ      
∑ p


 
{ }
{ } { } { } { }
B A
B
4N N
R
L
A N 1
t t kT1 ˆJ B ; t c t r t k
N T t
+
τ= +
  − τ = + − − τ      
∑ p


 
{ }
{ } { } { } { }
A
4N
R
R
A 1
t t kT1 ˆJ B ; t c t r t k
N T tτ=
  + τ = + − + τ      
∑ p


 
{ } { } B
B A
B B R
T t T t TN ,N ,k 10
T 10T T
   
= = = =   
   
 
round round  
unter den Nebenbedingungen  
(k)p 0, k≥ ∀   
{ } MinT t T>
 
  
Darin beschreiben RT  die Abtastzeit der Trajektorie { }r t  und BT 120 ms=  die Abtastzeit, 
die für den Vergleich der Trajektorien { }r t  und { }Bˆ t;p  gewählt wurde. Um auch im Fall 
eines Extremwerts von r  an der Stelle t eine numerisch gut konditionierte Anpassung 
der Periodendauer von { }Bˆ t;p  an selbige von { }r t  zu erreichen, werden { }Bˆ t;p  ent-
sprechend obiger Formulierung über eine Periode hinaus ausgedehnt und die Abstände 
zwischen den resultierenden zusätzlichen Trajektoriensegmenten und { }r t  (definiert 
durch LJ  und RJ ) mit reduziertem Gewicht in der Kostenfunktion J der Optimierung be-
rücksichtigt. 
Eine gleitende Anpassung der Funktion { }Bˆ t;p  an die Trajektorie { }r t  kann auf Basis des 
folgenden Algorithmus erfolgen: 
1. Lösung des Optimierungsproblems (7-74) zur Ermittlung der Parameter { }t t

, { }T t

, 
{ }c t  und { }tp . Falls Optimierung nicht konvergiert: 
o Bestimmung der (möglichst nah an der Lösung lokalisierten) Startwerte der Op-
timierung { }(0)T t

, { }(0)c t  und { }(0) tp  aus einer Analyse der aktuellen Vergan-
genheit der Trajektorie { }r t . 
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o Gleichmäßige Verteilung multipler Startwerte der Optimierung { }(0)t t

 im Inter-
vall { } { }(0)t t 0,T t ∈ 


. 
o Durchführung der Optimierung für unterschiedliche o.g. Startwerte, bis die Op-
timierung konvergiert. 
2. Vorhersage des Anfangswerts der Optimierung für den Folgezeitschitt t k+  als: 
{ } { } { }
R
(0)
kTt t k t t
T t
+ = +
 

 (7-75) 
{ } { }(0)T t 1 T t+ =
 
 (7-76) 
{ } { }(0)c t 1 c t+ =  (7-77) 
{ } { }(0) t 1 t+ =p p  (7-78) 
7.12 Regelung: Extended Kalman Filter zur Beobachtung der Dauer, des Offsets und 
des Maximalwerts der aktuellen Periode 
Dieser Anhang ist eine Ergänzung zu Subsektion 4.4.4. Im Folgenden wird eine mögliche 
Variante des nichtlinearen Zustandsraummodells eines Extended Kalman Filters (EKF) zur 
Beobachtung der Dauer, des Maximalwerts und des Offsets der variablen aktuellen Peri-
ode einer Trajektorie vorgestellt. 
Das nichtlineare Zustandsraummodell und die Funktion des EKF basieren auf der in An-
hang 7.11 dargestellten gleitenden Anpassung einer zeitkontinuierlichen Basiswelle an 
die jeweils aktuelle Vergangenheit der eindimensionalen Trajektorie { }r t  (Letztgenannte 
Trajektorie kann, wie in Anhang 7.11 beschrieben, bspw. als Projektion der gegebenen 
dreidimensionalen Trajektorie auf ihre Hauptbewegungsachse gewählt werden). Das 
nichtlineare Zustandsraummodell ist gegeben als: 
{ }
{ }
{ }
{ }
{ }
{ }
{ }
{ }
{ }
{ }
R
t 1 t
t t 1 1 T 0 0 t t
f t 1 0 1 0 0 f t
c t 1 0 0 1 0 c t
t 1 0 0 0 t
+
+    
    +    =
    +
    +       
x x
p I p
 
 
 
(7-79) 
{ } { } { }{ } { }ˆr t B t t ; t c t= +p  (7-80) 
Darin wird die Funktion { }Bˆ t;p  durch periodische Fortsetzung der Basiswelle { }B t;p  
nach Bildungsvorschrift (7-68) erzeugt. Die benötigte Linearisierung der Ausgangsglei-
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chung (7-80) ist aufgrund der stetigen Differenzierbarkeit der Basiswelle analytisch er-
mittelbar. Die einem Zustand { }tx  zugeordnete Amplitude kann berechnet werden zu: 
{ } { }{ }{ }
t
a t B t, t
∀
= p


max  (7-81) 
Eine gleitende Plausibilitätsprüfung und ggf. Neuinitialisierung des EKF können durch 
überschlägige Ermittlung der Zustände { }tx  auf Basis einer Analyse der jeweils aktuellen 
Vergangenheit der Trajektorie { }r t  (bspw. auf Basis einer gefensterten schnellen Fou-
riertransformation) erfolgen. Die Parametrierung des EKF kann auf Basis eines Signals 
mit bekannter Frequenzvariation erfolgen. 
Als Alternative zur Schätzung der Stützwerte p  der Basiswelle { }B t;p  mit Hilfe des EKF 
könnte die aktuelle Periodenform auch durch Analyse der jeweils aktuellen Vergangen-
heit der Trajektorie überschlägig ermittelt werden (bspw. als Trajektorienverlauf zwi-
schen den jeweils letzten beiden ermittelten absoluten Minima der Trajektorie). Diese 
Vorgehensweise hätte den Vorteil eines verkleinerten Zustands des EKF, 
Tt f c a′ ′=   x

, in dem a′  die Skalierung der ermittelten Periodenform beschreibt. 
Ein möglicher Nachteil dieser Vorgehensweise wäre die verringerte Aktualität der ermit-
telten Periodenform, die dazu führen kann, dass die Periodenform die jeweils aktuelle 
Vergangenheit der Trajektorie { }r t  nur inadäquat abbildet und resultierend die Genau-
igkeit der Schätzung des Zustands ′x  kompromittiert. 
7.13 Regelung: Bildung einer Trajektorie mit einstellbarer Aperiodizität 
Dieser Anhang ist eine Ergänzung zu Subsektion 4.5.3. Im Folgenden wird vorgestellt, 
wie zwei beliebig modifizierte Basiswellen { }B t;p  entsprechend Anhang 7.11 alternie-
rend aneinandergereiht und zu einer stetigen Trajektorie { }Soll(1) tΦ  verschliffen werden. 
Die ersten beiden Perioden der verschliffenen Trajektorie werden berechnet als: 
{ } { } { }( )R RB 1 1 2 2
1 2
tT tTˆ ˆt w t B ; c 1 w t B ; c
T T
      
Φ = + + − +               
p p
 
 (7-82) 
mit  
R 1 2tT 0,T T ∈ + 
 
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{ }
( )
( ) ( )
( )
( ) ( ) ( )
R 1
R 1 1 R 1
1 R 1 2
R 1 2 1 2 R 1 2
1 0 tT T
1 1 cos tT T T tT T
2
w t
0 T tT T T
1 1 cos tT T T T T tT T T
2
 ≤ < − ε

 π   − − − ε ≤ <   ε   = 
≤ < + − ε
  π   + − − + − ε ≤ < +  ε   
 (7-83) 
Darin beschreiben { }Bˆ t;p  die periodisch fortgesetzte Basiswelle { }B t;p  und ε  die frei 
wählbare zeitliche Distanz zu einem Übergang von einer modifizierten Basiswelle zur 
nächsten. Innerhalb dieser Distanz wird die Verschleifung beider modifizierter Basiswel-
len durch die Funktion { }w t  durchgeführt. Die gewünschte Trajektorie { }Soll(1) tΦ  ergibt 
sich durch periodische Fortsetzung der Trajektorie { }B tΦ  (mit der Periodendauer 
1 2T T+
 
). 
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