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В данной работе даётся обзор новейших подходов к решению задачи изменения стиля теста с оригиналь-
ного на целевой с сохранением его смыслового содержания с помощью искусственных нейронных сетей.
Введение
Задача переноса стиля в различных об-
ластях творческой деятельности человека – в
текстах, в изображениях, в музыке – сегодня вы-
зывает большой интерес, и не только благода-
ря практической применимости, но и как пока-
затель способности нейронных сетей творить.
Эта задача имеет дополнительную слож-
ность: отсутствие чётких метрик для оценки ка-
чества сгенерированного контента и его соответ-
ствия желаемому результату. Для преодоления
этой сложности были разработаны различные
архитектуры нейронных сетей.
Работа [1] показала потрясающие результа-
ты в области переноса стиля изображений – ком-
бинация двух входных изображений – одного как
источника содержания и другого как источника
стиля – преобразовывалась сетью в убедитель-
ный результат. На основе этой сети в 2016 году
было создано мобильное приложение для обра-
ботки изображений Prisma [2].
К сожалению, область естественного языка
пока не может похвастаться столь же впечатля-
ющими результатами. Это связано с гораздо бо-
лее сложной семантикой текстов в сравнении с
изображениями – генерация осмысленного тек-
ста является трудной задачей.
Кроме того, понятие стиля применительно
к текстам – понятие, которое может трактовать-
ся широко – как настроение текста, или же как
возраст и пол автора.
Рассматриваемые далее работы решают за-
дачу переноса стиля для текстов на английском
языке.
I. Отделение содержимого от стиля
До недавнего времени решения задачи пе-
реноса стиля текста пытались копировать под-
ход, применяемый в упомянутом выше примере
переноса стиля изображений в том смысле, что
содержимое и стиль рассматривались как компо-
ненты, которые необходимо разделить, чтобы за-
тем собрать из их новых сочетаний новый текст.
В данной задача единицей обычно является одно
предложение.
В этом случае входное предложение преоб-
разуется моделью в два вектора, один из которых
(z) принадлежит пространству скрытого пред-
ставления содержимого (смысла), а другой (s) –
пространству скрытого представления стиля.
Скрытое представление содержания z
должно быть одинаковым для текстов, отли-
чающихся лишь стилем. Это говорит о том, что
удалось очистить содержимое от стилевой ин-
формации.
Вектор представления стиля s, в отличие от
случая работы с изображениями, не может быть
составлен на основании только одного предложе-
ния, а извлекается из целых корпусов текстов, и
задача скорее определяется как перенос стиля из
одного домена в другой. Это требует некоторых
заранее подготовленных стилистически однород-
ных наборов данных.
В работе [3] рассматривается модель, по-
строенная на основе вариационного автокодиров-
щика. Задача переноса стиля здесь понимается
как изменение отрицательных отзывов посетите-
лей различных заведений на положительные.
Пространство скрытого представления
предложений h разделяется на два пространства
s и c – для стиля и содержания, соответственно.
Для каждого из этих пространств применяется
своя пара функций потерь.
Одна из каждой пары функций обеспечива-
ет то, что соответствующее пространство содер-
жит необходимую информацию. Другая функ-
ция в паре, наоборот, стремится очистить каж-
дое пространство от лишней информации, чтобы
нельзя было предсказать стиль по вектору содер-
жимого и наоборот.
Что интересно в этой модели – содержи-
мое тоже может быть предсказано. Для этого ис-
пользуется аппроксимация информации о содер-
жании текста BOW-атрибутами (BOW – bag-of-
words – «мешок слов»). В данном случае BOW-
атрибут входной последовательности – это век-
тор, каждый элемент которого показывает ве-
роятность того, что данное слово (исключая за-
ранее определённые эмоционально окрашенные
слова) встретится в предложении.
В работе [4] к той же задаче применяет-
ся иной подход, первоначально применявшийся
в машинном переводе – специализированный де-
кодировщик.
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Здесь модель похожа на автокодировщик,
но при этом кодировщик e принимает на вход как
предложения из домена оригинального стиля S,
так и из целевого домена T и пытается научиться
создавать скрытое представление без стилисти-
ческой информации. Декодировщик d преобра-
зует это скрытое представление в предложение
в целевом домене T (независимо от домена его
происхождения). Таким образом, модель обуча-
ется создавать только одно скрытое представле-
ние z – для содержимого.
Для оценки качества переноса исполь-
зуется популярная сейчас архитектура GAN
(Generative Adversarial Network – генеративно-
состязательная сеть), впервые описанная в ра-
боте [5]. Кодировщик и декодировщик представ-
ляют собой генератор G = d◦e, а дискриминатор
D – это отдельный компонент, который предна-
значен для различения перенесённых предложе-
ний t̂ и оригинальных t, взятых непосредственно
из T . Цель обучения генератора при этом – «об-
ман» дискриминатора.
II. Новые подходы – без отделения
содержания от стиля
Последние работы отходят от идеи явно-
го разделения стиля и содержимого для реше-
ния задачи переноса стиля текста. Тому есть
несколько причин: во-первых, такого разделе-
ния невозможно полностью достичь; во-вторых,
скрытое представление может оказаться неспо-
собным полностью сохранить содержание.
Работа [6] показала, что отделение вообще
необязательно.
В данной работе авторы перезаписывают
настроение, пол и возрастную группу автора от-
зыва, то есть, сразу несколько атрибутов стиля.
Рассматривается тренировочный набор
данных из n предложений xi ∈ X в паре со
значениями атрибутов yi. y ∈ Y – это набор из
m значений атрибутов y = (y1, ..., ym). Каждое
значение атрибута yk – это дискретное значение
в множестве Yk возможных значений атрибута k,
например, Yk = {bad, neutral, good} для yk, обо-
значающего общую оценку в отзыве. Задачей яв-
ляется обучение модели F : X×Y → X, которая
отображает каждую пару (x, ỹ) входного пред-
ложения x (чьим настоящим набором атрибутов
является y) и нового набора m значений атрибу-
тов ỹ на новое предложение x̃, которое обладает
обозначенными атрибутами ỹ, при условии как
можно большего сохранения первоначального
содержания x.
Рассматриваемая архитектура производит
отображение с помощью автокодировщика, кото-
рый сперва кодирует x в скрытое представление
z = e(x), затем декодирует (z, ỹ) в x̃ = d(z, ỹ).
Скрытое представление z может быть очень
запутанным в смысле стиля и содержания, од-
нако требованием является только «перезапись»
декодером первоначальной информации об атри-
бутах стиля желаемыми атрибутами.
Для оценки переноса стиля использовалась
техника обратного перевода (back-translation):
берутся входные данные (x, y) и кодируются x в
z, а затем декодируются, используя другой набор
атрибутов ỹ, возвращая реконструированное x̃.
Затем x̃ используется как входные данные коди-
ровщика и декодируются с использованием пер-
воначальных атрибутов y, пытаясь, в идеале, по-
лучить первоначальное x. Таким образом, мо-
дель обучается отображать (x̃, y) в x.
Таким образом, в этой модели стиль переза-
писывается декодером «поверх» оригинального,
и нет нужды отделять стиль от содержимого.
Механизм внимания (взвешенный вектор
важности элементов последовательности), впер-
вые описанный в работе [7], не мог использовать-
ся вместе с концепцией скрытого представления
из-за того, что длина вектора скрытого пред-
ставления фиксирована. Отказ от этого подхода
позволил применить механизм внимания в рабо-
те [8].
Модель, получившая название Style
Transformer, имеет генеративно-состязательную
архитектуру с двумя функциями потерь – одна
представляет собой рассмотренный выше «об-
ратный перевод», а другая реализована как дис-
криминатор.
Здесь, как и в первых двух работах, пере-
записывается только один атрибут – настроение
отзыва.
Заключение
Перенос стиля текста – актуальная, хотя и
сложная задача, в которой с каждым годом при-
меняются новые подходы из разных областей ма-
шинного обучения, дающие всё более убедитель-
ные результаты.
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