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Introduction
1.1 Équations cinétiques
Généralités
On va s’intéresser tout au long de cette thèse à des équations aux dérivées par-
tielles dites cinétiques. La théorie cinétique est un pan de la mécanique statistique
qui entend décrire l’évolution d’un gaz (raréfié) à une échelle mésoscopique, c’est-
à-dire entre le microscopique et le macroscopique (on pourra consulter [85] pour
une introduction à ce sujet). Le fondement de la théorie cinétique des gaz remonte
à Maxwell dans [60] et [61] et a été fortement développée par Boltzmann dans
son traité [7].
On décrit donc un gaz par sa densité de particules f(t, x, v) sur l’espace des
phases Rdx×Rdv. Pour tout (t, x, v) ∈ [0, T ]×Rdx×Rdv, la quantité f(t, x, v)dxdv
donne la densité de particules au temps t dans un l’élément de volume dxdv centré
en (x, v) (on peut aussi interprété f(t, x, v) comme une densité de probabilité
au temps t de présence de particules en (x, v)). Par conséquent, on demande en
général f(t, ., .) ∈ L1(Rdx × Rdv). Le modèle cinétique le plus simple consiste
en un nuage de particules qui ne sont soumises à aucune force et n’interagissant
pas entre elles. Dans ce cas, la densité f satisfait l’équation de transport libre (on
choisit dans un premier temps de fixer toutes les constantes physiques à 1) :
{
∂tf + v.∂xf = 0,
f|t=0 = f0.
(1.1.1)
La solution de cette équation est donnée par f(t, x, v) = f0(x− tv, v). Les équa-
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tions de Newton correspondantes pour chaque particule sont{
dx/dt = v,
dv/dt = 0,
et les particules suivent des lignes droites. Les solutions de l’équation de Newton
sont les courbes caractéristiques de l’équation de transport libre (1.1.1) et peuvent
être interprétées comme les solutions de{
(dX/dt) (t) = Hφ(X(t)), X ∈ R2d
X|t=0 = (x, v),
où φ(x, v) = v2/2 est l’énergie d’une particule (ici réduite à son énergie ciné-
tique) et Hφ = (∂φ/∂v,−∂φ/∂x) est le champ de vecteur hamiltonien associé à
φ.
Si, maintenant, on considère que le gaz est soumis à un champs de force ex-
térieur F (x) = −∇xV (x) (on considère uniquement ici une force dérivant d’un
potentiel), l’équation vérifiée par f est modifiée de la façon suivante :{
∂tf + v.∂xf −∇xV (x).∂vf = 0,
f|t=0 = f0.
L’équation de Newton s’écrit alors{
dx/dt = v,
dv/dt = −∇xV (x),
et les courbes intégrales décrivant l’évolution des particules sont les courbes inté-
grales du champ de vecteur hamiltonien Hφ avec φ(x, v) = v2/2 + V (x).
La prise en compte de l’interaction des particules entre elles (ou avec le mi-
lieu) fait apparaître un opérateur Q, dît opérateur de collision, qui peut être qua-
dratique ou linéaire et qui n’agît que dans la variable de vitesse. L’équation s’écrit
alors {
∂tf + v.∂xf −∇xV (x).∂vf = Q(f),
f|t=0 = f0.
On travail donc dans le cadre des équations cinétiques inhomogènes, c’est-à-
dire que les solutions dépendent à la fois de la vitesse, de la position et du temps
(homogènes signifiant qu’elles ne dépendent que de la vitesse et du temps). Pour
ce qui est du potentiel V , on se place dans le cadre d’un potentiel dit confinant
(d’autres types de potentiels sont envisageable, voir par exemple [88] pour des
potentiels dits courte portée). Avant de donner plus précisément les hypothèses
sur le potentiel, on rappelle la définition suivante :
Définition 1.1.1. On appelle fonction de Morse, une fonction f ∈ C∞ qui pos-
sède un nombre fini de points critiques et dont tous les points critiques sont non
dégénérés.
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Dans toute la thèse, on suppose que le potentiel V est de Morse. En particulier,
la régularité assure de ne pas avoir de problème de définition de nos opérateurs.
Pour résumer on prend un potentiel satisfaisant les hypothèses suivantes :
Hypothèse 1.1.2. Le potentiel V est une fonction de Morse avec n0 minima lo-
caux et dont les dérivées d’ordre 2 et plus sont bornées. De plus, V est dit confi-
nant, i.e. e−
V
h ∈ L1 et il existe C > 0 tel que |∇V (x)| ≥ 1
C
pour |x| > C.
Dans la suite, on s’intéressera uniquement à des opérateurs de collisions li-
naires. Deux exemples typiques sont donnés par l’équation de (Kramers)-Fokker-
Planck et l’équation de relaxation linéaire.
Pour l’équation de Fokker-Planck, l’opérateur de collision est un opérateur
différentiel (donc local) donné par
QFP f = ∂v(∂v + v)f,
et l’équation complète s’écrit donc{
∂tf + v.∂xf −∇xV (x).∂vf = ∂v(∂v + v)f,
f|t=0 = f0.
On remarque que du point de vue des équations aux dérivées partielles, il y a
un changement de nature radical : dans les exemples précédents, on avait des
équations hyperboliques, tandis que l’équation de Fokker-Planck est plutôt une
équation de la chaleur dégénérée. En revanche, l’équation de Newton associée à
chaque particule est de la forme{
dx/dt = v,
dv/dt = −∇xV (x)− v + dW,
où W est un mouvement brownien normal centré. Cette description probabiliste
permet de voir que les particules évoluent encore selon un transport hyperbolique,
mais avec un terme de friction et de diffusion supplémentaire.
Pour l’équation de relaxation linéaire, l’opérateur de collision est très simple,
mais non-local. Il est donné par
QRLf =
[(∫
Rdv
f(t, x, v) dv
)
m− f
]
,
où
m(v) =
e−
v2
2
(2pi)
d
2
.
L’équation complète s’écrit{
∂tf + v.∂xf −∇xV (x).∂vf =
[(∫
Rdv
f(t, x, v) dv
)
m− f
]
,
f|t=0 = f0.
Ici, le terme de collision est une simple relaxation vers les états d’équilibres locaux(∫
Rdv
f(t, x, v) dv
)
m et l’équation reste de type hyperbolique.
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Équations semi-classiques
Jusqu’à maintenant, on a fixé tous les paramètre physiques à 1, mais comme in-
diqué dans le titre, on va s’intéresser au régime des basses températures pour ces
équations cinétiques. Si on prend maintenant en compte la dépendance par rapport
à la température, on obtient pour l’équation de Fokker-Planck{
∂tf + v.∂xf −∇xV (x).∂vf = ∂v( 1β∂v + v)f,
f|t=0 = f0.
avec β = 1/kT où k est la constante de Boltzmann et T la température. On pose
h = 1/β et on multiplie l’équation par h pour obtenir finalement{
h∂tf + v.h∂xf −∇xV (x).h∂vf = h∂v(h∂v + v)f,
f|t=0 = f0.
On va se placer dans le cadre hilbertien, on introduit la maxwellienne globale
Mh(x, v) = e
−V (x)+v2/2
h
(2pih)d/2
∫
Rdx
e−
V (x)
h dx
.
Et on pose l’espace de Hilbert naturel suivant, dans lequel la partie collision de-
vient symétrique :
B2 =
{
f ∈ D′ t. q.M−1/2h f ∈ L2
}
⊂ L1(Rdx × Rdv, dxdv),
On a alors l’équation après changement de variable pour u =M−1/2h f ∈ L2{
h∂tu+ v.h∂xu−∇xV (x).h∂vu = −(−h∂v + v2 )(h∂v + v2 )u,
u|t=0 = u0.
(1.1.2)
On remarquera que le terme de collision est maintenant l’oscillateur harmonique
semi-classique en vitesse :
H0 = −h2∆v + v
2
4
− hd
2
.
L’équation de relaxation linéaire semi-classique s’écrit (avec encore h = kT ){
∂tf + v.∂xf −∇xV (x).∂vf =
[(∫
Rdv
f(t, x, v) dv
)
µh − f
]
,
f|t=0 = f0,
où
µh(v) =
e−
v2
2h
(2pih)
d
2
.
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Si on multiplie l’équation par h et qu’on se place dans le même espace B2 que
pour l’équation de Fokker-Planck, on obtient l’équation après changement de va-
riable pour u =M−1/2h f ∈ L2{
h∂tu+ v.h∂xu−∇xV (x).h∂vu = h(Πh − Id)u,
u|t=0 = u0,
(1.1.3)
où Πh est le projecteur orthogonal dans B2 sur l’espace des états d’équilibres
locaux Eh =
{
ρµ
1
2
h , ρ ∈ L2(Rdx)
}
.
On va maintenant introduire un nouveau modèle qui sera étudié au chapitre 3,
qu’on appellera équation de Boltzmann linéaire avec relaxation douce (ou équa-
tion de relaxation douce). On se place directement dans le cadre semi-classique et
dans l’espace B2. L’équation s’écrit alors pour u ∈ L2{
h∂tu+ v.h∂xu−∇xV (x).h∂vu = −(Id +H0)−1H0u,
u|t=0 = u0,
(1.1.4)
où H0 est l’oscillateur harmonique semi-classique en vitesse, i.e. H0 = (−h∂v +
v
2 )(h∂v +
v
2 ) = −h2∆v + v
2
4 − dh2 .
Comparaison des modèles
On va maintenant essayer d’établir les points communs entre les trois modèles
semi-classiques présentés plus haut. On note respectivement les opérateurs de
collisions pour l’équation de Fokker-Planck, l’équation de relaxation linéaire et
l’équation de relaxation douce, QFP , QLR et QRD, avec
QFP = H0 ; (1.1.5)
QLR = h(Id−Πh) ; (1.1.6)
QRD = (Id +H0)
−1H0. (1.1.7)
Bien évidemment, comme tout opérateur de collisions, seule la variable de vitesse
intervient dans ces opérateurs. On ne considère donc, pour la comparaison des mo-
dèles, que des fonctions ne dépendant pas de la position. On remarque tout d’abord
que ces trois opérateurs annulent la maxwellienne µh(v) = (2pih)−d/2e−
v2
2h , i.e.
pour tout i ∈ {FP, LR, RD},
Qiµh = 0.
De plus, pour les trois modèles, 0 est une valeur propre simple isolée. Et les trois
opérateurs sont autoadjoints avec le reste du spectre plus grand que O(h). En
outre, ce sont tous les trois des fonctions de l’oscillateur harmonique. En effet,
QFP = H0 ;
QLR = h(1− 1[0,h[)(H0) ;
QRD = f(H0).
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avec f(x) =
x
1 + x
. On voit que l’opérateur de relaxation douce, coupe moins
violemment les premiers modes de l’oscillateur harmonique que l’opérateur de
relaxation linéaire ce qui justifie la terminologie.
Pour ce qui est des différences entre les modèles, on peut tout d’abord remar-
quer que les opérateurs de relaxation linéaire et de relaxation douce sont bornés
tandis que l’opérateur de collision dans Fokker-Planck ne l’est pas. On remarque
également que ni QLR, ni QRD n’améliore la régularité de la solution, tandis que
QFP est elliptique d’ordre 2 (voir section 1.3 pour plus de précisions sur le gain
de régularité dans l’équation de Fokker-Planck complète). Une des différences
essentielles entre les équations de relaxation linéaire et de relaxation douce est
structurelle : l’équation de relaxation douce présente une structure supersymé-
trique (à l’instar de Fokker-Planck), tandis que l’équation de relaxation linéaire
semble plus difficile à écrire sous cette forme. Le but de la prochaine section est
d’introduire cette notion de supersymétrie.
1.2 Supersymétrie
Ici, on entend par supersymétrie le fait que notre opérateur peut se mettre sous la
forme d’un laplacien de Hodge dd∗+d∗d, où d est le complexe de de Rham agis-
sant sur l’ensemble des k-formes différentielles et d∗ son adjoint formel. C’est une
structure qui permet d’étudier avec une grande précision les petites valeurs propres
de l’opérateur. Dans le cas, autoadjoint du laplacien de Witten, cette structure a
été exploitée par Witten [89] et Helffer-Sjöstrand [36] (on pourra aussi se référer
aux livres [13] ou [29]) pour l’étude des petites valeurs propres et de l’effet tunnel
et cette étude a été complétée plus récemment dans [10, 11] (avec une approche
probabiliste), [31] et encore [52, 53, 54, 55, 56] (on se reportera à la section 1.6
pour plus de précisions sur ces résultats).
On va rappeler la construction de l’opérateur à la fois dans ce cadre autoad-
joint du laplacien de Witten et dans le cadre non autoadjoint de Fokker-Planck.
On va travailler sur le fibré extérieur ΛT ∗M d’une variété différentielle M rie-
mannien de dimension n (en fait on s’intéressera seulement dans la suite de la
thèse à l’espace euclidien (Rn,dx), mais il est possible de définir l’opérateur
sur des variétés plus générales). On rappelle que ΛT ∗M =
⊕n
k=0 Λ
kT ∗M où
ΛkT ∗M est l’ensemble des k-formes différentielles sur l’espace cotangent de M .
Sur les fonctions (0-formes), le laplacien de Witten semi-classique (le paramètre
semi-classique apparaît déjà chez Witten et est essentiel dans sa démarche afin de
démontrer les inégalités de Morse généralisées) prend la forme suivante dans Rn :
∆
(0)
φ,h = −h2∆ + |∇φ(x)|2 − h∆φ(x),
où φ ∈ C∞(Rn,R) est une fonction de Morse (voir définition 1.1.1). On considère
donc une variété différentielle (lisse) M . On notera d la différentielle extérieure
sur C∞0 (M,ΛT ∗M). Plus précisément, on a
d(k) : C∞0 (M,ΛkT ∗M)→ C∞0 (M,Λk+1T ∗M),
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où on a noté C∞0 (M,ΛkT ∗M) l’espace des sections C∞0 du fibré ΛkT ∗M . On
notera de la même façon C∞(M,ΛkT ∗M), L2(M,ΛkT ∗M), ... les espaces des
sections C∞, L2, ... de ces fibrés. L’adjoint formel donné par le produit scalaire
L2 provenant de la structure riemannienne est noté d∗ et
d(k),∗ : C∞0 (M,Λk+1T ∗M)→ C∞0 (M,ΛkT ∗M).
Pour écrire la structure supersymétrique du laplacien de Witten, on introduit alors
le complexe de Witten (de Rham) tordu pour φ ∈ C∞(M,R) et un petit paramètre
h > 0 :
dφ = e
−φ/h ◦ hd ◦ eφ/h = hd + (dφ)∧,
où ∧ désigne l’opérateur usuel de produit extérieur (à gauche). Plus précisément,
on a encore
d
(k)
φ : C∞0 (Rn; ΛkT ∗Rn)→ C∞0 (Rn; Λk+1T ∗Rn).
On peut remarquer que d2φ = (d
∗
φ)
2 = 0 (où d∗φ est l’adjoint formel de dφ) et en
outre, ce complexe définit la même cohomologie (les formes fermées, mais non-
exactes sont les mêmes - à multiplication par un facteur exponentiel près - pour d
et dφ). Le laplacien de Witten est alors défini par
∆φ,h = d
∗
φdφ + dφd
∗
φ,
ce qui signifie plus précisément
∆
(k)
φ,h = d
(k),∗
φ d
(k)
φ + d
(k)
φ d
(k),∗
φ : C∞0 (M,ΛkT ∗M)→ C∞0 (M,ΛkT ∗M).
Le fait que d2φ = (d
∗
φ)
2 = 0 permet d’écrire les relations d’entrelacement sui-
vantes :
d
(k)
φ ∆
(k)
φ,h = ∆
(k+1)
φ,h d
(k)
φ ; (1.2.1)
∆
(k)
φ,hd
(k),∗ = d(k),∗∆(k+1)φ,h . (1.2.2)
Ces relations sont essentielles pour le calcul de la matrice d’interaction et des
petites valeurs propres de ce type d’opérateurs.
Exprimons maintenant la différentielle extérieure dans un système de coor-
données locales x1, ..., xn, on obtient
dφ =
n∑
j=1
(h∂xj + ∂xjφ)⊗ dx∧j .
Dans le cas M = Rn, comme (h∂xj + ∂xjφ) et dx∧j commutent, l’adjoint formel
de dφ est donné par
d∗φ =
n∑
j=1
(−h∂xj + ∂xjφ)⊗
(
∂
∂xj
)c
,
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où c désigne l’opérateur usuel de produit intérieur (à gauche). On obtient finale-
ment pour le laplacien de Witten dans Rn
∆φ,h = ∆
(0)
φ,h ⊗ Id + 2h
n∑
i,j=1
∂xi∂xjφ(x)⊗ dx∧i
(
∂
∂xj
)c
.
On remarquera que l’opérateur sur les k-formes (k ≥ 1) ne diffère de celui sur les
0-formes que par un terme de d’ordre h.
Cette approche a été étendue assez récemment au cas non-autoadjoint (et non-
elliptique) notamment dans [5] et [6] (voir aussi [57]) et a permis l’étude de l’effet
tunnel pour des équations de type (Kramers)-Fokker-Planck dans [41, 42, 43].
On aborde ici la supersymétrie en terme de formes différentielles ; pour un point
de vue plus spécifiquement supersymétrique, on pourra voir [82]. Pour prendre
en compte le caractère non-autoadjoint de l’opérateur, il faut modifier le produit
scalaire usuel hérité de la structure riemannienne en une forme bilinéaire non
symétrique (ou non hermitienne) pour obtenir de la supersymétrie. Soit donc
A : T ∗M → TM,
une application linéaire inversible des covecteurs dans les vecteurs (on peut éven-
tuellement faire dépendre A de la position ce que nous ne ferrons pas ici). On
définit alors la forme bilinéaire non dégénérée induite par A sur les k-formes,
qu’on note
(u|v)A = v
(
ΛkA(u)
)
, u, v ∈ ΛkT ∗M, (1.2.3)
où ΛkA est définie par récurrence comme suit : sur les 0-formes
Λ0A = Id.
Si u est une (k + 1)-forme non nulle, il existe un champ de vecteur X tel que
Xcu 6= 0. Si on note w = Xcu et ω la 1-forme duale de X , on a
ω ∧ w = u.
On pose donc
Λk+1Au = Λk+1A(ω ∧ w) = (Aω,ΛkAw).
On obtient de l’inversibilité deA que la forme définie en (1.2.3) est non dégénérée.
Si a : ΛkT ∗M → ΛlT ∗M est une application linéaire, on définit l’ “adjoint”
aA,∗ : ΛlTM → ΛkTM par
(au|v)A = (u|aA,∗v)A.
Par exemple, si ω est une 1-forme, alors pour toute k-forme u et toute (k + 1)-
forme v, on a par application de la définition
(ω ∧ u|v)A = v
(
Aω,ΛkA(u))
)
= (Aω)cv
(
ΛkA(u)
)
= (u|(Aω)cv)A.
(1.2.4)
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On a donc obtenu
(ω∧)A,∗ = (Aω)c. (1.2.5)
Si u et v sont des k-formes régulières avec suppu ∩ supp v compact, on définit
alors la forme bilinéaire suivante :
(u, v)A =
∫
(u(x), v(x))A µ(dx),
où µ(dx) est associé à la structure riemannienne de M . On note encore, pour un
opérateur a : C∞0 (M ; ΛkT ∗M)→ D′(M,ΛlT ∗M), aA,∗ son adjoint formel. Par
exemple, dans la cas de l’espace euclidien (Rn,dx), si on considère l’opérateur
de différentiation
∂xj : C∞0 (Rn; ΛkT ∗Rn)→ C∞0 (Rn; ΛkT ∗Rn),
qui agit uniquement sur les coefficients, un calcul direct nous donne (comme A
ne dépend pas de la position)
(h∂xj )
A,∗ = −h∂xj . (1.2.6)
Si maintenant on prend l’adjoint par rapport à la nouvelle forme bilinéaire pour le
complexe de Witten, on obtient un nouvel opérateur
∆A = d
A,∗
φ dφ + dφd
A,∗
φ . (1.2.7)
Comme on a
(dA,∗φ )
2 = (d2φ)
A,∗ = 0,
on a encore les relations d’entrelacement (1.2.1) et (1.2.2) comme dans le cas
autoadjoint.
On se place maintenant dans l’espace euclidien muni des coordonnées cano-
niques x1, ..., xn, on obtient alors l’expression en coordonnées
∆A =
n∑
i,j=1
(−h∂xj +∂xjφ)Ai,j(h∂xi +∂xiφ)+2h
n∑
i,j=1
∂xi∂xjφ⊗dx∧i (Adxj)c .
Pour retrouver l’équation de Fokker-Planck, on se place dans Rn = Rdx×Rdv avec
A =
(
0 12
−12 1
)
, (1.2.8)
et
φ(x, v) =
1
2
(
V (x) +
v2
2
)
. (1.2.9)
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1.3 Hypoellipticité
Cette théorie développée notamment par Hörmander [48] (on peut citer aussi [50]
et [72] parmi beaucoup d’autres) s’intéresse à des opérateurs qui n’ont pas d’el-
lipticité globale dans la mesure où la partie elliptique de l’opérateur est dégénérée
(typiquement pour des équations cinétiques telles que Fokker-Planck, on a de l’el-
lipticité dans la variable de vitesse, mais pas dans la variable de position). Cepen-
dant, l’équation globale possède un effet régularisant dû à une interaction entre la
partie elliptique et la partie transport.
Afin d’illustrer un peu ces notions, on s’intéresse à l’équation de Kolmogorov
∂tf + v.∂xf −∆vf = 0,
décrivant l’évolution de la densité de probabilité de présence f(t, x, v) d’un sys-
tème de particules diffusées par un bain de chaleur (voir [48] ou [49]). C’est l’une
des équations qui est à l’origine du développement des méthodes de commuta-
teurs en analyse microlocale. D’un point de vue microlocal l’opérateur associé
a le double inconvénient de n’être ni elliptique ni autoadjoint. C’est d’ailleurs
une difficulté qui se retrouve dans tous les modèles cinétiques. Cependant, on
remarque tout d’abord que cet opérateur a une structure particulière du type
X0 +X
∗
1X1,
avec ici X0 = v.∂x et X1 = ∂v. De plus, [X1, X0] = ∂x, donc (X1, [X1, X0])
engendre tout l’espace tangent et [X1, X0]∗[X1, X0] + X∗1X1 = −∆x −∆v est
elliptique. En fait, pour les opérateurs différentiels d’ordre 2, c’est la situation ty-
pique de l’hypoellipticité de type 2 décrite par Hörmander dans [48]. D’une part,
il montre que les opérateurs différentiels hypoelliptiques d’ordre 2 sont nécessai-
rement de la forme
r∑
i=1
X∗iXi +X0 + c
où X0, X1, ..., Xr sont des opérateurs différentiels d’ordre 1 et c ∈ C∞. D’autre
part, s’il existe des crochets (itérés un certain nombre de fois) de commutation
entre lesX0, X1, ..., Xr qui engendrent tout l’espace tangent, alors l’opérateur est
hypoelliptique. De plus, si on a besoin d’itérer k crochets pour obtenir l’espace
tangent tout entier alors le gain (optimal) d’hypoellipticité est 22k+1 , c’est-à-dire
qu’on gagne 22k+1 dérivées dans les directions qui ne sont pas elliptiques a priori.
Le cas des modèles cinétiques inhomogènes avec une force extérieure dérivant
d’un potentiel entre typiquement dans ce cadre lorsque l’opérateur de collision
présente de l’ellipticité. On considère ici les équations cinétiques inhomogènes
du type suivant
∂tf +X0f = Q(f),
avec X0 = v.∂xf − ∇V (x).∂v et Q est le noyau de collision et n’agit qu’en
vitesse. Par exemple, si on regarde l’équation de Fokker-Planck
∂tf +X0f = ∂v(∂v + v)f,
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on peut montrer l’hypoellipticité de cette équation (voir [44] et [32] ou, encore
[21]) avec un gain (optimal) de 23 dérivées ([45]). Cependant, cette notion d’hypo-
ellipticité n’est pas toujours adaptée aux équations cinétiques dans la mesure où
le noyau de collisions ne présente pas toujours d’effet régularisant (dans les équa-
tions qu’on étudiera dans ce document, ce n’est même jamais le cas). Ceci dit, les
méthodes de commutateurs se sont avérées efficaces également pour des modèles
sans hypoellipticité, ce qui a conduit à l’introduction de la notion d’hypocoercivité
discutée dans la prochaine partie.
1.4 Hypocoercivité
Le terme d’hypocoercivité est apparu il y a une petite dizaine d’années en réfé-
rence à l’hypoellipticité (voir par exemple [86]). Dans la théorie hypoelliptique,
on s’intéresse aux effets de régularisation de l’équation bien que la partie ellip-
tique soit dégénérée. Dans la théorie hypocoercive, on s’intéresse plutôt à des
propriétés spectrales et au retour à l’équilibre (et à quel taux ce retour à lieu), bien
que la partie dissipative de l’équation soit également dégénérée. Les deux notions
sont liées mais disjointes. En effet, dans de nombreux cas - par exemple pour
l’équation de Fokker-Planck avec potentiel confinant - la propriété de régularisa-
tion s’accompagne d’une propriété de retour à l’équilibre. Cependant, il se peut
que le retour à l’équilibre ait lieu sans que l’équation ait une quelconque propriété
de régularisation. On peut notamment penser dans le cadre cinétique au cas où
l’opérateur de collisions Q(f) est "d’ordre 0" (ce qui sera le cas pour l’ensemble
des équations traitées ici). Il n’y a alors pas d’effet régularisant de l’équation, mais
les solutions de l’équation convergent vers la maxwellienne à un taux exponentiel.
Inversement, on peut aussi avoir des cas où on a bien de l’hypoellipticité, mais pas
de retour à l’équilibre (par exemple quand la maxwellienne n’est pas une densité).
On peut distinguer deux types de méthodes hypocoercives : d’une part des mé-
thodes complètement non linéaires (mais avec de bonnes estimations a priori sur
la solution), basées sur la dissipation d’entropie (voir [17],[12],[16],...). D’autre
part des méthodes hilbertiennes basées sur des idées issues de l’analyse microlo-
cale qui permettent d’obtenir un taux de retour exponentiel vers l’équilibre (voir
[44],[64], [39],[86],[43],[19],[20],...). On peut mentionner qu’on peut voir ces der-
nières comme des méthodes d’entropies sur un espace de Hilbert (typiquement un
espace L2 à poids) avec comme entropie la norme au carré. Les méthodes hil-
bertiennes permettent de traiter le cas des équations cinétiques linéaires ou bien
non linéaires, mais dans le cadre perturbatif. On va préciser ici le cadre hilbertien
linéaire. Un troisième type de méthodes (ou de point de vue) consiste en l’ap-
proche probabiliste et on renvoie à [63] et aux références qu’il contient pour plus
de détails.
On peut donner la définition abstraite suivante pour l’hypocoercivité hilber-
tienne (voir [40] étendue par Gualdani et al. au cas Banach [27]) :
Définition 1.4.1. SoitH un espace de Hilbert et P un opérateur maximal accrétif
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non borné surH de domaine D(P ). Soit aussi K ⊂ H un autre espace de Hilbert
muni d’une autre norme hilbertienne ‖.‖K tel que la restriction de ‖.‖H à K est
équivalente à ‖.‖K. On dit que l’opérateur est P est hypocoercif si on a les deux
propriétés suivantes :
i) K est stable par P et la restriction de P à K équipée du domaine D(P ) ∩ K
est un opérateur maximal accrétif.
ii) Il existe une constante λ > 0, telle que pour tout u ∈ D(P ) ∩ K on ait
Re (Pu, u)K ≥ λ‖u‖2K. (1.4.1)
Dans la pratique, le but est de trouver à la fois l’espace et la norme qui nous
donnent cette propriété ii) qui n’est rien d’autre que la coercivité de P dans K.
En général, on cherche aussi à avoir des méthodes constructives explicites pour
trouver λ, ainsi que la norme sur K afin de pouvoir quantifier le taux de retour à
l’équilibre. En effet, si ‖.‖K vérifie
C−1‖.‖H ≤ ‖.‖K ≤ C‖.‖H,
on peut montrer
Proposition 1.4.2. Soit P un opérateur hypocoercif sur K ⊂ H vérifiant l’inéga-
lité (1.4.1). Alors pour tout u ∈ D(P ) ∩ K, on a∥∥e−tPu∥∥H ≤ C2e−λt‖u‖H. (1.4.2)
Preuve : La preuve est immédiate grâce à l’équivalence des normes et au lemme
de Gronwall appliqué à l’inégalité
d
dt
‖u‖2K = −2Re (Pu, u)K ≤ −2λ‖u‖2K,
pour u ∈ S ∩ K. 
On peut aussi remarquer que, pourvu que la résolvante existe, (1.4.1) donne
facilement une estimation de résolvante permettant d’appliquer le théorème de
Gearhart-Prüss (voir dans l’appendice le théorème D.11).
Dans le cadre des équation cinétiques linéaires telles que Fokker-Planck ou
la relaxation linéaire avec un potentiel confinant ou la relaxation douce (avec le
paramètre h = 1), les méthodes hypocoercives sont efficaces avec
H = L2(Rdx × Rdv, dxdv) et K =
{
M1/2
}⊥
.
On remarquera que l’espace engendré par M1/2 ainsi que son orthogonal son
stable par P et que la projection (spectrale) sur VectM1/2 est orthogonale bien
que P ne soit pas autoadjoint.
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On s’intéresse à des équations à basse température, il faut donc préciser la dé-
pendance en h dans la définition d’hypocoercivité. Dans le cadre semi-classique,
on dira que Ph est hypocoercif si, comme dans le cas sans petit paramètre, il existe
un sous espace hilbertienKh muni d’une norme hilbertienne ‖.‖Kh tel qu’il existe
C > 0 (indépendante de h) telle que
C−1‖.‖H ≤ ‖.‖Kh ≤ C‖.‖H,
et il existe λ > 0, indépendant de h, tel que Ph vérifie l’estimation hypocoercive
suivante pour tout u ∈ D(Ph) ∩ Kh :
Re (Phu, u)Kh ≥ hλ‖u‖Kh . (1.4.3)
Comme l’équivalence des normes est uniforme en h, on peut éventuellement ou-
blier la dépendance deK par rapport à h. Une des difficultés qui apparaît lorsqu’on
travaille à basse température est que les projecteurs spectraux associés aux petites
valeurs propres ne sont plus orthogonaux.
1.5 Difficultés dans le monde non autoadjoint
La principale difficulté à gérer dans l’étude des problèmes non autoadjoints pro-
vient de l’absence de théorème spectral. Cette difficulté se décline sous différentes
formes à commencer par l’impossibilité de définir le calcul fonctionnel comme
dans le cas autoadjoint. Cela pose notamment des problèmes pour définir le semi-
groupe associé à un opérateur (voir l’appendice D à ce sujet) et les projecteurs
spectraux (en tant qu’opérateurs bornés de notre espace de Hilbert). Une étude
précise de la résolvante permet de contourner ce problème.
Dans le cas autoadjoint, le théorème spectral nous donne la bonne estimation
de résolvante
‖(P − z)−1‖ = 1
d(z, σ(P ))
,
où σ(P ) désigne le spectre de P . Alors que dans le cas non autoadjoint, la norme
de la résolvante ‖(P − z)−1‖ peut être très grande même si z se situe très loin
du spectre (voir à ce sujet la notion de pseudospectre dans les livres [84], [30],
l’article [51] pour des liens avec la PT -symétrie et la thèse de R. Henry [38]).
Un sujet relié à cette estimation de résolvante est l’estimation de la décroissance
du semi-groupe. Dans le cas autoadjoint, si le spectre de P est inclus dans le demi-
plan complexe {Re z ≥ λ0}, alors le semi-groupe associé à P vérifie l’estimation∥∥e−tP∥∥ ≤ e−λ0t.
Dans le cas non autoadjoint, cette localisation du spectre ne suffit plus et il faut
aussi un contrôle de la résolvante pour conclure à la décroissance du semi-groupe
grâce au théorème de Gearhart-Prüss (cf. appendice D).
L’instabilité spectrale liée au pseudospectre donne lieu à une grande quantité
de problèmes numériques (voir notamment [84]) que nous n’aborderons pas ici,
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mais aussi à des problèmes théoriques. En effet, elle rend la localisation du spectre
extrêmement difficile. Souvent quand on veut déterminer le spectre d’un opérateur
(et particulièrement en analyse semi-classique), on essaie de construire des fonc-
tions propres approchées ou quasimodes. C’est-à dire qu’on cherche à construire
une fonction uh et un complexe λh tels que
‖(P − λh)uh‖ ≤ ε(h)‖uh‖,
avec ε(h) qui tend vers 0 quand h tend vers 0. Quand P est autoadjoint, on conclut
qu’il existe une valeur propre (et bien sûr une fonction propre associée) qui est
proche de λh. Dans le cas où P n’est pas autoadjoint, on est dans l’impossibi-
lité de conclure sans information supplémentaire, notamment sur les projecteurs
spectraux ou sur la résolvante.
Dans la cas autoadjoint, les projecteurs spectraux sont orthogonaux et donc de
norme égale à 1. Quand l’opérateur n’est pas autoadjoint, on peut se servir, là en-
core, d’une estimation de résolvante pour borner (grâce à la formule de Cauchy) la
norme du projecteur spectral. Malgré ces difficultés, il est possible de montrer des
résultats très précis en ce qui concerne la norme de la résolvante ou des projecteurs
spectraux, on pourra voir par exemple [87] pour des opérateurs incluant celui de
Fokker-Planck avec potentiel quadratique. Dans la suite, nous rencontrerons tous
les problèmes liés au caractère non autoadjoint avec les différents modèles étudiés
dans cette thèse.
1.6 Valeurs propres exponentiellement petites en méca-
nique statistique
Dans cette section, on va rappeler les résultats sur le valeurs propres exponentiel-
lement petites du laplacien de Witten semi-classique. Ce n’est pas à proprement
parler un opérateur venu de la théorie cinétique (en particulier il est elliptique),
mais il relève bien de de la mécanique statistique des gaz et joue un rôle central
dans l’étude des petites valeurs propres de l’équation de Fokker-Planck, ainsi que
dans notre étude des équations de relaxation linéaire et de relaxation douce.
On rappelle que le laplacien de Witten semi-classique sur Rn est donné par
− h∆ + |∇φ(x)|2 − h∆φ(x), (1.6.1)
où on suppose que φ est une fonction de Morse possédant n0 minima locaux. Cet
opérateur a été introduit par Witten dans [89] où il initie l’étude de ses valeurs
propres exponentiellement petites. Le résultat de Witten est ensuite montré de fa-
çon plus rigoureuse par Helffer-Sjöstrand dans [36] (on pourra voir aussi [74],[75]
[35],[13] pour une étude des petites valeurs propres d’opérateurs de Schrödinger
plus généraux). Ces résultats ont été complétés beaucoup plus récemment d’abord
par des méthodes probabilistes ([10],[11]...) puis une asymptotique complète des
valeurs propres exponentiellement petites λk(h) est donnée dans [31] dont nous
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extrayons le résultat suivant (on renvoie le lecteur à cet article pour plus de préci-
sions) :
∀j ∈ {1, ..., n0} , λj(h) ∼ hAje−2Sj/h. (1.6.2)
où Sj = φ(sl(j)) − φ(xj) avec xj un minimum local et sl(j) un point critique
d’indice 1 associé à xj suivant une procédure naturelle et où Aj est explicitement
fonction de la hessienne de φ aux points critiques xj et sl(j). En fait, il existe un
développement asymptotique complet pour ces valeurs propres.
Le résultat mentionné ci-dessus est valable dans Rn ou sur une variété com-
pacte sans bord. Le cas avec bord est traité par Helffer-Nier dans [33] pour des
conditions de Dirichlet et par Le Peutrec dans [55] pour des conditions de Neu-
mann (on pourra aussi voir [52, 53, 54, 56] pour le problème des petites valeurs
propres de Witten).
On va maintenant aborder le sujet des petites valeurs propres pour l’opérateur
de Fokker-Planck. On rappelle que l’équation s’écrit{
∂tf + v.∂xf −∇xV (x).∂vf = ∂v(∂v + v)f,
f|t=0 = f0.
Le lien entre opérateur de Fokker-Planck et laplacien de Witten a été fait dans [44]
et [32]. L’étude à proprement parler de l’équation de Fokker-Planck à basse tem-
pérature commence dans [45] dans lequel les auteurs obtiennent une estimation
de résolvante et une description précise de l’ensemble du spectre à l’aide de celui
de l’approximation quadratique de l’opérateur.
Théorème (Hérau-Sjöstrand-Stolk). Il existe des constantes c, C ′ > 0 telles que
pour tout C > 1 :
a) Pour tout voisinage fixé Ω des valeurs propres de l’approximation quadratique
de Ph=1 au points critiques, il existe h0, C ′′ > 0 telles que pour tout 0 < h ≤
h0, |z| ≤ C, z 3 Ω,
h‖u‖ ≤ C ′′ ‖(P − hz)u‖ .
b) Il existe h1 > 0, tel que pour 0 < h ≤ h1, Re z ≤ c|z|1/3h2/3 et |z| ≥ Ch,
|z|1/3h2/3‖u‖ ≤ C ′ ‖(P − z)u‖ .
Par ailleurs, les auteurs montrent que pour tout C > 0, il existe h0 > 0 tel
que pour 0 < h ≤ h0, le spectre de P dans le disque D(0, Ch) est discret et les
valeurs propres sont de la forme
λj,k(h) ∼ h
(
µj,k + h
1/Nj,kµj,k,1 + h
2/Nj,kµj,k,2 + ...
)
,
où les µj,k sont les valeurs propres dans D(0, C) (répétées selon leurs multipli-
cités) de l’approximation quadratique de P|h=1 au point critique ρk et Nj,k est
la dimension de l’espace propre généralisé correspondant. Pour les opérateurs
concernés dans cette thèse, on ne s’intéressera qu’aux valeurs propres proches
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de 0 et pas aux "groupes" suivants, bien que le résultat ci-dessus doive s’étendre
au cas de la relaxation douce (pour l’équation de relaxation linéaire, le spectre
doit être beaucoup plus complexe).
Ces résultats sur l’opérateur de Fokker-Planck ont été complétés par la suite
par Hérau-Hitrik-Sjöstrand dans la série d’articles [41, 42, 43], pour aboutir à
l’instar du laplacien de Witten à un développement asymptotique complet des
valeurs propres exponentiellement petites. Nous rappelons uniquement ici le pre-
mier terme du développement (qui est de la même forme que pour le laplacien de
Witten) :
∀j ∈ {1, ..., n0} , λj(h) ∼ hAje−2Sj/h. (1.6.3)
où Sj = 12
(
V (sl(j))− V (xj)
)
avec xj un minimum local et sl(j) un point critique
d’indice 1 associé à xj suivant une procédure naturelle et où Aj est explicitement
fonction de la hessienne de V aux points critiques xj et sl(j).
Les opérateurs concernés dans les théorèmes précédents sont tous locaux.
Pour ce qui est de ce genre de résultat avec des opérateurs non locaux, on peut
citer [8] dans lequel les auteurs obtiennent un résultat similaire pour les valeurs
propres proche de 1 pour une marche aléatoire semi-classique. En ce qui concerne
l’équation de relaxation linéaire de Boltzmann à basse température, il n’existe pas
de littérature à ce sujet et les résultats obtenus dans cette thèse (ainsi que dans
[69]) sont les premiers dans cette direction.
1.7 Résultats
On conclut cette introduction en donnant les résultats qui figurent dans cette thèse.
On rappelle qu’on étudie l’équation de relaxation linéaire de Boltzmann semi-
classique (ici écrite dans un bon espace fonctionnel) :{
h∂tu+ v.h∂xu−∇xV (x).h∂vu+ h(Id−Πh)u = 0,
u|t=0 = u0,
où on note l’opérateur qui lui est associé
Ph = v.h∂x −∇V (x).h∂v + h(Id−Πh). (1.7.1)
Et on étudie également l’équation de relaxation douce{
h∂tu+ v.h∂xu−∇xV (x).h∂vu+ h(1 +H0)−1H0u = 0,
u|t=0 = u0,
oùH0 est l’oscillateur harmonique semi-classique en vitesse, i.e.H0 = −h2∆v+
v2 − dh. Et l’opérateur associé est
P = v.h∂x −∇xV (x).h∂v + h(1 +H0)−1H0. (1.7.2)
Pour ces deux opérateurs (qu’on notera tous les deux P dans cet énoncé), on
montre le théorème et la proposition suivants :
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Théorème. Supposons que V satisfasse les hypothèses 1.1.2. Considérons P
donné soit en (1.7.1) soit en (1.7.2). Alors, P a 0 comme valeur propre simple
et il existe h0 > 0, δ0 > 0 tels que :
i) pour tout h ∈]0, h0], SpecP ∩B(0, δ0h) est constitué de n0 valeurs propres
réelles (comptées avec multiplicité) qui sont exponentiellement petites par
rapport à 1h ;
ii) pour tout δ > 0, il existe C > 0 tel que pour tout h ∈]0, h0], si δh ≤ |z| ≤
δ0h alors
‖(P − z)−1‖ ≤ C
h
.
Si on note µj les valeurs propres exponentiellement petites de l’opérateur (ré-
pétées selon leurs multiplicités), on obtient aussi la proposition suivante sur la
décroissance du semi-groupe :
Proposition. Il existe c > 0 et α > 0 telles que pour tout , t ≥ 0 et h suffisamment
petit
e−tP =
n0∑
j=1
e−tµjΠj +O(e−cht),
avec ‖Πj‖ = O(1) et µj = O(e−αh ).
Dans le cas de l’équation de relaxation linéaire, ce résultat est paru aux "An-
nales Henri Poincaré" [69]. Pour les deux modèles, on montre le même théorème.
Cependant, les techniques utilisées sont extrêmement différentes. Dans le chapitre
2, on montre ce théorème avec des méthodes hypocoercives. Bien que les idées
soient microlocales dans le cas de l’équation de relaxation linéaire, on utilise pas
l’arsenal technique propre à l’analyse semi-classique (voir à ce sujet les remarques
à la fin des Généralités du chapitre 2), alors que celui-ci est très fortement utilisé
dans le chapitre 3 pour montrer le théorème dans le cas de l’équation de relaxation
douce. On remarquera que, contrairement au cas de Fokker-Planck, dans l’équa-
tion de relaxation douce, il n’y a pas de gain en terme de puissance de h. Ce qui
complique considérablement l’étude (notamment du point de vue du recollement
des estimations dans les différentes parties de l’espace des phases) puisque h est
critique.
Le chapitre 4 s’intéresse à la structure de l’équation de relaxation douce et on
y montre que cette équation est supersymétrique.
Théorème. L’opérateur de relaxation linéaire P = v.h∂x− ∂xV (x).h∂v + (1 +
H0)
−1H0 coïncide sur les fonctions avec l’opérateur supersymétrique suivant
(défini sur l’ensemble des k-formes) :
P = d˜A,∗d˜ + d˜d˜A,∗,
où d˜ = (1 + 2h + H)1/2a + (1 + H)−1/2b, avec H l’oscillateur harmonique
semi-classique sur les formes et a et b définis en (4.2.1).
28 CHAPITRE 1. INTRODUCTION
Dans ce chapitre, on montrera également la proposition suivante concernant
le symbole de notre opérateur sur les k-formes :
Proposition. Soit x0 un point critique de V , il existe un voisinage V du point
critique (x0, 0) du symbole p et une fonction de phase φ+ ∈ C∞(V) qui vérifie
l’équation eikonale :
pp(x, v; i∇φ+(x, v)) = 0.
De plus, le symbole sous-principal effectif donné par
1
2
t˜rFq + SP ,
où SP est la linéarisation du symbole sous-principal près de (x0, 0; 0, 0) et t˜rFq
est défini en (4.4.10), s’annule sur les k-formes si et seulement si x0 est un point
critique d’indice k.
Un certain nombre d’outils utilisés tout au long du texte sont présentés (briè-
vement) dans l’appendice et on renvoie le lecteur aux références contenues dans
l’appendice pour plus de détails.
1.8 Perspectives
Le but final de l’étude entreprise ici serait d’obtenir le développement asympto-
tique des valeurs propres exponentiellement petites pour les équations de relaxa-
tion linéaire et de relaxation douce. Les résultats obtenus (et présentés dans la
partie précédente) sont les premiers pas vers un calcul plus précis de ces valeurs
propres. Cependant, il reste de nombreux obstacles à affronter pour y arriver :
I. Des difficultés apparaissant pour exhiber la structure supersymétrique dans
le cas de l’équation de relaxation linéaire, cela complique sérieusement la
tâche, puisque, jusqu’à maintenant, le calcul explicite des exponentiellement
petits a été fait en évaluant les valeurs singulières de la "différentielle exté-
rieur".
II. En ce qui concerne l’équation de relaxation douce, il faudrait obtenir des
informations sur le spectre près de 0 de l’opérateur sur toutes les k-formes
(en tout cas, au moins sur les 1-formes). Même si on arrivait à construire des
solutions BKW pour l’équation de relaxation douce sur les k-formes (voir
à ce sujet la fin du chapitre 4), il faudrait encore montrer une estimation
de résolvante du même type que celle sur les fonctions pour qu’elles cor-
respondent bien à des fonctions propres approchées. Malheureusement, cela
semble difficile car, sur les k-formes, on voit apparaître un opérateur d’ordre
2 en position dans le symbole sous-principal qui ne peut pas être contrôlé par
la partie principale. De plus, cette partie du terme sous-principal semble ne
même pas être bornée inférieurement et ne se gère donc pas facilement. On
pourrait quand même envisager d’étudier l’effet tunnel sans la supersymétrie
à l’aide de la méthode classique d’Helffer-Sjöstrand [35].
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III. Pour obtenir le développement asymptotique des valeurs propres exponen-
tiellement petites, il faut aussi un très bon contrôle de la localisation des
fonctions propres grâce à des estimations d’Agmon (cf. [35] ou [18]). Bien
que l’opérateur considéré pour l’équation de relaxation douce soit non-local,
une piste à envisager est l’article de Nakamura [65], dans lequel l’auteur
obtient des estimations de type Agmon pour des opérateurs qui ne sont pas
nécessairement locaux. Cependant, l’adaptation n’est pas immédiate dans la
mesure où l’on travaille avec des symboles qui ne sont pas elliptiques dans
S(1).
Dans toute la thèse, on utilisera les notations suivantes :
Notations :
• Pour tout multi-indice α ∈ Nd, on écrit ∂αx = ∂α1x1 ...∂αdxd (et de manière
similaire pour v).
• On note aussi u = O˜(e−
α
h ) pour u ∈ L2 s’il existe C, N > 0 tels que
‖u‖ ≤ h−Ne−αh
.

2
Équation de relaxation linéaire
de Boltzmann
Ce travail a été publié dans les "Annales Henri Poincaré" (dans une version an-
glaise légèrement différente [69]) et peut être trouvé à l’adresse suivante : http:
//link.springer.com/article/10.1007/s00023-015-0410-4
2.1 Généralités
L’étude spectrale d’équations cinétiques inhomogènes et le retour à l’équilibre des
systèmes de particules correspondants est un sujet d’étude naturel et un certain
nombre de progrès a été fait durant la dernière décennie dans ce qui a été nommée
hypocoercivité. Nous sommes ici intéressés par l’étude à basse température d’un
modèle linéaire simple du point de vue cinétique, mais compliqué du point de vue
de l’analyse spectrale, où les collisions entre particules ne sont pas de type diffusif,
mais de l’ordre de la relaxation (non-locaux). Ce système a déjà été étudié par
Hérau dans [39] avec des améliorations par Dolbeault et al. dans [19, 20], mais à
température fixée.
L’objectif final serait d’étudier l’existence d’états métastables et un éventuel effet
tunnel pour le système, ce qui implique un temps de retour à l’équilibre très long.
Nous établissons ici les premiers résultats spectraux sur les petites valeurs propres
et le retour à l’équilibre à basse température pour le système simple de relaxation
linéaire de Boltzmann suivant (qu’on écrit ici avec les paramètres physiques) :{
∂tf + v.∂xf − 1m∂xV.∂vf = Q(f),
f|t=0 = f0,
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où l’inconnu f(t, x, v) correspond à la densité de probabilité du système de par-
ticules au temps t ∈ R+, position x ∈ Rd et vitesse v ∈ Rd. On supposera que
pour tout t ≥ 0, f(t, ., .) est dans L2. Ici, l’opérateur de collisions qui modélise
les interactions entre les particules dans le gaz est donné par
Q(f) = γ
[(∫
Rdv
f(t, x, v) dv
)
mβ − f
]
,
où
mβ(v) =
e−
mβv2
2
( 2pimβ )
d
2
,
est la maxwellienne (normalisée dans L1) dans la direction des vitesses, avec β =
1/kT où k est la constante de Boltzmann, T la température du système et γ le
coefficient de friction. Le potentiel V ∈ C∞(Rdx,R) ne dépend que de la variable
de position x. On s’intéresse au régime des basses températures pour le système
et on va donc se placer dans un cadre semi-classique. On note h = kT = 1/β, et
on fixe les autres paramètres m = 1 et γ = 1 et on pose
µh = m1/h =
1
(2pih)d/2
e−
v2
2h .
On introduit également la maxwellienne spatiale et la maxwellienne globale don-
nées par
ρh(x) =
e−
V (x)
h∫
Rdx
e−
V (x)
h dx
. Mh(x, v) = ρh(x)µh(v).
On vérifie de manière immédiate queMh est l’unique état stationnaire, au sens
des distributions, du système (à renormalisation près). Cette équation décrit un
système composé d’un grand nombre de particules, qui sont soumises à une force
extérieure dérivant du potentiel V et qui interagissent entre elles selon l’opérateur
de collisions Q, dont l’effet est une simple relaxation sur la maxwellienne locale(∫
Rd
v′
f(t, x, v′) dv′
)
mβ(v).
On multiplie notre équation par h, ce qui nous donne{
h∂tf + v.h∂xf − ∂xV.h∂vf = hQ(f),
f|t=0 = f0.
La limite semi-classique h → 0 correspond au régime basse température pour le
système. On rappelle les hypothèses faites sur le potentiel.
Hypothèse. Le potentiel V est une fonction de Morse avec n0 minima locaux et
dont les dérivées d’ordre 2 et plus sont bornées. De plus, e−
V
h ∈ L1 et il existe
C > 0 tel que |∇V (x)| ≥ 1
C
pour |x| > C.
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Un espace de Hilbert naturel pour l’étude de l’équation dépendant du temps
est l’espace pondéré suivant :
B2 =
{
f ∈ D′ t. q.M−1/2h f ∈ L2
}
⊂ L1(Rdx × Rdv,dxdv),
et on remarque par l’inégalité de Cauchy-Schwarz et l’hypothèse 1.1.2 que B2 est
un sous-ensemble de L1(Rdx ×Rdv, dxdv). Il est donc plus commode de travailler
avec une nouvelle fonction inconnue
u(t, x, v) =M−1/2h f(t, x, v) ∈ C(R+, L2),
(la continuité sera une conséquence d’une propriété du semi-groupe associé) et
l’équation sur u s’écrit alors{
h∂tu+ v.h∂xu− ∂xV.h∂vu+ h(Id−Πh)u = 0;
u|t=0 = u0,
où Πh est le projecteur orthogonal dansB2 (avec t comme paramètre) sur l’espace
des états d’équilibres locaux Eh =
{
ρµ
1
2
h , ρ ∈ L2(Rdx)
}
(on remarque que Eh
est fermé). En effet, on a
Q(M1/2h u) =M1/2(u− 〈u, µh〉L2(Rdv)µh),
et
ρh(x)
−1/2v.∂xρ
1/2
h (x)− µh(v)−1/2∂xV.∂vµ1/2h (v) = 0.
L’opérateur indépendant du temps s’écrit alors
Ph = v.h∂x − ∂xV.h∂v + h(Id−Π1)
= Xh0 + h(Id−Πh),
et le but de ce chapitre est de démontrer le théorème suivant :
Théorème 2.1.1. Supposons que V satisfasse les hypothèses 1.1.2. Alors Ph a 0
comme valeur propre simple et il existe h0 > 0, δ0 > 0 tel que :
i) pour tout h ∈]0, h0], SpecPh∩B(0, δ0h) est constitué de n0 valeurs propres
réelles (comptées avec multiplicité) qui sont exponentiellement petites par
rapport à 1h ;
ii) pour tout δ > 0, il existe C > 0 tel que pour tout h ∈]0, h0], si δh ≤ |z| ≤
δ0h alors
‖(Ph − z)−1‖ ≤ C
h
.
Ce travail est la première étape pour obtenir un développement semi-classique
des petites valeurs propres de notre opérateur dans l’esprit de Helffer et al. dans
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[31] pour le laplacien de Witten et de Hérau et al. dans [45, 41, 42, 43] pour l’opé-
rateur de Kramers-Fokker-Planck. Dans ces quatre derniers papiers, les auteurs
ont obtenu un développement asymptotique complet des petites valeurs propres
de l’opérateur grâce à des techniques pseudodifférentielles. Ici, un des plus gros
problèmes est que la partie de projection Πh dans Ph n’a pas un bon comporte-
ment symbolique uniformément par rapport à h. Pour contourner ce problème, on
utilise une mise à l’échelle Sh - qui sera définie plus avant - et une estimation
hypocoercive indépendante de h dans l’esprit de [39, 19, 20] pour l’équation de
relaxation linéaire de Boltzmann ou de [44] pour l’équation de Fokker-Planck.
Comme on travaille dans un cadre non autoadjoint, on doit utiliser des outils spé-
cifiques. On doit d’abord obtenir une estimation de résolvante qui nous permettra
de contrôler la norme du projecteur spectral sur l’espace propre généralisé associé
aux valeurs propres de module plus petit que δ0h. On a également besoin de la no-
tion dePT -symétrie (cf. [2, 3, 4] ou [43]), qui est un outil puissant qu’on utilise
comme dans [43] afin de montrer qu’il n’y a pas de bloc de Jordan dans les espaces
propres généralisés associés aux petites valeurs propres. Dans un contexte non au-
toadjoint, passer de résultats spectraux à des estimations sur le semi-groupe n’est
pas trivial, mais, dans la mesure où l’on travaille dans un espace de Hilbert, on
peut utiliser un théorème de Gearhart-Prüss pour obtenir le taux de convergence
du semi-groupe (voir appendice D).
Ce chapitre se décompose comme suit : dans la deuxième partie, on prouve
un résultat d’hypocoercivité duquel on déduit une estimation de résolvante. Dans
la troisième partie, on fini de montrer le résultat principal en utilisant la propriété
de PT -symétrie. La dernière partie est consacrée, dans l’esprit du théorème H
de Boltzmann, à obtenir un résultat de convergence des solutions de l’équation
de relaxation linéaire de Boltzmann vers l’espace propre généralisé associé aux
petites valeurs propres.
2.2 Hypocoercivité hilbertienne
La notion d’hypocoercivité hilbertienne (on pourra voir la section 1.4 et [19, 39,
86]) désigne des manières d’obtenir des estimations coercives en utilisant une
légère modification du produit scalaire ambiant ou bien de l’opérateur étudié.
Nous allons d’abord discuter de l’accrétivité maximale de notre opérateur, de ma-
nière à pouvoir appliquer nos résultats spectraux aux propriétés du semi-groupe.
Comme Ph est la somme d’un opérateur autoadjoint positif (un projecteur ortho-
gonal) et d’un opérateur antiadjoint, Ph est accrétif. Si on équipe Ph du domaine
D =
{
u ∈ L2/ Xh0 u ∈ L2
}
, on obtient alors un opérateur accrétif maximal. En
effet, Xh0 est accrétif maximal sur D et Id − Πh est un opérateur borné sur L2.
Donc Ph = Xh0 + h(Id−Πh) est accrétif maximal.
Comme annoncé dans l’introduction, la démonstration de notre estimation re-
pose sur un argument de mise à l’échelle. Si on conjugue Ph avec l’opérateur de
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dilatation
Sh :
{
L2(Rdx × Rdv) → L2(Rdx × Rdv)
u 7→ h−d/2u( .√
h
, .√
h
)
. (2.2.1)
on obtient alors F−1h PhFh = hP où P est l’opérateur
P = v.∂x − ∂xVh(x).∂v + (Id−Π1)
= X0 + (Id−Π1),
avec Vh(x) = 1hV (
√
hx). On remarque que P dépend de h, car Vh dépend de
h. Néanmoins, nous avons choisi une notation indépendante de h, dans la mesure
où on aura des estimations pour P qui seront uniformes en h. Plus précisément,
ces estimations dépendront uniquement de la norme L∞ des dérivées secondes et
supérieures de Vh. En utilisant que les dérivées d’ordre deux ou plus de V sont
bornées, on a (si h ≤ 1) pour k ≥ 2 et α ∈ Nd avec |α| = k,
‖∂αVh‖∞ = h
k−2
2 ‖∂αV ‖∞ ≤ ‖∂αV ‖∞.
On obtient ainsi l’uniformité des estimations par rapport à h sur les normes L∞
des dérivées secondes ou d’ordre supérieur de Vh.
On va maintenant suivre [39] pour obtenir une estimation hypocoercive pour
P . On introduit maintenant les deux opérateurs différentiels auxiliaires suivants :
aj = (∂xj + ∂xjVh/2) ; bj = (∂vj + vj/2) ,
ainsi que leurs adjoints formels
a∗j = (−∂xj + ∂xjVh/2) ; b∗j = (−∂vj + vj/2) .
On pose
a =
 a1...
ad
 ; b =
 b1...
bd
 ,
et
Λ2 = a∗a+ b∗b+ 1.
On remarquera que a∗a = −∆x + |∂xVh(x)|2/4 −∆Vh(x)/2 n’est autre que le
laplacien de Witten (en position) et b∗b = −∆v +v2/4−d/2 l’oscillateur harmo-
nique (en vitesse). Sous nos hypothèses (cf. [32]), on peut montrer que S (R2d)
est un noyau pour Λ2 que Λr est bien défini pour tout r ∈ R et que les opérateurs
a, b et Λ2 sont continus surS etS ′. On a la relation suivante entre a, b, et P :
P = b∗a− a∗b+ (Id−Π1).
Rappelons maintenant les relations de commutations entre a, b, et X0 (voir [44]
par exemple) :
[bj , bk] = [b
∗
j , b
∗
k] = 0 ; [bj , b
∗
k] = δjk ;
[aj , ak] = [a
∗
j , a
∗
k] = 0 ; [aj , a
∗
k] = ∂
2
xjxk
Vh.
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On a aussi clairement que les aj et a∗j commutent avec les bk et b
∗
k. Il convient de
noter que les aj et les a∗j sont dans l’algèbre de Lie engendrée par les bj , les b
∗
j et
le champs de vecteur X0. Ce qui se traduit dans les relations
[b,X0] = a ; [b
∗, X0] = a∗.
Réciproquement, on peut déduire b et b∗ de a, a∗ et X0 grâce aux relations
[a,X0] = −HessV b ; [a∗, X0] = −b∗HessVh.
Par combinaisons, on obtient
[Λ2, X0] = −b∗(HessVh − Id)a− a∗(HessVh − Id)b ;
b∗(a∗a) = (a∗a)b∗ ; a∗(a∗a) = (a∗a)a∗ − a∗HessVh ;
a∗(b∗b) = (b∗b)a∗ ; b∗(b∗b) = (b∗b)b∗ − b∗.
On introduit maintenant l’opérateur de mise à l’échelle semi-classique agissant
sur les fonctions ne dépendant que de x (voir aussi (2.2.1)), i.e.
Th :
{
L2(Rdx) → L2(Rdx)
u 7→ h−d/4u( .√
h
)
,
On remarque que Wh = hTha∗aT−1h est le laplacien de Witten semi-classique
Wh = −h2∆x + |∂xV (x)|2/4− h∆V (x)/2.
Sous nos hypothèses 1.1.2 sur V , et d’après [31], le laplacien de Witten semi-
classique Wh a n0 valeurs propres réelles et exponentiellement petites et il existe
0 < τ ≤ 1, qu’on fixe à partir de maintenant, tel que le reste du spectre est inclus
dans [τh,+∞[ pour h ∈]0, 1]. On rappelle de [31] qu’il existe des fonctions de
troncature bien choisies χj ∈ C∞0 , 1 ≤ j ≤ n0 qui localisent chacune dans un
petit voisinage du jième minimum de V telles que
ψ
(0)
j (x) =
∥∥∥∥χj(x)e−V (x)−V (xj)2h ∥∥∥∥−1 χj(x)e−V (x)−V (xj)2h , (2.2.2)
sont des quasimodes du laplacien de Witten semi-classique Wh, dans le sens que,
pour c > 0,
Whψ
(0)
j = O˜(e
− c
h ), 1 ≤ j ≤ n0.
On définit les quasimodes non semi-classiques associés
fj(x) = T
−1
h ψ
(0)
j (x), gj(x, v) = fj(x)µ
1/2
1 (v),
(qui dépendent encore de h) et on introduit les espaces vectoriels associés
F = Vect {fj , j ∈ J1...n0K} ↪→ L2(Rdx),
G = Vect {gj , j ∈ J1...n0K} ↪→ L2(Rdx × Rdv).
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On pose aussi pour tout j
ghj = Shgj . (2.2.3)
D’après l’expression des quasimodes dans (2.2.2), on a
ghj (x, v) = ψ
(0)
j (x)µ
1/2
h (v) =
∥∥∥∥χj(x)e−V (x)−V (xj)2h ∥∥∥∥−1 χj(x)e−V (x)−V (xj)2h e− v24h .
On a le lemme suivant :
Lemme 2.2.1. La famille (ghj )j est presque orthonormale et est composée de
quasimodes exponentiellement petits Ph (respectivement P ∗h ), c’est-à-dire qu’il
existe α > 0 tel que pour tout j, k ∈ J1...n0K, j 6= k,
(ghj , g
h
k ) = δj,k +O(e−
α
h ),
et pour tout j ∈ J1...n0K,
Phg
h
j = O˜(e
−α
h ),
(respectivement P ∗hg
h
j = O˜(e
−α
h )).
Preuve : On déduit immédiatement la relation de presque orthogonalité et nor-
malisation de la famille (ghj )j de celle de (ψ
(0)
j )j (voir Proposition (6.1) dans
[31]). À la vue de l’expression des ghj , on en déduit que Phg
h
j = X
h
0 g
h
j =
v.∇χje−
V (x)
2h e−
v2
4h . D’après les estimations sur χj (voir la preuve de la Proposi-
tion (6.1) dans [31]), on obtient que ‖Xh0 ghj ‖ = O(e−
α
h ), ce qui montre l’assertion
sur Ph. Comme P ∗h = −Xh0 + h(1−Πh), on obtient le même résultat sur P ∗h . 
La proposition suivante est le cœur de l’hypocoercivité hilbertienne et exprime
une propriété de coercivité pour l’opérateur P qui utilise une petite perturbation
impliquant l’opérateur auxiliaire fondamental
L = Λ−2a∗b.
Proposition 2.2.2. Il existe ε, A, h0 > 0 tels que pour tout h ≤ h0 et u ∈
S ∩G⊥ :
Re (Pu, (Id + ε(L+ L∗))u) ≥ 1
A
‖u‖2,
où A peut être choisie dépendant explicitement des dérivées deuxièmes et troi-
sièmes de V et ‖εL‖ ≤ 1.
Remarque 2.2.3. Dans [39], on traite le cas d’un espace G unidimensionnel. Ici,
Vh vérifie le même genre d’hypothèses, mais le gap spectral est dramatiquement
(exponentiellement) petit car les minima de Vh sont à une distance d’ordre 1√h les
uns des autres. En utilisant G⊥, on réussit à avoir une borne inférieure uniforme
par rapport à h dans la proposition 2.2.2.
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Preuve : On suit en partie [39] et on s’occupe de la dépendance uniforme par
rapport à h. Soient u ∈ L2 et ε > 0, on a
Re (Pu, (Id + ε(L+ L∗))u)
= Re ((Id−Π1)u, (Id + ε(L+ L∗))u) + Re(X0u, (Id + ε(L+ L∗))u)
= ‖(Id−Π1)u‖2 + εRe ((Id−Π1)u, (L+ L∗)u) + εRe (X0u, (L+ L∗)u)
= I + II + III,
où on a utilisé pour le dernier terme queX0 est antiadjoint. On obtient tout d’abord
une borne inférieure grossière pour les deux premiers termes à l’aide de l’inégalité
de Cauchy-Schwarz :
I+II ≥ 1
2
‖(Id−Π1)u‖2− 1
2
ε2‖(L+L∗)u‖2 ≥ 1
2
‖(Id−Π1)u‖2−ε2‖L‖2‖u‖2.
Étudions maintenant le dernier terme plus attentivement
III = εRe (X0u, (L+ L
∗)u) = εRe ([L,X0]u, u),
car X0 est antiadjoint. En utilisant la définition de L = Λ−2a∗b et les relations de
commutations entre a, b, Λ2 et X0, on obtient
[L,X0] = [Λ
−2a∗b,X0]
= [Λ−2, X0]a∗b+ Λ−2[a∗, X0]b+ Λ−2a∗[b,X0]
= −Λ−2[Λ2, X0]Λ−2a∗b− Λ−2b∗HessVhb+ Λ−2a∗a.
On a utilisé la relation algébrique [A,B−1] = −B−1[A,B]B−1. On pose
A = −Λ−2[Λ2, X0]Λ−2a∗b− Λ−2b∗HessV b.
On va maintenant montrer deux lemmes intermédiaires.
Lemme 2.2.4. Les opérateurs A et L sont bornés sur L2 (uniformément en h).
De plus, leurs normes peuvent être bornées explicitement en fonction des dérivées
d’ordre deux et trois de V .
Remarque 2.2.5. En fait, les bornes sur les opérateurs sont établies en fonction des
dérivées deuxièmes et troisièmes de Vh, mais elles sont uniformes en h, puisque
les dérivées deuxièmes et troisièmes de Vh sont bornées uniformément par rapport
à h.
Preuve : On rappelle juste quelques idées de preuve à partir de [39]. On se sou-
vient que L = Λ−2a∗b. Pour A, on utilise l’expression du commutateur
[Λ2, X0] = −b∗(HessVh − Id)a− a∗(HessVh − Id)b,
ce qui nous donne
A = Λ−2b∗(HessVh − Id)aΛ−2a∗b+ Λ−2a∗(HessVh − Id)bΛ−2b∗a
−Λ−2b∗HessVhb.
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On voit qu’il suffit de montrer que pour toute matrice réelle M(x) de taille d ×
d, qui ne dépend que de x et qui est bornée ainsi que sa dérivée première, les
opérateurs suivants :
Λ−2b∗M(x)a, Λ−2b∗M(x)b, Λ−2a∗M(x)b,
sont bornés sur L2. On va le montrer uniquement pour le premier dans la me-
sure où la preuve pour les autres est similaire et plus facile. Il nous suffit de le
démontrer pour l’adjoint a∗M(x)bΛ−2. Pour u ∈ S , on écrit
‖a∗M(x)bΛ−2u‖ ≤
∑
j,k
‖a∗jMj,k(x)bkΛ−2u‖
≤
∑
j,k
‖Mj,k(x)a∗jbkΛ−2u‖+
∑
j,k
‖(∂jMj,k(x))bkΛ−2u‖
≤ (‖M‖L∞ + ‖∇M‖L∞)
×
∑
j,k
(‖a∗jbkΛ−2u‖+ ‖bkΛ−2u‖),
où on a utilisé que
[a∗j ,Mj,k] = −∂jMj,k.
Comme b∗b ≤ Λ2 et 1 ≤ Λ2, on vérifie facilement que ‖bkΛ−2u‖ ≤ ‖u‖. Pour le
terme ‖a∗jbkΛ−2u‖, on écrit
‖a∗jbkΛ−2u‖2 = (aja∗jbkΛ−2u, bkΛ−2u)
≤ (a∗jajbkΛ−2u, bkΛ−2u) + ((∂2j Vh)bkΛ−2u, bkΛ−2u)
≤ (Λ2bkΛ−2u, bkΛ−2u) + ‖HessVh‖L∞(bkΛ−2u, bkΛ−2u).
On utilise maintenant que [Λ2, bk] = −bk et on continue à dériver nos inégalités :
(Λ2bkΛ
−2u, bkΛ−2u) + ‖HessVh‖L∞(bkΛ−2u, bkΛ−2u)
≤ (bku, bkΛ−2u) + (‖HessVh‖L∞ + 1)(bkΛ−2u, bkΛ−2u)
≤ (‖HessVh‖L∞ + 2)‖u‖2,
car b∗kbk ≤ Λ2 et 1 ≤ Λ2. Ce qui termine la preuve de notre lemme grâce à la
remarque 2.2.5. 
Retournons à la preuve de la proposition 2.2.2, on a E1 ⊂ ker b car b est
l’opérateur d’annihilation en vitesse. Comme il apparaît à droite dans l’expression
de A, on obtient donc
E1 ⊂ kerA.
On peut ainsi écrire A = A(Id−Π1) et on a pour u ∈ G⊥ ∩S
III = εRe (A(Id−Π1)u, u) + εRe (Λ−2a∗au, u)
≥ −14‖(Id−Π1)u‖2 − ε2‖A‖2‖u‖2 + εRe (Λ−2a∗au, u).
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Il est clair que Λ2, a∗a et Π1 commutent et on peut écrire
εRe (Λ−2a∗au, u) = εRe (Λ−2a∗aΠ1u, u) + εRe (Λ−2a∗a(Id−Π1)u, u)
= εRe (Λ−2a∗aΠ1u,Π1u)
+εRe (Λ−2a∗a(Id−Π1)u, (Id−Π1)u)
≥ εRe (Λ−2a∗aΠ1u,Π1u)− ε‖(Id−Π1)u‖2,
(2.2.4)
où on a utilisé que a∗a ≤ Λ2. Ici, on s’écarte légèrement de [39] : on va travailler
avec les quasimodes du laplacien de Witten plutôt qu’avec le premier vecteur
propre de Λ2 et cela va nous laisser des restes exponentiellement petits dans nos
estimations. On a maintenant besoin d’un lemme intermédiaire.
Lemme 2.2.6. Soit u ∈ G⊥ ∩S , alors Re (Λ−2a∗aΠ1u,Π1u) ≥ τ4‖Π1u‖2.
Preuve : On note Ph la projection spectrale sur les espaces propres associés aux
n0 valeurs propres les plus petites du laplacien de Witten Wh = hTha∗aT−1h
(qui sont les mêmes que celles de ha∗a). D’après [31] et [35], on a pour tout
w ∈ S (Rdx)
(hTha
∗aT−1h [1− Ph]Thw, [1− Ph]Thw) ≥ τh‖(1− Ph)Thw‖2.
On pose alors P = T−1h PhTh la projection (orthogonale) sur le sous-espace spec-
tral associé aux n0 valeurs propres les plus petites du laplacien de Witten a∗a,
l’inégalité précédente se réécrit (car Th est unitaire)
(a∗a[1− P]w, [1− P]w) ≥ τ‖(1− P)w‖2.
De plus, on a
(a∗aw,w) = (a∗a[1− P+ P]w, [1− P+ P]w)
= (a∗a[1− P]w, [1− P]w) + (a∗aPw,Pw)
+(a∗a[1− P]w,Pw) + (a∗aPw, [1− P]w)
= (a∗a[1− P]w, [1− P]w) + (a∗aPw,Pw).
Dans la mesure où les images de 1 − P et P sont stables par rapport à a∗a. Par
définition de P, on obtient qu’il existe α > 0 tel que pour tout j
(a∗aPw,Pw) = O(e−αh )‖w‖2.
Si on prend maintenant w ∈ F⊥, on a ‖(1− P)w‖2 = ‖w‖2 +O(e−αh )‖w‖2.
On obtient alors
(a∗aw,w) ≥ τ‖w‖2 +O(e−αh )‖w‖2
Comme (a∗a + 1)−1/2w ∈ F⊥, on obtient par le principe du max-min (puisque
a∗a est autoadjoint)
(a∗a(a∗a+ 1)−1/2w, (a∗a+ 1)−1/2w) ≥ τ
1 + τ
‖w‖2 +O(e−αh )‖w‖2.
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De plus, on a clairement
1 ≥ τ
1 + τ
≥ τ
2
,
car τ ≤ 1. On obtient alors le résultat en prenant pour w la fonction définie pour
presque tout v par x 7→ Π1u(x, v) et h suffisamment petit, puisque Π1u ∈ E1 et
Π1u( · , v) ∈ F⊥. 
Fin de la démonstration de la Proposition 2.2.2 : On peut maintenant inté-
grer le résultat du lemme 2.2.6 dans l’inégalité (2.2.4) et on obtient
εRe (Λ−2a∗au, u) ≥ ετ
4
‖Π1u‖2 − ε‖(Id−Π1)u‖2.
On obtient alors
III ≥ −1
4
‖(Id−Π1)u‖2 − ε2‖A‖2‖u‖2 + ετ
4
‖Π1u‖2 − ε‖(Id−Π1)u‖2.
En rassemblant les estimations pour I + II et III , cela donne
Re (Pu, (Id + ε(L+ L∗))u)
≥ 12‖(Id−Π1)u‖2 − ε2‖L‖2‖u‖2
−14‖(Id−Π1)u‖2 − ε2‖A‖2‖u‖2 + ε τ4‖Π1u‖2 − ε‖(Id−Π1)u‖2
≥ 18‖(Id−Π1)u‖2 + ε τ4‖Π1u‖2 − ε2(‖A‖2 + ‖L‖2)‖u‖2.
en prenant ε ≤ 1/8. On utilise que Π1 est un projecteur orthogonal et que ε ≤ 1/8
pour obtenir
Re (Pu, (Id + ε(L+ L∗))u) ≥
(
ε
τ
4
− ε2(‖A‖2 + ‖L‖2)
)
‖u‖2.
On prend alors ε/τ suffisamment petit et on obtient pour une constante A assez
grande (uniforme en h)
Re (Pu, (Id + ε(L+ L∗))u) ≥ τ
2
A
‖u‖2.
Ce qui termine la preuve de la proposition. 
Corollaire 2.2.7. Il existe c > 0 tel que pour tout h ∈ [0, h0[, pour tout z ∈ C
avec Re z ≤ ch et v ∈ S ∩ (ShG)⊥ :
‖(Ph − z)v‖ ≥ ch‖v‖. (2.2.5)
Preuve : On vient de prouver que pour tout u ∈ S ∩G⊥
Re (Pu, (Id + ε(L+ L∗))u) ≥ τ
2
A
‖u‖2.
On obtient alors en multipliant l’inégalité par h et en posant v = Shu
Re (Phv, Sh(Id + ε(L+ L
∗))u) ≥ τ
2h
A
‖u‖2.
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Pour tout z ∈ C, on peut écrire
Re ((Ph − z)v, Sh(Id + ε(L+ L∗))u) ≥ τ
2h
A
‖u‖2
− Re (z(v, Sh(Id + ε(L+ L∗))u)).
On remarque tout d’abord que si on choisit ε <
1
2‖L‖ , on obtient alors (v, Sh(Id+
ε(L+ L∗))u) ≥ 0. Ainsi, par l’inégalité de Cauchy-Schwarz on obtient
‖(Ph − z)v‖ ‖Sh(Id + ε(L+ L∗))u‖
≥ τ
2h
A
‖u‖2 −min(0,Re z) ‖v‖ ‖Sh(Id + ε(L+ L∗))u‖ .
Puisque Sh est unitaire et L est borné, on obtient ∀v ∈ S ∩ (ShG)⊥
‖(Ph − z)v‖ (1 + ε(‖L∗‖+ ‖L‖)) ‖v‖
≥ τ
2h
A
‖v‖2 −min(0,Re z)(1 + 2ε‖L‖) ‖v‖2 .
Ainsi en prenant Re z ≤ ch = τ
2h
2(1 + 2ε‖L‖)A , on a alors
‖(Ph − z)v‖ ≥ ch‖v‖.

Comme on travaille avec un opérateur non autoadjoint, il faut être prudent
pour obtenir une estimation de résolvante sur l’espace tout entier. Grâce au lemme
2.2.1, on remarque que Ph annule ShG = Vect ghj à un O(e−
α
h ) près et que
(ShG)
⊥ est stable sous Ph à un O(e−αh ) près. Plus précisément, il existe α > 0
tel que pour tout u ∈ ShG et v ∈ (ShG)⊥,
Phu = O˜(e−
α
h )‖u‖,
et il existe v′ ∈ L2 avec v′ = O˜(e−αh )‖v‖ tel que
Phv − v′ ∈ (ShG)⊥.
En notant Π la projection orthogonale sur ShG, les deux relations précédentes et
le théorème de Pythagore nous permettent d’écrire que pour tout u ∈ L2
‖(Ph − z)(Id−Π)u+ (Ph − z)Πu‖2 =‖(Ph − z)(Id−Π)u‖2
+ ‖(Ph − z)Πu‖2 +O(e−
2α
h )‖u‖2.
On a alors pour tout u ∈ L2
‖(Ph − z)u‖2 = ‖(Ph − z)(Id−Π)u+ (Ph − z)Πu‖2
= ‖(Ph − z)(Id−Π)u‖2 + ‖(Ph − z)Πu‖2
+O(e− 2αh )‖u‖2
≥ c2h22 ‖(Id−Π)u‖2 + ‖(Ph − z)Πu‖2 +O(e−
2α
h )‖u‖2,
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où on a utilisé l’estimation (2.2.5) et choisi z plus petit que c√
2
(en module). Grâce
à l’inégalité triangulaire et le fait que PhΠu = O˜(e−
α
h ) par définition de Π, on
obtient
‖(Ph − z)u‖2 ≥ c2h22 ‖(1−Π)u‖2 + |z|2‖Πu‖2 +O(e−
2α
h )‖u‖2
≥ min( c2h22 , |z|2)(‖(1−Π)u‖2 + |z|2‖Πu‖2).
Ainsi, pour tout δ < c2 , si on prend δh ≤ |z| ≤ c2h et h suffisamment petit, on
obtient
‖(Ph − z)u‖ ≥ δ
2
‖u‖
On en conclut qu’il existe δ0 > 0 tel que pour tout 0 < δ ≤ δ0, si δh ≤ |z| ≤ δ0h,
on a l’estimation de résolvante
‖(Ph − z)−1‖ ≤ Cδ
h
.
Ce qui complète la preuve du point ii) du Théorème 2.1.1.
2.3 PT -symétrie
Soit H l’espace propre généralisé associé aux valeurs propres plus petites en mo-
dule que δ0h (où δ0 est une constante fixée assez petite comme dans le théo-
rème 2.1.1), c’est-à-dire l’image du projecteur spectral Π0 = 12ipi
∫
C(0,δ0h)(z −
Ph)
−1 dz. On peut écrire la proposition suivante :
Proposition 2.3.1. On a dimH = n0, où n0 est le nombre de minima locaux du
potentiel V .
Preuve : D’après la proposition 2.2.2, on a une estimation coercive sur l’ortho-
gonal d’un sous espace de dimension n0 ce qui nous donne que dimH ≤ n0. De
plus, grâce au lemme 2.2.1, on a (z−Ph)ghj = zghj +O˜(e−
α
h ) ; pour z ∈ C(0, δ0h),
on obtient ainsi : (z − Ph)−1ghj = 1zghj + O˜(e−
α
h ). En intégrant le long du cercle
de centre 0 et de rayon δ0h, on obtient finalement
Π0g
h
j = g
h
j + O˜(e
− α
2h ).
Comme les ghj sont presque orthonormaux (cf. lemme 2.2.1), ils sont indépen-
dants. On en déduit que dimH ≥ n0 et donc dimH = n0. 
Il nous reste à montrer que H ne contient pas de bloc de Jordan pour Ph
en utilisant une propriété de symétrie supplémentaire de notre opérateur qui est
appelée dans la littératurePT -symétrie :P se rapportant à la parité (ici au ren-
versement des vitesses) et T au renversement du temps. Ce genre de symétrie est
d’abord apparue en physique quantique il y a quelques dizaines d’années quand
des physiciens (cf. [3, 4] pour les premiers articles ou encore [2] pour une in-
troduction à ce sujet) se sont aperçus qu’on pouvait avoir un hamiltonien non
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hermitien, mais qui présente quand même des niveaux d’énergie réels. Ils ont in-
troduit la notion d’hamiltonienPT -symétrique comme un moyen de relâcher les
hypothèses d’hermiticité , mais qui permet à ces hamiltoniens d’avoir de bonnes
chances d’avoir des valeurs propres réelles. Il est également important afin que les
valeurs propres soient réelles que les fonctions propres associées présentent aussi
une PT -symétrie (les physiciens disent que la PT -symétrie est "spontanément
brisée" quand ce n’est pas le cas ; on pourra encore se référer à [2, 3, 4]).
On va maintenant modifier le produit scalaire sur L2 en prenant en compte
cette symétrie afin que notre opérateur devienne autoadjoint (au moins sur H).
Soit κ : R2d → R2d donné par κ(x, v) = (x − v). On pose alors Uκu =
u ◦ κ, u ∈ L2, de telle sorte que Uκ est unitaire et autoadjoint et peut être vu
comme l’opérateur dePT -symétrie. Celle-ci s’écrit alors
P ∗h = U
−1
κ PhUκ. (2.3.1)
On introduit également la forme hermitienne non définie positive (qui sera notre
produit scalaire modifié sur H)
(u, v)κ = (Uκu, v), u, v ∈ L2. (2.3.2)
Ainsi, d’après (2.3.1) et (2.3.2), Ph est formellement autoadjoint par rapport à la
forme hermitienne (., .)κ.
Proposition 2.3.2. Pour h assez petit, la restriction de (., .)κ à H ×H est définie
positive uniformément par rapport à h.
Preuve : On va d’abord vérifier que la PT -symétrie n’est pas "spontanément
brisée". Dans notre cas, on vérifie que les quasimodes sont bienPT -symétriques.
On rappelle que ghj (x, v) = χj(x)M1/2h (x, v) et que Π0ghj = ghj +O˜(e−
α
2h ). Ainsi
ghj ◦κ = ghj et la famille (ghj )1≤j≤n0 est presque orthogonale pour la forme (., .)κ.
Il existe donc une base (g0,j)1≤j≤n0 de H telle que
(g0,j , g0,j)κ = 1 +O(e−αh ), (g0,j , g0,j′)κ = O(e−
α
h ) pour j 6= j′.
Ainsi pour H 3 u =
n0∑
k=1
ukg0,k, on obtient
(u, u)κ =
n0∑
k=1
(1 +O(e−αh ))|uk|2 ≥ ‖u‖2/C.
Ce qui termine la démonstration. 
Comme Ph est formellement autoadjoint par rapport à (., .)κ, on obtient donc
la proposition suivante :
Proposition 2.3.3. Pour h assez petit, la restriction de Ph : H → H est autoad-
jointe par rapport au produit scalaire (sur H) (., .)κ. De plus, Ph a exactement
n0 valeurs propres réelles plus petites que δ0h et elles sont toutes O(e−αh ).
Ce qui implique en particulier le point i) du Théorème 2.1.1.
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2.4 Retour à l’équilibre
Pour conclure ce chapitre, on va traduire nos estimations spectrales en estimations
de décroissance du semi-groupe. On rappelle que le corollaire 2.2.7 nous donne
pour tout u ∈ S ∩ (ShG)⊥ et Re z ≤ ch
‖(Ph − z)u‖ ≥ ch‖u‖.
Notons Π0 le projecteur spectral sur les espaces propres associés aux n0 valeurs
propres les plus petites. On transcrit maintenant notre estimation de résolvante
précédente en une estimation sur (Id−Π0)L2. On remarque tout d’abord que les
(gj)j sont des quasimodes à la fois pour Ph et P ∗h . On a donc pour tout j
Π0gj = gj + O˜(e
−α
h ) = Π∗0gj .
Ainsi, si on prend u ∈ L2, on obtient pour tout j
(gj , (Id−Π0)u) = ((Id−Π∗0)gj , (Id−Π0)u) = O(e−
α
h )‖(Id−Π0)u‖.
On en conclut qu’on peut écrire pour tout u ∈ L2
(Id−Π0)u = v +
∑
j
ajgj ,
avec v ∈ G⊥, ‖v‖ = ‖(Id − Π0)u‖ + O(e−αh )‖(Id − Π0)u‖ et pour tout j,
|aj | = O(e−αh )‖(Id−Π0)u‖. On a donc pour Re z ≤ ch, grâce à notre estimation
de résolvante précédente
‖(Ph − z)(Id−Π0)u‖ ≥ ch‖v‖ − O(e−
α
h )‖(Id−Π0)u‖.
En prenant h suffisamment petit et une nouvelle constante c, on obtient l’estima-
tion de résolvante suivante sur (Id−Π0)L2 avec Re z ≤ ch :
‖(Ph − z)−1‖ ≤ 1
ch
.
On a ainsi obtenu une estimation de résolvante uniforme sur le demi-plan com-
plexe {Re z ≤ ch}. On rappelle ici le théorème de Gearhart-Prüss (voir le théo-
rème D.11 dans l’appendice) qu’on va utiliser pour obtenir une estimation de
semi-groupe.
Théorème (Gearhart-Prüss). Soit A un opérateur fermé à domaine dense D(A)
qui génère un semi-groupe fortement continu T (t), et soit ω ∈ R. On suppose que∥∥(z −A)−1∥∥ est uniformément bornée dans le demi-plan complexe Re z ≤ ω.
Alors il existe une constante M telle que
‖T (t)‖ ≤Me−ωt, t ≥ 0.
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Comme Π0L2 et (Id−Π0)L2 sont stables sous l’action de Ph (par définition
de Π0), le théorème précédent pour Ph |(Id−Π0)L2 nous permet d’écrire que pour
tout t > 0
e−tPh = e−tPhΠ0 +O(e−cht).
Bien que le projecteur ne soit pas orthogonal, comme Π0 = 12ipi
∫
C(0,δ0h)(z −
Ph)
−1 dz, notre estimation de résolvante nous donne ‖Π0‖ = O(1). Si on note
maintenant (µj)j=1...n0 les valeurs propres exponentiellement petites (répétées se-
lon leurs multiplicités) et Πj les projecteurs spectraux associés, on a que ‖Πj‖ =
O(1). En effet, on a vu que la restriction Ph |H est autoadjointe par rapport à (., .)κ
qui est équivalent (sur H) au produit scalaire ambiant, donc les projections sont
bornées. Ainsi, on peut regrouper tout cela dans la proposition suivante :
Proposition 2.4.1. Il existe c > 0 et α > 0 telles que pour tout , t ≥ 0 et h
suffisamment petit
e−tPh =
n0∑
j=1
e−tµjΠj +O(e−cht),
avec ‖Πj‖ = O(1) et µj = O(e−αh ).
3
Équation de Boltzmann linéaire
avec relaxation douce
Dans le chapitre précédent, on a étudié l’équation de relaxation linéaire de Boltz-
mann dans le régime des basses températures. Malheureusement, il semble qu’il
est difficile d’écrire l’opérateur associé de manière supersymétrique (voir l’intro-
duction). On s’intéresse alors à l’équation de Boltzmann linéaire semi-classique
suivante qui, par contre, a cette propriété (cf. chapitre 4) :{
h∂tu+ v.h∂xu− ∂xV (x).h∂vu+ (1 +H0)−1H0u = 0,
u|t=0 = u0,
oùH0 est l’oscillateur harmonique semi-classique en vitesse, i.e.H0 = −h2∆v+
v2 − dh et on a déjà fixé tous les paramètres physiques à l’exception de la tempé-
rature h. On remarquera qu’on a choisi une mise à l’échelle légèrement différente
de celle de l’introduction afin de simplifier les expressions (cette mise à l’échelle
sera valable tout au long de ce chapitre et dans le chapitre 4). On s’intéresse donc
à l’opérateur
P = v.h∂x − ∂xV (x).h∂v + (1 +H0)−1H0
= X0 + (1 +H0)
−1H0.
On rappelle que le potentiel V satisfait les hypothèses 1.1.2 :
Hypothèse. Le potentiel V est une fonction de Morse avec n0 minima locaux et
dont les dérivées d’ordre 2 et plus sont bornées. De plus, e−
V
h ∈ L1 et il existe
C > 0 tel que |∇V (x)| ≥ 1
C
pour |x| > C.
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Dans ce chapitre, on se propose de démontrer le résultat spectral suivant sur
l’opérateur P :
Théorème 3.0.1. Supposons que V satisfasse les hypothèses 1.1.2. Alors P a 0
comme valeur propre simple et il existe h0 > 0, δ0 > 0 tels que :
i) pour tout h ∈]0, h0], SpecP ∩B(0, δ0h) est constitué de n0 valeurs propres
réelles (comptées avec multiplicité) qui sont exponentiellement petites par
rapport à 1h ;
ii) pour tout δ > 0, il existe C > 0 tel que pour tout h ∈]0, h0], si δ ≤ |z| ≤ δ0
alors ∥∥(P − hz)−1∥∥ ≤ C
h
.
iii) Si Π0 désigne le projecteur spectral sur l’espace propre associé aux valeurs
propres exponentiellement petites, alors il existe C > 0 tel que pour tout
h ∈]0, h0], et Re z ≤ δ0 alors∥∥(P|(Id−Π0)L2 − zh)−1∥∥ ≤ Ch .
3.1 Estimation de résolvante
Contrairement à l’opérateur dans le premier chapitre, celui que nous étudions à
présent a de bonnes propriétés symboliques. On va donc dans cette partie utili-
ser des techniques pseudodifférentielles afin d’obtenir une estimation de résol-
vante nous permettant un contrôle du projecteur spectral associé aux petites va-
leurs propres de notre opérateur. Le but de cette partie est de montrer le théorème
suivant correspondant au point ii) de théorème 3.0.1 :
Théorème 3.1.1. Il existe τ0 > 0 tel que pour tout 0 < τ < τ0, il existe c > 0 tel
que pour tout z ∈ C tel que τ < |z| < τ0, on a
ch ‖u‖ ≤ ‖(P − hz)u‖ . (3.1.1)
De plus, (P − hz)−1 existe.
Preuve : La partie la plus difficile de ce résultat est l’estimation (3.1.1) et sera
démontrée dans les deux prochaines sous-parties. En ce qui concerne l’existence
de la résolvante, on peut prouver de la même manière que P ∗ satisfait une esti-
mation du type (3.1.1). On obtient donc que l’extension maximale de P − hz est
inversible. Il reste donc à montrer que P est accrétif maximal pour conclure. Le
même argument que celui donné pour l’équation de relaxation linéaire fonctionne
ici. En effet, P est la somme d’un opérateur de transport X0 et d’un opérateur
borné, donc en équipant P du domaine D =
{
u ∈ L2/ X0u ∈ L2
}
, on obtient
un opérateur accrétif maximal. 
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3.1.1 Loin des points critiques
Dans les deux sous-parties qui suivent, on va démontrer l’estimation (3.1.1) à
l’aide du calcul symbolique de Weyl et de la transformée FBI (voir appendices A
et C).
Preuve : Le symbole correspondant à notre opérateur de Boltzmann modifié pos-
sède le développement suivant dans S(〈(x, v, ξ, η)〉) (voir l’appendice A pour la
définition des classes de symboles et des rappels sur le calcul symbolique semi-
classique) :
p =
v2 + η2 − hd
1 + v2 + η2 − hd + i(v.ξ − V
′(x).η) +O(h2)
=
v2 + η2
1 + v2 + η2
+ i(v.ξ − V ′(x).η)− hd
(1 + v2 + η2)2
+O(h2)
= p0 + ip1 + hp2 +O(h2).
(3.1.2)
En fait, la partie imaginaire Im p est vraiment donnée par p1 = (v.ξ − V ′(x).η)
et la partie réelle possède le développement asymptotique suivant dans S(1) :
Re p = p0 + hp2 +O(h2).
Le champ hamiltonien associé à la partie imaginaire du symbole est donné par
Hp1 = v.∂x − V ′(x).∂v + η.V ′′(x).∂ξ − ξ.∂η.
On remarquera que, si on note q0 = v2 + η2 − hd, alors Hp1q0 est exactement
le terme qui fait gagner de l’ellipticité loin des points critiques pour l’opérateur
de (Kramers)-Fokker-Planck (voir [45]). On pose alors pour α > 0 (qui sera fixé
suffisamment grand plus tard)
g(x, v; ξ, η) = −
√
αv.V ′(x) +
√
αη.ξ
2(1 + |V ′(x)|2 + αv2 + ξ2 + αη2) . (3.1.3)
Par les inégalités de Cauchy-Schwarz et d’Young, on remarque que g est dans
S(1) et est bornée par 12 . On calcule alors
Hp1g =
√
α
−vV ′′(x)v − ηV ′′(x)η + V ′(x)2 + ξ2
2(1 + V ′(x)2 + ξ2 + αv2 + αη2)
−√α(v.V ′(x) + η.ξ)vV
′′(x)V ′(x) + ηV ′′(x)ξ − αV ′(x).v − αξ.η
(1 + V ′(x)2 + ξ2 + αv2 + αη2)2
=
√
α
2
αv2 + αη2 + V ′(x)2 + ξ2
1 + V ′(x)2 + ξ2 + αv2 + αη2
+Rα(x, v, ξ, η).
(3.1.4)
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avec
Rα = −α3/2 v
2 + η2
2(1 + V ′(x)2 + ξ2 + αv2 + αη2)
−√α −vV
′′(x)v − ηV ′′(x)η
2(1 + V ′(x)2 + ξ2 + αv2 + αη2)
−√α(v.V ′(x) + η.ξ)vV
′′(x)V ′(x) + ηV ′′(x)ξ − αV ′(x).v − αξ.η
(1 + V ′(x)2 + ξ2 + αv2 + αη2)2
.
Les deux premiers termes deRα sont majorés parC(α)p0. Pour le troisième terme
on a ∣∣∣√α(v.V ′(x) + η.ξ)vV ′′(x)V ′(x) + ηV ′′(x)ξ − αV ′(x).v − αξ.η
(1 + V ′(x)2 + ξ2 + αv2 + αη2)2
∣∣∣
≤
∣∣∣∣vV ′′(x)V ′(x) + ηV ′′(x)ξ − αV ′(x).v − αξ.η(1 + V ′(x)2 + ξ2 + αv2 + αη2)
∣∣∣∣
≤ C (1 + α
2)v2 + (1 + α2)η2 + V ′(x)2 + ξ2
(1 + V ′(x)2 + ξ2 + αv2 + αη2)
≤ C(α) v
2 + η2
1 + v2 + η2
+ C
V ′(x)2 + ξ2
(1 + V ′(x)2 + ξ2 + αv2 + αη2)
.
En prenant α tel que
√
α
2 ≥ 2C, on obtient
Hp1g ≥
√
α
4
αv2 + αη2 + V ′(x)2 + ξ2
1 + V ′(x)2 + ξ2 + αv2 + αη2
− C(α)p0.
On a donc pour la partie réelle du symbole du composé de (p−hz)w et de (1−g)w
Re ((p− hz)#(1− g)) = (p0 − Rehz)(1− g) + h{p1, g}/2
+ hp2 +O(h2)
≥ p0 − C(α)hp0
+
h
√
α
4
αv2 + αη2 + V ′(x)2 + ξ2
1 + V ′(x)2 + ξ2 + αv2 + αη2
− (d+ |Re z|)h+Oα(h2).
On fixe à partir de maintenant une fonction ϕ ∈ C∞0 indépendante de α qui vaut 1
près des points critiques. En dehors du support de ϕ
αv2 + αη2 + V ′(x)2 + ξ2
1 + V ′(x)2 + ξ2 + αv2 + αη2
≥ c.
uniformément par rapport à α. Il existe doncα tel que pour tout z tel que Re z ≤ 1,
on ait
√
αc
4 ≥ 3(d + |Re z|). À partir de maintenant α est fixé et on omet la
dépendance par rapport à α, on obtient alors
Re ((p− hz)#(1− g)) ≥p0 − C(α)hp0 + 2(d+ |Re z|)(1− ϕ)2h
+O(h2).
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On prend alors h assez petit et on obtient l’inégalité suivante sur le symbole
Re ((p− hz)#(1− g)) ∈ S(1) :
Re ((p− hz)#(1− g)) ≥ (d+ |Re z|)(1− ϕ)2h.
En utilisant l’inégalité de Fefferman-Phong dans la classe de symbole S(1) et le
fait que
(
(1− ϕ)2)w = ((1− ϕ)w)2 +O(h2), on obtient alors
Re (((p− hz)#(1− εg))wu, u) ≥ (d+ |Re z|)h ‖(1− ϕ)wu‖2 +O(h2)‖u‖2.
Ce qui se réécrit
Re (((p− hz)wu, (1− εg))wu) ≥ (d+ |Re z|)h ‖(1− ϕ)wu‖2 +O(h2)‖u‖2.
Comme gw est borné, on obtient finalement,
h ‖(1− ϕ)wu‖2 ≤ C Re ((P − hz)u, u) +O(h2) ‖u‖2 . (3.1.5)
Ce qui donne, par l’inégalité d’Young, pour une constante B > 0 arbitrairement
grande
h ‖(1− ϕ)wu‖2 ≤ C(B)h−1 ‖(P − hz)u‖2 +B−1h ‖u‖2 +O(h2) ‖u‖2 ,
d’où en multipliant par h
h2 ‖(1− ϕ)wu‖2 ≤ C(B) ‖(P − hz)u‖2 + h
2
B
‖u‖2 +O(h3) ‖u‖2 . (3.1.6)
3.1.2 Près des points critiques
Près des points critiques, notre opérateur a le même développement symbolique
que l’opérateur de (Kramers)-Fokker-Planck. En particulier, il vérifie l’hypothèse
(H1) de [45] ; à savoir, le symbole principal pp = p0 + ip1 (voir (3.1.2)) de notre
opérateur vérifie qu’il existe ε0 > 0 tel que, près des points critiques,
p0 + ε0H
2
p1p0 ∼ δ2. (H1)
où δ est équivalent à la distance aux points critiques, bien que dans notre cas,
p0 ne corresponde pas à un opérateur différentiel. On suppose dans cette partie
pour simplifier les notations que notre opérateur a un unique point critique en
(0, 0, 0, 0).
On peut donc construire, près des points critiques, la même fonction poids que
dans [45] (cf. appendice B). Dans la suite, on va travailler du coté FBI. On renvoie
donc le lecteur à l’appendice C (et aux références contenues dedans) pour une
introduction rapide à ce sujet. On va utiliser la transformée de FBI de Bargmann
donnée par
Tu(z) = 2−n/2(pih)−3n/4
∫
Rn
e−
(z−y)2
2h u(y) dy.
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On rappelle que dans ce cas, T est une isométrie de L2(Rn) dans HΦ, où Φ(z) =
1
2 |Im z|2. On notera (., .)Φ le produit scalaire coté FBI (c’est-à-dire le produit
scalaire de L2(Cn; e−2Φ/hdz)), ‖.‖Φ la norme associée, et P la réalisation de
notre opérateur du coté FBI.
Remarque 3.1.2. En fait, on va plutôt travailler avec le produit scalaire (., .)Φε et
la norme ‖.‖Φε (voir l’appendice C pour la définition de Φε), puisque c’est dans ce
produit scalaire qu’on obtient les propriétés d’hypocoercivité de notre opérateur.
En revanche, comme ces normes sont équivalentes uniformément par rapport à h
(cf. (C.4)), on peut traduire toutes les inégalités obtenues dans la norme ‖.‖Φ.
On veut dériver une estimation du type de l’estimation (6.14) de [45] (on
pourra aussi consulter [47] pour l’ensemble de cette partie). On prend χ ◦ κ une
fonction de troncature près des points critiques à support plus grand que ϕ (il
s’agit de la fonction de troncature introduite dans la partie précédente), et χ0 ◦ κ
une fonction similaire, qui nous permettra de microlocaliser dans un voisinage de
taille
√
Ah (avec A > 0 qu’on choisira grande) dans lequel l’opérateur est proche
de son approximation quadratique, où κ est la transformation canonique associée
à Φ et donc χ et χ0 sont des fonctions de troncature du coté FBI. On pose
Λ2 = h+ min(δ2, (δAh)2/3), (3.1.7)
où par abus de notations, on note de la même façon δ du coté réel et δ ◦ κ du coté
FBI. Cette fonction est le bon objet pour mesurer l’hypoellipticité (dans Fokker-
Planck) ou l’hypocoercivité et est adaptée au découpage de l’espace des phases
qu’on met en place. Pour obtenir l’estimation souhaitée, on part de la formule
(C.5) de quantification contre multiplication du coté FBI. Pour tout u ∈ L2(Rn),
on a
(χPTu, Tu)Φε =
∫
p|Tu|2χ(x)e−2Φ(x)/hL(dx) +O(h)‖Tu‖2Φε .
Ainsi que de l’estimation hypoelliptique (4.3) de [45] qui s’écrit comme suit : sur
un compact incluant le support de χ, on a
Re pε(ρ) ≥ 1
C0
min(δ(ρ)2, (Ah)
2
3 δ(ρ)
2
3 ). (3.1.8)
On prend K une constante arbitrairement grande (indépendante de h et A) qu’on
fixera un peu plus loin. On a alors une nouvelle constante C1 telle que
Re pε(ρ) +KΛ
2χ20
(
δ(ρ)2
Ah
)
≥ 1
C1
(min(A,K)h+ min(δ(ρ)2, (Ah)
2
3 δ(ρ)
2
3 )).
(3.1.9)
On peut alors écrire grâce à (C.5)
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Re (χ(P− hz +KΛ2χ20
(
δ(ρ)2
Ah
)
)
Tu, Tu)Φε +O(h)‖u‖2Φε
≥ 1
C1
(
min(A,K)h(χTu, Tu)Φε
+
∫
min(δ(ρ)2, (Ah)
2
3 δ(ρ)
2
3 )|Tu|2χ(x)e−2Φ(x)/hL(dx)
− |z|h(χTu, Tu)Φε
)
.
(3.1.10)
En prenant K assez grand (et A ≥ K), ainsi que |z| ≤ 1 , on obtient ce qui
correspond à l’estimation (6.14) de [45] avec une constante C indépendante de A
et de h :
‖ΛTu‖2Φε ≤CRe (χ(P− hz)Tu, Tu)Φε + C
(
χ20
(
x√
Ah
)
ΛTu,ΛTu
)
Φε
+ C ‖(1− χ)ΛTu‖Φε ‖ΛTu‖Φε .
(3.1.11)
En appliquant cette estimation à ϕwu (on rappelle que ϕ est une fonction de tron-
cature qui a été fixée dans la partie précédente), on obtient
‖ΛTϕwu‖2Φε ≤ CRe (χ(P− hz)Tϕwu, Tϕwu)Φε
+ C
(
χ20
(
x√
Ah
)
ΛTϕwu,ΛTϕwu
)
Φε
+ C ‖(1− χ)ΛTϕwu‖Φε ‖ΛTϕwu‖Φε .
(3.1.12)
On va étudier chaque terme de cette inégalité. On garde d’abord le terme de
gauche tel quel
‖ΛTϕwu‖2Φε . (3.1.13)
Regardons ensuite le premier terme de droite de (3.1.12) :
Re (χ(P− hz)Tϕwu, Tϕwu)Φε =Re ((P− hz)Tϕwu, Tϕwu)Φε
+O(h∞) ‖Tu‖2Φε ,
(3.1.14)
où on a utilisé que ϕ et (1−χ)◦κ ont des supports microlocaux disjoints et on peut
appliquer le lemme C.2. On repasse alors du coté de la quantification de Weyl (la
transformée FBI est unitaire donc conserve le produit scalaire). On rappelle que
pour la quantification de Weyl, on a pour un symbole a
ϕ#a#ϕ = aϕ2 +O(h2).
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On obtient donc en utilisant l’inégalité de Fefferman-Phong (seule la partie au-
toadjointe de P est concernée puisqu’on prend la partie réelle)
Re ((P − hz)ϕwu, ϕwu) ≤ Re ((P − hz)u, u) +O(h2) ‖u‖2 . (3.1.15)
En repassant du coté FBI et en réinjectant dans 3.1.12, on obtient
‖ΛTϕwu‖2Φε ≤ CRe ((P− hz)Tu, Tu)Φε
+ C
(
χ20
(
x√
Ah
)
ΛTϕwu,ΛTϕwu
)
Φε
+ C ‖(1− χ)ΛTϕwu‖Φε ‖ΛTϕwu‖Φε +O(h2) ‖u‖2Φε .
(3.1.16)
Pour le deuxième terme de droite de (3.1.16), on suit la procédure employée dans
[45]. On commence par se débarrasser de la microlocalisation ϕw en utilisant le
même argument de support que précédemment (le support de 1 − ϕ et celui de
χ0
(
.√
Ah
)
◦ κ sont disjoints), on a donc∥∥∥∥Λχ0( x√Ah
)
Tϕwu
∥∥∥∥
Φε
≤
∥∥∥∥Λχ0( x√Ah
)
Tu
∥∥∥∥
Φε
+O(h∞)‖Tu‖Φε .
(3.1.17)
On va utiliser l’approximation quadratique P0 de notre opérateur P . On remarque
que l’opérateur de Fokker-Planck étudié dans [45] et notre opérateur de relaxation
douce ont exactement la même approximation quadratique donnée par
P0 =
(
v2 + η2 − i(v.ξ − x.B.η))w (3.1.18)
où B est une matrice symétrique réelle. On note P0 l’approximation quadratique
de P du coté FBI. Pour cette approximation quadratique, il est montré dans [45]
le lemme suivant :
Lemme 3.1.3. Pour tout voisinage compactK de suppχ0, pour tout c > 0 (suffi-
samment petit) et tout k ∈ N, il existe τ, C > 0 telles que pour tout ch ≤ |z| ≤ τh,
on a pour tout u ∈ HΦε∥∥∥∥Λ1−k ( x√Ah
)
Tu
∥∥∥∥
Φε
≤C
∥∥∥∥Λ−kχ0( x√Ah
)
(P0 − hz)Tu
∥∥∥∥
Φε
+
C√
A
∥∥∥∥Λ1−k1K ( x√Ah
)
Tu
∥∥∥∥
Φε
.
(3.1.19)
On a également besoin d’une estimation qui contrôle la distance de P à son
approximation quadratique (du coté FBI) :
Lemme 3.1.4. Pour tout u ∈ HΦε :∥∥∥∥Λ−1χ0( x√Ah
)
(P−P0)Tu
∥∥∥∥
Φε
≤ C(A)h 12 ‖ΛTu‖Φε . (3.1.20)
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Preuve : La démonstration est exactement la même que dans le cas de l’équation
de Fokker-Planck et on réfère à [45] pour les détails. On mentionne juste ici que
le premier terme du développement de Taylor de la partie non-locale v
2+η2
1+v2+η2
du
symbole de notre opérateur près des points critiques correspond exactement à la
partie réelle du symbole pour Fokker-Planck. 
En fait, on peut améliorer très légèrement cette estimation en introduisant ϕw
dans le terme de droite. En effet, on a par l’inégalité triangulaire∥∥∥∥Λ−1χ0( x√Ah
)
(P−P0)Tu
∥∥∥∥
Φε
≤
∥∥∥∥Λ−1χ0( x√Ah
)
(P−P0)Tϕwu
∥∥∥∥
Φε
+
∥∥∥∥Λ−1χ0( x√Ah
)
(P−P0)T (1− ϕw)u
∥∥∥∥
Φε
Comme les supports de χ0
(
.√
Ah
)
◦ κ et de 1 − ϕ sont disjoints on obtient en
utilisant le lemme C.2 que le deuxième terme du membre de droite estO(h∞)‖u‖.
Pour le premier terme, on applique l’estimation du lemme 3.1.4 et on a∥∥∥∥Λ−1χ0( x√Ah
)
(P−P0)Tu
∥∥∥∥
Φε
≤ C(A)h 12 ‖ΛTϕwu‖Φε +O(h∞)‖Tu‖Φε ,
(3.1.21)
et on a obtenu l’inégalité souhaitée. En combinant les estimations des lemmes
3.1.3 et 3.1.4 et l’estimation (3.1.17), on obtient alors∥∥∥∥Λχ0( x√Ah
)
Tϕwu
∥∥∥∥2
Φε
≤
∥∥∥∥Λ−1χ0( x√Ah
)
(P− hz)Tu
∥∥∥∥2
Φε
+
C
A
∥∥∥∥Λ1K ( x√Ah
)
Tu
∥∥∥∥2
Φε
+O(h∞) ‖Tu‖2Φε
≤ C(A)h−1 ‖(P− hz)Tu‖2Φε +
C
A
‖ΛTϕwu‖2Φε
+ C˜(A)h ‖ΛTϕwu‖2Φε +O(h∞) ‖Tu‖2Φε ,
(3.1.22)
où on a utilisé que le support de 1K
(
.√
Ah
)
et de 1−ϕ sont microlocalement dis-
joints, ce qui nous permet d’écrire, grâce au lemme C.2 ,
∥∥∥Λ1K ( x√Ah)Tu∥∥∥Φε =
‖ΛTϕwu‖2Φε + O(h∞)‖u‖2Φε . Pour le dernier terme de (3.1.16), le même argu-
ment de support donne
C ‖(1− χ)ΛTϕwu‖Φε ‖ΛTϕwu‖Φε ≤ O(h∞) ‖Tu‖2Φε .
En réunissant toutes ces estimations dans (3.1.16), on a donc obtenu
‖ΛTϕwu‖2Φε ≤Re ((P− hz)Tu, Tu)Φε + C(A)h−1 ‖(P− hz)Tu‖2Φε
+
C
A
‖ΛTϕwu‖2Φε +O(h2) ‖Tu‖2Φε .
(3.1.23)
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En utilisant encore une fois l’inégalité d’Young, et en prenant A assez grand (fixé
à partir de maintenant), on obtient ainsi, pour tout D > 0,
‖ΛTϕwu‖2Φε ≤ Dh−1 ‖(P− hz)Tu‖2Φε +D−1h ‖Tu‖2Φε
+ C(A)h−1 ‖(P− hz)Tu‖2Φε +O(h2) ‖Tu‖2Φε .
(3.1.24)
On peut alors minorer Λ par h et on obtient
h ‖Tϕwu‖2Φε ≤ Dh−1 ‖(P− hz)Tu‖2Φε +D−1h ‖Tu‖2Φε
+ C(A)h−1 ‖(P− hz)Tu‖2Φε +O(h2) ‖Tu‖2Φε .
(3.1.25)
Comme la norme ‖.‖Φε du coté FBI est équivalente à la norme usuelle sur L2, on
obtient donc pour tout D > 0 et pour tout u ∈ L2
h2 ‖ϕwu‖2 ≤ C(D) ‖(P − hz)u‖2 + h
2
D
‖u‖2 +O(h3) ‖u‖2 . (3.1.26)
En regroupant les estimations (3.1.6) et (3.1.26), on obtient grâce à l’inégalité
triangulaire
h2 ‖u‖2 ≤ (C(B) + C(D)) ‖(P − hz)u‖2 +
(
h2
B
+
h2
D
)
‖u‖2 +O(h3) ‖u‖2 .
(3.1.27)
En prenant B et D assez grands puis h assez petit, on obtient alors l’estimation
de résolvante recherchée :
h ‖u‖ ≤ C ‖(P − hz)u‖ . (3.1.28)
Ce qui montre l’estimation (3.1.1) et achève la démonstration du théorème 3.1.1.

3.2 Problème de Grushin
On rappelle que le potentiel V possède n0 minima locaux. On pose pour tout
j ∈ J0, n0K
ghj (x, v) =
1
‖χj(x)M(x, v)‖χj(x)M(x, v),
où χj est une fonction de troncature (bien choisie) près du jième minimum local
de V etM(x, v) = e−
(
v2
2h
+
V (x)
h
)
est la maxwellienne globale.
Remarque 3.2.1. La partie non-locale de notre opérateur étant uniquement en vi-
tesse et la fonction de troncature ne dépendant que de la variable d’espace, il n’y
aura pas d’interaction entre ces deux parties qui aurait pu poser problème.
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On a d’ailleurs le lemme suivant :
Lemme 3.2.2. Il existe α > 0 tel que
• Pour tout j, k, (ghj , g
h
k ) = δj,k +O(e−
α
h ).
• Pour tout j,
∥∥∥Pghj ∥∥∥ = O(e−αh ).
Ainsi, les ghj sont des quasimodes pour P associés à des valeurs propres ex-
ponentiellement petites.
Remarque 3.2.3. Il s’agit exactement des mêmes quasimodes que ceux définis en
(2.2.3) pour l’équation de relaxation linéaire.
Démontrons maintenant les parties i) et iii) du théorème 3.0.1.
Preuve : Grâce à ces quasimodes, on peut en conclure que l’espace propre géné-
ralisé associé aux petites valeurs propres de P (c’est-à-dire celles plus petites que
δ0h) est de dimension au moins n0. Afin d’obtenir que P a exactement n0 valeurs
propres exponentiellement petites, on considère le problème de Grushin suivant
(voir [80] pour la terminologie) :
P(z) =
(
P − hz R−
R+ 0
)
: D(P )× CN → L2 × CN ,
où R−u− =
∑
u−(j)ghj et R+u = ((u, g
h
j )) ∈ CN .
On note
P(z)
(
u
u−
)
=
(
v
v+
)
.
Le but de cette partie est de démontrer la proposition suivante :
Proposition 3.2.4. Il existe C > 0, δ0 > 0 et h0 > 0 tels que pour tout 0 < h <
h0, z ∈ C avec Re z ≤ δ0 et u ∈ L2, on a
h ‖u‖+ |u−| ≤ C‖v‖+ Ch|v+|.
On va essentiellement procéder comme dans la section précédente pour mon-
trer cette estimation.
3.2.1 Loin des points critiques
On repart de l’estimation (3.1.5) :
ch ‖(1− ϕ)wu‖2 ≤ Re ((P − hz)u, u) +O(h2) ‖u‖2 .
Avec les notations du problème de Grushin on a
v = (P − hz)u+R−u−.
L’inégalité de Cauchy-Schwarz associée à l’inégalité triangulaire donne alors
h ‖(1− ϕ)wu‖2 ≤ ‖v‖‖u‖+ C‖R−u−‖‖u‖+O(h2) ‖u‖2 .
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En appliquant l’inégalité d’Young, on obtient pour une constanteB arbitrairement
grande
h ‖(1− ϕ)wu‖2 ≤ C(B)
h
‖v‖2 + h
B
‖u‖2 + C(B)
h
‖R−u−‖2 +O(h2) ‖u‖2 .
(3.2.1)
Ce qui nous donne en multipliant par h et en prenant la racine
h ‖(1− ϕ)wu‖ ≤ C(B)‖v‖+C(B)‖R−u−‖+ h
B
‖u‖+O(h3/2) ‖u‖ . (3.2.2)
Ce qui constitue la première partie de notre inégalité.
3.2.2 Approximation quadratique
Comme dans la sous-partie 3.1.2, on a d’abord besoin d’une estimation sur l’ap-
proximation quadratique de P du coté FBI. On rappelle donc le résultat de [45]
pour le problème de Grushin lié à l’approximation quadratique P0 de l’opérateur
de Fokker-Planck (qui, on le rappelle, est aussi l’approximation quadratique de
notre opérateur de relaxation douce) :
Lemme 3.2.5. Il existe δ0 > 0 tel que pour tout Re z ≤ δ0, u ∈ L2, u− ∈ CN on
ait ∥∥∥∥Λ1−kχ0( x√Ah
)
Tu
∥∥∥∥
Φε
+ h−k|u−|
≤ C
(∥∥∥∥Λ−kχ0( x√Ah
)
Tv0
∥∥∥∥
Φε
+ h1−k|v+|
+
1√
A
∥∥∥∥Λ1−k1K ( x√Ah
)
Tu
∥∥∥∥
Φε
)
,
(3.2.3)
avec v0 = (P0 − hz)u+R−u− et v+ = R+u.
Remarque 3.2.6. Cette estimation est montrée dans [45] avec seulement |z| ≤ δ0,
mais une lecture attentive de la preuve permet directement d’obtenir le résultat
pour Re z ≤ δ0.
On rappelle que
Λ2 = h+ min(d2, (dAh)2/3).
On va utiliser l’estimation du lemme 3.2.5 pour k = 12 et remplacer u par ϕ
wu.
On a alors∥∥∥∥Λχ0( x√Ah
)
Tϕwu
∥∥∥∥
Φε
+ h−1/2|u−|
≤C
(∥∥∥∥Λ−1χ0( x√Ah
)
T ((P0 − hz)ϕwu+R−u−)
∥∥∥∥
Φε
+ h1/2|v+|+ 1√
A
∥∥∥∥Λ1K ( x√Ah
)
ϕwu
∥∥∥∥
Φε
)
.
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On obtient donc∥∥∥∥Λχ0( x√Ah
)
Tϕwu
∥∥∥∥
Φε
+ h−1/2|u−|
≤C
(∥∥∥∥Λ−1χ0( x√Ah
)
T ((P0 − hz)u+R−u−)
∥∥∥∥
Φε
+
∥∥∥∥Λ−1χ0( x√Ah
)
T (P0 − hz)(1− ϕw)u
∥∥∥∥
Φε
+ h1/2|v+|+ 1√
A
∥∥∥∥Λ1K ( x√Ah
)
ϕwu
∥∥∥∥
Φε
)
.
Grâce au lemme C.2, comme les supports de χ0
(
.√
Ah
)
◦κ et 1−ϕ sont disjoints,
on a
‖Λ−1χ0
(
x√
Ah
)
(P0 − hz)(1− ϕw)u‖ = O(h∞)‖u‖.
On rappelle qu’on note v = (P − hz)u+R−u−, on a donc finalement
∥∥∥∥Λχ0( x√Ah
)
Tϕwu
∥∥∥∥
Φε
+ h−1/2|u−|
≤C
(∥∥∥∥Λ−1χ0( x√Ah
)
Tv
∥∥∥∥
Φε
+ h1/2|v+|
+
∥∥∥∥Λ−1χ0( x√Ah
)
T (P − P0)u
∥∥∥∥
Φε
+
1√
A
∥∥∥∥Λ1K ( x√Ah
)
ϕwu
∥∥∥∥
Φε
+O(h∞)‖Tu‖Φε
)
.
On a utilise maintenant l’estimation sur la distance de P à son approximation
quadratique du lemme 3.1.4 et on obtient
∥∥∥∥Λχ0( x√Ah
)
Tϕwu
∥∥∥∥
Φε
+ h−1/2|u−|
≤ C
(∥∥∥∥Λ−1χ0( x√Ah
)
Tv
∥∥∥∥
Φε
+ h1/2|v+|+ C(A)h1/2‖ΛTϕwu‖Φε
+
1√
A
∥∥∥∥Λ1K ( x√Ah
)
ϕwu
∥∥∥∥
Φε
+O(h∞)‖Tu‖Φε
)
.
(3.2.4)
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3.2.3 Près des points critiques
On repart de l’estimation (3.1.16) :
‖ΛTϕwu‖2Φε ≤ CRe (χ(P− hz)Tu, Tu)Φε
+ C
(
χ20
(
x√
Ah
)
ΛTϕwu,ΛTϕwu
)
Φε
+ C ‖(1− χ)ΛTϕwu‖Φε ‖ΛTϕwu‖Φε +O(h2) ‖u‖2Φε .
On a donc, en utilisant que (P − hz)u = v −R−u−,
‖ΛTϕwu‖2Φε ≤ CRe (χTv, Tu)Φε + C
∥∥∥∥χ0( x√Ah
)
ΛTϕwu
∥∥∥∥2
Φε
+ C ‖(1− χ)ΛTϕwu‖Φε ‖ΛTϕwu‖Φε +O(h2) ‖u‖2Φε .
(3.2.5)
D’après le lemme C.2, on sait que
‖(1− χ)ΛTϕwu‖Φε = O(h∞)‖u‖Φε .
Ce qui nous donne en utilisant l’inégalité d’Young et en prenant la racine carré
(combinés au fait que ‖R−u−‖ ≤ |u−|)
‖ΛTϕwu‖Φε ≤
C(D)
h1/2
‖Tv‖Φε +
C(D)
h1/2
|u−|+ h
1/2
D
‖Tu‖Φε
+ C
∥∥∥∥χ0( x√Ah
)
ΛTϕwu
∥∥∥∥
Φε
+O(h) ‖Tu‖Φε .
(3.2.6)
Si on y injecte (3.2.2) on obtient l’inégalité (en utilisant que les normes ‖.‖Φ et
‖.‖Φε sont équivalentes et que la transformée FBI est unitaire)
h1/2‖T (1− ϕ)wu‖2Φε + ‖ΛTϕwu‖Φε
≤ C(B) + C(D)
h1/2
‖Tv‖Φε +
C(B) + C(D)
h1/2
|u−|
+
(
h1/2
B
+
h1/2
D
)
‖Tu‖Φε + C
∥∥∥∥χ0( x√Ah
)
ΛTϕwu
∥∥∥∥
Φε
+O(h) ‖Tu‖Φε .
(3.2.7)
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Après avoir ajouté h−1/2|u−| de part et d’autre de l’inégalité, on utilise (3.2.4)
pour obtenir
h1/2‖T (1− ϕ)wu‖2Φε + ‖ΛTϕwu‖Φε
≤ C(B) + C(D)
h1/2
‖Tv‖Φε +
(
h1/2
B
+
h1/2
D
)
‖Tu‖Φε
+ C
∥∥∥∥Λ−1χ0( x√Ah
)
Tv
∥∥∥∥
Φε
+ h1/2|v+|
+
1√
A
∥∥∥∥Λ1K ( x√Ah
)
ϕwu
∥∥∥∥
Φε
+ C(A)h1/2‖ΛTϕwu‖Φε
+O(h) ‖Tu‖Φε .
(3.2.8)
Comme h1/2 ≤ Λ ≤ (Ah)1/3 sur le support de ϕ ◦ κ−1, on obtient en prenant A
assez grand
h1/2‖T (1− ϕ)wu‖2Φε + ‖ΛTϕwu‖Φε
≤ C(A) + C(B) + C(D)
h1/2
‖Tv‖Φε + h1/2|v+|
+
(
h1/2
B
+
h1/2
D
)
‖Tu‖Φε + C(A)h5/6‖Tϕwu‖Φε
+O(h) ‖Tu‖Φε .
(3.2.9)
On a, par l’inégalité triangulaire et la définition de Λ,
h1/2 ‖u‖ ≤ h1/2 ‖(1− ϕ)wu‖2 + ‖Λϕwu‖ .
Ce qui nous donne finalement en repassant du coté réel
h1/2 ‖u‖+ h−1/2|u−| ≤ C(D) + C(B) + C(A)
h1/2
‖v‖+ Ch1/2|v+|
+
(
h1/2
D
+
h1/2
B
)
‖u‖+ C(A)h5/6‖ u‖+O(h) ‖u‖ .
(3.2.10)
En multipliant par h1/2 et en prenant successivement B et D assez grand et h
assez petit, on obtient finalement l’estimation voulue pour Re z ≤ δ0 :
h ‖u‖+ |u−| ≤ C‖v‖+ Ch|v+|. (3.2.11)
Cette inégalité nous donne que le problème de Grushin est injectif. En fait, l’esti-
mation précédent suffit à montrer que le problème de Grushin est bien bien posé,
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i.e. que P(z) est inversible d’inverse borné. En effet, comme P est maximal ac-
crétif, il existe z0 < 0 tel que (P −hz0) est inversible d’inverse borné. C’est donc
un opérateur de Fredholm d’indice 0. Ainsi,
Q =
(
(P − hz0) 0
0 0
)
: D(P )× CN → L2 × CN ,
a aussi cette propriété. Donc P(z0) est un opérateur de Fredholm d’indice 0
comme perturbation de rang fini de Q. L’injectivité donnée par (3.2.11) entraîne
donc l’inversibilité de P(z0). Soit maintenant Re z ≤ δ0, on a
P(z) = P(z0) +
(
(z − z0) 0
0 0
)
=
(
Id +
(
(z − z0) 0
0 0
)
P(z0)−1
)
P(z0).
Si on prend |z − z0| < 1C , on a que Id +
(
(z − z0) 0
0 0
)
P(z0)−1 est inversible
et que P(z0)−1
(
Id +
(
(z − z0) 0
0 0
)
P(z0)−1
)−1
est un inverse à droite pour
P(z), donc P(z) est surjectif. L’inégalité (3.2.11) donnant l’injectivité de P(z),
on conclut à son inversibilité. Comme {Re z ≤ δ0} est convexe, un argument de
bootstrap donne l’inversibilité de P sur tout le demi-plan complexe.
3.3 Petites valeurs propres et retour à l’équilibre
3.3.1 Spectre près de 0
Comme pour l’équation de relaxation linéaire, l’existence de quasimodes n’en-
traîne pas automatiquement l’existence des valeurs propres et de leurs vecteurs
propres associés. Ici c’est grâce au problème de Grushin qu’on va conclure à
l’existence des petites valeurs propres.
Soit H l’espace propre généralisé associé aux valeurs propres de module plus
petit que δ0h (où δ0 est une constante fixée suffisamment petite donnée dans
le théorème (3.1.1)), i.e. l’image du projecteur spectral Π0 = 12ipi
∫
C(0,δ0h)(z −
Ph)
−1 dz. On peut écrire la proposition suivante :
Proposition 3.3.1. On a dimH = n0, où n0 est le nombre de minima locaux du
potentiel V .
Preuve : On a déjà vu que pour z ∈ C(0, δ0h), on a
(z − Ph)ghj = zghj + O˜(e−
α
h ).
On remarquera que le fait que la fonction de troncature apparaissant dans les qua-
simodes ne dépende que de x est très important pour obtenir l’égalité précédente
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malgré le caractère non local (en vitesse) de notre opérateur. L’égalité précédente
se réécrit
(z − Ph)−1ghj =
1
z
ghj + O˜(e
−α
h ).
En intégrant le long du cercle de centre 0 et de rayon δ0h, on a finalement
Π0g
h
j = g
h
j + O˜(e
− α
2h ).
Comme les ghj sont presque orthonormaux (voir le lemme 3.2.2), ils forment une
famille libre. On en déduit que dimH ≥ n0. D’après la proposition 3.2.4, si on
prend une fonction u ∈ (Id−Π0)L2 et u− = 0 et pour tout Re z ≤ δ0, on obtient
l’estimation suivante :
h ‖u‖ ≤ C ‖(P − hz)u‖+ Ch
∥∥∥∥∥∥
n0∑
j=1
(u, ghj )g
h
j
∥∥∥∥∥∥ .
Comme u = (Id−Π0)u, on a
h ‖u‖ ≤ C ‖(P − hz)u‖+ Ch
∥∥∥∥∥∥
n0∑
j=1
(u, (Id−Π∗0)ghj )ghj
∥∥∥∥∥∥ .
Comme on a aussi P ∗ghj = O˜(e
−α
h ), ainsi qu’une estimation de résolvante sur P ∗
similaire à celle sur P , on sait que
Π∗0g
h
j = g
h
j + O˜(e
− α
2h ).
On obtient donc l’estimation suivante :
h ‖u‖ ≤ C ‖(P − hz)u‖+O(e− α2h )‖u‖.
En prenant h assez petit, on obtient l’estimation de résolvante suivante pour tout
u ∈ (Id−Π0)L2, pour tout Re z ≤ δ0,
h ‖u‖ ≤ C ‖(P − hz)u‖ .
On a donc montrer le point iii) du théorème 3.0.1 et que l’espace propre généralisé
H est de dimension plus petite que n0, donc dimH = n0. 
Il reste à montrer que H ne contient pas de bloc de Jordan pour P en utilisant
une propriété de symétrie supplémentaire pour notre opérateur. Soit κ : R2d →
R2d donné par κ(x, v) = (x,−v). On pose alors Uκu = u ◦ κ, u ∈ L2, de sorte
que Uκ est unitaire et autoadjoint. On introduit également la forme hermitienne
suivante :
(u, v)κ = (Uκu, v), u, v ∈ L2.
On peut noter que
P ∗ = U−1κ PUκ.
Ainsi, P est formellement autoadjoint par rapport à la forme hermitienne (., .)κ.
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Proposition 3.3.2. La restriction de (., .)κ à H×H est définie positive uniformé-
ment par rapport à h, pour h suffisamment petit.
Preuve : On rappelle que ghj (x, v) =
1
‖χj(x)M(x,v)‖χj(x)M(x, v) et on a vu
que Π0ghj = g
h
j + O(e−
α
2h ). Ainsi, ghj ◦ κ = ghj et la famille (ghj )1≤j≤n0 est
presque orthonormale pour la forme hermitienne (., .)κ. Il existe donc une base
(g0,j)1≤j≤n0 de H telle que
(g0,j , g0,j)κ = 1 +O(e−αh ), (g0,j , g0,j′)κ = O(e−
α
h ) pour j 6= j′.
Ainsi pour H 3 u =
n0∑
k=1
ukg0,k, on obtient
(u, u)κ =
n0∑
k=1
(1 +O(e−αh ))|uk|2 ≥ ‖u‖2/C.
Ce qui termine la démonstration. 
On obtient alors la proposition suivante grâce au fait que P est formellement
autoadjoint par rapport à (., .)κ :
Proposition 3.3.3. La restriction de P : H → H est autoadjointe par rapport au
produit scalaire (surH) (., .)κ. De plus, P a exactement n0 valeur propres (comp-
tées avec multiplicité) réelles plus petites que δ0h et elles sont toutes O(e−αh ).
Ce qui achève la preuve du point i) du théorème 3.0.1. 
3.3.2 Retour à l’équilibre
Comme on l’a fait pour l’équation de relaxation linéaire, on va utiliser le théo-
rème de Gearhart-Prüss (voir le théorème D.11 dans l’appendice) pour obtenir
une estimation de semi-groupe. Le point iii) du théorème principal nous donne
une estimation de résolvante uniforme sur le demi-plan complexe {Re z ≤ ch}
pour P(Id−Π0)L2 : ∥∥(P|(Id−Π0)L2 − z)−1∥∥ ≤ Ch .
Comme Π0L2 et (Id − Π0)L2 sont stables sous l’action de P (par définition de
Π0), le théorème de Gearhart-Prüss pour P|(Id−Π0)L2 nous permet d’écrire que
pour tout t > 0
e−tP = e−tPΠ0 +O(e−cht).
Bien que le projecteur ne soit pas orthogonal, comme Π0 = 12ipi
∫
C(0,δ0h)(z −
Ph)
−1 dz, notre estimation de résolvante nous donne ‖Π0‖ = O(1). Si on note
maintenant (µj)j=1...n0 les valeurs propres exponentiellement petites (répétées
selon leur multiplicité) et Πj les projecteurs spectraux associés, on a que ‖Πj‖ =
O(1). En effet, on a vu que la restriction P|H est autoadjointe par rapport à (., .)κ
qui est équivalent (sur H) au produit scalaire ambiant, donc les projections sont
bornées. On obtient alors la proposition suivante :
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Proposition 3.3.4. Il existe c > 0 et α > 0 telles que pour tout , t ≥ 0 et h
suffisamment petit
e−tP =
n0∑
j=1
e−tµjΠj +O(e−cht),
avec ‖Πj‖ = O(1) et µj = O(e−αh ).

4
Structure supersymétrique pour
l’équation de Boltzmann avec
relaxation douce
4.1 Introduction
Afin d’exhiber la structure supersymétrique de l’équation de relaxation douce
et d’étendre l’action de l’opérateur à toutes les k-formes, on va introduire dans
ce chapitre une nouvelle "différentielle extérieure" (qui sera non locale puisque
notre opérateur est non local) et on va modifier le produit scalaire en une forme
bilinéaire (ou hermitienne dans le cas complexe) non symétrique. On rappelle
que dans le cadre autoadjoint, cette approche a été introduite par Witten [89]
(voir aussi [36]) et étendue au cas non autoadjoint, notamment pour l’équation
de (Kramers)-Fokker-Planck (voir par exemple [41, 42, 43]) et aussi [5, 6, 57]
pour le laplacien hypoelliptique. On rappelle d’abord les hypothèses sur le poten-
tiel V :
Hypothèse. Le potentiel V est une fonction de Morse avec n0 minima locaux et
dont les dérivées d’ordre 2 et plus sont bornées. De plus, e−
V
h ∈ L1 et il existe
C > 0 tel que |∇V (x)| ≥ 1
C
pour |x| > C.
Remarque. L’hypothèse importante pour cette partie est le fait que le potentiel
soit une fonction de Morse, c’est-à-dire que V possède un nombre fini de points
critiques qui sont tous non dégénérés.
La première partie de ce chapitre est consacrée à exhiber la structure supersymé-
trique de l’équation de relaxation douce, ce que l’on consigne dans le théorème
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suivant :
Théorème 4.1.1. L’opérateur de relaxation douce P = v.h∂x − ∂xV (x).h∂v +
(1+H0)
−1H0 coïncide sur les fonctions avec l’opérateur supersymétrique suivant
(défini sur l’ensemble des k-formes) :
P = d˜A,∗d˜ + d˜d˜A,∗,
où d˜ = (1 + 2h + H)1/2a + (1 + H)−1/2b, avec H l’oscillateur harmonique
semi-classique sur les formes et a et b définis en (4.2.1).
Dans ce chapitre, on va également montrer la proposition suivante concernant
le symbole de notre opérateur sur les k-formes :
Proposition 4.1.2. Soit x0 un point critique de V , il existe un voisinage V du
point critique (x0, 0) du symbole p et une fonction de phase φ+ ∈ C∞(V) qui
vérifie l’équation eikonale :
pp(x, v; i∇φ+(x, v)) = 0. (4.1.1)
De plus, le symbole sous-principal effectif donné par
1
2
t˜rFq + SP , (4.1.2)
où SP est la linéarisation du symbole sous-principal près de (x0, 0; 0, 0) et t˜rFq
est défini en (4.4.10), s’annule sur les k-formes si et seulement si x0 est un point
critique d’indice k.
Ce chapitre se décompose comme suit : dans la deuxième partie, on introduit
les différents objets nécessaires pour exhiber la structure supersymétrique et on
montre que notre opérateur de relaxation douce peut bien s’écrire comme un la-
placien de Hodge. La troisième partie est dédiée au calcul du symbole de Weyl
de l’opérateur sur les k-formes différentielles. Enfin, on montrera la proposition
4.1.2 dans la quatrième et dernière partie de ce chapitre.
4.2 Objets géométriques pour la supersymétrie
Dans cette section, on introduit les objets géométriques naturels qui vont servir
à la construction et à l’extension de notre opérateur de relaxation douce et qui
permettront la preuve du théorème 4.1.1. On veut exhiber la structure supersymé-
trique de l’opérateur associé à l’équation de relaxation douce. On rappelle (et on
renvoie à l’introduction pour plus de précisions sur les objets manipulés) que le
complexe Witten (de Rham) tordu (pour une fonction de Morse φ ∈ C∞(Rn,R))
est défini (voir par exemple [89] ou [36]) par
dφ = e
−φ/h ◦ hd ◦ eφ/h = hd + (dφ)∧,
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où d est la différentielle extérieure usuelle. Plus précisément, on a
d
(k)
φ : C∞0 (Rn; ΛkT ∗Rn)→ C∞0 (Rn; Λk+1T ∗Rn).
On peut remarquer que d2φ = 0. Exprimé en coordonnées, on obtient
dφ =
n∑
j=1
(h∂xj + ∂xjφ)⊗ dx∧j ,
Comme (h∂xj + ∂xjφ) et dx
∧
j commutent, l’adjoint formel de dφ est donné par
d∗φ =
n∑
j=1
(−h∂xj + ∂xjφ)⊗
(
∂
∂xj
)c
,
On introduit alors les deux opérateurs suivants (qui sont des complexes de Witten
avec des potentiels particuliers) ainsi que leurs adjoints formels :
a = (hd + (dV )∧) ; b = (hd + (dϕ)∧) . (4.2.1)
où a et b agissent respectivement sur C∞0 (Rdx; ΛkT ∗Rdx) et C∞0 (Rdv; ΛkT ∗Rdv) avec
ϕ(v) = v2/2. Si on note maintenant
aj = (h∂xj + ∂xjV (x)) ; bj = (h∂vj + vj) ,
et leurs adjoints formels
a∗j = (−h∂xj + ∂xjVh(x)) ; b∗j = (−h∂vj + vj) .
On a alors l’expression en coordonnées
a =
d∑
j=1
aj ⊗ dx∧j ; b =
d∑
j=1
bj ⊗ dv∧j ,
et
a∗ =
d∑
j=1
a∗j ⊗
(
∂
∂xj
)c
; b∗ =
d∑
j=1
b∗j ⊗
(
∂
∂vj
)c
.
Cette expression nous permet de voir a et b comme agissant en fait sur C∞0 (Rdv ×
Rdx; ΛkT ∗Rdx × Rdv). Rappelons maintenant les relations de commutations entre
aj , bk (voir [44] par exemple) :
[bj , bk] = [b
∗
j , b
∗
k] = [aj , ak] = [a
∗
j , a
∗
k] = 0 ;
[bj , b
∗
k] = 2hδjk ; [aj , a
∗
k] = 2h∂
2
xjxk
V.
On a aussi clairement que les aj et a∗j commutent avec les bk et b
∗
k.
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On définit l’oscillateur harmonique semi-classique en vitesse sur les k-formes
par
H = b∗b+ bb∗ = H0 ⊗ Id + 2h
d∑
j=1
dv∧j
(
∂
∂vj
)c
, (4.2.2)
où H0 = −h2∆v + v2 − hd est l’oscillateur harmonique sur les fonctions (0-
formes). On remarquera que l’opérateur H n’agit seulement en vitesse. De plus,
comme a n’agit qu’en position, H commute avec a et
bH = bb∗b+ bbb∗ = bb∗b = b∗bb+ bb∗b = Hb, (4.2.3)
où on a utilisé que b2 = 0. Donc H commute avec a et b. On pose alors, si
α(h) ≥ α > 0 pour un certain α,
Λ2α(h) = H + α(h). (4.2.4)
On remarque tout d’abord que, comme α(h) ≥ α > 0, Λ2α(h) est autoadjoint
positif, ce qui nous permet de définir Λrα(h) pour tout r ∈ R. De plus, Λ2α(h)
commute avec a et b, et on a les relations de commutations suivantes :
Λ2α(h)(aj ⊗ Id) = (aj ⊗ Id)Λ2α(h) ; Λ2α(h)(a∗j ⊗ Id) = (a∗j ⊗ Id)Λ2α(h) ;
Λ2α(h)(bj ⊗ Id) = (bj ⊗ Id)Λ2α(h) − 2h(bj ⊗ Id) = (bj ⊗ Id)Λ2α(h)−2h ;
Λ2α(h)(b
∗
j ⊗ Id) = (b∗j ⊗ Id)Λ2α(h) + 2h(b∗j ⊗ Id) = (b∗j ⊗ Id)Λ2α(h)+2h.
On obtient donc finalement que pour tout r ∈ R, Λrα(h) commute avec les opéra-
teurs a, b, (aj ⊗ Id) et (a∗j ⊗ Id) et que
Λrα(h)(bj ⊗ Id) = (bj ⊗ Id)Λrα(h)−2h ;
Λrα(h)(b
∗
j ⊗ Id) = (b∗j ⊗ Id)Λrα(h)+2h.
(4.2.5)
À l’aide des opérateurs auxiliaires définis précédemment, on peut maintenant in-
troduire une nouvelle “différentielle extérieure” (mais celle-ci sera non locale)
qui nous permettra de construire l’extension supersymétrique aux k-formes re-
cherchée pour notre opérateur. On pose donc
d˜ = Λ1+2ha+ Λ
−1
1 b.
On notera que comme pour dφ, on a
d˜(k) : C∞0 (Rn; ΛkT ∗Rn)→ C∞0 (Rn; Λk+1T ∗Rn).
Comme Λ1 et Λ1+2h commutent avec a et b (voir notamment (4.2.3)), on obtient
directement
d˜ 2 = 0.
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Notre opérateur étant non autoadjoint, on va utiliser la construction établie
pour l’équation de (Kramers)-Fokker-Planck dans [41, 42, 43]. Dans ce cas, il
faut modifier le produit scalaire en une forme bilinéaire non symétrique (ou non
hermitienne) pour obtenir de la supersymétrie. Soit donc
A : T ∗Rn → TRn,
une application linéaire inversible des covecteurs dans les vecteurs. On définit
alors la forme bilinéaire non dégénérée induite par A sur les k-formes :
(u|v)A = v
(
ΛkA(u)
)
, u, v ∈ ΛkT ∗Rn.
Si a : ΛkT ∗Rn → ΛlT ∗Rn est une application linéaire, on définit l’ "adjoint"
aA,∗ : ΛlT ∗Rn → ΛkT ∗Rn par
(au|v)A = (u|aA,∗v)A.
Par exemple, si ω est une 1-forme, on a
(ω∧)A,∗ = (Aω)c, (4.2.6)
où ∧ et c désigne les opérateurs usuels de produit extérieur et produit intérieur (à
gauche). Si u et v sont des k-formes régulières avec suppu∩ supp v compact, on
définit alors la forme bilinéaire suivante :
(u, v)A =
∫
(u(x), v(x))A dx,
et on note encore, pour un opérateur a : C∞0 (Rn; ΛkT ∗Rn)→ D′(Rn,ΛlT ∗Rn),
aA,∗ son adjoint formel. On considère
∂xj : C∞0 (Rn; ΛkT ∗Rn)→ C∞0 (Rn; ΛkT ∗Rn),
qui agit sur les coefficients, et un calcul direct donne
(h∂xj )
A,∗ = −h∂xj . (4.2.7)
Nous allons maintenant vérifier que P coïncide avec d˜A,∗d˜ + d˜d˜A,∗ sur les fonc-
tions pour
A =
(
0 12
−12 1
)
.
On pose donc
P = d˜A,∗d˜ + d˜d˜A,∗. (4.2.8)
D’après (4.2.6) et (4.2.7), on a les formules suivantes :
aA,∗ =
∑d
j=1 a
∗
j ⊗ (Adxj)c = −
d∑
j=1
a∗j ⊗
(
1
2
∂
∂vj
)c
;
bA,∗ =
∑d
j=1 b
∗
j ⊗ (Advj)c =
d∑
j=1
b∗j ⊗
(
1
2
∂
∂xj
+
∂
∂vj
)c
.
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On obtient donc sur les fonctions
aA,∗a = 0 ; bA,∗b =
d∑
j=1
b∗jbj ⊗ Id = H0 ⊗ Id ;
aA,∗b = −1
2
d∑
j=1
a∗jbj ⊗ Id ; bA,∗a =
1
2
d∑
j=1
b∗jaj ⊗ Id.
Ce qui nous donne
P(0) = d˜A,∗d˜ = ΛA,∗1+2haA,∗aΛ1+2h + ΛA,∗1+2haA,∗bΛ−11
+(Λ−11 )
A,∗bA,∗aΛ1+2h + (Λ−11 )
A,∗bA,∗bΛ−11
= −ΛA,∗1+2h
1
2
d∑
j=1
a∗jbj ⊗ Id
Λ−11
+(Λ−11 )
A,∗
1
2
d∑
j=1
b∗jaj ⊗ Id
Λ1+2h
+(Λ−11 )
A,∗ (H0 ⊗ Id) Λ−11 .
Or sur les fonctions, on a d’après (4.2.2) et (4.2.4)
Λ
A,∗,(0)
α(h) = (α(h) +H0 ⊗ Id)A,∗ = α(h) +H0 ⊗ Id = Λ
(0)
α(h),
i.e. Λ(0)α(h) est A-autoadjoint. Donc, en utilisant les relations de commutations
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(4.2.5), on obtient
P(0) =1
2
d∑
j=1
b∗jaj ⊗ Id−
1
2
d∑
j=1
a∗jbj ⊗ Id +
(
Λ−21 H0 ⊗ Id
)
=
1
2
d∑
j=1
(−h∂vj + vj)(h∂xj + ∂xjV (x))⊗ Id
−1
2
d∑
j=1
(−h∂xj + ∂xjV (x))(h∂vj + vj)⊗ Id +
(
Λ−21 H0 ⊗ Id
)
=
1
2
d∑
j=1
(vjh∂xj − ∂xjV (x)h∂xj )⊗ Id
+
1
2
d∑
j=1
(−h2∂vj∂xj + vj∂xjV (x))⊗ Id
−
[
1
2
d∑
j=1
(−vjh∂xj + ∂xjV (x)h∂xj )⊗ Id
+
1
2
d∑
j=1
(−h2∂vj∂xj + vj∂xjV (x))⊗ Id
]
+
(
Λ−21 H0 ⊗ Id
)
=
d∑
j=1
(vjh∂xj − ∂xjV (x)h∂xj )⊗ Id +
(
Λ−21 H0 ⊗ Id
)
=P.
Ce qui achève la démonstration du théorème 4.1.1.
4.3 Symbole principal et sous-principal sur les k-formes
Dans cette section, on va montrer la proposition 4.1.2. On rappelle que sur les
fonctions, notre opérateur s’écrit
P = v.h∂x − ∂xV (x).h∂v + (1 +H0)−1H0,
avec H0 = −h2∆v + v2 − dh. C’est un opérateur pseudodifférentiel ayant pour
symbole de Weyl
p =
v2 + η2 − hd
1 + v2 + η2 − hd + i(v.ξ − V
′(x).η) +O(h2)
=
v2 + η2
1 + v2 + η2
+ i(v.ξ − V ′(x).η)− hd
(1 + v2 + η2)2
+O(h2).
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On remarque que les points critiques de p sont de la forme (x0, 0; 0, 0) où x0 est un
point critique de V . On va maintenant calculer le symbole de l’opérateur supersy-
métrique P du théorème 4.1.1 (voir (4.2.8)) sur l’ensemble des k-formes. Grâce
au calcul fonctionnel pour les opérateurs pseudodifférentiels (voir par exemple
[18] pour la formule d’Helffer-Sjöstrand ou [34, 70] ainsi que l’appendice A) on
obtient que les opérateurs Λ1+2h (respectivement Λ−11 ) sont des opérateurs pseu-
dodifférentiels de symbole λ (respectivement λ˜) ayant le développement symbo-
lique suivant :
Λ1+2h =
+∞∑
k=0
λkh
k ; (4.3.1)
Λ−11 =
+∞∑
k=0
λ˜kh
k, (4.3.2)
avec
λ0 = (1 + v
2 + η2)1/2 ; (4.3.3)
λ1 =
1
2
(1 + v2 + η2)−1/2
2− d+ d∑
j=1
dv∧j
(
∂
∂vj
)c, (4.3.4)
et
λ˜0 = (1 + v
2 + η2)−1/2 ; (4.3.5)
λ˜1 = −1
2
(1 + v2 + η2)−3/2
−d+ d∑
j=1
dv∧j
(
∂
∂vj
)c, (4.3.6)
Pour un symbole matriciel p (entre ΛkT ∗Rn et ΛpT ∗Rn), on note pA le symbole
matricielle de l’adjoint formel, composé des coefficients complexes conjugués et
transposé par rapport au produit scalaire modifié (., .)A. Si, par exemple, on a un
symbole de la forme
p(x, v; ξ, η) =
d∑
i=0
(
pxi(x, v; ξ, η)dx
∧
i + pvi(x, v; ξ, η)dv
∧
i
)
,
alors
pA(x, v; ξ, η) =
d∑
i=0
(
pxi(x, v; ξ, η)(dx
∧
i )
A,∗ + pvi(x, v; ξ, η)(dv
∧
i )
A,∗
)
=
d∑
i=0
[
(pxi(x, v; ξ, η)
(
−1
2
∂
∂vj
)c
+pvi(x, v; ξ, η)
(
1
2
∂
∂xj
+
∂
∂vj
)c]
.
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Si on dénote de la même façon les opérateurs a, b et leurs symboles, on a
a =
d∑
j=1
(−iξj + ∂xjV (x))⊗ dx∧j ;
b =
d∑
j=1
(−iηj + vj)⊗ dv∧j ;
aA =
d∑
j=1
(iξj + ∂xjV (x))⊗
(
−1
2
∂
∂vj
)c
;
b
A
=
d∑
j=1
(iηj + vj)⊗
(
1
2
∂
∂xj
+
∂
∂vj
)c
.
(4.3.7)
On a aussi les adjoints de λ1 et λ˜1 par rapport au produit scalaire modifié :
λ1
A
=
1
2
(1 + v2 + η2)−1/2
2− d+ d∑
j=1
dx∧j
(
1
2
∂
∂xj
+
∂
∂vj
)c;
λ˜1
A
= −1
2
(1 + v2 + η2)−3/2
−d+ d∑
j=1
dx∧j
(
1
2
∂
∂xj
+
∂
∂vj
)c. (4.3.8)
On obtient par le calcul symbolique
λ#a = λ0a+ h
(
(λ1a+
i
2
{λ0, a}
)
+O(h2) ; (4.3.9)
λ˜#b = λ˜0b+ h
(
(λ˜1b+
i
2
{
λ˜0, b
})
+O(h2). (4.3.10)
Calculons maintenant les symboles principaux et sous-principaux de notre opéra-
teur. On remarque d’abord que {λ0, a} = 0 puisque λ0 et a n’ont pas de variable
76 CHAPITRE 4. STRUCTURE SUPERSYMÉTRIQUE
en commun. On obtient le symbole suivant pour P :
p = ab
A
+ b
A
a+ λ20
(
aaA + aAa
)
+ baA + aAb+ λ˜20
(
bb
A
+ b
A
b
)
+ h
[
λ0λ1aa
A + λ0a
Aλ1a+ λ0λ˜1ba
A + λ0a
Aλ˜1b+ λ˜0λ1ab
A
+ λ˜0b
A
λ1a
+ λ˜0λ˜1bb
A
+ λ˜0b
A
λ˜1b+ λ0a(λ1a)
A
+ λ0(λ1a)
A
a+ λ˜0b(λ1a)
A
+ λ˜0(λ1a)
A
b+ λ0a(λ˜1b)
A
+ λ0(λ˜1b)
A
a+ λ˜0b(λ˜1b)
A
+ λ˜0(λ˜1b)
A
b
+
i
2
λ0
{
λ˜0, b
}
aA +
i
2
λ0a
A
{
λ˜0, b
}
+
i
2
λ˜0
{
λ˜0, b
}
b
A
+
i
2
λ˜0b
A
{
λ˜0, b
}
− i
2
λ˜0b
{
λ˜0, b
}A
− i
2
λ˜0
{
λ˜0, b
}A
b− i
2
λ0a
{
λ˜0, b
}A
− i
2
λ0
{
λ˜0, b
}A
a
+
i
2
{
λ0a, λ0a
A
}
+
i
2
{
λ0a
A
, λ0a
}
+
i
2
{
λ˜0b, λ˜0b
A
}
+
i
2
{
λ˜0b
A
, λ˜0b
}
+
i
2
{
λ0a, λ˜0b
A
}
+
i
2
{
λ˜0b
A
, λ0a
}
+
i
2
{
λ˜0b, λ0a
A
}
+
i
2
{
λ0a
A
, λ˜0b
}]
+O(h2)
= ab
A
+ b
A
a+ λ20
(
aaA + aAa
)
+ baA + aAb+ λ˜20
(
bb
A
+ b
A
b
)
+ h
[ i
2
{
λ0a, λ0a
A
}
+
i
2
{
λ0a
A
, λ0a
}
+
i
2
{
λ˜0b, λ˜0b
A
}
+
i
2
{
λ˜0b
A
, λ˜0b
}]
+ hR0(x, v; η, ξ) +O(h2),
(4.3.11)
où R0 s’annule aux points critiques. Le symbole principal est donc donné par
ab
A
+ b
A
a+ λ20
(
aaA + aAa
)
+ baA + aAb+ λ˜20
(
bb
A
+ b
A
b
)
=
(
v2 + η2
1 + v2 + η2
+ i(v.ξ − V ′(x).η)
)
⊗ Id.
(4.3.12)
De plus, on a
i
2
{
λ0a, λ0a
A
}
+
i
2
{
λ0a
A
, λ0a
}
= λ20
(
i
2
{
a, aA
}
+
i
2
{
aA, a
})
= λ20
∑
j,k
∂xj∂xkV (x)dx
∧
j
(
1
2
∂
∂vk
)c ,
(4.3.13)
et
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i
2
{
λ˜0b, λ˜0b
A
}
+
i
2
{
λ˜0b
A
, λ˜0b
}
= λ˜20
(
i
2
{
b, b
}
+
i
2
{
b, b
})
+ λ˜0
(
i
2
b
{
λ˜0, b
A
}
+
i
2
{
b
A
, λ˜0
}
b
)
+ λ˜0
(
i
2
b
A
{
λ˜0, b
}
+
i
2
{
b, λ˜0
}
b
A
)
= λ˜20
−d+∑
j,k
dv∧j
(
−1
2
∂
∂xk
+
∂
∂vk
)c
+ λ˜40
(
b
A
b− bbA
)
,
(4.3.14)
car
i
2
{
λ˜0, b
}
=
λ˜30
2
b. On obtient finalement
p =
(
v2 + η2
1 + v2 + η2
+ i(v.ξ − V ′(x).η)
)
⊗ Id
+ h
[
λ20
∑
j,k
∂xj∂xkV (x)dx
∧
j
(
1
2
∂
∂vk
)c
+ λ˜20
−d+∑
j,k
dv∧j
(
−1
2
∂
∂xk
+
∂
∂vk
)c]
+ hR1(x, v; η, ξ) +O(h2),
(4.3.15)
où R1 s’annule aux points critiques. On va maintenant montrer la proposition
4.1.2.
4.4 Équation eikonale et symbole sous-principal effectif
Pour obtenir le symbole sous-principal effectif, étudions le symbole de notre opé-
rateur près des points critiques. On a donc le symbole principal
pp(x, v; ξ, η) =
v2 + η2
1 + v2 + η2
+ i(v.ξ − V ′(x).η), (4.4.1)
ainsi que le symbole réel correspondant
q(x, v; ξ, η) = −pp(x, v; iξ, iη) = η
2 − v2
1 + v2 − η2 + v.ξ − V
′(x).η. (4.4.2)
Si on pose Φ(x, v) =
v2
2
+ V (x), alors q s’annule sur les sous-espaces lagran-
giens Λ±Φ. On pose
ν± = Hq|Λ±Φ , (4.4.3)
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la projection sur R2d du champ hamiltonien associé à q sur Λ±Φ. On a, en coor-
données,
ν±(x, v) = v.
∂
∂x
− V ′(x). ∂
∂v
± 2v. ∂
∂v
± 2v2v. ∂
∂v
. (4.4.4)
Ce qu’on peut réécrire
ν+(x, v) = 2AΦ
′(x, v).
(
∂
∂x
∂
∂v
)
+ 2v2v.
∂
∂v
; (4.4.5)
ν−(x, v) = −2AtΦ′(x, v).
(
∂
∂x
∂
∂v
)
− 2v2v. ∂
∂v
. (4.4.6)
À un point critique non dégénéré (x0, 0) de Φ (où x0 est un point critique non
dégénéré de V ), les sous variétés lagrangiennes Λ+Φ et Λ−Φ s’intersectent trans-
versalement. Le spectre de la linéarisation Fq deHq au point (x0, 0 ; 0, 0) est donc
égal à l’union des spectre des linéarisations de ν+ et ν− en (x0, 0).
ν0+(x, v) = (2AΦ
′′(x0, 0)(x, v)).
(
∂
∂x
∂
∂v
)
; (4.4.7)
ν0−(x, v) = (−2AtΦ′′(x0, 0)(x, v)).
(
∂
∂x
∂
∂v
)
. (4.4.8)
Calculons cette trace pour trouver où notre opérateur dégénère. On s’intéresse
donc aux valeurs propres des matrices AΦ′′ et AtΦ′′. On remarque d’abord que
AtΦ′′ = Φ′′−1(AΦ′′)tΦ′′ a les mêmes valeurs propres que AΦ′′ et de même, Φ′′A
et Φ′′At ont le même spectre que AΦ′′. Ainsi, les valeurs propres de Fq sont don-
nées par ±2µj , où µ1, µ2, ..., µn sont les valeurs propres de AΦ′′. On peut donc
appliquer le théorème de la variété stable (voir par exemple [18]) qui nous donne
qu’il existe, dans un voisinage du point critique (x0, 0), une variété lagrangienne
Λ+ telle que la fonction génératrice φ+ de cette variété vérifie l’équation eiko-
nale :
q(x, v;∇φ+) = 0. (4.4.9)
On introduit maintenant la trace positive de Fq que l’on note t˜rFq et qui est définie
par
t˜rFq =
∑
µ∈σ(Fq)
Reµ>0
µ, (4.4.10)
où chaque valeur propre est comptée avec multiplicité. Cette trace positive est
l’objet naturel pour mesurer la positivité d’un opérateur pseudodifférentiel (voir
[62] et [76]). Si on ordonne les valeurs propres de Fq de manière à ce qu’on ait
Reµj > 0 pour tout 1 ≤ j ≤ n+ et Reµj < 0, pour tout n+ + 1 ≤ j ≤ n =
n+ + n−, la trace positive de Fq s’écrit alors
t˜rFq =
n+∑
j=1
2µj −
n∑
j=n++1
2µj . (4.4.11)
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On va maintenant étudier le symbole sous-principal de notre opérateur. On re-
marque tout d’abord que près des points critiques de Φ, tous les termes du sym-
bole sous-principal s’annulent sauf les deux calculés précédemment en (4.3.13)
et (4.3.14). On se place près d’un point critique (x0, 0; 0, 0). Le symbole sous-
principal s’écrit donc
λ20
∑
j,k
∂xj∂xkV (x)dx
∧
j
(
1
2
∂
∂vk
)c
+ λ˜20
−d+∑
j,k
dv∧j
(
−1
2
∂
∂xk
+
∂
∂vk
)c
+R1(x, v),
(4.4.12)
où R1 s’annule en (x0, 0; 0, 0). On peut le réécrire, près de (x0, 0; 0, 0), à l’aide
de la matrice A :
2
∑
j
(Φ′′ ◦Atdx∧j )
(
∂
∂xj
)c
− tr(AΦ′′) +R2 = SP +R2, (4.4.13)
car λ0(x0, 0; 0, 0) = λ˜0(x0, 0; 0, 0) = 1. Grâce à 4.4.11, on obtient le symbole
sous-principal effectif près du point critique (x0, 0; 0, 0) pour notre opérateur
1
2
t˜rFq + SP = −2
n∑
j=n++1
µj + 2
∑
j
(Φ′′ ◦Atdx∧j )
(
∂
∂xj
)c
, (4.4.14)
car tr(AΦ′′) =
∑n
j=1 µj .
Au point (x0, 0), on remarque que Φ′′ ◦ At : T ∗x0R2d → T ∗x0R2d est dé-
fini de manière invariante par rapport à la base et donc
∑
j(Φ
′′ ◦ Atdx∧j )
(
∂
∂xj
)c
aussi. On obtient donc la même chose si on remplace dx∧1 , ..., dx∧d , dv
∧
1 , ..., dv
∧
d
et
(
∂
∂x1
)c
, ...,
(
∂
∂xd
)c
,
(
∂
∂v1
)c
, ...,
(
∂
∂vd
)c
par ω1, ..., ω2d et ω∗1, ..., ω∗2d où les
formes différentielles ω1, ..., ω2d constituent une base quelconque de l’espace co-
tangent et ω∗1, ..., ω∗2d est la base duale associée. Si on choisit une base de vecteurs
propres ω1, ..., ω2d de Φ′′ ◦At, de sorte que
Φ′′ ◦Atωj = µjωj . (4.4.15)
On obtient alors ∑
j
(Φ′′ ◦Atdx∧j )
(
∂
∂xj
)c
=
∑
j
µjωjω
∗
j . (4.4.16)
Une base de formes propres pour cet opérateur est donnée par les ωj1 ∧ ... ∧ ωjk
avec 1 ≤ j1 < j2 < ... < jm ≤ 2d et avec pour valeurs propres associées
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µj1 + ...+ µjk . Les valeurs propres de
1
2 t˜rFq +SP agissant sur les k-formes sont
donc
2(µj1 + ...+ µjk −
n∑
j=n++1
µj), 1 ≤ j1 < j2 < ... < jk ≤ 2d. (4.4.17)
On en conclut que si k est différent de n−, toutes les valeurs propres sont de partie
réelle strictement positive et si m = n−, alors on a exactement une valeur propre
égale à 0 tandis que les autres ont une partie réelle strictement positive. De plus,
le noyau est l’espace unidimensionnel engendré par ωn++1 ∧ ... ∧ ωn.
L’analyse qu’on vient d’effectuer est un premier pas vers la construction de
solutions approchées à O(h2). Il est en effet envisageable que la décomposition
de notre symbole en la somme du terme principal, du sous-principal effectif, d’un
terme sous-principal s’annulant près des points critiques et d’un terme en O(h2)
nous permette de commencer la construction BKW. Bien que la précision de telles
solutions ne soit pas très bonne, elle suffit à obtenir l’équivalent dans le dévelop-
pement asymptotique des valeurs propres exponentiellement petites comme cela
a été exploité par Bony et al. dans [8] pour une marche aléatoire semi-classique.
Appendice
A Calcul de Weyl semi-classique
Cette section a pour but de faire quelques rappels à propos du calcul pseudodiffé-
rentiel semi-classique. Il existe de nombreux livres introductifs à ce calcul, on peut
citer notamment les livres classiques [71], [28], ainsi que [18],[59] et [91] pour le
calcul pseudodifférentiel avec un petit paramètre h et le traité de L. Hörmander
[49] ou [1], [73] et [26] pour l’analyse microlocale sans petit paramètre.
Commençons par rappeler les classes de symboles utilisées.
Définition A.1. On dit que m : Rn → [0,+∞[ est une fonction d’ordre s’il
existe C > 0 et N > 0 tels que m(x) ≤ C〈x− y〉Nm(y).
Définition A.2. Soit m une fonction d’ordre. On appelle classe des symboles
d’ordre m, et on note S(m) l’ensemble des fonctions a ∈ C∞(Rn) telles que
pour tout α ∈ Nn, il existe Cα > 0 telle que
|∂αa| ≤ Cαm.
On pose aussi Sr(m) = h−rS(m) pour r ∈ R.
Dans la suite, m est une fonction d’ordre arbitraire fixée. On peut noter que
les symboles peuvent dépendre de h, mais nous ne notons pas cette dépendance
de manière explicite ici. Cependant, les constantes apparaissant dans la défini-
tion des classes de symboles doivent être uniforme en h si le symbole dépend
effectivement de h. Notamment, un cas particulier de dépendance en h est le dé-
veloppement asymptotique semi-classique :
Définition A.3. Soient un symbole a ∈ S(m) et une suite de symboles aj ∈
S(m). On dit que a a pour développement asymptotique semi-classique la somme
formelle
∞∑
j=0
hjaj et on écrit
a ∼
∞∑
j=0
hjaj ,
si pour tout N ∈ N et α ∈ Nn, il existe CN,α > 0 tel que∣∣∣∣∣∣∂α
a− N∑
j=0
hjaj
∣∣∣∣∣∣ ≤ CN,αhN+1m.
81
82 APPENDICE
On notera que la série n’est pas nécessairement convergente. En revanche,
grâce à un argument de resommation de Borel, on peut construire un symbole
ayant un développement asymptotique semi-classique donné.
On va maintenant associer un opérateur à un symbole par le biais de la quan-
tification de Weyl qui est donnée pour un symbole p ∈ S(m) par la formule
pw(x, hD)u(x) =
1
(2pih)n
∫∫
p(
x+ y
2
, ξ)ei〈x−y,ξ〉/hu(y),dydξ, (A.1)
pour u ∈ S (Rn). Un des avantages de la quantification de Weyl par rapport aux
autres quantifications est qu’elle associe aux symboles réels des opérateurs symé-
triques. Un autre avantage est l’inégalité de Fefferman-Phong pour les symboles
positifs (voir la proposition A.9).
On rappelle d’abord la formule de composition des opérateurs pseudodiffé-
rentiels dans la cas de la quantification de Weyl : pour a ∈ S(m1) et b ∈ S(m2),
la composée des opérateurs pseudodifférentiels aw et bw est un opérateur pseu-
dodifférentiel dont le symbole, noté a#b, appartient à S(m1m2) et possède le
développement asymptotique semi-classique suivant :
a#b = eih(DηDx−DyDξ)a(y, η)b(x, ξ)∣∣∣∣ y=xη=ξ
∼
∑
α,β
h|α+β|(−1)|α|
(2i)|α+β|α!β!
∂αx ∂
β
ξ a(x, ξ)∂
α
ξ ∂
β
x b(x, ξ).
(A.2)
En particulier, les termes principaux et sous-principaux s’écrivent
a#b = ab+
ih
2
{a, b}+O(h2), (A.3)
où {a, b} est le crochet de Poisson entre a et b et est donné par
{a, b} = ∂a
∂ξ
∂b
∂x
− ∂a
∂x
∂b
∂ξ
.
On rappelle le théorème classique de continuité sur L2 :
Théorème A.4 (Calderon-Vaillancourt). Soit p ∈ S(1). Alors, pw est continu
sur L2(Rn) et ‖pw‖ ≤ C
∑
α≤M
‖∂αp‖L∞
, où C et M sont des constantes
strictement positives qui ne dépendent que de la dimension.
Intéressons nous maintenant à l’inversibilité des opérateurs pseudodifféren-
tiels.
Définition A.5. On dit que p ∈ S(m) est elliptique s’il existe γ > 0 indépendant
de h tel que
|p| ≥ γm.
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Théorème A.6 (Inverses de symboles elliptiques). . On suppose que p ∈ S(m)
est elliptique.
i) Si m ≥ 1, il existe h0 > 0 et C > 0 tel que
‖pw(x, hD)u‖ ≥ C ‖u‖ ,
quelque soit u ∈ S et 0 < h ≤ h0.
ii) Si m = 1, il existe h0 > 0 tel que aw(x, hD)−1 existe et est borné pour
0 < h ≤ h0.
Si on suppose maintenant que p ∈ S(1) est réel et elliptique, on a alors l’in-
égalité de Gårding
Proposition A.7 (Inégalité de Gårding). Soit un symbole réel p ∈ S(1) elliptique
vérifiant
p ≥ γ > 0.
Alors, pour tout ε > 0, il existe h0 > 0 dépendant de ε tel que
(pw(x, hD)u, u) ≥ (γ − ε) ‖u‖2 ,
pour tout 0 < h ≤ h0 et pour tout u ∈ L2.
En fait, on peut montrer un peu mieux :
Proposition A.8 (Inégalité de Gårding précisée). Soit un symbole réel p ∈ S(1)
elliptique vérifiant
p ≥ 0.
Alors il existe C > 0 et h0 > 0 tel que
(pw(x, hD)u, u) ≥ −Ch ‖u‖2 ,
pour tout 0 < h ≤ h0 et pour tout u ∈ L2.
Cette inégalité est en fait valide quelque soit la quantification utilisée. Pour la
quantification de Weyl, on a encore une amélioration connue sous le nom d’inéga-
lité de Fefferman-Phong (voir [24],[9], [83] ou [58]).
Proposition A.9. [Inégalité de Fefferman-Phong] Soit un symbole réel p ∈ S(1)
elliptique vérifiant
p ≥ 0.
Alors il existe C > 0 et h0 > 0 tel que
pw(x, hD)u, u) ≥ −Ch2 ‖u‖2 , (A.4)
pour tout 0 < h ≤ h0 et pour tout u ∈ L2.
84 APPENDICE
On conclut cette partie de l’appendice par un théorème de calcul fonctionnel
pour les opérateurs pseudodifférentiels (on pourra aussi voir, par exemple, [18]
pour une autre approche du calcul fonctionnel via la formule d’Helffer-Sjöstrand).
Ce théorème est tiré de [70] et permet notamment le calcul fonctionnel en parti-
culier pour les fonctions puissances. Soient f une fonction de la variable réelle à
valeurs complexes telle que f ∈ Sr(1) et un symbole réel a ∈ Ss(1) ayant pour
développement asymptotique dans Ss(1) :
a ∼
∞∑
i=0
aih
i.
On a alors
Théorème A.10. f(aw) définit par le calcul fonctionnel est un opérateur pseu-
dodifférentiel dont le symbole af ∈ Ssr(1) admet le développement asymptotique
suivant :
af ∼
∞∑
i=0
af,ih
i,
avec
(i) af,0 = a0 ;
(ii) af,1 = a1f ′(a0) ;
(iii) pour j ≥ 2,
af,j =
2j−1∑
k=1
dj,k
k!
f (k)(a0),
où les dj,k ne dépendent que de a.
B Construction d’une fonction poids
On rappelle rapidement dans cette section la construction de la fonction poids près
des points critiques faite dans [45] (on peut aussi voir [47] pour une construction
similaire). On suppose qu’on a un symbole p = p1 + ip2 tel que p1 est positif et
possédant un nombre fini de points critiques, ρ1, ..., ρN . On suppose également
p(ρj) = 0 pour simplifier l’écriture. Soit δ(ρ) ≥ 0 une fonction équivalente à
la distance à C = {ρ1, ..., ρN}, avec δ2 ∈ C∞. On fait l’hypothèse supplémen-
taire sur le symbole (qui assurera l’hypoellipticité près des points critiques) que le
symbole p vérifie dans un voisinage B fixé autour de C
p1 + ε0H
2
p2p1 ∼ δ2. (H1)
pour ε0 suffisamment petit. On peut alors montrer la proposition suivante (Propo-
sition 2.1 de [45]) :
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Proposition B.1. On suppose que p satisfait l’hypothèse (H1). Il existe alors une
constante C et une fonction G ∈ C∞(B) telles qu’on ait (uniformément en h, ε >
0 suffisamment petits)
∂kG = O
(
δ(2−k)+
)
pour δ ≤ h1/2,
∂kG = O
(
h(δh)−k/3
)
dans
{
ρ ∈ B, δ ≥ (h)1/2} . (B.1)
De plus, si on note encore p une extension presque analytique de p et si on pose
p˜(ρ) = p(ρ+ iεHG(ρ)) = p˜1 + ip˜2, alors on a dans B
p˜1 ≥ ε
C
min
(
δ2, (δh)2/3
)
, p˜2 = O(δ2). (B.2)
Construction à distance h1/2 des points critiques
La construction est effectuée dans un voisinage fixé des points critiques, mais ne
servira que pour δ2 ≤ h. On fixe T > 0. Dans le voisinage d’un point critique ρj ,
on pose
Gt =
∫
T
k(t)p1 ◦ exp(tHp2) dt,
où kT (t) = k( tT ) et k ∈ C(R \ {0}) est la fonction impaire donnée par k(t) = 0
pour |t| ≥ 12 et k′(t) = −1 pour 0 < |t| < 12 . GT est une fonction C∞ qui vérifie
Hp2GT = 〈p1〉T − p1, Gt = O(δ2), ∇Gt = O(δ),
où
〈p1〉T = 1
T
∫ T/2
−T/2
p1 ◦ exp(tHp2) dt.
On considère le symbole dilaté
p˜(ρ) = p(ρ+ iεHG(ρ)) = p(ρ)− iεHpG(ρ) +O(ε2|∇G|2),
dont les parties réelles et imaginaires sont
p˜1 = p1(ρ) + εHp2G(ρ) +O(ε2|∇G|2)
= (1− ε)p1 + ε〈p1〉T +OT (ε2δ2),
p˜2 = p2(ρ)− εHp1G(ρ) +O(ε2|∇G|2).
Grâce à (H1), on voit que si on fixe ε > 0 assez petit, dépendant de T , alors dans
un voisinage des points critiques dépendant de ε et T , on a
p˜1 ≥ ε
C
δ2, p˜2 = O(δ2). (B.3)
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Construction à distance plus grande que h1/2 des points critiques
On travaille donc maintenant dans la région
{
ρ ∈ B, δ ≥ h1/2}. On considère la
fonction G définie par
G = h
Hp2p1
δ4/3h1/3
ψ
(
Mp1
(hδ)2/3
)
. (B.4)
On se reportera à [45] pour les estimations surG. Pour p˜(ρ) = p(ρ+ iεHG(ρ)) =
p˜1 + ip˜2, dans B, on a
p˜1 = p1(ρ) + εHp2G(ρ) +O(ε2|∇G|2) ;
p˜2 = p2(ρ)− εHp1G(ρ) +O(ε2|∇G|2).
On va estimer les termes d’erreur. D’après (B.1), on sait qu’à une distance plus
grande que h1/2 des points critiques, on a ∇G = O(h2/3δ−1/3). On en déduit
ainsi que
O(ε2|∇G|2) = ε2O(h4/3δ−2/3) ≤ ε2O((hδ)2/3),
puisque h4/3δ−2/3 = O((hδ)2/3) quand δ ≥ h1/2. Étudions maintenant les deux
premiers termes dans l’expression de p˜1 suivant la taille de p1.
Quand p1 est grand, c’est-à-dire qu’on travaille dans la région elliptique
Mp1 ≥ (hδ)2/3.
D’après (B.1), et le fait que Hp2 = O(δ), on obtient
Hp2G = O(hδ)2/3.
On rappelle qu’on est dans B et que le terme d’erreur dans p˜1 est ε2O((hδ)2/3).
En choisissant ε suffisamment petit, on obtient
p˜1 ≥ (hδ)
2/3
CM
.
D’autre part, on obtient en utilisant la borne sur le reste et sur HG que
p˜2 = O(δ2).
Si on se place maintenant dans la région où p1 est petit, c’est-à-dire dans l’en-
semble
{
ρ ∈ B, δ ≥ h1/2}, on peut écrire
G = h
Hp2p1
δ4/3h1/3
.
On a donc
p1 + εHp2G = p1 + εh
H2p2p1
δ4/3h1/3
+ εh(Hp2p1)Hp2
(
δ−4/3h−1/3
)
.
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Comme la dérivée seconde de p1 est bornée, on utilise le fait que |∇p1| ≤ Cp1 ≤
C (hδ)
1/3√
M
ainsi que |∇p2| ≤ Cδ pour majorer le troisième terme, ce qui nous
donne
εh(Hp2p1)Hp2
(
δ−4/3h−1/3
)
=
ε√
m
Oh =
ε√
m
O((hδ)2/3),
car δ ≤ h1/2. Étudions maintenant la somme des deux premiers termes. On ob-
serve d’abord que
h
δ4/3h1/3
≤ 1,
et on obtient grâce à (H1), pour ε ≤ ε0
p1 + εh
H2p2p1
δ4/3h1/3
≥ ε
ε0
h
δ4/3h1/3
(p1 + ε0H
2
p2p1) ≥
εε1
ε0
(hδ)2/3.
En choisissant M assez grand (fixé à partir de maintenant), on obtient
p1 + εHp2G ≥
ε
C
(hδ)2/3.
Puisque le terme de reste est ε2O((hδ)2/3), en choisissant ε suffisamment petit,
on obtient finalement sur B
p˜1 ≥ ε
C
(hδ)2/3.
Pour plus de détails et notamment pour ce qui est du recollement des deux parties,
on se référera à la deuxième partie de [45].
C Transformée FBI
On va maintenant rappeler les définitions ainsi que quelques propriétés de la trans-
formée FBI. On peut conseiller entre autres [77], [79], [91] ou encore [15] et [59]
pour de plus amples informations sur le sujet. Un des principaux avantages de la
transformée FBI est son efficacité à mesurer la différence entre l’opérateur induit
par la quantification d’un symbole et la multiplication par ce même symbole (voir
la formule (C.5)).
Soit ϕ une forme quadratique complexe vérifiant
Im
∂2ϕ
∂x2
est une matice définie positive,
et
det
∂2ϕ
∂x∂z
6= 0.
La transformée FBI associée à ϕ est alors définie surS (Rn) par
Tϕu(z) = cϕh
−3n/4
∫
Rn
e
i
h
ϕ(z,y)u(y) dy, (C.1)
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où cϕ = 2−n/2pi−3n/4(det ∂2xϕ)−1/4|det ∂x∂zϕ|.
Par exemple, on peut prendre ϕ(z, x) = i2(z − x)2 et cϕ = 2−n/2pi−3n/4, on
obtient alors la transformée de Bargmann standard. Dans ce cas, on peut réécrire
Tϕ de la manière suivante :
Tϕu(z) = cϕh
−3n/4eΦ(z)/he−
i
h
〈Im z,Re z〉Fh
(
e−
1
2h
(x−Re z)2u(x)
)
(−Im z),
avec Φ(z) = max
x∈Rn
−Imϕ(z, x). On voit qu’à un poids exponentiel en Φ et à un
facteur près, Tϕu est donné par
Fh
(
e−
1
2h
(x−Re z)2u(x)
)
(−Im z).
On voit qu’on localise donc en espace grâce à la gaussienne autour de Re z et
on prend la transformée de Fourier au point −Im z. On espère donc que Tϕu se
comporte près du point z = x− iξ comme u près du point de l’espace des phase
(x, ξ).
Pour une forme quadratique générale, on introduit également (en gardant les
mêmes notations) Φ(z) = max
x∈Rn
−Imϕ(z, x). On définit alors HΦ le sous espace
de l’espace de Lebesgue pondéré L2(Cn; e−2Φ/hdz) composé des fonctions holo-
morphes, on peut alors montrer le théorème suivant :
Théorème C.1. Tϕ : L2(Rn)→ HΦ est une transformation unitaire.
On introduit maintenant la transformation canonique
κϕ : (x,−∂xϕ(z, x)) 7→ (z, ∂zϕ(z, x)).
On a alors l’IR-espace associé :
κϕ(R2n) = ΛΦ,
où ΛΦ =
{
(z, 2i ∂zΦ(z))
}
est le sous espace I-lagrangien généré par Φ. Si, par
exemple, on prend ϕ(z, x) = i2(z − x)2, alors κϕ(x, ξ) = (z − iξ, ξ). Dans
ce cas, du coté FBI, la quantification de Weyl prend la forme d’une intégrale de
contour. On va d’abord définir une quantification pour p ∈ S(ΛΦ) un symbole de
la variable complexe,
pwΦu(z) =
1
(2pih)n
∫
θ= 2
i
∂zΦ( z+w2 )
e
i
h
〈z−w,θ〉p
(
z+w
2
)
u(w) dwdθ. (C.2)
On a alors la relation exacte avec la quantification de Weyl (A.1), pour p ∈ S :
Tϕp
wT−1ϕ = (p ◦ κ−1ϕ )wΦ.
On note p = p ◦ κ−1ϕ le symbole complexe associé au symbole p. On rappelle
maintenant un lemme standard (qu’on peut trouver en particulier dans [45]) :
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Lemme C.2. Pour deux symboles a, b ∈ S(1) avec supp a ∩ supp b = ∅, on a
pour tout u ∈ L2
‖awΦTϕbwu‖Φ = O(h∞)‖u‖. (C.3)
On appelle extension presque analytique de f , une fonction f˜ ∈ C∞(Cn)
vérifiant
f˜|Rn = f,
∀N ∈ N, ∃CN > 0 /∀z ∈ Cn, |∂f(z)| ≤ CN |Im z|N .
On va procéder à une première déformation du contour d’intégration dans la for-
mule (C.2). Dans la suite, on va travailler avec une extension presque analytique
des symboles complexes et on dénotera de la même façon un symbole et une
extension presque analytique de ce symbole. On introduit d’abord une fonction
ψ0 ∈ C∞ valant 1 près de 0, par le théorème de la phase stationnaire, on obtient
pour u ∈ HΦ
pwΦu(z) =
1
(2pih)n
∫
θ= 2
i
∂zΦ( z+w2 )
e
i
h
〈z−w,θ〉ψ0(z − w)p
(
z+w
2
)
u(w) dwdθ
+R0u(z),
où l’opérateur R0 = O(h∞) : L2(Cn; e−2Φ/hdz) → L2(Cn; e−2Φ/hdz). Pro-
cédons maintenant à la déformation de contour proprement dite. On pose pour
t0 > 0,
Γt =
{
θ =
2
i
∂zΦ
(
z + w
2
)
+ it(z − w)
}
, 0 ≤ t ≤ t0.
La formule de Stokes nous donne alors
pwΦu(z) =
1
(2pih)n
∫
Γt0
e
i
h
〈z−w,θ〉ψ0(z − w)p
(
z+w
2
)
dwdθ
+
1
(2pih)n
∫∫
Γ[0,t0]
e
i
h
〈z−w,θ〉u(w)∂w,θ
(
ψ0(z − w)p
(
z+w
2
)) ∧ dw ∧ dθ
+R0u(z),
où Γ[0,t0] est l’union de tous les Γt pour 0 ≤ t ≤ t0. On peut montrer (voir [45]
ou [79]) que le premier terme nous donne un opérateur uniformément borné de
L2(Cn; e−2Φ/hdz) et que le second terme est O(h∞). Si on pose
R1u(z) =
1
(2pih)n
∫∫
Γ[0,t0]
e
i
h
〈z−w,θ〉u(w)∂w,θ
(
ψ0(z − w)p
(
z+w
2
)) ∧ dw ∧ dθ
+R0u(z),
on a alors
R1 = O(h∞) : L2(Cn; e−2Φ/hdz)→ L2(Cn; e−2Φ/hdz).
On va introduire une nouvelle fonction pluri-subharmonique Φε associé au poids
G construit dans la section B qui va nous permettre de modifier notre produit
scalaire pour obtenir de l’hypoellipticité près des points critiques.
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Définition et propriétés de Φε
On rappelle que la fonction G satisfait dans un voisinage borné B des points cri-
tiques
∂kG = O
(
δ(2−k)+
)
pour δ ≤ h1/2,
∂kG = O
(
h(δh)−k/3
)
dans δ ≥ h1/2.
On en déduit que dans ce voisinage
∂kG = O(hr−k),
où
r(ρ) = h1/3(h1/2 + δ(ρ))1/3.
On remarque que
h1/2 ≤ r ≤ h1/2 + δ(ρ),
de telle sorte que l’ordre de grandeur de h1/2 + δ(ρ) est constant dans une boule
B(ρ0,
1
C0
r(ρ0)) (où ρ0 est un point critique), si C0 > 0 est assez grande et in-
dépendante de ρ0. Dans B(ρ0, 1C0 r(ρ0)), on introduit les variables ρ˜ remisent à
l’échelle de la façon suivante :
ρ = ρ0 + r0ρ˜, r0 = r(ρ0).
La fonction remise à l’échelle G(ρ0 + r0ρ) vérifie
∇kρ˜(G(ρ0 + r0ρ˜)) = O(h), |ρ˜| <
1
C0
.
Soit
ΛεG =
{
(w, η) ∈ C2n / Im (w, η) = εHG(Re (w, η))
}
.
Alors pour ε suffisamment petit, on a
κϕ(ΛεG) = ΛΦε =
{
(z, ξ) ∈ C2n / ξ = 2
i
∂zΦε(z)
}
,
où Φε(z) est une valeur critique de
Φε(z) = v.c.(w,η)∈Cn×Rn(−Imϕ(z, w)− (Imw).η + εG(Rew, η)).
On remarque que, quand ε = 0, l’unique point critique est non-dégénéré.
On est donc en présence du problème général suivant (où on a simplifié les
notations), à savoir l’étude de la valeur critique
Φε = v.c.y∈RnFε(x, y), x ∈ Rn,
où Fε est une fonction régulière à valeurs réelles telle que
y 7→ F0(x, y) possède un unique point critique non-dégénéré y0(x),
∂2εFε(x, y) = 0,
∂αx ∂
β
y ∂εF (x, y) = O(hr−|β|),
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où r = h1/3(h1/2 + δ(y))1/3 et δ(y) ≥ 0 est une fonction lipschitzienne. D’après
les deux dernières propriétés, on voit que
∂yFε − ∂yF0 = O(hε
r
) ε, ∂2yFε − ∂2yF0 = O(
hε
r
) 1,
pour ε  1. Ainsi, pour 0 < ε ≤ ε0  1, on voit que y 7→ Fε(x, y) a un unique
point critique non-dégénéré yε(x) qui dépend de manière régulière de (x, ε).
Afin d’estimer les dérivées de yε(x), on travaille dans un r0-voisinage d’un
point variable (x0, y0) = (x0, y(x0)), r0 = r(δ(y0)) et on pose x = x0 +
r0x˜, yε(x) = y0(x0 + r0x˜) + r0y˜ε(x˜), avec y˜0(x˜) = 0 et où on espère que
y˜ε = O(ε). On pose
Gε(x˜, y˜) =
1
r20
(
Fε(x0 + r0x˜, y0(x0 + r0x˜) + r0y˜)
− F0(x0 + r0x˜, y0(x0 + r0x˜))
)
.
Alors, y˜ε(x˜) est un point critique de
y˜ 7→ Gε(x˜, y˜),
avec
∂αx˜ ∂
β
y˜Gε = O(1), ∂αx˜ ∂βy˜ ∂εGε = O(
h
r20
),
∂y˜G0(x˜, 0) = 0,
∣∣∣det ∂2y˜Gε∣∣∣ ≥ 1C .
On introduit alors le paramètre remis à l’échelle ε˜, donné par ε = r
2
0
h ε˜, ∂ε˜ =
r20
h ∂ε,
et on obtient des bornes uniformes sur toutes les dérivées de la forme ∂αx˜ ∂
β
y˜ ∂
γ
εGε,
tandis que ∂2ε˜Gε est uniformément non-dégénérée. On en conclut que la même
chose est vraie pour ∂αx˜ ∂
γ
ε y˜ε(x˜), donc
∂αx˜ ∂
γ
ε˜ y˜ε = O
((
h
r20
)γ)
,
∂αx ∂
γ
ε (yε(x)− y0(x)) = O
(
r
(
h
r20
)γ
r−|α|
)
.
La valeur critique Gε(x˜, y˜(x˜)) satisfait aussi ∂αx˜ ∂
β
y˜ (Gε(x˜, y˜ε(x˜))) = O(1), d’où
∂αx ∂
γ
ε (Fε(x, yε(x))− F0(x, y0(x))) = O
(
r
(
h
r20
)γ
r−|α|
)
.
On fait le développement de Taylor par rapport à ε et on obtient
Fε(x, yε(x)) =F0(x, y0(x)) + F1(x)ε+ F2(x)ε
2 + ...+ FN−1(x)εN−1
+RN (x, ε)ε
N ,
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où
F1(x) = (∂εFε)|ε=0(x, y0(x)),
∂αxFk(x) = O
(
r2
(
h
r2
)k
r−|α|
)
, k ≥ 1,
∂αx ∂
γ
εRN (x, ε) = O
(
r2
(
h
r2
)N+γ
r−|α|
)
.
Si on revient à notre problème de départ avec
Φε(z) = v.c.(w,η)∈Cn×Rn(−Imϕ(z, w)− (Imw).η + εG(Rew, η)),
on obtient alors
Φε(x) = Φ0(x) + Φ1(x)ε+ Φ2(x)ε
2 + ...+ ΦN−1(x)εN−1 +RN (x, ε)εN ,
où Φ0, ...,ΦN−1, RN satisfont les mêmes estimations et
Φ1(x) = G(y(x), η(x)), (y(x), η(x)) = κ
−1
ϕ
(
x,
2
i
∂Φ0
∂x
(x)
)
.
Étude de P en tant qu’opérateur surHΦε
On rappelle que l’espace HΦε est le sous-espace de L
2(Cn; e−2Φε/hdz) composé
des fonctions holomorphes. Comme Φε − Φ = O(εh), on remarque tout d’abord
que
e−Cε ≤ ‖u‖Φε‖u‖Φ
≤ eCε. (C.4)
On rappelle que notre opérateur peut s’écrire sur L2(Cn; e−2Φ/hdz) de la manière
suivante :
pwΦu(z) =
1
(2pih)n
∫
Γt0
e
i
h
〈z−w,θ〉ψ0(z − w)p
(
z + w
2
)
dwdθ +R1u(z).
On a alors
R1 = O(1)eCεh∞ : L2(Cn; e−2Φε/hdz)→ L2(Cn; e−2Φε/hdz),
et il est possible d’estimer le noyau effectif de l’intégral en tant qu’opérateur sur
L2(Cn; e−2Φε/hdz) par
O(h−n)e− t0h |z−w|2+2Cε,
ce qui nous donne un opérateur de norme O(1)e2Cε : L2(Cn; e−2Φε/hdz) →
L2(Cn; e−2Φε/hdz). On fixe maintenant t0, et on procède à une nouvelle défor-
mation de contour :
Γεt =
{
θ =
2
i
∂z(tΦ + (1− t)Φε)
(
z + w
2
)
+ it0(z − w)
}
, 0 ≤ t ≤ 1.
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Le long de ce contour, en utilisant les estimations sur Φε, on a
∂w,θ
(
ψ0(z − w)p
(
z + w
2
))
= O(1)
(
|z − w|+ ε h
r
(
z+w
2
))∞
≤ O(1)
(
|z − w|+ εh1/2
)∞
Par la formule de Stokes, on voit que pour u ∈ HΦε
pwΦu(z) =
1
(2pih)n
∫
θ= 2
i
∂zΦε( z+w2 )+it0(z−w)
e
i
h
〈z−w,θ〉ψ0(z − w)p
(
z+w
2
)
dwdθ
+Rεu(z),
où
Rε = O(1)(eCεh∞ + h∞) : L2(Cn; e−2Φε/hdz)→ L2(Cn; e−2Φε/hdz).
Quantification contre multiplication
On veut établir la formule de quantification contre multiplication. On note pε =
p
(
x, 2i
∂Φε
∂x (x)
)
(où on dénote de la même manière p et une extension presque
analytique de p) et on prend χ à dérivées bornées. On a alors
(χpwΦu, u)HΦε =
∫
pε|u|2χ(z)e−2Φε(z)/hdz) +O(h)‖u‖2. (C.5)
On ne donne qu’une preuve succincte et on se référera à [45] ou [78] pour plus de
précisions. On rappelle que
ΛεG =
{
ρ+ iεHG(ρ); ρ ∈ R2n
}
,
et que
κϕ(ΛεG) = ΛΦε =
{
ξ = ξε(z) =
2
i
∂zΦε(z)
}
.
On commence par écrire le développement de Taylor de p au voisinage d’un point
de ΛΦε :
p
(
z + w
2
, θ
)
=p(z, ξε(z)) +
∑
p(j)(z, ξε(z))(θj − ξε,j(z))
+
∑
p(j)(z, ξε(z))
(
zj − wj
2
)
+ r(z, w, θ).
Sur Γε =
{
θ = 2i ∂zΦε
(
z+w
2
)
+ it0(z − w)
}
, on a θj − ξε,j(z) = iC(z − w) et
r(x,w, θ) = O(|z−w|2 +h∞). Le noyau effectif de l’opérateurR correspondant
à r peut être estimé par
|R(z, w)| = O
(
h−ne−C|z−w|
2/2h|z − w|2ψ˜(z − w)
)
= O
(
h−ne−C|z−w|
2/2h|z − w|2/h
)
h,
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pour C suffisamment grand (puisque la dérivée seconde de Φε est bornée). On
obtient donc
Re (Ru, u)Φε = O(h)‖u‖Φε .
Pour la contribution du deuxième terme du développement de Taylor, une inté-
gration par partie (cf. [78]) permet de voir que ce terme est un O(h)‖u‖Φε . Le
troisième terme donne simplement
1
(2pih)n
∫
θ= 2
i
∂zΦε( z+w2 )+it0(z−w)
e
i
h
〈z−w,θ〉
(∑
p(j)(z, ξ(z))
(
zj−wj
2
))
dwdθ
=
∑
p(j)(z, ξ(z))
(
zj−zj
2
)
u(z) = 0.
On en déduit (C.5).
D Semi-groupes
On rappelle dans cette section quelques notions et théorèmes de la théorie des
semi-groupes. On s’intéressera particulièrement à la transcription de l’information
spectrale sur le générateur infinitésimal en des propriétés de décroissance du semi-
groupe. Il existe de nombreux ouvrages de référence sur ce sujet ; on peut citer
entre autres [46], [68], [90], [66], [22, 23], [81], [14]. On se basera ici plutôt sur
la courte présentation donnée au chapitre 13 de [30].
Dans la suite, on travaille sur un espace de HilbertH.
Définition D.1. On appelle semi-groupe fortement continu, une famille d’opéra-
teurs {T (t)}t∈R+ vérifiant les propriétés suivantes :
− T (0) = Id.
− T (s+ t) = T (s) ◦ T (t), ∀ t, s ≥ 0.
− Pour toutx ∈ H, l’application
{
[0,+∞[ → H
t 7→ T (t)x est continue.
(D.1)
On remarque que si T (t) est un semi-groupe fortement continu, alors il existe
M > 0 et ω0 ∈ R tel que
‖T (t)‖ ≤Meω0t, t ≥ 0. (D.2)
On est typiquement intéressé par ce genre d’inégalité avec ω0 < 0 et une estima-
tion explicite de ω0.
Définition D.2. On appelle générateur infinitésimal du semi-groupe T , l’opéra-
teur non-borné A, de domaine D(A) donné par l’ensemble des x ∈ H tel que
h−1(T (h)x− x) a une limite quand h tend vers 0 (par valeurs supérieures) et la
valeur de Ax est donnée par cette limite.
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Pour les semi-groupes fortement continus, on peut tout d’abord énoncer un
théorème d’existence et unicité de la solution du problème d’évolution :
Théorème D.3. On suppose que A génère une semi-groupe fortement continu
T (t) surH. Alors pour tout u0 ∈ D(A), u(t) = T (t)u0 satisfait
1. u ∈ C0 ([0,+∞[, D(A)) ∩ C1 ([0,+∞[,H) ;
2. u′(t) = Au(t), u(0) = u0 ;
3. Au(t) = T (t)Au0.
De plus, la solution de la deuxième équation est unique.
Étant donné un opérateur non-borné A sur H, le théorème de Hille-Yosida
répond à la question de savoir siA est le générateur infinitésimal une semi-groupe
fortement continu.
Théorème D.4 (Hille-Yosida). Soit (A,D(A)) un opérateur fermé de H. Soient
ω ∈ R et M > 0. Alors A génère un semi-groupe fortement continu T (t) satis-
faisant ‖T (t)‖ ≤Meω0t si et seulement si
1. D(a) est dense dansH
2. Tout réel λ > ω est dans l’ensemble résolvant de A et vérifie pour tout
n ∈ N, ∥∥(λId−A)−n∥∥ ≤ M
(λ− ω)n .
Remarque D.5. Le théorème de Hille-Yosida est peu utilisable en pratique car il
faut une borne sur toutes les puissances de la résolvante. Dans le cas où M = 1, il
suffit de vérifier l’inégalité pour la résolvante. Si de plus, ω = 0 (i.e. si T vérifie
‖T (t)‖ ≤ 1), on dit que T est un semi-groupe de contraction.
Opérateurs accrétifs
Définition D.6. Un opérateur A de domaine D(A) est dit accrétif si
Re (Ax, x)H ≥ 0, x ∈ D(A).
On peut montrer la proposition suivante :
Proposition D.7. Un opérateur (A,D(A)) à domaine dense et accrétif est fer-
mable. De plus, son extension fermée A est aussi accrétive.
Il est alors naturel de se demander si cette extension accrétive est unique ce
qui nous pousse à introduire la notion suivante :
Définition D.8. On dit qu’un opérateur accrétif (A,D(A)) est accrétif maximal
si pour toute extension accrétive (A˜,D(A˜)), on a D(A) = D(A˜), c’est-à-dire
qu’il n’existe pas d’extension accrétive stricte de A.
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On a alors la caractérisation suivante de l’accrétivité maximale :
Théorème D.9. Soit A un opérateur accrétif, les conditions suivantes sont équi-
valentes :
1. A est maximal accrétif.
2. Il existe λ0 > 0 tel que A∗ + λ0Id est injectif.
3. Il existe λ1 > 0 tel que A+ λ1Id est d’image dense dansH.
On peut alors écrire une version (simple) du théorème de Hille-Yosida dans le
cas des opérateurs accrétifs :
Proposition D.10. Si un opérateur A est maximal accrétif, alors −A engendre
un semi-groupe de contraction.
On veut maintenant essayer d’obtenir des informations sur l’éventuelle dé-
croissance du semi-groupe
Le théorème de Gearhart-Prüss
On va commencer par donner une version non-quantitative de ce théorème (on
peut voir [25] et [67] pour les articles historiques).
Théorème D.11 (Gearhart-Prüss). Soit A un opérateur fermé à domaine dense
D(A) qui génère un semi-groupe fortement continu T (t), et soit ω ∈ R. On
suppose que
∥∥(z −A)−1∥∥ est uniformément bornée dans le demi-plan complexe
Re z ≤ ω. Alors il existe une constante M telle que
‖T (t)‖ ≤Me−ωt, t ≥ 0.
Ce théorème répond à la question du taux de décroissance du semi-groupe,
mais la constanteM n’est pas explicite. Cette constante a été explicitée par Helffer
et Sjöstrand dans [37]. On pose
ω0 =∈
{
ω ∈ R / {Re z > ω} ⊂ ρ(A) et sup
Re z>ω
∥∥(zId−A)−1∥∥ <∞} ,
et pour ω > ω0,
1
r(ω)
= sup
Re z>ω
∥∥(zId−A)−1∥∥ .
On peut alors écrire le théorème suivant :
Théorème D.12 (Gearhart-Prüss quantitatif). Soit A un opérateur fermé à do-
maine dense D(A) qui génère un semi-groupe fortement continu T (t), et soit
ω ∈ R. On suppose que ∥∥(z −A)−1∥∥ est uniformément bornée dans le demi-plan
complexe Re z ≤ ω. Soitm(t) une fonction continue strictement positive telle que
‖T (t)‖ ≤ m(t), t ≥ 0,
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alors pour tout t, a, a˜ > 0 tels que t = a+ a˜, on a
‖T (t)‖ ≤ e
ωt
r(ω)‖1/m‖eω.L2(]0,a[)‖1/m‖eω.L2(]0,a˜[)
, t ≥ 0,
où ‖f‖eω.L2(]0,a[) = ‖eω.f(.)‖L2(]0,a[).
Si on applique ce théorème dans le cas d’un semi-groupe de contraction, on
obtient
Proposition D.13. Soit T (t) un semi-groupe de contraction. On suppose qu’il
existe ω < 0 tel que r(ω) > 0. Alors
‖T (t)‖ ≤
(
1 +
2|ω|
r(ω)
)
eωt.
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Thèse de Doctorat
Virgile ROBBE
Étude semi-classique de quelques équations cinétiques à basse température
Semiclassical study of some low-temperature kinetic equations
Résumé
Dans cette thèse, on s’intéresse à des équations
cinétiques faisant apparaître un petit paramètre h
correspondant au régime des basses
températures du système. Plus précisément, on
effectue une analyse du spectre proche de 0
pour les opérateurs associés à ces modèles. Les
méthodes utilisées varient suivant l’équation
étudiée de l’hypocoercivité hilbertienne à
l’analyse semi-classique. On montre également
la structure supersymétrique d’un des modèles.
Les résultats spectraux obtenus sont traduits en
terme de décroissance du semi-groupe associé à
l’opérateur.
Abstract
In this thesis, we are interested in some kinetic
equation in which there is a small parameter h
which corresponds to the low-temperature regime
of the system. More precisely, we provide an
analysis of the spectrum near 0 of the operators
associated to the models. The technics are quite
different depending on the studied equation :
from hypocoercivity to semiclassical analysis. We
also show the supersymmetric structure of one of
the models. The spectral results are translated
into semigroup decay rate estimates for the
associated operator.
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