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Abstract
Geo-location and tracking technology, once confined to the industrial and military
sectors, have been widely proliferated to the consumer world since early in the twenty-
first century. The commoditization of Global Positioning System (GPS) and inertial
measurement integrated circuits has made this possible, with devices small enough
to fit in a cellular phone. However, GPS technology is not without its drawbacks: Its
power use is high, and it can fail in smaller, obstructed spaces. Magnetic positioning,
which exploits the magnetic field coupling between a set of transmitter beacon coils
and a set of receiver coils, is an often overlooked, complementary technology that
does not suffer from these problems.
Magnetic positioning is strong where GPS is weak; however, it has some
weaknesses of its own. Namely, it is subject to distortions due to metal objects
in its immediate vicinity. In much of the prior art, these distortions are ignored or
either statically measured and then corrected.
This work presents a novel technique to dynamically correct for distorted fields.
Specifically, a tri-axial magnetometer and a tri-axial accelerometer are integrated
with the magnetic positioning system using a complementary Kalman filter. The end
result resembles a tightly-coupled integrated GPS/inertial navigation system.
The results achieved by this integrated magnetic positioning system prove the
viability of the approach. The results are demonstrated in a real-world environment,
where both strong, localized distortions and spatially broad distortions are corrected.
vi
In addition to the integrated magnetic position system, this work presents a novel
scheme for calibrating the magnetic receiver; this technique is termed application
domain calibration. In many real-world situations, low-level measurement and
calibration will not be possible; therefore, this new technique uses the same set
of demodulated and down-mixed data that is used by the magnetic positioning
algorithms.
vii
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Chapter 1
Introduction
1.1 Motivation
The last decade or so has seen incredible growth of small-form-factor navigation and
geo-location technology. What once was found only in the cockpit or on a ship’s
bridge can now be found in nearly every cellular phone. In fact, a complete satellite
navigation system and an inertial navigation system (INS) can be contained in three
small integrated circuits which take up less than an inch of circuit board space.
These systems almost always consist of a global positioning system (GPS) receiver
and an inertial measurement unit (IMU). Products span the commercial, industrial,
consumer, and public sector with applications nearly endless in scope.
However, GPS based systems suffer from some major shortcomings that limit their
use in many situations. Their limitations include the following:
• They have relatively slow update rates–one update per second is common.
• Satellite signals are subject to frequent drop-out–especially in areas without a
clear view of the sky.
• GPS receivers consume relatively large amounts of power.
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• Accuracy is on the order of a meter or larger without specialized hardware or
processing.
These limitations are irrelevant for the applications for which GPS is envisioned, such
as large scale navigation, but for small scale applications where rapid updates and
high precision are required, GPS based systems prove insufficient. This is even more
pronounced where the receiver is forced to operate indoors or to operate for long
periods of time with a small battery.
Clearly, GPS is not an optimal solution in these situations; so, many other
positioning techniques have been proposed. Liu et al. in [1] presents several
alternatives; however, the majority of these approaches suffer weaknesses similar to
GPS or introduce their own complications.
A positioning technique not included by Liu is the basis for this research project.
It is first introduced by Jack Kuipers in [2] and then vastly improved by Frederick
Raab in [3]. A very accessible presentation is given in textbook form in [4]. For the
purposes of this document, this system will be referred to as a magnetic positioning
system. It consists of a tri-axial magnetic coil transmitter (or beacon) and a tri-axial
magnetic coil receiver. The coils in the transmitter are oriented orthogonally and each
transmits a different signal creating three magnetic dipoles. The coils in the receiver
are also oriented orthogonally, and the receiver is able to separate the received signals
based on which transmitter coil generated them. Then, from the known radiation
pattern of the transmitter dipoles, the position and orientation (collectively referred
to as the pose) of the receiver can be determined relative to the transmitter.
This type of system has some advantages over a GPS based system. For one,
because of the passive nature of the receiver coils, the system can be very low power.
Also, the magnetic signals penetrate most common objects, and therefore, the system
is not subject to dropout. Furthermore, the update rate can be relatively high, and
sub-foot accuracies are possible.
2
1.2 Approach
Despite the advantages of a magnetic positioning system over a GPS based system,
there is one paramount difficulty: magnetic distortions. These distortions are induced
by the signals leaving the transmitter.
The receiver of the system is able to resolve a 3-D vector of each of the three
transmitted fields. In other words, the system has nine measurements. The unknowns
of the system are the position and orientation which can be represented with six
quantities. Therefore, in the absence of distortion, it is possible to determine the
position and orientation of the receiver. However, with distortion present, another
nine unknowns are added to the system and it becomes under-determined.
In order to address this situation, other sensors, and therefore more information,
are added to the system to aid in estimating position and orientation. Specifically, a
tri-axial accelerometer and magnetometer are added. Collectively, these are referred
to as the magnetometer-accelerometer (MA). Usually, gyroscopes are also used when
attempting navigational tracking, but they are not used in this effort as will be
discussed in what follows.
While the addition of the accelerometer and magnetometer introduce more
information into the system, each sensor also adds more unknowns to the system.
Therefore, the system remains under-determined, and something more is needed. An
integrated navigation system built around a Kalman filter is designed to meet that
need. The ubiquitous Kalman filter is first introduced in 1960 by R. E. Kalman [5].
To call it a filter is somewhat misleading; in fact, it is an iterative estimator. It is
able to incorporate all of the past measurements of the system and thus take a system
from being under-determined to being overdetermined. In addition, it provides a very
elegant mechanism for fusing measurements from several different sensors.
3
1.3 Objective
The objective of this project is to develop a magnetic positioning and tracking system
which remains robust in the presence of environmental distortion. In order to do this,
the system uses two extra sensors. In addition to the typical magnetic positioning
sensor, the system includes a tri-axial accelerometer and a tri-axial magnetometer.
Measurements from these three sensors are fused together and result in estimates of
both position and orientation of the receiver relative to the transmitter. In addition,
the system also produces estimates of the errors seen by the sensors.
Before completing the above objective, it is necessary to calibrate the three receiver
sensors. Therefore, a side-goal of the project is to design and develop calibration
processes for the sensors.
1.4 Organization
The rest of this document gives details about the development of the magnetic
positioning system. Chapter 2 describes the nature of the tracking problem in more
detail. Chapter 3 examines some of the approaches to the problem found in the
literature. Chapter 4 describes the prerequisite calibration procedures and algorithms.
Chapter 5 looks in depth at the approach to solving the tracking problem. Chapter
6 presents the results achieved by the magnetic positioning system. And Chapter 7
presents some closing remarks.
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Chapter 2
Background and Problem
Description
This chapter gives an overview of magnetic positioning and describes some of the
practical issues. Section 2.1 lays the foundation for approaching the problem. Section
2.2 describes the theory behind magnetic positioning without considering any non-
ideal distortions or interferences. In Section 2.3, the techniques are re-examined in
light of real world difficulties such as magnetic field distortions. Finally, in Section
2.4 the requirements and design objectives of the magnetic position system are
summarized.
2.1 System Background
This section outlines the hardware of the system and some of the conventions that
are adopted for approaching the magnetic tracking application. With regard to the
hardware of the system, there are four main components: a magnetic coil transmitter,
a magnetic coil receiver, a receiver accelerometer, and a receiver magnetometer. Each
of these will be treated in a subsection below.
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2.1.1 Magnetic Transmitter
The magnetic transmitter, or beacon, forms the backbone of the system. It is placed
at the center of the tracking volume, and all positions and orientations are estimated
relative to its position and orientation. In other words, it creates the frame of reference
for the system. Its physical setup is fixed before the system is activated, and therefore,
its orientation relative to the earth is constant. It is also assumed that this orientation
is known or can be measured before the operation of the system. The orthogonal axes
of the transmitter’s frame of reference are denoted x, y, and z and make up a right-
forward-up coordinate system.
Three orthogonal coils are held within the transmitter and are aligned along the
transmitter’s frame of reference. The coils are referred to as the x -coil, y-coil, and
z -coil. This is illustrated in Figure 2.1. The three coils are close enough in space to
be considered co-located. The z -coil is referred to as the vertical coil, although it is
only nominally vertical. The other two coils are referred to as the horizontal coils
because of their nominally horizontal orientation.
2.1.2 Magnetic Receiver
Like the transmitter, the receiver also contains three, orthogonal, co-located magnetic
coils. For the purposes of this work, the axes of the receiver’s frame of reference are
denoted u, v, and w and make up a right-forward-up coordinate system. Each coil of
the receiver is oriented along a corresponding axis of the receiver frame of reference.
The coils are therefore referred to as the u-coil, v -coil, and w -coil. The coil setup for
the receiver is illustrated in Figure 2.1. It is assumed that the direction of movement
(i.e. heading) is nominally oriented more along the positive v -axis than any other
axis. It is also assumed that the u-coil is nominally oriented to the right and the
w -coil to the vertical. None of these assumptions are concrete, and normal operation
allows for frequent deviations from this.
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Figure 2.1: This diagram shows the orientation and labeling of the frames of
reference and the coils of both the transmitter and receiver.
In addition to the coils, the receiver contains processing hardware that demod-
ulates the received signals to base-band and records the measurements, which are
complex-valued due to the time phase. This allows for off-line algorithm development
during this research.
2.1.3 Magnetometer-Accelerometer
The main goal of this project is to fuse accelerometer and magnetometer measure-
ments with magnetic location data, and so the receiver also contains an accelerometer
and a magnetometer. These are referred to as the magnetometer-accelerometer (MA).
For reasons explained elsewhere, no gyroscope is used, and the MA is an inexpensive
one. The ST Microelectronics LSM303DLHC tri-axial accelerometer/magnetometer
was chosen for use, and an evaluation board was fitted to the legacy receiver hardware.
Its axes are aligned with those of the receiver coils. The specifications of both the
accelerometer and magnetometer are somewhat configurable, but for this project they
are fixed as given below:
The accelerometer specifications are as follows [6]:
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• 12-bit digital output
• ±4-g full scale
• 2 mg/LSB sensitivity
• 60 mg zero-g offset
• Sample rate of 50 Hz
The magnetometer specifications are as follows [6]:
• 12-bit digital output
• ±1.3 Gauss full scale
• 2 mGauss resolution
• Sample rate of 15 Hz
2.1.4 Frames of Reference
There are three pertinent coordinate frames of reference in the magnetic tracking
system: the receiver frame of reference, the transmitter frame of reference, and the
earth frame of reference.
The receiver frame of reference is aligned with the receiver’s primary sensor axes—
u, v, and w. All the sensors on the receiver are aligned with this coordinate frame;
therefore, all the measurements have this frame as their basis. Using traditional
navigational language, this frame is referred to as the body frame [7].
The transmitter frame of reference is aligned with the three orthogonal transmitter
coils—x, y, and z. Since they emanate from the transmitter, the magnetic beacon
fields are native to this frame. This frame establishes the position and orientation
reference for the magnetic tracking application. Using traditional navigational
language, this is a local-level frame [7].
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The earth frame of reference is an east-north-up right-handed coordinate frame
centered at the transmitter. For simplicity in dealing with the magnetometer, this
project uses magnetic north and east rather than true north and east. The “up”
axis corresponds to the direction opposite the earth’s gravity. The geo-magnetic field
measured by the magnetometer and the gravity vector measured by the accelerometer
are native to this frame, even though the measurements are made in the receiver
frame. Because of this, the magnetometer and accelerometer measurements enable
an estimate of the rotation between the receiver and the earth frame [8]. More will be
said about this later in this document. Since this frame differs from the transmitter
frame by only a rotation, it is also a local-level frame. It could be used as the position
and orientation reference for the system, instead of the transmitter frame, but the
analysis would be more difficult.
2.2 Magnetic Positioning in the Absence of Inter-
ference
As mentioned above, it is possible to glean position and orientation information from
measurements of magnetic dipoles. This section attempts to describe how this can
be done when the signals are pure and experience no interference. The magnetic
transmitter and magnetic receiver are the only two components required to estimate
the pose; with no interference, the accelerometer and the magnetometer are not
needed.
The purpose of the transmitter coils is to establish a position reference and to
generate the fields necessary for determining the pose of the receiver. Each of the
transmitter coils creates a magnetic dipole. These dipoles are aligned along the x, y,
and z coils of the transmitter, and they each have identical dipole moments. They
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are expressed as
mx = m

1
0
0
 , my = m

0
1
0
 , and mz = m

0
0
1
, (2.1)
where m = ‖mx‖ = ‖my‖ = ‖mz‖ .
The signal on each coil consists of a modulated, sine-wave carrier. The
modulations on each coil are mutually orthogonal and unitary so that the receiver
can distinguish between them. In other words,
∫
T
ax(t)ay(t)dt = 0 (2.2)∫
T
ax(t)az(t)dt = 0 (2.3)∫
T
ay(t)az(t)dt = 0, (2.4)
and
∫
T
ax(t)ax(t)dt = 1 (2.5)∫
T
ay(t)ay(t)dt = 1 (2.6)∫
T
az(t)az(t)dt = 1, (2.7)
where ax(t), ay(t), and az(t) are the modulations applied to the x, y, and z coils,
respectively; and T is the period of the modulation waveform. Figure 2.2 illustrates
the signaling scheme for the transmitter, including the three modulation signals and
the carrier sinusoid. (The carrier is shown as a complex exponential to ease analysis.)
The carrier frequency (fc =
ωc
2pi
) used for the transmitter is 27 kHz; therefore, the
wavelength of the radiated field is much, much greater than the distance between the
receiver and transmitter. This allows the near-field, quasi-static dipole models to be
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Figure 2.2: The transmitter signal path for each coil.
used. Thus, for each of the transmitter coils, the magnetic flux density at a position
of r =
[
x y z
]T
can be modeled as
bx(r, t) =
µ0
4pir5
(
3r(rTmx)−mxr2
)
ax(t)e
jωct (2.8)
by(r, t) =
µ0
4pir5
(
3r(rTmy)−myr2
)
ay(t)e
jωct (2.9)
bz(r, t) =
µ0
4pir5
(
3r(rTmz)−mzr2
)
az(t)e
jωct, (2.10)
where r is the magnitude of r and µ0 is the permittivity of free space. Notice that
these represent vector fields. A cross section of the shape of the vector field of a single
coil resembles that shown in Figure 2.3.
As will be discussed below, the time dependence of (2.8)–(2.10) can be removed
through mixing and demodulation. In that case, they become
bx(r) =
µ0
4pir5
(
3r(rTmx)−mxr2
)
(2.11)
by(r) =
µ0
4pir5
(
3r(rTmy)−myr2
)
(2.12)
bz(r) =
µ0
4pir5
(
3r(rTmz)−mzr2
)
, (2.13)
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Figure 2.3: A cross section of the shape of the vector fields created by a transmitter
coil. The dipole orientation is given by the red arrow.
With the time dependence removed, the vector fields are expressed as a column-matrix
given by:
Bt =
k
r5
(
3rrT − Ir2) , (2.14)
where k is the all-encompassing gain factor of the coils. In other words,
k =
µ0m
4pi
. (2.15)
The superscript t indicates the transmitter’s frame of reference. This equation can
be expanded as,
Bt =
k
r5

3x2 − r2 3xy 3xz
3xy 3y2 − r2 3yz
3xz 3yz 3z2 − r2
 . (2.16)
This is referred to as the field component matrix or sometimes just the field matrix.
Here, the matrix is expressed in the transmitter’s frame of reference.
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It should be noted that the above equation contains a hemispherical ambiguity.
That is, the fields are equal at point r and its negative, −r. This fact requires that
the hemisphere be deduced by some other method or be established in advance. In
practice, after a sufficient radial maneuver, this information can be deduced without
much difficulty, and so it is not addressed further.
As stated above, every magnetic positioning system requires multiple transmitter
coils as well as a magnetic receiver. The purpose of the receiver is to measure the
dipoles produced by the transmitters. It has to be able to resolve the dipoles in three
dimensions, and therefore, requires three coils with axes that span 3-D space. In this
work, the u, v, and w coil axes are oriented along the orthogonal axes of a right-hand
coordinate system.
The three separate receiver coils each measure the three transmitted dipoles
producing a total of nine measurements. Each receiver coil has its own electronic
processing channel to perform this. Figure 2.4 shows the processing for the u-coil.
The other coils are identical. The first task of the coil processing is to down-mix to
remove the carrier. Then the signal from the coil is multiplied by each modulation
signal and integrated over a cycle. The result of each integration represents the
intensity of the modulation signal which is picked up in the given coil.
The nine measurements make up the fields matrix in the receiver frame of reference
given by:
Br =

bxu byu bzu
bxv byv bzv
bxw byw bzw
 , (2.17)
where the elements of the matrix are the outputs of the demodulation process, with
each column representing the outputs for a single transmitter coil modulation. It is
trivial to see that if the orientation of the u/v/w receiver coils are aligned with the
x/y/z transmitter coils, then Br = Bt. If they do not align, then
Br = R
t:r
Bt, (2.18)
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Figure 2.4: Down-mixing and demodulation. The down-mixing and demodulation
signal flow for the u-coil channel.
where R
t:r
is a rotation matrix that transforms from the transmitter’s frame of reference
to that of the receiver.
Using the field matrix, it is possible to calculate the position and orientation
of the receiver relative to the transmitter. Within equation (2.18), there are six
unknowns: x, y, z, and the three quantities required for the rotation matrix. There
are several direct approaches that can be used to solve for the six unknowns: the
Kuipers’ algorithm from [4] is chosen for this project. However, this algorithm and all
of the others become ineffective when distortions arise. The nature of these distortions
will be covered in the next section.
2.3 Real-World Complications
Transmitted magnetic fields, such as those in the current work, have one paramount,
practical difficulty. That is, every transmitted field produces parasitic fields in nearby
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metal objects. In [9], when discussing the use of magnetic positioning systems for
medical devices, the authors state:
The problem of magnetic disturbances affecting the performance of elec-
tromagnetic tracking devices remains an extremely important limitation
of these systems.
This is true whether the system is a medical system, which usually has a tracking
volume on the order of a few square meters or less, or whether the system is a large
area as envisioned in this application. In fact, it can be argued that a larger area will
have more potential for magnetic disturbances just due to its size, and so the problem
is more pronounced in this project.
This section describes the effects of the parasitic fields. It also discusses other
practical complications and constraints related to available hardware and processing.
2.3.1 Ferromagnetic Effects
The induced interfering fields are of two different varieties. Ferromagnetic errors
occur when a magnetic field couples to a ferrous metal. In this case, the impinging
magnetic fields cause a parasitic magnetic field to be created inside the metal. This
parasitic field then interferes with the transmitted field. Of the two types of errors,
this type is dominant at lower frequencies and is present even with the geo-magnetic
field. This means that the magnetometer measurements in this system are affected.
2.3.2 Eddy-Induced Errors
Eddy errors are present only when the transmitted field has a time-varying compo-
nent, and they are due to Faraday’s law. They occur with every type of conductor, not
just ferromagnetic metals. In general, their direction is in opposition to the direction
of the time-change of the impinging field.
For the purposes of this effort, eddy-induced errors are categorized as bulk or acute
errors. Bulk errors occur when eddy-currents are induced in large metal objects;
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acute errors occur when a larger eddy-current is induced in a highly localized metal
conductor. Within the area where a receiver is operating, there are conductors such
as buried cables or home wiring. If they form a loop or circuit, the transmitted signal
couples into these conductors, and it creates a very acute interference. To illustrate
how these errors might occur, the following simplified example is given:
Consider the effect of a circular loop of wire that lies perpendicular to a magnetic
field coming from a single-coil transmitter. Assume that the loop has a radius of rL
and that the field is uniform over the loop. Also assume the transmitter flux density
is sinusoidal and can be modeled by
Bt = α sinωt.
By Faraday’s law the induced electric field in the loop has the following relationship
with the flux density: ∮
L
Et·dl = − d
dt
∫∫
S
Bt·dS,
where L is the contour of the wire loop and S is the surface enclosed by the loop.
With the given assumptions, Bt is uniform over the surface, and therefore Et·dl will
also be constant over the loop. Specifically, the following relationship holds
2pirLEt = −pir2L
dBt
dt
,
where the vector designations of Et and Bt are dropped with the understanding that
a positive Bt is oriented in the direction of S and a positive Et is oriented along the
direction of the wire L. Therefore, the electric field in the wire is
Et = −1
2
rLαω cosωt.
This electric field creates a current in the loop which induces an interfering
magnetic field, sometimes called an eddy field. This effect is a manifestation of
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Ampe`re’s law. The interfering flux density due to the metal loop at a distance R
away from the loop can be calculated from the following approximation
∮
2piR
Bm·dl ≈ µIw,
where Iw is the current induced in the wire due to Et and µ is the permeability of
the medium. By Ohm’s law
Iw = σwEtAw,
where σw is the conductivity of the wire, and Aw is the cross sectional area of the
wire. The interfering flux density is then
Bm ≈ −µ0σwαωrLAw
4piR
cosωt. (2.19)
A couple of interesting things can be gleaned from formula (2.19) above. First,
the strength of the interfering field falls off inversely with the distance away from
the conductor. Also, for a sinusoidal transmitted field, the interfering field is also
sinusoidal and lags the transmitted signal by 90°. In the real world, this last
observation may not hold due to the fact that any real-world current loops may
have complex-valued impedance that will introduce some phase shift.
Figure 2.5 illustrates the relative orientations of the incoming field, the induced
current, and the induced interfering field. Note that the induced signals are only
present with a changing magnetic field (like the one in our example) and are oriented
such that they oppose the change in the transmitted field.
2.3.3 Distortion Effects and Compensation
Regardless of whether a distortion is ferromagnetic or eddy-induced or whether it is
bulk or acute, its effect will cause serious errors in the magnetic positioning system.
Figure 2.6 shows the position as calculated from uncompensated magnetic data. It
was collected by walking around an area that includes two locations with minor, acute
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Induced Magnetic Field
Field from Transmitter
Induced
Current
Figure 2.5: This diagram shows the orientations of the induced current and the
induced magnetic field due to the transmitter field. Note that the induced signals are
only present with a changing magnetic field and are oriented such that they oppose
the change in the transmitted field.
eddy-interference. The most notable disturbance is in the lower left corner; the other
is a single point at the top and toward the right.
The Kuipers algorithm [4] is used to calculate the position for this example.
However, with distortions present, the nine measurements do not provide enough
information to correctly solve the formula; and as can be seen, relatively minor
distortions causes severe errors in the position.
In light of these real-world effects, it is obvious that more information is needed
before accurate pose can be determined. The accelerometer and magnetometer help
provide this information. Each of these sensors adds several more measurements,
but they also each add more unknowns. The net effect is a decrease in the under-
determined nature of the system. However, the system is still under-determined, and
more must be done. The approach for this project is to add sensors and incorporate
the complete time-history of measurements through the use of a Kalman filter.
2.3.4 Hardware and System Limitations
In addition to the measurement difficulties described above, several limitations are
enforced in order to meet the needs of the magnetic tracking application. A magnetic
18
	  Figure 2.6: This real-world data shows two examples of acute interference. The
left side of the data should have been straight and demonstrates the effects of bulk
interference. Units are in feet with the transmitter at the origin.
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positioning system can take many different forms, but for this project, the following
objectives are targeted:
• Low Power. In one target use-case, a receiver will be worn on the body,
possibly for days at a time without recharging. In this situation, it will be
imperative that the system use as little power as possible. In addition, a non-
intrusive package is required which precludes the use of large batteries and
further hinders the power budget.
• Compact Size. Since the receiver might be worn on the body for long periods
of time, it should be compact enough to not hinder the person wearing it.
• Low Cost. It is possible that dozens of receivers might be in operation with a
single transmitter. Therefore, the cost of goods, especially in the receiver has
to be kept low.
• Relatively Long Range. Most of the applications that employ magnetic
positioning systems operate over small tracking volumes, sometimes as small as
1 meter on a side (cf. [10]). However, for the envisioned applications, a large
tracking volume is needed–on the order of 60 meters on a side.
• Rapid Reconfiguration. The system should not be tied to a specific
environment. In other words, if the system is moved from one location to
another, setup should be very quick.
2.4 System Requirements and Objectives
The previous sections enumerate some of the limitations and constraints of a magnetic
positioning system that will meet the needs of the envisioned applications. Using these
limitations, it is possible to draft the system requirements and objectives. They are
as follows:
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1. Sensor position must be estimated, as well as orientation.
2. Low-performance inertial sensors must be used. High performance sensors tend
to be large and expensive.
3. Gyroscopes can not be used. Usually, navigation sensor systems contain
gyroscopes. In fact the cost, size, and function of gyroscopes will fit the
needs of the system. However, their power use makes them unacceptable.
While accelerometers and magnetometers draw on the order of 100 μA or
less, gyroscopes can approach 10 mA; which for a system that must operate
continuously for possibly days at a time on a small battery, this power draw is
unacceptable.
4. Any compensation for induced interference must be done in real-time during
operation. By contrast, in many applications, a calibration procedure is used
(e.g. [11]) to create a signature or “fingerprint” of the magnetic field anomalies
for a specific setup and area. This approach is not acceptable for this system
due to the amount of setup work that must be to be done before operation.
5. In order to meet the need for long-range operation, the signaling used by the
transmitter should have significant AC component. Since coils are used as the
magnetic sensor, an electric field is induced in the receiver proportional to the
time derivative of the transmitted field. This is in accord with Faraday’s law.
Therefore, the higher the frequency, the stronger the signal which is induced in
the sensor.
6. With an AC type of signaling, there will be significant errors induced by eddy
currents, for which compensation must be applied.
7. Anomalies in the geo-magnetic field due to ferromagnetic effects should be
corrected.
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8. The system should be rapidly reconfigurable. No long calibration routines or
specific, detailed setup should be performed.
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Chapter 3
Prior Art
This chapter summarizes the current state of the art relevant to this project. The
concepts behind magnetic positioning have existed for more than 30 years, and
much work has been done in the area up to the present. However, with regard
to compensation for magnetic distortions, very few of the articles found could be
considered comparables for this work. The reason for this lack of comparable work
is unknown, but it may have to do with the fact that most of the deployed magnetic
positioning systems have relatively small tracking volumes. Not only that, but these
systems are usually set up once and rarely moved. The distortions experienced by
these types of systems can be handled differently. To be more specific, the problem
of magnetic distortion compensation is largely treated in two ways:
• It is ignored under the assumption that the operating environment can be
cleared of distorting metal objects.
• Off-line measurement of the distortions is used to characterize the environment
before deployment.
As should be clear from the last chapter, these two approaches are not acceptable
for this project. In summary, the targeted application for the systems currently
available have a much different paradigm than the application envisioned in this
project, and this seems to result in only a couple of directly comparable works.
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For this work, compensation is achieved through integration of magnetometer and
accelerometer (MA) data. Only one other author (Roetenberg [12]) considers the use
of an MA with a magnetic positioning system; and while he briefly mentions the
use of MA data with magnetic positioning data, he is mostly focused on correcting
distortions in the magnetometer. This work will be examined in more detail below.
3.1 Relevant Literature
3.1.1 Foundational Background
The patent by Kuipers in [2] describes one of the first methods to measure relative
position and orientation of a device through magnetic fields. It uses coils to both
transmit and receive magnetic fields. However, the configuration of the coils is not
in two sets of three orthogonal coils. In [13], Kuipers expands his system to include
an orthogonal, three-coil transmitter and receiver. Both of these systems, however,
require a hard link between the transmitter and receiver in order to sync them in
time and phase.
Building upon that, Raab in [3] presents a system whereby time-phase information
is coded into the transmitted signal such that no hard link is required. He expands
his system and adds a computational process for determining position and orientation
in [14].
In [15], Raab et al. discusses the mathematical model for an orthogonal, tri-coil
transmitter and an orthogonal, tri-coil receiver system that seeks to measure position
and orientation. This is an oft-referenced paper and has set the foundation for much
of the subsequent research. The hardware for this system is very similar to the
hardware proposed in this document. Despite all this, the emphasis of the paper is a
little dated as it attempts to linearize the system and make approximations so that
the math processing will be tractable. This is not of paramount importance with the
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processing hardware of today; however, it would be worthwhile when trying to trim
down the processing time for use in an embedded system.
The most concise and clear presentation of the algorithms to extract position and
orientation is given by Kuipers in [4]. In this book, he gives a brute force technique
for solving the system, as well as an iterative technique which uses quaternions. This
technique is directly adopted for this project, but for details, one should consult [4].
3.1.2 Induced Errors and Correction Techniques
As discussed in Section 2.3, transmitted magnetic fields induce parasitic fields in
nearby metal objects. That interference is of two types: ferromagnetic effects due to
ferrous metals, and eddy currents due to changing magnetic fields.
In [16], Nixon et al. examines in detail induced errors due to metal objects located
in proximity to the positioning system’s receiver and/or transmitter. A model is
presented for the sensitivity of a measurement system as a function proportional to
the distance to the fourth power. The work compares two commercial systems with
different signaling schemes–one of them uses AC-signaling and the other a quasi-DC
scheme. Much of the work is empirical in nature and agrees with relevant theory.
This paper also examines the effect of power line interference and computer
monitor interferences. With an AC-signaling transmitter as presented herein, a high-
pass filter prior to the ADC will eliminate these noise sources before they can do
any harm. Reference [16] also notes that the proposed type of AC-signaling can
benefit from the reduced permeability at higher frequencies and therefore reduced
ferromagnetic effects.
The methods to deal with the induced-field problem fall into two categories within
the literature: The first category is off-line characterization; the second is real-time
detection and correction.
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Off-Line Characterization
The most common method for correcting errors in magnetic fields is through
characterization of the operating environment. This consists of an off-line process
to record the signature of the magnetic environment and its anomalies. Correction
can then be applied based on the recorded anomalies. Within the body of literature,
this type of correction is often called calibration, which in this author’s opinion is a
misnomer. Examples of this type of correction are found in [17], [18] and [19]. Many
of these techniques also require external hardware. For instance, [11] uses an optical
tracking system to provide the “truth” for a calibration system. Similarly, [20] uses
an ultrasonic distance measuring system.
For the project described in this document, none of these calibration procedures
are acceptable as they require a pre-operational step to measure the interference and
distortions. They also usually require separate hardware setups which are outside the
purview of this project.
Dynamic Correction
Instead of off-line correction, this research implements a real-time (i.e. dynamic)
correction technique. Two relevant techniques are found in the literature that are
considered dynamic correction techniques.
The first technique is described in a series of papers by Prigge [21, 22, 23],
with the most detail about the compensation technique being found in [23]. This
paper presents a magnetic positioning system that consists of numerous magnetic
transmitters that are distributed over a wide area. The position of each transmitter
is known beforehand and is used to calculate the position.
One distortion mitigation technique the author uses is a natural outcome of the
numerous distributed transmitters: That is, redundancy provided through many
transmitters. In other words, the extra transmitters add more information to the
system than is needed in an ideal sense. Also, because the transmitters are distributed
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in space, the distortions that they induce have different signatures and affect the
position measurement in different ways. In other words, a transmitter at a certain
location may create an error that couples strongly with the receiver, while other
transmitters may not create any errors. Therefore, the system has an inherent
advantage over a system with three, co-located transmitter coils.
In this paper, Prigge treats eddy-induced errors and ferromagnetic errors in
separate ways. The approach to eddy-current compensation is unique in the literature.
Much of the uniqueness is reliant on a Code-Division Multiple Access (CDMA)
signaling scheme which allows a measurement to be taken at the chipping rate of
the system. This results in numerous measurements per cycle. These measurements
are then used to compute a least squares solution for the system model. This is done
twice: The first time, the solution is calculated with a system model that includes no
eddy-induced errors; the second time, the model includes eddy-induced errors. If the
two solutions differ by a certain amount, it is assumed that eddy-induced errors are
present, and the corresponding model is used.
Prigge treats ferromagnetic errors differently than eddy-induced errors. In the
ferromagnetic case, errors are detected by measuring the amount of disagreement
between the multiple transmitters. Then the error is estimated such that it brought
the transmitter measurements back into the best possible agreement. Obviously,
this method depends on the fact that multiple, spatially-separated transmitters are
available, and as such, this technique is not applicable with the hardware presented
in this document.
The second dynamic correction technique found in the literature is described in a
series of papers by Roetenberg et al. [24, 25, 10, 12].
In [12], the authors present a method of correcting for ferromagnetic induced errors
in the geo-magnetic field. They achieve a very reliable estimate of the orientation of
a device in the presence of parasitic fields using a Kalman filter to fuse the data from
an inertial measurement unit –a tri-axial gyroscope, a tri-axial accelerometer, and
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a tri-axial magnetometer. With their model, the Kalman filter is able to track and
therefore compensate for geo-magnetic anomalies induced by ferromagnetic effects.
The techniques used in [12] show tremendous promise; however, there are several
significant differences from what is accomplished in this project. For one, the
system given by Roetenberg only estimates orientation; it does not estimate position.
Furthermore, the system does not include a magnetic transmitter. Also, it uses a full
magnetometer-accelerometer-rate-gyroscope (MARG) system, and since gyroscopes
require too much power, they cannot be used for this research effort.
In [24] and [10], Roetenberg’s technique is extended to include a magnetic
transmitter to estimate position. However, the transmitter used is quasi-DC with
very low update rate and is not suitable for the proposed system. Again, the author
uses a Kalman filter to fuse the data, but it seems that the Kalman filter is used
only in the same fashion as it is in [12]. In other words, the Kalman filter is used to
fuse the MARG data with itself and to compensate for ferromagnetic errors in the
geo-magnetic field; the filter is not used directly in the estimate of the position or to
compensate for eddy-induced errors.
3.2 Limitations of Current Art
Numerous papers exist describing positioning from magnetic dipole transmitters, but
most ignore or gloss over the magnetic anomalies induced from transmitted fields.
These anomalies can cause drastic deviations from the ideal fields. Of the segment
of the literature that addresses these deviations, the majority of them are off-line
calibration methods that take place before the system is activated. Only a couple of
works attempt to correct the problem in real-time. Of these, one ([23]) is tied to a
specific system concept and cannot be easily extended to other concepts. The other
([12]) uses Kalman filters to fuse external data from a MARG; however, as previously
discussed, the compensation is limited to the estimation of orientation rather than
position.
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Table 3.1 shows a summary of the most comparable literature. The numeral beside
each category heading is a cross reference to the constraints and limitations for this
project, which are listed in Section 2.4. This is done so that the reader can understand
the weaknesses of each work with regard to the needs of this project. Each cell is
color coded based on its applicability to the needs of this project. Green indicates it
will meet the needs for this research; red indicates it will not; and yellow means it is
unclear or unknown. “NA” stands for “Not Applicable” and indicates the reference
does not address the topic.
As can be seen from the table, only Roetenberg even considers using inertial
sensors in conjunction with a magnetic positioning system. As such, this author is
the most comparable author, but the application is widely different than the one
in this project, which results in some significant differences in technique. First, a
short range system with quasi-DC signaling is used. Thus, negligible eddy currents
are present, and so no eddy-compensation is considered. Second, in contrast to this
project, the author is not as concerned with power, and so gyroscopes are used. The
“Position Estimate” category is colored yellow because the author is mostly concerned
with estimating orientation, and very little is presented with regard to estimating
position.
From the table, it might appear that Prigge’s work is very comparable to what is
being proposed. However, the deployment of the author’s system requires a complex
setup phase where multiple transmitter coils are spread over an area. Not only that,
but the receiver in the system needs a priori knowledge of that setup. So, while
no off-line correction process is specifically required, extensive pre-configuration is
necessary. Therefore, the author’s approach to solving the problem at hand and the
author’s application are extremely different from the goal of this project.
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Raab et al. [14],[15] NA NA
Prigge et al. [21],[22],[23] NA NA
Roetenberg et al. [24],[25],[10],[12]
Hu et al. [26] NA NA
Ikits et al. [11] and others [17] NA NA
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Chapter 4
Receiver Calibration
The primary interest in this work is to track a magnetic receiver in the presence of
environmental distortions, and the previous sections outline the problem and provide
background literature. However, without reliable sensor measurements, the tracking
problem is extremely difficult if not impossible. Therefore, before attacking the
tracking problem, it is necessary to properly calibrate the receiver sensors.
In what follows, the calibration of each of the three sensors will be covered in
its own section. Instead of having a separate chapter for the calibration literature,
the relevant literature will be covered as it becomes pertinent within the analysis.
The literature is fairly abundant with regard to calibration for accelerometers and
magnetometers, but is almost non-existent for the coil receiver.
Because of this, the most substantial original contributions with regard to
calibration are to be found in the section on coil calibration. At the time of this
writing, there are several commercially available systems which contain coil receivers.
Assuming they require calibration, it is likely done at the factory using dedicated
fixtures and hardware, but no reports on coil calibration for these systems could be
found in the literature. If they exist, these calibrations are probably performed at a
very low level of the hardware, such as at the output of the coil amplifiers, or even
lower than that, such as at the output of coils themselves. These low-level methods
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are the most natural way of performing the calibration (e.g. [27]) and can lead to
very good results. However, with fielded systems, such as the one described herein,
calibration needs to be done with measurements which have been through the front-
end down-mixing and demodulation. This is termed application-domain calibration,
and having not been addressed in the available literature, it is a significant, original
contribution of this research project.
4.1 Setup and General Procedure
This section describes the setup and procedures followed during the calibration
process.
4.1.1 Environment and Receiver Location
Before the calibration can take place, data must be collected from each of the three
sensors. This is done concurrently for each sensor; otherwise, the measurements could
not be cross-referenced between the sensors. The following are the desired properties
of the location to be chosen:
• Geo-magnetic fields must be relatively constant at the location. This precludes
any areas near ferromagnetic metals.
• Transmitted fields must be relatively constant at the location. This precludes
any areas very near large distorting objects or wires.
• The transmitted field signals must have a strong signal to noise ratio.
• The three transmitted field signals must be strongly anti-parallel with each
other (i.e. nearly orthogonal). As will be explained later, this arrangement is
needed for proper calibration of the coil receiver. With only minor distortion,
this arrangement can be guaranteed if the receiver is positioned on or very near
an axis of one of the transmitter coils.
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The first two conditions are required because of the nature of the calibration process
and the calibration fixture. The calibration process requires taking measurements at
various receiver rotations while keeping its position constant. However, due to the
mechanical setup of the receiver and the calibration fixture, it is unavoidable that
the sensors will experience some change in position over the calibration process. This
movement is kept within a distance of a few inches, but near distortions, a change
in position of even a few inches can translate to a significant change in impinging
field which will upset the calibration process. This is surprising; however, during the
course of this research, this phenomenon was in fact encountered.
After taking a magnetic survey of the testing grounds (see section 6.1.3) and after
trying a couple of other spots, the location shown in Figure 4.1 was chosen. It
is located 36 feet away from the transmitter and on axis with the transmitter’s x -
coil; so the signal is strong, and the impinging field vectors are strongly anti-parallel.
Also, this location is far from the metal building and other ferrous metals, so the
geo-magnetic field is not disturbed. It is located within about twelve feet of a buried
wire that causes serious distortions over much of the testing grounds. However, at
this distance from the wire, the impinging transmitter beacon fields are constant.
There is some distortion present, but it does not change enough over a few inches to
cause a problem with the calibration process. Therefore, this location is well suited
to collecting the calibration data.
4.1.2 Receiver Fixture
The receiver is affixed to a mounting fixture, which is affixed to a platform, which
is affixed to a table. The receiver mounting fixture is made of wood with brass and
nylon screws. The brass screws are non-ferromagnetic so that they will not disturb the
geo-magnetic field; their induced effect on the impinging beacon fields is negligible.
The platform is also made of wood and nylon and brass screws. The table is made
with PVC legs, a wooden top, and is held together with brass screws.
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(a) Diagram (b) Photo [28]
Figure 4.1: The calibration environment. (a) The grid is oriented with the
transmitter and is spaced at 12 feet. The green square is the transmitter, and the
receiver is at the red circle 36 feet away. (b) A photo of the calibration environment.
Note the asphalt, grass regions, and the building features including the dumpster and
dumpster pad (lower left).
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Figure 4.2: The fixture with the possible axes of rotation.
The entire fixture setup allows for rotation along two orthogonal axes. The fixture
and the rotational axes are shown in Figure 4.2. The blue and red axes have their
origin roughly at the centroid of coil triad of the receiver. The first axis of rotation
is provided by the wooden receiver mount (the red axis in Figure 4.2). This mount is
then allowed to rotate on the white, melamine platform (the blue axis). The rotation
angle of the receiver in the wooden mount is indicated by a protractor mounted on
the axis. The rotation angle of the mount on the platform is indicated by markings
on the platform.
In addition to the two possible rotational axes, the platform itself can be mounted
to the table either horizontally or vertically for even more variability. Without these
two choices in platform mounting, the collected data would not be well formed enough
to provide reliable calibration. Figure 4.3 shows a complete view of the fixture,
platform, and table. It also shows the platform mounted both horizontally and
vertically.
Being made with wood and PVC, this calibration fixture does not resemble a
precision setup. However, this is not detrimental to the calibration outcome. The
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(a) Table (b) Horizontal Mounting
(c) Vertical Mounting
Figure 4.3: The calibration fixture. (a) The fixture table. (b) The platform mounted
horizontally. (c) The platform mounted vertically.
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magnetic positioning system is meant to operate over relatively large areas, spanning
as much as 100 feet on a side. Therefore, small deviations due to imprecise fixture
positioning are negligible. One might also object to the manual angle markings
and rudimentary protractor angle indicator; but, as will be seen in the following
sections, the angle indications are only used as guideposts rather than exact references.
Therefore, they also do not have a negative effect the calibration outcome.
4.1.3 Collection process
Once the fixture is setup and in position, the data collection can take place. There
are two possible axes of rotation as well as two platform mounting options. For
each mounting option, data is continuously recorded while the following procedure is
executed:
1. Fix the rotation of the receiver (red axis in Figure 4.2) by pinning the protractor
to the wooden mount.
2. Rotate the mount by 360◦ over the melamine platform (i.e. around the blue
axis in Figure 4.2).
3. Rotate the mount by 360◦ in the opposite direction over the melamine platform.
4. Move the protractor reading by 15◦ and re-pin.
5. Repeat the above steps until all desired rotations are complete.
As stated above, the mount is rotated by 360◦ twice in opposite directions. This is
done to compensate for the accelerometer readings. For the best results, it is desirable
that the accelerations experienced by the device be zero; but with the receiver being
actively rotated, the device accelerations are finite albeit small compared to gravity.
Subjecting the accelerometer to two opposite rotations serves to partially balance out
the small accelerations.
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Figure 4.4: Accelerometer calibration samples. This figure demonstrates the density
and coverage of the calibration sampling. The samples are in blue; the semi-
transparent yellow ellipsoid is only a visual aid to show the shape of the samples.
The recording space available on the receiver cannot hold all of the data needed
for the calibration. Therefore, the collection has to be stopped and re-started several
times for the data to be downloaded. Also, the collection is paused when moving the
platform from a horizontal to a vertical mounting.
Once the data is all collected, the files are collated and the data is resampled to
reduce its size. During the resampling process, some averaging is applied to reduce the
amount of noise present in the samples. The density and coverage of the calibration
samples is demonstrated in Figure 4.4. The blue points are the samples from the
accelerometer, and the semi-transparent yellow ellipsoid is only present as a visual
aid to provide perspective.
The donut shaped locii in the figure illustrate the need for both horizontal and
vertical mounting. They occurs when the platform is mounted in the horizontal
position. In this case, the w-axis of the receiver always remains in the horizontal
plane (roughly speaking). Therefore, it picks up very little of the gravity vector
which is vertically aligned, and the samples have nearly zero value in the w-axis for
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the entire collection when the platform is mounted horizontally. As will be seen in
the later sections, calibration cannot be reliably performed unless the collection of
points sufficiently sample the ellipsoid. For the accelerometer, this cannot be achieved
without the vertical platform orientation.
4.2 Accelerometer Calibration
4.2.1 Analysis
The accelerometer considered in this work is made up of a triad of single-axis sensors.
Ideally, each sensor axis has equal sensitivity and is aligned orthogonally to the other
axes. An external vector stimulus applied to the accelerometer is projected upon each
axis of the accelerometer to create a measurement. The measurements are normalized
by the gain of the axes, which are nominally equal. As such, the vectors which are
aligned with the physical sensor axes can be used as a basis for R3. Throughout this
work, the orthonormal R3 basis aligned with the three sensor axes will be referred
to as the natural basis for the sensor. For the accelerometer, this basis is denoted as
U ′ = {u′,v′,w′}. Therefore, a measurement taken from the sensor can be expressed
as a′ = a′uu
′ + a′vv
′ + a′ww
′ or simply a′ =

a′u
a′v
a′w
 when the U ′ basis is assumed. It
should be noted that, since the U ′ basis is coincident with the accelerometer axes, it
moves and rotates simultaneously with the receiver. As such, it is the foundation for
the receiver reference frame.
With ideal sensors, U ′ is a right-handed, orthonormal basis, and a′ can be used
directly as a perfect representation of the accelerometer stimulus. Unfortunately, the
three sensors in the accelerometer are subject to several errors, and so U ′ is not an
orthonormal basis. Therefore, calibration is needed. Not considering random noise,
the three main types of error experienced by the accelerometer are bias error, scaling
error, and non-orthogonality error. The bias error arises from the accelerometer’s
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electronic system. It is additive in nature, and can be corrected by calibration
although its value will drift somewhat with time and temperature. The scaling error
arises from unequal gain between accelerometer axes. Finally, non-orthogonality error
is due to non-orthogonal alignment among the three accelerometer axes. [29]
Taken together, the error model of the accelerometer is expressed by
δau
δav
δaw
 = b + S

au
av
aw
+ M

au
av
aw
 (4.1)
where b represents the bias error, S represents the scaling error, M represents the non-
orthogonality error, a =

au
av
aw
 represents the true sensor stimulus, and δa =

δau
δav
δaw

is the total accelerometer error such that
a′u
a′v
a′w
 =

au
av
aw
+

δau
δav
δaw
 (4.2)
[29].
With the above in mind, it is desirable to find an expression for the true sensor
stimulus based on the sensor measurements. Combining (4.1) and (4.2) gives
a′ = (I + S + M) a + b. (4.3)
Rearranging gives an expression for the calibrated sensor stimulus
a = (I + S + M)−1 (a′ − b) . (4.4)
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Rather than separately describing S and M, it is more convenient to describe the
combined form. Let K = I + S + M. After the bias error is removed, the matrix K
can be seen as the transform between an orthonormal basis, U = {u,v,w}, and the
non-orthonormal basis U ′. It should be obvious that there are an infinite number of
forms K can take; however, it is desired to have an orthonormal basis which is near
U ′. Again, there are an infinite number of ways to do this, but only a few make sense
(see [30] and [31] for a couple of sensible options). For the purposes of this work, the
following convention is adopted which is used by [32] and [33] :
• The first vector of the basis U , has the same direction as the first vector of U ′.
In other words, the direction of u equals the direction of u′.
• The second vector of U , v, is the nearest vector to v′ which is also orthogonal
to u and which is coplanar with u and v′.
• The third vector’s (w) direction is fixed such that a right-hand basis is formed.
The above conditions can be restated in matrix form using three scaling factors, α1,
α2, and α3, and three angle perturbations, β, gamma, and η:
K =

α1 0 0
α2 sin β α2 cos β 0
α3 sin η α3 sin γ cos η α3 cos γ cos η

=

α1 0 0
0 α2 0
0 0 α3


1 0 0
sin β cos β 0
sin η sin γ cos η cos γ cos η

(4.5)
The definition of the angles is illustrated in Figure 4.5. In practice, the scaling
factors are close to unity, and the angle perturbations are small. Therefore, it should
be observed that both terms of K as well as the whole of K are close to the identity
matrix. Also, it can be observed that K maps points on a sphere to points on an
41
Figure 4.5: Definition of angle parameters with respect to the orthonormal and
non-orthonormal bases
ellipsoid. (See [34] for a proof.) The shape of the ellipsoid is determined by K,
whereas the center of the ellipsoid is determined by b.
As is previously noted, the choice of basis determines the form of K. If a different
basis is chosen, the ellipsoid will not change—only its representation will change. An
alternative and familiar representation of an ellipsoidal mapping uses a symmetric,
positive-definite (SPD) matrix [35] rather than a lower triangular matrix. This form
is mathematically similar and can be used with equal outcome. Because of the weak
off-diagonal elements and strong diagonal elements of K, the ellipsoid will be nearly
spherical. Because of this, the SPD form will also have weak off-diagonal elements
and strong diagonal elements. If the basis of the SPD form is denoted as V , then
it is obvious that only a small rotation is required to change from basis U to V .
Therefore, in practice, the SPD form can be used with the expectation that its
associated orientation is almost the same as that of the lower-triangular form. The
benefit of using the lower-triangular form is in allowing the direct interpretation
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Figure 4.6: Uncalibrated accelerometer samples with a reference sphere
of the elements of K; the interpretation of the elements of the SPD matrix is less
direct. However, this disadvantage is outweighed by the convenience of using the
SPD form during implementation. Therefore, the SPD form is used, and thereafter,
K is considered to be a symmetric, positive-definite matrix.
The ellipsoidal mapping of K is exploited to formulate the calibration procedure.
With the accelerometer at rest (or with negligible accelerations) numerous points
are collected, all with various rotations. They are denoted {a′n : n = 1 . . . N}, and
it is obvious they are all represented in the receiver frame which changes relative
to the earth frame. The gravity vector is constant in all of the measurements with
respect to the earth frame; but in the receiver frame, the collected points appear as
samples on an ellipsoid with a center corresponding to the accelerometer bias, b. If
the accelerometer is perfectly calibrated, the points will be samples of a perfect sphere
centered at the origin. In order to clarify these ideas, Figure 4.6 shows an example
of what the uncalibrated samples will look like when compared to an ideal sphere.
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To proceed with calibration after the data points are collected, it is necessary to
find the parameters of the ellipsoid. Recall equation (4.4):
a = K−1 (a′ − b) . (4.6)
where a′ is a point on the ellipsoid, and a is a point on a sphere. Therefore,
(a′ − b)T TTaTa (a′ − b) = c (4.7)
where Ta = K
−1 (also an SPD matrix) and c is a constant equal to the radius of the
sphere. Because the sphere is defined by the gravity vector, c is equal to 1 standard
gravity (1G). If A = TTaTa, then
(a′ − b)T A (a′ − b) = 1 (4.8)
is the well known formula for an ellipsoid. Nine parameters are needed to solve for this
ellipsoid—three bias parameters and six parameters for the SPD A matrix. Many
sources in the literature estimate these parameters by directly fitting an ellipsoid
to the data ([33]). They accomplish this through various techniques such as those
presented in [36, 37, 32]. Rather than directly fitting an ellipsoid to the data, a more
mathematically rigorous method to estimate the ellipsoid parameters is presented in
[38] and [34], the latter of which presents an efficient maximum likelihood estimation
technique.
An alternative, but equivalent, technique to direct ellipsoid fitting is what is
referred to as scalar calibration [39, 40]. This technique is derived from the fact that
the equation of an ellipsoid given by (4.7) is stated in terms of a constant scalar, in
this case 1G. Based on equation (4.7), scalar calibration consists in the application of
the following constraint on the uncalibrated, collected points which lie on the ellipsoid
[31]:
(a′n − b)T TTaTa (a′n − b) = 1 ∀n = 1 . . . N. (4.9)
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Several methods for optimizing against this constraint are available [39, 41]. The
method presented in [31] is adopted for this work. It is specified by
Tˆa, bˆ = argmin
Ta,b
N∑
n=1
(
(a′n − b)T TTaTa (a′n − b)− 1
)2
, (4.10)
such that Ta = T
T
a and z
TTaz > 0 for all z ∈ R3, z 6= 0.
It is instructive to consider the minimization of equation (4.10) in more detail.
Rewriting the equation in terms of A gives
Aˆ, bˆ = argmin
A,b
N∑
n=1
(
(a′n − b)T A (a′n − b)− 1
)2
. (4.11)
such that A = AT and zTAz > 0 for all z ∈ R3, z 6= 0. Once this minimization is
complete, Tˆa can be found using
Tˆa =
√
Aˆ. (4.12)
This is equivalent to performing the minimization of (4.10). However,
√
Aˆ, while
guaranteed to exist if the accelerometer is operating properly, is not unique [35]. This
is where the form that we chose for K becomes important. Because Ta is constrained
to be SPD, there is only a single solution that satisfies (4.12) and is also SPD [35]. The
other solutions to (4.12) differ only by an orthonormal matrix since for an orthonormal
R
(
RTˆa
)T
RTˆa = Tˆ
T
aR
TRTˆa
= TˆTa Tˆa
= Aˆ.
45
Therefore, it is possible to calibrate the accelerometer to a sphere using
a = Tˆa
(
a′ − bˆ
)
, (4.13)
but it should be noted, that the “true” calibration cannot be determined without
further constraints. That is, while a suitable calibration can be found when Ta is
forced to be SPD, it is likely to be slightly rotated from the true, physical orientation.
For the application described in this work, this uncertainty is unlikely to affect the
outcome. It is only necessary that the accelerometer be aligned with the other sensors
in the system. To do this, the calibrated orientation of the accelerometer is used as
the baseline receiver orientation, and the other sensors will be calibrated to it. The
methods for doing this will be covered in later sections.
4.2.2 Implementation and Results
To perform the calibration, widely available Python [42] libraries are used. The min-
imization of equation (4.10) is recognized as a non-linear least-squares minimization
with 9 parameters. Therefore, the leastsq routine from SciPy Python optimization
library is used [43]. According to its documentation, it uses the MINPACK lmdif
algorithm [44].
The heart of the leastsq routine is the residuals function, which the user
is required to supply. As implemented for the accelerometer, residuals does the
following in order:
1. Parses the 9 parameters into a candidate calibration which includes a bias
vector, bˆ, and an SPD matrix, Tˆa.
2. Applies the candidate calibration to the N measurements to get
{
an = Tˆa
(
a′n − bˆ
)
: n = 1, . . . , N
}
. (4.14)
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3. Computes the N residuals as
{
rn = a
T
nan − 12 : n = 1, . . . , N
}
. (4.15)
It is then left to the Python-supplied leastsq algorithm to compute the squared
sum of the N residuals. By making repeated calls to residuals, the leastsq routine
is able to minimize over the 9-parameter space, thereby producing estimates for Ta
and b in accord with equation (4.10).
The actual calibration procedure was carried out several times over the course
of this project. This helped to overcome changes in the device response over long
periods of time, such as might occur due to aging of the device or the changing of
temperature with the seasons. Each time the calibration procedure was carried out,
slightly different results were obtained, but the following results were typical:
Ta =

0.99435 −0.00019 −0.00195
−0.00019 1.00973 −0.00137
−0.00195 −0.00137 1.01612
 (4.16)
b =
[
−0.03007 0.02205 −0.06373
]
(4.17)
These results are for a particular LSM303D accelerometer [6], which is used in this
project.
Several conclusions are drawn from these results. The off-diagonal elements
indicate non-orthogonality errors on the order of 0.1%. From the diagonal elements,
it is deduced that the scale errors are more severe. The imbalance between the x and
z axes is on the order of 2%. In general, over the course of the project, Ta proved to
be fairly constant when the calibration procedure was re-run; however, b fluctuations
were more significant. This information will become important at a later time when
system models are developed.
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Figure 4.7: Gravity signal level. The magnitude of the accelerometer measurements
in units of standard gravity are shown before (blue) and after (red) calibration.
When applied to the measurements, the calibration parameters presented above
achieve the results shown in Figure 4.7. The blue signal corresponds to the magnitude
of the uncalibrated measurements which were collected during the calibration process
(see Figure 4.4). The red signal corresponds to the to the magnitude of the calibrated
measurements.
The results clearly show the effectiveness of the calibration procedure. Each of
the signals in the figure above represents the magnitude of the measured gravity
vector plus noise. The strong deviation in the uncalibrated, blue signal shows that
the ellipsoid surface differs from the ideal sphere by as much as 8%. With no noise,
the ideal calibrated response will show a constant at 1G (or equivalently 32.174 ft/s2
or 9.8m/s2 ). In this case, the “noise” consists of the usual electronic noise, as
well as small accelerations experienced by the sensor during data collection. Around
sample 850, a change is seen in the response of the uncalibrated signal. This is due
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to a change in platform orientation: In the first part of the signal, the platform is
mounted vertically; in the second part, it is mounted horizontally.
The calibrated samples have a standard deviation of less than 1%, and most of
this deviation is attributed to noise and small accelerations during the collection
process. In general, the ellipsoidal nature of the samples is effectively removed by the
calibration process. This is evident in the nearly constant level of the red, calibrated
signal.
4.3 Magnetometer Calibration
4.3.1 Analysis
The calibration of the magnetometer proceeds in much the same way as the
accelerometer, but before describing the process, it is helpful to describe the error
sources in a magnetometer measurement. Like the accelerometer, the tri-axial sensor
of the magnetometer is subject to scaling, bias, and non-orthogonality errors—all of
which are classified as intrinsic to the sensor electronics [33]. Recall the following:
• Scaling errors are due to gain mismatches on each axis of the sensor.
• Bias errors are offsets that occur due to electronic circuits in each axis of the
sensor.
• Non-orthogonality errors arise due to mis-alignment between the sensor axes.
In addition, the magnetometer is subject to a few other possible errors; none of
which are due to the magnetometer itself, but rather are extrinsic to it. They are
hard-iron errors, soft-iron errors, and mutual mis-alignment errors [33]. Of these
three extrinsic errors, hard-iron and soft-iron errors arise due to external, localized
magnetic anomalies. Mutual mis-alignment errors arise when the magnetometer is
not aligned with the other sensors (e.g. the accelerometer) on the receiver.
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Hard-iron errors, h, appear as constant offsets in the magnetometer measurement,
but unlike the bias errors, these are extrinsic to the sensor. In other words, these errors
affect the magnetic field impinging on the magnetometer, rather than occurring within
the sensor itself. They are due to permanently magnetized ferrous materials which are
mounted in the receiver near the magnetometer. As such, these interfering materials
rotate with the magnetometer, and so they are constant in the receiver frame. Thus,
they appear with the same form as the intrinsic bias errors. [33]
Like hard-iron errors, soft-iron errors are disturbances in the magnetic field which
are created by materials mounted in the vicinity of the magnetometer. However,
rather than being caused by permanently magnetized materials, they are induced
in ferromagnetic materials by the impinging geo-magnetic field. As such, they are
expressed as a constant, linear transformation of the impinging field denoted by,
Csi : R3 → R3 [40].
The mutual mis-alignment error is external to the magnetometer electronics
just like the hard-iron and soft-iron errors. However, it is not a magnetic field
disturbance. Rather, it arises due to slight mounting and alignment errors between the
magnetometer and the other sensors in the system. It is important that measurements
from each sensor in the receiver be mutually aligned, else significant problems will arise
[45, 31]. Recall, for purposes of this work, the receiver’s natural basis (a.k.a. receiver
frame of reference) is equated to the accelerometer’s natural basis. Therefore, the
mutual mis-alignment error is modeled as a slight rotation between the magnetometer
natural basis and the receiver frame of reference, i.e the accelerometer natural basis.
A simple rotation is all that is required to correct for mutual mis-alignment error.
To illustrate the effects of the errors, the model of the magnetometer measurement
is developed step-by-step in what follows. (Much of the variable notation is shared
with that from section 4.2. This is done for convenience because they have similar
meanings. However, the context is different, and the variables in this section are
distinct and should not be confused with those in 4.2.)
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• Given the true impinging magnetic field, m, and the hard-iron error, h, the
total impinging field is given by
m + h, (4.18)
where m and h are both expressed in the receiver frame of reference.
• The magnetometer takes measurements in its natural basis, which is mis-aligned
with the receiver basis; so the total impinging field in the magnetometer natural
basis is given by
R (m + h) , (4.19)
where R rotates from the receiver basis to the magnetometer natural basis.
• The total impinging field induces a distortion due to soft iron effects, which
causes the total stimulus applied to the magnetometer to become
CsiR (m + h) . (4.20)
• The triad of sensors have a slightly, non-orthogonal orientation which affects
the measurements by
C⊥CsiR (m + h) , (4.21)
where C⊥ =

1 0 0
sin β cos β 0
sin η sin γ cos η cos γ cos η
.
• The sensitivities of each axis are not ideal which distorts the measurements by
CαC⊥CsiR (m + h) , (4.22)
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where Cα =

α1 0 0
0 α2 0
0 0 α3
.
• Each axis has an electronic offset, o, which distorts the measurements by
CαC⊥CsiR (m + h) + o. (4.23)
In total, the magnetic measurement, m′, is given by
m′ = CαC⊥CsiR (m + h) + o. (4.24)
The calibrated sample in the receiver basis is then:
m = RTC−1si C
−1
⊥ C
−1
α (m
′ − o)− h (4.25)
= RTC−1si C
−1
⊥ C
−1
α (m
′ − o−CαC⊥CsiRh) (4.26)
= Tm (m
′ − µ) , (4.27)
where Tm = R
TC−1si C
−1
⊥ C
−1
α and µ = o + CαC⊥CsiRh are both constant. The form
of (4.27) is equivalent to the form of (4.4) derived for the accelerometer, except that
Tm is no longer forced to be symmetric positive definite.
Having established a model for the magnetometer measurement, calibration can
proceed. The first step of the calibration is to find the ellipsoidal mapping established
by Tm. In other words, Tm has to be found that satisfies
(m′ − µ)T TTmTm (m′ − µ) = c, (4.28)
where c is the ideal static magnetic field strength at the location where calibration
is performed. The minimization proceeds in exactly the same way as for the
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accelerometer with
Aˆ, µˆ = argmin
A,µ
N∑
n=1
(
(m′n − µ)T A (m′n − µ)− c
)2
. (4.29)
such that A = AT and zTAz > 0 for all z ∈ R3, z 6= 0. Then
Tˆm =
√
Aˆ (4.30)
is solved, but the solution is not unique.
Therefore, the question arises: What is the correct form for Tm? With the
accelerometer, the correct form for Ta is defined to be the SPD form, but this cannot
be done for the magnetometer. In section 4.2, it is pointed out that a solution to the
matrix square root differs from all of the other solutions by an orthonormal matrix.
In other words, if Tˆm is a solution, then so is RmTˆm, where Rm is an orthonormal
matrix. Assuming the magnetometer and accelerometer are nominally aligned, Rm
is assumed to be a rotation matrix (i.e. det (Rm) = 1).
The second step of the magnetometer calibration consists in finding this rotation
matrix. This is equivalent to finding the mutual mis-alignment error. The literature
examines a few methods for accomplishing this. In [30] known rotations are applied
to the receiver, and these rotations are used to recover the mis-alignment between
the sensor axes and the receiver frame. Another interesting solution is given in [46];
here, the mutual mis-alignment is found at the same time as Tm. A common, simple
method is presented in [47] and [48]. In this method, the inner product between
the calibrated accelerometer measurement and the partially calibrated magnetometer
measurement is used to find the mis-alignment between them. This method is adopted
for this project and will be described in what follows.
To outline the adopted method, consider the previously calibrated accelerometer
measurement
a = Ta (a
′ − b) (4.31)
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and the partially calibrated magnetometer measurement, m˜, given by
m˜ = Tm (m
′ − µ) , (4.32)
where the “hat” modifiers have been dropped, and it is understood that Ta, Tm, b,
and µ are the values found through equations (4.11), (4.12), (4.29), and (4.30). The
fully calibrated magnetometer measurement are
m = RmTmm˜, (4.33)
where Rm is the rotation matrix required to realign the magnetometer’s natural basis
with the accelerometer’s natural basis. Taking the inner product
aTm = k (4.34)
gives a constant k for all samples regardless of rotation. So the following least squares
minimization is performed:
Rˆm = argmin
Rm
N∑
n=1
(
aTnRmm˜n − k
)2
, (4.35)
such that Rm ∈ R3, RTmRm = I, and det (Rm) = 1. At first glance (4.35) appears to
be a linear least squares problem, but Rm has only three degrees of freedom which
are usually parametrized with three Euler angles. Therefore, the minimization is
non-linear.
Having found Rm, the magnetometer calibration parameters are completely
specified. In summary, to apply the calibration to the magnetometer measurements,
the following is used:
m = RmTm (m
′ − µ) . (4.36)
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With this, the uncalibrated measurements can be transformed such that they can be
used to determine the geo-magnetic field.
4.3.2 Implementation and Results
The calibration of the magnetometer proceeds in two steps, corresponding to the two
minimizations that must be performed. These two minimizations are
1. The ellipsoidal minimization, described by equation (4.29)
2. The mutual mis-alignment minimization, described by equation (4.35)
Step one in the calibration is the magnetometer ellipsoidal minimization. This
step, described by equation (4.29), and the minimization for the accelerometer,
described by equation (4.10), share the same form and can be thought of in the
same way. In the accelerometer case, the volumetric constant of minimization is
known to be 1G2. However, in the magnetometer case, the constant c must be
determined. This is due to the fact that the geo-magnetic field varies by location,
date, and environment. It is not necessary to employ a calibrated instrument to
provide a precise reading of the field because the tracking algorithms are primarily
concerned with the direction of the magnetic field, not its magnitude. Therefore,
any arbitrary constant can be used for c; but, for the sake of consistency and so
that Tm is close to the identity matrix, the constant is determined using data from
the National Centers for Environmental Information which is a data center for the
National Oceanic and Atmospheric Administration (NOAA). Their website contains
a calculator that reports the nominal geo-magnetic field for a given location and date
[49]. For this project, the nominal field strength is determined to be c = 0.507 Gauss.
With that determination, an attempt was made at ellipsoidal calibration, but
some difficulties were encountered. Figure 4.8 contains the results of the calibration
and demonstrates these difficulties. Some systematic errors are seen in the figure,
especially in the neighborhood of sample number 600. From trial and error, it was
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Figure 4.8: Magnetometer global minimization. The magnitude of the geo-magnetic
field measurement vector is shown before (blue) and after (red) the first phase
of calibration with global minimization applied. Some systematic errors are seen,
especially in the neighborhood of sample number 600.
determined that these are due to gain variations during the calibration process, likely
due to temperature changes over the course of the calibration. The gain variations
are consistent over the three axes and cause what can be considered a volumetric
expansion or contraction of the fitted ellipsoid. To compensate for this, an original
technique is developed which is termed adaptive-volume calibration.
This technique adapts to the changing ellipsoidal volume by allowing c to vary
over the course of the calibration. The required variation is slow; so c is broken up
into numerous piecewise-constant segments. As delineated earlier in section 4.1.3, the
collection process consists of fixing the axis of rotation; then rotating by 360◦; and
then rotating in the opposite direction by 360◦. Each pair of 360◦ rotations is termed
a calibration segment or just segment. These segments provide a natural boundary
for breaking the calibration data into sections where negligible gain variations will
occur. Therefore, over a given segment, c is held constant, but it is allowed to vary
between segments. The set of all segments is {Si : i = 1, . . . , I}, where I is the total
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number of segments and where Si is the set of indices of all the measurements within
segment i.
Adapting the ellipsoidal minimization of equation (4.29) to allow for piecewise-
constant c gives:
Tˆm, µˆ = arg min
Tm,µ
I∑
i=1
∑
n∈Si
(
(m′n − µ)T TTmTm (m′n − µ)− ci
)2
, (4.37)
such that Tm = T
T
m and z
TTmz > 0 for all z ∈ R3, z 6= 0 where ci is the calibration
constant for segment i.
The value of ci is unknown for each segment, but it is approximated as the mean
of the calibration signal over the segment. In other words, for a given segment, the
value of ci is computed as:
ci =
1
Ni
∑
n∈Si
(m′n − µ)T TTmTm (m′n − µ) , (4.38)
where Ni is the number of samples in segment i. Note that at every iteration of
the minimization, each ci must be recomputed. In order to keep the minimization
from converging to Tˆm = 0, it is necessary to constrain Tm. This is done by forcing
Tm [1, 1] = 1.0. When the minimization is complete, Tm is scaled such that the
average calibrated sample value becomes equal to the nominal geo-magnetic field of
0.507 Gauss. This whole process can be thought of as minimizing the local deviations,
and can be contrasted with minimizing the global deviations as expressed in equation
(4.29).
Just like the accelerometer calibration (see Section (4.2.2)), the first phase of the
magnetometer calibration makes use of Scipy’s leastsq algorithm [43]. The goal is
the minimization of equation (4.37) which has 8 degrees of freedom: 3 for µ and 5
for the symmetric Tm since the [1, 1] element is fixed to 1.0. The residuals routine
is the heart of the algorithm and performs the following in order:
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1. Parses the 8 parameters into a candidate calibration which includes a bias
vector, µˆ , and an SPD matrix, Tˆm.
2. For each calibration segment Si, does the following:
(a) Applies the candidate calibration to the measurements within the segment
to get {
m˜n = Tˆm (m
′
n − µˆ) : n ∈ Si
}
. (4.39)
(b) Computes the mean squared norm of the calibrated samples within the
segment as {
m˜Tnm˜n : n ∈ Si
}
(4.40)
(c) Computes the residuals for the segment as
Ri =
{
m˜Tnm˜n − m˜Tnm˜n : n ∈ Si
}
(4.41)
3. Once the above is done for all I segments, the sets are joined to get the N
residuals as
R =
I⋃
i=1
Ri (4.42)
It is then left to the Python-supplied leastsq algorithm to compute the squared
sum of the N residuals. By making repeated calls to residuals, the leastsq routine
is able to minimize over the 8-parameter space. Once the minimization converges,
Tˆm is scaled so that it produces a field strength of 0.507 Gauss. Then the estimates
for Tm and µ are complete and in accord with equation (4.37).
The actual calibration procedure was carried out several times over the course
of this project. This helped to overcome changes in the device response over long
periods of time, such as might occur due to aging of the device or the changing of
temperature with the seasons. Each time the calibration procedure was carried out,
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slightly different results were obtained, but the following results were typical:
Tm =

1.0026 0.01875 0.0198
0.01875 0.97809 −0.0029
0.0198 −0.0029 0.9891
 (4.43)
µ =
[
19.1 −70.5 −5.1
]
(4.44)
These results are for the LSM303D magnetometer [6], which is used in this project.
The units for µ are the raw sensor units. (Divide by 1100 to get units in Gauss.) Tm
is unit-less.
Several conclusions are drawn from these results. The off-diagonal elements
indicate strong coupling between the u-axis and the the other axes. Assuming non-
orthogonal errors are small, this is most likely due to soft-iron effects. From the
diagonal elements, it is deduced that the scale errors are equally severe, also likely
due to soft-iron effects. In general, over the course of the project, both Tm and µ
proved to be fairly constant when the calibration procedure was re-run.
Figure 4.9 shows the result of the first phase of the calibration. The blue curve is
the norm of the uncalibrated data samples; the red curve is the calibrated samples.
As can be seen, the improvement due to calibration is very significant. The local
deviation in the calibrated samples is quite small–approximately 0.2% standard
deviation. However, the global deviation is substantially greater. This effect is due
to the gain variations within the magnetometer as discussed above and is the reason
a piecewise-constant ci is used.
A comparison between minimizing the global deviations and minimizing the local
deviations is plotted in Figure 4.10. The result from minimizing globally is shown
in blue, and the result from adaptive-volume minimization is shown in red. It is
clear from the figure that minimizing the global deviation fails to remove some
local, systematic variations. It is especially obvious around sample number 600.
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Figure 4.9: Geo-magnetic field signal level. The magnitude of the geo-magnetic
field measurement vector is shown before (blue) and after (red) the first phase of
calibration with adaptive-volume calibration.
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Figure 4.10: Global and adaptive minimization comparison. The adaptive-volume
minimization (red curve) clearly eliminates the systematic errors that occur when
global minimization is used.
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These problems are remedied when local minimization is used (i.e. adaptive-volume
minimization).
The adaptive-volume calibration technique described above is not found in the
body of literature. Indeed, there are adaptive calibration techniques, but they work
under a different set of assumptions. For example, [32] is adaptive to changing
environmental conditions over much longer time periods. Likewise, [50] establishes
and tracks changes in the calibration using a Kalman filter. This method again
assumes much longer time periods, and it is unnecessarily complex for the gain
variations seen during this effort. In [51], a technique is presented that adapts the
calibration to short-term events which are detected and estimated using external
information, such as dynamic current draws. It is possible that this technique could
be used to compensate for the gain variations, but this would require extensive
characterization of the variations and their causes. Therefore, this approach is not
considered a practical alternative. While the adaptive-volume calibration technique
is simple in its approach, without it, the quality of the calibration would suffer. As
such, it is a valuable addition to the state of the art.
With the ellipsoidal minimization complete, the second phase of the calibration
can be implemented. This phase is concerned with correcting the mutual mis-
alignment between the magnetometer’s natural basis and the receiver’s basis. (Recall
that the receiver’s basis is defined to be the same as the accelerometer’s natural basis.)
Equation (4.35) is the minimization that is to be implemented.
Like what is done in the first phase of the magnetometer calibration, it is necessary
to compensate for the varying gain of the magnetometer during the data collection.
This is done in much the same way as before. Specifically, equation (4.35) is adapted
to be
Rˆm = argmin
Rm
I∑
i=1
∑
n∈Si
(
aTnRmm˜n − ki
)2
, (4.45)
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such that Rm is a rotation matrix. The value of ki is unknown for each segment; but
like before, it is approximated as the mean of the signal over the segment. Specifically,
ki =
1
Ni
∑
n∈Si
aTnRmm˜n. (4.46)
As noted previously, this minimization requires only three parameters to describe the
rotation matrix; the three Euler angles are used for this purpose. Once again the
leastsq algorithm [43] is used, which requires a residuals routine. The routine is
created to do the following in order:
1. Parse the 3 parameters into 3 Euler angles and calculate the corresponding
candidate rotation matrix Rˆm.
2. For each calibration segment Si, do the following:
(a) Apply the candidate rotation matrix to the partially-calibrated measure-
ments within the segment to get
{
mn = Rˆmm˜n : n ∈ Si
}
. (4.47)
(b) Compute the mean of the calibration signal within the segment as
{
aTnmn : n ∈ Si
}
(4.48)
(c) Compute the residuals for the segment as
Ri =
{
aTnmn − aTnmn : n ∈ Si
}
(4.49)
3. Once the above is done for all I segments, the sets are joined to get the N
residuals as
R =
I⋃
i=1
Ri (4.50)
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Figure 4.11: Magnetometer and accelerometer inner product. The mutual mis-
alignment calibration effect is demonstrated by the inner product between the
magnetometer and accelerometer measurement vectors. The blue signal is calibrated
but does not include the final mutual mis-alignment calibration step; the red signal
includes this step.
The Python-supplied leastsq algorithm is then allowed to do the minimization.
When it finishes, an estimate of Rm is given, which compensates for the mutual
mis-alignment errors in the measurement data. Based on the results, the mutual
mis-alignment errors are not very severe. These are typical values for the Rm Euler
angles expressed in degrees:
Euler (Rm) =
[
0.25 1.07 −0.57
]
. (4.51)
(The aerospace sequence of Euler angles is used as given in [4].) Figure 4.11 shows
the improvement when the mutual mis-alignment correction is applied. The signals
plotted are the inner product between the calibrated accelerometer measurements
and the magnetometer measurements, both before (blue) and after (red) the mutual
mis-alignment calibration. The blue signal shows some systematic error before the
mutual mis-alignment calibration; in the red curve, much of this is corrected. This
is seen more clearly in the last third of the samples. The variability remaining after
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calibration is due to noise and the small accelerations present in the accelerometer
measurements.
4.4 Coil Receiver Calibration
4.4.1 Analysis
The need for calibration in the receiver coil sensors is just as significant as with the
magnetometer and accelerometer. However, very little is available in the literature
with regard to calibration of tri-axial magnetic coil receivers. Many of the coil
receivers specified in the literature are deployed in specialized, expensive systems
or laboratory environments where brute force calibration is feasible [17, 52]. Also,
specialized hardware and techniques have been employed that calibrate the sensors
according to the specific needs of the system in question [9]. A large number of other
authors approach the problem of calibration in terms of the operating environment
(e.g. [17, 52, 11, 20, 19]). This approach serves to correct environmental distortions
but does not address the calibration of the coil receiver itself. To this author’s
knowledge, a general-purpose sensor calibration procedure for tri-axial magnetic coil
receivers has not been presented in the literature. Thus, the analysis and design
outlined here is an original contribution of this work. Furthermore, the techniques
that are adapted first started to appear with the proliferation of MEMS sensors in
consumer electronics [53], which occur later in time than much of the work done on
magnetic coil receivers. This further indicates that the techniques presented herein
are original contributions.
The most obvious approach to calibrating the receiver coils is as follows:
1. Have the beacon emit a single magnetic field.
2. Measure the output of the coil amplifiers at numerous rotations, creating an
ellipsoidal locus of measurements as with the magnetometer or accelerometer.
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3. Complete the calibration using ellipsoid fitting as with the accelerometer and
magnetometer.
4. Like with the magnetometer, use an inner product between the coil signals and
the accelerometer to correct mutual mis-alignment errors.
This process can be referred to as calibration in the raw-signal domain because it uses
measurements of the raw signals from the coil amplifiers. An example of raw-signal
calibration can be found in [27].
There are a couple of problems with raw-signal calibration. Firstly, the raw,
low-level data is incomplete, meaning it cannot be used to determine the receiver’s
location and rotation. Furthermore, this data will not always be available to the
designer of a calibration algorithm. (Indeed, this is the case for this research project.)
Therefore, the raw-signal calibration is not considered a general purpose approach,
and something more must be formulated which uses the data available for a location
and rotation tracking application. Because of this, the general purpose approach
presented in this work is called calibration in the application domain.
Application-domain calibration has several advantages over raw-data calibration:
• It enables developers to do calibration who may have received systems without
access to raw-data.
• It enables calibration in the field with only a transmitter and a receiver—no
external measurement devices are required.
• It eases design requirements for new systems: It is no longer necessary to provide
access to low-level data paths.
Before going further, it is helpful to review the nature of the signals which are
detected by the receiver and are required for application domain calibration. There
are three distinct, nominally orthogonal magnetic coils in the transmitter beacon.
Each of these coils creates a magnetic dipole along its axis. The coils are all excited
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by the same carrier signal, but each coil has its own modulation signal. Each of the
modulation signals is orthogonal to the others; so that after demodulation, the signal
from each beacon coil can be distinguished from the others.
Likewise, the receiver has three nominally orthogonal coils which detect the
incoming magnetic fields and apply down-mixing and demodulation. Therefore, the
three beacon signals are each sensed in 3-D space and converted to a triad of three-
element vectors giving a total of nine measurements. The vector measurements of
three beacon fields, corresponding to the three orthogonal excitations, are denoted
by bx, by, and bz, respectively. The three sensing coils of the receiver are denoted as
the u-coil, v -coil, and w -coil, respectively. The nine measurements can be expressed
in matrix form as
B =

bxu byu bzu
bxv byv bzv
bxw byw bzw
 = [bx by bz] . (4.52)
Ferromagnetic and eddy distortions introduce amplitude, direction, and phase devia-
tions into the received fields. Since some phase distortion is present, the measurements
do not all have the same time-phase, and down-mixing and demodulation must be
done in the complex space. In other words, B ∈ C3×3.
For the coil set, the errors which must be calibrated out are similar in form to that
of the magnetometer. The types of errors experienced are bias errors, scaling errors,
non-orthogonality errors, and mutual mis-alignment errors. The coil receivers are
sensitive to signals around the carrier frequency of the transmitter and not to static
fields created by permanently mounted devices; therefore, unlike the magnetometer,
they do not experience hard-iron errors. However, field distortions are created by
the interaction between the impinging fields and the metallic devices in the receiver;
therefore, something akin to the magnetometer’s soft-iron errors are present. These
errors are referred to as the induced errors and denoted by Cind ∈ C3×3.
The bias error occurring in the field measurements is of a different nature than
in the accelerometer and magnetometer. Each coil with its associated amplifier has
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an electronic offset. The natural expression of the electronic offset is one real-valued
constant for each coil amplifier. In other words, the offset is given as
o =

ou
ov
ow
 ∈ R3. (4.53)
However, this bias is then forced through the demodulation process fdemod : R3 →
C3×3 giving O = fdemod(o). It should be noted that the electronic offset o is constant
with respect to time (i.e. DC), and in many cases, fdemod blocks all constant signals;
therefore, in these instances, O is effectively zero and can be neglected.
There is one other systematic error that affects the fields. It is similar in nature to
the non-orthogonality error. The x, y, and z modulations transmitted by the beacon
are assumed to be orthogonal. That means that each of the three transmitted fields
can be perfectly separated from the others. However, the type of modulation and
the bandwidth of the channel affect how well this can be done in practice. Another
non-orthogonality matrix can be introduced to correct for this error. This matrix is
termed the demodulation non-orthogonality matrix and is denoted by Γ⊥. It describes
how much of one modulation “bleeds” into the others. With small errors, this matrix
is close to the identity matrix.
The complete model for the tri-axial coil receiver and its errors is given in what
follows. (Much of the variable notation is shared with that from sections 4.2 and
4.3. This is done for convenience because they have similar meanings. However, the
context is different, and the variables in this section are distinct and should not be
confused with those in the other sections.)
• At a given location when the receiver is not moving, the impinging fields are
constant except for a time varying phase which is due to the AC nature of
the transmitted fields and/or imperfect down-mixing. Therefore, the three
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impinging field vectors are given by
Bejωt, (4.54)
where ω is the carrier frequency and B is expressed in the receiver’s frame of
reference.
• The measurements taken by the coils are in their natural basis which is slightly
rotated from the receiver frame of reference; so the total impinging field in the
coils’ natural basis is given by:
RBejωt (4.55)
• The impinging field induces ferromagnetic and eddy distortions due to the
metallic structures and devices on the receiver. Thus, the total stimulus sensed
by the coils is given by
CindRBe
jωt (4.56)
• The triad of coils are not mounted in a perfectly orthogonal manner; this
is corrected by C⊥, where C⊥ is similar in form to that of (4.21). The
measurements thus become
C⊥CindRBejωt (4.57)
• The sensitivity is not identical for each coil and amplifier which distorts the
measurements by
CαC⊥CindRBejωt (4.58)
• Including the offset term, the measured fields become
B′ = CαC⊥CindRBejωt + O (4.59)
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• As stated above, the modulation/demodulation process is not perfectly orthog-
onal. Incorporating this fact gives
B′ =
(
CαC⊥CindRBejωt + O
)
Γ⊥ (4.60)
• With no effective loss in generality, the variable substitution is made OΓ⊥ → O.
Then
B′ = CαC⊥CindRBΓ⊥ejωt + O (4.61)
Given the above, recovery of the calibrated fields from the measured fields is then
straightforward:
B = RTC−1indC
−1
⊥ C
−1
α (B
′ −O) Γ−1⊥ e−jωt (4.62)
= TB (B
′ −O) Γ−1⊥ e−jωt, (4.63)
where TB = R
TC−1indC
−1
⊥ C
−1
α which is a constant. Thus the calibration model is
expressed in a similar form as for the accelerometer and magnetometer, except with
the extra term Γ−1⊥ and a carrier phase term.
Once the necessary data is collected, the calibration proceeds. Four steps are
required to complete the calibration. The first step is to find the the offset, O. The
second is to find Γ⊥. The third step is to find a suitable positive definite representation
of TB. And the fourth step is to find the mutual mis-alignment error between the
positive definite representation of TB and the receiver frame of reference. Only
the third step of the coil calibration is somewhat similar to what is done with the
accelerometer and magnetometer; the rest are original to the coil calibration.
The first step in the calibration is to find the offset. In order to do this, B is set to
zero by turning the transmitter off. The measurements are then equal to the offsets.
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From equation (4.61) it is trivial to see
B′
∣∣∣
B=0
= O. (4.64)
As noted above, in many systems the offset is zero because the demodulation process
often blocks DC signals.
After determining the O, the next phase is to determine Γ⊥. The approach is to
turn on one transmitter coil at a time; take a series of measurements while holding the
receiver still; and use a linear least squares method to find the elements of Γ⊥. Before
the details can be described, the following substitutions are made: B˜′ = B′ −O and
B˜ = CαC⊥CindRB, where
B˜ =

b˜xu b˜yu b˜zu
b˜xv b˜yv b˜zv
b˜xw b˜yw b˜zw
 = [b˜x b˜y b˜z] . (4.65)
Then (4.61) is rewritten
B˜′ = B˜Γ⊥ejωt. (4.66)
The carrier-phase term is unneeded and should be removed. In order to do this, it
is not necessary to know the phase exactly, but only to normalize the measurements
so that the phase of each term remains constant over the course of measurements.
There are several ways this can be done, which are covered in a different section of
this document. Assuming, then, that the phase is normalized, the following holds:
B˜′ = B˜Γ⊥. (4.67)
This equation is a modified version of the demodulated measurements of the coil
receiver. In other words, after removing the offset and the phase term, B˜′ represents
the nine complex measurements. The underlying structure of those measurements is
given by B˜Γ⊥.
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The elements of Γ⊥ can be found by evaluating (4.67) with each of the three
beacon coils excited one at a time. First, only the beacon coil with the x -modulation
is excited; equation (4.67) becomes
B˜′ =
[
b˜x 0 0
]
Γ⊥ (4.68)
=

b˜xuγ11 b˜xuγ12 b˜xuγ13
b˜xvγ11 b˜xvγ12 b˜xvγ13
b˜xwγ11 b˜xwγ12 b˜xwγ13
 , (4.69)
where
Γ⊥ =

γ11 γ12 γ13
γ21 γ22 γ23
γ31 γ32 γ33
 . (4.70)
Obviously, (4.68) does not have a unique solution, and so further constraints are
required on Γ⊥. It is known that Γ⊥ is near the identity matrix when the errors are
small; therefore, a reasonable choice is to set the diagonal elements of Γ⊥ to unity, i.e.
Γ⊥ =

1 γ12 γ13
γ21 1 γ23
γ31 γ32 1
 . (4.71)
An alternative choice is “power conserving”, i.e.
Γ⊥ =

√
1− ‖γ12‖2 − ‖γ13‖2 γ12 γ13
γ21
√
1− ‖γ21‖2 − ‖γ23‖2 γ23
γ31 γ32
√
1− ‖γ31‖2 − ‖γ32‖2
 ,
(4.72)
but if the errors are small, the difference between these two choices is negligible. The
unity diagonal choice of (4.71) maintains linearity in the γ coefficients; so it is used.
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With this constraint imposed on Γ⊥, b˜x = b˜′x, and (4.68) have a unique solution.
However, in the presence of measurement noise, it is better to take numerous
measurements and construct a least squares problem. For N measurements, with
only the x -coil turned on, the problem is divided into two least-squares problems
with the solutions as follows:
γ12 =
βHx βy
‖βx‖2
and γ13 =
βHx βz
‖βx‖2
. (4.73)
With only the y-coil activated, a similar derivation is performed giving:
γ21 =
βHy βx
‖βy‖2
and γ23 =
βHy βz
‖βy‖2
, (4.74)
and with only the z -coil activated:
γ31 =
βHz βx
‖βz‖2
and γ32 =
βHz βy
‖βz‖2
, (4.75)
where βx, βy, βz ∈ C3N are constructed by concatenating the N x, y, and z
measurements, respectively. In other words,
βx =
[
b˜ ′xu,1 b˜
′
xv,1 b˜
′
xw,1 b˜
′
xu,2 b˜
′
xv,2 b˜
′
xw,2 · · · b˜ ′xu,N b˜ ′xv,N b˜ ′xw,N
]T
βy =
[
b˜ ′yu,1 b˜
′
yv,1 b˜
′
yw,1 b˜
′
yu,2 b˜
′
yv,2 b˜
′
yw,2 · · · b˜ ′yu,N b˜ ′yv,N b˜ ′yw,N
]T
βz =
[
b˜ ′zu,1 b˜
′
zv,1 b˜
′
zw,1 b˜
′
zu,2 b˜
′
zv,2 b˜
′
zw,2 · · · b˜ ′zu,N b˜ ′zv,N b˜ ′zw,N
]T (4.76)
This completes the solution of Γ⊥, and with the solution to O already complete, the
next step is to find TB. This begins in much the same way as with the accelerometer
and magnetometer. That is, this step seeks to minimize the deviation of the squared
norm of the samples. In other words, with perfect samples and perfect calibration
the following holds:
(B′ −O)H THBTB (B′ −O) = C, (4.77)
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where C is constant. Therefore, the minimization proceeds in much the same way as
for the accelerometer and magnetometer with
Aˆ = argmin
A
N∑
n=1
∥∥∥(B′n −O)H A (B′n −O)−C∥∥∥2 . (4.78)
such that A is Hermitian positive definite, i.e. A = AH and zHAz > 0 for all
z ∈ C3, z 6= 0. Once the minimization is complete, a solution for TB can be found
with
TˆB =
√
Aˆ. (4.79)
Equation (4.79) has many solutions; finding the correct one is the last step required
to complete the calibration. With the magnetometer, the “true” solution differs from
the positive definite one by a rotation matrix. Finding this is equivalent to finding
the mutual mis-alignment error. For the coil receiver, complex numbers are involved,
and so the “true” solution to (4.79) differs from the positive definite one by a unitary
matrix rather than a rotation matrix. This is referred to as “finding the mutual
mis-alignment error”; however, since complex phase is involved and not just a pure
rotation matrix, using the term “mutual mis-alignment error” is not strictly correct.
Nevertheless, this term suffices for the purposes of this work.
The mutual mis-alignment error is modeled as a complex, unitary matrix, Q ∈
U(3). Expressing Q in the context of the calibration equation of (4.63) gives
B = QTB (B
′ −O) Γ−1⊥ e−jωt. (4.80)
(To keep the notation uncluttered, the hat is dropped from TB.) At this point in the
derivation, Q is the only remaining unknown. To begin to find the solution for Q,
the calibrated coil signals are expressed in the earth frame of reference
Bg = R
r:g
QTB (B
′ −O) Γ−1⊥ e−jωt, (4.81)
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where R
r:g
rotates from the receiver frame of reference to the earth frame of reference
and is estimated via the TRIAD method [54, 55] which is described later. This
effectively reverses the mechanical rotation performed during the data collection.
The data which is needed to do the estimation consists only of the accelerometer and
magnetometer measurements, both of which must be calibrated beforehand in order
to give a reliable result.
Because the mechanical rotation is effectively removed by R
r:g
, there is no variation
in Bg except for the carrier phase term, and if this term is also removed, there will
be no variation at all when proper calibration has been achieved. Therefore, in order
to complete the calibration process, the carrier phase term must be removed. The
most obvious way to accomplish this is to estimate and then remove the phase as is
done when finding Γ⊥. However, this cannot be done perfectly, so another method is
sought.
Because of the imperfections in carrier phase estimation, a method of phase
cancellation is sought. Since Bg is in the earth frame of reference, every element
of Bg can be multiplied by a phase term composed of the phase of the conjugate of
a specific element of Bg. For instance, if the phase of bgxu is expressed by
e−j∠b
g
xu = ejθe−jωt, (4.82)
where θ is the unknown constant phase term of bgxu, then
ej∠b
g
xuBg = R
r:g
QTB (B
′ −O) Γ−1⊥ e−jθ. (4.83)
In this instance, each element of Bg is shifted in phase by a constant, but the variable
phase term is canceled. This technique has an undesirable defect: namely, noise and
errors in the estimation of R
r:g
become phase cancellation errors.
To get around this defect, it is necessary to do phase cancellation before rotating
to the earth frame of reference, i.e. by using equation (4.63). When this is done, the
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phase cannot be canceled using the phase of an element of B since the phase of a given
element changes with the mechanical rotation as well as with time. In other words, if
for the bxu element e
−j∠bxu = ejθe−jωt, then θ will not be constant with rotation. To
get around this, B is transformed by a non-linear mapping {h : C3×3 7→ C3×3}, where
h
([
x y z
])
=
[
y∗ ⊗ z z∗ ⊗ y x∗ ⊗ y
]
, x,y, z ∈ C3, (4.84)
and ⊗ is a simple adaptation of the cross product for C3 vectors. Specifically,
x⊗ y , (x× y)∗ ∀x,y ∈ C3,
where × is the common cross product operator which uses complex multiplications
rather than real multiplications. With conjugate appended to this definition, if z =
x⊗ y, then the expected orthogonal relationships hold
xHz = 0 and yHz = 0. (4.85)
With the mapping of equation (4.84) defined, it is applied to B
H = h(B) . (4.86)
Because of the conjugate operators in (4.84), the e−jωt term is canceled, and H varies
only with mechanical rotation and is not dependent on t. Also, H is expressed in the
receiver frame of reference just like B.
It is important to ensure that H is well conditioned. This is done by choosing a
proper location to perform the calibration procedure. If the location of the receiver
is positioned along one of the physical axes of the transmitter and if only minor
distortion is present at that location, the impinging transmitter fields are nearly
orthogonal with only slight phase shifts between them. This means that B is close
to orthogonal, and therefore, H will also be close to orthogonal. Using this setup for
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the calibration procedure guarantees H to be well conditioned, and calibration can
proceed.
At this point in the calibration process, all of the calibration factors except Q are
established (R
r:g
, TB, O, and Γ
−1
⊥ ). Given the measurements B
′, the only remaining
unknown is Q; after it is established, the calibration will be complete. Therefore,
the goal for this step of the calibration is to find Q. With the carrier phase term
canceled, H should be constant when it is expressed in the earth frame of reference.
In other words Hg = R
r:g
H. should be constant. Therefore, the following minimization
can be performed:
Qˆ = argmin
Q
N∑
n=1
‖Hg −C‖2 (4.87)
= argmin
Q
N∑
n=1
∥∥∥∥Rr:gH−C
∥∥∥∥2 (4.88)
= argmin
Q
N∑
n=1
∥∥∥∥Rr:g h(B)−C
∥∥∥∥2 (4.89)
= argmin
Q
N∑
n=1
∥∥∥∥Rr:g h(QTB (B′ −O) Γ−1⊥ )−C
∥∥∥∥2 , (4.90)
where Q ∈ U(3) and C is a constant whose value will be discussed in the next section.
With the mutual mis-alignment error term (i.e. Q) having been found, the
calibration parameters for the coil receiver are all determined. Applying them to the
measurements B′ in accord with equation (4.80) gives the calibrated measurements
Bejωt. The full expression for the calibrated measurements is given by
Bejωt = QTB (B
′ −O) Γ−1⊥ , (4.91)
where all terms are in the receiver frame of reference and B is not dependent on t. In
general, B is the term of interest, and the carrier phase term is undesired. Therefore,
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cancellation or estimation and correction of the carrier phase will be performed; and
so, ejωt can be dropped from (4.91) without a loss of generality.
4.4.2 Implementation and Results
For the calibration of the coil receiver, there are four unknown parameters: Q, TB, O,
and Γ⊥. Likewise, the process for calibration consists of four main steps, corresponding
to the four parameters. The steps are as follows:
1. Finding O. This consists of taking a series of measurements with the transmitter
off
2. Finding Γ⊥. This consists of taking a series of measurements with only one
transmitter coil turned on at a time and solving the least-squares systems of
equations (4.73), (4.74), and (4.75).
3. Finding TB. This consists in solving the minimization of equation (4.78).
4. Finding Q. This consists in solving the minimization of equation (4.87).
The calibration process begins with the first step, which is finding O. In general,
the technique for collecting the data for this step is different than what is described in
section 4.1.3. Firstly, it is different in that the transmitter is powered off. Secondly,
the amount of data required is not as great. Because no signal is present in the air,
rotation of the receiver is not necessary; therefore, all the data can be collected at a
single orientation. The amount of data is determined by the amount of data needed to
effectively average out the electronic noise. For this project, 256 samples is sufficient.
As has been previously stated, calibration was repeated several times during the
course of this project, and the results of this step did not change significantly over
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that time. Typical results of this step of the calibration were
O =

−0.17 + j0.57 −1.01− j1.57 −4.32− j4.07
−0.13− j0.76 −0.45 + j0.06 −4.54− j4.38
−1.31− j0.37 −0.33− j1.18 −6.68− j6.87
 , (4.92)
in device-raw units. For the x -coil and y-coil signals (i.e. first and second columns),
the offsets are all but insignificant. This indicates the demodulation process effectively
blocks any DC offsets coming from the coil amplifiers for the x-type and y-type
modulations. For the z -coil signal (i.e. third column), the offsets are small. With
strong incoming signals, offsets the z -coil offsets are negligible, but, as the signal
becomes weaker, the offsets become significant. This indicates that the demodulation
process for the z-type modulation does not perfectly filter the DC portion of the coil
amplifier output.
The second step in the process is to find the demodulation non-orthogonality
matrix, Γ⊥. Again, the data collection technique is different from that in section
(4.1.3). Three separate collections have to be made. During each of the collections,
only one coil is excited, and the others are off. This is done once each for the x -coil,
y-coil, and z -coil. It is inferred from equations (4.73), (4.74), and (4.75) that the
solution is indifferent to the receiver rotation; therefore, data is only collected with
one orientation.
Like O, the results for this step in the calibration did not change significantly over
the course of the project. Typical results were
Γ⊥ =

1.0 0.00067− j0.00055 0.00475− j0.00038
−0.00015 + j0.00049 1.0 0.00540− j0.00137
0.00017− j0.0001 0.00012− j0.0146 1.0
 . (4.93)
These results are interpreted as follows:
78
1. Based on the very small values in the first column, the x-type signals experience
almost no cross-talk (i.e. interference) from the y- and z-type modulations.
2. The y-type signals experience almost no cross-talk from the x-type modulation,
but it experiences substantial cross-talk from the z-type signals—approximately
1.5%. This interference is 90◦ out of phase with the z-coil signals which cause
it. This is the highest level of cross-talk experienced between the modulations.
3. The z-type signals experience small but significant cross-talk from both of
the other modulations—on the order of 0.5%. There is very little phase shift
between the cross-talk and its cause.
The inter-modulation cross-talk and interference matrix display no symmetry or
uniformity. In other words, the structure of Γ⊥ is somewhat unexpected. The cause
of this result is unknown. A reasonable guess can be made based on prior knowledge
of the modulation scheme, but no effort is exerted to find the true cause. This is
deemed out-of-scope for this work and not necessary for this work’s goals.
The third step in the calibration of the coil receiver is to find TB through the
minimization of (4.78). This equation is restated here for convenience and clarity:
TˆB = argmin
TB
N∑
n=1
∥∥∥(B′n −O)H THBTB (B′n −O)−C∥∥∥2 . (4.94)
such that TB is Hermitian positive definite, i.e. TB = T
H
B and z
HTBz > 0 for all
z ∈ C3, z 6= 0. This is similar to the scalar calibration or the ellipsoidal fitting
minimization of the accelerometer and magnetometer; but, instead of minimization
against a scalar constant, the minimization involves the squared norm of a matrix,
for which the Frobenius norm is used [35].
The value of C is unknown with absolutely no practical way of determining its
value. Therefore, it is treated in much the same way as the constant of minimization
is for the magnetometer (see section (4.3.2)). Specifically, it is treated as a piecewise
constant term over a calibration segment, and its value is taken to be the mean of
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(B′n −O)H THBTB (B′n −O) over the calibration segment. With this approach, it
is necessary to fix TB [1, 1] = 1.0; otherwise, the minimization will converge to the
trivial solution, TB = 0. With this adjustment, (4.94) is adapted to
TˆB = argmin
TB
I∑
i=1
∑
n∈Si
∥∥∥(B′n −O)H THBTB (B′n −O)−Ci∥∥∥2 , (4.95)
where Si, Ni, and I take the same meaning as in section 4.3.2, and
Ci =
1
Ni
∑
n∈Si
(B′n −O)H THBTB (B′n −O) . (4.96)
This step in the calibration again uses the Python leastsq algorithm [43] to
minimize (4.95). The parameters are the elements of TB. Since the matrix is
Hermitian positive definite and since TB [1, 1] = 1.0 is fixed, eight parameters are
required to specify the matrix. Included in this are two real diagonal elements and
the three complex, off diagonal elements. For this implementation, the residuals
routine performs the following:
1. Parse the 8 parameters into a candidate TˆB.
2. For each calibration segment Si, do the following:
(a) Apply the candidate TˆB to the measurements within the segment to get
{
B˜n = TˆB (B
′
n −O) : n ∈ Si
}
. (4.97)
(b) Compute C for the samples within the segment
Ci =
{
B˜Hn B˜n : n ∈ Si
}
(4.98)
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(c) Compute the residuals for the segment as
Ri =
{
B˜Hn B˜n − B˜Hn B˜n : n ∈ Si
}
(4.99)
3. Once the above is done for all I segments, the sets are joined to get the N
residuals as
R =
I⋃
i=1
Ri (4.100)
It is then left to the Python-supplied leastsq algorithm to compute the squared
sum of the N residuals. By making repeated calls to residuals, the leastsq
algorithm is able to minimize over the 8-parameter space to get TˆB.
This however does not represent the final value of TˆB. Because TˆB [1, 1] = 1.0 is
fixed, TˆB must be scaled to the correct value. This involves calculating the distance
from the receiver to the transmitter using the Kuipers’ algorithm [4]. The true
distance is known to be 36 feet; so, based on the calculated value, TˆB is scaled
to agree with the true value.
When doing this, it is apparent that the chosen location for performing the
calibration is very important. If a location with strong distortions had been chosen,
then the scaling factor would have been in error. Fortunately, this was anticipated,
and a suitable location was chosen at the outset.
Over the course of the many calibrations that the coil receiver was put through,
the following results were typical:
TB =

1.07888 0.02068 + j0.00051 −0.05251− j0.03968
0.02068− j0.00051 1.07698 0.00126 + j0.00012
−0.05251 + j0.03968 0.00126− j0.00012 1.08161
 . (4.101)
In general, this result shows that the coupling between the axes of the coil receiver is
fairly strong, which makes calibration a vital step in achieving this project’s goals.
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At this step in the calibration process, it is beneficial to examine the effectiveness
of the calibration so far. A field calibration matrix is defined as
M =
√
B˜HB˜, (4.102)
such that M = MH . Using the Kuipers’ algorithm [4], this matrix will be all that is
needed to determine the receiver’s position. For this project, the receiver’s orientation
is also needed; therefore, calibration cannot stop at this step. However, examining M
at this point does give a good indication of how well the Kuipers’ position estimation
will perform.
Figure 4.12 shows the diagonal elements of M both before and after calibration.
The upper off-diagonal elements are shown in Figure 4.13 with both real and
imaginary parts. (Because M is Hermitian positive definite, the lower off-diagonal
elements are conjugates of the upper ones.)
An unusual effect can be seen in the plots, which is more pronounced in the
imaginary parts of the off-diagonal elements. Sudden step-wise jumps followed by
plateaus of constant value are seen in the data. During the data collection, the
process had to be stopped temporarily to download the data. These stops and
starts correspond to the location of the sudden jumps. As can be seen in the
plots, the calibration effectively removes the rotational deviations, and only noise
and these jumps remain. After studying the coil receiver front-end processing, it
became apparent that these jumps are due to a problem in the startup configuration.
As such, they are out-of-scope for this project and are considered a non-issue. So,
neglecting the step-wise jumps, it is apparent that the calibration through this step
is very effective. Errors on the order of 10% are reduced to sub-1% by calibration.
The fourth step in the calibration of the coil receiver is to find Q using equation
(4.87) which is restated here for convenience.
Qˆ = argmin
Q
N∑
n=1
∥∥∥∥Rr:g h(QTB (B′ −O) Γ−1⊥ )−C
∥∥∥∥2 , (4.103)
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Figure 4.12: Field calibration matrix diagonals. The diagonal elements of the field
calibration matrix are shown before (blue) and after (red) this step of calibration.
In other words, the mutual mis-alignment error is not corrected for this plot. The
figure is displayed in raw sensor units. The plots correspond to M1,1, M2,2, and M3,3,
top-to-bottom, respectively.
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Figure 4.13: Field calibration matrix off-diagonals. Real and imaginary parts of
the off-diagonal elements of the field calibration matrix are shown before (blue) and
after (red) this step of calibration. In other words, the mutual mis-alignment error is
not corrected for this plot. The figure is displayed in raw sensor units. The rows of
the plots correspond to M1,2, M1,3, and M2,3, top-to-bottom, respectively.
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where Q ∈ U(3) and C is the constant of minimization. This step is analogous to
finding the mutual mis-alignment calibration in the magnetometer case, but Q is in
U(3) rather than a rotation matrix.
This step uses some of the same approaches that are used previously. Firstly,
the minimization is applied in piecewise-constant fashion, where the constant of
minimization, Ci, is the mean for calibration segment i. Next, the Python leastsq
tools are used [43]. Lastly, the Frobenius norm is used to compute the matrix norm.
The minimization seeks to find an estimate for Q, which can be parametrized
with eight real numbers [56]. With Ci changing with each calibration segment, it is
necessary to fix the global phase of Q so that the calibration segments are consistent
in phase with each other. This is done by forcing ∠Q [3, 3] = 0. There are numerous
techniques for parametrizing Q [57, 58, 59, 60], but the simple approach from [61] is
chosen. Using this, the residuals routine is designed to perform the following:
1. Parse the 8 parameters into a candidate Qˆ using code from [61].
2. For each calibration segment Si, do the following:
(a) Apply the candidate Qˆ to the measurements within the segment to get
{
Bgn = R
r:g
h
(
QˆTB (B
′ −O) Γ−1⊥
)}
. (4.104)
(b) Compute C for the samples within the segment
Ci =
{
Bgn : n ∈ Si
}
(4.105)
(c) Compute the residuals for the segment as
Ri =
{
Bgn −Bgn : n ∈ Si
}
(4.106)
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3. Once the above is done for all I segments, the sets are joined to get the N
residuals as
R =
I⋃
i=1
Ri (4.107)
It is then left to the Python-supplied leastsq algorithm to compute the squared
sum of the N residuals. By making repeated calls to residuals, the leastsq
algorithm is able to minimize over the 8-parameter space to get Qˆ.
Over the course of the many calibrations that the coil receiver was put through,
the following results were typical:
Q =

0.99814− j0.01297 0.00298− j0.03826 −0.02793− j0.03598
−0.00290− j0.03886 0.99909 + j0.00215 0.01705 + j0.00073
0.02752− j0.03566 −0.01836− j0.00048 0.99882 + j0.0
 .
(4.108)
This is the last piece of information needed to complete the coil calibration, but
this numeric result is not easy to understand; therefore, a series of plots are shown
to examine the effectiveness of the calibration algorithm. Each of the plots is made
using the measurements of the field component matrix which were collected during
the calibration. Also, each is made with the fields expressed in the earth frame
of reference. Figure 4.14 shows the fields without any calibration applied. Figure
4.15 shows the fields with all steps of calibration except the mutual mis-alignment
step. Figure 4.16 shows the fields with all steps including the mutual mis-alignment
correction. (These figures each represent a version of the 3×3 field component matrix.
Because of this, a 3× 3 diagram is used to represent the matrix, with each sub-plot
corresponding to the element in the respective position of the matrix.)
These results are quite telling. First, without any calibration, the variation in
the signals is extreme. Using these signals in a tracking algorithm will give dubious
results. Second, as is seen in Figure 4.15, after the first three steps of coil calibration,
the signal variations are still very strong. This is the case even though the first
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three steps of calibration are quite effective as shown in Figure 4.13. This indicates
that the mutual mis-alignment calibration is of dire importance. Indeed, after it is
applied, the results show vast improvement. Figure 4.16 shows that almost all of
the variations have been removed. After this, the signals are indeed suitable for a
tracking algorithm. (Note that this figure shows the step-wise jumps and plateaus as
are present in Figure 4.13. This is a system issue and not a calibration problem.)
Figure 4.17 illustrates the overall effectiveness of the calibration using the before
and after signals. For clarity, only the real parts are shown. A seemingly high
level of noise is seen on some of the calibrated signals, for example, the lower-left
figure (Bg [3, 1]). This is not an issue with the calibration procedure, but rather, it
results from noise-like variations in R
r:g
. With this in mind, it is clearly seen that the
calibration procedure is quite effective at removing systematic variations.
4.5 Conclusion
Without a doubt, the calibration of the three receiver sensors is a vital prerequisite
for the development of a tracking algorithm. For the accelerometer, calibration is
performed using well-known procedures. For the magnetometer, well-known tactics
are again used. However, because of the drift of the magnetometer gain, an adaptive
calibration technique is used to allow the magnetometer to achieve the best results.
This technique is termed adaptive-volume calibration. To this author’s knowledge,
this sort of adaptive calibration has not been applied to MEMS tri-axial sensor device
calibration; therefore, this is seen as an original piece of work.
The most significant original contribution from this chapter comes from the
calibration of the tri-axial coil receiver, which is nearly all original work. The data
available to a developer may not include the raw sensor coil measurements (as is the
case in this project); therefore, calibration must be performed on demodulated data.
This is termed “application-domain calibration”, since the demodulated data is used
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Figure 4.14: Field component matrix in the earth frame with no calibration. Elements of the field component matrix
are shown in the earth frame with no calibration. Blue: Real part. Red: Imaginary part.
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Figure 4.15: Field component matrix in the earth frame with partial calibration. Elements of the field component matrix
are shown after all steps of calibration except mutual mis-alignment calibration. Blue: Real part. Red: Imaginary part.
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Figure 4.17: Field calibration matrix result. Results of calibration on the real part of the elements of the field calibration
matrix are shown in the earth frame. Blue: No calibration. Red: Full calibration.
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for the tracking application. It gives several advantages over raw-data calibration
which is the default for many of the available systems:
• It enables developers to do calibration who may receive systems without raw-
data access.
• It enables calibration in the field with only a transmitter and a receiver—no
low-level measurement devices are required.
• It eases design requirements for new systems: It is no longer necessary to provide
access to low-level data paths.
All three of the calibration procedures produce excellent results, as is demon-
strated in this chapter. Indeed, without these calibration steps, implementing a
tracking algorithm would be nearly impossible.
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Chapter 5
Analysis and Design
In Section 2.4 the general requirements and objectives for this work are listed. To
summarize in the most concise manner possible:
The goal of this research is to extend a long-range magnetic positioning
system to give robust position and orientation estimates, even in the
presence of magnetic distortions, using methods that do not require
extensive setup, excessive power, or expensive hardware.
Chapter 3 gives examples of other magnetic positioning systems which are
comparable to the effort in this project–none of which meet all of the above objectives,
and only few have explicit methods for dealing with magnetic distortions. The ones
that do are mostly off-line correction routines that do not satisfy the goals of this
project. Only one source was found that deals with the fusion of inertial sensors with
magnetic positioning [12], and it also does not satisfy the goals of this project.
Therefore, this research seeks to meet the stated requirements and objectives by
fusing magnetic positioning measurements with measurements from an accelerometer
and a magnetometer to enable accurate estimates of position and orientation. The
fusing of the data and the tracking of the receiver are achieved with an integrated
navigation system, the heart of which is a discrete-time Kalman filter.
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This chapter presents the analysis and formulation of the integrated navigation
system and its Kalman filter. There are different types of Kalman filters, all with
different strengths. Regardless of the type, every Kalman filter requires stochastic
models for a set of observations and for the set of system states which the filter
estimates. The observations can be thought of as the inputs to the filter and the
states as the output of the filter. The filter design process consists of formulating the
set of observations and states and determining how they are related to each other.
In addition, stochastic models have to be assigned for each of the observations and
states.
This chapter is organized as follows: Section 5.1 describes the sensors contained
in the receiver and their operation. Section 5.2 develops the theory behind the
architecture of the integrated navigation system. Finally, Section 5.3 describes the
Kalman filter and derives the models necessary for its operation.
Before continuing, a reminder on notation should be given: Bold lower-case letters
indicate vectors. Bold upper-case letters are matrices. Lower-case subscripts on a
variable indicate its reference frame. The reference frame can be the reference frame
of the receiver (subscript r), of the transmitter (subscript t), or of the earth. The
earth frame is also referred to as the geo-frame and is denoted with a subscript g.
5.1 Sensor Models
The measurements of the three sensors on the receiver form the basis for the
navigation system inputs. As such, it is critical to understand their operation and
the content of their measurements. Each of the three sensors will be covered below
in its own subsection. For each one, the measurements are assumed to be previously
calibrated in accord with Chapter 4
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5.1.1 Receiver Coils
The first model described is that of the magnetic field measurements at the receiver.
Section 2.2 defines the ideal field component matrix using (2.16),(2.17), and (2.18).
From this matrix, the position and orientation of the receiver can be deduced. In
addition to the ideal field components, the coil measurements contain three sources
of error:
1. System noise, denoted by NrB ∈ C3×3.
2. Eddy and ferromagnetic distortions from the environment, denoted by Er ∈
C3×3 and called the field error matrix.
3. A phase term with a low-frequency, sinusoidal component due to imperfect
down-mixing, denoted by ej(φ+∆ωt), where φ is the relative phase of the down-
mixing signal and ∆ω is the difference between the ideal and actual down-mixing
frequency. In practice, the frequency mismatch between the ideal and actual is
usually well below 1 Hertz, but it is never zero.
Including these error sources, the measured field matrix becomes
B˜r =


bxu byu bzu
bxv byv bzv
bxw byw bzw
+ Er
 ej(φ+∆ωt) + NrB. (5.1)
= (Br + Er) ej(φ+∆ωt) + NrB, (5.2)
where B˜r is the measured field matrix and Br is the actual value of the transmitted
fields in the receiver frame. If the field matrix and field errors are expressed in the
transmitter frame, the measurements become
B˜r = R
t:r
(
Bt + Et
)
ej(φ+∆ωt) + NrB, (5.3)
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where R
t:r
is the rotation between the transmitter frame and the receiver frame. This
version of the equation is preferred because Bt and Et are constant at a given location
regardless of receiver orientation. Also, Bt has a known form (symmetric and real)
which is given in (2.16); it is repeated here for convenience.
Bt =
k
r5

3x2 − r2 3xy 3xz
3xy 3y2 − r2 3yz
3xz 3yz 3z2 − r2
 . (5.4)
The first task that must be accomplished is to remove the unnecessary and
problematic phase term; this is referred to as phase normalization. Looking at the
above equations and with Et unknown, it is obvious that the phase term cannot be
found without more information. However, there is no quantitative information that
can be brought to bear. However, qualitatively speaking, there are a couple of options
for approaching the problem:
1. Use a carrier recovery technique [62] to estimate ∆ω. Remove the frequency
term, and then estimate φ based on some other criteria, such as maximum norm
of real part.
2. At each step, lump the ∆ωt term and the φ term together, and estimate them
based on some criteria, such as maximum norm of real part.
The first option is complicated by the fact that the phase of the elements of B˜r change
not only with ∆ω, but also with the receiver’s position and orientation. This makes
carrier recovery techniques more complicated than they would be otherwise. After
attempting the first option, the second option is adopted because it is much simpler
to implement, and the results it achieves are just as effective as the first method.
Specifically, at each sample of time, t, the following minimization is performed to
get an estimate of the phase correction to be applied:
Φˆ = argmax
Φ
∥∥∥<{B˜re−Φ}∥∥∥ . (5.5)
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Without a doubt, this is an ad hoc method of estimating the carrier phase, but
there is little that can be done to improve on this without more information. Other
optimization criteria were tried, but like this one, they were all simply guesses.
Regardless, a ballpark estimate of the phase at each time point is achieved; and
when the phase normalization is then applied, most of the energy is moved to the
real part of the measurement.
Because phase normalization is always done immediately upon taking a measure-
ment, it is assumed to be a part of the measurement process and is folded into the
measurement, B˜r. In other words, from this point forward in this document, the
meaning of B˜r is redefined to indicate a phase normalized version. Therefore, the
new, phase normalized definition of the field measurement matrix is expressed as
B˜r := B˜re−Φˆ(t).
new old
Then,
B˜r = (Br + Er) ej∆φ + NrB (5.6)
= R
t:r
(
Bt + Et
)
ej∆φ + NrB, (5.7)
where ∆φ is the difference between the true phase and Φˆ. Note, the time dependence
is implied in the above; in other words, the values of B˜r, Br, ∆φ, etc. change with
each measurement. Also note that NrB, being a random noise variable, is able to
absorb the phase shift during the phase normalization process without changing its
meaning.
Over the course of this project, it became obvious that the phase error term, ∆φ,
is unobservable. In other words, without knowing Et, there is no way to determine
∆φ due to the multiplication between them. Because of this and since Et is going
to be estimated by the Kalman filter, it can be assumed that ∆φ is zero. The errors
97
which remain due to a non-zero ∆φ are then folded into the estimate of Et. This
results in the measurement becoming
B˜r = R
t:r
(
Bt + Et
)
+ NrB, (5.8)
where the meaning of Et is changed to absorb the errors from a non-zero ∆φ.
The question then arises: How do the phase errors affect the system performance?
The following analysis addresses that question.
Start with the phase normalized measurements, and assume that the error between
the normalizing phase and the true phase is small (e.g. |∆φ| < 10◦). Then the phase
normalized measurements are (neglecting noise)
B˜r = (Br + Er)ej∆φ (5.9)
≈ Br + Er + j∆φ(Br + Er) (5.10)
where, as usual, Br ∈ R3×3 and Er ∈ C3×3.
The measurements are reformulated in terms of the real and imaginary parts.
<(B˜r) ≈ Br + <(Er)−∆φ=(Er) (5.11)
and
=(B˜r) ≈ =(Er) + ∆φ<(Er) + ∆φBr (5.12)
≈ =(Er) + ∆φ<(B˜r) + ∆φ2=(Er) (5.13)
≈ =(Er) + ∆φ<(B˜r) (5.14)
As can be seen, the real and imaginary parts of the phase normalized measure-
ments each contain an error term that will disappear if the phase normalization
is perfect. For the real part in (5.11), the error term is −∆φ=(Er). It is fair to
assume that ‖Er‖ is significantly smaller than ‖Br‖; with the scaling by ∆φ, the
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contribution of −∆φ=(Er) will be minimal. The error term in the imaginary part
(5.14) is ∆φ<(B˜r). It is expected that this factor will be more significant due to the
larger value of B˜r. In both the real and imaginary cases, the Kalman filter is altered
to allow for the expanded error content, thus compensating for the error terms.
As will be shown later in this document, the position state and rotation estimates
are directly dependent on the real part of the measurements and not the imaginary
parts. Fortunately, the expanded error content is most prominent in the imaginary
part of the measurement and is quite subdued in the real part. Therefore, intuitively,
the phase normalization error will have minimal impact on the position state
estimates. Also, as can be deduced from (5.4), the effect of the position error goes
by
1
3
√· ; and so the effect of the measurement error on the position state estimates is
even further reduced.
In summary, imperfections during phase normalization will have a minimal impact
on the overall system performance. In addition, the Kalman filter is more than capable
of dealing with any errors introduced by the phase normalization process.
5.1.2 Accelerometer
This section describes the three-axis accelerometer and the content of its measure-
ments. The measurements from the accelerometer are valuable in estimating linear
motion and position as well as orientation. It is important to understand that
the accelerometer does not directly measure acceleration. Rather, it measures the
sum of the acceleration seen by the receiver and the earth’s gravity vector [63].
Intuitively speaking, the accelerometer measures the receiver’s deviation from a free-
fall condition. In other words, when the accelerometer is at rest, it measures an
upward-pointing vector with the magnitude of the earth’s gravitational field. When it
is moving, the measurements consist of the composite of this vector plus the receiver’s
acceleration.
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Figure 5.1: Acceleration vs. Rotation. This figure illustrates the difficulty in
distinguishing accelerations from rotations. (a) Accelerometer measurements for
a constant −2.2ft/s2 acceleration event. (b) Accelerometer measurements for a
4◦ rotation event. Blue: u-axis component; red v -axis component; green: w -axis
component. Units: ft/s2
This fact makes it difficult to deal with the accelerometer measurements. For
determining orientation, the gravity vector is vital; but for measuring motion events,
the gravity vector is a corrupting influence. Specifically, it is nearly impossible to
distinguish small rotations from linear accelerations. Figure 5.1 demonstrates this
idea. Shown in the figure are two separate scenarios; In the first, the receiver
experiences a constant acceleration with a duration of 1 second along the u-axis.
In the second, the receiver experiences a rotation of 4◦ around its v -axis. As is
illustrated here, in the presence of noise, the signals are indistinguishable.
In order to resolve this ambiguity, all inertial navigation systems contain
gyroscopes. Being sensitive only to rotations, the gyroscopes help differentiate
between linear accelerations and rotations. Therefore, the gyroscopes effectively
eliminate the issues caused by the gravity vector in the accelerometer measurements.
Thus, with an accelerometer and a gyroscope, a full position and orientation solution
can be given. [64]
100
As explained earlier, the system being described here cannot use gyroscopes, and
so some other way of distinguishing rotations from accelerations is necessary. Indeed,
compensating for the absence of a gyroscope is one of the primary difficulties of this
research. Without doing this, the measurements of the accelerometer can provide
very little information about the motion of the receiver. The combination of the
magnetometer and the coil receiver fill this role within the framework of the Kalman
filter. This is a primary contribution of this work and will be discussed in more detail
later in this document.
The model of the accelerometer measurements would not be complete without
considering the error sources. After, calibration, two main sources of error remain:
accelerometer bias, br, and electronic noise, nra. Even though the bias is included in
the calibration, it varies enough with time and temperature to warrant being included
in the measurement model. The quantities measured by the accelerometer include the
acceleration, sr, and the gravity vector, gg = [0 0 g]T , where g is the specific gravity
at the receiver’s location. Including all of this, the total accelerometer measurement
is given by
f˜ r = sr + R
g:r
gg + br + nra, (5.15)
where all vectors are in R3, and R
g:r
is the rotation matrix from the earth frame
to the receiver frame of reference. This equation forms the basis for modeling the
accelerometer within the navigation system framework and will be revisited later in
this document.
5.1.3 Magnetometer
The three-axis magnetometer provides information about the orientation of the
receiver. It measures the earth’s magnetic field and any ferromagnetic distortions
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induced by the geo-magnetic field. Its model is expressed as
m˜r = mr + µr + nrm (5.16)
= R
g:r
(mg + µg) + nrm (5.17)
where mg is the actual magnetic field of the earth, µg is any ferromagnetic distortion,
nrm is an electronic noise term, and R
g:r
is the rotation matrix from the earth frame
to the receiver frame. Of the two equations above, it is preferable to use the one
which references the ideal geo-magnetic field and the ferromagnetic distortion to the
earth frame: Equation (5.17). This is due to the fact that mg is a constant over the
tracking volume, and its nominal value can be determined through the NOAA website
[49]. Also, neither mg nor µg are dependent on the receiver orientation. Lastly, it is
important to note that the distortion term, µg, will be zero when no ferromagnetic
objects are nearby, but will begin to grow in the vicinity of such objects.
The magnetometer measurements taken together with the accelerometer measure-
ments are used to get an estimate of the orientation of the receiver relative to the
earth frame of reference. The geo-magnetic field is oriented toward the north, and the
gravity vector points upward. As a result, the cross product between the geo-magnetic
field and the gravity vector is an east-pointing vector. From these three vectors,
the east-north-up orthonormal coordinate frame can be assembled with respect to
the receiver’s frame. The result corresponds to the rotation matrix from the earth
frame to the receiver frame. In other words, it is possible to estimate R
g:r
from the
magnetometer and accelerometer measurement vectors. In fact, these two vectors
provide more information than is needed to solve the problem. Therefore, there are
several ways to do the estimation [65], each one with its strengths and weaknesses.,
For this project, the simple, deterministic TRIAD method [54, 55] is preferred.
Obviously, the orientation estimate is dependent on good measurements of the
gravity vector and geo-magnetic field. That means that the dynamic accelerations
of the receiver will corrupt the estimate. The same is true of magnetic distortions
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Table 5.1: Measurement model summary
Measurement Model Relevance
Magnetic Coil
Receiver
B˜r = R
t:r
(
Bt + Et
)
+ NrB
Receiver
position/orientation;
magnetic distortion
Accelerometer f˜
r = sr + R
g:r
gg + br + nra
Receiver acceleration; re-
ceiver orientation; gravity
vector
Magnetometer m˜r = R
g:r
(mg + µg) + nrm
Receiver orientation; Geo-
magnetic field; ferromag-
netic distortion
and accelerometer biases. Of the three corrupting sources, the dynamic accelerations
have the most negative impact, because of their large magnitude and quick changes.
Compensating for all three of the error sources is one of the design goals for the
Kalman filter described later in this document.
5.1.4 Summary of Sensor Measurements
Table 5.1 gives a summary of each of the measurements and its model. It also describes
the relevance of each measurement. In other words, the information contained in each
measurement is useful in determining the state of the system, and the “relevance”
column gives the main informational contributions of the measurement. This will be
discussed more when the navigation system architecture is presented.
5.2 System Architecture
The goal of this section is to establish the architecture of the integrated navigation
system. Along with the calibration process presented in Chapter 4, this navigation
system is one of the main contributions of this project. It meets all of the goals and
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constraints of the research, and is original in the way it approaches the problem and
in its final form.
Before the architecture can be presented, several background items are considered:
• The tracking application and the system configuration allow for several
constraints to be fashioned that prove useful in the design of the filter.
Subsection 5.2.1 describes these.
• Subsection 5.2.2 presents several design alternatives and the reasons why certain
ones are preferred.
• Subsection 5.2.3 presents a couple of prerequisites necessary for analyzing the
system.
After these background items are dealt with, the architecture is presented in
Subsection 5.2.4. The details of the architecture and its components are presented
and analyzed in the remainder of the subsections. One of the most important parts of
the system is the integrating Kalman filter. Details of the Kalman filter are reserved
for their own section. However, the input to the Kalman filter and the states it needs
to track are derived in Subsection 5.2.7.
5.2.1 System Constraints and Assumptions
In Chapter 2 the description of the problem is addressed. This includes some specific
constraints on the form that the system is allowed to take in Section 2.4. These
are mostly constraints on the system hardware and hardware setup. In this section,
several more constraints are added. In contrast to the hardware constraints, these are
mostly operational in nature. In other words, these are assumptions and constraints
of how the system will be used. They are generally qualitative in nature and are more
like guidelines than strict constraints. They include the following:
1. Significant ferromagnetic distortion is a low-probability event. No quantitative
constraint is imposed here, but the environment must be clean enough to allow
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the system to properly estimate the earth’s true magnetic field very soon after
the system is turned on.
2. Significant, acute distortion in the coils is a low-probability event. Again, this
is a concern during initialization and no quantitative constraint is imposed.
3. The transmitter is aligned vertically. No quantitative constraint is enforced.
Rather, in general it is assumed that the positive z -axis is nominally perpen-
dicular to the earth and pointing upward.
4. The receiver’s heading is usually in the direction of its v-axis. Again, this is
not a strict constraint, but it should be true that the heading of the receiver is
usually more along its v -axis than along any other axis. This becomes important
when modeling the linear motion dynamics of the system.
5.2.2 Design Alternatives
Many possible configurations for the integrated navigation system are available. Many
of the configurations might have succeeded, but some narrowing of the design process
was necessary beforehand. This subsection describes some of the choices that were
made and the reasoning behind them.
Total-State vs. Error-State Filter
When used in a navigation and tracking application, the Kalman filter usually takes
one of two forms. Those forms are total-state filtering and error-state filtering. Total-
state filtering directly tracks the desired states, for example receiver position, p.
Error-state filtering is also called complementary filtering; it does not directly track
p, but rather, it tracks the error in position, δp. It requires the ability to observe the
error, which usually means there are two separate observations of the desired state,
(e.g. p). A practical example of a complementary filter would be an integrated INS-
GPS navigation device. When operating in a complementary mode, the difference
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between the location measurements of the two devices is used to track and correct
the drift error of the INS. [66]
For the system in this project, as with most navigation systems, error-state
Kalman filters are preferred. There are a couple of reasons for this. For one, the
dynamics of a free-roaming system can be very severe and hard to model correctly.
For example, the rotation of the receiver can change very quickly. The Kalman filter
needs Gaussian models, but the dynamics do not fit a Gaussian model very well. One
option would be to switch models based on the detected level of motion, and this
is done in many applications [67]. A better option is to track the error states, such
as the error in the rotation measurement. Depending on the specifics of the system
involved, the error states can be much more easily and reliably modeled.
The second main reason for preferring error-state tracking is that the non-
linearities of the system can sometimes be eliminated. For example, tracking rotations
by using Euler angles is subject to non-linear interactions between the angles as well
as numerical discontinuities. If the errors in the angles are tracked and if they remain
small, then the system is approximately linear. For this reason, and for ease in
modeling the dynamics, the error-state Kalman filter is preferred during this project.
Raw-Signal vs. Kuipers Output
Having established a preference for complementary Kalman filters, it is then necessary
to make some choices about the input and output of the filter. With regard to
the coil receiver, it is necessary to decide whether the raw, field matrix or the
Kuipers algorithm output are to be used by the filter. Recall, the Kuipers algorithm
decomposes the field matrix into position and orientation (i.e. pose) information [4].
This algorithm is iterative in nature and highly non-linear in nature. With significant
error content in the field matrix, it is observed that the Kuipers algorithm will give
unpredictable results. Since the Kalman filter needs its state variables to be reliably
modeled, using the pose information from the algorithm does not seem to be viable.
Therefore, the decision is made to use the raw field components in the filter.
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Tightly vs. Loosely Coupled System
In many ways, the development of the system described in this document mirrors
the development of integrated INS/GPS navigation systems. Integrated INS/GPS
systems can be characterized by their level of integration between the INS and the
GPS. For a loosely coupled system, the INS computes a navigation solution (i.e.
position, velocity, attitude, etc.), and the GPS also computes a navigation solution,
both largely independent from the other. The two solutions are then fused with a
Kalman filter. For a tightly coupled system, the INS computes a navigation solution,
but the GPS measurements are not used to compute a navigation solution. Rather,
the GPS measurements are compared to what is predicted by the INS solution. From
this comparison, the errors in the INS solution are computed and tracked with a
Kalman filter. These errors are then used to correct the navigation solution of the
INS. Once corrected, the INS solution is much more accurate and not subject to INS
drifts. [68, 7]
The system in this work could be designed as either loosely or tightly coupled.
Obviously, no INS or GPS is used, but the components can play similar roles: Instead
of a GPS, this system has the magnetic coil receiver; and instead of the INS, this
system has the magnetometer and accelerometer. For a loosely coupled system, the
Kuipers pose would be fused with the MA pose using a Kalman filter. However, the
Kuipers output is wildly non-linear and unpredictable in the presence of the field
distortions. Therefore, the system is designed to be tightly coupled. In other words,
the navigation solution of the magnetometer-accelerometer system is used to compute
a field component matrix which is compared to the measured field component matrix.
The comparison yields error terms that can be used to correct the MA navigation
solution.
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5.2.3 Prerequisites
Before the navigation system is designed, it is necessary to construct some overhead
functions that will be used by the system. The two most important are the function
to compute the rotation matrix, R
r:g
, and the function to compute the ideal field
component matrix from a 3-D location.
The rotation matrix is computed via the the TRIAD method which is introduced
in Section 5.1.3. The details of the method can be found in [54, 55]. This function
needs four vector arguments: two measurement vectors in the receiver frame and two
known ideal vectors in the the earth frame, which correspond to the two measurement
vectors. From this information the rotation from the receiver to the earth frame can
be estimated, subject to any noise or errors. The signature of the function is given
by:
R
r:g
= Ψ(xrm,y
r
m,x
g
i ,y
g
i ), (5.18)
where xrm and y
r
m are the two measurement vectors in the receiver frame and x
g
i and
ygi are the corresponding ideal versions in the earth frame.
The next most important overhead function is the field component matrix
calculator. This function takes a 3-D location relative to the transmitter and returns
the ideal field component matrix. It is called, β, and it is computed as follows:
β(pt) =
k
r5

3x2 − r2 3xy 3xz
3xy 3y2 − r2 3yz
3xz 3yz 3z2 − r2
 , (5.19)
where pt = [x y z]T is the location, r =
∥∥pt∥∥, and k is the known gain coefficient.
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Figure 5.2: The integrated navigation system. Measurements from the coils and
the MA are fused using a complementary Kalman filter.
5.2.4 Architecture
The overview of the navigation system architecture is shown in Figure 5.2. It is
similar in nature to a tightly coupled INS/GPS navigation system. The heart of the
system is the complementary Kalman filter which integrates the data from the coils
and the MA.
As can be seen in the figure, two sets of measurements are captured: one by the
coil receiver, and one by the MA. The MA measurements are put through a process
called mechanization, which converts the measurements into position, velocity, and
orientation information. In INS/GPS navigation systems, the inertial measurement
unit combined with a mechanization process is commonly referred to as an inertial
navigation system, or INS [7]. Following this naming scheme for the system in
this project, the combination of the MA and the mechanization is referred to as
a magnetometer-accelerometer navigation system, or MANS.
From the output of the MANS, it is possible to construct an ideal field component
matrix for the computed position and attitude. It is desired that field component
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matrices be compared in the transmitter frame of reference: Therefore, the fields
measured by the coils are de-rotated to match the frame of reference of the MANS
field matrix. The MANS version of the field component matrix is then subtracted
from the measured, de-rotated field component matrix. This difference becomes the
input to the Kalman filter, which fuses the coil and MANS output to get an estimate of
the MANS error. The errors are subtracted to get a full navigation solution including
position, velocity, and orientation. The following subsection describes the details of
this process.
5.2.5 Mechanization
Mechanization for the MANS is the process of estimating the position, velocity, and
orientation of the receiver. It uses the measurements from the accelerometer and the
magnetometer. It also uses quantities estimated by the system from the previous
cycle. After the mechanization is complete, position, velocity, and orientation
estimates are treated as “measurements” from the MANS and then used in the
Kalman filter.
The mechanization process for the MANS begins when a measurement is captured
by the MA. The MA measurements are previously described and are given by
(neglecting the noise terms):
m˜r = R
g:r
(mg + µg) (5.20)
f˜ r = sr + R
g:r
gg + br. (5.21)
The first step in the mechanization is to get the orientation of the receiver relative
to the earth frame. This is done using the TRIAD method and requires measurements
of the gravity vector and the geo-magnetic field. In order to get the best estimate of
the rotation, the previous cycle’s accelerometer bias and geo-magnetic field error are
included. Since these values change slowly, the previous cycle’s estimate is assumed
110
Table 5.2: Quantities used in the TRIAD method
Source Receiver Frame Earth Frame
Magnetometer m˜rk m
g + µˆgk−1
Accelerometer f˜ rk − bˆrk−1 gg
to be almost equal to that of the current cycle. Recall that the TRIAD method
requires four vectors: two vectors in the receiver frame and their equivalents in the
earth frame. Incorporating the accelerometer bias (bˆrk−1) and the geo-magnetic field
error (µˆgk−1) estimated in the previous cycle, the four vectors needed for the TRIAD
method are given by the quantities shown in Table 5.2. Within this table, the cycle
number is indicated with a subscript. Note that mg and gg are known, constant
vectors.
Using the quantities in the table, the mechanized orientation for cycle k is
calculated by
R˜
r:gk
= Ψ
(
m˜rk , f˜
r
k − bˆrk−1 ,mg + µˆgk−1 ,gg
)
(5.22)
Compared to R˜
r:g
, the rotation from the receiver to the transmitter frames, R˜
r:t
is
more important. This matrix is computed using the estimated R
g:t
of the previous
cycle. In other words,
R˜
r:tk
= Rˆ
g:tk−1
R˜
r:gk
. (5.23)
Because R
g:t
is a fixed constant, its estimate will differ very little from cycle to cycle.
Therefore, using the previous cycle’s estimate is a valid approach, and the mechanized
version becomes R˜
g:tk
:= Rˆ
g:tk−1
; therefore,
R˜
r:tk
= R˜
g:tk
R˜
r:gk
. (5.24)
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With the rotation matrices computed, the next step is to compute the position
and velocity. The acceleration can be extracted from the accelerometer measurement
by
s˜tk = R˜
r:tk
(
f˜ rk − bˆrk−1
)
− R˜
g:tk
gg. (5.25)
The velocity and position are then mechanized as
v˜tk = vˆ
t
k−1 + s˜
t
k∆t (5.26)
p˜tk = pˆ
t
k−1 + vˆ
t
k−1∆t+ s˜
t
k∆t
2, (5.27)
where ∆t is the time period between cycles. With the position and velocity computed,
the entire mechanization is complete and ready to be used by the rest of navigation
system.
5.2.6 Field Differencing and Error Analysis
When the mechanization step is complete, the results are prepared for insertion into
the Kalman filter. As can be seen in Figure 5.2, the first step in this process is to
generate a field component matrix from the MANS output. This is achieved using
the β function described above. Meanwhile, the measured fields are de-rotated by
the MANS orientation; so that both field matrices are expressed in the same frame
of reference. Then, they are differenced. In more specific terms, this process is
B˜t = R˜
r:t
B˜r (5.28)
= R˜
r:t
R
t:r
(
Bt + Et
)
+ R˜
r:t
NrB (5.29)
≈
(
I + Ωt
r:t
)
R
r:t
R
t:r
(
Bt + Et
)
+ R˜
r:t
NrB (5.30)
≈
(
I + Ωt
r:t
) (
Bt + Et
)
+ R˜
r:t
NrB, (5.31)
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where the orientation error is assumed to be small; such that R˜
r:t
≈ (I + Ωt
r:t
)R
r:t
with Ωt
r:t
being a skew-symmetric matrix with small off-diagonal elements given by
Ωt
r:t
=

0 −ωz ωy
ωz 0 −ωx
−ωy ωx 0
 (5.32)
=
[
ωt
r:t
]
×
, (5.33)
where ωt
r:t
= [ωx ωy ωz]
T , and [·]× indicate the cross-product matrix generated from
the given vector.
The MANS version of the field matrix is derived from its position estimate and is
given by
B˜tMANS = β
(
p˜t
)
(5.34)
= β
(
pt + δpt
)
(5.35)
≈ β (pt)+ ∂β (pt)
∂x
δx+
∂β
(
pt
)
∂y
δy +
∂β
(
pt
)
∂z
δz (5.36)
≈ Bt + ∂β
(
pt
)
∂x
δx+
∂β
(
pt
)
∂y
δy +
∂β
(
pt
)
∂z
δz, (5.37)
where pt is the true receiver position, and δpt is the error in the mechanized version
of the position which is given by δpt = [δx δy δz]T .
Therefore, the field matrix difference becomes
δBt = B˜t − B˜tMANS (5.38)
≈ (I + Ωt
r:t
)
(
Bt + Et
)
+ R˜
r:t
NrB −
(
Bt +
∂β
(
pt
)
∂x
δx+
∂β
(
pt
)
∂y
δy +
∂β
(
pt
)
∂z
δz
)
(5.39)
≈ Et + Ωt
r:t
(
Bt + Et
)
+ R˜
r:t
NrB −
∂β
(
pt
)
∂x
δx− ∂β
(
pt
)
∂y
δy − ∂β
(
pt
)
∂z
δz. (5.40)
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Equation (5.40) represents the main input to the Kalman filter, and it is of paramount
importance for the system design. Note that all of the quantities on the right hand
side of the equation are purely real except for Et. In other words, the imaginary
part of Et is superfluous with regard to analyzing the error in Bt and in the position.
Therefore, only the real part of Et is considered for the remainder of the project. In
other words, from this point forward, δBt,Et ∈ R3×3.
Looking ahead to later parts of the design, it is necessary to perform error analysis
on the mechanization of the position and velocity. This begins with the error analysis
of s˜t.
s˜tk = R˜
r:tk
(
f˜ rk − bˆrk−1
)
− R˜
g:tk
gg. (5.41)
≈
(
I + Ωt
r:t k
)
R
r:tk
(
f˜ rk − bˆrk−1
)
−
(
I + Ωt
g:t k
)
R
g:tk
gg (5.42)
≈ R
r:tk
(
f˜ rk − brk
)
−R
g:tk
gg + R
r:tk
(
brk − bˆrk−1
)
+ Ωt
r:t k
R
r:tk
(
f˜ rk − bˆrk−1
)
−Ωt
g:t
R
g:tk
gg.
(5.43)
where Ωt
g:t
=
[
ωt
g:t
]
×
is a small-angle, skew-symmetric matrix and ωt
g:t
= [ωg,x ωg,y ωg,z]
T .
Therefore,
δstk = s˜
t
k − stk (5.44)
= s˜tk −R
r:tk
(
f˜ rk − brk
)
−R
g:tk
gg (5.45)
= R
r:tk
(
brk − bˆrk−1
)
+ Ωt
r:t k
R
r:tk
(
f˜ rk − bˆrk−1
)
−Ωt
g:t
R
g:tk
gg. (5.46)
Using 5.26 and 5.27, it is trivial to show
δvtk = δvˆ
t
k−1 + δs
t
k∆t (5.47)
δptk = δpˆ
t
k−1 + δvˆ
t
k−1∆t+ δs
t
k∆t
2, (5.48)
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where δpˆtk−1 and δvˆ
t
k−1 are the estimates from the previous cycle.
5.2.7 State Variables
The main input to the Kalman filter is established by (5.40). (The inputs of the filter
are also called “observations”.) From there it is necessary to derive the list of state
variables that will be tracked by the Kalman filter. The system states form the core
of what is tracked by the Kalman filter. During the prediction step of the filter (see
Section 5.3), the system states are used to anticipate what the next observation will
be.
Therefore, derivation of system states begins with the content of the observation
as described in (5.40). Examining this equation indicates that the following quantities
should be state variables:
• The field error matrix, Et.
• The error in the mechanized rotation from the receiver to the transmitter frame,
Ωt
r:t
.
• The error in the mechanized position, δpt.
In addition, the model for the position error in (5.48) requires knowledge of the
the velocity error, δvt; so it also needs to be a state variable.
After this, the mechanization quantities are examined to reveal any other needed
state variables. Clearly, from the mechanization of R˜
r:g
, the accelerometer bias, br, and
geo-magnetic field error, µg, are needed. Looking then at the content of Equation
(5.40), it is seen that br and µg are not observable. In other words, even if every
term of (5.40) is known, it will still not be possible to determine the values of br and
µg. Therefore, more observations are needed.
The magnetometer and accelerometer measurements are used for this purpose. To
fit within the error-state filter paradigm, the following complementary observations
are defined
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• From the accelerometer measurements
δf r = f˜ r − R˜
g:r
gg (5.49)
= sr + br + nra + R
g:r
gg −R
g:r
(
I−Ωg
r:g
)
gg (5.50)
= sr + br + nra + R
g:r
Ωg
r:g
gg, (5.51)
where Ωg
r:g
=
[
ωg
r:g
]
×
is a small-angle, skew-symmetric matrix with a form similar
to Ωt
r:t
.
• From the magnetometer measurements
δmg = R˜
r:g
m˜r −mg (5.52)
=
(
I + Ωg
r:g
)
R
r:g
(mr + µr) + R˜
r:g
nrm −mg (5.53)
=
(
I + Ωg
r:g
)
(mg + µg) + R˜
r:g
nrm −mg (5.54)
= Ωg
r:g
mg +
(
I + Ωg
r:g
)
µg + R˜
r:g
nrm. (5.55)
With these two extra observations, br and µg can be found. Speaking in Kalman
filter terms, they become “observable”.
However, with these two new observations, more state variables must be added.
They are
• The error in the mechanized rotation from the receiver to the earth frame, Ωg
r:g
.
• The acceleration, sr.
Looking back at the first list of state variables, the quantity Ωt
r:t
requires further
analysis. From the mechanization discussion,
R˜
r:t
= R˜
g:t
R˜
r:g
. (5.56)
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If the mechanized quantities are expressed in terms of their errors and their ideal
values, then (
I + Ωt
r:t
)
R
r:t
≈
(
I + Ωt
g:t
)
R
g:t
(
I + Ωg
r:g
)
R
r:g
, (5.57)
where all rotation errors are assumed to be small; therefore, from this equation it is
easy to show that
Ωt
r:t
≈ Ωt
g:t
+ R
g:t
Ωg
r:g
R
g:t
T , (5.58)
where second order terms are considered negligible. Therefore, from the three terms—
Ωt
r:t
, Ωt
g:t
, and Ωg
r:g
—two are state variables, and the third can be found from the other
two. Which two are used is a design choice. The quantity Ωt
g:t
is used as one of
the choices because its true value is a constant which represents the alignment error
between the earth and transmitter frames, and modeling a constant quantity for the
Kalman filter is trivial. The quantity Ωg
r:g
is used as the other state variable since it is
more directly linked to the accelerometer and magnetometer measurements (through
the Ψ function).
However, with further analysis it is possible to also eliminate Ωg
r:g
from the list
of needed state variables. It is previously established that the mechanized rotation
matrix from receiver to earth is
R˜
r:gk
≈
(
I + Ωg
r:g k
)
R
r:gk
, (5.59)
and
R˜
r:gk
= Ψ
(
m˜rk , f˜
r
k − bˆrk−1 ,mg + µˆgk−1 ,gg
)
. (5.60)
For the true version, the following holds:
R
r:gk
= Ψ
(
m˜rk , f˜
r
k − brk − srk ,mg + µgk ,gg
)
. (5.61)
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Table 5.3: The error-state variables of the navigation system.
Name Symbol Description
Position Error δp
t Error in the position mechanization.
Velocity Error δvt Error in the velocity mechanization.
Acceleration s
r
Receiver acceleration.
Geo-Magnetic
Field Error
µg Distortion in the geo-magnetic field.
Field Error E
t Field error matrix in the transmitter frame
of reference.
Accelerometer
Bias
br Bias in the accelerometer.
Frame Alignment
Error
Ωt
g:t
Error in the estimated rotation from the
earth to the transmitter frame.
When this equation is combined with the mechanized version, Ωg
r:g
can be calculated
as
Ωg
r:g
= R˜
r:gk
R
r:g
T
k
− I. (5.62)
Since every element in (5.61) is either known or is already identified as a state variable,
Equation (5.62) can be used to calculate Ωg
r:g
. From this, it is seen that Ωg
r:g
is completely
derived from other state variables or mechanized quantities. Therefore, it can be
removed from the list of needed state variables.
From the above reasoning, a final list of the required state variables is assembled;
Table 5.3 describes them.
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5.3 Filter Design
Concisely stated, the approach in this effort is to fuse magnetic positioning
measurements with measurements from an accelerometer and a magnetometer in
order to generate robust estimates of the receivers pose. Design and implementation
of a navigation system to meet the stated requirements and objectives is the primary
contribution of this work. With the architecture of the navigation system established
in the last section, work began on the Kalman filter. This filter is the heart of the
navigation system, and its design is the focus of a large portion of the research effort.
Before the Kalman filter can be implemented, two important sets of information
must be specified: they are 1) the system observations models and 2) the system state
variable models. Specifying these models is a subjective process and in some ways is
more of an art than a science. Numerous choices are available, and there are probably
at least a few choices that will be successful. For this project, the choices are made
based on many factors, and these factors and the reasoning behind the design choices
will be presented in this section.
5.3.1 Kalman Filter Overview
The Kalman filter is the ubiquitous technique for real-time tracking and sensor fusion
applications. It has a long and illustrious history after being introduced in 1960
[5]. The body of relevant literature is understandably large, with many classic texts
dedicated to its use, e.g. [66]. For a short tutorial see [69].
The Kalman filter as it is originally formulated is an optimal minimum-mean
squared error (MMSE) state estimator for a stochastic linear dynamic system; but in
order to function as the optimal estimator, several conditions are necessary. However,
in practice, these conditions are almost never met, and some level of sub-optimal
performance is allowed. [67]
The low-level operation of the filter will be addressed as needed, but for now it
suffices to give an overview of its operation. The filter’s main task is to estimate the
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vector of system state variables. For this system, that consists of the variables in
Table 5.3. The filter maintains and updates the state estimates based on successive
incoming observations or measurements. Three main steps are involved which are
repeated continually after an initialization step:
1. Prediction. This step makes a prediction of the system’s state at the next time
sample.
2. Measurement. This step records system observations derived from the system’s
sensors. (Together with the prediction step, this is also called time update.)
3. Estimation. This step compares and combines the measurements with the
predictions to obtain an estimate of the system state. (This step is also called
state update.)[66]
Every Kalman filter contains these steps, but the specific implementation is
dependent on the objectives and requirements of the application being addressed.
Even the work by Roetenberg in [10, 24, 25, 12], which is somewhat similar to this
effort, presents a filter with very little in common with the one developed for this
project. Therefore, the design choices for this project are unique to the type of
observations and the states to be tracked.
This project’s system of measurements and states for the Kalman filter requires a
non-linear version of the Kalman filter. Non-linear Kalman filtering is by definition
sub-optimal, but nonetheless, it has been used very successfully for decades. One of
the oldest and most common of the non-linear adaptations is the extended Kalman
filter (EKF). This method operates by linearizing the system about the current
estimated state. As long as the state estimates are reliable, this filter will be reliable,
but if the estimates suffer, the filter can diverge and fail. [66]
Another class of non-linear filters are sigma-point Kalman filters (SPKF). These
filters use a deterministic sampling of the probability density function at the output
of the filter to estimate the system states and covariances [70, 66, 71]. The most
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common specific type of filter in this class is the unscented Kalman filter (UKF) [71].
In most all cases, this type of filter shows better adaptability when the non-linearities
are strong and succeeds long after the EKF would have failed [72]. In addition, it
requires much less off-line analysis to construct.
In this project, the Kalman filter is a tool to be used. The state models and
measurement models are the parameters that define the filter and are the object of
design. The type of filter (e.g. EKF, UKF, etc.) is also an object of design, but
thereafter, the filter itself is treated largely as a black box. The unscented Kalman
filter is chosen for this project due to its superior performance and ease of analysis.
Fortunately, the Python community contains an open source implementation of the
UKF in the PyKalman libraries [73].
The task of the UKF is to estimate the discrete-time non-linear system given by,
xk+1 = f (xk,vk) (5.63)
zk = h (xk,nk) . (5.64)
In this equation, xk is the vector of system states, and zk is the vector of observations.
The subscript-k indicates sample number k. The random component of the update
from sample k to k + 1 is modeled by the process noise vector, vk. The observation
noise vector is given by nk. The time update function, f (·), describes how the system
changes from one sample to the next given the current state and the current process
noise. The observation function, h (·), describes the relationship between the current
observations and the current state and noise.
In order to use the UKF libraries, the time update function and the observation
function must be supplied. In addition, like all Kalman filter implementations, the
libraries need stochastic models for the observation noise and the state variable
process noise. The design of these functions and stochastic models will be described
in the following sections. But, first, the vector of states and observations will be
formally defined.
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5.3.2 Observation Vector
The cycle for the Kalman filter begins when a new measurement is taken. Those
measurements are then processed to a form which will be useful to the Kalman
filter. These new forms are called the observations, and they become the input to the
Kalman filter. The observations are derived in the previous sections, but they are
repeated here in summary form.
The primary observation comes from the difference of the measured field matrix
and the MANS field matrix. Both the measured field matrix and the MANS field
matrix contain noise terms. The MANS noise originates in the magnetometer and
accelerometer and is propagated through the mechanization process. Compared to the
noise from the measured field matrix, it is negligible and can be ignored. Therefore,
the final observation of the field matrix difference is
δBt = Et + Ωt
r:t
(
Bt + Et
)− ∂β (pt)
∂x
δx− ∂β
(
pt
)
∂y
δy − ∂β
(
pt
)
∂z
δz + R˜
r:t
NrB. (5.65)
The other two observations come from the magnetometer and the accelerometer.
They are given by
δmg = Ωg
r:g
mg +
(
I + Ωg
r:g
)
µg + R˜
r:g
nrm (5.66)
δf r = sr + br + R
g:r
Ωg
r:g
gg + nra, (5.67)
where the measurement noise terms are included.
These three observations make up the entire signal input into the Kalman filter.
As such they are of paramount importance throughout the design process. They
compose the observation vector which is defined as,
z =

vec
(
δBt
)
δmg
δf r
 ∈ R15, (5.68)
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where vec (·) is the vectorization operator.
5.3.3 State Vector
The system states are derived in previous sections and summarized in Table 5.3.
Therefore, the state vector which is used by the Kalman filter is given by,
x =
[
δpt
T
δvt
T
sr T µg T vec
(
Et
)T
br T ωt
g:t
T
]T
∈ R27. (5.69)
5.3.4 Observation Function
The first of the required, user-supplied functions is the observation function. This
function takes as input a state estimate and an observation noise; it returns a
prediction of the observation based on these inputs. In other words, this function
answers the question: For a given state and observation noise, what is the observation
entering the filter?
The observation function is subdivided into three parts corresponding to Equa-
tions (5.65), (5.67), and (5.66), respectively. Therefore,
h (x,n) :=

vec(hB(x,n))
hm(x,n)
ha(x,n)
 (5.70)
where hB(·), hm(·), and ha(·) correspond to the observation functions for the field
matrix difference, the accelerometer error, and the magnetometer error, respectively.
Each one of these will be defined separately below.
Observation Function for Field Matrix Difference
The field matrix difference is part of the observation vector and is given in Equation
(5.65). Of the components in the equation, NrB comes from n, and E
t, ∂x, ∂y, and
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∂z are state variables (i.e., they come from x). The other terms are computed as
follows:
• Ωt
r:t
= Ωt
g:t
+ R˜
g:t
Ωg
r:g
R˜
g:t
T
where Ωt
g:t
is a state variables, R˜
g:t
is from the mechanization
process, and Ωg
r:g
is computed from the state variables using Equation (5.62).
• pt = p˜t − δpt where δpt is a state variable and p˜t is from the mechanization.
• The field matrix is computed as Bt = β
(
pt
)
.
• The partial derivatives of β
(
pt
)
are analytically computed from (5.19) and
evaluated at pt.
Therefore, using these computations and Equation (5.65), the observation function
for the field matrix difference is given by
hB(x,n) = E
t+Ωt
r:t
(
Bt + Et
)− ∂β (pt)
∂x
δx− ∂β
(
pt
)
∂y
δy− ∂β
(
pt
)
∂z
δz+R˜
r:t
NrB. (5.71)
Observation Function for Magnetometer Error
The magnetometer error is part of the observation vector and is given in Equation
(5.66). Of the components in the equation, µg is a state variables, Ωg
r:g
is computed
via (5.62), nrm is the given noise, and m
g is a known constant. Using Equation (5.66),
the observation function for the magnetometer error is given by
hm(x,n) = Ω
g
r:g
mg +
(
I + Ωg
r:g
)
µg + R˜
r:g
nrm. (5.72)
Observation Function for Accelerometer Error
The accelerometer error is part of the observation vector and is given in Equation
(5.67). Of the components in the equation, sr and br are state variables, Ωg
r:g
is
computed via (5.62), nra is the given noise, and R
g:r
is computed from Equation (5.61).
Using Equation (5.67), the observation function for the accelerometer error is given
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by
ha(x,n) = s
r + br + R
g:r
Ωg
r:g
gg + nra. (5.73)
5.3.5 Observation Noise Model
With the observation function fully derived, the stochastic models for the observation
noise are all that is needed to fully characterize the observations. Compared to the
state process noise models which will be derived later, the measurement noise models
are fairly straightforward. That being said, the process of providing the stochastic
models is more of an art than science and requires a fair amount of guesswork. To get
the best models, extensive characterization of the sensors and their internal workings
would be necessary. Even then, the best models would not greatly increase the
accuracy of the filter estimation [66]. Therefore, the objective is to provide models
that approximate the real-world conditions in a broad sense.
The Kalman filter has several requirements that must be met in order for it to
be an optimum estimator. One of these is that the measurement noise has a zero-
mean, Gaussian distribution. This condition is assumed to be true for all three sets
of observations. Therefore, in order to model the noise, it is only necessary to provide
the observation noise covariance, R = E
[
nnT
] ∈ R15×15. Because the signal paths
of each of the sensors is separate, each sensor is statistically independent from the
others. This means that the covariance has a block diagonal form,
R =

RB 0 0
0 Rm 0
0 0 Ra
 , (5.74)
where RB = E
[
vec(NrB)vec(N
r
B)
T
]
, Rm = E
[
nrmn
r
m
T
]
, and Ra = E
[
nran
r
a
T
]
are the
covariances for the field matrix measurement noise, the accelerometer noise, and the
magnetometer noise, respectively.
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Providing a model for each of the individual observations is the next step. The
first to be modeled is the accelerometer error noise. For this observation, the noise
term is equal to the noise in the accelerometer measurement. It is assumed that the
noise in each axis of the accelerometer is of equal average power and is independent
of the others. Therefore, the noise for the accelerometer error observation is modeled
as
nra ∼ N (0,Ra) (5.75)
∼ N (0, NaI) (5.76)
where Na is the standard deviation (i.e. RMS signal level) of each accelerometer
sensor axis, and N indicates the normal random distribution. Therefore, Ra = NaI.
For the magnetometer error observation, the same assumptions are made: the
noise in each axis of the accelerometer is of equal average power and is independent
of the others. Therefore,
nrm ∼ N (0,Rrm) (5.77)
∼ N (0, NmI) (5.78)
where Nm is the standard deviation of each magnetometer sensor axis.
Similarly, for the field matrix difference,
NrB ∼ N (0, NBI) , (5.79)
and RB = NBI.
With noise models for each of the three sets of observations, it is possible to
construct the full model as
n ∼ N (0,R) . (5.80)
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where R is given above. The values used for NB, Nm, and Na are empirically
determined. Their values are estimated to be
NB = 43.8
Nm = 1.44mG
Na = 0.137 ft/s
2
Note that the covariance, R, is a diagonal matrix. This is the simplest possible
model for the observation noise. More complex and appropriate models could be
constructed allowing for non-zero correlation between elements. In fact, this was
attempted, but the results did not prove to be substantially better. Also, with
more complex models, extensive characterization of the sensors would be necessary
to guarantee that the model is generic enough to cover all possible cases. When
comparing the performance of the system with the simple model and the more
complex model, the performance improvement did not justify the level of effort needed
to reliably construct the more complex models. Therefore, the simple model is used
and proves sufficient.
5.3.6 State Variable Models
The models for the state variables contain two parts: the transition function—which
describes the migration of the state from one sample to the next—and the process
noise model—which describes the random component of the state migration. In
accord with the requirements of the Kalman filter, the models are designed so that the
process noise always has zero-mean; therefore, the process noise is entirely specified
by its covariance.
It should be remembered that the covariances being derived here are generic in
nature. In other words, two variables might be generically uncorrelated, but during a
tracking session, certain situations might cause the state variables to become highly
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correlated. These situations are the responsibility of the Kalman filter and are not
the purview of the models being derived.
As with the observation models, the process of providing the transition covariance
is more of an art than science and requires a fair amount of guesswork. Models can
be either simple or complex, but the performance difference is not always substantial.
For this project, the goal is to provide models that prove the viability of the
integrated magnetic navigation system. Therefore, simpler models are preferred that
approximate the real-world conditions in a broad sense. More complicated models
that require extensive characterization and testing are avoided.
The analysis is subdivided roughly based on each individual state variable. Table
5.4 shows the subdivisions and gives an overview of the notation used for each
subdivision.
Using these subdivisions, the transition function for the entire system is
f(x,v) =

fp(x,v)
fs(x,v)
fm(x,v)
fE(x,v)
fb(x,v)
fg(x,v)

(5.81)
Similarly, the entire covariance matrix is
Q =

Qp Q
T
ps Q
T
pm Q
T
pE Q
T
pb Q
T
pg
Qps Qs Q
T
sm Q
T
sE Q
T
sb Q
T
sg
Qpm Qsm Qm Q
T
mE Q
T
mb Q
T
mg
QpE QsE QmE QE Q
T
Eb Q
T
Eg
Qpb Qsb Qmb QEb Qb Q
T
bg
Qpg Qsg Qmg QEg Qbg Qg

, (5.82)
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Table 5.4: State variable analysis subdivisions and notation.
Subdivision Variables
State
Noise
Covariance
Transition
Function
Linear Motion Error δp
t, δvt vp Qp fp(x,v)
Acceleration s
r vs Qs fs(x,v)
Geo-Field Error µ
g vm Qm fm(x,v)
Field Matrix Error E
t vE QE fE(x,v)
Accelerometer Bias b
r vb Qb fb(x,v)
Frame Alignment Er-
ror
ωt
g:t
vg Qg fg(x,v)
where the off-diagonal matrices are the cross-covariances between the variables
indicated in the subscripts.
By simple reasoning many of the off-diagonal covariances can be assigned a value
of zero. Inspecting the system for zero covariance renders the following:
• The variables δpt and δvt are independent of the magnetic field error, Et.
• The acceleration, sr, is independent of µg, Et, br, and ωt
g:t
.
• The geo-field error, µg, is independent of sr, Et, br, and ωt
g:t
.
• The magnetic field error, Et, is independent of δpt, δvt, sr, µg, br, and ωt
g:t
.
• The accelerometer bias, br, is independent of sr, µg, Et, and ωt
g:t
.
• The frame alignment error, ωt
g:t
, is independent of sr, µg, Et, and br.
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Therefore, the total covariance can be written as
Q =

Qp Q
T
ps Q
T
pm 0 Q
T
pb Q
T
pg
Qps Qs 0 0 0 0
Qpm 0 Qm 0 0 0
0 0 0 QE 0 0
Qpb 0 0 0 Qb 0
Qpg 0 0 0 0 Qg

(5.83)
As can be seen, the only non-zero, off-diagonal covariance is between the linear motion
error and its dependencies. These are related through (5.46), (5.47), and (5.48).
The remainder of this section will define all of the non-zero quantities within
the covariance matrix. It will also specify the transition functions for each of the
subdivisions, thus completing the design of the Kalman filter.
Acceleration
The acceleration is one of the more difficult quantities to accurately model. This is
because the mounting configuration and type of motion are contributing factors. For
this project, the receiver is mounted at the end of a pole which is held in the hand
during the tracking session. This results in its being suspended about 18 inches above
the ground. It is assumed that the person holding the pole will walk at a moderate
pace. If the receiver is mounted in a different way, the acceleration model will need to
be changed to reflect the different forces experienced. Similarly, if the human begins
to run, the model must also change to accommodate higher dynamics. Switching
between different types of motion is a common practice in the Kalman filtering world
[67], but to limit the scope of this project, only a moderate walking pace is considered.
Since it is expressed in the receiver frame, the acceleration is not uniform in each
axis. To see this, recall some of the fundamental assumptions about the orientation
of the receiver. Specifically, the receiver w -axis is nominally vertical; the v -axis is
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nominally in the direction of motion; and the u-axis is nominally tangent to the
direction of motion. The mechanics of the foot steps taken by the person holding the
receiver cause the largest accelerations in the vertical axis (w -axis) with the second
largest in the direction of motion (v -axis). The accelerations are modeled as first-
order Gauss-Markov random processes with independence in each axis. Therefore,
the state-space models are
s˙ru(t) = −
1
τu
sru(t) +
√
2σ2u
τu
(5.84)
s˙rv(t) = −
1
τv
srv(t) +
√
2σ2v
τv
(5.85)
s˙rw(t) = −
1
τw
srw(t) +
√
2σ2w
τw
. (5.86)
The parameters for modeling the motion are estimated by viewing the recorded
data, and their values are assigned as
σu = 0.3 ft/s
2
τu = 0.1 s
σv = 0.7 ft/s
2
τv = 0.2 s
σw = 3.0 ft/s
2
τw = 0.7 s
The Loan method described in [74, 66] is used to get the transition function and the
transition covariance from the state-space representation. From this, the transition
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function is
fs : {x,v} 7→

0.81991 0 0
0 0.90549 0
0 0 0.95157
 sr + vs, (5.87)
where sr and vs are subvectors of x and v, respectively. Also
vs ∼ N (0,Qs), (5.88)
where
Qs =

0.082 0 0
0 0.12 0
0 0 0.85
 . (5.89)
Geo-Field Error
The modeling of the geo-field error is more complex than might be expected. There
are a couple of reasons for this. First, the error has a zero mean and can be very
small, or it can be quite large. Also, when the speed of the receiver approaches zero,
the error will be constant over time. That being said, the error is modeled as a first-
order Gauss-Markov random process, but to solve these problems, the model must be
adjusted based on the state of the receiver. More specifically, the standard deviation,
σm, and time constant, τm, of the Markov model are adjusted to match the current
conditions.
To correct for the varying magnitude of the error, a simple, ad hoc method is
employed to adjust the standard deviation. More sophisticated methods could be
used, such as those in [67], but for this project, the simple approach is sufficient. For
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this method, two test quantities, a and b, are used:
a = h(〈f˜ r/ ‖gg‖ , m˜r〉)− 〈gg/ ‖gg‖ ,mg〉
b = ‖m˜r‖ − ‖mg‖ ,
where h(·) is a simple low-pass filter meant to remove some of the perturbations due
to acceleration.
The standard deviation is allowed to take on a few different levels: {σm,k =
(0.005)2k : k = 0, 1, . . . , 4}. These two quantities are compared to a threshold in
order to determine whether to raise or lower σm. In order to raise it, one of the
following must be true:
|a| > 2.5σm,i (5.90)
|b| > 2.5σm,i, (5.91)
where i is the current level. In order to lower the level, both of the following must be
true continuously while the receiver travels a distance of 3 feet:
|a| < 1.75σm,i−1 (5.92)
|b| < 1.75σm,i−1. (5.93)
In addition, a lowering of the level is not allowed until the receiver has traveled 6 feet
beyond the point where it was last raised.
For adjusting the time constant, a conversion between space and time is necessary.
The speed of the receiver, v, is used to do this very simply:
τm =
χm
v
. (5.94)
The constant χm = 2.0 feet is something like a time constant except in the spatial
domain. It is a measure of how the Gauss-Markov autocorrelation decays as the
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receiver moves away from a position. In order to ensure stability, the speed, v, is
not allowed to vary continuously, which creates a feedback path that might cause the
filter to diverge. Rather, the speed is quantized and only allowed to take on these
values: {0.5, 1.0, 2.0, 3.0, 4.0}.
The geo-field error is deemed to have the same stochastic model in each spatial
dimension—east, north, and up. Also, in an overall sense, the error in each dimension
is uncorrelated with the the others. Therefore, the following is the state-space
representation for each dimension:
µ˙ge(t) = −
1
τm
µge(t) +
√
2σ2m
τm
(5.95)
µ˙gn(t) = −
1
τm
µgn(t) +
√
2σ2m
τm
(5.96)
µ˙gu(t) = −
1
τm
µgu(t) +
√
2σ2m
τm
, (5.97)
where µg = [µge µ
g
n µ
g
u]
T . From this, the Loan method is used to compute the
transition function and covariance. However, an analytical expression is also available
for the transition function and covariance [66]
fm : {x,v} 7→ e−∆t/τmµg + vm, (5.98)
where µg and vm are subvectors of x and v, respectively. Also,
vm ∼ N (0,Qm), (5.99)
where
Qm = σ
2
m(1− e−2∆t/τm)I. (5.100)
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Field Matrix Error
The field matrix errors are modeled as first-order Gauss-Markov random processes. In
general, each of the elements is uncorrelated with the others. The elements from the
horizontal fields, x and y, are deemed to have equal statistics. However, the vertical
field, z, is more likely to couple to in-ground wire loops and cause more severe acute
distortion. Therefore, its standard deviation is higher than the other field errors. The
state-space representation is
E˙t(t) = − 1
τE
Et(t) +
√
2
τE
ΣE, (5.101)
where τE is a scalar time constant and ΣE is a matrix of standard deviations.
Reflecting the higher values for the z signals, its value is
ΣE =

0.12 0.12 0.3
0.12 0.12 0.3
0.12 0.12 0.3
 . (5.102)
Like with the geo-field error (see Section 5.3.6), the calculation of the time constant
is a transform from a “spatial constant” via the the velocity. In other words,
τE =
χE
v
, (5.103)
where χE = 2.0 feet. Again, the velocity is quantized in the same way as described
in Section 5.3.6.
From the state-space representation, the transition function and covariance are
calculated.
fE : {x,v} 7→ e−∆t/τEvec(Et) + vE, (5.104)
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where vec(Et) and vE are subvectors of x and v, respectively. Also,
vE ∼ N (0,QE), (5.105)
where
QE = diag(vec(ΣE))
2(1− e−2∆t/τE), (5.106)
where “diag(·)” forms a diagonal matrix using the elements of the vector argument
as the diagonal values.
Accelerometer Bias
It is well known that the accelerometer bias is nominally zero with a very slow moving,
almost constant value [6]. Therefore, the bias is modeled as a first-order Gauss-
Markov random process with a very long time constant. For the bias, x, of a single
axis, the state-space representation is
x˙(t) = −1
τ
x(t) +
√
2σ2
τ
(5.107)
with the values
σ = 0.3 ft/s2
τ = 300 s
Using the Loan method, the corresponding transition function and variance are
obtained. They are
f : {x, v} 7→ 0.99993x+ v (5.108)
v ∼ N (0, 11.9× 10−6) . (5.109)
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The bias in each axis is assumed to be independent of the others. Therefore,
considering all of the axes at once, the transition function and covariance are
fb : {x,v} 7→ 0.99993br + vb (5.110)
vb ∼ N (0,Qb) (5.111)
Qb = 11.9× 10−6I, (5.112)
where br and vb are subvectors of x and v, respectively.
Frame Alignment Error
The frame alignment error is a measure of the error in the stated rotation between the
earth and transmitter frames of reference. In other words, the transmitter orientation
is fixed for a tracking session. This orientation is measured or estimated before
the tracking session begins. The frame alignment error state variable represents the
difference between the true rotation and the rotation used by the navigation system.
As such, this variable is an unknown constant. Therefore, its transition function is
trivial, and its covariance is zero—albeit, it is given a small finite value for the sake
of numerical stability. They are given as,
fg : {x,v} 7→ ωt
g:t
+ vg (5.113)
vg ∼ N (0,Qg) (5.114)
Qg = (0.001
◦)2 I, (5.115)
where ωt
g:t
and vg are subvectors of x and v, respectively.
Linear Motion Error
To model the linear motion error it is necessary to provide the transition function
and covariance matrices for δpt and δvt. In order to do this, the state space model
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needs to be derived. This is done with the assumption that the linear acceleration
error, δst, is constant over a sampling period. Any perturbations from the constant
value over the sample period are assumed to be zero-mean, white, and Gaussian.
These assumptions make up what is referred to as the constant acceleration process
model [67]. (However, in this case, the acceleration error is being used instead of
the acceleration itself.) Following the structure of the constant acceleration process
model, the continuous-time state-space equation is
δp˙t(t) = δvt(t) (5.116)
δv˙t(t) = δstk(xk) + np(t), (5.117)
where np ∼ N (0,Σp) and δstk(x) is a function which numerically computes the
acceleration error for each cycle. This function is based on Equation (5.46), which is
adapted as
δstk(xk) = Rˆ
r:tk
(
brk − brk−1
)
+ Ωt
r:t k
Rˆ
r:tk
(
f˜ rk − brk−1
)
−Ωt
g:t
Rˆ
g:tk
gg. (5.118)
Several steps are involved to compute this equation:
1. Calculate the earth to transmitter rotation matrix:
Rˆ
g:tk
= (I−Ωt
g:t k
)R˜
g:t
, (5.119)
where Ωt
g:t k
= [ωt
g:t k
]× and ωt
g:t k
is a subvector of the state vector. Also, R˜
g:t
is the
known constant, nominal value of R
g:t
.
2. Calculate the receiver to transmitter rotation matrix, including several sub
steps:
(a) Calculate the estimated gravity vector in the receiver frame:
gˆrk = f˜
r
k − brk − srk, (5.120)
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where brk and s
r
k are subvectors of the state
(b) Calculate the receiver to earth rotation matrix:
Rˆ
r:gk
= Ψ (m˜rk , gˆ
r
k ,m
g + µgk ,g
g) , (5.121)
where µgk is a subvector of the state vector
(c) Finish the calculation of the receiver to transmitter rotation matrix:
Rˆ
r:tk
= Rˆ
g:tk
Rˆ
r:gk
. (5.122)
3. Calculate Ωt
r:t k
= R˜
r:tk
Rˆ
r:t
T
k
− I
With these steps complete, δstk(x) is computed and inserted into the state-space model
(5.117) for cycle k.
At this point, the only missing part of the state-space model is the covariance,
Σp, of the noise. No analytical equation is available or sought. Instead the covariance
is estimated numerically using the propagation of uncertainty technique [75, 76, 77].
The equation of interest is (5.118), which is dependent on several of the state variables:
br, sr, µg, and ωt
g:t
. Each of these state variables is independent of the others, and
their covariance is known (see below). Knowing this, the variance is estimated for
each component of δst using
σ2δstx =
∑
ai
(
∂ (δstx)
∂ai
)2
σ2ai (5.123)
σ2δsty =
∑
ai
(
∂
(
δsty
)
∂ai
)2
σ2ai (5.124)
σ2δstz =
∑
ai
(
∂ (δstz)
∂ai
)2
σ2ai , (5.125)
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where ai ∈
{
br, sr,µg,ωt
g:t
}
. The partial derivatives are not analytically derived, but
are numerically approximated using
∂ (δstx(x))
∂ai
≈ δs
t
x(x + ∆x)− δstx(x)
∆ai
∣∣∣
∆ai=σai
, (5.126)
where x + ∆x is the state vector perturbed in the component corresponding to ai.
The magnitude of the perturbation is equal to ∆ai = σai .
Using these calculations, the full covariance of the state-space model can be
approximated as
Σp =

σ2δstx 0 0
0 σ2δsty 0
0 0 σ2δstz
 . (5.127)
Since there is no correlation between axes and to make the analysis simpler, the
state-space model is separated into three distinct, identical models—one for each axis.
For brevity, the analysis below uses the x -axis, but the others are identical.
δp˙tx(t) = δv
t
x(t) (5.128)
δv˙tx(t) = δs
t
x,k(xk) + np,x (5.129)
np,x ∼ N (0, σ2δstx). (5.130)
From the well-known constant acceleration model (using just the x -axis), the
transition from one cycle to the next is governed byδptx,k+1
δvtx,k+1
 =
1 ∆t
0 1
δptx,k
δvtx,k
+ vp,x, (5.131)
where vp,x ∼ N (0,Qp,x) with the covariance given by
Qp,x = σ
2
δstx
∆t33 ∆t22
∆t2
2
∆t
 . [67] (5.132)
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Incorporating all of the axes, the transition function is given by
fp : {x,v} 7→
I I∆t
0 I
δpt
δvt
+ vp (5.133)
where δpt and δvt are subvectors of x. Also, vp is a subvector of v. The covariance
of vp is
Qp =

σ2δstx
∆t3
3
0 0 σ2δstx
∆t2
2
0 0
0 σ2δsty
∆t3
3
0 0 σ2δsty
∆t2
2
0
0 0 σ2δstz
∆t3
3
0 0 σ2δstz
∆t2
2
σ2δstx
∆t2
2
0 0 σ2δstx∆t 0 0
0 σ2δsty
∆t2
2
0 0 σ2δsty∆t 0
0 0 σ2δstz
∆t2
2
0 0 σ2δstz∆t

. (5.134)
With the transition function and the covariance specified, the state model for the
linear motion error is nearly complete. As is clear from (5.118), δst is dependent on
the state variables br, sr, µg, and ωt
g:t
. Because of this, δpt and δvt are correlated
with these variables. Therefore, Qps, Qpm, Qpb, and Qpg are non-zero.
Like Qp, these quantities are derived using the propagation of uncertainties
technique. Specifically, the covariances are estimated using
σδstx,ai =
∂ (δstx)
∂ai
σ2ai (5.135)
σδsty ,ai =
∂
(
δsty
)
∂ai
σ2ai (5.136)
σδstz ,ai =
∂ (δstz)
∂ai
σ2ai , (5.137)
for each ai ∈
{
br, sr,µg,ωt
g:t
}
[75, 76].
These expressions are valid in the continuous time domain, but in order to operate
with the Kalman filter they must be discretized. The process of discretization is
141
described by the authors of [67]. They use it to derive the transition function
(5.133) and the covariance (5.134) from the state-space model (5.116)-(5.117). In
what follows, the same process is used to derive the covariance between the linear
motion error terms and its correlated terms.
The analysis will begin with the covariance between δptx and s
r
u. The noise terms
associated with each of these variables are represented by x(t) and u(t), respectively.
They are discretized in accordance with the method presented in [67] as
xk =
∫ ∆t
0
(∆t− α)x(α)dα (5.138)
uk =
∫ ∆t
0
e−ω0(∆t−γ)u(γ)dγ, (5.139)
where ωu =
1
τu
is the natural frequency associated with sru (see Eq. (5.84)). Then,
the discrete covariance is derived as
σxu = E[xkuk] (5.140)
= E
[∫ ∆t
0
(∆t− α)x(α)dα
∫ ∆t
0
e−ωu(∆t−γ)u(γ)dγ
]
(5.141)
=
∫ ∆t
0
∫ ∆t
0
(∆t− α)e−ωu(∆t−γ)E[x(α)u(γ)] dαdγ. (5.142)
It is known that E[x(α)u(τ)] = σδstx,sruδ(α− γ), where δ(·) is the Dirac delta function
and σδstx,sru is computed via the propagation of uncertainty technique as described
above. Therefore, further simplification is possible:
σxu =
∫ ∆t
0
∫ ∆t
0
(∆t− α)e−ωu(∆t−γ)σδstx,sruδ(α− γ)dαdγ (5.143)
=
∫ ∆t
0
(∆t− γ)e−ωu(∆t−γ)σδstx,srudγ (5.144)
=
σδstx,sru
ω2u
[
1− e−ωu∆t −∆tωue−ωu∆t
]
. (5.145)
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After the discrete covariance is derived between the x -axis position error and sru,
it is necessary to derive the covariance between δvtx and s
r
u, where the noise term
associated with δvtx is represented by v(t). From [67],
vk =
∫ ∆t
0
v(α)dα. (5.146)
Therefore,
σvu = E[vkuk] (5.147)
= E
[∫ ∆t
0
v(α)dα
∫ ∆t
0
e−ωu(∆t−γ)u(γ)dγ
]
(5.148)
=
∫ ∆t
0
∫ ∆t
0
e−ωu(∆t−γ)E[v(α)u(γ)] dαdγ (5.149)
=
∫ ∆t
0
e−ωu(∆t−γ)σδstx,srudγ (5.150)
=
σδstx,sru
ωu
[
1− e−ωu∆t] . (5.151)
With this covariance derived, the complete covariance between Qps can easily be
specified. For each component of δpt, the covariance is derived similarly to (5.145);
and for each component of δvt, the covariance is derived similarly to (5.151). In order
to keep the notation manageable, two helper functions are defined
χ : {σ, ω} 7→ σ
ω2
[
1− e−ω∆t −∆tωe−ω∆t] (5.152)
Υ : {σ, ω} 7→ σ
ω
[
1− e−ω∆t] . (5.153)
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Thus, the complete covariance between the motion error and the acceleration is given
by
Qps =

χ(σδstx,sru , ωu) χ(σδstx,srv , ωv) χ(σδstx,srw , ωw)
χ(σδsty ,sru , ωu) χ(σδsty ,srv , ωv) χ(σδsty ,srw , ωw)
χ(σδstz ,sru , ωu) χ(σδstz ,srv , ωv) χ(σδstz ,srw , ωw)
Υ(σδstx,sru , ωu) Υ(σδstx,srv , ωv) Υ(σδstx,srw , ωw)
Υ(σδsty ,sru , ωu) Υ(σδsty ,srv , ωv) Υ(σδsty ,srw , ωw)
Υ(σδstz ,sru , ωu) Υ(σδstz ,srv , ωv) Υ(σδstz ,srw , ωw)

T
. (5.154)
The accelerometer bias and the geo-field error are also first-order Gauss Markov
processes like the acceleration. Therefore, their covariances took identical forms:
Qpb =

χ(σδstx,bru ,
1
τbru
) χ(σδstx,brv ,
1
τbrv
) χ(σδstx,brw ,
1
τbrw
)
χ(σδsty ,bru ,
1
τbru
) χ(σδsty ,brv ,
1
τbrv
) χ(σδsty ,brw ,
1
τbrw
)
χ(σδstz ,bru ,
1
τbru
) χ(σδstz ,brv ,
1
τbrv
) χ(σδstz ,brw ,
1
τbrw
)
Υ(σδstx,bru ,
1
τbru
) Υ(σδstx,brv ,
1
τbrv
) Υ(σδstx,brw ,
1
τbrw
)
Υ(σδsty ,bru ,
1
τbru
) Υ(σδsty ,brv ,
1
τbrv
) Υ(σδsty ,brw ,
1
τbrw
)
Υ(σδstz ,bru ,
1
τbru
) Υ(σδstz ,brv ,
1
τbrv
) Υ(σδstz ,brw ,
1
τbrw
)

T
, (5.155)
and
Qpm =

χ(σδstx,µge ,
1
τ
µ
g
e
) χ(σδstx,µgn ,
1
τ
µ
g
n
) χ(σδstx,µgu ,
1
τ
µ
g
u
)
χ(σδsty ,µge ,
1
τ
µ
g
e
) χ(σδsty ,µgn ,
1
τ
µ
g
n
) χ(σδsty ,µgu ,
1
τ
µ
g
u
)
χ(σδstz ,µge ,
1
τ
µ
g
e
) χ(σδstz ,µgn ,
1
τ
µ
g
n
) χ(σδstz ,µgu ,
1
τ
µ
g
u
)
Υ(σδstx,µge ,
1
τ
µ
g
e
) Υ(σδstx,µgn ,
1
τ
µ
g
n
) Υ(σδstx,µgu ,
1
τ
µ
g
u
)
Υ(σδsty ,µge ,
1
τ
µ
g
e
) Υ(σδsty ,µgn ,
1
τ
µ
g
n
) Υ(σδsty ,µgu ,
1
τ
µ
g
u
)
Υ(σδstz ,µge ,
1
τ
µ
g
e
) Υ(σδstz ,µgn ,
1
τ
µ
g
n
) Υ(σδstz ,µgu ,
1
τ
µ
g
u
)

T
, (5.156)
respectively.
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At this point, an expression for Qpg is the only thing lacking. Recall that the
frame alignment error is modeled as a constant, and its associated state noise is
white Gaussian. Let the noise for its x -axis component be represented by w(t). The
discretized version is
wk =
∫ ∆t
0
w(γ)dγ. (5.157)
Then, the discrete covariance with the position error is derived as
σxw = E[xkwk] (5.158)
= E
[∫ ∆t
0
(∆t− α)x(α)dα
∫ ∆t
0
w(γ)dγ
]
(5.159)
=
∫ ∆t
0
∫ ∆t
0
(∆t− α)E[x(α)w(γ)] dαdγ (5.160)
=
∫ ∆t
0
∫ ∆t
0
(∆t− α)σδstx,ωgxδ(α− γ)dαdγ (5.161)
=
∫ ∆t
0
(∆t− γ)σδstx,ωgxdγ (5.162)
= σδstx,ωgx
∆t2
2
. (5.163)
Similarly, for the covariance with the velocity error
σvw = E[vkwk] (5.164)
= E
[∫ ∆t
0
v(α)dα
∫ ∆t
0
w(γ)dγ
]
(5.165)
=
∫ ∆t
0
∫ ∆t
0
E[v(α)w(γ)] dαdγ (5.166)
=
∫ ∆t
0
∫ ∆t
0
σδstx,ωgxδ(α− γ)dαdγ (5.167)
=
∫ ∆t
0
σδstx,ωgxdγ (5.168)
= σδstx,ωgx∆t. (5.169)
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Therefore, the full covariance is
Qpg =

σδstx,ωg,x
∆t2
2
σδstx,ωg,y
∆t2
2
σδstx,ωg,z
∆t2
2
σδsty ,ωg,x
∆t2
2
σδsty ,ωg,y
∆t2
2
σδsty ,ωg,z
∆t2
2
σδstz ,ωg,x
∆t2
2
σδstz ,ωg,y
∆t2
2
σδstz ,ωg,z
∆t2
2
σδstx,ωg,x∆t σδstx,ωg,y∆t σδstx,ωg,z∆t
σδsty ,ωg,x∆t σδsty ,ωg,y∆t σδsty ,ωg,z∆t
σδstz ,ωg,x∆t σδstz ,ωg,y∆t σδstz ,ωg,z∆t

T
. (5.170)
With every component of the state transition covariance specified and with each
transition function specified, the models for the state variables are complete. Thus,
all of the information required by the Kalman filter is defined, and the navigation
system can be implemented.
5.4 Design Summary
The integrated navigation system presented in this chapter is one of the three primary
contributions of this project. To this author’s knowledge, no other systems like it
exist. Not only is the final form original, but it seems to be the first time someone
has approached the magnetic localization problem as an error-state tracking system.
The system’s final form resembles a tightly-coupled, INS/GPS integrated navigation
system. However, instead of the INS, only a magnetometer and accelerometer are
present. Also, instead of a GPS receiver, the magnetic coil receiver is used. To make
up for a lack of gyroscope, both the magnetometer and the coil receiver are used.
The Kalman filter is the primary tool used to fuse the observations from the
receiver sensors. The design of the filter does not deal with the filter’s internals.
Instead, the design is primarily concerned with modeling the system observations,
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states, and dynamics. Once these models are derived, the design of the navigation is
complete. The next chapter will present the results from this design.
147
Chapter 6
Testing and Results
This chapter presents the implementation and results of the integrated magnetic
navigation system. The first section covers the setup and testing environment.
Within this section, a magnetic survey of the testing site will be described which is a
significant contribution of this research. The second section contains a demonstration
of the navigation system technology which is presented in the previous chapter. The
results achieved in this demonstration represent a massive improvement over the
baseline magnetic positioning technology.
6.1 Setup and Environment
This section describes the hardware and software implementation of the integrated
magnetic navigation system. In addition, the testing environment is described along
with a magnetic fingerprint of the site used for testing.
6.1.1 Hardware
The features of the hardware are outlined previously, but they are reviewed here with
some extra detail. The system hardware is made up of the transmitter beacon and
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(a) Transmitter (b) Receiver
Figure 6.1: Transmitter and receiver hardware.
the receiver. The transmitter is a proprietary design created specifically for magnetic
positioning applications. It contains three co-located, orthogonal coils.
The receiver is also a proprietary design, and it also contains three co-located
orthogonal coils. The coils sense the magnetic field from the beacon and feed the
signals into a circuit for demodulation, down-mixing, and amplification. The receiver
also contains a tri-axial magnetometer and accelerometer. These are both part of the
same integrated circuit—the LSM303D “Ultra compact high performance e-compass
3D accelerometer and 3D magnetometer module” [6].
In order to develop the navigation system algorithms, the sensor data from the
coils and the MA must be be recorded. A Secure Digital (SD) flash memory card is
used for this purpose. The brain of the receiver is an MSP430F5438 microcontroller
from Texas Instruments [78]. This device is responsible for managing and collecting
the sensor measurements and writing them to the SD card. During the collecting of
the data, the receiver is mounted on a pole, which is held by the user. This results
in the receiver being about 18 inches above ground when the data is collected.
The transmitter and receiver hardware are shown in Figure 6.1.
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6.1.2 Software
The navigation system software is implemented with recorded data using the Python
programming language [42]. Python allows for very concise and efficient programming
practices. Even though it is known as a concise language, the Python code associated
with this research effort consists of over 100,000 lines of code spread across more than
500 source files.
When possible, off-the-shelf python libraries are used (which are not included in
the total line count). For mathematical and numerical routines, Scipy [79] and Numpy
[80] are used. For plotting and display, Matplotlib [81] is the primary tool. The
Kalman filter framework within the navigation system is taken from the Pykalman
library [73]. All of the Python software is written using the jEdit code editor [82].
Debugging and executing are done with the standard, command-line Python toolset.
In addition to the software for the navigation system implementation, numerous
supporting applications and routines are needed in the course of this project. They
include
• A platform for continuous sensor data parsing, storing, loading, and anomaly
correction.
• Single point survey data collection platform.
• Numerous 2-D and 3-D data visualization and analysis applications.
• Sensor noise measurement routines
• Field component phase normalization routines
• A field component matrix energy normalization
• The TRIAD algorithm.
• Routines for calculating and applying the calibration for each sensor.
• Numerous other mathematical routines, e.g. quaternion calculations.
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In addition to the Python code, software was required to record and process the
sensor data on the microcontroller. This was written in the C++ language and
embedded on the microcontroller. The backbone of this software was done before the
beginning of this research effort. However, the following features were added during
this research:
• Magnetometer hardware interfacing capability.
• Accelerometer hardware interfacing capability.
• Continuous sensor data recording capability for the accelerometer and magne-
tometer.
• Single point survey data collection capability.
• Calibration data collection capability.
A few thousand lines of new C++ code were required to add these capabilities to the
receiver’s embedded microcontroller.
6.1.3 Testing Environment
Test Site
The test site consists of an asphalt parking lot behind a steel and block building in
Knoxville, Tennessee. Adjacent to the parking lot is a grassy field. The transmitter
is positioned towards the center of the parking lot and oriented roughly parallel to
the building. Against the building there are several HVAC units, electrical units,
conventional steel doors, steel overhead doors, steel awnings, and steel protective
barrier posts. In addition, in the northeast corner, a steel dumpster sits on a concrete
pad. Figure 6.2 shows photos of the test site and building.
In order to have true position data, a land survey was performed on the test site.
Survey points were spaced on a nominally 12-foot grid. Additional points were taken
151
(a) From the grassy area
(b) From the northwest corner
(c) From the southeast corner
Figure 6.2: Photos of the building and testing site.
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at the vertices of the building features, such as the HVAC units and the concrete
pads. This allows a detailed diagram of the site to be constructed. Figure 6.3 shows
this diagram and a corresponding aerial photo. The diagram shows the building with
its features, the asphalt, and the grassy area. The key to interpreting the diagram is
as follows:
• Gray crosses: survey grid points
• Gray patches: concrete pads
• Black hatched areas: steel awnings
• Solid black line segments: steel doors
• Dark gray line segments: steel overhead doors
• Black dots: steel and concrete barrier posts
• Green patches: HVAC and electrical units
The survey data is useful for visualizing the layout of the test site, but its primary
purpose is to provide true position data for testing the magnetic location system.
After the survey was taken, markers were left on the test site so that experiments
could be referenced to known positions.
Magnetic Field Survey
Once the land survey of the test site was complete, a magnetic field survey of the site
was performed. This consisted in measuring and recording the component magnetic
field matrix and also the magnetometer measurement over the bulk of the test site.
The end result is a magnetic field map of the test site. To this author’s knowledge,
no similar map of a large area exists for magnetic localization systems. As such, this
map is a significant original contribution of this research.
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(a) Diagram and survey points. (b) Aerial photo. [28]
Figure 6.3: The testing site and survey. (a) The survey grid is oriented with the
transmitter and is spaced at 12 feet. The green square is the transmitter location.
(b) A photo of the site. Note the asphalt, grass regions, and the building features
including the dumpster and dumpster pad (lower left), the HVAC units, and the steel
door awnings.
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The map is referenced to the site survey and is constructed with over 1400 sample
points. It would have been desirable to densely sample the entire survey area, but
for logistical reasons, only the central area of the site was densely sampled. A point
spacing of 2 feet was used for this area. The transmitter has a minimum working
distance inside of which the measurements are saturated and worthless; therefore,
the area around the transmitter is excluded. To extend the map, samples were taken
at each survey point not covered by the central area. Also, the 2 foot sample density
was used to construct several lines of samples emanating from the central area. These
extra samples helped reveal the whole magnetic fingerprint of the test site.
Because the magnetic field components have such a high dynamic range, they are
normalized before being displayed. Using Equation (2.16), the following is trivial to
show
Bt
T
Bt =
k2
r8

3x2 + r2 3xy 3xz
3xy 3y2 + r2 3yz
3xz 3yz 3z2 + r2
 . (6.1)
Therefore,
trace(Bt
T
Bt) =
6k2
r6
, (6.2)
and a normalization factor, c, is defined as
c =
k
r3
=
√
trace(Bt
T
Bt)
6
. (6.3)
Therefore, a normalized field component matrix is defined as
Bt‖·‖ =
Bt
c
(6.4)
=

3xˆ2 − 1 3xˆyˆ 3xˆzˆ
3xˆyˆ 3yˆ2 − 1 3yˆzˆ
3xˆzˆ 3yˆzˆ 3zˆ2 − 1
 , (6.5)
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where xˆ, yˆ, and zˆ are the components of the unit vector rˆ =
r
‖r‖ . By inspection of
Bt‖·‖, the diagonal elements have a range of -1 to 2, and the off-diagonal elements have
a range of -0.5 to 0.5. Normalizing the field component matrix in this way removes the
dependence on the distance from the transmitter and makes viewing and processing
the field component matrix much simpler. This process will be referred to as range
normalizing for the remainder of this work.
To view the results of the survey, the range-normalized field component matrix
is subtracted from the ideal, range-normalized field component matrix at a given
survey point. This is done in the transmitter frame of reference, and the result is
referred to as the field component error matrix. During the collection of the magnetic
samples, the receiver was oriented in a known direction. Thus, transforming the
measurements into the transmitter frame of reference is a matter of de-rotating by
the known orientation. However, there is some human error involved in orienting the
receiver during the sample collection. This error resembles noise and is low enough
that the important information could be gleaned from the magnetic field map.
Figures 6.4, 6.5, and 6.6 show the elements of the 3 × 3 field component error
matrix with one row of the matrix per figure. As would be expected, the samples
show significant perturbation near the metal building due to eddy current distortions
in the magnetic field.
The field error matrix also reveals a feature of the test site which is unexpected.
A buried cable appears to be running from the building to the grassy area near the
bottom of the central area. From there, it runs up the border of the grassy area and
forms a loop by connecting back to the building. The indications are that it connects
back to the building above the top edge of the surveyed area. Since the cable loop is
oriented horizontally, its effects can be seen almost exclusively in the z -coil portion
of the field error matrix (i.e. the third column). The estimated path of the loop is
shown in Figure 6.7.
The implications of this buried loop should not be missed. Because most of the
surveyed site falls within the loop, nearly all of it is subject to bulk eddy errors. This
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Figure 6.4: Field component error matrix: Row 1 of the 3 × 3 matrix. The elements of row 1 are shown as sampled
on the survey points. Shown from left to right are the plots for row 1 column 1, row 1 column 2, and row 1 column 3,
respectively.
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Figure 6.5: Field component error matrix: Row 2 of the 3 × 3 matrix. The elements of row 2 are shown as sampled
on the survey points. Shown from left to right are the plots for row 2 column 1, row 2 column 2, and row 2 column 3,
respectively.
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Figure 6.6: Field component error matrix: Row 3 of the 3 × 3 matrix. The elements of row 3 are shown as sampled
on the survey points. Shown from left to right are the plots for row 3 column 1, row 3 column 2, and row 3 column 3,
respectively.
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Figure 6.7: Estimated route of the buried cable. The survey grid is spaced at 12
feet in the asphalt area.
violates one of the design assumptions outlined in Chapter 2. Nevertheless, as will be
seen in a later section, the system is able to overcome the violation of this assumption
and still perform well.
Visualization of the field errors are easier to comprehend when the results are
displayed as physical quantities. Therefore, the errors in position and rotation are
derived using the Kuipers algorithm. The position result is shown in Figure 6.8. As
can be seen, the eddy distortions cause severe, catastrophic errors in position. In
the area with the strongest distortion, the z -axis and y-axis position error is nearly
60 feet, and the x -axis error is almost 40 feet. Once again, the area very near the
building shows strong perturbations. While not as strong as those in the top-right
corner, they are still very severe and seem to have a somewhat less predictable nature.
In addition to the Kuipers position error, the Kuipers rotation error is also
calculated. Before describing these errors it is necessary to define the Euler angle
convention. In accord with [4], the aerospace sequence is used. In this case, to
transform from the transmitter frame of reference to the receiver frame of reference,
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Figure 6.8: Survey Kuipers position error. From left to right, the figures represent the position errors in the x, y, and z
dimensions, respectively. Units are in feet.
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the coordinate frame is first rotated around the z -axis by an angle referred to as the
heading. Next, the coordinate frame is rotated by the new y-axis by an angle referred
to as the elevation. And finally, the coordinate frame is rotated by the newest x -axis
by an angle referred to as the bank-angle. [4]
The terms heading, elevation, and bank-angle lose their meaning if the Euler
angles come from a rotation matrix which transforms in the opposite way: from the
receiver frame to the transmitter frame. However, in this case, it is still important
to be able to talk about the Euler angles of that rotation matrix. Therefore, the
heading, elevation, and bank-angle terms are dropped. Instead, it is just assumed
that the sequence of the three Euler angles of a given rotation matrix are referred to
the third principle axis, the new second principle axis, and the newest first principle
axis, respectively. This Euler angle convention is used throughout this document.
For each point in the magnetic field map, this convention is used to evaluate
the error in the Kuipers rotation. The true rotation at a point is approximately
known (but subject to slight human error when orienting the receiver to take the
measurement). Temporarily, let R
t:r
refer to this orientation and R˜
t:r
refer to the Kuipers
calculated rotation. The error rotation matrix is then calculated as δR
t:r
= R˜
t:r
R
t:r
T . The
Euler angles of δR
t:r
are denoted as δψ, δθ, and δφ. These angles are plotted in Figure
6.9. In order to more effectively view the results, the errors are clipped at ±60◦;
however, in actuality, they go much higher in magnitude and even exceed 90◦.
These last two figures, Figure 6.8 and Figure 6.9, are a great representation of
the problems encountered in real-world magnetic localization. Near the transmitter,
where the signal is strong and the distorting objects are relatively distant, the
performance is very good in both position and rotation. However, as the signal
weakens and distorting objects move closer, the performance rapidly becomes
catastrophically bad. These are the problems that have plagued magnetic positioning
systems since their advent, and these are the problems this effort sought to address.
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Figure 6.9: Survey Kuipers rotation error. The Euler angles of the error rotation matrix are shown. Units are degrees,
but the error display is capped at ±60◦ to better show regions of smaller error. From left to right, the plots refer to δψ,
δθ, and δφ, respectively.
163
While collecting data for the magnetic field map, data was also collected from
the magnetometer and accelerometer sensors. The data from the accelerometer
is not very informative, but the magnetometer data is useful for discovering geo-
magnetic field anomalies. The geo-magnetic compass heading and inclination from
the magnetometer measurements are shown in Figure 6.10. (The magnitude of the
measurements is the third component of the magnetometer, but it is left out because
the gain of the magnetometer varies substantially with time and temperature (see
Subsection 4.3.2).) The inclination is calculated with the accelerometer vector as a
vertical reference, but the heading is subject to human error in the orientation of the
receiver during the measurement. For reference, the nominal heading is 2◦ relative to
the transmitter’s y-axis, and the nominal inclination is 66◦.
As expected, these results show reliable geo-magnetic fields over most of the test
site. However, as the receiver nears ferromagnetic metal objects, the measurements
become less dependable. This is especially obvious near the steel building, the HVAC
units, and the metal dumpster.
Testing Environment Summary
The site survey and the accompanying data collection yield a much greater un-
derstanding of the challenges that face magnetic positioning systems. Indeed, the
magnetic field signature of such a large, outdoor area is not found in the previously
reported literature. As such, this information is a valuable contribution of this
research.
The environmental distortions for the chosen site are much greater than expected.
However, it shows promise as a location for testing: It has areas of bulk eddy distortion
near the building, areas of acute eddy distortion near the buried cable, areas of
ferromagnetic distortion near the building, and clean areas in the grass. In other
words, all conditions that the receiver needs to compensate for are present at the site.
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Figure 6.10: Geo-field survey results. Unlike the inclination, the heading is subject to human error in the data collection
process; so, it has more noisy results and some erroneous points.
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6.2 Technology Demonstration
To prove the viability of the navigation system, a demonstration is performed in the
same manner as in many other works (e.g. [83, 84, 10, 85]). The test site described
in the last section is used as the proving grounds. The demonstration includes all of
the environmental conditions that this effort sought to address. Specifically, the data
includes clean areas, ferromagnetic distortion, and eddy distortion of both the acute
and bulk varieties.
The demonstration seeks to incorporate all of these conditions. Also, a varied
sequence of movements is used to illustrate the robustness to motion conditions.
These include sharp turns, gradual turns, and straight segments of varying length.
The path of travel is shown in Figure 6.11. The path begins (and ends) at the vertex
indicated with a magenta circle, and it proceeds counterclockwise. The transmitter is
located at the origin, and the axes are the principle axes of the transmitter frame of
reference. The area in the grass is largely free of distortion. Ferromagnetic distortion
is present when walking near the building. Acute eddy distortion is present at the
crossing with the buried cable. Bulk eddy distortion is present nearly everywhere
between the building and the buried cable.
6.2.1 Measurement Data
Data is recorded from each of the receiver sensors as the path is walked. The
accelerometer measurements are shown in Figure 6.12. The magnetometer measure-
ments are shown in Figure 6.13. The non-range-normalized field component matrix
measurements are shown in Figure 6.14. All measurements are in the receiver frame
of reference.
The magnetometer measurements are used to determine the level of geo-magnetic
field distortion. The method to do this is described in Subsection 5.3.6. In Figure
6.15 the distortion levels are shown against the magnitude of the magnetometer
measurement vector. As can be seen, serious distortions occur in the geo-magnetic
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Figure 6.11: The test track. The path walked during the test is shown with the
timestamps at each vertex. The starting vertex is indicated with a magenta circle.
The figure is shown in the transmitter frame of reference. The survey grid is shown
with the gray crosses; as can be seen, the survey grid is not perfectly aligned with
the transmitter frame of reference.
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Figure 6.12: Accelerometer measurements. The u-, v-, and w-components are shown
in blue, red, and green, respectively, with units of ft/s2.
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Figure 6.13: Magnetometer measurements. The u-, v-, and w-components are
shown in blue, red, and green, respectively, with units of Gauss.
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Figure 6.14: Measured fields. The 3× 3 field component matrix as measured in the receiver frame.
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Figure 6.15: Magnetometer distortion metric and magnetometer measurement
magnitude. The magnitude of the magnetometer measurements is shown with shading
to indicate the levels of distortion as described in Subsection 5.3.6. In increasing order
the levels are: no shading, blue, red, and green.
field from t = 160 seconds to nearly t = 200 seconds. This corresponds to the portion
of the test adjacent to the wall of the steel building and within a couple of feet
of large steel fixtures such as the HVAC units. For comparison, the magnetometer
measurement magnitude is shown again in Figure 6.16. In this case, the plot is
zoomed in on the area of large distortion, and the distance to the wall is shown in
the second axis. This provides a good illustration of the influence of the steel wall
and fixtures upon the magnetometer measurements.
Using the collected measurements, it is constructive to examine the performance
of the Kuipers algorithm when applied to the coil measurements for the test path.
Figure 6.17 shows the results of this operation. The effect of the distortion can be
seen throughout the plot except for the grassy area. Once again, the area near the
wall and its fixtures is the worst performing area. The severe errors evident in this
plot demonstrate the challenges faced by the navigation system.
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Figure 6.16: Magnetometer measurement magnitude with distance to the wall. A
zoomed-in view of the magnitude of the magnetometer measurments is shown in the
top axis with the distance to the wall (in feet) on the bottom axis.
6.2.2 Navigation System Output
This section describes the output of the navigation system. The variables to be
presented include the magnetic field error matrix (Et), the geo-magnetic field error
(µg), the position (pt), the velocity (vt), and the receiver rotation matrix (R
r:t
). These
results show reliable tracking performance and demonstrate a massive improvement
over unaided magnetic localization. As such, these results comprise a signficant
contribution to the state of the art.
The magnetic field error matrix, Et, will be presented first. Also, as described
before, the range-normalized version of the matrix is used in the implementation (see
Subsection 6.1.3). Figure 6.18 shows the field errors. It also shows the observed
field matrix difference, δBt, which is described by Equation (5.40). Recall that this
quantity is the primary input to the Kalman filter, and it contains more error sources
than just Et. Therefore, the two quantities shown in the figure do not track perfectly
well. However, they do confirm the strong influence of Et on δBt.
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Figure 6.17: The test track with measurements. The Kuipers calculated position
while walking the test path is shown in red. The cyan Xs correspond to the vertices
of the ideal path.
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Figure 6.19 shows Et in a different context (green curves). The blue curves are
the range-normalized values of B˜t (see Eq. (5.28)). These values are the mechanized
observations, and as such, they are uncorrected. The curves in red are the output
of the navigation system which includes the corrections. These are calculated using
Equation (5.31) (neglecting the measurement noise) as
Bt =
(
I−Ωt
r:t
)
B˜t − Et. (6.6)
The corrected field components show great agreement with the ideal field components
which are calculated from the known receiver location. These two sets of signals are
both shown in Figure 6.20.
As described previously, the magnetic field error matrix encapsulates a triad of
distortion vectors, one for each type of transmitter modulation. As such, these
variables have a physical interpretation: each distortion vector can be thought of
as existing in 3-D space. In a similar way, the geo-magnetic error vector, µg, can also
be thought of as existing in space. The results for this vector are presented next.
Figure 6.21 shows the components of the geo-magnetic field error vector. As
expected, the area near the steel building and dumpster are the only areas where the
ferromagnetic distortion is significant.
The effectiveness in estimating µg is demonstrated by Figure 6.22. To generate
this figure, a mechanized version of the geo-magnetic field vector in the earth frame
of reference is obtained via
m˜g = R˜
r:g
m˜r (6.7)
= mg + δmg, (6.8)
where δmg is expressed by Equation (5.66) and is largely dependent on µg. To
show the reliability of the µg estimation, the mechanized geo-magnetic field vector is
plotted in blue. On top of that, the partially-corrected field vector is shown in red.
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Figure 6.18: Range-normalized field component errors. The blue curves are the field component errors, Et, which are
tracked by the navigation system. The red curves are the difference between the mechanized B˜t and the ideal Bt. As such,
the red curves include more error sources beyond Et, but they nevertheless indicate good agreement.
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Figure 6.19: Range-normalized field component matrix and errors. This figure shows the field component matrix and the
component matrix errors in the transmitter frame of reference. The error, which is tracked by the navigation system, is
shown in green. The blue curves are the original field components, and the red curves are the corrected field components.
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Figure 6.20: Range-normalized field component matrix vs. ideal. This figure shows the field component matrix from the
navigation system (red) and the ideal field component matrix (blue).
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Figure 6.21: Geo-magnetic field error. The geo-magnetic error state variable, µg,
found by the navigation system. The east-, north-, and up-components are shown in
blue, red, and green, respectively.
This partial correction is done by subtracting the geo-magnetic field error vector from
the mechanized field vector (i.e. m˜g −µg). If the correction were full, the red signals
would be zero, but as it is, not all of the terms of Equation (5.66) are addressed by
this correction. However, as can be seen, the correction is quite effective at canceling
the geo-magnetic distortion. Therefore, it is simple to see that the navigation system
reliably tracks the geo-magnetic field error.
The magnetic field error matrix and the geo-magnetic field error are important
physical quantities that give great insight into the environment and the performance
of the system. However, the position and orientation of the receiver are the physical
quantities of paramount importance. These will be addressed next.
The position of the receiver as determined by the navigation system is shown first
in Figure 6.23. This figure also shows the corresponding velocity. Each axis of motion
is shown in its own column.
In Figure 6.24 the navigation system position results are compared against the
Kuipers-generated position and the true position. The top row of plots show the
position calculated by each method: The blue is from the navigation system, the
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Figure 6.22: Geo-magnetic field correction. This figure shows the mechanized geo-
magnetic field before correction (blue) and after correction (red). The correction is
applied by subtracting the state variable µg from the mechanized field. The east-,
north-, and up-components are shown from top to bottom, respectively.
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red is the baseline Kuipers solution, and the green is the true. The second row
of plots shows the difference between the navigation solution and the true solution
(blue curves). It also shows the difference between the Kuipers solution and the
true solution (red curves). Figure 6.25 shows the position data projected onto the
horizontal plane.
Both of these figures show the immense improvement of the navigation system over
the baseline Kuipers positioning algorithm. The only area of marginal performance is
near the steel building where there is extreme bulk and acute eddy distortion as well
as ferromagnetic distortion; and even here, the results are acceptable. Overall, the
position errors from the navigation system resemble a zero mean random variable. In
contrast, the errors from the Kuipers algorithm are deterministically driven by the
underlying distortion phenomena. As such, rigorous statistical comparison between
the two techniques is not appropriate.
However, the histograms of the position error associated with the two techniques
are shown in Figure 6.26. This figure helps demonstrate how the navigation system
technique is robust against the systematic errors present in the Kuipers technique.
The errors that remain in the navigation system’s result resemble a zero-mean
(colored) Gaussian noise. They have standard deviations of 1.3, 1.4, and 1.4 feet
for the x-, y-, and z-axes, respectively.
The advantage of the navigation system over the Kuipers algorithm is obvious
when it came to determining position. Likewise, similar improvements in the receiver
orientation are seen with the navigation system. Figure 6.27 shows the Euler angles
of the receiver orientation relative to the transmitter frame of reference for both the
Kuipers algorithm and the navigation system.
Side-by-side plotting of the Euler angles of two rotation matrices, like in Figure
6.27, is not the best way to make a comparison. Rather, a rotation difference matrix
should be constructed. For the Kuipers rotation matrix, a rotation difference matrix
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Figure 6.23: Position and velocity. The position calculated by the navigation system is shown in the top row. The
corresponding velocity is shown in the bottom row.
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is constructed with the navigation system matrix as
δR
t:r
= R
t:r
R
t:r
T . (6.9)
Kuipers Nav. Sys.
Figure 6.28 shows the Euler angles of this rotation difference matrix. This is a more
appropriate way of viewing the difference between the two rotation matrices.
Unfortunately, with regard to the receiver orientation, there is no way to know
the ideal or true rotation. However, in general, the receiver is held horizontal, which
means the second two true Euler angles (i.e. elevation and bank angle) are near zero.
Also, the first Euler angle represents the heading of the receiver. Therefore, most of
the variation is in this Euler angle. Despite not knowing the true Euler angles exactly,
some comparisons and conclusions can still be made.
The first conclusion is that the Kuipers angles are wildly incorrect. This is obvious
from the previous two figures. The errors are smaller but still large even in the parts
of the data which correspond to the clean, grassy area of the test site. In contrast,
the navigation system produces angles much more in line with expectations. To
help visualize the correctness of the navigation system output, Figure 6.29 shows the
receiver’s heading vector at each point along the test path.
With regard to the receiver orientation, the solution produced by the navigation
system is tremendously improved over the Kuipers algorithm. These results are at
least as impressive as the improvements seen with regard to the receiver’s position.
6.3 Testing and Results Summary
In the first part of this chapter, the testing setup and testing environment are
presented. Of note, Subsection 6.1.3 presents the results of a large-scale, outdoor
magnetic survey. This is the first known survey to cover a large, real-world scenario.
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Figure 6.25: Navigation system position. This figure shows the position as output
from the navigation system in blue. The red curve is the position from the Kuipers
algorithm and the green curve is the actual path. Survey grid spacing is nominally
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This real-world data contains some unforeseen phenomena and will prove useful to
those seeking to implement magnetic positioning in such a scenario. Such is the case
for the navigation system in this project, where the real-world data is invaluable.
Therefore, the results from this survey are a significant contribution to the state of
the art.
The second part of this chapter presents the results achieved by the navigation
system which is developed in Chapter 5. Compared to the conventional algorithm,
the results demonstrate a huge performance improvement even though the survey site
has bulk eddy errors much higher than expected. The distortion effects in the test site
render the Kuipers output almost useless. However, when using the navigation system
developed in this research effort, the standard deviation of the position errors are less
than 1.5 feet in each axis. Not only that, but the navigation system is able to avoid
the massive orientation errors that are present when using the Kuipers algorithm.
With these positive results, the navigation system is deemed to have accomplished
all of its goals. As such, it represents a significant contribution to magnetic positioning
technology.
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Figure 6.26: Position error histograms. Histograms are shown for each axis of the
position with the x-, y-, and z-axes corresponding to the top, middle, and bottom
plots, respectively. The red histogram is from the Kuipers positioning algorithm. The
blue is from the navigation system. The bin-width is 1 foot.
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Figure 6.27: Transmitter-to-receiver Euler angles. From top to bottom, the plots
show the three Euler angles for the transmitter-to-receiver rotation matrix. The red
curves are the angles in degrees as calculated directly from the Kuipers algorithm;
the blue curves are the corrected values as determined by the navigation system.
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This plot shows the Euler angles of δR
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as calculated by Equation (6.9).
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Figure 6.29: Receiver heading vector from the navigation system. The computed
heading vector is plotted at each point along the path to give an idea of the correctness
of the navigation system’s orientation result.
188
Chapter 7
Conclusion
Magnetic positioning systems have existed for several decades but have never met
their full potential due to the problem of environmental distortions. Recently—with
the advent of small, cheap, integrated inertial and magnetic sensors—augmented
magnetic positioning systems have become a possibility. This research effort sought
to develop such a navigation system which integrated a magnetic positioning system
with a magnetometer and accelerometer. The goal of the project was to be robust in
the presence of environmental distortions.
The project meets its goals, even though the distortion experienced in testing
was more extreme than was assumed at the beginning of the project. In the final
demonstration, the baseline positioning system produces results that are wildly
incorrect and basically worthless. In contrast, when using the integrated navigation
system, the errors have a standard deviation of below 1.5 feet in each dimension.
7.1 Original Contributions
For this research effort, there are three main contributions to the state of the art:
The integrated magnetic navigation system, the application-domain magnetic field
calibration technique, and the large-scale, outdoor magnetic survey. Of these three,
the navigation system directly meets the goals of the project. The other two play
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a supporting role, but their importance to the advancement of magnetic positioning
systems should not be underestimated.
With regard to the application-domain calibration, this technique fills a void in
the available literature. With most magnetic positioning systems being commercial
in nature, almost no calibration techniques have been reported. Not only that, but
the proprietary, commercial techniques are most likely done by interfacing to low-
level electronics using expensive measurement equipment. In contrast, the technique
discovered in this research uses the demodulated and down-mixed measurements
which are available to anyone developing magnetic positioning algorithms. In
addition, the technique can be adapted for use in the field without any external
equipment. When considering these advantages, the value of this technique is of
wider, general appeal than any low-level technique.
The large-scale magnetic site survey is also of general interest and fills a void in
the current state of the art. It reveals the types and effects of distortions in a semi-
industrial outdoor environment. This data was invaluable in designing this navigation
system, and it will also be valuable to others seeking to build similar systems.
In addition to these three main contributions, several minor contributions are also
made by this research effort. Among them are the following:
1. A magnetometer calibration technique capable of performing in the presence of
rapidly changing gain. This is termed adaptive-volume calibration.
2. Integrated navigation without gyroscopes. Gyroscopes are one of the key
components of a conventional integrated navigation system, but they also use
potentially much higher power than the other components in an INS. Many
authors have sought to eliminate them from their designs (e.g. [86]), but none
have done this within magnetic positioning systems.
3. Real-time estimation of the magnetic field component distortions. The magnetic
field component error matrix is tracked by the navigation system, and it is due
almost entirely to induced distortions.
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4. Real-time estimation of geo-magnetic field distortion. The geo-magnetic field
error vector is a state variable of the Kalman filter. Therefore, its value is
tracked in real time.
7.2 Future Research
The successful completion of this project opens the door to many other avenues of
study including:
1. Adapting the calibration techniques to be completed by an end user in the field.
2. Techniques for performing and updating the calibration while the navigation
system is in use
3. Building up a fingerprint of the distortions in an entire operational space while
the system is in use. Simultaneous localization and mapping (SLAM) techniques
are a natural place to begin [87].
4. Using different Kalman models. With the structure of the navigation system in
place, there are numerous possible ways to compose the state and measurement
vectors. For example, some system states may be ultimately unnecessary,
and/or extra states might need to be added to improve performance.
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