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Any agent with access to information that is not available to the market
at large is considered an ‘insider’. It is possible to interpret the effect of this
private information as change in the insider’s probability measure. In the
case of exponential utility, logarithm of the Radon-Nikodym derivative for the
change in measure will appear as a random endowment in the objective the
insider would maximize with respect to the original measure. The goal of this
paper is to find conditions under which it is possible to recover the structure
of this random endowment given only a single trajectory of his/her wealth. To
do this, it is assumed that the random endowment is a function of the terminal
value of the state variable and that the market is complete.
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Chapter 1
Introduction
An ‘insider’ is any economic agent who has privileged information about
the underlying asset in the market. That is to say, he has knowledge about the
underlying that is not available to the market at large. This extra knowledge
should, in any market model, provide additional economic value to the agent.
How may he/she optimize this value? This question has been approached in
two basic frameworks: the auction or equilibrium framework and filtration-
enlargement framework.
The auction framework was first studied by Kyle [9] and later gener-
alized by Back [2]. Kyle [9] considered a market consisting of three types of
agents: the insider, the market makers and the noisy traders. There is one
underlying asset v ∼ N(α, φ) and the insider knows its terminal value: v˜.
Trading occurs only once and at this time the three types of agents engage
in trading the asset. This is done by placing (possibly negative) orders for
the asset and it happens in two steps. First, the insider and noisy traders,
having no knowledge of each other, place their orders x and u respectively. It
is assumed that the noisy traders place orders distributed as N(0, σ) regardless
of the current price of the asset. Second, the market makers determine the
1
price p at which they will trade the quantity to clear the market. The market
makers are assumed to be ‘rational traders’ in that they set the price such
that:
P (x+ u) = E [v˜|x+ u] (1.1)
In setting his/her order x, the insider knows the market makers will obey the
rule (1.1) above. Therefore, he/she is aware of the effect his/her trade will
have on the price. Knowing this, the insider places an order x that maximizes
his profit p˜i = (v˜− p)x. Therefore, the trading price is an equilibrium between
the insider’s order x and the price p that maximizes p˜i. In other words, it is
any pair (x, p) that satisfies
E [p˜i(x, p)|v˜ = v] ≥ E [p˜i(x′, p)|v˜ = v] (1.2)
for any alternate x′ and any true value v as well as the market clearing rule
(1.1).
In this setup Kyle shows that the equilibrium is linear:
X(v˜) = β(v˜ − p0) and P (x+ u) = p0 + λ(x+ u)
where β = σ/φ and λ = 2φ/σ are constants that depend on the known vari-
ance of the orders placed by noisy trades, the order u, and the value of the
underlying v˜. This result is extended to a multi-auction model where the
same auction takes place multiple times at regular intervals. Taking the time
between these auctions to be arbitrarily small, the model is generalized to
continuous time. In this limit the equilibrium is described as:
dXt =
v˜ − Pt
λ(1− t)dt and Pt = α + λut (1.3)
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Where α, λ are continuous time analogs of the one step model parameters, and
ut is a Brownian Motion that represents the orders placed by noisy traders.
Back extends this model to allow for a general distribution of the asset value
[9].
The key feature of these auction type models is that they describe
the price of the underlying as a function of the insider’s orders x. Despite
having knowledge of the true value of the underlying, the insider is not able
to make infinite profit. This is because the magnitude of his/her order has
an inverse effect on the trading price Pt. Note also that it is crucial that the
market makers observes xt+ut together and not the insider’s orders xt directly.
Knowing xt exactly, the market makers would be able to recover v˜ exactly by
numerically inverting the integral (1.3) described above.
Another approach [10] seeks to model the insider within the Merton
framework as an agent with an enlarged filtration. In contrast to the auction
model, here the price of the underlying asset is exogenous. That is, on a
probability space (Ω,F,P) equipped with a filtration F = {Ft}0≤t≤1 generated
by the Brownian Motion satisfying the usual conditions of completeness and
right-continuity, the prices are described by the following stochastic differential
equations:
dP 0t = P
0
t rtdt (1.4)
dP it = P
i
t
[
bitdt+
d∑
j=1
σijt dW
j
t
]
(1.5)
The wealth of an agent is given by Xpit =
∫ t
0
pis ·dPs, where x denotes the initial
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wealth. The insider, like any rational agent, solves a utility maximization
problem:
V (x) = sup
pi∈A
E [U(Xpi1 )] (1.6)
for some set A of admission portfolio processes. This problem was first stud-
ied by Pikovsky and Karatasas [10] in the complete market setting and then
extended to the incomplete setting by Amendinger [1]. Both of these papers
take U(x) = log(x).
Similar to Kyle’s model, the insider here has some knowledge about the
terminal price of the underlying from the beginning. In this context, this would
mean that the insider has knowledge of an F1 measurable random variable L
at time t = 0. He/she, then, has the ability to choose from portfolios adapted
to the enlarged filtration Gt given by:
Gt = Ft ∨ σ(L)
To understand the effect of this additional information both [10] and [1] use
(initial) filtration-enlargement theory, most of which was brought forth by
Jacod [5]. Jacod works under the following assumption on the random variable
L:
Assumption 1. There exists a σ-finite measure η on (Ω,F), such that for
any t ∈ [0, 1) the regular conditional probability P [L ∈ dx|Ft] is absolutely
continuous with respect to η for P-a.e. ω ∈ Ω.
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This assumption allows for natural choices of L such as L = W1 or
L = W1 + , with  representing independent noise, this yields the following
remarkable result:
Theorem 1 (Jacod [5]). There exists a Gt-measurable function (ω, l, t)
i →
(klt(ω))
i, for each i = 1, ..., d, such that:
• ∫ t
0
|(kLs )i|dt <∞ P-a.s. for all t ∈ [0, 1).
• Each W it is a Gt semimartingale with the following canonical decomposi-
tion:
W˜ it = W
i
t −
∫ t
0
(kLs )
ids, t ∈ [0, 1) (1.7)
Here, klt(ω) being Gt measurable means that for any fixed l, the function k
l
t is
measurable with respect to Gt. A notable example that resembles the privileged
information in Kyle [9] is L = W1 which yields
Wˆt = Wt −
∫ t
0
W1 −Ws
1− s ds (1.8)
It is interesting to observe that Wˆ becomes a Brownian bridge.
The decomposition (1.7) allows us to rewrite the dynamics of the price
Pt on the space (Ω,G,P) equipped with the enlarged filtration Gt. The risk
free price remains the same, and the risky assets become:
dP it = P
i
t
[(
bit + (k
L
t )
i
)
dt+
d∑
j=1
σijt dW˜
j
t
]
(1.9)
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From the insider’s point of view, first, the random variable L is realized then
the price evolves as in (1.9) described above. At this point, the insider’s opti-
mization problem (1.6) is placed well within established portfolio optimization
theory. Under an appropriate choice of A, Amendinger et al. [1] give us the
following explicit result comparing the insider, who has additional knowledge
of L, and the ‘uninformed’ economic agent who does not:
Theorem 2. For a fixed time t ∈ [0, 1], the optimal strategy of an uninformed
economic agent is given by piunt = αt and the corresponding maximal utility is
given by:
E [Vt(x, piun)] = log(x) +
1
2
E
[∫ t
0
||αs||2ds
]
(1.10)
The optimal strategy of the insider is given by piinss = αs + k
L
s and the corre-
sponding logarithmic utility is given by:
E
[
Vt(x, pi
ins)
]
= log(x) +
1
2
E
[∫ t
0
||αs||2ds
]
+
1
2
E
[∫ t
0
||kLs ||2ds
]
(1.11)
Amendinger et al. also show that the difference in utility between the insider
and the uninformed agent can be rewritten in terms of the relative entropy
H(P|P˜t) = E
[
log dP
dP˜t
]
, where P˜ is the measure under which W˜ is a local
martingale.
Unlike in the auction type models, here the price P is not effected by
the insider’s portfolio choice pi. Therefore, the insider can be interpreted as a
‘small’ agent, having no ability to manipulate the price. This assumption is
reasonable only if the insider’s utility in (1.6) is finite. Indeed, a very large (or
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very negative) demand for the underlying by the insider ought to effect its price
in an open market. Pikovsky and Kartsas show that even a small amount of
information about the future, if not distorted by noise, gives the insider infinite
wealth. Amendinger et al. show, more precisely, that the insider’s gain is finite
only if H(P|P˜1) is finite.
1.1 Recovering Information
The models above describe the optimal behavior of the insider in great
detail. Both types of models relate the private information of an insider to
his/her trading strategy explicitly. With these types of explicit results, it
is natural to ask if it is possible to recover the insider’s private information
by simply observing his trading strategies. That is to say, is it possible for
the ‘market makers,’ or ‘uninformed traders,’ to decipher the insider’s private
information if they are able to observe his/her trading strategy.
In the auction models described by Kyle and Back, it is essential that
the market makers do not observe the insider’s orders directly. As mentioned
above, observing Xt in (1.3) for any period of time (and knowing it’s structure)
would allow one to infer the quantity v˜. Within the model however, the trading
strategy Xt is obscured by the noisy traders and the market makers observe
Xt + ut. Nevertheless, suppose the market makers know the following:
• That the insider has knowledge of the terminal value v˜.
• The combined orders Xt + ut, where ut is an independent Brownian
7
Motion.
• The price Pt.
By knowing the pricing rule that market makers themselves place, as well as
that the insider would seek to optimize his wealth, the market makers would
be able to infer that the insider would place orders satisfying (1.3). In this way,
the the problem of recovering v˜ becomes a simple filtering problem. Given the
signal:
Xt =
∫ t
0
v˜ − Pt
λ(1− t)dt+ ut
What is the best estimate for v˜? Such a problem fits well within the realm
of filtering theory. The effect of adding such a filtering problem to the Back’s
model is an interesting problem, but not discussed here.
Though such a problem is tractable, it is unreasonable to presume
that the nature of the privileged information, i.e. that the insider knows the
terminal value v˜, would be available publicly. However, it is often the case
that certain agents in the market have better knowledge of the market. The
filtration-enlargement framework allows for this interpretation. The ‘insider,’
by knowing the value of a random variable correlated with the price, simply
has a better understanding of the factors influencing the price of the underlying
asset. This ‘better understanding’ is made explicit in the extra drift term kLt
in (1.7).
In the filtration enlargement framework, it would be natural to take
the following as input:
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• The knowledge that the insider is maximizing an objective of the type
(1.6).
• The insider’s portfolio piinst .
• The stock price Pt or, equivalently, the state variable Wt.
Again, the ‘uninformed agent’ would be able to compute his own optimal
strategy piunt = αt and be able to infer that the the insider’s portfolio has the
structure piinst = αt + k
L
t . He/she would then know k
L
t exactly. In the case
when L = λW1 + (1 − λ), where  is an independent, standard normal, it is
shown in [10] that the drift becomes:
kxt =
(x− λWt)λ
(λ2)(1− s) + (1− λ)2
Again, if in addition we take the structure of L to be known, the value of the
term x may be recovered. However it would be unreasonable to assume that
the structure of L is known explicitly. In this case, the relationship between
kLt and the distribution of L is complicated and cannot be inverted in general.
Nevertheless, the representation of the insider’s information in (1.7) is
appealing. One may relate the insider’s optimization problem to that of the
‘uniformed agent’ by the following:
V ins(x) = sup
pi∈A
E˜ [U(Xpi1 )] = sup
pi∈A
E
[
U(Xpi1 )
dP
dP˜1
]
(1.12)
where, P˜1 is the measure that makes W˜t a martingale. Instead of a loga-
rithmic utility, if one where to consider an exponential utility, then setting
9
C = log
(
dP/dP˜1
)
in the objective on the right hand side becomes:
sup
pi∈A
E [U(Xpi1 + C)] (1.13)
In other words, the insider can be interpreted as maximizing utility in the
presence of the contingent claim C, the logarithm of the Radon-Nikodym of
the change of measure that makes W˜ a martingale. The problem of recovering
the information can now be stated as trying to recover the structure of C,
taking as input:
• The insider’s optimal trading strategy pit.
• The value of the prices Pt or, equivalently, the state variable Wt.
As such, some structure on C must be assumed to make this problem tractable.
In this work, it is assumed that C is a function of the terminal value of the
price PT , that is, C = g(PT ).
Such a problem is a novel type of inverse problem. Martin Klimmek
has done interesting work regarding a different class of inverse problems in
mathematical finance. In his PhD. thesis [7], he is concerned with finding
diffusions that are consistent with the prices of perpetual American options.
The prices of such options are given by V (θ) = supτ E [e−ρτG(Xτ , θ)] and
are parametrized by the strike θ. Klimmek approaches this problem using u-
convex analysis. A function f : D → R+ is u-convex if there exists non-empty
sets Dy ⊂ D, Dz ⊂ D and S ⊂ Dz × R+, such that for all y ∈ Dy:
f(y) = sup
(z,a)∈S
[u(y, z) + a]
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The u-dual of f is the u-convex function on Dz, given by:
fu(z) = sup
y∈Dy
[u(y, z)− f(y)]
Klimmek is able to show that it is possible to find diffusion X that is consistent
with a continuum of log process v(θ) = log(V (θ)) with the following result:
Theorem 3. There exists a diffusion X that is consistent with the continuum
of prices V (θ) if and only if there exists φ : [0,∞)→ [1,∞) such that φ(0) = 1,
φ is increasing and convex and φ is such that v is the g-dual of log(φ) where
g = log(G(x, θ)).
1.2 Utility Maximization
Consider the following setup. The financial market comprises of a stock
S and a zero-interest bond. The dynamics of S are modeled by a geometric
Brownian motion with constant drift µ and volatility σ > 0:
dSt = St
(
µ dt+ σ dBt
)
A financial agent maximizes the expected value of the exponential utility func-
tion U(x) = −e−γx, applied to the combination of the gains from trading in
the financial market and the random endowment of the form C = g(ST ) (or
equivalently, of the form, C = g¯(BT )). It is well-known, from [3], that his/her
optimal portfolio takes the form
pˆit =
θ
σ
− vx(t, Bt),
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where θ = µ/σ and v uniquely (and classically) solves the linear parabolic
Cauchy problem {
0 = vt +
1
2
vxx − θvx + 12γ θ2
v(T, x) = g¯(x)
(1.14)
Hence, observing trajectories pˆit and St of the agent’s optimal investment strat-
egy and of the risky asset is equivalent to observing the values of the solution
of a linear parabolic Cauchy problem along a Brownian trajectory. After a
straightforward change of variables, the parabolic equation (1.14) can be re-
placed by the heat equation with a minimally modified terminal condition,
and we can focus on the following, linear, inverse problem:
Problem (L): Recover the unknown function g, given single trajectories Wt,
and Pˆt = u(t,Wt), t ∈ [0, T ] of the Brownian motion and the solution u of the
Cauchy problem {
0 = ut +
1
2
uxx
u(T, x) = g(x)
(1.15)
for the heat equation, along Wt, t ∈ [0, T ].
Traditionally, inverse problems regarding the heat equation do not take
this form. Much work has been done in solving the backward heat equation.
This corresponds to recovering g(x) knowing u(x, t∗) = u0(x), ∀x for some
fixed t∗. Without loss of generality, we take t∗ = 0. Taking the Fourier
transform of (1.15), we get {
0 = uˆt − ξ22 uˆ
u(0, x) = uˆ0
(1.16)
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the solution to which is uˆ = e
ξ2
2
tuˆ0. Applying the inverse Fourier transform
we get:
u(t, x) =
1
2pi
∫
eixξ+
ξ2
2
tuˆ0(ξ)dξ (1.17)
Note that the term e
ξ2
2
t in the integrand grows very fast t increases. Unless the
function uˆ grows faster than O
(
e−x
2
)
the integrand will diverge in finite time
tˆ > 0. Consequently, the integral, and so the solution u, will not exist. This
means that even a small perturbation in u0 that does not decay faster than
e−x
2
can dramatically distort the solution or even make the integral (1.17)
infinite. This instability of the solution means that the problem is ill-posed.
One approach to overcome this ill-posedness is adding regularity con-
ditions to the problem. There is a rich literature regarding this technique and
its application, see [11], [4], [12]. The problem considered here is different.
Instead of taking the solution u(t∗, x) at fixed time t∗ for all x as input we are
taking the trajectory Pˆt = u(t,Wt). The solution (1.17) no longer applies and
we are not able to rely on existing literature.
Another problem related to problem (L) arises by taking the values of
u along a ‘horizontal line’ as input. That is, rather than taking the values
u(t∗, x) for a fixed t∗ as input, one may consider taking the values u(t, x∗) for
a fixed x∗ and t ∈ [0, T ] instead. Indeed, this resembles problem (L) more
closely. Since it is possible to translate the problem by setting y = x − x∗,
we take x∗ = 0 for simplicity. Note that at any given time t, it is possible to
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interpret u, the solution to (1.15), as :
u(t, 0) = E [g(WT )|Wt = x] = 1√
2piτ
∫ ∞
−∞
g(x)e−
x2
2τ dx (1.18)
where τ = T − t. For convenience we write u(0, t) = φ(τ) by simply reversing
time. If we take g(x) to be symmetric around 0 then we get:(piτ
2
) 1
2
φ(τ) =
∫ ∞
0
g(x)e−
x2
2τ dx (1.19)
Since the domain of integration is positive, we may rewrite the integrand
in terms of g˜
(
x2
2
)
= g(x)
x
. With a change of variables setting y = x
2
2
and
relabeling s = 1
τ
we have:
F (s) =
(piτ
2
) 1
2
φ
(
1
s
)
=
∫ ∞
0
g˜(y)e−ysdx (1.20)
In other words, it is possible, assuming g is symmetric, to rewrite the given
input u(t, 0) for t ∈ [0, T ] as F (s) for s ∈ [ 1
T
,∞). F (s) has the form of a
Laplace transform. Since we know F (s) only on a part of R+, we may use
Post-Widder inversion formula that states:
g˜(t) = lim
n→∞
(−1)n
n!
(n
t
)n+1
F (n)
(n
t
)
(1.21)
where F (n) is the n(th) derivative of F . Since the limit takes n→∞, note that
the argument n
t
will eventually be in
[
1
T
,∞), the domain of the modified input.
In this way, it is possible to recover the function g, under the assumption it is
symmetric.
As in the case with the backward heat equation, problem (L) is essen-
tially different than the ‘horizontal line’ case. Since the input Pˆt is given along
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the trajectory of a Brownian Motion Wt, the reduction (1.20) is not possible
and we cannot apply the Post-Widder inversion formula. To solve problem
(L), the present work relies on the structure inherited by Pˆ from the fact that
it can be interpreted as a running conditional expectation of a function of a
Brownian Motion at the terminal time.
15
Chapter 2
Solution To Problem L
Problem (L) admits many different solutions. One solution relies on
the asymptotic behaviour of the Brownian Motion around 0. Let (Ω,F,P)
be the canonical Wiener space and let Wt, t ∈ [0, T ] be a Brownian Motion.
Then by the law of iterated logarithms we have:
lim sup
t→0+
Wt√
2t log log
(
1
t
) = 1 P− a.s. (2.1)
Given the input of Problem (L), we may perform a change of variables for
our convince. Since the path of Wt is given as input, we may define a new
path Bτ = WT−τ −WT , for τ ∈ [0, T ]. Note that Bτ it is just time reversed
Brownian Motion, and so it will also satisfy (2.1). Additionally, we may set
gˆ(x) = g(x+WT ). Essentially, the problem (L) has been rewritten as:
Problem (Lˆ): Recover the unknown function gˆ, given single trajectories Bt,
and Pˆt = u(t, Bt), t ∈ [0, T ] of the Brownian motion and the solution u of the
Cauchy problem {
0 = ut − 12uxx
u(0, x) = gˆ(x)
(2.2)
For the moment we assume that gˆ has a (locally uniformly convergent) Taylor
16
expansion 1 and can be written as gˆ(x) =
∑∞
n=0 aˆnx
n. To recover gˆ it is
sufficient to recover the coefficients aˆn. We do this recursively as follows:
• Note that B0 = 0 and so we may set gˆ(B0) = aˆ0.
• Given {aˆk}k≤n for any n ≥ 1 we may set gˆn+1 = gˆ −
∑n
k=0 aˆkx
k =∑∞
k=n+1 aˆkx
k. The term with the lowest power is aˆn+1x
n+1. Therefore
we know that :
lim sup
t→0+
gˆn+1(Bt)(√
2t log log
(
1
t
))n+1 = lim sup
t→0+
aˆn+1
Bn+1t(√
2t log log
(
1
t
))n+1 = aˆn+1
(2.3)
as the terms with higher powers of Bt will vanish.
We may then recover g(x) = gˆ(x−WT ). Such an algorithm does fully recover
the function g. In fact one only needs to know the uˆ and Bˆ on [0, t) for
some t > 0. This corresponds to knowing the input to problem (L) for any
arbitrarily small interval containing T . However, such a procedure is hard to
implement practically since the lim sup computations in (2.3) are very sensitive
to the measurement of Bt. Since the path Bt has infinite first-order variation,
it would be preferable to avoid such a calculation. The algorithm described
here avoids such unstable calculations. Before we describe the algorithm in
detail, we consider a toy problem as motivation.
We construct a simplified version of Problem (L). Suppose that instead
of the trajectory Pˆt we are instead given a smooth trajectory ψ(t) and instead
1So that we may interchange limits and infinite sums
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of solving a differential equation like (1.15) we are given that ψ(t) is a poly-
nomial. We are tasked with recovering the general form of ψ. More precisely
we are given :
• The entire trajectory of the function ψ : [0, T ]→ R
• That the function ψ(t) = ∑Nk=−0 aktk is a polynomial of a known finite
order N .
and charged with the task of recovering ak. Even though ψ(t) is smooth,
since we want to generalize to Pˆt, we want an algorithm that avoids setting
coefficients to evaluations of ψ(t). In this way, we avoid the instability that
arises in the algorithm used to solve Problem (Lˆ). With this constraint, we
may recover the coefficients ak that uniquely define ψ by differentiating as
follows:
• Differentiate ψ exactly N times and set
aˆN =
1
N !
(
1
T
∫ T
0
dN
dtN
ψ(t)dt
)
By integrating we avoid the undesirable evaluations described above.
• Given {ak}Nk=n+1 for any n ≤ N − 1 we set ψn(t) = ψ(t)−
∑N
k=n+1 akt
k.
and then, differentiating exactly n times we set:
aˆn =
1
n!
(
1
T
∫ T
0
dN
dtN
ψn(t)dt
)
18
Note that we need not necessarily know the order N , we may simply perform
this algorithm for increasingly large N till our recovered signal pˆ =
∑N
k=0 aˆkt
k
is the same as ψ(t) or ‘close’ with respect to some norm. The goal is to use
a similar algorithm on Pˆt = u(t,Wt), the input to problem (L). Unlike ψ(t),
however, the signal Pˆt does not have a Taylor expansion in t. Therefore we
must find an analogous operation to differentiation with which to treat the
signal. To do this we will be working with Hermite Polynomials.
2.1 Hermite Polynomials
The construction of Hermite polynomials and their desired properties as
basis functions are a consequence of the Sturm-Liouville Theory. According to
this theory it is possible to generate an orthogonal basis for weighted L2 space
by determining the eigenvalues and eigenfunctions of a differential operator,
provided it satisfies some regularity conditions and does not have 0 as an
eigenvalue. For our purposes, we will only consider functions that map R
to R, however the theory holds for more general mappings. For any strictly
positive and continuous weight function w we define the inner product:
〈f, g〉w =
∫
R
f(x)g(x)w(x)dx
Accordingly, the norm is defined by ||f ||2L2(R),w = 〈f, f〉w and the space L2w(R)
is the set of measurable functions for which ||f ||2L2(R),w <∞ .
The Hermite polynomials are generated by considering the weight func-
19
tion w(x) = e−
x2
2 and the eigenvalue problem
d
dx
(
e−
x2
2
d
dx
u
)
+ λe−
x2
2 u = 0 (2.4)
The structure of the problem being (pu′)′ + (λw + q)u = 0 is essential to
Sturm-Liouville Theory. For us, p = w = e−
x2
2 and q = 0. (2.4) is equivalent
to the equation
u′′ − xu′ + λu = 0 (2.5)
The eigenvalues of this equation are given by λn = n and the corresponding
eigenfunctions, the Hermite Polynomials, are given by:
hn(x) =
(−1)n
n!
e
1
2
x2 d
n
dxn
(e−
1
2
x2) (2.6)
Or, more explicitly :
hn(x) =
bn/2c∑
k=0
(−1)kxn−2k
k!(n− 2k)!2k (2.7)
It is important to note that these hn are orthogonal, but not ortho-normal.
That is: ∫
R
hn(x)hm(x)w(x)dx =
√
2pi
n!
δnm(x)
This normalization is chosen so that d
dx
hn(x) = hn−1(x), a relation that will
make later computations more convenient. Consequently, the decomposition
of any g ∈ L2w(R) is g =
∑
anhn where the an are given by:
an =
n!√
2pi
〈g, hn〉 (2.8)
To make the importance of the construction of these basis functions clear, we
state the following corollary:
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Corollary 1. Define the time dependent version of the Hermite polynomials
as:
Hn(t, x) = t
n
2 hn
(
x√
t
)
(2.9)
for each n. Then, the function Hn is space-time harmonic. That is:
∂
∂t
Hn +
1
2
∂2
∂x2
Hn = 0 (2.10)
Proof. This is derived by explicitly computing the derivatives on the left hand
side of (2.10) to get:
1
2
t
n
2
−1
(
h′′
(
x√
t
)
− x√
t
h′
(
x√
t
)
+ nh
(
x√
t
))
= 0
since hn solves (2.5) for the eigenvalue n.
Take (Wt,Ft,Ω) to be a standard Brownian Motion on a canonical Weiner
space. Then, Itoˆ’s formula gives us:
Hn(t,Wt) =
∫ t
0
(
∂
∂s
Hn +
1
2
∂2
∂x2
Hn
)
ds+
∫ t
0
∂
∂x
HndWs
Applying (2.10), we see that the the first integral is always zero and so
Hn(t,Wt) is a martingale. This property will play a key role in the construction
of the algorithm below.
Finally we make a few useful definitions regarding the space L2w(R).
Since the functions hn form a basis for L
2
w(R), we say that a sequence of
functions function qk =
∑
a
(k)
n hn converges to g =
∑
bnhn in the Gaussian L
2
norm if:
||g − qk||L2(R),w =
∞∑
n=1
∫
R
(a(k)n − bn)2h2nwdx =
√
2pi
∞∑
n=1
(an − bn)2
n!
→ 0
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as k →∞. Next, since each function g ∈ L2w(R) can be written as g =
∑
anhn
uniquely we may identify sequence {an}∞n=0 with g. More precisely, define the
set
A = {{an}∞n=0 s.t.
∑
n
a2n
n!
<∞} (2.11)
Consider the map φ(g) → {an}∞n=0 defined by φ(g) → {an}∞n=0 where the
coefficients an are given by (2.8). By construction of A and the uniqueness
of the decomposition of each g ∈ L2(R)w, φ is a one to one mapping with
φ−1 ({an}∞n=0) → g(x) =
∑
anhn(x). This bijection means that in order to
identify g it is sufficient to identify each of the coefficients an.
2.2 Defining the Algorithm
The goal here is to construct a procedure that mimics that which was
used in the toy example with polynomial ψ(t). To motivate the construction,
first we study how some properties of the time dependent versions of the Her-
mite polynomials, Hn, will be used. Let (Ω,F,P) be a canonical Wiener space
and let (Wt,Ft,Ω) be a standard Brownian Motion with the ‘usual conditions’
on the filtration Ft. Note that we may convert any problem with T > 1 to one
with T = 1 by simply ‘throwing out’ the signal from [0, T −1) and considering
the problem starting at time Tˆ = T − 1. For the case when time T < 1, we
will see in a later section that our result will be unaffected. Hence, for the
remainder of the work we will stay under the assumption:
Assumption 2. For problem (L), we take the terminal value T = 1
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Additionally, since we will be working on a single trajectory of Wt, it
is important to specify precisely what is meant by quadratic variation. Let M
be the set of square integrable martingales, i.e. E[X2t ] <∞ for t ≥ 0. For any
time t ∈ [0, 1] we specify the following sequence of partitions of [0, t]:
Πn =
{
i
2n
t : 0 ≤ i ≤ 2n
}
(2.12)
This sequence of partitions has the property their mesh ||Πn|| = 2−n → 0 as
n→∞. For any X ∈M we define the variation sum at time t
Vt(Πn) =
2n∑
k=1
|Xtk −Xtk−1|2 (2.13)
for each partition Πn, where tk = kt/2
n. From [6] we know that when X ∈M,
the variations 2.13 converge to the quadratic variation 〈X〉t. To ensure that
our operations are well defined, we will restrict ourselves to W ∈ Ωˆ ⊂ Ω such
that
lim
n→∞
Vt(Πn)(Wt) = lim
n→∞
2n∑
k=1
|Wtk −Wtk−1|2 = t (2.14)
in L2, with our selection partitions Πn. Since these partitions pin have a
summable mesh size, Problem (2.9.8) in [6], guarantees that 2.14 will hap-
pen with probability 1, i.e., P(Ωˆ) = 1. In the probability 0 event that we
are given a Wt /∈ Ωˆ, we do not offer a solution to Problem (L). However, if
W ∈ Ωˆ the version of the quadratic variation defined by (2.14) coincides with
the classical notion of quadratic variation.
As discussed in (2.1), for any g ∈ L2(R)w we may write g(x) =
∑∞
n=0 anhn(x).
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Under the assumption T = 1 we will be able to write:
g(x) =
∞∑
n=0
anhn(x) =
∞∑
n=0
anHn(1, x) (2.15)
Since the functions Hn(t, x) are space-time Harmoic, note that we may write
E [hn(W1)|Ft] = E [Hn(1,W1)|Ft] = Hn(t,Wt)
Therefore, we may write the signal Pˆ as:
Pˆt = u(t,Wt) = E [g(W1)|Ft] =
∞∑
n=0
anHn(t,Wt) (2.16)
In this way, we may write the trajectory of the running conditional expectation
u(t,Wt) = E [g(W1)|Ft] knowing only the coefficients an, the basis functions
Hn(t, x) and the trajectory Wt. Since the functions Hn(t, x) are known, the
only unknown that determines the signal Pˆ is the sequence {an}∞n=0. Note
that these are the same an that uniquely determine g.
To mimic the toy example, we would like to find an operation that,
when applied to Hn(t,Wt) yields Hn−1(t,Wt). This operator would mimic the
derivative that maps tn 7−→ (n − 1)tn−1. To this end, note that the Hermite
polynomials satisfy the rule h′n(x) = hn−1(x). In terms of Hn this gives us:
∂
∂x
Hn(t, x) = Hn−1(t, x). Using Ito’s formula, and the fact that Hn is space-
time harmonic, we may rewrite Hn(t,Wt) as :
Hn(t,Wt) = Hn(0, 0) +
∫ t
0
Hn−1(s,Ws)ds
Finally, taking the quadratic co-variation with respect to the driving Brownian
motion Wt we have:
〈Ht(·,W ),W 〉t =
∫ t
0
Hn−1(s,Ws)dWs (2.17)
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Since the integrand on the right hand side is continuous, by the fundamental
theorem of calculus, we arrive at:
d
dt
〈Hn(·,W ),W 〉t = Hn−1(t,Wt) (2.18)
This is exactly the desired operation. Like in the case of tn, we have taken a
signal ‘of order n’ and converted it to a signal ‘of order n-1.’ To understand
the use of this operation precisely, we begin by defining the operators that will
be used in treating the observation.
From (2.1) we know that it is possible to identify any g ∈ L2(R)w with
the coefficients of it’s Hermite expansion {an}∞n=0. As in the beginning, let
(Ω,F,P) be a canonical Wiener space and let (Wt,Ft,Ω) be a standard Brow-
nian Motion with the ‘usual conditions’ on the filtration Ft. In anticipation
of application of the operators yet to be defined, we restrict ourselves to the
following subset of L2(R)w:
G = {g ∈ L2(R)w s.t. g =
∑
n
anhn and
∑
n
|an| <∞} (2.19)
Note that any truncation of g, gn =
∑
k≥n akhk is also an element of G. In
the following, as in (2.17) and (2.18), we will be fixing a particular path of Wt
before we perform any operations. We know that with probability 1 any path
W ∈ Ωˆ will be bounded. Let this bound be M = M(W ) such that Wt < M
on [0, 1]. We have the following Lemma:
Lemma 1. Let M be the bound for Wt on [0, 1]. Then
|Hn(t,Wt)| ≤ eM ∀t ∈ [0, 1], ∀n ≥ 0 (2.20)
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In particular, we have that |Hn(t, x)| ≤ eM on [0, 1]× [−M,M ]
Proof. Recall the definition in (2.7). We then have:
|Hn(t,Wt)| = tn/2
∣∣∣∣∣∣
bn/2c∑
k=0
(−1)k (Wt/√t)n−2k
k!(n− 2k)!2k
∣∣∣∣∣∣ ≤
bn/2c∑
k=0
Mn−2k|√t|2k
(n− 2k)! ≤
bn/2c∑
k=0
Mn−2k
(n− 2k)!
as t ≤ 1. Note also that ∑bn/2ck=0 Mn−2k(n−2k)! ≤∑∞k=0 Mkk! = eM .
Using this lemma, we see that for any g ∈ G and W ∈ Ωˆ fixed, for any
(x, t) ∈ [−M,M ]× [0, 1] we have:
∞∑
n=l
|anHn−l(s, s)| ≤ eM
∞∑
n=0
|an| (2.21)
Since ∂
∂x
Hn(t, x) = Hn−1(t, x), this means that the series of derivatives in x is
uniformly convergent on [−M,M ]. Therefore the derivative of the sum is the
sum of the derivatives. That is:
ux(t, x) =
∞∑
n=1
anHn−1(t, x) (2.22)
on [0, 1]× (−M,M) In particular this gives us the following corollary:
Corollary 2. For g, and W fixed as above we have:
〈u(·,W ),W 〉t =
∞∑
n=0
an〈Hn(·,W ),W 〉t (2.23)
Proof. The proof is just an application of (2.23) and the fact that u solves
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(1.15):
〈u(·,W ),W 〉t =
∫ t
0
ux(s,Ws)ds
=
∫ t
0
∞∑
n=1
anHn−1(s,Ws)ds =
∞∑
n=1
an
∫ t
0
Hn−1(s,Ws)ds
=
∞∑
n=0
an〈Hn(·,W ),W 〉t
Where we may switch the sum in the integral by Fubini’s theorem.
Additionally we would like to show that we can also take the derivative
of (2.23) by passing the derivative underneath the sum. To this end we note
that:
• That each ∫ t
0
Hn−1(s,Ws)ds is differentiable in t by the fundamental
theorem of calculus as each Hn−1(s,Ws) is continuous.
• Taking the derivative we have:
d
dt
∫ t
0
Hk(s,Ws)ds = Hk(t,Wt)
and so∣∣∣∣∣
∞∑
n=1
an
∫ t
0
Hn−1(s,Ws)ds
∣∣∣∣∣ =
∞∑
n=1
|anHn−1(t,Wt)| ≤ eM
∞∑
n=0
|an|
by Lemma 1.
Therefore, since we have sum of uniformly convergent derivatives we have the
following corollary:
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Corollary 3. For g, and W fixed as above we have:
d
dt
〈u(·,W ),W 〉t =
∞∑
n=0
an
d
dt
〈Hn(·,W ),W 〉t =
∞∑
n=1
anHn−1(t,Wt) (2.24)
What Corollaries 2 and 3 say is that we are allowed to take the quadratic
variation of g ∈ G term by term and then take its derivative also term by
term. To make use of these corollaries, during our operations, we want to stay
within the realm of processes that may be expressed as
Pt =
∑
n
anH(t,Wt)
To this end we define for each g, the set:
Pg = {αt : αt =
∞∑
n=0
anHn(Wt, t) for some W ∈ Ωˆ} (2.25)
Next define:
P =
⋃
g∈G
Pg (2.26)
We now define several operators; all of them implicitly depend on a (fixed)
realization Wt, t ∈ [0, 1] of a Brownian motion:
1. Let the derivative operator C : P→ P; be defined as follows:
C(P )t =
d
dt
〈P,W 〉t.
2. For each g ∈ G observation operator A : G→ P by
A(g)t = u(t,Wt) where u solves (1.15) above.
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3. The evaluation functional I : P→ R is given by
I(P ) =
1
|A|
∫
A
Pt dt where A = {t ≤ 1 : Wt ≤
√
t}
The choice of A is technical and plays a role in computing estimates
later.
4. Lastly, we define the nth-leading-coefficient functional Kn : P → R
by
Kn(P ) = IC
n(P )
With our operators defined, we are now in a position to apply it to the solution
of (1.15). Naturally, the structure of g is important. As with our toy example,
we first examine how to deal with the case when the boundary condition g is a
polynomial of a known order and then study how to extend this to a general,
analytic, g.
2.3 Polynomial g
Suppose g is a polynomial of a known order n, and the given Brownian
motion is Wt. We write it in the Hermite basis:
g(x) =
n∑
k=0
akhk(x)
In this case the observation operator admits a particularly pleasant form:
A(g)t =
n∑
k=0
akHk(t,Wt) where Hk(t, x) = t
k/2hk
(
x√
t
)
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Since h′k(x) = hk−1(x), using Itoˆ’s formula and applying the derivative operator
leads to a key reduction:
C(A(g))t =
n∑
k=1
akHk−1(t,Wt)
An n-fold application of the derivative operator C yields that Cn(A(g))t = an
and so Kn(A(g)) = an. Since Kn−1(A(g) − anHn) = an−1, etc., we have the
following identities
an = Kn(A(g)) (2.27)
an−1 = Kn−1(A(g)− anHn) (2.28)
an−2 = Kn−2(A(g)− anHn − an−1Hn−1) (2.29)
. . .
Given that C(Hk) = Hk−1, defining bn = Kn(A(g)) and rewriting Kn(Hn−k) =
ck produces the following this system of equations of Toeplitz type:
1 . . . cn−2 cn−1 cn
...
. . .
...
...
...
0 . . . 1 c1 c2
0 . . . 0 1 c1
0 . . . 0 0 1


a0
...
an−2
an−1
an
 =

b0
...
bn−2
bn−1
bn
 (2.30)
Though numerically ill conditioned in general, this system admits a unique
solution. In this way, knowing that g a is polynomial of order n, given ob-
servation A(g)t and the path of the Brownian motion W , we can recover the
function g by observing the following procedure
• Compute the covariances and derivatives Ck(A(g),W )t for all k.
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• Since g is a polynomial, there is a N such that Ck(A(g),W )t = 0 for
k > N
• Compute the matrix T by computing IHk for all k ≤ N
• Set a to be the coefficients obtained by T−1b
This leads us to the following theorem:
Theorem 4. Given a Brownian Motion Wt on t ∈ [0, 1], ∃ a sequence of
invertible n× n linear operator Tn depending on the path of Wt such that:
Given the observation A(g)t for any polynomial function g =
∑n
k=1 akhk(x),
the coefficients ak can be recovered as the solution to the problem a =
T−1n b, where bk = Kk(A(g)) and a(k) = ak
Example: Set g(x) = x3−3x+x2−1 = 6h3(x)+2h2(x). Then our algorithm
yields C3(A(g))t ≡ 6 and K3(A(g)) = 6. Since g − a3h3(x) = a2h2(x), we
have C2(A(g − a3h3(x)))t ≡ 2 and K2(A(g − a3h3(x))) = 2. A numerical
implemented of the above on a simulated path yields the following results:
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Top figure: the graph of the original signal A(g).
Bottom figure: the signal generated by the recovered function g.
Since the Brownian path was simulated by a random walk for this example,
the set A of (3) for this example is just [0, 1]. Additionally, the quadratic
covariation and derivative in the definition of the derivative operator C were
approximated using finite differences. However, this naive implementation
leads to some problems numerically. See discussion in the appendix.
2.4 General Functions
Though it is possible to recover polynomials of all order, it would be
too optimistic to hope to be able to do the same for all functions g ∈ L2w(R).
When g =
∑∞
n=0 anhn(x) is not a polynomial, we naturally approximate it by
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a polynomial by truncating the infinite sum. Then, we look for conditions on
g for which the application of the algorithm converges as we truncate “later
and later”. Essentially, this amounts to studying the stability of the solutions
{ak}nk=1 as the size of the problem in (2.30) increases from n to n+ 1.
Since the terms ck typically grow very fast, the system is inherently
unstable. Indeed, one should expect fast decay in the the precision with which
the finer and finer details of g are recovered. However, if one has an appropriate
a-priori bound on the prominence of such fine details, i.e., if the terms bn =
Kn(A(g)) decrease fast enough, an increase in the size of the system should
not disturb the “head” {ak}nk=1 of the solution too much. Since the terms bn
satisfy
|bn| = 1|A|
∣∣∣∣∣
∫
A
∞∑
l=1
an+lHl(t,Wt) dt
∣∣∣∣∣ ≤
∞∑
l=1
|an+l|
the expression of interest is exactly the sum
∑∞
l=1 |an+l|. For convininece we
call this sum P = P (n) =
∑∞
l=1 |an+l|.
For a fixed n, solving the system 2.30 will generate approximations
{a˜n−k}nk=1. As per the algorithm, these approximations a˜n−k of an−k are given
in (2.27 - 2.29). Since the observation operator A is linear we know that for
any k:
a˜n−k−1 = Kn−k−1(A(φk),W ) where φk = g −
k∑
j=0
a˜n−jHn−j
From the definition of the evaluation operator, the approximation error of the
highest order term being approximated will be:
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|an − a˜n| = 1|A|
∣∣∣∣∣
∫
A
∞∑
l=1
an+lHl(t,Wt)dt
∣∣∣∣∣
To emulate the polynomial case, we seek a condition on an such that if we can
make P small then a˜n−k− an−k would be small for all k ≤ n. To this end, one
has the following lemma:
Lemma 2. For any given path of the Brownian motion W , there is a constant
C, independent of n such that
|Hn(t,Wt)| ≤ tn/2C on {|Wt| ≤
√
t} (2.31)
In particular, this means 1|A|
∣∣∫
A
Hl(t,Wt)dt
∣∣ ≤ C as t ≤ 1.
Proof. Using the general expression for the Hermite polynomials we have:
|Hn(t, x)| = tn/2
∣∣∣∣∣∣
n/2∑
k=0
−1k (x)n−2k
k!(n− 2k)!2k
∣∣∣∣∣∣ ≤ tn/2
n/2∑
k=0
|x|n−2k
(n− 2k)!
Here, |x| ≤ 1 as |Wt| ≤
√
t and so the right hand side can be bounded above
by
∑∞
k=0
1m
m!
= e. The bound for the integral follows naturally.
Therefore, since t ≤ 1, the error term is simply |an−a˜n| = C
∑∞
l=1 |an+l| =
CP . The term dm = |am − a˜m| can be written as follows:
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dn−k =
1
|A|
∫
|A|
( ∞∑
l=1
an+lHl+k +
k∑
m=1
dn−k+mHm
)
dt (2.32)
Where the first term corresponds to the error of truncation and the second
term corresponds to error that arises from approximating the previous k coef-
ficients {an−j}kj=1. Note that we accumulate more error as we iterate through
our algorithm or, alternatively, as we solve (2.30) via Gaussian elimination.
Naturally, we would want dn−k to be small. We present the following lemma
that relates |dn−k| to the tail term P :
Lemma 3. For a fixed n, the error from following the program as in (2.27) is
bounded by:
|dn−k| ≤ C2kP for k ≤ n (2.33)
Proof. For a fixed n, we proceed by induction on k. For k = 1 the difference
is simply
|dn−1| ≤ 1|A|
∫
|A|
∞∑
l=1
|an+lHl+1|dt+ 1|A|
∫
|A|
|d0H1|dt
Applying (2.31) and the fact that |d0| = P one has:
|dn−1| ≤ CP + CP = C21P
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Now, assuming the hypothesis for dn−m for m < k, one again has:
|dn−k| ≤ 1|A|
∫
|A|
∞∑
l=1
|an+lHl+k|dt+ 1|A|
∫
|A|
k∑
m=1
|dn−k+mHm|dt
≤ CP + C
k∑
m=1
2k−mP
≤ CP
(
1 +
k−1∑
j=0
2j
)
= C 2kP
Note that the error can be re-written as |dm| ≤ C2n−mP for m ≤ n.
Therefore (dm)
2 ≤ 22(n−m)C2P 2 for all m ≤ n as well as
n∑
m=0
(dm)
2
m!
≤ C2P 2
n∑
m=0
22(n−m)
m!
≤ C2 (P2n)2
n∑
m=0
4−m
m!
(2.34)
The infinite sum on the right is convergent and can be bounded above by
e1/4 for all n. We may therefore set Cˆ = e1/4C2 which is independent of n.
Therefore, for any n, we have the estimate:
n∑
m=0
|dm|2
m!
≤ Cˆ (2nP )2 (2.35)
where P =
∑∞
l=1 |an+l| is as defined above. We are now in a position to state
the main result:
Theorem 5. Given an observation A(g)t (with T = 1), if the function g is
such that
2n
∞∑
l=1
|an+l| → 0 as n→∞ (2.36)
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then the approximations of the nth order g˜n =
∑n
k=0 a˜khk generated from the
procedure given by (2.27 - 2.29) converges to g in the Gaussian L2 norm.
Proof. We take a˜k = 0 for k > n for notational convince. The norm of the
difference |g − g˜n|L2w induced by the Gaussian inner product is given by
|g − g˜n|L2(Rw =
∫
R
∞∑
m=0
(an − a˜n)2h2n(x)w(x)dx =
√
2pi
∞∑
m=0
(an − a˜n)2
m!
=
√
2pi
( ∞∑
k=n+1
a2k
k!
+
n∑
m=0
(dm)
2
m!
)
≤
√
2pi
( ∞∑
k=n+1
a2k
k!
+ Cˆ (2nP )2
)
The first term, the sum, goes to zero as g is a L2 function and the second does
the same by the condition (2.36). In other words, for  > 0 we may take N to
be the maximum such that for n > N we have both
∞∑
k=n+1
a2k
k!
<

2
and 2nP ≤
(

2Cˆ
) 1
2
giving us:
|g − g˜n|L2w ≤
√
2pi
hence proving our claim.
Remark 1. The assumption T = 1 is not crucial. We can write g = gˆ(x/
√
T ) =∑∞
n=0 anh(x/
√
T ). Now, setting Hn(x, t) = h
(
x√
t
)
tn/2 we get that Hn(Wt, t)
is a martingale. The definition of Hn becomes:
Hn(t, x) = h
(
x√
t
)(
t
T
)n/2
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We set the new leading coefficient operator Kˆn = KnT
n/2. Noting that the
estimate in Lemma 1 will still hold (as there will be a T n/2 in the denominator),
the proofs will proceed unimpeded.
38
Chapter 3
The Quasilinear Problem
If we try to recover the agent’s random endowment (or, equivalently, the
form of his/her privileged information) in a more realistic, incomplete setting,
we arrive to a nonlinear version of Problem (L). We present here only a single-
variable caricature which nevertheless illustrates many of its salient features.
For illustrative purposes, we also ignore the fact that equation we study can
be turned into a heat equation using a simple exponential transform.
Problem (N): Recover the unknown function g, given single trajectories Bˆt,
and u(t, Bˆt), t ∈ [0, T ] of the Brownian motion and the solution u of the
quasilinear Cauchy problem{
0 = ut +
1
2
uxx + (u

x)
2
u(T, x) = g(x)
along Bˆt, t ∈ [0, T ].
We do not attempt to solve Problem (N) directly, but we study the
quality of the approximation of its solution in the “small--regime” by the
solution of the linear Problem (L). We assume that g satisfies the conditions
of Theorem 5 so that the algorithm for the linear problem described above is
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stable. Since the equations (2.27-2.29) are well-defined for A(g)t = u
(t, Bˆt),
we obtain the following system of equations:
1 . . . cn−2 cn−1 cn
...
. . .
...
...
...
0 . . . 1 c1 c2
0 . . . 0 1 c1
0 . . . 0 0 1


a0
...
an−2
an−1
an
 =

b0
...
bn−2
bn−1
bn

where bk = Kk(A
(g)) = ICk(A(g)), and the coefficients ck remain unchanged.
We are now in a position to study the difference between the solutions a
to the system above and the solutions a of the system (2.30), corresponding to
the linear case ( = 0). Recall that in the linear case we have A(g)t = u(t, Bˆt),
where u satisfies the heat equation
ut +
1
2
uxx = 0 u(T, x) = g(x)
By construction we know that Ck(A(g))t =
∂k
∂xk
u(t, Bˆt) so that
|bk − bˆk| ≤ | ∂k∂xk (u− u)|C0 .
On the other hand, under the additional assumption that g is bounded, Schauder
estimates and interpolation theorems for anisotropic Ho¨lder spaces yield the
following estimate: given n ∈ N and η > 0, there exists 0 > 0 such that∣∣∣ ∂k∂xk (u− u)∣∣∣
C0
≤ η as soon as k ≤ n and || ≤ 0.
For any fixed n, the Toeplitz matrix T , given in (2.30), is invertible and so
||T−1||, the matrix norm of T−1, is finite. Hence, the difference |ak − ak| ≤
η||T−1|| can be made small, provided  is small enough:
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Theorem 6. Suppose g satisfies the hypothesis of Theorem 5 and is bounded,
then for an and an defined as above, a

n → an, as → 0.
In words, when  is small, our algorithm for the linear Problem (L)
produces a good approximation to the solution of the nonlinear problem (N).
The proof of (6) is technical and requires application of Schauder estimates.
3.1 Proof of Theorem 6
We start by defining the two solution to the PDEs with which we are
concerned.
ht +
1
2
hxx = 0 h(T, x) = g(x)
and
ht +
1
2
hxx+ (h

x)
2 = 0 h(T, x) = g(x)
Where the function g is bounded as above. We will follow the analysis of [8]
in the following. We start with some definitions. Let C(R× [0, T ]) be the set
of all continuous functions u : R× [0, T ]→ R. Define the sup-norm as:
|u|0 = sup
(x,t)∈R×[0,T ]
|u(x, t)|
Next, for any function u ∈ C(R × [0, T ]), define the α-Ho¨lder constant, α ∈
(0, 1], of [u]α ∈ [0,∞] by :
[u]α = sup
(x1,t1)) 6=(x2,t2)
|(x1, t1)− u(x2, t2)|
dp ((x1, t1)− (x2, t2))α
Where the parabolic distance dp ((x1, t1)− (x2, t2)) =
√|t2 − t1| + |x2 − x1|.
Furthermore, we define:
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|u|α = |u|0 + [u]α
|u|1+α = [ux]α + |u|0 + |ux|0
|u|2+α = [ut]α + [uxx]α + |ut|0 + |uxx|0 + |u|0 + |ux|0
The last expression is abbreviated as |u|2+α = [u]2+α+|ut|0+|uxx|0+|u|0+|ux|0.
Additionally, we also use the following lemmas from [8].
Lemma 4. There exists a universal constant C > 0 such that for any δ > 0
and u ∈ Cα+2 we have
[ux]α ≤ δ[u]2+α + Cδ−(1+α)|u|0
[ux]0 ≤ δ[u]2+α + Cδ−1/(1+α)|u|0
And another inequality:
Theorem 7. There exists a universal constant C > 0 such that for any u ∈
Cα+2 we have:
[u]2+α ≤ C
(
[ut +
1
2
uxx]α + [u(T, ·)]2+α
)
Lastly, we will be using the multiplicative form of Parabolic interpola-
tion inequalities:
Theorem 8. There exists a universal constant C > 0 such that for any u ∈
C2+α we have:
|ux|2+α0 ≤ C [u]2+α |u|1+α0
[ux]
2+α
α ≤ C [u]1+α2+α |u|0
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Lastly, We will use the shorthand u  v to mean that there exists a
universal constant C such that u ≤ Cv.
3.1.1 Computing estimates
We define δ = h − h and note that ∆ satisfies the following equation:
∆t +
1
2
∆xx + (∆x − hx)2 = 0 ∆(T, x) = 0
This can be re-written as:
∆t +
1
2
∆xx + 
(
∆2x − 2∆xhx + h2x
)
= 0 ∆(T, x) = 0
We note that by Feynman-Kac we have that
|∆|0 ≤ |h2x|0
Theorem 9. Let ∆ be as defined in (3.1.1). Then, [∆]2+α → 0 as → 0
Proof. By Theorem (7) we know that
[∆]2+α ≤ C
[
h2x − 2hx∆x + ∆2x
]
α
≤ C ([h2x]α + [2hx∆x]α + [∆2x]α) (3.1)
Since h is the solution to the heat equation with bounded boundary condition
we know, applying Theorem 7 and Theorem 8, that the first term in the sum is
a constant. Using interpolation inequalities and the definition of [·]α we know
that [
∆2x
]
α
≤ 2|∆x|0 [∆x]α ≤ 2 [∆]2+α |∆|0   [∆]2+α (3.2)
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Similarly, for the second term we have
[hx∆x]α ≤ |∆x|0 [hx]α + |hx|0 [∆x]α  |∆x|0 + [∆x]α
From the interpolation inequalities and the fact that  can be taken to be less
than 1 (and so :
|∆x|0 ≤ C [∆]1/(2+α)2+α K1(1+α)/(2+α)  [∆]1/(2+α)2+α 1/(2+α)
[∆x]α ≤ C [∆](1+α)/(2+α)2+α K21/(2+α)
Combining this, and the above inequality we get that :
[hx∆x]α  1/(2+α)
(
[∆]1/(2+α)2+α + [∆]
(1+α)/(2+α)
2+α
)
(3.3)
Combining (3.1), (3.2) and (3.3) we have
[∆]2+α  
(
1 +  [∆]2+α + 
1/(2+α)
(
[∆]1/(2+α)2+α + [∆]
(1+α)/(2+α)
2+α
))
(3.4)
For any fixed , the value of [∆]2+α is either greater than 1 or less than 1. If
[∆]2+α ≤ 1 then we have simply;
[∆]2+α ≤ K(1 + + 1/(2+α)) (3.5)
If, however, [∆]2+α > 1, because of concavity, [∆]
1/(2+α)
2+α , [∆]
(1+α)/(2+α)
2+α ≤
[∆]2+α. Thus, (3.4) reduces to
[∆]2+α  
(
1 + [∆]2+α
(
+ 1/(2+α)
))
In turn this implies:
[∆]2+α ≤
K
1−K (+ 1/(2+α)) (3.6)
44
Since the right hand side of both (3.5) and (3.6) go to zero as  goes to zero,
the desired conclusion follows
Lemma 5. If u ∈ C2+α, and if [u]2+α and [u]0 tend to 0 as  → 0 then,
|ux|α also tends to 0 as → 0
Proof. This follows simply by adding the two inequalities given by (4), for any
fixed δ (we may fix δ = 1).
Because of the above lemma and theorem we are able to say that
|∆x|α → 0 as  → 0. This will form the base case of the induction step
below.
3.1.2 Induction
In this section we will be in need of the following lemma:
Lemma 6. For any u ∈ C2+α there is some universal constant C such that
|ux|α ≤ C ([u]2+α + |u|0)
Proof. Using the additive interpolation inequalities we will have:
|ux|α ≤ δ[u]2+α + C1
(
δ−(1+α) + δ−1/(1+α)
) |u|0
For any fixed δ and for a universal C1 (independent of δ). Setting C to be the
maximum of the two coefficients, the desired conclusion follows.
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We note that we may generate equations for the derivatives of ∆ by
differentiating (3.1.1) in x. The equations would involve the nth derivative of
(hx)
2. In general taking the nth partial derivative of u2 in x will yield 2n terms
of the form:
(u2)(n) =
n∑
k=0
C(n, k)u(n−k)u(k)
where we denote u(n) to mean the nth partial derivative of u with respect to
x and C(n, k) to mean the combinatorial term ’n choose k’. We note that
the only terms in this sum that involves the nth derivative is the term 2u(n)u.
Substituting (∆x − hx) in for u we notice that this term can be expanded to
get ∆
(n)
x (∆x − hx) − h(n)x (∆x − hx). Additionally, any other term is simply
(∆
(n−k)
x − h(n−k)x )(∆(k)x − h(k)x ). If we assume that |∆(k)x |α → 0 as  → 0 for
k ≤ n− 1 then we know that
[
(∆(n−k)x − h(n−k)x )(∆(k)x − h(k)x )
]
α
≤ 2 ∣∣(∆(n−k)x − h(n−k)x )∣∣α ∣∣(∆(k)x − h(k)x )∣∣α
≤ 2 (|∆(n−k)x |α + |h(n−k)x |α) (|∆(k)x |α + |h(k)x |α)
≤ 8|h(n−k)x |α|h(k)x |α
For  small enough, for k ≤ n−1. Indeed, for  small enough we will also have
[h
(n)
x (∆x−hx)]α ≤ 8|h(n)x |α|hx|α. In fact, though these  many depend on k, we
may choose  small enough for all k ≤ n. Since |h(k)x |α are constants, indeed
and bounded (uniformly) for k ≤ n (by the norm of the largest one) we can
say that:
[
(
(∆x − hx)2
)(n)
]α ≤M(n) + [∆(n)x (∆x − hx)]α
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Where the constant M(n), depends on n but not on , so long as  is small
enough. We may expand the second term to get:
[∆(n)x (∆x − hx)]α ≤ [∆(n)x ]α|(∆x − hx)|α + |(∆x − hx)|α|∆(n)x |0
≤ |(∆x − hx)|α
(
[∆(n)x ]α + |∆(n)x |0
)
≤ 2|hx|α|∆(n)x |α ≤ K1
(
[∆(n)]2+α + |∆(n−1)x |0
)
Where the last inequality follows from (6). Finally, we are able to state the
following lemma:
Lemma 7. If |∆(k)x |α → 0 as → 0 for k ≤ n− 1, then
[
(
(∆x − hx)2
)(n)
]α ≤ K(n)
(
1 + [∆(n)]2+α + |∆n−1x |0
)
Proof. This follows directly from the above estimate on [∆
(n)
x (∆x − hx)]α and
(3.1.2)
We now state and prove the induction step of the argument
Theorem 10. If |∆(k)x |α → 0 as  → 0 for k ≤ n − 1, then |∆(n)x |α → 0 as
→ 0 as well.
Proof. By the (5) it is sufficient to show that [∆(n)]2+α goes to zero as  → 0
as we already know |∆(n)|0 = |∆(n−1)x |0 → 0. We know that ∆(n) satisfies the
following equation:
∆
(n)
t +
1
2
∆(n)xx + 
∂n
∂xn
(∆x − hx)2 = 0 ∆(T, ·) = 0
47
As in the previous section, we are in the position to use (7) to get
[∆(n)]2+α ≤ C[
(
(∆x − hx)2
)(n)
]α
By (7) we get that
[∆(n)]2+α ≤  CK(n)
(
1 + [∆(n)]2+α + |∆n−1x |0
)
This implies
[∆(n)]2+α ≤ CK(n) (1 + |∆
n−1
x |0)
1− CK(n)
Again, as → 0 the above implies that [∆(n)]2+α goes to 0 (as |∆n−1x |0 by the
induction hypothesis) and the desired conclusion follows.
Note that the induction for the statement that |∆(n)x |α → 0 as → 0 is
now complete, the base case being done in the previous section (n = 0). We
are now able to state the following corollary
Corollary 4. Fix n. For any η > 0 there exists an  > 0 such that
|∆(k)x |α ≤ η k ≤ n
Proof. We know that for each k, there is an k such that |∆(k)x |α ≤ η. We
obtain the desired result by setting  = mink≤n k
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Appendix A
Numerical Implementation
The numerical implementation of the algorithm studied in this work,
even on simulated trajectories and polynomial target functions, is problematic.
For simplicity, we approximate the path Wt on [0, 1] with a random walk.
Dividing [0, 1] into n equal length interval, and taking ξ1, ξ2, ...ξn to be i.i.d.
Bernoulli coin tosses with parameter 1/2, the random walk Xt is given by
Xt =
1√
n
∑t
k=1 ξk. Suppose, as in the ‘toy problem,’ the goal was to recover
the function g. The input to the algorithm would then be:
• The signal A(g)t = E [g(X1)|Xt] for t = kn and 0 ≤ k ≤ n
• The trajectory of the random walk Xt
We assume that the function g is a polynomial of a known order m. To
solve the problem using the algorithm we must construct the matrix (2.30).
This would, in particular, involve computing Cm(A(g))t. The process of this
would be as follows:
• Approximating the quadratic variation C(A(g))t = ddt〈A(g), X〉t. We do
this by setting:
C(A(g))t ∼ (A(g)t+h −A(g)t)ξt
ξ2t
(A.1)
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• Then by computing Ck(A(g))t using the same approximation, setting
Ck(A(g))t ∼ (C
k−1(A(g))t+h − Ck−1(A(g))t)ξt
ξ2t
and repeating to compute Cm(A(g))t
As per the algorithm, K(A(g)) should give us coefficient for the highest order
Hermite polynomial.
Though the approximation (A.1) converges in the limit, the error terms
in the approximations lead to problems. The trajectory A(g)t should contain,
among other terms, the term Xmt as an approximation to W
m
t . This is the
problematic as well as the relevant term. Setting f(x) = xm we may write:
f(Xt + ξt) = f(Xt) + f
′(Xt)ξt +
1
2
f ′′(Xt)ξ2t + ... (A.2)
Our approximation then is a truncation of:
f ′(Xt) =
(f(Xt + ξt)− f(Xt))ξt
h
− 1
2
f ′′(Xt)ξt + ...
Where h = 1
n
as ξ2t will always be positive. Call the term
(f(Xt+ξt)−f(Xt))ξt
h
= ∆t
for simplicity. The difference
f ′(Xt + ξt)− f ′(Xt) = ∆t+1 −∆t − 1
2
(f ′′(Xt+1)ξt+1 − f ′′(Xt)ξt) + .. (A.3)
Our approximation would then set f ′′(Xt) ∼ (∆t+1−∆t)ξth . That is:
f ′′(Xt) ∼ (∆t+1 −∆t)ξt
h
− 1
2
(f ′′(Xt+1)sign(ξt+1ξt)− f ′′(Xt))
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Consider the difference in the expression on the right hand side. We may re
write this as:
f ′′(Xt + ξt)sign(ξt+1ξt)− f ′′(Xt)
If sign(ξt+1ξt) is positive, then the difference can be approximated by f
′′′(Xt)ξt.
This would be desirable, as then the first order of the error term is of order
|ξk| ∼ 1√n . However, ξt and ξt+1 are independent and so the sign could also be
negative. In this case we simply have:
(∆t+1 −∆t)ξt
h
∼ f ′′(Xt)− 1
2
(f ′′(Xt+1) + f ′′(Xt))
The right hand side is clearly not the desired f ′′(Xt). Immediately, one may be
tempted to fix this issue by looking for a section of the random walk Xt...Xt+m
have increments of the same sign, that is, such that {ξt+k}k+mk all have the
same sign. This way, we would never have sign(ξt+1ξt) = −1 and we stay away
from the above complication. This is not a satisfactory fix not only because it
doesn’t necessarily extend to a different simulation of the Brownian path, but
also because it is extremely sensitive the measurement of Xt. Alternatively,
one may just keep track of the unwanted term 1
2
(f ′′(Xt+1)+f ′′(Xt)) and other
terms like it that arise from repeated application of the derivative operator.
This is possible if the target g is a lower order polynomial. However, this
is extremely tedious for higher order polynomials. Moreover, this ‘keeping
track’ method fundamentally changes the algorithm. Neither of these fixes are
natural, however are the ones that are practically implementable.
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A.1 Providing a Fix
Providing an effective numerical implementation that overcomes this
problem requires further investigation. Since the algorithm behaves well when
the target polynomial is of lower order, that is done to display the algorithm.
A theoretical implementation can be provided but is numerically implemented.
Note that the approximations (A.1) is accurate in the limit as the step
size h = ξ2i goes to zero. For a target function of order m, we may construct m
nested (uniform) partitions {Pi}mi=1 of [0, 1]. That is Pk+1 ⊂ Pk. We say that
the step size of partition Pk is δk. We then simulate the random walk on the
finest of the partitions Pm : Xt =
√
δm
∑1/δm
k=1 ξk. Note that the ‘step size’ for
partition Pk would be δk. So the difference Xt+δp −Xt =
√
δm
∑t+δp
k=t ξk. This
is not the same as above. Indeed, |Xt+δp −Xt| 6=
√
δp in general.
The idea is to use increasingly coarser partitions for different evalua-
tions of the derivative operator. As above, we compute
C(A(g))t ∼ (A(g)t+δm −A(g)t)ξt
ξ2t
However, instead of using (∆t+1−∆t)ξt
δm
as an approximation to f ′′(Xt), we use
(∆t+δm−1 −∆t)(ξt+δm−1 − ξt)
(ξt+δm−1 − ξt)2
In this case the right hand side of (A.2) becomes:
f ′′(Xt)− 1
2
(f ′′(Xt + ξt)sign(ξt+1ξt)− f ′′(Xt))
√
δm
(ξt+δm−1 − ξt)
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Intuitively, what we have done is ‘taken the limit’ using the partition Pm and
then are using this on partition Pm−1. We will then use this as a limit for the
stage Pm−2. Note that |(ξt+δm−1 − ξt)| ∼
√
δm−1 and so the ratio
√
δm
(ξt+δm−1 − ξt)
∼
(
δm
δm−1
) 1
2
Note that this is not exact, however is no worse than the approximation above.
The order of this term is controlled by the ratio of partition sizes δm and δm−1.
Naturally, we may construct our partitions Pk such that δm  δm−1 so that,
say
(
δm
δm−1
) 1
2
= . This way, we would expect our approximation
(∆t+δm−1 −∆t)(ξt+δm−1 − ξt)
(ξt+δm−1 − ξt)2
∼ f ′′(Xt) + o() (A.4)
Furthermore, we may construct all partitions Pk such that
(
δk+1
δk
) 1
2
=  so that
each subsequent step will have the same order error.
Though robust, this method also has shortcomings. First, it is too
computationally expensive. If we would want  ∼ 1/100, we would need
δk+1 =
δk
1002
and, therefore δm =
1
1002m
. This type of resolution is unreasonable.
Second, it isn’t always the case that the difference |(ξt+δm−1 − ξt)| ∼
√
δm−1.
In fact, P(|(ξt+δk−ξt)| ≥ c
√
δk for some 0 < c < 1 is well known and converges
as the partition size δm−1 goes to zero. Hence, again, to make it so we can
take multiple derivatives, we must only take sequences ξt....ξt+M such that
|(ξt+δk − ξt)| ≥ c
√
δk for each k. Though, this resembles the selection of the
Brownian path mentioned above, this has a nicer interpretation. Essentially,
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controlled by the constant c, we are looking for a section of the random walk
Xt that ‘doesn’t stay flat.’.
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