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Abstract
Questions on income in surveys are prone to two sources of errors that can cause bias if not addressed adequately at the analysis stage. On the one hand, income is considered sensitive information and response rates on income questions generally tend to be lower than response rates for other non-sensitive questions. On the other hand respondents usually don't remember their exact income and thus tend to provide a rounded estimate. The negative effects of item nonresponse are well studied and most statistical agencies have developed sophisticated imputation methods to correct for this potential source of bias.
However, to our knowledge the effects of rounding are hardly ever considered in practice, despite the fact that several studies have found strong evidence that most of the respondents round their reported income values.
In this paper we illustrate the substantial impact that rounding can have on important measures derived from the income variable such as the poverty rate. To obtain unbiased estimates, we propose a two stage imputation strategy that estimates the posterior probability for rounding given the observed income values at the first stage and re-imputes the observed income values given the rounding probabilities at the second stage. A simulation study shows that the proposed imputation model can help overcome the possible negative effects of rounding. We also present results based on the household income variable from the German panel study "Labour Market and Social Security." 
Introduction
Obtaining reliable income information in surveys is important for numerous reasons. The collected data regularly form the basis for important indicators of inequality, such as the proportion of people at risk of poverty, and many political decisions such as the establishment or elimination of social security programmes rely heavily on estimates of the income distribution. For these reasons, many household surveys collect income data, but measuring income in surveys is a difficult task. Firstly, income is considered sensitive information and many survey respondents are unwilling to reveal their personal income. Thus, income related questions consistently show the highest nonresponse rates among all variables in a survey. Additionally, there is ample research indicating that the survey participants who are willing to answer income related questions are not a random subset of the sampled units, i.e. the missing mechanism is not missing completely at random (MCAR) and thus estimates based on the observed data alone are not only less efficient but also biased (see for example Bollinger/Hirsch (2013) for a recent discussion of the topic).
Secondly, even if the respondent is willing to provide his or her income, he or she will often find it difficult to report the exact income amount. This is especially true if the respondent is asked to report his or her total income including income from savings, rent, alimony, etc.
or if a direct estimate for the total household income is requested. Usually, the respondent tends to round the reported income to some extent. Depending on the respondent, the reporting period, and on the amount of income, the magnitude of rounding can range from rounding to the closest 5 euro value to rounding to the closest 10,000 euro value.
As a result the reported income data have several spikes at certain income values. For example, Czajka/Denmead (2008) find that regarding income for the year 2002 "28 to 30 percent of earners report amounts divisible by $5, 000, and 16 to 17 percent report amounts divisible by $10, 000" in the Current Population Survey (CPS) and the American Community Survey (ACS). However, this phenomenon is not limited to those surveys that ask for the yearly income directly. Even when monthly income is requested, respondents tend to round although obviously the typical rounding base will only vary between 5 and 1,000 in this case.
As an illustration Table 1 provides the percentage of the reported monthly income values that are divisible by a given round number obtained from the German panel study "Labour Market and Social Security (PASS)" (Trappmann et al., 2010) for the year 2008/2009 (see Section 5 for a description of the survey). It seems that most of the reported data are rounded to some extent. More than 60% of the reported income values are divisible by 100 and only about 15% of the data are not divisible by 5. Based on these results it is evident that treating the reported income as a direct measure for the true income is inappropriate.
As we will illustrate below, the rounded income values can lead to biased inferences if the analyst doesn't account for the rounding.
Dealing with rounded income values would be easy, if the rounding mechanism were known completely. For example, if respondents are asked to report their yearly income rounded to the nearest multiple of 1,000 and the reported income is 30,000, we could infer that the true income must fall in the interval [29,500;30,500] . In this case standard techniques for interval data could be applied (see for example, Schenker et al. (2006) ). However, in most surveys the underlying rounding mechanism is unknown. To continue the example, a reported income of 30,000 could be the result of no rounding, rounding to the closest 10, 100, 1,000, or even 10,000. Therefore, rounded data cannot simply be seen as a special form of interval data and alternative techniques are required.
To address the nonresponse problem discussed above, many agencies already provide public use files in which the missing values in the income variable are imputed. For example the income in the ACS and in the CPS is imputed using sophisticated hot deck imputation methods (U.S. Census Bureau, 2009 Bureau, , 2013 . Thus for many surveys, the burden of dealing with item nonresponse in the income variable is already bourn by the data providers. However, the problems stemming from rounding the income information are still widely ignored.
In this paper we propose to use multiple imputation -widely accepted nowadays as a straightforward tool to obtain valid inferences from data subject to nonresponse -to reduce biases introduced by respondent rounding. The basic idea is to model the rounding behaviour given the reported income value and then to replace the reported value by multiple plausible candidates for the true value that would have been observed if the respondent had not have rounded his or her income. A related idea has been proposed by Heitjan/Rubin (1990) for heaped age data.
The remainder of the paper is organized as follows. In Section 2 we illustrate the potential bias from rounding using one of the most influential and highly political estimates that is regularly computed from income data: the poverty rate. In Section 3 we discuss our imputation approach for dealing with rounding errors. Section 4 contains a simulation study that demonstrates that the proposed imputation approach can correct the rounding bias. In Section 5 we apply the approach to the German panel study "Labour Market and Social Security." The paper concludes with a discussion of future research topics.
Potential Bias from Rounding
The impact of rounding has been studied for many years. Sheppard (1898) was the first to investigate to what extent rounding affects the estimation of different moments of a continuous variable. He showed that under his assumptions regarding the underlying rounding mechanism the first moment of the distribution was only slightly biased whereas higher moments were severely affected. These results led him to suggest the well known Sheppard's correction to get an approximate estimate for the variance of the underlying continuous variable in this case. Since then a number of papers on statistical inference from rounded data have been published (see for example Dempster/Rubin (1983) or Liu et al. (2010) for a discussion of the effects of rounding in linear regression). Schneeweiss/Komlos/Ahmad (2010) recently provided a concise review of the body of work in the area.
Nevertheless, most of the rounding literature assumes symmetric rounding intervals that can be derived directly from the reported value. For example, if weight is reported in kilograms, it is assumed that the true weight must be in the interval reported weight ± 500 grams. However, this does not generally hold for heaping. With heaping certain values, say multiples of fives, are preferred over other values and respondents tend to round to these values. As discussed in the introduction, the interval for the true value can no longer be directly derived from the reported value if different potential rounding bases (rounding to the closest 5, 10, 50, etc.) are possible. Dan Heitjan addressed this special form of rounding in several papers (Heitjan (1989 (Heitjan ( , 1994 ; Heitjan/Rubin (1990 , 1991 ; see also Manski/Molinari (2010) for a different perspective on the same topic). For this type of rounding behaviour even the first moment of the heaped data may differ substantially from the first moment of the underlying continuous variable. Furthermore, as with any type of rounding, the marginal distribution will change and all measures that are based on the percentiles of the distribution will be biased.
This effect can also be observed for one of the most prominent estimates that is routinely calculated from income data: the proportion of persons that are at risk of poverty (poverty rate). This rate is usually defined as the percentage of persons with an income less than a fixed percentage of the median income. For example, in the European countries the poverty rate is defined as the proportion of persons with an income less than 60% of the median income. This statistic is of great political importance because it allows a direct comparison between regions and countries but also because many political decisions such as establishing new labour market programmes are directly influenced by this measure.
For this reason even small changes in the estimated poverty rate will be followed by substantial political debates and might also have a direct impact on future political decisions. It is therefore essential that the poverty rate is estimated with the highest accuracy possible.
However, to our knowledge no measures are taken to adjust for the fact that the reported income might be heaped.
To illustrate the potential for bias in the estimated poverty rate obtained from rounded income data, we generate data in a simplified setting. For our small simulation, we assume that the true income follows a log-normal distribution with µ = 8 and σ = 0.47. Approximating the income distribution with a log-normal distribution is standard in the economic literature and the parameters of the distribution are chosen somewhat arbitrarily to obtain an income variable that provides reasonable poverty rates from a German perspective. We further assume that the probabilities for rounding to the closest 1, 10, 100, or 1,000 euros are equal to 0.1, 0.4, 0.4, and 0.1 respectively.
We draw a sample of 5,000 records from the specified distribution and compute the income distribution, the poverty rate and the poverty threshold (defined as 60% of the median income) from the sample before and after rounding. The results are displayed in Figure 1 . rate drops from 14.02% before rounding to 12.72% after rounding while at the same time the poverty threshold slightly increases from 1795 EUR to 1800 EUR. Given that small changes in the poverty rate usually cause tremendous political debate and noting that our rounding probabilities seem to be conservative compared to the findings in Table 1 , the effect on the poverty measures is substantial and analyzing the reported data without any adjustments to account for the rounding will lead to biased results.
Correcting the Rounding Error Through Imputation
Instead of accounting for the rounding at the analysis stage we suggest to account for the rounding at the data processing stage. We see several benefits from this approach.
First, the correction can be performed by the data producer who will in general have more information available for the correction than the data user. Second, the data user might lack the capacity to deal with the problem adequately. Third, the analyst has his own science to worry about and thus the burden of correctly handling data deficiencies should be kept as small as possible. And finally, correcting the data at the processing stage will guarantee consistent results between different researchers that might otherwise include different correction methods in their analysis.
The multiple imputation strategy that we suggest is related to the approach by Heitjan/Rubin (1990) who proposed to use multiple imputation to correct for heaped reported age values of young children in Tanzania. The basic idea is to estimate the rounding probabilities given the observed data and to impute the missing exact income based on the observed data and the estimated rounding probabilities. Van der Laan/Kuijvenhoven (2011) have recently followed a related multiple imputation approach in the context of rounded unemployment durations; however, they assume constant rounding probabilities within certain intervals, while our approach is more general (in the context of income values, the assumption of uniform rounding is too restrictive).
Correction methods if income is reported in intervals
If the interval in which the true income must fall is known given the reported income, imputing the unknown true income is straightforward. Such a situation would arise, for example, if income is collected as interval data only (as in the German Microcensus). In the following, we describe how maximum likelihood estimates for the parameters of the income distribution could be obtained in this case and how these estimates could be used to impute the true income given the observed income intervals (a similar approach has been applied by Schenker et al. (2006) for the National Health Interview Survey in the United States).
The model
We model the distribution of the household income Y by a log-normal distribution. (There is huge evidence that the log-normal distribution is an adequate model for the largest part of the income distribution; see, for example, Clementi/Gallegati (2005) .) Consequently, log(Y ) is normally distributed. We allow the mean of log(Y ) to depend on some covariates X and assume a constant variance. (Allowing for heterogeneity would be a straightforward extension, which we don't regard as necessary for our data.) Thus, our data model is
Next, we define R as an indicator variable with R = 0 if the household income is known exactly, and R = 1 if it is only known to be in some interval [L, U ] (with U possibly being ∞). We assume that the conditional distribution of Y given Y ∈ [L, U ] is independent of R.
Estimation of the parameters
Let y i be the true income for sample household i, i = 1, ..., n (so that log(y i ) is the respective logged income value), and let l i and u i be the lower and upper bound of the known interval for y i (with l i = u i if y i is known exactly). Under the model described above, the likelihood function (assuming independent observations) is given by
where f and F are the density and the cdf of a normal distribution. If the data stem from a complex survey, the assumption of independent obervations might be questionable. The usual alternatives in this situation may then be applied (for example, calculating a weighted likelihood function or adding survey design variables to the vector of covariates).
Imputation of exact income values
Given the maximum likelihood estimatesβ andσ 2 obtained by maximizing the likelihood function, and assuming flat priors for all parameters, multiple imputations of the missing exact income values could be obtained as follows:
1. Approximate a draw from the posterior distribution of β and σ 2 by drawing from a multivariate normal distribution with mean vectorμ = (β,σ 2 ) and covariance matrix Σ, whereΣ is the negative inverse of the Hessian of the log-likelihood function (with the maximum likelihood estimates plugged in):
Estimate a logged income value z imp i
for all records with r i = 1 by drawing from a truncated log-normal distribution given the known truncation points log(l i ) and log(u i ) and parameters µ i = x i β * and σ 2 = σ 2 * .
Impute the exact income value y
Repeating this procedure m times would yield m imputed datasets that properly reflect the uncertainty from imputation. Valid inferences from these data could be obtained using the standard multiple imputation combining rules (Rubin, 1978) .
We stress that this approach assumes that households pretending to report their income values exactly do this without any degree of rounding. Rounded income values could be dealt with, as far as the rounding mechanism is completely known. If it were known, for example, that all reported income values s i are rounded to the nearest number divisible by 100, we could conclude that [l i , u i ] = [s i − 50, s i + 50] for every i. However, in most income surveys, we neither know which values are rounded nor the individual rounding degree.
We therefore extend our model in order to additionally estimate the rounding degree given observed income values.
Correction methods if the true rounding interval is unknown 3.2.1 The model
As above, we model the distribution of the household income Y by a log-normal distribution (given some covariates X):
Now we also need a model for the rounding behaviour. A rounding function in general is a function f : R −→ R which is piecewise constant within given intervals. We only consider rounding to the nearest multiple of c, which corresponds to the rounding function f c : x → c · x/c + 1/2 and which we call rounding of degree c. No rounding at all will be called rounding of degree 0. If c > t we say that f c has a higher degree of rounding than f t . We assume that there are p possible degrees of rounding c 1 < ... < c p . Typically, the set of c i 's consists of values such as 0, 1, 5, 10, 50, 100. For a given household, our model for the degree of rounding is an ordered probit model, i.e., we assume a normally distributed latent variable G which may (linearly) depend on the logged income log(Y ) and some covariates Z (where some or all components of Z might be in X and vice versa):
We assume that given X, log(Y ) and Z are independent, and analogously, given Z, G and X are independent. Thus, log(Y ) and G have a bivariate normal distribution given X and Z:
Estimation of the parameters
We fix γ 0 at 0 and τ 2 at 1 to make the ordered probit model identifiable. The remaining set of parameters to be estimated is therefore given by Ψ = (β, σ 2 , γ 1 , γ 2 , k 1 , ..., k p−1 ). Let s i be the observed income of household i. The density of the observed income (given covariates x i and z i ) may be written as follows:
Now observe that s i is uniquely determined given g and log(y). Thus, f (s i |g, log(y)) is simply an indicator function with f (s i |g, log(y)) = 1 if g and log(y) are consistent with s i , and 0 otherwise.
If we write A(s i ) for the set of (g, log(y)) that are consistent with an observed s i , the conditional density becomes
To give an example, let us assume the observed income is s i = 850. If the possible degrees of rounding are 1, 5, 10, 50, 100, 500, and 1000 (which seems reasonable given 
log (875) log (825) f (g, log(y)|x i , z i , Ψ)d log(y)dg.
The likelihood function for Ψ given the observed income values s i and covariates x i , z i (assuming independent observations) may then be written as
The parameter vector Ψ may now be estimated by maximizing L(Ψ|s, x, z) using numerical methods.
Imputation of exact income values
Assuming flat priors for all parameters and independence between the prior distributions of (β, σ 2 ) and (γ 1 , γ 2 , k 1 , ..., k p−1 ) we can approximate a draw from the posterior distribution of f (Ψ|s, x, z) by drawing from
whereΨ M L contains the maximum likelihood estimates of Ψ, and I(Ψ M L ) is the negative inverse of the Hessian matrix of the log-likelihood withΨ M L plugged in.
To impute exact income values we suggest a simple rejection sampling approach:
1. Draw candidate values for (log(y i ) imp , g i ) from a truncated bivariate normal distribution with mean vector (2) and covariance matrix (3) (using parameters from Ψ * ), where the truncation points are given by the maximal possible degree of rounding given the observed income s i (for example, for an observed income value 850 with possible degrees of rounding 1, 5, 10, 50, 100, 500, and 1000, log(y i ) is bounded by log(825) and log(875) and g i has to be in ]−∞, k * 4 [).
2. Accept the drawn values if they are consistent with the observed rounded income, i.e., rounding the drawn income value according to the drawn rounding indicator gives the observed income s i , and impute exp(log(y i ) imp ) as the exact income value.
3. Otherwise draw again.
Repeating this procedure m times gives m imputed datasets that properly reflect the uncertainty from imputation. Again valid inferences from these data could be obtained using the standard multiple imputation combining rules (Rubin, 1978) .
Simulation Study
To illustrate that valid inferences can be obtained using the approach described above we implement a repeated simulation design, i.e., we repeatedly sample from a population with known characteristics and evaluate whether valid inferences can be obtained based on the rounded income in the sample. Before the actual simulation study can be conducted, a population with plausible distributional characteristics and realistic rounding behaviour needs to be constructed. In the following we first describe how we obtained this population based on information from the wave 2006/2007 of the panel study "Labour Market and Social Security (PASS)" (described in detail in Section 5). We then present the results of the simulation study.
Generating the Population for the Simulation
The population is generated in three steps: Since the observed income in the PASS survey is subject to rounding, we first impute one replicate of the unobserved true income based on the approach described above (see Section 5 for details regarding the models used for imputation) and treat this replicate as the true income in the survey. We next generate a population of N = 1, 000, 000 records by sampling with replacement from the survey using the sampling weights to define the probability of selection for each record. In a final step we fit the following linear regression model to the imputed income in the population:
where hhsize is the household size, age is the age of the respondent, unemp_ben is an indicator, whether the household receives unemployment benefits, and livspace is the living space of the household. This model is used to generate a new set of imputed income values by randomly drawing from
where inc f inal is the final income that will be used for the simulation, X = {1, hhsize, age, unemp_ben, livspace}, β = {α, β 1 , β 2 , β 3 , β 4 }, and σ 2 is the residual variance from the linear regression. The final step is necessary to ensure that all parameters that govern the income distribution are known in the population.
Constructing the Rounded Income
To achieve the second goal of a realistic rounding behaviour, we model the rounding behaviour in the PASS survey and use the estimated parameters to round the income in the population. Specifically, we assume that the tendency to round the reported income value only depends on the true income y and can be modeled as a seven categories ordered probit model, i.e., we assume the latent rounding behaviour can be modeled as g ∼ N (γ · log(y); σ 2 = 1). The seven categories reflect the different rounding bases, i.e., rounding to the nearest 1, 5, 10, 50, 100, 500, and 1,000 euro value. By maximizing the likelihood in (4) for the PASS survey we obtain estimates for γ and the thresholds that determine the different rounding categories. We use these estimates to calculate rounding probabilities given the predicted rounding behaviours E(ĝ i |X i ) for each record i, i = 1, ...N .
In the final step a rounding base is determined for each record by randomly picking one of the rounding categories according to the given rounding probability. The reported income is obtained by rounding the generated income according to the drawn rounding base.
The Repeated Sampling Design
From the constructed population we repeatedly draw simple random samples of size n = 5, 000. We assume that only the rounded income is observed in the sample. To impute the true income we use two strategies. For the first strategy, which we call the naïve imputation strategy, we assume that the interval in which the true income must fall is always defined as the maximum possible interval given the observed income, for example, if the last digit is zero, we assume that the income was rounded to the nearest 10 euro value, if the last two digits are zero, we always assume that the income was rounded to the nearest 100 euro value, etc. Under this assumption the true income could be imputed according to the simplified approach described in Section 3.1. Implementing this strategy serves to illustrate that such a simplified imputation technique can lead to biased inferences based on the imputed data if the true rounding base is unknown. For the second strategy, which we call the improved imputation strategy, the rounding probabilities are estimated and the true income is imputed according to the steps described in Section 3.2. We assume that the models to impute the two missing variables G and income are correctly specified, i.e. the underlying model assumptions are:
We assume that the population quantity of interest is the poverty rate (pr) defined as the percentage of units with an income less than 60% of the median income in the population.
We note however, that any other quantity could be estimated from the imputed data using standard procedures without the need to account for the rounding effects. To estimate the variance of the estimated poverty measure, we use the variance estimator suggested by Preston (1995) . We repeat the whole process of sampling, imputing and analyzing the data 1,000 times. 
Results
The results are summarized in contains the ratio of the average of the estimated variances (using the multiple imputation combining rules for row three and four) over the true variance of the estimated poverty rates across the 1,000 simulation runs. If the variance estimate is unbiased this ratio should be one. Only the variance estimate based on the true income is unbiased. The variance is underestimated for the rounded data while both imputation methods overestimate the true variance. The overestimation is a direct result of the fact that the estimated poverty rate is a function of a sample quantile (the median) and it is well known that the MI variance estimate tends to be conservative if sample quantiles are used to estimate the quantiles in the population (see for example Meng (1994) for a discussion of related issues). In fact, we verified in a small simulation that the variance estimates would be unbiased for other parameters of interest such as the average income (results not shown for brevity). It is also interesting to note that the additional information used in the imputation model regarding the parametric distribution of the income which is not used in the analysis model leads to superefficiency as defined by Rubin (1996) , i.e., the true variance after imputation (reported in column 2) is smaller than the variance based on the original data. In any case, the MI variance estimate will always ensure confidence validity, i.e., the actual coverage will never be smaller than the nominal coverage, which is not true if the rounded income is used directly. The last column reports the percentage of times the 95% confidence interval for the estimated poverty rate contains the true poverty rate. The confidence interval of the rounded income without adjustments clearly has less than nominal coverage due to bias and underestimation of the true variance, the other coverage rates are close to the nominal coverage rate with a small undercoverage for the naïve imputation method and a small overcoverage for the improved imputation method which is a direct result of the conserva-tive variance estimate. Given these results it is obvious that (except for the results based on the true income which would not be available in practice) only the improved imputation method provides unbiased point estimates and a confidence interval with at least the nominal coverage rate.
Application to the Panel Study "Labour Market and Social
Security"
In this section we apply the imputation approach to the German panel study "Labour Mar- One of the income related questions of the survey asks the head of household to provide an estimate of the total household income per month. As discussed in the introduction (see Table 1 ) the exact reported income seems to be subject to rounding. More than 80% of the reported income values are divisible by 10 and more than 60% are divisible by 100. To obtain estimates for the true income for this dataset according to the procedure described in Section 3.2, we need to set up the models for the rounding behaviour and the income distribution. For the rounding behaviour we stick with the simple model already used for the simulation study, i.e., we assume that the tendency to round only depends on the true income. This model could certainly be extended in practice but the model evaluations discussed in the following section indicate a good model fit for this simple model. Given the spikes in the reported income distribution reported in Table 1 , we assume that respondents round to the nearest 5, 10, 50, 100, 500, or 1,000 euros (since all income values are reported as integers, we actually assume that all respondents round at least to the nearest 1). To model the true income, we assume a log-normal distribution for income conditional on a set of covariates X. Details about the covariates included in the model are contained in Table 3 .
In the model sparsely populated categories among the X variables containing less than 5% of the records are always collapsed. We also drop households that claimed to receive unemployment benefits while at the same time having a monthly household income of more than 5,000 euros. Such a high income is unrealistic for unemployment benefits recipients under the German Social Security System. Furthermore, we exclude households with income below (above) the 0.5% (99.5%) percentile of the income distribution before maximizing the likelihood since these records were identified as influential outliers which caused problems during the maximization. However, these records are still included when the poverty measures are calculated. Since only records in the very tails of the income distribution are affected, the fact that the imputation model to "unround" the reported income might be misspecified for those records has no impact on the computed poverty measure.
Finally, we standardize each variable in the dataset to avoid multicollinearity issues and problems due to the large differences in the range of the variables in X when estimating the parameters of the model. This also means that we impute the standardized income.
The final income is obtained by backtransforming the imputed value to its original scale.
Evaluation of the Model Assumptions
Since the proposed rounding adjustment strategy is purely model based, an evaluation of the model assumptions is essential. However, a direct evaluation of the two models is difficult since both dependent variables -the true income and the rounding behaviourare not observed. Thus, we rely on posterior predictive simulations (Gelman et al., 2004: Chap. 6) to check whether our model assumptions are reasonable. Table 4 . The empirical coverages are always very close to the nominal coverages indicating a good fit for the income model.
The Rounding Behaviour Model
To evaluate the quality of the rounding behaviour model, we repeatedly re-round the imputed (unrounded) income variable and compare it to the originally observed data. Specifically, we repeatedly (m = 100) generate unrounded income data that are consistent with the original data according to the joint model for income and rounding behaviour. Then, we repeatedly round each of the obtained exact income variables (100 times for each of the generated income variables) according to the rounding probabilities based on the parameters from the rounding behaviour model. Since we have no direct measure for the rounding behaviour we use a proxy for the evaluation. We compare the share of the income values that are divisible by values that are typically used as rounding bases. Table 5 lists these shares for the original data, the re-rounded data (computed as the average across the 10,000 generated datasets) and the unrounded data (computed as the average across the m = 100 replicates). Each column reports the percentage of records for which the given 
Results
We evaluate the rounding effects on the poverty rate for all six waves of the PASS survey available so far. We apply the models described above separately for each year (the variable amount of savings is not available in the first wave of the survey and is thus excluded from the income model in that year). Since the main aim of the paper is to illustrate the effects of rounding, observations with missing data in any of the variables included in the model are deleted for simplicity. Incorporating the rounding procedure into a sequential regression multivariate imputation (SRMI, Raghunathan et al. (2001) ) procedure would be straightforward. The parameters found by maximizing the likelihood in (4) can also be used to impute missing income values. Table 6 presents the poverty rates for the different waves. The estimated poverty rate is based on the disposable income, i.e., the reported income is adjusted for the number of household members and the age of the household members as suggested by the OECD (see for example Eurostat (2013) ). The first column contains the results based on the original rounded data without any adjustments. The second column contains the results for the multiply imputed true income based on m = 25 imputations. The 95% confidence intervals The rounding effects vary from year to year. In some years the estimated poverty rate only differs slightly (< 0.5 percentage points) between the original data and the corrected data (waves 2, 4, and 6). In other years the poverty rate is considerably smaller after the correction (waves 1 and 5). Finally, the poverty rate can also be substantially larger after the correction (wave 3). These different effects of the rounding are not surprising.
Whether the poverty rate is smaller or larger in the rounded data depends to a large extent on whether the true median income is close to one of the spikes in the rounded data. In these cases the median computed from the rounded data will likely be equal to the income value at the spike, i.e., it will overestimate the true median if the true median is below the spike and it will underestimate if the true median is above the spike. If the median is estimated too large, the poverty threshold (60% of the median income) is also too large and in general the poverty rate will be overestimated (unless there is a counter balancing effect of the rounding for the low-income group, i.e., the estimated poverty threshold is slightly below another spike in the rounded data). Similarly, if the median is estimated too low, the poverty threshold will be underestimated and the poverty rate will be too small (again ignoring any effects at the threshold). In any case it is obvious that rounding can have a strong impact on measures such as the poverty rate and ignoring this effect will generally give misleading results.
Conclusion
Obtaining valid information on the income distribution from survey data is a difficult task.
There is ample discussion in the literature of potential biases from high nonresponse rates for income questions that are coupled with a missing data mechanism that is definitely not missing completely at random. While most researchers try to adjust their analyses to account for the nonresponse another phenomenon is widely ignored: The potential bias that might arise because survey respondents hardly ever report their exact income, and instead provide only a rounded estimate. In this paper we have illustrated the potential negative effects this rounding can have on important measures such as the poverty rate.
We proposed an imputation procedure that generates estimates of the true income given the reported rounded income and showed that unbiased estimates can be obtained from the imputed data by simply using the standard multiple imputation combining rules proposed by Rubin (1978) . The major advantage of the approach lies in the fact that the analyst no longer needs to worry how to best adjust his or her analysis for the rounding effects. Standard analysis procedures on the imputed data will give valid inferences. This is especially important since most inferences -not only the poverty rate -will be biased if based on the rounded data. Although it would probably be possible to develop adjustments for each estimate, the imputation approach works as an omnibus tool since the imputed income values can be treated as the true income and no further adjustments are necessary. Of course this only holds if the models for the imputation are correctly specified. As with any imputation method, a misspecified imputation model will always lead to biased results. Thus, careful model evaluations akin to the evaluations presented in Section 5 should always be conducted. Still, it is important to keep in mind that the common practice of ignoring the rounding completely will be guaranteed to give biased results.
It should be noted that our application is based on a screener variable for the total household income, i.e., the head of household is asked to estimate the total household income.
However, there is a common agreement that the screener variable approach leads to a high measurement error since it will be difficult for the survey respondent to know the exact income amounts or even only to remember all income sources for all members of the household. For this reason researchers tend to prefer the individual income component approach for which each individual in the household is interviewed and is asked to report all his or her income sources. The final household income is then derived by aggregating the different income sources of all household members. Official poverty rates are usually based on data collected based on this approach.
The amount of rounding in the household income variable should generally be higher for the screener variable approach for two reasons. First, it is reasonable to assume that the tendency to round is positively related to the amount of uncertainty the respondent feels regarding the estimate he or she is asked for, and this uncertainty should be higher for the total household income compared to the respondent's own income components. Second the tendency to round will likely increase with the requested amount. Thus, the individual income components might show less rounding compared to the total family income. The findings by Czajka and Denmead (2008) seem to support this hypothesis. The authors find (looking only at individuals with a total family income below $52,500) that in the National Health Interview Survey (NHIS) which uses the screener variable approach, 35.6% of the individuals reported an income divisible by $5,000 and 20.9% reported an income divisible by $10,000. In the CPS (ACS) those numbers reduced to 11.0% (16.2%) and 6.2% (9.5%) respectively. Thus, the income based on the screener variable approach seems to be more affected by rounding. However, despite the fact that our findings in this paper are based on a screener income variable, we strongly believe that the effect of rounding should not be neglected even if the family income variable is based on individual components, for two reasons. First, we believe that most of the survey respondents will not have an income in all the categories that are usually listed. To the contrary we believe that for a substantial number of respondents the income from earnings will be the only relevant source of income.
And even if the respondent has more than one source of income, the income from earnings will be the dominant one and the reported earnings might still be rounded. Thus, we might not see large spikes in the derived total household income because small amounts of income from other sources mask the rounding of the income from earnings. Nevertheless, the derived income distribution will be biased unless the rounding in the earnings variable is corrected. It is also important to note that the 11.0% of values divisible by $5,000 for the CPS which in itself indicates a non negligible amount of rounding uses a large rounding base. We expect that the percentage of values divisible by $1,000 is substantially larger and this rounding behaviour will already negatively affect the inferences obtained from the rounded data. Thus, while the effect of rounding on official poverty measures might be lower than the effect we find in our evaluations, we still strongly believe that the effect will be substantial enough to have an important impact on the results and our paper serves to illustrate the potential gains from the suggested approach.
