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A High-performance Network System
with Multi-Path / Multi-Link Ethernet for High-Performance PC Clusters
SHIN’ICHI MIURA † and TAKAYUKI OKAMOTO †
Ethernet is the most popular interconnection network to be used on various PC clusters.
Especially, Gigabit Ethernet provides a very high cost/performance ratio as the most used
commodity network. However, it is difficult to utilize it on a large scale HPC clusters because
its absolute bandwidth and scalability is limited. To solve this problem, we have been de-
veloping both RI2N/UDP and VFREC-Net systems for wide bandwidth, high scalability and
high dependability for large scale HPC clusters. In this research we implemented a special
device driver on Linux system, named RI2N/Drv. Through the performance evaluation, we
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CPU Intel Xeon 3 0GHz 1-way (Hyper Thread ON)
Memory 1 0 Gbytes DDR2/400MHz (Dual Channel)
NIC Intel PRO/1000MT Dual Ports (MTU=8000)
PCI-X 64bit/133MHz
OS Linux Kernel 2 6 19
Compiler GCC ver 4 1
2
Normal Ethernet a – b 121 Mbyte/sec
a – e 121 Mbyte/sec
RI2N/UDP a – b 203 Mbyte/sec
a – e 203 Mbyte/sec
RI2N/Drv a – b 246 Mbyte/sec
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