Real-time time-dependent functional theory (RT-TDDFT) directly propagates the electron density in the time domain by integrating the time-dependent Kohn-Sham equations. This is in contrast to the popular linear response TDDFT matrix formulation that computes transition frequencies from a ground state reference. RT-TDDFT is, therefore, a potentially powerful technique for modeling atto-to picosecond electron dynamics, including charge transfer pathways, the response to a specific applied field, and frequency dependent linear and nonlinear properties. However, qualitatively incorrect electron dynamics and time-dependent resonant frequencies can occur when perturbing the density away from the ground state due to the common adiabatic approximation. An overview of the RT-TDDFT method is provided here, including examples of some cases that lead to this qualitatively incorrect behavior.
Introduction
The real-time time-dependent density functional theory (RT-TDDFT) method is rapidly gaining prominence since it is one of the few computationally affordable ways to model electron dynamics in molecular systems. [1] [2] [3] [4] [5] It can simulate density fluctuations on the order of atto-to femtoseconds and can model the effects of an ultrafast, intense, short-pulse laser field, including the full (nonlinear) response of the density. The RT-TDDFT method also provides the full frequency dependence of properties of interest via a Fourier transform from the time domain to the frequency domain. While conceptually straightforward (the electron density is propagated in time), RT-TDDFT remains somewhat an expert's technique since care must be taken in the practical considerations of the method, such as the integration time step, the form of the perturbation, the analysis of the time-dependent density, and the starting point of the calculation. This in contrast to the widely popular linear response (LR) matrix formulation of TDDFT, which is rather black-box in comparison since only the desired number of transitions from the ground state need be requested. This LR matrix form of TDDFT, sometimes known as the Casida equation, [6, 7] is used in the majority of TDDFT applications for calculating the excitation energies of molecular systems [8, 9] and is implemented in many quantum chemistry electronic structure packages. TDDFT is formally exact, but approximations must be employed for the time-dependent potential. The most common first approximation is to assume the electron density is slowly varying and therefore one can ignore all time-and history-dependence of the density; this is the adiabatic approximation. Within this approximation, the instantaneous electron density is inserted into standard ground state functionals. For small perturbations to the ground state density, the adiabatic approximation works surprisingly well and both LR and RT-TDDFT can successfully describe single-electron excitations from the ground state using standard approximate exchange-correlation (XC) functionals. [4, [10] [11] [12] [13] [14] [15] For a LR-TDDFT calculation, the spectrum is computed by solving an eigenvalue problem derived from retaining the firstorder response of the density to a perturbation. The excitation energies are the eigenvalues of the linear response matrix. This matrix is diagonally dominant due to the large contribution from the Kohn-Sham orbital energy gaps to the diagonal entries. The RT-TDDFT spectrum agrees with the LR-TDDFT spectrum in the limit of a small perturbation that does not shift the electron density from its ground stationary state. Rather than iteratively solving for eigenvalues like with the LR-TDDFT formulation, the RT-TDDFT method gives the full spectrum via a single Fourier transform of the time-dependent dipole moment. If many transitions are required to model an absorption spectrum, as in Figure 1 , it can be more computationally affordable to propagate the density in time with RT-TDDFT than to solve for each state individually with LR-TDDFT. [15] Which method is more computationally affordable will depend on the system of interest, the basis set, the desired spectral resolution and range of energies, and the algorithm implementation. An alternative method of computing electronic excitation energies is the Sternheimer approach, which, like the RT-TDDFT method, avoids the solution of a large number of unoccupied states. [3, [16] [17] [18] While LR-TDDFT and RT-TDDFT within the adiabatic approximation give results that are likely trustworthy in the weak field limit (and within the context of the approximations made in the ground state density functional), the adiabatic approximation does not account for multielectron excitations that are essential for describing conical interactions and surface crossings, [19] [20] [21] [22] and also leads to incorrect electron dynamics as the system is driven away from the ground state reference density, [23, 24] as we discuss later in this review. The RT-TDDFT method, while able to capture frequency dependence of various properties and go beyond a linear response of the density, must therefore be used with caution for practical applications of electron dynamics. In this report we will discuss some of the capabilities and advantages of the RT-TDDFT method compared to LR-TDDFT, but also showcase some of the failings of RT-TDDFT within the adiabatic approximation. We here will highlight the theoretical justifications of the TDDFT method (both for RT and LR) in part "Theoretical Formulation of TDDFT," give an overview of RT-TDDFT applications for describing charge transfer, electronic excitations, and frequency dependent properties in part "Overview of Applications", provide cautions when perturbing the system from the ground state reference density and the need for going beyond the adiabatic approximation in part "Approximating the Time-Dependent V xc Potential," describe implementation considerations in part "Implementation," and impart practical advice for performing and analyzing a RT-TDDFT calculation in part "Electron Dynamics Tutorial." For the reader interested in more in-depth discussions of TDDFT, see Refs [2, 3] .
Theoretical Formulation of TDDFT
The Schr€ odinger equation describes the dynamics of a system as determined by the potential. Runge and Gross [1] proved that there is a time-dependent analogue of the first Hohenberg-Kohn theorem. [25] [26] [27] [28] The Runge-Gross proof establishes a one-to-one mapping between the time-dependent electron density nðr; tÞ and the time-dependent potential Vðr; tÞ for a given initial state w 0 . This mapping implies that not only is the potential a functional of the density, Vðr; tÞ5V½n; w 0 ðr; tÞ
but the time-dependent many-body wave function is also a functional of the density wðtÞ5w½n; w 0 ðtÞ:
Formally, all observables also become functionals of the density; however, in practice, not all observables can be easily expressed as explicit functionals of the density. It was later shown by van Leeuwen [29] that the time-dependent density nðr; tÞ of an interacting system could be identical to that of a noninteracting system evolving in a different potential, given that the initial noninteracting wave function U 0 reproduces the initial density and its first time-derivative. Similar to ground state DFT, the potential that describes this noninteracting system is not known and approximations must be employed. Also like ground state DFT, the noninteracting system is described by a single Slater determinant of KohnSham one-electron orbitals, which for TDDFT become timedependent orbitals, / j ðr; tÞ, Uðr; tÞ5j/ 1 ðr; tÞ/ 2 ðr; tÞ . . . / j ðr; tÞj:
The time-dependent density is given by the sum over these occupied orbitals
The set of time-dependent effective single-particle 
where the first term on the right hand side gives the kinetic energy of an electron in a Kohn-Sham orbital, the next term is the Coulomb repulsion (also known as Hartree potential) which depends only on the density at a given time t, and the time-dependent single-particle external potential V ext ðr; tÞ includes both the external time-dependent perturbation and the Coulombic attractive potential of the nuclei. The remaining term is the time-dependent exchange-correlation potential V xc ½n; w 0 ; U 0 ðr; tÞ, which includes dependence on the density at all previous points in time as well as the initial interacting and noninteracting states. [3] The goal is then to find a one-body V xc potential that will cause the noninteracting electrons to yield the same density as the many-electron, fully interacting system. Because the Kohn-Sham molecular orbitals can be expanded as a linear combination of basis functions v l as / j ðtÞ5 P l c l;i ðtÞv l , the elements of the Kohn-Sham density matrix P are created from these time-dependent coefficients as
In an orthonormal basis (the density matrix can easily be orthonormalized via a L€ owdin or Cholesky transformation), we therefore have the TDDFT equation for the density matrix i dPðtÞ dt 5½HðtÞ; PðtÞ
where H is the Hamiltonian, which will be the Kohn-Sham operator now represented in matrix form, with matrix elements given by H lm t ð Þ5hv l jĤ t ð Þjv m i. Equation (7) is known as the quantum Liouville equation of motion. At this point we have made no approximations and the TDDFT expressions are formally exact.
Equation 7 is the starting point for either propagating the electron density in time via numerical integration for the RT-TDDFT method or applying a small perturbation and retaining only the linear response of the density to derive the LR matrix formulation of TDDFT. Both of these techniques involve approximations; the first because of the numerical integration (discussed in section "Implementation") and the second because only the linear response of the density to a perturbation is kept. For certain applications, however, the linear response method is completely valid, such as modeling a linear absorption spectrum. In practice, both methods use a finite basis set and approximate the unknown exchangecorrelation potential V xc . The latter is used for both the preparation of the initial ground state wave function and for the potential that governs the time propagation of the density. In addition, almost all TDDFT applications invoke the adiabatic approximation for V xc , which we discuss in section "Approximating the Time-Dependent V xc Potential." We first discuss some applications of modeling electron dynamics with the RT-TDDFT method from the literature, including simulation of absorption spectra and charge transfer dynamics.
Overview of Applications
The first applications of RT-TDDFT simulated the absorption spectrum of relatively large molecular systems by applying a weak field to perturb the ground state density and computing the Fourier transform of the field-free time-dependent dipole moment resulting from the small perturbation. This approach was first demonstrated by Yabana and Bertsch for C 60 and large sodium and lithium clusters using pseudopotentials to model the core electrons [30] and later applied to silver nanoparticles, [31] conjugated hydrocarbons, [32] and diamond. [33] Since then, RT-TDDFT continues to be used to compute absorption spectra of atomic clusters, [34, 35] large and small chromophores, [15, 36, 37] and, recently, plasmonic excitations in silver nanowires. [38] Environmental effects can be included in the RT-TDDFT simulation of absorption spectra by propagating the electron density in a field of classical point charges representative of a solvent and/or protein environment known as quantum mechanics/ molecular mechanics (QM/MM), as was demonstrated by Marques et al. for the green fluorescent protein chromophore. [39] Morzan et al. have also developed a RT-TDDFT QM/MM code and validated it against absorption spectra and solvatochromic shifts of simple chromophores. [40] In addition to computing absorption spectra, RT-TDDFT has been used to model frequency-dependent properties such as polarizabilities [41] and magnetic circular dichroism spectra. [42] Because RT-TDDFT retains the full (non-linear) response of the electron density it can be used to compute non-linear properties such as hyperpolarizabilities, as demonstrated by Ding et al. for para-nitroanaline. [43] The above applications rely on small perturbations to the ground state density and thus are expected to give reliable results. A key benefit of RT-TDDFT is the flexibility in the type of external perturbation applied to the electron density. By applying intense laser fields on the order of 10 16 W/cm 2 , RT-TDDFT can be used to study high harmonic generation and multiphoton ionization, as well as other strong field effects. [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] Nonlocal correlation may be very important in these processes, posing a severe challenge to the V xc potential. However, the lack of memory in the adiabatic V xc discussed in section "Approximating the Time-Dependent V xc Potential" leads to negligible effects for ionization. [47, 58, 59] In addition, RT-TDDFT has the ability to model explicitly time-dependent processes such as molecular conductance, [60] [61] [62] exciton diffusion, [63] and charge transfer between states or spatial regions. [23, [64] [65] [66] [67] [68] For example, Chapman et al.
have modeled the dynamics of electron-hole separation in a fullerene derivative (Fig. 2 ). [64, 69] Rozzi et al. have used RT-TDDFT to identify the important role of quantum (de)coherence in controlling the rate of charge separation in an artificial light-harvesting system. [67] RT-TDDFT has also been used to simulate time-resolved "pump-probe" spectroscopy of the helium atom and ethylene molecule. [70] Solvent effects on the dynamical properties such as charge transfer can be included in RT-TDDFT electron dynamics by coupling the explicit propagation of the electron density to a time-dependent polarizable continuum model. [69, 71, 72] This approach has recently been extended to include nonequilibrium dynamics. [73, 74] RT-TDDFT has also been used within constrained DFT to compute the time-dependent overlap function of spatially defined donor and acceptor wave functions. [75] This technique was used to predict the distancedependent rate of electron transfer as defined by standard Marcus rate theory for a plasmon-like excitation of a silver nanoparticle model system. While these charge transfer and excited state applications showcase the utility of RT-TDDFT in modeling electron dynamics away from the ground state, the accuracy of such simulations remains an open question. The cause for concern in going beyond the ground state density is because of the commonly used adiabatic approximation to the xc potential, as well as the fact that most applications use xc potentials developed for the ground state, as discussed in the next section.
Approximating the Time-Dependent V xc Potential
Propagation of the electron density for a single electron, such as in the H 1 2 molecule at the equilibrium bond length, is exact with the Hartree-Fock potential because there is no correlation between electrons and the single-particle approximation is exact within a given basis set. However, for multielectron systems, approximations must be made for the exchangecorrelation potential. Almost all applications of TDDFT (both LR and RT) are performed within the adiabatic approximation, in which the instantaneous electron density is inserted into standard ground state V xc potentials. For LR-TDDFT, the instantaneous reference density is the ground state density, while for RT-TDDFT the instantaneous density evolves in time throughout the propagation.
Therefore, when using ground state functionals that approximate the exchange and correlation, the RT-TDDFT spectrum using the ground state as a reference will have the same kinds of errors in the excitation energies as the LR-TDDFT spectrum. This includes charge transfer excitation energies that are too low in energy due to the approximate treatment of exchange and the concomitant lack of the 1/R Coulombic attraction between the excited electron and hole [76] [77] [78] and higher lying Rydberg transitions which may be too weakly bound or not bound at all due to local functionals having the incorrect asymptotic behavior. [79, 80] These errors are present even when the density remains near the ground state and are not a result of the adiabatic approximation but from the local treatment of exchange and correlation. Because the one-to-one mapping between the electron densities and potentials established by the Runge-Gross theorem is for a given initial state, the xc potential is formally a functional of the initial state of the system as well as the entire history of the density, V xc n; w 0 ; U 0 ½ r; t ð Þ. This is referred to as the 'memory' dependence of the xc potential. [81] As discussed by Maitra, [82] this memory dependence stems from the reduced nature of the density compared to the full many-body wave function which contains the complete information about the system at any time. Because phase information is lost in going from the wave function to the density (3N spatial variables compared to three spatial variables, where N is the number of electrons), the exact xc potential must have memory dependence to account for how the density should move in time. However, within the adiabatic approximation, all history of the density, as well as initial state dependence, is ignored:
V xc ½n; w 0 ; U 0 ðtÞ5V xc ½nðtÞ:
Various investigations have been performed with an adiabatically exact V xc , which neglects all memory effects but is fully nonlocal in space. [23, 58, 83, 84] The adiabatically exact V xc is obtained by inverting the N-particle Schr€ odinger equation for the interacting system, which is a non-trivial endeavor and generally only performed for very simple systems, such as the helium atom and two-electron model systems. It has been shown that during charge transfer the adiabatically exact correlation functional (V c ) reproduces a time-dependent step structure found in the exact V c , but is of the wrong size. [23] This leads to incorrect charge-transfer dynamics [23, 84] and unphysical peak-shifting in the absorption spectrum. [85] For example, Maitra and co-workers [84, 85] have demonstrated a complete lack of charge transfer in a two-electron model system when the adiabatically exact (AE) V xc is used. This is shown in Figure 3 where the exact dipole moment displays a clear transfer of charge, while the AE V xc (which includes exact non-local exchange and correlation) does not transfer the charge and, like the adiabatic potential with exact exchange and no correlation (AEXX), only agrees with the exact results at very short times when the system is still close to the reference ground state.
Another result of the adiabatic approximation is that absorption spectra computed using RT-TDDFT display nonphysical time-dependent resonances. Using a weak field to perturb the density reproduces LR-TDDFT peak energies, [86, 87] but when a significantly strong external field of the appropriate frequency is applied the density is perturbed far from the ground state and absorption peaks are shifted in energy. [88, 89] Physical insight into the nature of peak-shifting in RT-TDDFT has been described in our recent work. [90] As demonstrated for Rabi oscillations, [24] one-electron transitions are coupled in RT-TDDFT. When an external field is applied, the reference density becomes a superposition density and absorption peaks will shift between one-electron excitation and de-excitation energies according to the states comprising the superposition density. This is shown in Figure 4 for the H 2 molecule in the minimal basis, where we have plotted the peak energy as a function of the orbital occupation. These time-dependent resonances must be rectified by the exact xc potential. [85] To address the problems associated with a lack of memory in the V xc potential, some groups are developing memory-dependent functionals [91] and some success has been seen with timedependent current-DFT. [92] [93] [94] 
Implementation
One advantage of propagating the density in the time-domain is the flexibility of how to design a RT-TDDFT simulation; one can start the simulation in two ways: (1) begin in the ground state and apply a perturbation (such as a short laser pulse, a continuous field, or a collision with a projectile if nuclear motion is considered) and then watch the system evolve or (2) start the system in a nonequilibrium state (such as by promoting an electron to an unoccupied orbital or applying a static field) and watch how it evolves in time. [64, 95] Here we discuss the details of how RT-TDDFT is implemented.
Time-evolution via numerical propagation
The TDDFT equation for the density matrix [Eq. (7)] can be numerically integrated using standard techniques for solving ordinary differential equations, as long as the density matrix remains idempotent: PP5P. A nice overview of propagation methods for solving the TDKS equations is given by Castro et al. in Ref. [96] . The solution to Eq. (7), is
where U t; t 0 ð Þ is a time evolution operator, which for a Hermitian Hamiltonian will be unitary,Û †Û 51, andÛ † is the Hermitian conjugate ofÛ. A unitary time propagator ensures that the norm of the wave function is conserved (conserves probability of the wave packet) and the density matrix remains idempotent. The propagator can be expressed as
, where T is a time-ordering operator and H t ð Þ is the time-dependent Hamiltonian, which for RT-TDDFT is the time-dependent Kohn-Sham matrix. In practice, the density is propagated with discrete time steps Dt through a product of time-evolution operators Figure 3 . Exact dipole is shown in black, the adiabatically exact (AE) dipole in red, and the adiabatic exact exchange (AEXX) dipole in pink for closedshell to closed-shell (cs-cs) charge transfer in an asymmetric Hubbard dimer model system. (Reproduced from Ref. [84] with permission from American Physical Society.).
This discretization simplifies the problem since one can replace exp 2i Ð t t0 H t ð Þdt h i with the approximation: U t i 1Dt; t i ð Þ % exp 2iH t i 1Dt ð Þ ½ . The errors made in the evolution are due to the approximation to the propagator. These errors occur in two ways: (1) in approximating the exponential of the Hamiltonian matrix and (2) in approximating the time-evolution for a given Dt. While methods exist that can calculate the exponential of a matrix, [97] they may be cost-prohibitive for the size of calculations that would be desired for the RT-TDDFT method. Therefore, the exponential of the matrix is generally approximated with a Taylor series expansion, with Krylov subspace projection methods, or with splitting techniques. Alternatively, the Hamiltonian can be diagonalized at each time step, in which case the propagator is expressed in terms of the eigenvectors and eigenvalues of the Hamiltonian and no approximations are made in the exponentiation of the matrix. For approximating the evolution operator for a given Dt, it must be decided how to move the density matrix forward in time given knowledge of the density matrix and Hamiltonian at some initial time. Because the Hamiltonian is timedependent, it will change during the time step, and there are various ways to take this change into account with differing degrees of accuracy and numerical stability. [98, 99] Castro et al.
suggest that errors can be minimized by using a selfconsistent procedure. [96] This would mean propagating a density matrix for a given time step with an extrapolated Hamiltonian, then a new Hamiltonian matrix is created with the new density, which allows interpolation to the intermediate Hamiltonian, and the process can be iterated until self-consistent. However, O'Rourke and Bowler have shown [100] that while this does improve charge conservation, the difference is not significant enough to justify the extra computational cost of forming the Hamiltonian matrix multiple times per time step.
Ehrenfest dynamics
RT-TDDFT propagates the density matrix directly in time, not retaining any coefficients of specific ground or excited states.
As a result, all properties are obtained as an average of a superposition of electronic states using the time-dependent density. The mean forces obtained from the average potential surface can be used to propagate classical nuclei, although in principle, multicomponent TDDFT [101, 102] should be used for coupled electronic-nuclear motion. However, there are many applications of using the forces from single-component RT-TDDFT to move the nuclei, which yields the mean-field "onthe-fly" Ehrenfest dynamics technique. [103] [104] [105] [106] [107] [108] [109] [110] [111] Figure 5 shows the evolution of charge transfer for a triad molecule relevant to photovoltics where free evolution of the nuclei result in significant charge transfer. [67] In addition, this method is able to model dissociation and fragmentation processes, as well as collisions that transform kinetic energy of nuclei into electronic excitations, and has been applied to systems as large as fullerenes and nanotubes. [112] [113] [114] [115] [116] [117] [118] [119] Because of the large difference in masses for electrons and nuclei, the propagation of electronic and nuclear motion is generally carried out with two different time steps, with the nuclear time step usually two or three orders of magnitude greater than the electronic time step. The Ehrenfest mixed quantum-classical treatment works well if a single path in the nuclear dynamics dominates the meanfield force or if there is an insignificant degree of level crossing. Because of the mean-field nature of the surfaces, the Ehrenfest method does not properly describe branching ratios, significant evolution on multiple excited state surfaces, or decoherence. [104, [120] [121] [122] [123] These shortcomings of the Ehrenfest Figure 4 . Peak-shifting in the absorption spectrum of H 2 from RT-TDDFT simulations using a minimal basis and exact exchange. Top panel shows the computed spectrum at three applied field pulse lengths (T off ) corresponding to about 0, 1, and 2 electron occupation of r*, respectively. Bottom panel shows the peak energy as a function of r* occupation for a series of RT-TDDFT simulations where T off 5 0-8 fs. Regardless of the length of the applied field, the peak energy lies along this curve connecting the full configuration interaction S 0 and S 2 peak energies at 0.98 and 0.66 hartree, respectively. (Reproduced from Ref. [90] with permission from American Chemical Society.).
method are related to propagation on a mean-field surface, and are not inherent to TDDFT. The nonadiabatic trajectory surface hopping technique [123, 124] can also be combined with TDDFT, [125] yielding propagation on specific LR-TDDFT excited state surfaces.
Application of the electric field
When starting a RT-TDDFT calculation from a converged ground state density, it is necessary to apply a perturbation to induce the density away from a stationary state. In RT-TDDFT, this perturbation often takes the form of an applied electric field. One of the advantages of RT-TDDFT is that this applied field may have any frequency, intensity, or shape/envelope, which allows direct simulation of the electron density in response to specific field parameters. If a complete excitation energy spectrum is desired, it is necessary to apply a perturbation that will evolve the density into a superposition of all eigenmodes. If a small perturbation is desired so that the density does not change significantly, the applied field often takes the form of a delta or step function, or is very weak and offresonance from any frequencies associated with a linear response of the electron density. Computationally, the step function is often applied by performing the ground state selfconsistent field calculations in the presence of a static applied field (representing t < 0) and then propagating the density without the field (for t > 0). Alternatively, specific pulse shapes, polarizations, frequencies, and intensities can easily be included in the time-dependent Hamiltonian. Most RT-TDDFT applications generally apply the electric field within the dipole approximation, which assumes that the time-dependent perturbation H 0 t ð Þ is a spatially homogeneous external field that only couples to the molecule through its dipole moment integrals, which for the length form in the AO basis are < v l jrjv m > 5d, so the timedependent field perturbation is
This approximation will not be valid at high frequencies (if the wavelength of light is on the order of the molecular dimensions, such as with X-rays), or if molecular properties that rely on field inhomogeneity are of interest, such as circular dichroism or other chiro-optic effects. In these cases it will be necessary to also include coupling to the electric and magnetic field through the molecular magnetic dipole and electric quadrupole (for oriented systems).
Time-dependent observables
The density describes how the electrons of a system are distributed at any given point in time, and can therefore be used to describe many electronic properties. In RT-TDDFT, the KohnSham time-dependent density matrix P t ð Þ can be used to compute a variety of time-dependent properties to evaluate electron dynamics. Some properties require the many-body wave function and therefore cannot be simply formulated in terms of the density matrix. In these cases, the exact wave function is generally replaced with the Kohn-Sham wave function, which can lead to qualitatively incorrect results and therefore must be performed with caution. [2, 126] Here we give a brief overview of a few observables of interest that can be directly computed from the time-dependent density matrix P(t).
Dipole Moment. The time-dependent dipole moment is given by
where Z a and R a are the nuclear charge and position of atom a, respectively. Taking the Fourier transform of the field-free dipole moment reveals the resonances associated with the timedependent density matrix. The absolute value of the Fourier transform gives an absorption spectrum, and when starting from the converged ground state density and applying a small perturbation, yields a spectrum in agreement with a linear response TDDFT calculation that uses the ground state density as a reference. Higher order moments, such as the quadrupole moment, can be obtained similarly and are necessary for modeling spatial optical phenomena such as circular dichroism in a crystal or an oriented molecule and for computing "dark" transitions that are dipole forbidden.
Polarizability. The dipole moment of a molecule can be expanded in orders of the electric field, giving polarizability and hyperpolarizability tensor elements. The time-dependent dipole moment allows the computation of an element of the time-dependent polarizability tensor as where the imaginary part of the polarizability is directly proportional to the experimentally observed strength function.
Population on an Atom. The effective charge on an atom can be given by a variety of population analysis methods and is useful in the interpretation of charge fluctuation in a molecule.
As an example, the L€ owdin population on atom a is given by
where P ii is the ith diagonal element of the density matrix and the sum runs over the basis functions of atom a.
Population of the Initial Kohn-Sham Orbitals. The population n k of the initial (t50) field-free molecular orbitals (MOs), also called the orbital occupation number, is given by
where C k ðt50Þ is the kth-eigenvector of the initial, field free Kohn-Sham matrix using the converged ground state density. Since RT-TDDFT does not have formally defined states, the projection of the density matrix onto these t50 MOs can provide information about the evolution of the electron density into higher lying states that are described in terms of the unoccupied initial Kohn-Sham MOs. While these populations can be used to give some insight into the populations of electronic states, this procedure should be performed with caution since transition to a higher lying state may correspond to population of multiple virtual MOs. Additionally, the virtual KohnSham MOs may not provide an accurate representation of the excited states of the interacting system.
Electron Dynamics Tutorial
When running a RT-TDDFT calculation, a variety of choices need to be made, such as the form of the applied field, the size of the time step, and what properties are of interest for analysis. These are in addition to the standard requirements of choice of density functional and basis set. The calculation generally proceeds in three steps: (1) prepare the reference state, While the reference density in step (1) is often obtained by a self-consistent ground state DFT calculation, the initial density may also be in a non-stationary state or may be chosen to represent an excited state density. For example, Fischer et al. used the excited state density computed from an initial LR-TDDFT calculation as the initial density for a subsequent weakfield RT-TDDFT simulation to simulate excited-state absorption spectra of large chromophore molecules relevant to photovoltaics. [95] A density representative of a particular excited state can also be obtained by populating the initial unoccupied Kohn-Sham orbitals. For our example RT-TDDFT calculations on the LiH and para-nitroaniline (pNA) molecules, we will (1) start from a converged ground state density, (2) apply a perturbation in the form of a sine wave, and (3) show the resulting timedependent dipole moment, as well as the absorption spectra obtained from Fourier transform of the dipole moment. To clearly demonstrate the effects of peak-shifting due to significant population of higher-lying orbitals, we present results for LiH using a minimal basis and exact exchange-only functional (i.e., TDHF), but results are similar with hybrid DFT functionals. For pNA we will use the B3LYP functional and a larger basis set, 6-31G(d,p). Both simulations are carried out using the RT-TDDFT code as implemented in the development version of the Gaussian electronic structure package. [127] In order to
show the RT-TDDFT behavior when using a "resonant" field, in both cases we will use a field frequency that corresponds to the resonant dipole-allowed frequency obtained from a LR-TDDFT calculation of the ground state; for LiH this corresponds to a r to r* transition at x 5 0.635 hartree and for pNA a p to p* transition at x 5 0.149 hartree, both applied in the z-direction along the longest molecular axis. The field is turned off after a single cycle, and the density is propagated field-free for 120 fs. The field-free dipole moment is then collected for the last 100 fs, and Fourier transformed to obtain an absorption spectrum in the frequency/energy domain. Note that longer simulation times (more data included in the Fourier transform) leads to sharper, more defined peaks in the absorption spectrum (see Fig. 6 for the r to r* peak obtained from Fourier transforming 50 and 100 fs of dipole propagation Results are shown for two different field strengths for LiH and pNA in Figures 7 and 8 , respectively. For the weak field, the absorption peaks in the spectrum correspond to the transition energies obtained with a LR-TDDFT calculation. Despite using what is expected to be a "resonant" field frequency. We find that very little population is transferred to the initially empty orbital that corresponds to the resonant transition (r* for LiH, p* for pNA): less than 0.02 e2 (0.26 e2) for LiH for the weak (strong) field and less than 0.17 e2 (0.32 e2) for pNA Figure 6 . Resolution of the LiH r to r* absorption peak computed from the Fourier transform of 100 fs (black) and 50 fs (blue) of the field-free dipole moment.
for the weak (strong) field. This is due to the reference density evolving into a superposition non-stationary state as a result of the field perturbation. The LR frequencies are then no longer resonant for the new density. This "de-tuning" of the resonant frequencies is a result of the lack of memory in the adiabatic xc potential and leads to incorrect Rabi oscillation behavior [24, 128, 129] as well as to shifted and time-dependent absorption peaks. [70, 85, [88] [89] [90] 130] There is peak shifting in the strong field cases, where the main absorption peak is shifted to lower energy by 0.02 hartree for LiH and 0.01 hartree for pNA. Leaving the field on for additional cycles would induce more MO population transfer resulting in greater shift in peak energy, up to a maximum amount, as described for LiH in our recent work. [90] Note for
LiH that a small peak at 0.46 hartree increases in intensity and shifts down in energy by 0.02 hartree. This peak is due to an excited state to excited state transition that occurs only after there is significant electron occupation of the r* MO. Also, a peak at 0.17 hartree does not shift in energy even when a strong field is applied. This peak corresponds to a r to Li 2s orbital transition and is independent of the r* MO occupation; only when a field resonant with the r to Li 2s transition is applied does this peak shift in energy as the Li 2s MO gains occupation. The spectrum is more complicated for pNA as more transitions occur but the p to p* peak at 0.15 hartree shifts down in energy by 0.008 hartree when a strong field is applied. Applying a more intense field would induce a more noticeable shift in peak energy, but it would also induce additional transitions that would further complicate the spectrum.
In our recent work we explained both the magnitude and the direction of this peak shifting in terms of a coupling of single electron excitations/de-excitations from the superposition density.
[90] Figure 4 for H 2 modeled with a minimal basis presents an extreme case where we are able to track the full peak shift as a function of orbital occupation. With more complex systems, the peak shifting may be smaller since multiple orbitals will likely be slightly occupied rather than full population transfer to a single virtual orbital. These examples present some of the logistical details of performing a RT-TDDFT calculation, as well as showing what one might need to watch out for when strongly perturbing the ground state density.
Conclusions
In this tutorial review, we provide an introduction to the RT-TDDFT method for modeling electron dynamics, both its theoretical justifications and its practcal implementation. We also highlight some of the method's limitations when using the adiabatic approximation and approximate xc potentials. The RT-TDDFT method is powerful for 'watching' the evolution of the electron density in the time domain and modeling the full frequency dependence of linear and nonlinear properties of the ground state density. However, careful consideration must be given to the accuracy of this method when going beyond the ground state density while using ground state functionals within the adiabatic approximation. Because the exact xc potential should contain memory of the history of the density and the initial states and the form of this exact xc potential is not known, it is unclear how useful RT-TDDFT within the adiabatic approximation will be for modeling charge transfer and excitation/relaxation processes in molecular systems. Further validation and benchmarking are necessary.
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