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Abstract
We define and study the index map for families of G-transversally elliptic
operators and introduce the multiplicity for a given irreducible representa-
tion as a virtual bundle over the base of the fibration. We then prove the
usual axiomatic properties for the index map extending the Atiyah-Singer re-
sults [1]. Finally, we compute the Kasparov intersection product of our index
class against the K-homology class of an elliptic operator on the base. Our
approach is based on the functorial properties of the intersection product,
and relies on some constructions due to Connes-Skandalis and to Hilsum-
Skandalis.
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1 Introduction
The study of transversally elliptic operators was initiated in the seminal work of
Atiyah-Singer, see [1]. In this latter paper, although the equivariant Fredholm
index is not well defined in general for such operators, Atiyah and Singer proved
that any irreducible representation appears with a finite multiplicity and intro-
duced an important index invariant, which is now a slowly increasing distribution
on the given compact Lie group that they called the distributional index. They
also proved many axiomatic properties for this distributional index, which allowed
them to reduce its computation to the case of actions of tori on euclidian spaces and
therefore to fully compute it in many interesting cases including locally free actions
of general compact Lie groups, and general circle actions. Although an important
progress has been achieved during the last decades, the problem of computing the
Atiyah-Singer distributional index for transversally elliptic operators, or equiva-
lently the multiplicities of the irreducible representations, is still open. The goal
of this paper is to extend Atiyah-Singer results to families of transversally elliptic
operators using the powerful machinery of Kasparov’s bivariant K-theory through
the deep associativity of the intersection product [22].
Let G be a compact Lie group and let M be a compact G-manifold. A G-
transversally elliptic pseudodifferential operator on M is a G-invariant pseudodif-
ferential operator whose principal symbol becomes invertible when it is restricted
to (non-zero) orbit transverse covectors of the G-action. For this class of operators,
Atiyah and Singer defined an index class Ind(P ) living in the space C−∞(G)Ad(G)
of Ad-invariant distributions on G, i.e.
Ind(P ) ∈ C−∞(G)Ad(G).
More precisely, for a G-transversally elliptic operator P , the evaluation of the
index class against a smooth function ϕ ∈ C∞(G) is defined by the formula (see
[1])
Ind(P )(ϕ) =
ˆ
G
ϕ(g)
(
Tr| ker(P )(g)− Tr|coker(P )(g)
)
dg,
and induces the so-called Atiyah-Singer index map
Ind : KG(T
∗
GM) −→ C−∞(G)Ad(G).
In [20] Julg associated with any G-transversally elliptic operator P , a K-
homology class [P ] ∈ KK(C(M) ⋊ G,C) whose restriction class in KK(C∗G,C)
is an index class closely related to the Atiyah-Singer distribution through the
Connes-Chern character. In [11], Berline and Vergne proved an index theorem for
G-transversally elliptic operators in the context of equivariant cohomology. More
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recently, Kasparov has extended all known K-theory constructions for transver-
sally elliptic operators to a larger class of proper actions on complete manifolds.
In this context, although the index class is not defined, the Julg class [P ] still
makes sense and plays the role of the index class, see [24]. It is worth pointing
out that Kasparov even proved many index theorems as equalities in his bivariant
K-theory.
In this paper we investigate the extension of classical Atiyah-Singer results to
families of transversely elliptic operators and restrict ourselves to the case of com-
pact Lie groups actions on compact fibrations. Notice that the case of equivariant
elliptic famillies and even equivariant longitudinal elliptic operators on foliations
are nowadays classical, see for instance [7, 8, 9]. As in the case of non-equivariant
elliptic families [3], we mainly allow the base of our fibration to be a compact
space, as the smoothness condition is only requiered to compute the Kasparov’s
intersection product with an elliptic operator on B. Let p : M → B be a given
compact locally trivial G-fibration and T VM = ker p∗ be the vertical tangent
bundle. Using a G-invariant metric on M , we identify the cotangent bundle T ∗M
with the tangent bundle TM . Assuming that G acts trivially on the base B,
a family of pseudodifferential operators A = (Ab)b∈B in the sense of [3] will be
G-transversally elliptic if its restrictions to the fibers are G-transversally elliptic
pseudodifferential operators. In other words, we assume that the restriction to
non-zero covectors of the principal symbol σ(A) of the family A is invertible in
T VGM := T
VM ∩ T ∗GM , using standard notations, see the next section. Following
[20] and [24], we associate with such family of G-transversely elliptic operators an
index class, now living in the bivariant Kasparov group KK(C∗G,C(B)).
Definition 1.1. Given a G-invariant family P0 : C
∞,0(M,E+) → C∞,0(M,E−)
of G-transversally elliptic operators, the index class Ind
M|B
G (P0) of P0 is defined as
the KK-class:
Ind
M|B
G (P0) := [E , π, P ] ∈ KKG(C∗G,C(B)),
where E is the Hilbert C(B)-module associated with the hermitian Z2-graded
bundle E, π is the representation of C∗G on E induced by the G-action on
E, and P =
(
0 P ∗0
P0 0
)
. We denote by IndM|B(P0) the image of this class in
KK(C∗G,C(B)).
The index class only depends on the homotopy class of the principal symbol
and induces the following index map
IndM|B : K(T VGM) −→ KK(C∗G,C(B)).
Finally, the notion of K-theory multiplicity can be interpreted as a virtual
bundle over the base B, generalizing the standard multiplicity for G-transversally
elliptic operators [1].
Following [1], this paper is mostly devoted to the investigation of basic proper-
ties of our index map, i.e. free actions, multiplicativity, excision and also induction
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and behaviour with respect to topological shrieck maps. These properties allow
us to reduce the computation of the index map to the case of a trivial fibration
B × V → B, where V is a Euclidean space equipped with a torus action, giving
the full generalization of the Atiyah-Singer work. For instance, the compatibility
theorem can be stated as follows (see section 3.5 for the details):
Theorem 1.2. [1] Let j : M →֒ M ′ be a G-embedding over B with M compact.
Then the following diagram is commutative:
KG(T
V
GM)
j! //
IndM|B

KG(T
V
GM
′)
IndM
′|B

KK(C∗G,C(B)) KK(C∗G,C(B)).
For a given elliptic operator Q on the base B and using results from [17], we
compute the Kaspavov product of our index class with the K-homology class of Q
by exploiting the convenient description of the index class through the morphism
induced from the representation ring R(G) to the topological K-theory K(B). This
latter intersection product computation is crucial to define a distributional index à
la Atiyah for families of G-transversally elliptic operators, and to prove a Berline-
Vergne formula for families. These cohomological results are postponed to the
forthcoming paper [5].
This paper is organized as follows. In Section 2, we define the index class for
families of G-transversally elliptic operators and to introduce the K-multiplicity.
In Section 3 we define the index mapping and investigate its basic properties. More
precisely, we formulate exact computations for free G-actions, prove the expected
multiplicativity theorem as well as the excision theorem which are now equalities
in the appropriate KK-groups. Induction for closed subgroups and especially for
the maximal torus is investigated together with the compatibility with shrieck
maps. In Section 4 and 5, we study the index class as a morphism between R(G)
and K(B) and compute the Kasparov product with an elliptic operator on the
base, preparing the equivariant cohomological computations of our Berline-Vergne
theorem.
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comments and corrections. I also thank W. Liu, P.-E. Paradan and V. Zenobi for
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thank P. Carrillo Rouse for his interest, insight, and useful discussions during the
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2 The index class of a family of G-transversally
elliptic operators
In this section we define the index class of a family of G-transversally elliptic op-
erators and we introduce the K-multiplicity of a unitary irreducible representation
in the index class, a virtual vector bunde over the base B.
2.1 Some preliminary results
This first paragraph is devoted to a brief review of some standard results. For most
of the classical properties of Hilbert C∗-modules and regular operators between
them that we use here, we refer the reader to [25] and [33]. The constructions given
below extend the standard ones, see for instance [14], [16] and [21]. Our hermitian
scalar products will always be linear in the second variable and anti-linear in the
first. Let G be a compact group and denote by C∗G the C∗-algebra associated
with G. Recall that any irreducible unitary representation of G naturally identifies
with a finitely generated projective module on C∗G [19].
Let p :M → B be a G-equivariant fibration of compact manifolds, with typical
fiber F , a compact manifold. We denote by Mb = p
−1(b) the fiber over b ∈ B, by
T VM = ker p∗ the vertical subbundle of TM , and by T
VM∗ its dual bundle. We
choose a G-invariant riemannian metric onM and hence will identify T VM∗ with
a subbundle of T ∗M when needed.
Let π : E = E+ ⊕ E− → M be a Z2-graded vector bundle on M which is
assumed to be G-equivariant with a fixed G-invariant hermitian structure. Denote
by Pm(M,E+, E−) the space of (classical) continuous families of pseudodifferential
operators on M as defined in [3]. A family P ∈ Pm(M,E+, E−) is G-equivariant
if g · P = g ◦ P ◦ g−1 = P for any g ∈ G. As usual, C∞,0(M,E) will be the space
of continuous fiberwise smooth sections of E over M , see [3].
We fix from now on a G-invariant continuous family of Borel measures (µb)
which are of Lebesgue class, constructed using a partition of unity of B. So, for
any f ∈ C(M), the map b→ ´
Mb
f(m)dµb(m) is continuous, and each measure µb
is fully supported in the fiberMb. Since E is equipped with a hermitian structure,
the C(B)-modules C∞,0(M,E±) of continuous fiberwise smooth sections over M ,
are naturally equipped with the structure of pre-Hilbert right G-equivariant C(B)-
modules with the inner product given by:
〈s, s′〉(b) =
ˆ
Mb
〈s(m), s′(m)〉E±mdµb(m), for s, s
′ ∈ C∞,0(M,E±).
We denote by E± the completion of C∞,0(M,E±) with respect to this Hilbert
structure. So, E = E+ ⊕ E− is our G-equivariant Z2-graded Hilbert module on
C(B).
Proposition 2.1. We define an involutive representation π of C∗G in the Hilbert
G-module E by setting:
(π(ϕ)s)(m) :=
ˆ
G
ϕ(g)(g · s)(m)dg, ∀s ∈ E , ϕ ∈ L1(G).
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Moreover, if we endow C∗G with the conjugation G-action, then the representation
π is G-equivariant.
Proof. Let s, s′ ∈ E and ϕ ∈ L1(G). By using the G-invariance of the metric on
E together with a Cauchy-Schwartz argument, we deduce that
‖〈s′, π(ϕ)s〉‖C(B) ≤
ˆ
G
|ϕ(g)|‖s‖‖s′‖dg ≤ ‖ϕ‖L1(G)‖s‖E‖s′‖E .
Recall that the action of G on C(B) is trivial here. We then easily see that π(ϕ)
is an adjointable operator. Again by the G-invariance of the hermitian metric on
E, and using the G-invariance of the family of measures (µb)b∈B , we also get that
π(ϕ)∗ = π(ϕ∗). Finally, the relation π(ϕ ⋆ ψ) = π(ϕ) ◦ π(ψ) is verified as follows:
π(ϕ ⋆ ψ)s =
ˆ
G
(ϕ ⋆ ψ)(g)g · s dg
=
ˆ
G
ˆ
G
ϕ(h)ψ(h−1g)g · s dgdh.
So setting h−1g = k, we get π(ϕ ⋆ ψ) = π(ϕ) ◦ π(ψ).
On the other hand, we also have π(g · ϕ)s = ´
G
ϕ(g−1hg)h · sdh and setting
k = g−1hg we get
π(g · ϕ)s =
ˆ
G
ϕ(k)gkg−1 · sdk = (g · π(ϕ))s.
Moreover, we have:
(g · ϕg · ψ)(h) =
ˆ
G
(g · ϕ)(k)(g · ψ)(k−1h)dk =
ˆ
G
ϕ(g−1kg)ψ(g−1k−1hg)dk.
Finally, setting g−1hg = t, we obtain:
(g · ϕg · ψ)(h) =
ˆ
G
ϕ(t)ψ(t−1g−1hg)dt = (g · (ϕ ⋆ ψ))(h).
By density of the range of L1(G) in C∗G, we get the result.
Remark 2.2. The Hilbert C(B)-module E is associated with the continuous field
of Hilbert spaces (
∏
b∈B
L2(Mb, Eb),∆), where ∆ is the space of continuous sections
of E, see [13].
Since C∞,0(M,E+)⊥ = {0}, any pseudodifferential family Q as before is
densely defined and admits a formal adjoint with respect to the inner product
of E which will be denoted Q∗. The domain of Q∗ is
Dom(Q∗) = {s ∈ E−/∃s′ ∈ E+ such that 〈Qs′′, s〉 = 〈s′′, s′〉, s′′ ∈ Dom(Q)}.
Recall that Q∗ is defined by its graph G(Q∗) given by
G(Q∗) = {(s′, s) ∈ E− × E+, ∀s′′ ∈ C∞,0(M,E+), 〈s, s′′〉 = 〈s′, Qs′′〉}.
If Q has pseudodifferential order m and principal symbol q, then Q∗ is also a
continuous family of pseudodifferential operators of orderm with principal symbol
q∗b (m, ξ). If Q is G-equivariant, then so is Q
∗.
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2.2 The index class
Assume now that G is a compact Lie group with Lie algebra g, and that the
action of G on the base B is trivial. We start by extending some results from
[24, Section 6] and use the notations from there. For m ∈ M , we denote by
fm : G → M the map given by fm(g) = g · m, by f ′m : g → TmM its tangent
map at the neutral element of G and by f
′∗
m : T
∗
mM → g∗ the dual map. So,
any X ∈ g defines the vector field X∗ given by X∗m := f
′
m(X) which, under
our assumptions, is a vertical vector field, i.e. it belongs to T VM . Notice also
that g · f ′m(X) = f
′
g·m(Ad(g)X), for any g ∈ G, m ∈ M and X ∈ g [24]. Let
gM :=M × g be the G-equivariant trivial bundle of Lie algebras on M , associated
to g for the action g · (m, v) = (g ·m,Ad(g)v). We endow gM with a G-invariant
metric and we will denote by ‖ · ‖m the associated family of Euclidean norms.
The map f
′
: gM → TM defined by f ′(m, v) = f ′m(v) is a G-equivariant vector
bundle morphism. Up to normalization, we can always assume that ∀v ∈ g,
‖f ′m(v)‖ ≤ ‖v‖m. Here ‖f
′
m(v)‖ is the norm given by the riemannian metric at
m. We thus assume from now on that ‖f ′m‖ ≤ 1, ∀m ∈ M . These metrics on gM
and TM are also used to identify gM with g
∗
M and TM with T
∗M . Then we can
define the map φ : T ∗M → T ∗M by setting φm = f ′mf
′∗
m . Again according to the
Kasparov’s notations [24], we introduce the quadratic form q = (qm)m∈M on the
fibers of T ∗M by setting:
qm(ξ) = |〈f
′
mf
′∗
m (ξ), ξ〉| = ‖f
′∗
m (ξ)‖2m, ∀(m, ξ) ∈ T ∗M.
We have qm(ξ) ≤ ‖ξ‖2, ∀(m, ξ) ∈ T ∗M . If ξ ∈ T ∗mM , then it is easy to see that ξ
is orthogonal to the G-orbit of m if and only if qm(ξ) = 0.
Definition 2.3. Denote by TGM := {(x, ξ) ∈ TM/qm(ξ) = 0} the closed subspace
of TM . We define
T VGM := TGM ∩ T VM.
Following [24] which extends the standard definitions, see [1] and [10], we state
two definitions of families of G-transversally elliptic operators, the naive definition
and the technical definition.
Definition 2.4 (naive definition). We will say that a G-equivariant selfadjoint
family A of pseudodifferential operators acting on a vector bundle E = E+ ⊕ E−
of order 0, odd for the graduation of E is a family of G-transversally elliptic
operator or that A is a G-transversally elliptic family if
sup
m∈M
‖σA(m, ξ)2 − idEm‖ → 0
when (m, ξ)→∞ in T VGM .
Remark 2.5. By a classical argument, the symbol of a G-transversally elliptic
family as in Definition 2.4 represents a class in the Kasparov K-theory group
KKG(C, C0(T
V
GM)) which is simply given by the Kasparov cycle (C0(π
∗E), σA),
where C0(π
∗E) is the space of continuous sections of π∗E → T VGM vanishing at
infinity. Hence, it defines a class in the topological G-equivariant K-theory group
KG(T
V
GM).
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Definition 2.6 (technical definition). We will say that a G-equivariant selfadjoint
family A of pseudodifferential operators of order 0, is a family of G-transversally
elliptic operators or thatA is aG-transversally elliptic family if its principal symbol
σA satisfies the following condition:
∀ε > 0, ∃c > 0 such that for any (m, ξ) ∈ T VM, we have
‖σ2A(m, ξ)− id‖(m,ξ) ≤ c(1 + qm(ξ))(1 + ‖ξ‖2)−1 + ε
where ‖ · ‖(m,ξ) means the operator norm on Em.
The following proposition is stated in [24] in the case of a single operator:
Proposition 2.7. Let T be a selfadjoint family of pseudodifferential operators
of order 0 on M , with principal symbol σT . Denote by F a selfadjoint family
of pseudodifferential operators with principal symbol given by σF (m, ξ) = (1 +
qm(ξ))(1 + |ξ|2)−1. Suppose that ∀ε > 0, ∃c > 0 such that ∀(m, ξ) ∈ T VM
‖σT (m, ξ)‖ ≤ c σF (m, ξ) + ε.
Then ∀ε > 0, there exist c1, c2 > 0 and two selfadjoint families of integral pseu-
dodifferential operators with continuous (vertical) kernel such that
−(c1F + ε+R1) ≤ T ≤ c2F + ε+R2.
Proof. We adapt the classical proof to our setting, see also Appendix A. For
ε′ > ε, we have:
lim
ξ→∞
ξ∈TVM∗
Re
(
cσF (m, ξ) + ε
′ − σT (m, ξ)
)
> 0, (1)
since |Re (σT (m, ξ))| ≤ ‖σT (m, ξ)‖Em id. Indeed, we have
0 < c σF (m, ξ) + ε
′ − Re (σT (m, ξ)) = Re (c σF (m, ξ) + ε′ − σT (m, ξ)) .
By Proposition A.2, we can find families of operators S2 and R2 such that
S∗2S2 − (cF + ε′ − T ) = R2 and hence 0 ≤ −T + cF + ε′ +R2.
Replacing T by −T , the inequality (1) remain true. Hence, we can also find
families of operators S1 and R1 such that 0 ≤ T + cF + ε′+R1. When ε′ → ε, we
get the result.
Let now P0 : C
∞,0(M,E+) → C∞,0(M,E−) be a G-invariant family of G-
transversally elliptic pseudodifferential operators of order 0. We will denote by
P : C∞,0(M,E)→ C∞,0(M,E), the pseudodifferential family
(
0 P ∗0
P0 0
)
.
Remark 2.8. Since P is G-invariant, for any ϕ ∈ C∗G, we have [π(ϕ), P ] = 0.
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We fix, for later use, a G-equivariant continuous family ∆G of second order
differential operators (along the fibers) with the principal symbol q, see also [1]. If
X ∈ g and s ∈ C∞,0(M,E), we denote by L (X)(s) the Lie derivative associated
with the corresponding action, i.e.
L (X)(s) :=
d
dt |t=0
(etX · s).
In the same way, using the action of G on itself by left translations, we denote for
any given basis {Vk} of g with dual basis {vk} and any ϕ ∈ C∞(G), by ∂ϕ
∂Vk
the
derivative along the one-parameter subgroup of G corresponding to the vector Vk.
We then define the family of differential operators
dG = (dG,b)b∈B : C
∞,0(M,E)→ C∞,0(M,E ⊗ g∗M ),
given by dG(s) =
∑
k
L (Vk)s⊗ vk.
Notice that the representation π can be extended by setting
π(dϕ)s =
∑
k
ˆ
G
∂ϕ
∂Vk
(h)h · s⊗ vkdh.
Proposition 2.9. [24] For ϕ ∈ C∞(G) and s ∈ C∞,0(M,E), we have dG(π(ϕ)s) =
π(dϕ)s.
Proof. We have:
dG(π(ϕ)s) =
∑
k
L (Vk)π(ϕ)s ⊗ vk
=
∑
k
d
dt |t=0
etVkπ(ϕ)s ⊗ vk
=
∑
k
d
dt |t=0
ˆ
G
ϕ(g)(etVkg) · s⊗ vk dg.
Substituting etVkg = h, we get:
dG(π(ϕ)s) =
∑
k
d
dt |t=0
ˆ
G
ϕ(e−tVkh)h · s⊗ vk dh
=
∑
k
ˆ
G
∂ϕ
∂Vk
(h)h · s⊗ vk dh
= π(dϕ)s.
We are now in a position to state the main result of this section:
Theorem 2.10. [24] The triple
(E , π, P ) is an even G-equivariant Kasparov cycle
for the C∗-algebras C∗G and C(B). It thus defines a class in KKG(C
∗G,C(B)).
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Proof. The Z2-grading is clear. By Proposition 2.1, the representation π is G-
equivariant and by Proposition A.4, the operator P is C(B)-linear and belongs to
LC(B)(E). By Remark 2.8, we know that [π(ϕ), P ] = 0. Moreover, P is selfadjoint,
and it thus remain to check that (id − P2) ◦ π(ϕ) ∈ KC(B)(E). Denote by σP the
principal symbol of P . As P is a family of G-transversally elliptic operators, the
principal symbol of id−P2 which coincides with id−σ2P, satisfies the assumption of
Proposition 2.7. Therefore ∀ε > 0, there exist c1, c2 > 0 and selfadjoint integrals
operators with continuous kernels R1 and R2 such that
−(c1F + ε+R1) ≤ 1− P 2 ≤ c2F + ε+R2,
where F is a continuous family of operators with symbol σF (m, ξ) = (1+qm(ξ))(1+
|ξ|2)−1. We may take for ∆G the operator d∗GdG. Indeed, the symbol of dG at
(m, ξ) ∈ T VM is given by ∑
k
i〈ξ, f ′m(Vk)〉ext(vk) =
∑
k
i〈f ′∗m(ξ), (Vk)〉ext(vk) =
i ext(f ′∗m(ξ)). So the symbol of d
∗
G is given by −i int(f ′∗m(ξ)). Then we get that
the symbol of d∗GdG is given by 〈f ′∗m(ξ), f ′∗m(ξ)〉 = qm(ξ) modulo symbols of order
1. Denote also by ∆ a vertical Laplace operator associated with the fixed metric,
that is a family of second order differential operators with principal symbol ‖ξ‖2
for (m, ξ) ∈ T VM∗. Modulo families of operators of negative order, the family of
operators F coincides with the operator d∗G(1 + ∆)
−1dG.
By Proposition 2.9, we know that dG ◦ π(ϕ) = π(dϕ) is a bounded operator on
E . Moreover, d∗G(1+∆)−1 has negative order, so by Corollary A.6, it is a compact
operator of the Hilbert module E . It follow that d∗G(id + ∆)−1dGπ(ϕ) is compact
as well. In order to show that the operator (id − P2) ◦ π(ϕ) is compact, we first
notice that for ψ = ϕ∗ ⋆ ϕ, we have:
−π(ϕ)∗◦(c1F+ε+R1)◦π(ϕ) ≤ π(ϕ)∗◦(id−P2)◦π(ϕ) ≤ π(ϕ)∗◦(c2F+ε+R2)◦π(ϕ),
i.e.
−(c1F + ε+R1) ◦ π(ψ) ≤ (id− P2) ◦ π(ψ) ≤ (c2F + ε+R2) ◦ π(ψ),
since all the operators are G-invariant. Therefore, passing to the Calking algebra
and letting ǫ tend to 0, we deduce that (id − P2) ◦ π(ψ) is compact for any non-
negative ψ ∈ C∗G. Now, using continuous functional calculus, we may write any
ϕ ∈ C∗G as a linear combination of non-negative elements and conclude.
In the following definition and as before, P =
(
0 P ∗0
P0 0
)
.
Definition 2.11. The index class Ind
M|B
G (P0) of a G-invariant family P0 of G-
transversally elliptic operators is defined as:
Ind
M|B
G (P0) := [E , π, P ] ∈ KKG(C∗G,C(B)).
We also denote by IndM|B(P0) its image in KK(C
∗G,C(B)).
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Remark 2.12. If the family P0 is invariant with respect to an extra action of a
compact group H , whose action commutes with the action of G, then the previous
construction yields, for any G × H-equivariant family a G-transversally elliptic
operators to an H-equivariant index class
Ind
M|B
G×H(P0) ∈ KKG×H(C∗G,C(B)).
We then denote accordingly by Ind
M|B
H (P0) its image in KKH(C
∗G,C(B)).
2.3 Unbounded version of the index class
Since the geometric operators play an important part in the index theory of G-
transversally elliptic operators, we now introduce the definition of the index class
for operators of order 1, using the unbounded version of Kasparov’s theory, see for
instance [4]. The unbounded version simplifies the computation of some Kasparov
products in the next sections.
Definition 2.13 (Unbounded Kasparov module [4]). Let A and B be C∗-algebras.
An (A,B)-unbounded Kasparov cycle (E, φ,D) is a triple where E is a Hilbert
B-module, φ : A → L(E) is a graded ⋆-homomorphism and (D, dom(D)) is an
unbounded regular seladjoint operator such that:
1. (1 +D2)−1φ(a) ∈ K(E), ∀a ∈ A,
2. The subspace ofA composed of the elements a ∈ A such that φ(a)(dom(D)) ⊂
dom(D) and [D,φ(a)] = Dφ(a) − φ(a)D is densely defined and extends to
an adjointable operator on E, is dense in A.
When E is Z2-graded with D odd and π(a) even for any a, we say that the
Kasparov cycle is even. Otherwise, it is odd.
In [4], appropriate equivalence relations are introduced on such (even/odd) un-
bounded Kasparov cycles, which allowed to recover the groups KK∗(A,B). When
the compact group G acts on all the above data, one recovers similarly KK∗G(A,B)
by using the equivariant version of the Baaj-Julg unbounded cycles of the previ-
ous definition. We now recall some useful properties of unbounded operators on
Hilbert modules over our commutative C∗-algebra, our main reference is [15]. Let
X be a locally compact space and let F be a Hilbert C0(X)-module. We denote
by Fx the fiber of F at x ∈ X and denote for any ξ ∈ F by ξx ∈ F its value at x.
If G ⊂ F is a subset of F , we denote by Gx = {ξx, ξ ∈ G}. The following lemma is
proved in [15].
Lemma 2.14. [15] Let G be a C0(X)-submodule of F , then
1. For any x ∈ X, Gx = (G)x.
2. G is dense in F if and only if Fx is dense in Gx, ∀x ∈ X.
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Let, for any x ∈ X , Tx be a given unbounded operator on Fx with domain
dom(Tx) ⊂ Fx. We then define an unbounded operator T on F by setting
dom(T ) = {ξ ∈ F/ξx ∈ dom(Tx), ∀x ∈ X and Tξ := (Txξx)x∈X ∈ F}.
We shall also use the following proposition.
Proposition 2.15. [15] Assume that for any x ∈ X, the operator Tx is selfadjoint,
and that T is densely defined. Then T is selfadjoint and the following assertions
are equivalent:
1. T is regular;
2. for any x ∈ X, (dom(T ))x is an essential domain for Tx;
3. for all x ∈ X, we have (dom(T ))x = dom(Tx).
Let us get back now to our situation with the Hilbert C(B)-module E associated
with the bundle E →M and with the previous data.
Definition 2.16. Let P0 : C
∞,0(M,E+) → C∞,0(M,E−) be a family of G-
invariant pseudodifferential operators of order 1. We say that P0 is a family of
G-transversally elliptic operators if its principal symbol σ(P0) : π
∗E+ → π∗E− is
invertible over T VGM \M .
Let P0 : C
∞,0(M,E+)→ C∞,0(M,E−) be aG-invariant family ofG-transversally
elliptic pseudodifferential operators of order 1. Denote by Pˆ the operator
(
0 P ∗0
P0 0
)
,
where P ∗0 is the family {(P ∗0 )b}b corresponding to the formal adjoints along the
fibers.
Proposition 2.17. Let P0 : C
∞,0(M,E+) → C∞,0(M,E−) be a G-invariant
family of G-transversally elliptic pseudodifferential operators of order 1, and let
Pˆ =
(
0 P ∗0
P0 0
)
as above. Then with the domain dom(Pˆ) := {ξ ∈ E , ξt ∈
dom(Pˆt) and Pˆξ ∈ E}, the unbounded operator Pˆ : E → E, is essentially se-
ladjoint. So if we denote by P its closure then P is regular and selfadjoint.
Proof. Clearly Pˆ is then densely defined in E because dom(Pˆ ) containsC∞,0(M,E).
For any b ∈ B, the operator Pˆb with domain C∞(Mb, Eb) is essentially selfadjoint,
see [14]. As dom(P ) = {ξ ∈ E , ξb ∈ dom(Pb) et Pξ ∈ E}, we get by Proposition
2.15 that P is selfadjoint and it remains to check that P is regular which again by
Proposition 2.15 reduces to proving that for any b ∈ B, (dom(P ))b is an essential
domain for Pb. We have C
∞(Mb, Eb) ⊂ (dom(P ))b, so P is regular.
We are now in position to state our result. Recall that G acts on C∗G by
conjugation, that E is the G-equivariant Hilbert C(B)-module associated with the
continuous field of Hilbert spaces {L2(Mb, Eb)b∈B}, and that π : C∗G→ LC(B)(E)
is the representation defined in Proposition 2.1.
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Theorem 2.18. Let P0 : C
∞,0(M,E+)→ C∞,0(M,E−) be a G-invariant family
of G-transversally elliptic pseudodifferential operators of order 1, and let P be the
associated regular self-adjoint operator defined above out of
(
0 P ∗0
P0 0
)
. Then the
triple (E , π, P ) is an even (C∗G,C(B))-unbounded Kasparov cycle, which defines
a class in KKG(C
∗G,C(B)).
Proof. By Proposition 2.1, the representation π is G-equivariant. For any ϕ ∈
C∞(G), it is easy to see that π(ϕ) preserves the domain of P and by Remark 2.8,
we have [π(ϕ), P ] = 0. It remains to check that (1+P 2)−1 ◦π(ϕ) ∈ K(E). We may
take for our operator ∆G for instance the Casimir operator, which is a differential
operator along the fibers of order 2. The operator 1+P 2+∆G is elliptic along the
fibers since σ(Pb) is invertible in the transversal direction to the orbits and σ(∆G)
is invertible in the orbits direction, see [1]. We hence deduce that the resolvent
(1 + P 2 +∆G)
−1 is a compact operator in E .
We now show that for any ϕ ∈ C∞(G), the operator
(1 + P 2 +∆G)
−1 ◦ π(ϕ) − (1 + P 2)−1 ◦ π(ϕ),
is compact, which will insure that (1+P 2)◦π(ϕ) is also compact. Denote again by
∆ the Laplacian on G viewed as a riemannian G-manifold. Using that ∆Gπ(ϕ) =
π(∆φ) and that [π(ϕ), P ] = 0, we have:
(1+P 2+∆G)
−1◦π(ϕ)−(1+P 2)−1◦π(ϕ) = −(1+P 2+∆G)−1∆G(1+P 2)−1◦π(ϕ)
= −(1 + P 2 +∆G)−1π(∆ϕ)(1 + P 2)−1.
Now since π(∆ϕ) and (1 + P 2)−1 are adjointable operators and since (1 + P 2 +
∆G)
−1 is compact, we deduce that (1 +P 2 +∆G)
−1 ◦ π(ϕ)− (1 +P 2)−1 ◦ π(ϕ) is
a compact operator on E .
Definition 2.19. The index class Ind
M|B
G (P0) of a G-invariant family P0 of G-
transversally elliptic pseudodifferential operators of positive order, is the class in
KKG(C
∗G,C(B)) of the (C∗G,C(B))-unbounded Kasparov cycle (E , π, P ), i.e.
Ind
M|B
G (P0) = [E , π, P ] ∈ KKG(C∗G,C(B)).
Remark 2.20. The relation with the bounded version is made using the Woronow-
icz transformation, see [4]. More precisely, if P0 is a G-invariant family of G-
transversally elliptic pseudodifferential operators of order 1, then the following
triple (E , π, P (1 + P 2)−1/2) is a (bounded) Kasparov cycle and the index class
coincides with [E , π, P (1 + P 2)−1/2].
2.4 K-theory Multiplicity
In the present paragraph, we shall only need the bounded version of the index class.
Recall that we also have the index class IndM|B(P ) in KK(C∗G,C(B)) obtained
by forgetting the G-action on C∗G. For any irreducible unitary representation V
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of G, we now define a class mP (V ) ∈ K(B) corresponding to the multiplicity of V
in the index class IndM|B(P ), and prove its compatibility with a second definition
using the obvious Kasparov’s intersection product.
So let us fix an irreducible unitary representation V of G. Let EGV be the Hilbert
C(B)-submodule of V ⊗ E composed of the G-invariant elements, i.e. EGV :=
(V ⊗ E)G. In term of continuous fields of Hilbert spaces, the Hilbert module
EGV corresponds to the field
(
(L2(Mb, V ⊗ Eb)G)b∈B with the space of continuous
sections being the space of G-invariant continuous sections of the field associated
with V ⊗ E. If Cv,w is the coefficient of the representation V which corresponds
to the vectors v, w ∈ V , then the inner product satisfies the formula
〈v ⊗ s, w ⊗ t〉 = 〈s, π(Cv,w)t〉.
Indeed, we have
〈v ⊗ s, w ⊗ t〉(b)=
ˆ
Mb
〈
ˆ
G
(g · (v ⊗ s))(m) dg,
ˆ
G
(h · (w ⊗ t))(m)dh〉(V⊗E)m dµb(m)
=
ˆ
Mb
ˆ
G
ˆ
G
〈g · v, h · w〉V 〈(g · s)(m), (h · t)(m)〉Em dg dh dµb(m)
=
ˆ
Mb
〈s(m), π(Cv,w)t(m)〉Em dµb(m)
= 〈s, π(Cv,w)t〉(b).
By restricting the operator idV ⊗ P to the G-invariant elements, we get the ad-
jointable operator PGV ∈ LC(B)(EGV ), i.e.
PGV := (idV ⊗ P )|EG
V
.
Lemma 2.21.
(EGV , PGV ) is an even Kasparov cycle which defines a class in
KK(C, C(B)).
Proof. We only need to show that (PGV )
2 − 1 is compact. We have (PGV )2 − 1 =
(idV ⊗(P 2−1))|EG
V
. Let (e1, · · · , en) be a orthonormal basis of V . Let s =
∑
i
ei⊗si
be an element of EGV . Then we have
´
G
g · s = s so that an easy computation gives
s =
∑
i,j
ej ⊗ π(Cej ,ei)si.
But
((PGV )
2 − 1)s = (idV ⊗ (P 2 − 1))(
∑
i,j
ej ⊗ π(Cej ,ei)si)
=
∑
i,j
ej ⊗ (P 2 − 1) ◦ π(Cej ,ei)si
=
∑
t,j
ej ⊗ e∗t ⊗ (P 2 − 1) ◦ π(Cej ,et)(s).
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Thus it follows that (PGV )
2 − 1 =∑
t,j
ej ⊗ e∗t ⊗ (P 2 − 1) ◦ π(Cej ,et). Moreover, we
know that (dim V )Cej ,ej ⋆Cej ,et = Cej ,et and that (P
2−1)◦π(Cej ,ej ) are compact
operators. Let (Rjn)n be a sequence of finite rank operators on E which converges
to (P 2− 1) ◦ π(Cej ,ej ). The sequence of finite rank operators (ej ⊗Rjn ◦ π(Cej ,−))
then converges to ej ⊗ (P 2− 1)π(Cej ,ej ) ◦ π(Cej ,−) for the operator norm induced
by the inner product on EGV . Indeed, we have:〈
ej ⊗
(
(P 2 − 1) ◦ π(Cej ,ej )−Rjn
) ◦ π(Cej ,−)(s), s′〉(V⊗E)G
=
〈(
(P 2 − 1) ◦ π(Cej ,ej )−Rjn
)∑
k
π(Cej ,ek)sk,
∑
t
π(Cej ,et)s
′
t
〉
E
,
Definition 2.22. The K-multiplicity mP (V ) of the irreducible unitary represen-
tation V of G in the index class IndM|B(P0) is the image of the class [(EGV , PGV )] ∈
KK(C, C(B)) under the isomorphism KK(C, C(B)) ∼= K(B). So mP (V ) is the
class of a virtual vector bundle over B, an element of the topological K-theory
group K(B).
Recall that the representation V defines a class in the K-theory of the C∗-
algebra C∗G, and hence an element, denoted by [V ], of the Kasparov group
KK(C, C∗G). See [19] for the details.
Proposition 2.23. The class [(EGV , PGV )] coincides (as expected) with the Kasparov
product
[V ] ⊗
C∗G
IndM|B(P0) ∈ KK(C, C(B)).
Thus the K-multiplicity of V in the index of P0 is the element of K(B) corre-
sponding to the Kasparov product [V ] ⊗
C∗G
IndM|B(P0), through the isomorphism
KK(C, C(B)) ∼= K(B).
Proof. The class [V ] is given by the cycle [(V, 0)] ∈ KK(C, C∗G). The operator
idV ⊗
C∗G
P makes sense because P commute with the action of C∗G. Using the
C∗G-module structure on V , it follows that ∀v ∈ V , v = ∑
k
ek · Cek,v. Therefore
∀s = ∑
i
vi ⊗ si ∈ V ⊗
C∗G
E , we have s = ∑
k
ek ⊗
∑
i
π(Cek ,vi)si. Using again the
relation (dim V )Cej ,ej ⋆ Cej ,v = Cej ,v, we deduce again that (idV ⊗
C∗G
P )2 − 1 is
compact. Moreover, the C(B)-modules V ⊗
C∗G
E and (V ⊗E)G are isomorphic. The
isomorphism is given by
V ⊗
C∗G
E −→ (V ⊗ E)G
∑
vi ⊗ si 7−→
∑
i
ˆ
G
g · (vi ⊗ si) dg.
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This map is well defined because we have
ˆ
G
g · (v · ϕ⊗ s)dg =
ˆ
G
g · (v ⊗ π(ϕ)s) dg.
But we have already seen that
´
G
g · (v ⊗ s)dg =∑
k
ek ⊗ π(Cek ,v)s. Therefore we
have proved that [EGV , PGV ] = [V ] ⊗
C∗G
IndM|B(P0).
3 The properties of the index class
As before, we denote by T VGM := T
VM ∩ TGM .
3.1 The index map
Proposition 3.1. The index class Ind
M|B
G (P ) only depends on the class [σ(P )] ∈
KG(T
V
GM) of the principal symbol σ(P ), and the index map induces a group ho-
momorphism:
Ind
M|B
G : KG(T
V
GM)→ KKG(C∗G,C(B)).
More precisely, the map [σ] 7→ IndM|BG (P (σ)) is well defined, when we choose some
quantization P (σ) of σ.
Proof. This is classical and we follow [2] and [1]. Let C(T VGM) be the semigroup
of homotopy classes of transversally elliptic symbols of order 0 and Cφ(T VGM) ⊂
C(T VGM) the subspace composed of classes of symbols whose restriction to the
sphere bundle of T VGM , is induced by a bundle isomorphism over M . We know
that KG(T
V
GM) := C(T VGM)/Cφ(T VGM), [2]. It thus suffices to show that:
1. if [σ] = [σ′] in C(T VGM) then IndM|BG σ = IndM|BG σ′;
2. for P andQ families ofG-transversally elliptic operators, we have Ind
M|B
G (P⊕
Q) = Ind
M|B
G (P ) + Ind
M|B
G (Q),
3. if P has symbol which is induced by a bundle isomorphism over M then
Ind
M|B
G (P ) = 0.
1. Let σt be a homotopy between σ and σ
′ composed of transversally elliptic sym-
bols along the fibers, the quantization of this homotopy give an operator homotopy,
and hence we end up with the same class in KKG(C
∗G,C(B)), by definition of
the Kasparov group KKG(C
∗G,C(B)).
2. If P : C∞,0(M,E) → C∞,0(M,E) and Q : C∞,0(M,F ) → C∞,0(M,F ) are
families of G-transversally elliptic operators, then Ind
M|B
G (P ⊕Q) = [(E ⊕F , πE ⊕
πF , P ⊕Q)] = [(E , πE , P )] + [(F , πF , Q)] = IndM|BG (P ) + IndM|BG (Q).
3. This is clear, see for instance [3].
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3.2 The case of free actions
Let G and H be compact Lie groups. Let p : M → B be a G × H-equivariant
fibration of compact manifolds. We suppose that the action of G×H is trivial on
B and that H acts freely on M . Denote by πH : M → M/H the G-equivariant
projection. By [1], we know that πH induces an isomorphism
πH∗ : KG(T
V
G (M/H))→ KG×H(T VG×HM)
which identifies the classes of symbols of G-invariant families of G-transversally
elliptic operators on M/H → B with those of symbols of G×H-invariant families
of G ×H-transversally elliptic operators on M → B. Denote by π : T VM → M
and by π¯ : T V (M/H)→M/H the projections. The inverse map of π∗H is given as
follow. Let σ : π∗E+ → π∗E− be a G × H-transversally elliptic symbol along
the fibers on M . Then we define a G-equivariant symbol σ : π¯∗(E+/H) →
π¯∗(E−/H) on T V (M/H) which is G-transversally elliptic along the fibers by set-
ting σ(m¯, ξ¯)(v¯) = σ(m, ξ)(v), where m¯ = πH(m) ∈M/H , ξ¯ = πH(ξ) ∈ T Vm¯ (M/H),
v¯ = πH(v) ∈ (E/H)m¯.
Let Hˆ be the space of isomorphism classes of unitary irreducible representations
of H . Denote by χα the character associated with the representation α and Wα
the corresponding vector space. We have a natural map:
R(H ×G) → KG(M/H)
V 7→ V ∗
where V ∗ = M ×H V ∗ is the homogeneous G-vector bundle associated to V ∗ on
M/H .
Theorem 3.2. [1] The following diagram is commutative:
KG(T
V
G (M/H))
πH∗ //
W∗
α
⊗

KG×H(T
V
G×HM)
IndM|B
// KK(C∗(G×H), C(B))
χα⊗C∗H

KG(T
V
G (M/H))
IndM/H|B
// KK(C∗G,C(B)).
In other words, if a ∈ KG(T ∗VG (M/H)) then
IndM/H|B(W ∗α ⊗ a) = χα ⊗C∗H IndM|B(πH∗a),
Remark 3.3. In particular, as an element of Hom
(
R(H),KK(C∗G,C(B))
)
we
have
IndM|B(πH∗a) =
∑
α∈Hˆ
χˆα ⊗ IndM/H|B(W ∗α ⊗ a),
where χˆα is the element associated to Wα in KK(C
∗H,C).
Proof. Let A˜0 : C
∞,0(M,πH∗E+) → C∞,0(M,πH∗E−) be a G × H-invariant
family of G × H-transversally elliptic pseudodifferential operators associated to
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πH∗a ∈ KG×H(T ∗VG×HM). Denote by πH∗E the C∗-completion of C∞,0(M,πH∗E)
as a Hilbert C(B)-module. We have:
IndM|B(πH∗a) = [πH∗E , πG×H , A˜] =
∑
α∈Hˆ
χˆα⊗[(Wα⊗πH∗E)H , πG, (idW∗α⊗A˜)|G−inv],
where A˜ is the self-adjoint operator associated with
(
0 A˜∗0
A˜0 0
)
as in Proposition
2.17. We shall use the following isomorphism:
C∞,0(M,W ∗α ⊗ πH∗E)H −→ C∞,0(M/H,W ∗α ⊗ E)
s 7−→ sM/H ,
given by sM/H(x) = [m, s(m)], for x = π
H(m) which allows to identify (W ∗α ⊗
πH∗E)H with C∞,0(M/H,W ∗α ⊗ E)
C(B)
.
It remains to show that for a good choice of idW∗α ⊗ A˜, the family of operators
idW∗
α
⊗ A is a family of pseudodifferential operators associated to W ∗α ⊗ a ∈
KG(T
∗V
G (M/H)).
Let A1 : C
∞,0(M/H, πH∗E+) → C∞,0(M/H, πH∗E−) be a family of pseudod-
ifferential operators of order 1 associated to a. Let us choose a trivializing sys-
tem {Oj} of πH : M → M/H and a subordinate partition of unity {φ2j}. Let
Mj = (π
H)−1(Oj) ≃ Oj × H , we denote by Aj1 = φjA1φj the induced family
of pseudodifferential operators of order 1 over Oj , it lifts to a family of pseu-
dodifferential operators A˜j1 ∈ P1(Mj , πH∗E) on Mj [3]. Thanks to the partition
φj , this family of pseudodifferential operators can be gathered into a family of
pseudodifferential operators on M . By averaging the sum of the A˜j1 over G, we
obtain:
A˜ =
ˆ
G
g · (
∑
j
A˜j1) dg,
which is a family of pseudodifferential operators of order 1 on M . Using that the
symbol commutes with lifting and averaging, we see that σ(A˜) represents πH∗a.
Moreover, the restriction of A˜ to the H-invariant sections is just the G-invariant
family A =
´
G
g · (∑
j
Aj1) dg of order 1.
Therefore the family A : C∞,0(M/H,E+) → C∞,0(M/H,E+) of pseudodifferen-
tial operators of order 1 satisfies [σ(A)] = a, and lifts to a family of pseudodif-
ferential operators A˜, of order 1 with [σ(A˜)] = πH∗a. By restricting the map A˜
into the map A˜ : C∞,0(M,πH∗E+) → C∞,0(M,πH∗E−), we recover A. So we
have [(πH∗E)H , πG, A˜|H−inv] = IndM|B(a), by replacing a by W ∗α ⊗ a, we get the
result.
Corollary 3.4. Let p : M → B be a G × H-equivariant fibration. Suppose that
the action of G ×H is trivial on B and that the action of H is free on M . Then
for a ∈ KG(T ∗V (M/H)), we have the following equality:
χα ⊗C∗G IndM|BG (πH∗a) = IndM/H|BG (W ∗α ⊗ a),
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where πH : M → M/H is the projection and IndM/H|BG (W ∗α ⊗ a) is given by the
families index along the fibers of M/H → B.
In particular, as an element of Hom
(
R(H),KK(C, C(B))
)
we have:
Ind
M|B
G (π
H∗a) =
∑
α∈Hˆ
χˆα ⊗ IndM/H|BG (W ∗α ⊗ a),
where χˆα is the element associated to Wα in KK(C
∗H,C).
3.3 Multiplicative property
Let G and H be two compact Lie groups. Let p : M → B be a G-equivariant
fibration of compact manifolds and let p′ : M ′ → B′ be a G × H-equivariant
fibration of compact manifolds. We suppose that G acts trivially on B and that
G and H act trivially on B′. If B = B′ then the fiber product M ×B M ′ is
a G × H-equivariant fibration on B. The purpose of this section is to compute
the index of the product a♯b ∈ KG×H(T ∗VG×H(M ×B M ′)) of a ∈ KG(T ∗VG M) and
b ∈ KG×H(T ∗VH M ′) in terms of the index of a and the index of b. Recall that
the product of a and b is given by the sharp-product a♯b =
(
a⊗ 1 −1⊗ b∗
1⊗ b a∗ ⊗ 1
)
,
that we restrict to T ∗VG×H(M ×B M ′) [1], see too [2]. This product is well defined
since any element of KG(T
∗V
G M) can be represented by a symbol on T
VM which
is invertible on T VGM \M , see again [1].
Let ∆B : B → B × B be the diagonal map. We denote by [∆B ] the Kasparov
element in KK(C(B)⊗ C(B), C(B)) associated to (C(B),∆∗B , 0).
Recall the Kasparov descent [23]. Let A and D be G-C∗-algebras. For a given
G-C∗-algebra A we recall the crossed product C∗-algebra A⋊G. More precisely,
the space C(G,A) is an involutive algebra for the rules
a1 · a2(t) =
ˆ
G
a1(s) · s(a2(s−1t))ds and a∗(t) = t(a(t−1))∗, a, a1, a2 ∈ C(G,A).
The completion of the image ofC(G,A) by the left regular representation,C(G,A)→
L(L2(G,A)) given by
(a · l)(t) =
ˆ
G
t−1(a(s)) · l(s−1t)ds
where a ∈ C(G,A), l ∈ L2(G,A), is the C∗-algebra A⋊G. Let E be a G-D-Hilbert
module. Define a right action and a scalar product by
e · d(s) =
ˆ
G
e(t)t(d(t−1s))dt and 〈e1, e2〉(s) =
ˆ
G
t−1(〈e1(t), e2(ts)〉E )dt,
where e, e1, e2 ∈ C(G, E) and d ∈ C(G,D) then the completion of C(G, E) with
respect to this Hilbert structure defines a D⋊G-Hilbert module. If π : A→ LD(E)
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is a ∗-morphism then the map π⋊G : A⋊G→ LD(E⋊G) given by (π⋊G(a)e)(t) =´
G π(a(s))s(e(s
−1t))ds is a ∗-morphism. If T ∈ LD(E) then T induces an operator
T˜ ∈ LD⋊G(E ⋊G) defined by (T˜ e)(s) = T (e(s)).
Definition 3.5. The Kasparov descent map jG : KKG(A,D)→ KK(A⋊G,D⋊G)
is given by [(E , π, T )]→ [(E ⋊G, π⋊G, T˜ ].
Theorem 3.6. Let a ∈ KG(T ∗VG M) and b ∈ KG×H(T ∗VH M ′). When B = B′ we
denote by i :M ×B M ′ →֒M ×M ′ the inclusion.
1. The index of a♯b ∈ KG×H(T ∗VG×H(M ×M ′)) is given by the following product:
IndM×M
′|B×B′(a♯b) = jGInd
M|B
G (b)⊗C∗G IndM
′|B′(a).
The inclusion T ∗VG×H(M×BM ′) →֒ T ∗VG×H(M×M ′) is a (G×H-equivariant) proper
inclusion.
2. The index of i∗(a♯b) ∈ KG×H(T ∗VG×H(M ×B M ′)) is given by:
IndM×BM
′|B(i∗a♯b) = IndM×M
′|B(a♯b)⊗C(B×B) [∆B ].
Proof.
1. Recall that if P0 is a family of pseudodifferential operators of positive
order then we denote by Pˆ the family
(
0 P ∗0
P0 0
)
and by P the closure of Pˆ .
Let A0 : C
∞,0(M,E+2 )→ C∞,0(M,E−2 ) be a G-invariant family of G-transversally
elliptic operators of order 1 associated to a and (E2, πG, A) the (C∗G, C(B′)) un-
bounded Kasparov cycle associated (see Definition 2.19). LetB0 : C
∞,0(M,E+1 )→
C∞,0(M,E−1 ) be a G×H-invariant family of H-transversally elliptic operators of
order 1 associated to b and (E1, πH , B) the associated (C∗H, C(B)) unbounded
Kasparov cycle.
Denote by Q(T ) = T (1 + T 2)−1/2 the Woronowicz transformation of a selfad-
joint regular operator T . Recall that the index classes associated respectively to
(E1, πG, A) and (E2, πH , B) are respectively IndM
′|B′(A) = [(E2, πG, Q(A))] and
Ind
M|B
G (b) = [(E2, πH , Q(B))]. Notice that the operator 1 ⊗
πG
A is well defined since
A commutes with πG. We will show that the cycle (E1⋊G ⊗
πG
E2, π⋊GH ⊗
πG
1, Q(B˜ ⊗
πG
1 + 1 ⊗
πG
A)) is the Kasparov product of jGInd
M|B
G (B) and Ind
M′|B′(A).
Notice that B ⊗ 1 + 1 ⊗ A is the operator used to define the index class as in
Definition 2.19 because Bˆ ⊗ 1 + 1 ⊗ Aˆ is essentially selfadjoint. We have to
check that Ind
M×M′|B×B′
G (A♯B) = [(E1 ⊗ E2, πG×H , B ⊗ 1 + 1 ⊗ A)] is given by
[(E1 ⋊G ⊗
πG
E2, πH ⋊G ⊗
πG
1, Q(B˜ ⊗
πG
1 + 1 ⊗
πG
A))].
Let U : C∞(G,C∞,0(M,E1)) ⊗ C∞,0(M ′, E2) → C∞,0(M ×M ′, E1 ⊠ E2) be
the map defined by U(s⊗s′) = ´G s(g)⊗g ·s′dg. We easily check that U(s·ϕ⊗s′) =
U(s⊗πG(ϕ)s′), ∀s ∈ C∞(G,C∞,0(M,E1)), ϕ ∈ C∞(G) and s′ ∈ C∞,0(M ′, E2), so
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U induces a map still denoted by U from C∞(G,C∞,0(M,E1)) ⊗
πG
C∞,0(M ′, E2)
to C∞,0(M ×M ′, E1 ⊠ E2). This map extends to a unitary isomorphism from
E1 ⋊ G ⊗
πG
E2 to E1 ⊗ E2. Indeed, U(C∞(G,C∞,0(M,E1)) ⊗
πG
C∞,0(M ′, E2)) is
dense in E1 ⊗ E2 and we have the equality 〈U(s1 ⊗
πG
s2), U(s
′
1 ⊗
πG
s
′
2)〉E1⊗E2 =
〈s1 ⊗
πG
s2, s
′
1 ⊗
πG
s
′
2〉E1⋊G⊗
πG
E2 , ∀s1, s
′
1 ∈ E1 ⋊ G and s2, s
′
2 ∈ E2. Let us check
this equality. We have:
〈U(s1 ⊗
πG
s2), U(s
′
1 ⊗
πG
s
′
2)〉E1⊗E2 =
ˆ
G
ˆ
G
〈s1(h)⊗ h · s2, s
′
1(k)⊗ k · s
′
2〉E1⊗E2dhdk
=
ˆ
G
ˆ
G
〈s1(h), s
′
1(k)〉E1〈s2, h−1k · s
′
2〉E2dhdk.
By substituting g = h−1k, we get:
〈U(s1 ⊗
πG
s2), U(s
′
1 ⊗
πG
s
′
2)〉E1⊗E2 =
ˆ
G
ˆ
G
〈s1(h), s
′
1(hg)〉E1〈s2, g · s
′
2〉E2dhdg
=
ˆ
G
ˆ
G
〈s2, 〈s1(h), s
′
1(hg)〉E1g · s
′
2〉E2dhdg
= 〈s1 ⊗
πG
s2, s
′
1 ⊗
πG
s
′
2〉E1⋊G⊗
πG
E2 .
It thus remains to check that U intertwines representations and operators. Let
ψ ∈ C∞(H) and ϕ ∈ C∞(G), s1 ∈ C∞(G,C∞,0(M,E1)) and s2 ∈ C∞,0(M ′, E2).
We have:
πH×G(ψ ⊗ φ)
(
U(s1 ⊗ s2)
)
= πH×G(ψ ⊗ ϕ)
( ˆ
G
s1(t)⊗ t · s2dt
)
=
ˆ
H×G
ˆ
G
ψ(h)ϕ(g)(h, g) · (s1(t)) ⊗ (gt) · s2dtdhdg.
Setting gt = u, we obtain:
πH×G(ψ ⊗ φ)
(
U(s1 ⊗ s2)
)
=
ˆ
H×G
ˆ
G
ψ(h)ϕ(g)(h, g) · (s1(g−1u))⊗ u · s2dudhdg
=
ˆ
G
ˆ
G
πH(ψ ⊗ ϕ(g))g · (s1(g−1u))⊗ u · s2dudg
=
ˆ
G
(π⋊GH (ψ ⊗ ϕ)(s1))(u)⊗ u · s2du
= U(π⋊GH (ψ ⊗ ϕ) ⊗
πG
1(s1 ⊗
πG
s2)),
so U intertwines representations. Let us now compute (B⊗1+1⊗A)(U(s1 ⊗
πG
s2)).
We have:
(B ⊗ 1 + 1⊗A)(U(s1 ⊗
πG
s2)) = (B ⊗ 1 + 1⊗A)(
´
G s1(t)⊗ t · s2dt)
=
´
GB(s1(t))⊗ t · s2 + s1(t)⊗ t · A(s2)dt
=
´
G(B˜s1)(t)⊗ t · s2 + s1(t)⊗ t ·A(s2)dt
= U((B˜ ⊗
πG
1 + 1 ⊗
πG
A)(s1 ⊗
πG
s2)),
so that U intertwines operators as well.
We now show that the operator Q(B˜ ⊗
πG
1 + 1 ⊗
πG
A) is a Q(A)-connection on
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E1 ⋊G ⊗
πG
E2. Let us write
Q(B˜ ⊗
πG
1 + 1 ⊗
πG
A) =M1/2Q(B˜) ⊗
πG
1 +N1/21 ⊗
πG
Q(A),
where M =
1 + B˜2 ⊗
πG
1
1 + B˜2 ⊗
πG
1 + 1 ⊗
πG
A2
and N =
1 + 1 ⊗
πG
A˜2
1 + B˜2 ⊗
πG
1 + 1 ⊗
πG
A2
. Notice that
the operatorsM and N are selfadjoint and bounded. MoreoverM andN commute
and we have M +N = 1 + (1 + B˜2 ⊗
πG
1 + 1 ⊗
πG
A2)−1. To show that the operator
Q(B˜ ⊗
πG
1 + 1 ⊗
πG
A) is a Q(A)-connection on E1 ⋊ G ⊗
πG
E2 it is sufficient to show
that M is a 0-connection and that N is a 1-connexion. We obtain then by a
classical result on connections that M1/2 is a 0-connection and that N1/2 is a
1-connection, so that Q(B˜ ⊗
πG
1 + 1 ⊗
πG
A) is a Q(A)-connection since 1 ⊗
πG
Q(A) is
a Q(A)-connection.
Let us check that M is a 0-connection. Let ϕ ∈ C∞(G) and s ∈ C∞,0(M,E1), we
have:
M ◦ Ts⊗ϕ =
1 +B2 ⊗
πG
1
1 +B2 ⊗
πG
1 + 1 ⊗
πG
A2
◦ Ts ◦ πG(ϕ)
=
1 + 1 ⊗
πG
A
1 +B2 ⊗
πG
1 + 1 ⊗
πG
A2
◦ T(1+B2)s ◦ (1 +A2)−1 ◦ πG(ϕ)
= N ◦ T(1+B2)s ◦ (1 +A2)−1 ◦ πG(ϕ).
As (1 + A2)−1 ◦ πG(ϕ) is compact, we deduce that M ◦ Ts⊗ϕ is compact because
N ∈ L(E1 ⋊ G ⊗
πG
E2) and T(1+B2)s ∈ L(E2, E1 ⋊ G ⊗
πG
E2). Moreover, the map
which associates to s ∈ E1⋊G the operatorM ◦Ts is continuous so we obtain that
∀s ∈ E1 ⋊G, M ◦ Ts is compact which shows that M is a 0-connection. To show
that N is a 1-connection it is sufficient to check that (1 + B2 ⊗
πG
1 + 1 ⊗
πG
A2)−1
is a 0-connection since M +N = 1 + (1 + B2 ⊗
πG
1 + 1 ⊗
πG
A2)−1. This is obtained
in a way similar to the previous computation, since (1 + B2 ⊗
πG
1 + 1 ⊗
πG
A2)−1 =
N ◦ (1 + 1 ⊗
πG
A2)−1.
It remains finally to check the positivity condition. But we have:
[Q(B ⊗
πG
1 + 1 ⊗
πG
A), Q(B) ⊗
πG
1] = 2MQ(B)2 ⊗
πG
1
so π⋊GH (θ) ⊗
πG
1[Q(B ⊗
πG
1 + 1 ⊗
πG
A), Q(B) ⊗
πG
1]π⋊GH (θ) ⊗
πG
1 is positive modulo
K(E1 ⋊G ⊗
πG
E2).
2. For the last equality, the product of IndM×M
′|B(a♯b) with [∆B ] on the right
allows to see the Hilbert C(B×B)-module E1⊗E2 as an Hilbert C(B)-module.
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3.4 Excision property
In this section, we show an excision property which allows to compute the index
of a family of G-transversally elliptic operators on an open subset of M as the
index of a family of G-transversally elliptic operators on the compact fibration
p :M → B.
We start with a lemma from [12] which contains the ideas used in the proof of the
excision theorem.
Lemma 3.7. [12] Let (E , π, F ) be an (A,B) Kasparov bimodule. Let K1 be the
C∗-subalgebra of K(E) generated by [π(a), F ] , π(a)(F 2− 1) and π(a)(F −F ∗) for
a ∈ A and the multiples by A, F and F ∗. Let E1 be the closed D-submodule of
E generated by K1E. This module E1 is called the support of (E , π, F ), it is stable
under the actions of A and F . Let F1 be the restriction of F to E1. Then the
classes of (E1, π, F1) and (E , π, F ) coincide in KK(A,B).
Let G be a compact Lie group. Let p : M → B be G-equivariant compact
fibration and assume that the action of G on B is trivial. We will use the following
lemma shown in [1, lemma 3.6] in the case where B is the point, see also [2]. The
proof being identical, it is omitted. Let U be a G-invariant open subspace of
a compact fibration p : M → B. Denote by j : U →֒ M the inclusion. Let
π : T V U → U be the projection of the vertical tangent bundle defined by T V U =
ker((p◦j)∗), T VU is an open subspace of T VM . We denote by T VGU = T VU∩TGM .
Lemma 3.8. Each element a ∈ KG(T VG U) can be represented by a homogeneous
complex on T V U of degree zero
0 // π∗E0
a // π∗E1 // 0
such that, outside a compact set in U , the bundles E0 and E1 are trivial and a is
the identity.
We can now state our theorem.
Theorem 3.9. Let j : U →֒ M be an open G-embedding. We assume that p :
M → B is a compact G-fibration and that the action of G is trivial on B. Then
the composition
KG(T
V
G U)
j∗
// KG(T
V
GM)
IndM|B // KK(C∗G,C(B))
does not depend on j. Said differently, if j′ : U →֒ M ′ is another G-embedding
with M ′ → B a compact G-fibration then
IndM
′|B ◦ j′∗ = IndM|B ◦ j∗.
Proof. Let a ∈ KG(T VG U). We denote by πV : T V U → U the projection. We start
by representing a by a symbol of order 0 on T VU
0 // πV ∗E+
σ // πV ∗E− // 0 ,
23
trivial outside a compact set K of U , by using Lemma 3.8. We denote by E =
E+ ⊕ E−. The inclusion j defines a map j∗ in equivariant K-theory:
j∗ : KG(T
V
G U)→ KG(T VGM).
The map j∗ associates to [σ] the class of σ trivially extended outside U onM using
the trivializations.
Denote by j∗E the vector bundle E trivially extended outside U , and by E =
C∞,0(M, j∗E)
C(B)
. We choose a family P0 of pseudodifferential operators associ-
ated to σ on U such that P0 is the identity outside the support L of σ, that is if
s ∈ C∞,0c (U \ L,E+) then P0s ∈ C∞,0c (U \ L,E−) and it is given by
P0(s)(x) = (ψ
−
x )
−1 ◦ ψ+x )(s(x)),
where ψ± are the trivializations of E± outside L. Denote by P the operator(
0 P ∗0
P0 0
)
. Let θ ∈ C∞,0c (U, [0, 1]) be a function equal to 1 on L with support L′.
With the help of such a function θ, we extend by the identity the family P on M ,
and we denote by j∗P this operator onM . The symbol of this family j∗P is j∗σ and
it is G-transversally elliptic along the fibers of p : M → B. Let E be the comple-
tion of C∞,0(M, j∗E) as a C(B)-module defined as in section 2.1. We then obtain
an index class IndM|B(j∗P ) = [E , π, j∗P ]. The map j allows to see C∞,0c (U,E) as
a submodule of E . Denote by EU⊂M the completion of C∞,0c (U,E) in E . The op-
erator j∗P preserves the closed submodule EU⊂M . Indeed, if s ∈ C∞,0c (U,E) then
j∗P (s) = P (s) ∈ C∞,0c (U,E). Moreover, the representation π of C∗G preserves
EU⊂M . Indeed, π preserves C∞,0c (U,E) since U is a G-invariant open subspace
in M , so also EU⊂M . We then get a well defined class [EU⊂M , π, j∗P|EU⊂M ] in
KK(C∗G,C(B)). The cycle thus obtained is also a representative for the index
class IndM|B(j∗P ) of j∗P . Indeed, by Lemma 3.7 above, it is sufficient to show
that the two cycles have the same support, since then the operators will coincide
as we will see. But if χ ∈ C∞,0c (U, [0, 1]) is a function which is equal to 1 on the
support of θ then ((j∗P )
2 − id)(s) = ((j∗P )2 − id)(χs) and hence the equality of
the supports.
Now let U ′ be a G-invariant open subspace of a compact fibration p′ : M ′ → B
which is diffeomorphic to U , denote by j′ : U ′ →֒ M ′ the inclusion. Denote
by f : U → U ′ a given diffeomorphism, and assume that p ◦ j = (p ◦ j′) ◦ f .
The class of the element a ∈ KG(T VG U) seen as an element of KG(T VG U ′) us-
ing f can be represented by (f−1)∗σ. We associate to (f−1)∗σ the operator
(f−1)∗Pf∗ that we extend by the identity on M ′ to an operator j
′
∗P . We thus
get (as for U) an index class IndM
′|B(j
′
∗P ) = [E
′
, π
′
, j
′
∗P ] by taking the com-
pletion of C∞,0(M ′, j
′
∗(f
−1)∗E). We define a closed submodule E ′U ′⊂M ′ in the
same way as for EU⊂M . We obtain that IndM
′|B(j
′
∗P ) = [E
′
U ′⊂M ′ , π
′
, j
′
∗P|E′
U′⊂M′
].
But the cycle (E ′U ′⊂M ′ , π
′
, j
′
∗P|
E
′
U′⊂M′
) is then unitary equivalent to the cycle
(EU⊂M , π, j∗P|EU⊂M ). Indeed, if (µb)b∈B and (µ
′
b)b∈B are respectively the fam-
ily of measures of Lebesgue type on respectively M and M ′ used in the definition
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of the previous index classes then we denote by h = (hb)b∈B the continuous fam-
ily of Radon-Nikodym derivatives associated on U identified to U ′ using f . We
then get a unitary V : EU⊂M → EU ′⊂M ′ given by s →
√
h(f−1)∗s. Furthermore,
V −1(f−1)∗Pf∗V =
1√
f∗h
P
√
f∗h and V −1π
′
(ϕ)V =
1√
f∗h
π(ϕ)
√
f∗h which give
a unitarily equivalent cycle of (EU⊂M , π, j∗P|EU⊂M ). So the index class does not
depend on the embedding j chosen.
Remark 3.10. The equivalence between the two following cycles (E , π, j∗P ) and
(EU⊂M , π, j∗P|EU⊂M ) can be deduced immediately by rewriting on the proof of
Lemma 3.7, see appendix A of [12].
3.5 The naturality and induction theorems
We recall here some constructions from [1]. Let G be a compact Lie group. Let H
be a closed subgroup of G. Denote by i : H →֒ G the inclusion. The group G is a
G×H-manifold for the action given by (g, h) · g′ = gg′h−1 ∀g, g′ ∈ G and h ∈ H .
Let p :M → B be a G-equivariant fibration. We still assume that the action of G
on B is trivial. We have the following product [1] (see also the previous section):
KH
(
T VHM
)⊗KG×H(T ∗GG)→ KG×H(T VG×H(G×M)).
As H acts freely on G×M , the quotient space Y = G×H M is a fibration on B
and
KG×H
(
T VG×H(G×M)
) ∼= KG(T VG Y ).
The operator 0 : C∞(G) → 0 is G-transversally elliptic and T ∗GG = G × {0}.
Furthermore, [σ(0)] ∈ KG×H(T ∗GG) ∼= R(H) is the class of the trivial bundle.
So we can define a map i∗ : KH(T
V
HM) → KG(T VG Y ) by the composition of the
product by [σ(0)] with the isomorphism KG×H
(
T VG×H(G×M)
) ∼= KG(T VG Y ).
Recall now the definition of the element i∗ ∈ KK(C∗G,C∗H) from [20]. Let us
fix the Haar measures on H and G. We consider on the space C(G) of continuous
functions on G with values in C the right L1(H)-module structure induced by the
right action of H on G, i.e.
ϕ · ψ(g) =
ˆ
H
ϕ(gh−1)ψ(h)dh, ∀ϕ ∈ C(G) and ψ ∈ L1(H)
and the following hermitian structure with values in L1(H):
〈f1, f2〉(h) =
ˆ
G
f¯1(g)f2(gh)dg.
Denote by J(G) the completion of C(G) for the norm ‖f‖ = ‖〈f, f〉‖1/2C∗H induced
by the hermitian structure. Denote by πG : C
∗G → LC∗H(J(G)) the natural
representation of C∗G induced by the left G action on itself.
Definition 3.11. [20] The element i∗ ∈ KK(C∗G,C∗H) is defined as the class of
the cycle (J(G), πG, 0).
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Lemma 3.12. The element i∗ is the image of the trivial representation of H seen
as a trivial G-equivariant vector bundle on G/H by the Morita equivalence between
C(G/H)⋊G and C∗H.
Proof. In KKG(C, C(G/H)) the trivial representation of H is given by the cycle
(C(G/H), 0). Its image by the Kasparov descent jG([C(G/H), 0]) = [C(G/H) ⋊
G, πG, 0] is an element of KK(C
∗G,C(G/H)⋊G). The cycle given by the Morita
equivalence is [J(G), ρ, 0], where ρ : C(G/H) ⋊ G → LC∗H(J(G)) is given by
ρ(θ)s(g) =
´
G θ(t, g)s(t
−1g)dt for all θ ∈ C(G,C(G/H)) and s ∈ C(G).
We also denote by i∗ : KK(C
∗H,C(B)) → KK(C∗G,C(B)) the left Kasparov
product by i∗ ∈ KK(C∗H,C∗G).
Theorem 3.13. [1] The following diagram is commutative.
KH
(
T VHM
) i∗ //
IndM|B

KG
(
T VG Y
)
IndY |B

KK(C∗H,C(B))
i∗
// KK(C∗G,C(B))
Proof. Let a ∈ KH(T VHM). From the multiplicative property of the index, we
have:
IndG×M|B(a · [σ(0)]) = jH(IndG|⋆([σ(0)])) ⊗C∗H IndM|B(a).
Furthermore, the isomorphism KG×H
(
T VG×H(G×M)
) ∼= KG(T VG Y ) send a · [σ(0)]
on i∗(a) by definition of i∗. By Theorem 3.2, we know that Ind
Y|B(i∗(a)) =
χH0 ⊗C∗H IndG×M|B(a · [σ(0)]). From this we deduce that:
IndY|B(i∗(a)) = χ
H
0 ⊗C∗H
[
jH
(
IndG|⋆([σ(0)])
) ⊗C∗H IndM|B(a)].
It is easy to see that i∗ = χ
H
0 ⊗C∗H jH
(
IndG|⋆([σ(0)])
)
coincides with i∗. Indeed,
the action of H on C∗G is trivial here so this follows from a trivial generalization
of the Green-Julg theorem, see [19]. We get the result by associativity of the
Kasparov product.
Remark 3.14. The previous theorem allows for instance to reduce the index
problem to the case of connected Lie groups, since any compact Lie group can be
embedded in a unitary group.
In order to reduce the computation of the index map to the case of torus action,
we need to investigate the induction map. Let us first note that if M is a compact
G-fibration then the map (g,m)→ (gH, g ·m) is a G-equivariant diffeomorphism
between the G-fibrations Y = G ×H M and G/H ×M over B. Let us assume
that G is connected and that H is a maximal torus so that the homogeneous space
G/H is a complex manifold, and hence is K-oriented. Then we have a Dolbeault
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operator ∂ on G/H whose G-equivariant index is Ind(∂) = 1 ∈ R(G). By the
multiplicative property of the index, we have the following commutative diagram:
KG(T
V
GM)
IndM|B

⊗
KG(T
∗(G/H)) //
IndG/H|⋆

KG(T
V
G Y )
IndY|B

KK(C∗G,C(B))
⊗
KKG(C,C) // KK(C
∗G,C(B)).
Multiplication by the symbol [σ(∂)] ∈ KG(T ∗(G/H)) induces a morphism
k : KG(T
V
GM)→ KG(T VG Y )
which preserves the index map. More precisely:
Theorem 3.15. Let H be a maximal torus of a connected compact Lie group
G. Denote by r = (i∗)
−1 ◦ k : KG(T VGM) → KH(T VHM) the composition of the
morphism k with the inverse of i∗. The following diagram then commutes:
KG(T
V
GM)
r //
IndM|B

KH(T
V
HM)
IndM|B

KK(C∗G,C(B)) KK(C∗H,C(B)).
i∗
oo
Proof. The following diagram is commutative:
KG(T
V
GM)
k //
IndM|B

KG(T
V
G Y )
IndY|B

KK(C∗G,C(B)) =
// KK(C∗G,C(B)).
Indeed, if a ∈ KG(T VGM), we have:
IndY|B(k(a)) = IndY|B(a · [σ(∂)])
= jG
(
Ind(∂)
)⊗C∗G IndM|B(a)
= jG
(
1
)⊗C∗G IndM|B(a)
= 1⊗C∗G IndM|B(a)
= IndM|B(a).
By Theorem 3.13, we get that the following diagram is commutative:
KG(T
V
GM)
k //
IndM|B

KG(T
V
G Y )
IndY|B

KH(T
V
HM)
i∗oo
IndM|B

KK(C∗G,C(B)) =
// KK(C∗G,C(B)) KK(C∗H,C(B)).
i∗
oo
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We end this section with the statement of Theorem 3.16 below which shows
the compatibility of the index map with the Gysin map. Let j : M →֒ M ′ be
an inclusion of G-fibrations on B such that p′ ◦ j = p where p : M → B and
p′ :M ′ → B are the projections. Let us assume that M is compact. Following [1],
we will define a morphism of R(G)-modules j! : KG(T
V
GM)→ KG(T VGM ′).
Let N be a G-invariant tubular neighbourhood of M in M ′. Then N is a G-
manifold and it can be identified with the normal bundle of M in M ′. The vector
bundle T VM is a closed G-submanifold of T VM ′ and the tubular neighbourhood
U of T VM in T VM ′ can be identified with the vector bundle given by lifting the
vector bundle N ⊕ N by the projection π : T VM → M . The exterior algebra
of π∗(N ⊗ C) defines a complex on T VN which is exact outside the zero section
T VM ⊂ T VN . We denote it by ∧(T VN). Denote by q : T VGN → T VGM the
projection. If E is a complex on T VGM with compact support then the product∧
(T VN)|TGN ⊗ q∗E has compact support in T VGN . The product by
∧
(T VN)
defines a morphism of R(G)-modules
φ : KG(T
V
GM)→ KG(T VGN),
called the Thom homomorphism. As T VGN is an open subspace of T
V
GM
′, the
inclusion induces a map
k∗ : KG(T
V
GN)→ KG(T VGM ′).
The composition of these two maps gives the desired Gysin map
j! : KG(T
V
GM)→ KG(T VGM ′).
Theorem 3.16. [1] Let j :M →֒M ′ be a G-embedding over B with M compact.
The following diagram is commutative:
KG(T
V
GM)
j! //
IndM|B

KG(T
V
GM
′)
IndM
′|B

KK(C∗G,C(B)) KK(C∗G,C(B)).
Proof. By the excision theorem, the index commutes with k∗. It is thus sufficient
to show the theorem in the case of a real G-vector bundle N on M and with
j! : KG(T
V
GM) → KG(T VGN) being the Thom homomorphism. We can write
N = P ×O(n) Rn, where P is a O(n)-principal bundle on M . The G-action on P
commutes with the O(n)-action and the G-action is trivial on Rn. We have the
following product:
KG×O(n)(T
V
G×O(n)P )⊗ KG×O(n)(TRn)→ KG×O(n)(T VG×O(n)(P × Rn)),
and the following isomorphisms:
q∗1 : KG(T
V
GM) → KG×O(n)(T VG×O(n)P )
q∗2 : KG(T
V
GN) → KG×O(n)(T VG×O(n)(P × Rn)).
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Therefore, we obtain a product:
KG(T
V
GM)⊗KG×O(n)(TRn)→ KG(T VGN).
The inclusion of the origin in Rn induces a Bott morphism i! : R(O(n)) →
KO(n)(TR
n) and we have Ind(i!(1)) = 1 ∈ KKO(n)(C,C) by [2]. As G acts trivially
on Rn, we get that Ind(i!(1)) = 1 ∈ KKG×O(n)(C,C). The product by i!(1) makes
the following diagram commutative
KG(T
V
GM)
j! //
q∗
1

KG(T
V
GN)
q∗
2

KG×O(n)(T
V
G×O(n)P ) ·i!(1)
// KG×O(n)(T
V
G×O(n)(P × Rn))
from this it follows that
IndP×R
n|B(q∗2(j!(a)) = Ind
P×Rn|B(q∗1(a) · i!(1)), ∀a ∈ KG(T VGM).
By the multiplicative property of the index, we obtain:
IndP×R
n|B(q∗2(j!(a)) = j
G×O(n)
(
1
)⊗C∗G⊗C∗O(n) IndP|B(q∗1(a)).
Furthermore, we have the following equalities by Theorem 3.2:
IndM|B(a) = χ
O(n)
0 ⊗C∗O(n) IndP|B(q∗1(a)),
IndN|B(j!(a)) = χ
O(n)
0 ⊗C∗O(n) IndP×R
n|B(q∗2(j!(a)),
where χ
O(n)
0 is theO(n) trivial representation. Finally we conclude that Ind
M|B(a) =
IndN|B(j!(a)) since j
G×O(n)(1) = 1.
Remark 3.17. The properties of the index proved above allow to reduce the
computation of the index map to the case of a fibration B × Rn → B equipped
with a torus action on Rn.
4 Kasparov’s intersection product of the index
class with an elliptic operator on the base
In the present section, we insist that B is a manifold. This was not rigorously
needed in the previous sections. We compute now the Kasparov product of the
index class of family of G-transversally elliptic operators with the K-homology
class of an elliptic operator on the base B. We begin by recalling some definitions
and results from [17].
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Proposition 4.1. [17,Proposition A.8] Let E1 be a hermitian bundle on M and
E2 be a hermitian bundle on B. Let Q : C
∞(B,E2) → C∞(B,E2) be a pseudod-
ifferential operator on B of order 0. Let Q′ : C∞(M,E1 ⊗ p∗E2)→ C∞(M,E1 ⊗
p∗E2) be a pseudodifferential operator of order 0 such that
σ|p∗T∗B(Q
′) = 1E1⊗ˆp∗σ(Q),
where p∗σ(Q)(m, ξ) = σ(Q)(p(m), ξ), ∀(m, ξ) ∈ p∗T ∗B. Then Q′ is a Q-connection
for E1, where E1 is the C(B)-module associated to E1 defined in Section 2.1.
Proposition 4.2. [17, proposition A.10.2] Let P : C∞,0(M,E1) → C∞,0(M,E1)
be a family of pseudodifferential operators of order 0 on M . Let Q′ be a pseudod-
ifferential operator of order 0 on M such that
σ|p∗T∗B(Q
′) = 1E1⊗ˆσ′,
where σ′ is a symbol of order 0 on B. Then [P ⊗ˆ1, Q′] : C∞(M,E1⊗ˆp∗E2) →
C∞(M,E1⊗ˆp∗E2) is a pseudodifferential operator of order 0 and
σ([P ⊗ˆ1, Q′]) = [σ(P )⊗ˆ1, σ(Q′)].
Remark 4.3. In the previous two propositions, all operators and all symbols can
obviously be taken G-invariant.
Let us check that the product, between G-transversally elliptic symbols along
the fibers and elliptic symbols on the base, gives G-transversally elliptic symbols
on M .
Lemma 4.4. The map
KG(T
∗V
G M)⊗K(T ∗B)→ KG(T ∗GM)
defined by
(σ⊗ˆ1 + 1⊗ˆp∗σ′)(m, ξ, ξ′) = σ(m, ξ)⊗ˆ1 + 1⊗ˆσ′(p(m), ξ′),
for σ ∈ KG(T ∗VG M), σ′ ∈ K(T ∗B), ξ ∈ T VGMm and ξ
′ ∈ T ∗p(m)B induces a well
defined product in K-theory.
Proof. On the one hand, the map KG(T
∗V
G M)⊗K(T ∗B)→ KG(T ∗VG M × p∗T ∗B)
defined by (σ, σ′) 7→ σ⊗ˆ1 + 1⊗ˆp∗σ′ induces a well defined product. On the other
hand, T ∗GM = T
∗V
G M×M p∗T ∗B so by restriction of the product in T ∗VG M×p∗T ∗B
to T ∗VG M ×M p∗T ∗B, we obtain a product in K-theory with values in KG(T ∗GM).
Theorem 4.5. Let P : C∞,0(M,E1) → C∞,0(M,E1) be a G-invariant selfad-
joint family of G-transversally elliptic pseudodifferential operators of order 0. Let
Q : C∞(B,E2) be an elliptic pseudodifferential operator on B of order 0. The
Kasparov product of the class [E1, π, P ] = IndM|B(P ) by [Q] ∈ KK(C(B),C) is
given by [E1⊗ˆC(B)E2, Q′], where Q′ is any G-invariant pseudodifferential operator
of order 0 which is G-transversally elliptic on M with symbol given by
σ(Q′) = σ(P )⊗ˆ1 + 1⊗ˆp∗σ(Q).
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Proof. Notice first that if Q′ is a G-invariant and G-transversally elliptic operator
onM then IndM (Q′) ∈ KK(C∗G,C) is well defned and only depends on its symbol
[σ(Q′)], see [1]. Let us check that such Q′ is a Q-connection for E1 and that
∀ϕ ∈ C∗G, π(ϕ)[P ⊗ˆ1, Q′]π(ϕ)∗ is positive modulo compact operators. Since
σ(Q′)|p∗T∗B = 1⊗ˆp∗σ(Q), we get by Proposition 4.1 that Q′ is a Q-connection
for E1. On the other hand, we obtain by Proposition 4.2 that [P ⊗ˆ1, Q′] is a
pseudodifferential operator on M and that its symbol is given by
σ([P ⊗ˆ1, Q′]) = [σ(P )⊗ˆ1, σ(Q′)] = σ(P )2⊗ˆ1,
which is positive. Moreover, Q′ and P ⊗ˆ1 are G-invariant so they commute with
π(ϕ). It remains to show that [P ⊗ˆ1, Q′] is positive modulo compact operators.
But σ([P ⊗ˆ1, Q′]) ≥ 0 so [P ⊗ˆ1, Q′] ≥ 0 modulo compact operators.
Corollary 4.6. The pairing of the index class of a G-invariant family P of G-
transversally elliptic pseudodifferential operators of order 0 with an element of
the K-homology KK(C(B),C) of B is given by the index class of a G-invariant
pseudodifferential operator which is G-transversally elliptic on M .
Proof. As any element of KK(C(B),C) can be represented by an elliptic operator
on B, this is a consequence of Theorem 4.5.
Corollary 4.7. If α is an element of the K-homology group of B then the class
[E , π, P ] ⊗C(B) α ∈ KK(C∗G,C) ≃ Hom(R(G),C) is given by the distributional
index of Atiyah [1], i.e. the multiplicities of IndM|B(P ) ⊗C(B) α are summable
in the sense of distributions on G. Denote by m([V ] ⊗C∗G IndM|B(P ) ⊗C(B) α)
the integer associated to the multiplicity [V ] ⊗C∗G IndM|B(P ) ⊗C(B) α of V in
IndM|B(P )⊗C(B) α. We have that for any ϕ ∈ C∞(G):
the sum ∑
V ∈Gˆ
m
(
[V ]⊗C∗G IndM|B(P )⊗C(B) α
)〈χV , ϕ〉L2(G)
is convergent.
Proof. Indeed, by the previous proposition IndM|B(P ) ⊗C(B) α is represented by
the index class of a G-transversally elliptic pseudodifferential operator on M . By
[1], we know that the distributional index of a G-transversally elliptic operator Q
is tempered on G and that it is totally determined by its multiplicities, that is to
say IndM (Q) =
∑
V ∈Gˆ
mQ(V )χV is defined as distribution.
A Some results on families of pseudodifferential
operators
In this appendix, we recall some classical results on families of pseudodifferential
operators. We refer the reader to [26, 27, 28, 29, 30, 31, 6].
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For the following two well known results see [18, Theorem 2.2.1 and Proposition
2.2.2.] (see also [32, Theorem 6.2 and Proposition 6.1] and [24, Theorem 3.2 and
Proposition 3.3]) for the standard results.
Theorem A.1. [24, Theorem 3.2] Let P be a G-invariant family of pseudodif-
ferrntial operators of order 0. Assume that its principal symbol σP is bounded at
infinity in the vertical cotangent direction by a constant C > 0, i.e. ∀K ⊂ M
compact
lim
ξ→∞
ξ∈TVM∗
‖σP (x, ξ)‖ := lim
t→∞
sup
|ξ|≥t
x∈K
‖σP (x, ξ)‖ < C.
Then there exist a G-invariant family of pseudodifferential operators S of order 0
and a G-invariant family of integral operators R with continuous kernel such that
P ∗P + S∗S − C2 = R.
Proposition A.2. [24, Proposition 3.3] Let Q be a G-invariant family of pseu-
dodifferential operators of order 0 such that Q∗ = Q. Assume that its principal
symbol σQ satisfies that for any compact subset K ⊂M :
lim
ξ→∞
ξ∈TVM∗
Re
(
σQ(x, ξ)
)
:= lim
t→0
inf
|ξ|≥t
x∈K
Re
(
σQ(x, ξ)
)
> 0.
Then there exists a G-invariant family of operators S of order 0 such that
R = S∗S −Q
have continuous kernel.
Lemma A.3. Let R be a continuous family of integral operators with continuous
kernels.
1. The family R extends to a bounded operator on E.
2. We have R ∈ K(E).
Proposition A.4. Let P0 : C
∞,0(M,E+) → C∞,0(M,E−) be a family of G-
invariant pseudodifferential operators of order 0. We denote by P : C∞,0(M,E)→
C∞,0(M,E), the family of operators
(
0 P ∗0
P0 0
)
. The family P extends to a G-
invariant bounded operator of LC(B)(E).
Theorem A.5. Let P be a family of pseudodifferential operators of order 0. As-
sume that
lim
ξ→∞
ξ∈TVM∗
‖σP (m, ξ)‖ = 0
then P ∈ K(E).
Corollary A.6. Let P be a family of negative order. Then P extends to a compact
operator on E .
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