The northern Ethiopian rift forms the third arm of the Red Sea, Gulf of Aden triple junction, and marks the transition from continental rifting in the East African rift to incipient oceanic spreading in Afar. We determine the P and S wave velocity structure beneath the northern Ethiopian rift using independent tomographic inversion of P and S wave relative arrival-time residuals from teleseismic earthquakes recorded by the EAGLE (Ethiopia Afar Geoscientific Lithospheric Experiment) passive experiment using the regularised non-linear least-squares inversion method of VanDecar. Our 79 broadband instruments covered an area 250×350 km centred on the Boset magmatic segment ∼70 km SE of Addis Ababa in the centre of the northern Ethiopian rift. The study area encompasses several rift segments showing increasing degrees of extension and magmatic intrusion moving from south to north into the Afar depression. Analysis of relative arrival-time residuals shows that the rift flanks are asymmetric with arrivals associated with the southeastern Somalian Plate faster (∼0.65 s for the P waves; ∼2 s for the S waves) than the north-western Nubian Plate. Our tomographic inversions image a 75 km-wide tabular lowvelocity zone (δV P ≈ -1.5%, δV S ≈ -4%) beneath the less-evolved southern part of the rift in the uppermost 200-250 km of the mantle. At depths of > 100 km, north of 8.5 • N,
this low-velocity anomaly broadens laterally and appears to be connected to deeper lowvelocity structure under the Afar depression. An off-rift low-velocity structure extending perpendicular to the rift axis correlates with the eastern limit of the E-W trending reactivated Precambrian Ambo-Guder fault zone that is delineated by Quaternary eruptive centres. Along axis, the low-velocity upwelling beneath the rift is segmented, with low-velocity material in the uppermost 100 km often offset to the side of the rift with the highest rift flank topography. Our observations from this magmatic rift zone, which is transitional between continental and oceanic rifting, do not support detachment fault models of lithospheric extension but instead point to strain accommodation via magma assisted rifting.
INTRODUCTION

Background
Most passive margins worldwide are considered to be 'magmatic margins', characterised by thick sequences of extruded and underplated igneous rocks emplaced prior to, or during, rifting (e.g., Menzies et al. 2002) . Despite their global abundance, however, the breakup history of magmatic passive margins is not well understood because the ocean-continent boundary is concealed by thick seaward dipping reflectors (e.g., Holbrook & Kelemen 1993) . Reconstructions of conjugate margins globally show a marked asymmetry, with a lateral offset in the high strain zones within the crust and/or uppermantle (e.g., Louden & Chian 1999) . This asymmetry has been cited as evidence that detachment faults accommodate large strains and mark the breakup boundary (e.g., Lister et al. 1986; Wernicke 1985) . Alternatively, Ebinger & Casey (2001) and Buck (2004) propose that localised magma injection accommodates strain at breakup and border fault detachments are abandoned as melt volume increases during progressive extension.
The Ethiopian rift forms the third arm of the Red Sea, Gulf of Aden rift-rift-rift triple junction where the Arabian, Nubian, Somalian and Danakil plates join in Afar. The Miocene-Recent East African rift in Ethiopia subaerially exposes the transitional stage of rifting within the youngest continental flood basalt province worldwide, making it an ideal study locale for continental breakup processes. The EAGLE (Ethiopia Afar Geoscientific Lithospheric Experiment) probed the crust and upper-mantle structure in this region using passive and controlled source seismological techniques (Maguire et al. 2003) to examine the lithospheric structure of incipient oceanic spreading and continental margin formation. An aim central to EAGLE was to examine the correlation between higher strain magmatic segments and upper-mantle velocity structure, and resulting implications for melt extraction and along-axis segmentation in a rift transitional between continental rifting and oceanic spreading.
The EAGLE phase I and II passive experiments consisted of 79 broadband seismometers over an area 250×350 km centred on the Boset magmatic segment ∼70 km SE of Addis Ababa in the centre of the Ethiopian rift (Figure 1 ). Here we present the results of a study of the upper-mantle velocity in the region as revealed using body-wave travel-time tomography. We adopt the method of VanDecar (1991) to image upper-mantle heterogeneities using regularised non-linear least-squares inversion of relative arrival-time residuals from teleseismic earthquakes. With network aperture of ∼300 km, station spacing of 10 km within the rift valley and 40 km on the rift flanks, we are able to image with good resolution depths between 40 and 300 km (Evans & Achauer 1993 ).
Tectonic setting
The broad ∼2500 m high Ethiopian plateau is capped by ∼2 km of flood basalts and rhyolites which were erupted between 31 and 29 Ma (e.g., Hofmann et al. 1997; Ukstins et al. 2002) , prior to, or concomitant with, the onset of rifting in the Red Sea and Gulf of Aden at ∼29 Ma (Wolfenden et al. 2004 ). The large volume of material and relatively short time interval of eruption are indicative of hot upper-mantle beneath the plateau region, but the location and number of plumes or upper-mantle convective cells remain disputed (e.g., George et al. 1998; Ebinger & Sleep 1998; Courtillot et al. 1999 ). The motion of the large, slow moving Nubian Plate is relatively poorly constrained, but Ethiopia would have moved 300-600 km NW since 31 Ma relative to a fixed hotspot reference frame (e.g., Gripp & Gordon 2002) .
The Ethiopian rift, the third arm of the triple junction, developed after the Red Sea and Aden rifts. Extension in southwestern Ethiopia and northern Kenya commenced by 20 Ma with central and northern rift sectors developing between 18 and 12 Ma respectively (e.g., WoldeGabriel et al. 1991; Wolfenden et al. 2004) . Large offset border faults commonly marked by chains of silicic centres formed along one or both sides of the rift. Since 12 Ma strain progressively localised to the central rift valley where the locus of extension are en echelon chains of eruptive magmatic centres, dikes and small offset faults: magmatic segments (Ebinger & Casey 2001) , Figure 1 .
Geodetic data indicate that the northern Ethiopian rift is currently extending in a direction N94 • E at 7 mm a −1 (Fernandes et al. 2004) , with 80% of the strain localised at magmatic segments (Bilham et al. 1999) . This evidence has been used to suggest that magmatic emplacement, not border faulting, increasingly dominates the rifting process after the initial stages of breakup (Ebinger & Casey 2001 ).
Previous seismological work
Using teleseismic receiver function analysis, Hebert & Langston (1984) estimated a Moho depth of 41 km beneath station AAE ( Figure 1) ; Dugda et al. (2005) show that crustal thickness varies from 25-31 km within the Ethiopian rift and Afar depression, and up to 42 and 44 km beneath the Eastern and Western Plateaus respectively. The most detailed information about crustal structure in Ethiopia, however, comes from seismic refraction studies. Makris & Ginzburg (1987) revised the results of Berckhemer et al. (1975) to indicate Moho depths of 33-44 km along an E-W refraction profile on the western Plateau. Within the rift itself, the Moho depth varies from 30 km near EAGLE station AWAE (Figure 1) to 26 km in Afar at ∼10 • N. Most recently the EAGLE cross-rift and axial refraction profiles show that the crust thins from 30-35 km in the southern part of our study area to 25-28 km in the northern part (Maguire et al. 2003) . The rift plateaus show asymmetry; the northern section of the western Plateau is characterised by a 45 km thick crust with a ∼10 km high-velocity lowercrustal layer absent from the 35 km thick eastern Plateau (Mackenzie et al. 2004 ). This high-velocity material is interpreted as underplate. The southern section of the western Plateau is characterised by a ∼35 km crust (Dugda et al. 2005) . Tomographic studies of the uppermost 15 km of crustal structure beneath the central rift zone show that the Quaternary magmatic segments are underlain by highvelocity (V P > 6.5 km/s) elongate bodies ). These are interpreted as cooled mafic intrusions which fed dykes and intrusions in the magmatic segments ).
Using Rayleigh wave dispersion from earthquakes with paths crossing Afar, Knox et al. (1998) determine uppermost upper-mantle S wave velocities beneath the region to be 0.2-0.8 km/s (4.5-18%) slower than PREM and infer that partial melt is required to explain the observations. Other surface wave dispersion studies such as Debayle et al. (2001) and a P tomographic study by Benoit et al. (2003) suggest that a low-velocity zone exists to at least 410 km depth beneath Afar.
Knowledge of the deepest structure beneath East Africa comes from recent global tomographic models (e.g., Ritsema & Allen 2003) . These global tomographic images show a low-velocity zone rising from the core-mantle boundary beneath southern Africa and impinging on the Afro-Arabian lithosphere in the Afar triple junction zone. Montelli et al. (2004) claim that there is a link between upper and lower-mantle low-velocity structure in the region by imaging a plume to depths in excess of 670 km beneath the Afar triple junction zone. However, receiver function analyses of the 410 km and of the Arabian Shield (Benoit et al. 2003) and Afar (Nyblade et al. 2000) . Therefore, a connection between this large scale plume and upper-mantle seismic structures in Afar remains uncertain.
S wave splitting observations within the East African rift are approximately rift parallel (e.g., Gashawbeza et al. 2004 ) and show a northward increase in delay times from Kenya (1.0 s) in the south to Djibouti (1.6 s) to the north (Ayele et al. 2004) . They interpret these observations as a northwards increase in either the alignment of melt in the upper 90 km of the lithosphere or lattice preferred orientation of olivine in the asthenosphere parallel to the rift axis as material flows laterally to fill the gap caused by lithospheric extension. Kendall et al. (2005) show that the maximum splitting directions mirror the orientation of Quaternary magmatic segments within the rift, interpreting these observations as due to rift parallel, melt-filled cracks penetrating the lithosphere and accomodating extension.
DATA
We determine relative arrival-time residuals from recordings of teleseismic earthquakes on 29 broad- clinics. The level of high frequency cultural noise (> 1 Hz) could be high during the day-time, reaching levels described by the high noise model (NHNM) of Peterson (1993) . At night, however, noise levels were significantly reduced.
For the 16 month period of operation of the EAGLE passive experiment, waveforms from 442 events of magnitude mb ≥ 5.5 in the teleseismic epicentral distance (∆) range 30 • < ∆ < 103 • were visually inspected for those with good signal-to-noise ratio on at least ten stations. For P waves we finally analysed the recordings from 108 teleseismic earthquakes together with 11 earthquakes which were at distances from which core (PKP) phases were recorded. Further visual inspection of 1000 lower magnitude earthquakes (4.4 < mb < 5.5) yielded a further 25 earthquakes to improve the unformity of data coverage with respect to backazimuth and epicentral distance. S wave arrivals were inspected in a similar fashion to yield a data selection of 39 S wave and 18 SKS core phase earthquakes. Figure 2 shows the distribution of these earthquakes with respect to the centre of the EAGLE passive network.
METHOD
Method of relative arrival-time determination
Manual picking of the first arriving P or S waves identifiable across the network was performed on waveforms which were filtered with a zero-phase two-pole Butterworth filter with corner frequencies of 0.4-2 Hz. Direct S waves were picked on transverse component seismograms to minimise contamination by P and P-to-S converted phases and were filtered between 0.04-0.1 Hz. SKS core phases were picked on radial component seismograms. Phase arrivals were later more accurately determined using the multi-channel cross-correlation technique of VanDecar & Crosson (1990) using the same bandpass filters. Filter bandwidths were designed to retain the higher frequencies since our inversion procedure adopts ray theory (the infinite frequency approximation). We found, in agreement with VanDecar & Crosson (1990) , that the exact choice of filter has a negligible effect on the final relative arrival-times determined. Our chosen bandwidths are similar to those used in other teleseismic tomographic studies in both oceanic island settings (e.g., Allen et al., 2002: P, 0.8-2 Hz; S, 0.03-0.1 Hz) and quieter shield areas (e.g., Sol et al., 2002 : P, 0.4-2 Hz; S, 0.04-1.6 Hz).
During the multi-channel cross-correlation (MCCC) procedure of VanDecar & Crosson (1990) we selected a window (3 s for P and 12 s for S waves) to cross-correlate containing the initial phase arrival and typically one or two cycles of P or S wave energy. This minimised contamination by secondary arrivals. All pairs of windowed traces for a given event were cross-correlated and relative arrival-times ∆t i j between pairs of stations i, j were obtained (VanDecar & Crosson 1990) . Our relative arrival-times for each station were then retrieved by a least-squares minimization of the residual res i j for all station pairs where:
t i and t j are the arrival-times associated with the ith and jth traces respectively. The MCCC method provides a means of quantifying the error associated with each arrival-time.
The standard deviation σ i of the distribution of the residuals (res i j ) associated with the ith trace is determined by:
where i, j represent the pairs of the n stations. In this study relative arrival-times determined in close to one another to find the errors to be ∼±0.05 s, higher than their MCCC derived estimates which were often less than the sample rate of 0.01 s. We also consider that the MCCC derived estimates timing uncertainty presented here are most likely optimistic.
Relative arrival-time residuals t RES for each station are given by:
where t i is the relative arrival-time for each station i; t e i is the expected travel-time based on the IASP91 travel-time tables (Kennett & Engdahl 1991) for the ith station and t e is the mean of the IASP91 predicted travel-times associated with that particular event.
Our final travel-time data-sets comprise 3243 P travel-times and 1150 S travel-times whose distributions with backazimuth and epicentral distance are illustrated in Figure 2 . Earthquakes with rays through the rift from more westerly and northerly directions have travel-times which are relatively slower by ∼1 s. In contrast station CHAE, located on the western rift flank shows the fastest and slowest arrivals are those from northerly and easterly azimuths respectively, with a peak-to-peak variation of ∼1.25 s. We infer from these observations that the mantle beneath the rift is underlain by low-velocity structure. Station AREE, located within the rift valley, shows little azimuthal variation in relative arrival-time residuals which are, on average, positive (0.37 s) indicating that it is more central to regional low-velocity structure.
Analysis of relative arrival-time residuals
Model parameterization and inversion procedure
The scheme used in this study to invert relative arrival-time residuals for velocity perturbations beneath the northern Ethoipian rift is that of VanDecar (1991) . Several studies have successfully used this method, e.g., in the Cascadia subduction zone (VanDecar 1991) and in Brazil (Schimmel et al. 2003) .
We parameterise P and S wave slowness using B-splines under tension over a dense grid of knots (Cline 1981) . Interpolation between slowness values at each knot allows the generation of smooth velocity models through which ray tracing can be performed. The equilateral grid consists of 25 knots in depth between 0-600 km, 45 knots in latitude between 4-14 • N and 49 knots in longitude between 34.5-44.5 • E for a total of 55125 knots parameterising slowness. The knot spacing is 15 km in the innermost resolvable parts (7-11 • N, 37-42 • E, 0-150 km depth). Outside this region, knot spacing increases to 30 km between 150-400 km and then to 50 km between 400-600 km. Thus we will be able to resolve structures with about 30 km spatial wavelength in the top 150 km. If we take the size of the Fresnel zone at depth to be of the order (λ L) 1/2 , for a wave of wavelength λ and ray length L (e.g., Montelli et al. 2004) , with L representing depth and λ determined by the highest frequency content of our data (2 Hz for P waves and 0.1 Hz for S waves), we could justify resolution of structures approaching a lower limit of ∼14 and ∼47 km in the uppermost parts of our model for the P and S wave inversions respectively. We keep the same parameterisation scheme for the lower resolution S wave inversion because we suppress spatial gradients in order to regularise the inversion and so never interpret features of wavelength less than the Fresnel zones. Tests have shown that the images we recover are independent of knot position.
We parameterise outside the area of interest so that we do not map unwarranted and spurious structure into the region where we will be making our structural interpretations, i.e., a minimum structure approach (VanDecar 1991). However, we do not parameterise deeper than 600 km since we have found through the analyses of synthetic tests that this is the shallowest depth which allows us to successfully differentiate between heterogeneities in the resolvable (i.e., where we have crossing rays) uppermost 300 km of the model from deeper unresolvable parts of the model. A deeper parameterisation scheme results in the unnecessary loss of velocity structure from the top 300 km.
In the regularised non-linear least-squares inversion procedure, we solve simultaneously for slowness perturbations, station terms and source terms (VanDecar 1991) . The station static terms are free parameters used in the inversion procedure to absorb travel-time anomalies associated with the region directly beneath the station where the lack of crossing rays prevents the resolution of crustal structure. A free-parameter source term is included in the inversion to account for small variations in backazimuth and incidence angle caused by distant heterogeneities and source mislocations.
Since our inverse problem is under-determined (more unknowns than observations), even in the absence of errors we cannot expect to find a unique solution. We therefore choose to select a model which contains the least amount of structure (e.g., Constable et al. 1987; VanDecar 1991; Tilmann et al. 2001; Allen et al. 2002) . We regularise through the minimisation of a 7-point finite element approximation to the Laplacian operator in order to penalise the roughness (second derivative) of the final slowness model to produce a smooth model that fits the data. In addition, the outside knots (with the exception of the top layer) are heavily damped to zero anomaly so that the 3-D model can merge smoothly into the surrounding radial Earth. The non-linearity of the problem is addressed in the inversion procedure by performing 3-D ray-tracing through successive linear inversion models.
We have found in this study that no significant change in image occurs after two iterations of linear inversion and 3-D ray-tracing, with a ∼6% loss of rays. By investigating the tradeoff between the RMS residual reduction (the % difference between the initial weighted and final RMS misfit to the travel-time equations) and RMS model roughness we select a preferred model which fits the data well but does not account for more relative arrival-time residual reduction than can be justified by our a priori estimation of data noise levels. All models in this study account for 92% (from 0.38 s to 0.03 s) of the RMS relative arrival-time residuals for P waves and 89% (from 1.32 s to 0.14 s) for S waves. We are, therefore, treating our MCCC derived estimates of RMS timing uncertainty as optimistic bounds when fitting the data. Station static terms computed during the inversion of the real data are shown in Figures 7c and 7d . Subtracting the station terms from the delay times reduces the RMS relative arrivaltime residuals from 0.38 to 0.24 s for P waves and from 1.32 to 1.00 s for S waves; these corrected residuals more accurately reflect the proportion of the delay-time anomalies that will be mapped into the region of the model where we make our interpretations.
RESOLUTION
We seek to assess the linear resolving power of the inversion technique by analysing the ability of our ray geometry to retrieve a standard checkerboard model using raypaths through a 1-D Earth. This is often as far as some authors go using VanDecar's code (e.g., Sol et al. 2002) . A realistic synthetic rift structure is used to test non-linear resolution when the travel-times are determined by ray-tracing through the 3-D structure.
In the checkerboard test we place positive and negative slowness-anomaly (±5%, 25 km diameter) spheres (described by Gaussian functions across their diameter) throughout the upper 300 km of model space ( Figure 5 ) in order to assess the retrievability of structures of wavelength similar to the magmatic segments we observe at the surface (Figure 1) . Two 50 km diameter spheres at depths of 500 km are located at 8.5 • N, 39 • E and 11 • N, 42 • E and simulate low-velocity heterogeneity which may exist outside our volume of interest (e.g., under Afar). The checkerboard approach allows us to assess the sensitivity of our model by highlighting areas of good ray coverage and the extent to which smearing of anomalies is occuring in a simple linear inversion.
We invert for these synthetic velocity structures using identical model parameterisation and inversion regularization as used in the inversion of the observed data and using ray paths through a 1-D Earth as defined by the IASP91 travel-time tables. A Gaussian residual time error component with a standard deviation of 0.02 s and 0.05 s for the P and S wave data respectively is added to the theoretical travel-times (the standard deviation of noise estimated for our real data). Figure 5 shows the recovered velocity structure from the checkerboard test. The spheres retrieved are distinct from one another (separated by zero anomaly structure), indicating good lateral resolution to depths of 300 km.
Lateral resolution and the recovery of the amplitudes of the slowness anomalies (∼30%) is best at 150 km where we expect a seismic network of our dimensions to have the highest density of crossing rays (e.g., Ritsema et al. 1998) . Although vertical smearing of the anomalies does exist, it is clear that the low-velocity structure in the lower (500 km) parts of the model is not smeared into the upper 300 km of the model space.
The diagnostic value of this checkerboard approach to resolution assessment is limited since it does not test the non-linearity or the accuracy of the linearisation approximations (van der Hilst et al.
1993
). We choose to assess non-linear resolution by computing travel-times through a synthetic rift model which simulates the kind of structure we see from our real data inversions. This model (Fig- ure 6) has rift flanks (peak slowness perturbation δV P = +3%) and a tabular low-velocity body (peak slowness perturbation δV P = -5%) beneath the centre of the rift. The high and low-velocity anomaly bodies are defined by Gaussian functions across their width and extend with peak anomaly to 200 km depth, falling to zero anomaly at ∼250 km depth. Synthetic travel-times are computed after ray-tracing through the synthetic velocity model. The inversion results are obtained after starting with rays projected through a spherically symmetric Earth; and iterating towards a final solution through a series of two linear inversions and 3-D ray-tracing ( Figure 6) . The synthetic rift model can be successfully retrieved to depths approaching 250 km. The amplitude of recovered anomalies is ∼50% of the in-put values. There is very little lateral offset of the low-velocity tabular body from its central location along strike from the continental to oceanic settings of the study area. There is no apparent along axis segmentation due to preferential recovery of amplitudes along the tabular low-velocity body. There is some vertical smearing in our retrieved model with the peak anomaly region of the central rift stretched by ∼50 km to almost 250 km depth. Figure 6 also shows the results of our S wave synthetic rift model which has initial peak slowness anomaly amplitudes of δV S = -10% and δV S = 6% for the rift and rift flanks respectively. The results
show that the rift model can be successfully retrieved using the smaller S wave data set but the extent of vertical smearing is greater than in the P wave case.
Anomalies in the top 40 km where there are few crossing rays are poorly resolved and are taken account of by station static terms in the inversion procedure. For a synthetic rift model where the peak low-velocity anomaly extends from just below 0 km to 200 km depth, the station statics sensibly account for the unresolvable crustal structure (Figure 6b ). As expected, for the case where the peak anomaly extends from 75 km to 200 km, the station static terms fall to almost zero. Therefore, structures we present herein at depths ≥ 75 km are independent of crustal structure.
UPPER-MANTLE SEISMIC STRUCTURE
In Figure 7 A limb of low velocity structure extends from the NNE-trending Ethiopian rift to the west of 9 • N, 39 • E and extends more than 100 km in a westerly direction from the Quaternary magmatic segments in the centre of the rift. This limb corresponds to an area of lower relief bounded to the north by the E-W striking Precambrian Guder-Ambo fault zone (Mohr 1967 ) and the rift parallel Bishoftu chain (e.g., WoldeGabriel 1988), and is characterised by numerous Quaternary eruptive centres (e.g., Chernet et al. 1998; Abebe et al. 1998 ). Another isolated anomaly underlies the southern margin of the Aden rift, near station MIEE (Figures 1 and 7a) . A large Late Miocene trachytic eruptive centre, Gara Gumbi, lies above the eastern side of this velocity anomaly (e.g., Chernet et al. 1998 ).
Cross-sections through the P velocity model show that in the southern, less extended parts of the rift, the low-velocity anomaly is narrow (∼75 km wide) and tabular in shape. In contrast, further north, the low-velocity anomaly broadens laterally below 100 km. Along strike the depth extent of low-velocity structure increases from ∼250 km (allowing for ∼50 km vertical smearing based on our synthetic rift model results) south of 9 • N to more than 300 km towards Afar. The region of the N-S Ankober border fault on the western side of the rift valley (around 9.5 • N, 39.5 • E) shown in crosssection in Figure 8b shows a sharp contrast between high and low-velocity structure at the flanks of the rift with peak-to-peak amplitude of δV P = 2.5%. The reduction of velocity anomaly amplitude with depth at ∼100 km is similar to estimates of lithospheric thicknesses of ∼90 km for the Ethiopian Plateau beneath FURI (Ayele et al. 2004 ).
These first order observations of velocity heterogeneities observed in slices through the P velocity model are confirmed by images of the independently inverted S wave data. Figure 7b shows that the upper-mantle at 75 km beneath the rift is characterised by a low-velocity anomaly of up to δV S = -4% whilst the flanks are faster (up to δV S = 1.5%). The offsets and segmentation of the low-velocity structure are evident but less clear than for the P inversion due to the smaller number of rays in the model, the larger seismic wavelengths and higher noise levels associated with the S wave data.
DISCUSSION
Contrasts in rift flank structure
The striking first order observation of the cross-rift profile of relative arrival-time residuals (Figure 3) is its asymmetric nature with faster arrivals associated with the eastern Somalian Plate compared to the Nubian Plate. Seismic data confirm that a proportion of plateau uplift and rift flank asymmetry can be explained by crustal thickness variations. Crust of thickness ∼45 km underlies the Nubian Plate margin and Mackenzie et al. (2004) infer that this crustal thickness difference may be due to plume related underplate (∼10 km).
Gravity-isostacy relations indicate that there may be a remaining component of dynamic uplift beneath the western Ethiopian Plateau (e.g., Ebinger et al. 1989; Tiberi et al. 2004 ). Tiberi et al. (2004) suggest that ∼2 km of uplift is isostatically compensated by crustal thickness variations (underplating), with a further ∼500 m of uplift attributed to dynamic processes. Our observed relative arrival-time residual data cannot be entirely explained by crustal thickness variations alone so there must be a lithospheric and/or asthenospheric component to our observations. The NW part of Figure  7a , for example, corresponds with the highest plateau elevation in our study area. Figure 8b shows that this area is underlain by low-velocity material at depths ≥ 150 km which may provide a component of dynamic buoyancy if we equate low velocity with low density.
Existing structural inheritences can play an important role in rift propagation (e.g., Vauchez et al. 1997 ). Abdelsalam & Stern (1996) show that the pre-Cambrian terrain boundaries and suture zones strike in a N-NNE direction in Ethiopia, sub-parallel to the rift. We cannot, therefore, rule out a model where the rift has developed at the juxtaposition of two different lithospheric units to explain our observed asymmetry in relative arrival-time residuals.
Comparisons with other rifts
The observed peak-to-peak variations (up to ∼1.25 s for P waves and 2.5 s for S waves) in relative arrival-time residuals between rift stations and rift flank stations are comparable with other active rifting areas such as Kenya (∼1 s for the rift flank stations, Achauer & Mason, 2002) . In Kenya, a low-velocity steep sided tabular body is imaged beneath the rift, similar to that which we image in the continental rifting southern part of our study area (Figure 7d ). These observations can be contrasted with the Rhine Graben which is interpreted as a passive rift since it is not characterised by significant upper-mantle low velocities (Achauer & Masson 2002) . The Baikal rift (e.g., Tiberi et al. 2003; Gao et al. 2003 ) and the Rio Grande rift (e.g., Gao et al. 2004) In contrast to regions that are interpreted in terms of small-scale convection, our results are less easily interpreted in this way. Figures 8a and 8b show that the low velocities in the uppermost 100 km beneath the rift are narrow (<100 km wide) and tabular in shape, in contrast to the broader (>200 km wide) upper-mantle convection patterns observed at Baikal and Rio Grande. Figure 8 gives some indication that low velocities beneath the northern (transitional and towards Afar) rifting parts of our study area extend to greater depths than in the southern (continental rifting) part.
The broadening of the low-velocity structures at depths >100 km, towards Afar corresponds with the direction of increasing extension of the northward propagating Ethiopian rift (e.g., Wolfenden et al. 2004 ), towards the older and more established sea floor spreading centres of the Red Sea and Gulf of Aden.
Partial melt or thermal anomaly?
Determining the cause of seismic heterogeneity within the Earth is not straightforward since a number of factors can affect seismic velocities. In the upper-mantle, temperature is believed to have more influence than compositional variations (e.g., Goes et al. 2000) which are thought to be < 1% if there are no strongly depleted Mg-rich harzburgites present (Sobolev et al. 1996) . Other factors affecting seismic velocities are the presence of partial melt or water (e.g., Sobolev et al. 1996) . Anisotropy can also play a role in wave speed variations (e.g., Gao et al. 2004 ) but our good event coverage with respect to backazimuth means that our velocity models represent the average velocity structure in the region. Goes et al. (2000) predicts that a 100 • C increase in temperature is associated with a decrease in δV P of 0.5-2% and in δV S of 0.7-4.5%. Thus the observed maximum peak-to-peak amplitudes of δV P ≈ 2.5% and δV S ≈ 5.5% (at ∼150 km) could, if attributed solely to temperature effects, translate to lateral temperature variations of 125-500 • C and 122-800 • C for the P and S wave inversions respectively. The presence of melt, however, will reduce the temperature contrasts required to explain the anomalies. Kendall et al. (2005) is preferable to analyzing directly the velocity anomalies on our tomographic images since problems associated with amplitude recovery (e.g., due to differing numbers of travel-time observations and regularisation levels) and other artefacts associated with the inversion procedure (such as parameterisation and ray-path accuracy) do not complicate the comparison of the data. Figure 9 shows the correlation between the P and S travel-time data. Gao et al. (2004) cite a slope of 2.9 on such a plot as characteristic of a purely thermal origin for the relative arrival-time residuals, based on the model of Karato (1993) . Our data are consistent with a slope >2.9 further implying the presence of partial melt, especially beneath the rift (Figure 9b ).
Implications for breakup and rifting models
These new tomographic images of upper-mantle structure illustrate complex interactions between preexisting and strain (rifting) induced base-of-lithosphere topography and melt supply beneath a rift which is transitional between continental and oceanic rifting.
We have shown that our imaged low velocity anomalies are likely the result of temperature affects and partial melt. We also know apriori that 80% of the extension in the Ethiopian rift is now accommodated at Quaternary magmatic segments within the rift (Bilham et al. 1999 ). However, both traditional (e.g., Wernicke 1985) and more recent (e.g., Huismans & Beaumont 2003) kinematic models for rifting often ignore the effects of melt in the rifting process; and in doing so they ignore the observation that the average tectonic force required to initiate and maintain breakup may be up to an order of magnitude greater than that which is commonly available (e.g., Kusznir & Park 1987; Hopper & Buck 1993; Buck 2004) . Buck (2004) quantifies the effect of diking in extensional systems, demonstrating the efficient reduction in mantle lithospheric thickness in the presence of melt. In this model, the combined effects of lithospheric heating by magma localises thinning and facilitates extension at much smaller plate driving forces. Field observations of dike intrusions into the crust (e.g., Wolfenden et al. 2004) , combined with seismic evidence for cooled mafic intrusions in the lower crust ) and our segmented along axis mantle low-velocity anomalies all point to a model of strain accommodation by magma injection.
The large border faults in the study area accommodated early extension (Hayward & Ebinger 1996) . Our observed offset of upper-mantle low velocity anomalies away from the magmatic segments in centre of the rift towards the uplifted rift flanks indicates some linkage between the fault controlled strain and the development of the upper-mantle along axis segmentation. This inference, however, is complicated by the presence of low velocity structures beneath off rift volcanic areas. Such observations show that pre-existing, as well as strain (rifting), induced base-of-lithosphere topography may play an important role in melt transport beneath the rift system.
Thus our observations from this magmatic rift zone do not support detachment fault models of lithospheric extension but instead point to strain accommodation by melt intrusion in progressively narrower zones (magmatic segments) which may mark the eventual breakup boundary (Buck 2004) . Our observations from this magmatic rift zone, therefore, do not support detachment fault models of lithospheric extension but instead point to strain accommodation in progressively narrower zones (magmatic segments) which may mark the eventual breakup boundary. This work is consistent with the magma assisted rifting hypothesis of Buck (2004) .
CONCLUSIONS
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