Abstract-In a companion paper [13], we proved that two specific constructions of multihypothesis sequential tests, which we refer to as Multihypothesis Sequential Probability Ratio Tests (MSPRT's), are asymptotically optimal as the decision risks (or error probabilities) go to zero. The MSPRT's asymptotically minimize not only the expected sample size but also any positive moment of the stopping time distribution, under very general statistical models for the observations. In this paper, based on nonlinear renewal theory we find accurate asymptotic approximations (up to a vanishing term) for the expected sample size that take into account the "overshoot" over the boundaries of decision statistics Index Terms-Expected sample size, multihypothesis sequential probability ratio tests, nonlinear renewal theory, one-sided SPRT.
Multihypothesis Sequential Probability Ratio Tests-Part II: Accurate Asymptotic Expansions for the Expected Sample Size areas of science and engineering. Examples include: target detection/recognition in multiple-resolution radar [2] , [6] , [24] , [26] and electrooptic/infrared systems [14] , [30] , signal acquisition in direct-sequence code-division multiple-access systems [37] , statistical pattern recognition [17] , clinical trials [19] , [39] , and others [15] , [29] , [32] . Simple generalizations of the Wald's binary sequential probability ratio test (SPRT), such as a parallel implementation of a set of simple SPRT's, may be far from optimum in multihypothesis problems (see [13, Remark 4.4] for details). Nontrivial extensions of the SPRT are needed to approach optimum performance asymptotically. In a companion paper [13] , we introduced two such extensions, which we referred to as Multihypothesis Sequential Probability Ratio Tests (MSPRT's). The first test, which is motivated by a Bayesian framework, was considered by Baum and Veeravalli [4] , [36] , Golubev and Khas'minskii [18] , Fishman [16] , Tartakovsky [31] , [32] in various contexts. The second test which is formed by a specific combination of one-sided SPRT's was suggested by Armitage [1] , and studied further in [9] [10] [11] , [25] , [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] . A comparison of the pros and cons of the two tests was given by us in [13] and is also summarized in Section II. We showed in [13] that both MSPRT's are asymptotically optimal as the decision risks (or the probabilities of error) go to zero. The MSPRT's asymptotically minimize not only the expected sample size but also any positive moment of the stopping time distribution, under very general statistical models for the observations. The asymptotic optimality of the MSPRT's makes them attractive candidates for various practical applications as indicated in [13] . It is hence of great interest to analyze the asymptotic performance of the MSPRT's.
A particularly effective way to analyze the asymptotic performance of sequential tests (for simple hypotheses and independent and identically distributed (i.i.d.) observations) is through the application of renewal theory. For the binary SPRT, it is well known that renewal theory is useful in obtaining asymptotically exact expressions for expected sample sizes and error probabilities (see, e.g., [28] ). An approach to applying renewal theory techniques to sequential multihypothesis tests was recently given by Baum and Veeravalli [4] in which they studied the quasi-Bayesian MSPRT. This MSPRT was shown to be amenable to an asymptotic analysis using nonlinear renewal theory [40] , and asymptotic expressions for the expected sample size and error probabilities were obtained in [4] . While the work in [4] provided a starting point for the asymptotic performance analysis of MSPRT's, two important open problems 0018-9448/00$10.00 © 2000 IEEE remained. First, the asymptotic analysis in [4] was restricted to the "asymmetric" situation, where for each hypothesis, the hypothesis with minimum Kullback-Leibler distance among the remaining hypotheses is unique. Second, only first-order asymptotic expressions were obtained for the expected sample size. These first-order asymptotics were shown to be quite inaccurate for moderate sample sizes, particularly in the case of symmetric hypotheses.
In the present paper, we complete the asymptotic analysis initiated in [4] by addressing both open problems discussed above. The asymptotic expansions for the expected sample size are obtained using nonlinear renewal theory (see, e.g., Lai and Siegmund [21] , [22] , Siegmund [28] , Woodroofe [40] , and Zhang [41] ). We consider the asymmetric case first, and derive an asymptotically exact expression for the expected sample size under the assumption that the second moments of the log-likelihood ratios between the hypotheses are finite. Then, we go on to tackle the general case where the hypothesis with minimum Kullback-Leibler distance to the hypothesis under consideration is not necessarily unique. In the general case, a much stronger Cramér-type condition is required on the log-likelihood functions of the observations. Finally, we present simulation results for practical examples to show that these approximations for the expected sample size are fairly accurate not only for large but also for moderate sample sizes.
II. PRELIMINARIES
Let be a sequence of independent and identically distributed (i.i.d.) random variables (generally vector-valued, ), and let be their common probability distribution with the density with respect to some sigma-finite measure. Our goal is to test sequentially the hypotheses where are given probability densities. A sequential test is a pair , where is a Markov (stopping) time and is a terminal decision function taking values in the set . That is, implies that the decision is in favor of hypothesis accepts For each , assume that the consequence of deciding when is the true hypothesis is given by the loss function . Also, without loss of generality, set the losses due to correct decisions to zero . Then the risk associated with making the decision is given by where is the prior probability of the hypothesis , and is the probability of deciding conditioned on being the true hypothesis. The Bayes risk associated with the test is the sum .
Note that for the special case of a zero-one loss function, where for , the risk is the same as the frequentist error probability , which is defined to be the probability of deciding incorrectly. That is, for the zero-one loss function As in [13] , we use to denote the log-likelihood functions and ratios corresponding to individual observations, i.e., and (2.1)
Furthermore, we use to denote the log-likelihood functions and ratios corresponding to sequence of observations up to a given time , i.e., and (2.2)
Also, for convenience, define the parameters by
We now introduce the two constructions of multihypothesis sequential tests, which we refer to as MSPRT's, whose asymptotic performance we study in this paper. if This test represents a modification of the matrix SPRT (the combination of one-sided SPRT's) that was suggested by Lorden [25] . It was considered earlier by Armitage [1] , Lorden [25] , Dragalin [9] [10] [11] , Verdenskaya and Tartakovskii [38] , Tartakovsky [32] [33] [34] . For the zero-one loss function, the stopping times may be rewritten as where i.e., is the generalized weighted likelihood ratio between and the remaining hypotheses. It is easy to see that both tests coincide with the Wald's SPRT in the binary case where
Test
. If the distributions of the observations come from exponential families, which are good models for many applications, then has an advantage over in that it does not require exponential transformations of the observations. This fact makes it more convenient for practical realization and simulation. Furthermore, may easily be modified to meet constraints on conditional risks (see [9] [10] [11] , [32] [33] [34] ) that may be more relevant in some practical applications. However, as we shall see in the following section, has the advantage that it is easier to design the thresholds to precisely meet constraints on the risks . In [13] These asymptotic formulas describe the behavior only of the first term of the expansion for the average sample size (ASS). The behavior of the second term remains to be determined. Simulation results given in Section IV show that the first-order approximations are usually inaccurate for moderate values of thresholds which are of main interest in practice. In this paper, we derive higher order approximations to the ASS up to a vanishing term. As we shall see, in a specific asymmetric case the second term is of the order of (i.e., a constant), but in general it goes to infinity as the square root of the threshold.
It is worth mentioning that one can construct many other "reasonable" tests that are asymptotically optimal in the sense (2.7) and, hence, are competitive with the proposed tests. One interesting example is the rejecting sequential test considered in [34] . However, not all reasonable tests are asymptotically optimal. For example, a maximum-likelihood test, which is a direct generalization of the binary SPRT, is not optimum even asymptotically if (see [13, Remark 4.4] ). At the same time this test also coincides with SPRT, and is hence an optimal test, when .
III. ACCURATE ASYMPTOTIC APPROXIMATION FOR THE ASS
In this section, we obtain asymptotic expansions for the ASS of the tests up to a vanishing term using nonlinear renewal theory. See, e.g., Lai and Siegmund [21] , [22] , Siegmund [28] , Woodroofe [40] , Zhang [41] , for detailed discussions of the nonlinear renewal theory results used in this paper.
A. The Asymmetric Case
First we consider the asymmetric case studied in [4] and [36] In order to apply relevant results from nonlinear renewal theory, we rewrite the stopping times of (2.4) and (2.5) in the form of a random walk crossing a constant boundary plus a nonlinear term that is "slowly changing" in the sense defined in Definition 3.1. By subtracting from both sides of the inequalities in (2.4) and (2.5), we see that The process is said to be slowly changing if the following two conditions hold: i) as in probability (3.6) ii) for every and some (3.7) i.e., is uniformly continuous in probability [40] . which implies (3.6) and (3.7). Evidently, and hence, by a standard sandwich argument, the process is also slowly changing.
An important consequence of the slowly changing property is that limiting distributions of the overshoot of a random walk (with positive mean) over a fixed threshold are unchanged by the addition of a slowly changing nonlinear term (see Woodroofe [40 where is the overshoot of the process over the level at time . Taking the expectations in both sides of this last equality and applying the Wald identity [28] , we obtain (3.10)
A similar equality is true for the Markov time . Indeed, from (3.3)
where is the overshoot of the process over the level at time . Applying Wald's identity, we get (3.12) We are now in a position to understand the role of Lemma 3.1. The key point is that since the sequences and are slowly changing, the overshoots and have the same limiting distributions as (when , , and tend to infinity). Furthermore, both and converge to the constant as . Thus for large and , the ASS's and should be approximately equal to and respectively, where is the expected limiting overshoot. The following theorem is a formal statement of this result and is proved in the Appendix. ) and with respective modification of definition of .
We note that in the definitions of and of (2.4) and (2.5), and in Theorem 3.1 above, the numbers may be assumed to be arbitrary positive constants not necessarily equal to as we defined them before in (2.3). However, by setting as specified in (2.3), we can precisely control the risks corresponding to the tests and . Now let
Recall that is the limiting distribution of the overshoot in the one-sided SPRT as (under the measure ). The following theorem provides asymptotic expressions for the risks in terms of . Its proof is given in the Appendix. We suspect that the same result is true as long as are arbitrary numbers bounded away from and . We do not have a rigorous proof for this case; however, simulation results given in Section IV agree with this conjecture.
B. The General Case
Thus far we have assumed that the minimum distance is achieved uniquely (see the condition (3.1)). We now relax this condition. For fixed , let be the ordered values of . Throughout the rest of this section we assume that for some (3.23) Note that condition (3.23) includes the fully symmetric situation for all (3.24) when , and " " denotes exclusion of " " from the set. Note also that the previous asymmetric case is covered by setting . The derivation of the asymptotics for the general case is more complicated than in the asymmetric case. The reason is that if we write the Markov times and in the form given in (3.2) and (3.3), the sequences corresponding to and are not necessarily slowly changing in the general case. A different approach and stronger conditions (see the Cramér-type condition (3.31) below) are required to tackle this general case.
Recall that is the log-likelihood function of the observations up to time . Now, let denote the corresponding mean value of the increment of the log-likelihood function under .
Let be the ordered values of , with denoting the index of the ordered values, i.e., if (3.25) with an arbitrary index assignment in case of ties. Now, under assumption (3.23), there are values that achieve the minimum distance . Since , we must have values that achieve the maximum of , i.e.,
Next, define an -dimensional vector with components
Obviously, is zero-mean. Let denote its covariance matrix with respect to . Now let be the density of a multivariate normal distribution function with covariance matrix . The asymptotic expansions in the general case are derived using normal approximations (see Bhattacharya and Rao [5] ). In this context, we introduce the variables and . The variable is the expected value of the maximum of zero-mean normal random variables with the density function , i.e., (3.26) and is given by (3.27) where (3.28) and where is a polynomial in of degree whose coefficients involve and the -cumulants of up to order and is given explicitly by Bhattacharya and Rao in [5, formula (7.19) ]. Due to the lengthiness of this formula we have not included it here. Computing the constant for a given application is relatively straightforward, since the integral in (3.26) involves only the covariance matrix of the vector ; further simplification results in the case where is diagonal. Computing the constant is, in general, quite difficult due to the fact that the polynomial is a complicated function of the cumulants of . However, in the symmetric situation (which is usually of interest), where is of the form (with being the identity matrix), and , for , a considerable simplification is possible (see Section III-C2 below). Note that the application of the normal approximations requires a Cramér-type condition on the joint characteristic function of the vector given in (3.31) below. We now present a "heuristic" outline of our approach to finding asymptotics in the general case. We focus on the second test , since our approach works more naturally for this test. As we shall see in the proof of Theorem 3.3, the asymptotic ASS results for the follow from those for .
The Markov time of (2.5) may be written in the form
where is a random walk with increments having positive mean , and
It is established in the proof of Theorem 3.3 that is a slowly changing sequence that converges in distribution to a random variable , and that as where is defined in (3.27) . In comparing with the corresponding equation for the asymmetric case given in (3.3), we see that is written in terms of the log-likelihood function of the observations under as opposed to the log-likelihood ratios. Defining in this fashion is required for the corresponding sequence to be slowly changing in the general case. Also note that in addition to the slowly changing term there is a nonlinear deterministic term that is added to the threshold in (3.29) . Now note that from (3.29)
where is the overshoot of the process over the level at time . In the limit as , we expect to approximately satisfy the equation where is the limiting overshoot. Solving this equation for gives Finally, using uniform integrability arguments, we expect that where is the expected limiting overshoot, and is expectation of the limit of the slowly changing sequence . The following theorem formalizes this result, and the detailed proof based on the renewal theory of Zhang [41] is given in the Appendix. We write and for brevity.
Theorem 3.3:
Suppose that is -nonarithmetic, the covariance matrix of the vector is positive-definite, , the condition (3.13) holds, and the Cramér condition where is a constant which does not depend on , and is the expectation of the limiting overshoot in the one-sided SPRT based on the log-likelihood ratio Remark 3.2: Numerical results given in Section IV indicate that setting in (3.33) consistently produces the best match with simulated ASS values for test .
Remark 3.3:
We note that in the general case we have not been able to obtain the counterpart of Theorem 3.2. Thus we need to rely on weaker Wald-type inequalities for the risks in order to set the thresholds to meet risk constraints. In particular, as we established in [13, Lemma 2.1] (3.34)
C. Some Special Cases
In the following we address the issue of computing the constants and appearing in asymptotic expansions for the ASS given in Theorem 3.3. A similar expression holds for with replaced by and added to in (3.40).
IV. APPLICATIONS AND RESULTS OF SIMULATION
In this section, we consider examples which are meaningful in the applications described in Section I. Simulation results are provided for these examples that verify the accuracy of the approximations obtained in the previous section. In addition, the performance of the MSPRT's is compared with that of nonsequential (fixed sample size) tests.
A. Example 1: Testing the Mean of an i.i.d. Gaussian Sequence
Suppose the observations are given by where, under , , and is Gaussian noise. The log-likelihood ratios of the observations are easily computed as and the Kullback-Leibler distances are given by Consider the case of three hypotheses where Then is achieved for only one , and where we denoted , . Also, suppose that the prior distribution is uniform, , and the loss function is zero-one (i.e., for all ). As noted earlier, for the zero-one loss function, represent frequentist error probabilities. Suppose we are given risk constraints . Then, if we set and , we can apply the results of Corollary 3.1 to get where , , , and are calculated using techniques described in [40] and are given below The performance of the tests and for two different test cases is given in Table III. In the table, and are the estimates of the risks and ASS obtained by Monte Carlo techniques. Note that the second-order asymptotics are considerably more accurate than the first-order asymptotics. Also for the designed values of the thresholds, the expected sample size for is slightly larger than that for . This is consistent with the result of Corollary 3.1. As we noted in the discussion following Corollary 3.1, the difference between the two tests will be negligible if can be designed to meet the risk constraints more tightly. Experimentation indicates that is better approximated by setting using the lower bound in (3.17), i.e., (we do not have a theoretical explanation for this fact). These results are also shown in Table III . The number of Monte Carlo trials used in all simulations (Table III and all following tables) was chosen so that a 1% accuracy was guaranteed for estimation of risks (probabilities of error) and ASS.
If , we have , and, therefore, the above approximations for and are no longer valid. In that case, Theorem 3.3 needs to be used for . It is interesting to note that has the form considered in Section III-C2 with , , and . Thus (3.40) may be applied to calculate accurate approximations for the ASS in this case. Note that a further simplification results in this case since (see Table II ). Typical results for this symmetric case are given in Table IV. The performance of the sequential tests may also be compared with fixed sample size (FSS) tests. It is not easy to design an FSS test that meets the individual risk constraints . Tables III and IV , we see that the sequential tests are two to three times faster than the corresponding FSS tests.
B. Example 2: The Slippage Problem
As a second application of the above results, we consider the problem of detecting a single target in a multichannel (multiresolution) system which is essentially a multisample slippage problem [13] . Suppose there are channels. In the th channel one observes the process and all components may be observed simultaneously, i.e., . There may be no useful signal at all (hypothesis ) or a signal may be present in one of the channels, in the th, say (hypothesis ). Thus the number of hypotheses . The goal is to detect a signal as soon as possible and to indicate the number of the channel where the signal is located.
Under hypothesis , are mutually independent and distributed with common density which describes the distribution of noise, and, under , all are mutually independent, , are distributed with common density and has density . The latter describes the distribution of a mixture of signal and noise.
Assume, for simplicity, that . In other words, the statistical properties of the observed data do not depend on the number of the channel where the signal is located. Then (4.5) Therefore, the log-likelihood ratios are given by By the symmetry of the problem, the distances (say) are the same for , and so are (say) where and (4.6)
Also the distances between the nonnull hypotheses are given by , . Hence , , . This means that for hypothesis , we have the fully symmetric case with ; while for any other hypothesis , , the asymmetric condition (3.1) holds with . Further, we assume that the conditional prior distribution of the signal location is uniform, i.e., is incorrect
In other words, if is the prior probability of signal absence, then Finally, given the symmetry of the problem, the following three-valued loss function is appropriate: for for for otherwise That is, we assume that the losses associated with false alarms, missing the signal and choosing the wrong signal are, respectively, given by , , and . The decision risks are then given by Under these assumptions, it is clear that we require to specify only two thresholds for each sequential test, and . Then, by symmetry, the conditional error probabilities for both tests satisfy the following properties: , we need to use Theorem 3.3. By the symmetry of the problem, in this case. In order to compute the constants and , it is convenient to use the measure as the dominating measure for defining densities. Then the likelihood functions of (4.5) get modified to With these likelihood functions, the vector has components given by It is easy to show that the covariance matrix has the form , considered in Section III-C2, where with being the variance relative to the density function , and where , and is as defined in (3.41).
Special Case: Signal Always Present
We now consider the situation where the null hypothesis is excluded from consideration, i.e., we are certain that the signal is present in the system and only its location is to be determined. In this case, we have a fully symmetric set of hypotheses.
It is easy to see that the distances between the hypotheses are for all , where and are as defined in (4.6).
Due to the symmetry, one may set , , for , and assume a zero-one loss function. The risks are then all equal where is the probability of signal mixing. In order to meet a risk constraint , we use the bounds given in (3.34) to set and . This will guarantee that the constraint is met. However, as seen in numerical results, setting and (where ) results in tests that approximate more accurately.
To compute the ASS under any of the hypotheses, say , we first note that we have a situation covered under Theorem 3.3 with . In order to compute the required constants, it is convenient to use the measure as the dominating measure for defining densities. Then the likelihood functions are given by 
Here
, and is as defined in (3.41).
1) Detection of Deterministic Signals in White Gaussian
Noise: Consider the problem of detection of a deterministic pulse signal in an -channel radar in the presence of additive white Gaussian noise. The pre-processing scheme consists of a matched filter, matched to the pulse. Then the hypotheses are for for where are i.i.d. Gaussian variables (both and are assumed to be known). Note that Let denote the signal-to-noise ratio (SNR). Then it is easy to show that and of (4.6) are both equal to . The constants and are obtained by substituting in (4.1) and (4.3), respectively. The vector is Gaussian and zero mean. From (3.38), it is clear that is Gaussian and zero-mean as well. Hence . The constant can be shown to equal . Using these constants, we can compute the ASS for both tests for any given costs, priors, and risk constraints. Sample results are given in Table V. Note that the second-order asymptotics are considerably more accurate than the first-order asymptotics, particularly for hypothesis . In the completely symmetric case (signal is always present but its location is unknown), the required constants are given by , , , and and are obtained by substituting in (4.1) and (4.3), respectively. For the completely symmetric case, the best FSS test chooses if , where and is the (fixed) number of observations. It can be shown that the risk for this test is given by
Using this equation, the value of that meets the constraint can be found. Comparing , , and in Table VI , we see that the sequential tests are usually about two times faster than the FSS test.
2) Detection of Fluctuating Signals: Now suppose that one wants to detect a fluctuating signal in additive white Gaussian noise from data at the output of a pre-processing scheme which consists of a match filter and square-law detector [2] . Under the assumption that the signal has slow Gaussian fluctuations within pulses and fast fluctuations between pulses (the Swerling II model), the observed data is exponentially distributed and independent. After appropriate normalization where is an indicator of the set , i.e., if and otherwise. It is easy to show that and of (4.6) are given by and Using these constants, we can compute the ASS for both tests for any given costs, priors, and risk constraints. Sample results are given in Table VII. For the completely symmetric case (we do not test the hypothesis )
After some simple algebra, we obtain Hence again the distribution has an exponential right tail and the overshoot has the exponential distribution with the parameter . Thus
The constant obviously equals , and is easily seen to be given by Sample results for this case are given in Table VIII. V. CONCLUSION We studied two constructions of sequential tests for multiple hypotheses. The MSPRT has the advantage that it is easier to implement, while, as shown in Sections III and IV, is easier to design to meet given risk requirements. We established in [13] that both MSPRT's asymptotically minimize any positive moment of the stopping time distribution, under general statistical models for the observations. This makes the MSPRT's attractive candidates for practical applications, and it is hence of interest to obtain analytical approximations for the expected sample sizes of these tests.
Simulation results for several examples and various conditions show that while the first-order approximations to the expected sample size are fairly inaccurate in most cases, the derived higher order approximations (up to a vanishing term) are accurate not only for large but also for moderate sample sizes, which are typical for many applications. This is especially true in cases where the set consists of more than a single point . But even in the asymmetric situation when is unique, the higher order approximations are substantially more accurate compared to the first-order ones. For the test , the risk constraints are sharply met by setting the thresholds as specified in Corollary 3.1. This is true not just in the asymmetric case (as may be expected from Corollary 3.1) but also in the general case. For , on the other hand, it is more difficult to meet the risk constraints. But if the thresholds for are chosen (by trial and error) to meet the constraints tightly, then the average sample sizes are the same as those for .
The results presented in this paper complete the asymptotic analysis initiated in [4] for the case of i.i.d. observations. Since the MSPRT's studied in this paper are asymptotically optimal under more general statistical models for observations, it would be of interest to analyze the performance of the MSPRT's under these models. We leave this as an open problem for future research.
APPENDIX
Proof of Theorem 3.1: Consider the test . We first show that as (A.1) The above result follows from (3.10), (3.8) , and an application of Theorem 4.5 of [40] . However, before we can apply Theorem 4.5 of [40] , the validity of the following four conditions has to be checked: Choosing sufficiently small, , one may see that is bounded by , , and hence the condition (A.4) holds true.
Thus it remains to check the condition (A.5) (uniform integrability) which is a straightforward but tedious task (see, e.g., [4] ).
Therefore, all conditions of Theorem 4.5 in [40] are satisfied. The use of this theorem yields (A.1) for large . To prove the assertion of the theorem for the test procedure , it remains to prove that as (A.8)
To this end, we first observe that Using Schwarz's inequality, we get By Lemma 2.1 in [13] which implies for all
In turn, the latter inequality yields Now by Theorem 4.1 in [13] . Thus as and the theorem follows for the MSPRT . Using the same arguments, it may be shown that the second probability in (A.24)
The proof of (A.16) is complete.
Let . The proof of (A.17) is a direct application of a submartingale inequality and uniform integrability of Similar to the proof of (A.4) we have that as . Now, the uniform integrability of yields which proves (A.17). Verification of (A.18) is similar to, but simpler than, that presented in the proof of (A.17) and is omitted.
Conditions (3.6) and (3.7) (slowly changing) and conditions (A. 19 
