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Abstract
In this paper we determine the threshold for collapsibility in the
probabilistic model Xd(n, p) of d-dimensional simplicial complexes. A
lower bound for this threshold p = cd
n
was established in [2]. Here
we show that this is indeed the correct threshold. Namely, for every
c > cd, a complex drawn fromXd(n,
c
n
) is asymptotically almost surely
not collapsible.
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1 A soft introduction
We work with the probability space Xd(n, p) of n-vertex d-dimensional sim-
plicial complexes introduced in [4]. Such a complex X has a full (d − 1)-
dimensional skeleton, and each d-dimensional face is taken to be in X in-
dependently and with probability p. A (d − 1)-dimensional face τ of X is
isolated if it is not contained in any d-face. The (d − 1)-face τ is free if it
is contained in exactly one d-dimensional face σ of X . In this case there
is a corresponding elementary collapse step, in which τ and σ are removed
from X . We say that X is collapsible if it is possible to eliminate all its
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d-faces by a series of elementary collapses. It is useful to note that a graph
(i.e., a 1-dimensional complex) is collapsible iff it is a forest. A graph from
G(n, p) is a forest with probability on(1) for p >
1
n
and the bound is tight.
Establishing the threshold for collapsibility in Xd(n, p) can be viewed as the
d-dimensional analog of this fact. This problem was previously investigated
in [3, 2]. The present article shows that the bound established in [2] is tight.
We are inspired by work on cores in random graphs and in particular by
Molloy’s work [6]. The basic strategy of the proof is this: In [2] we found
a constant cd and proved that if c
′ < cd, then asymptotically almost surely
(=a.s.) a random complex in Xd(n,
c′
n
) is either collapsible or it contains the
boundary of a (d + 1)-dimensional simplex. Now we want to prove that for
c > cd, a random complex in Xd(n,
c
n
) is a.s. not collapsible. In our analysis,
we split the collapsing process to two epochs as follows. Fix a positive integer
r (to be specified below) and start by carrying out r phases of collapses. In
each phase we simultaneously collapse on all (d− 1)-faces that are presently
free. After r such phases we move on to the second epoch of the process in
which we collapse free (d− 1)-faces one by one. We say two (d− 1)-faces are
neighbors if there exists a d-face that contains both of them. The order in
which we collapse in the second epoch is the following: (i) Mark all the free
faces in the complex, if there exists two or more neighboring faces that are
free, mark only one of them. (ii) Sample uniformly a permutation π on all
the marked faces. (iii) Collapse the free (d−1)-faces one by one by the order
of π. (iiii) Repeat stages (i)-(iii) until there are no free (d − 1)-faces left. A
face that gets marked during the k-th run through stages (i)-(iii) is said to
have mark k.
If the integer r is large enough, then the results from [1] give us a good
idea about several relevant random variables. Let us denote by ∆(τ) the
degree of the (d−1)-face τ (i.e., the number of d-faces that contain τ) at the
end of the first epoch. For a given d-face σ we let ∆σ(τ) := ∆(τ)− 1 (resp.
∆σ(τ) := ∆(τ)) if τ ⊂ σ (resp. τ 6⊂ σ). The random variable X0 counts the
number of (d− 1)-faces τ that are free, i.e., ∆(τ) = 1 at the end of the first
epoch. Also, L = Lr is the number of (d−1)-faces τ for which ∆(τ) > 0. We
denote by Xi the number of free (d− 1)-faces at step i of the second epoch.
Our plan is to show that the expected drop in this number E(Xi −Xi+1) is
sufficiently large to a.s. guarantee that at some moment the complex still
has some (d − 1)-faces, but none of them are free. This clearly means that
the original complex is non-collapsible.
The main ingredient in our proof is then, a detailed accounting of the free
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(d−1)-faces. In every step this number gets decreased by one due to the loss
of the free (d − 1)-face that we are presently collapsing. What complicates
matters is that as we carry out the collapse step we may be creating some
new free (d − 1)-faces. We define the event Sji that our i-th collapsing step
creates j new free (d − 1)-faces. Note that 0 ≤ j ≤ d, and in particular
Xi ≤ Xi−1 + j − 1. We further introduce the random variable Yi that counts
the number of new free (d− 1)-faces added in the i-th collapsing step.
Clearly
Xi = Xi−1 − 1 + Yi = X0 − i+
i∑
l=1
Yl (1)
To recap: When Xi = 0, we run out of free faces, and if this happens before
the complex becomes empty, the original complex is non-collapsible.
We now recall a basic technique from [1]. A d-tree has the following
recursive definition: (i) A single d-face is a d-tree. (ii) A d-tree with n faces
is constructed by taking a d-tree with n − 1 faces T , choosing a (d − 1)-
face τ in T , and a new vertex u, and adding τ ∪ u and all its subfaces to
T . A d-tree is a rooted d-tree in which one (d − 1)-face is designated to be
the root. Two neighboring (d − 1)-faces have distance 1 and so we can talk
about the distance between every two (d− 1)-faces in a d-tree. We consider
the probability space, T (c, t), of rooted d-trees of radius at most t (i.e every
(d−1)-face in the tree is at distance at most t from the root). The probability
space T (c, 0) clearly contains only the d-tree that is just the root. A tree is
sampled from T (c, t) by (i) Sampling a tree T from T (c, t− 1) (ii) For every
(d − 1)-face, τ in T , at distance t − 1 from the root, create l new vertices
v1, . . . , vl and add the d-faces {τ ∪v1, . . . , τ ∪vl} and their subfaces to T . The
integer l is sampled from the Poisson distribution with parameter c. We are
interested in τ -collapsing of d-trees where we collapse the faces of the d-tree
but not the root τ .
As shown in [1], for every (d−1)-face τ in X ∈ Xd(n,
c
n
) the t-th neighbor-
hood of τ is a.s a d-tree. Moreover, the distributions of such d-trees is very
close to the distribution of T (c, t) of d-trees rooted at τ . This simplifies the
analysis of the τ -collapse process on a local scale, where we run the collapse
phases as usual, except that we forbid collapsing on τ . We denote by γt(c)
(resp. βt(c)) the probability that τ becomes isolated in fewer than (resp.
more than) t collapse phases. Obviously βt(c) = 1 − γt+1(c). The following
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relations are proved in [1]:
γ0(c) = 0, γt+1(c) = exp(−c(1 − γt(c)
d)) for t = 0, 1, . . . .
To simplify notations, and as long as everything is clear, we suppress the
dependence on c and write γt, βt rather than γt(c), βt(c).
We now use this model and consider a normal run of the first epoch with
the change that we forbid collapsing on τ (i.e a τ -collapse). Denote by Aτk
the event (in this modified process) that τ has degree k at the end of the
first epoch. For k ≥ 0
Pr(Aτk) =
∞∑
j=k
cj
j!
e−c
(
j
k
)
(1− (1− γr)
d)j−k(1− γr)
kd =
((βr−1)
dc)k
k!
γr+1 .
Consequently, the degree of τ is Poisson distributed with parameter (βr−1)
dc.
2 In detail
As mentioned, the first epoch proceeds for r phases. At this point the number
of (d− 1)-faces of positive degree in the complex is Lr. As shown in [1]:
E[Lr] = (1− o(1))
(
n
d
)
(1− (γr+1 + cγrβ
d
r−1)).
A concentration of measure argument similar to the one used in [1] yields
that a.s |E[Lr]− Lr| ≤ o(n
d).
For a (d− 1)-face to be free at the end of the first epoch, it must become
free only in the last collapsing phase. Therefore the probability for a (d−1)-
face to be free in the beginning of the second epoch is:
∞∑
j=1
cj
j!
e−cj(1− (1− γr)
d)j−1(1− γr)
d −
∞∑
j=1
cj
j!
e−cj(1− (1− γr−1)
d)j−1(1− γr)
d =
(βr−1)
dcγr+1 − (βr−1)
dcγr = (βr−1)
dc(γr+1 − γr) .
Consequently, the expectation of X0 is:
E[X0] =
(
n
d
)
(βr−1)
dc(γr+1 − γr). (2)
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Let σ ⊃ τ be faces that we collapse at some step of the second epoch.
The (d− 1)-faces affected by that step are all the (d− 1)-subfaces of σ other
than τ . As mentioned, we control the number of free (d−1)-faces throughout
the process. Clearly the change in this number at a given step is determined
by the current degrees of the affected faces. We consider the count of steps
in the second epoch as “time”. In particular, time zero means the end of the
first epoch and the beginning of the second one.
Let Dk be the random variable that counts the (d− 1)-faces τ that have
degree k at time zero of the τ -process. Clearly
E[Dk] = (1− o(1))
∑
τ
Pr(Aτk) = (1− o(1))
(
n
d
)
((βr−1)
dc)k
k!
γr+1. (3)
Let Bj be the random variable that counts (d−1)-faces which are not isolated
after the j-th collapsing phase of the first epoch. Obviously E[Bj ] = (1 −
o(1))
(
n
d
)
βj . Again a concentration of measure argument in the spirit of [1]
yields that a.s |E[Dk]−Dk| ≤ o(n
d) and |E[Bj ]−Bj | ≤ o(n
d).
Let σ ⊃ τ be the faces that we collapse at time i. We are interested in
the event that some affected (d − 1)-face τ ′ becomes free due to this step.
This can happen if ∆σ(τ ′) = k > 1 and each of the other k − 1 d-faces that
contains τ ′ gets collapsed in time < i. The other way in which this can
happen is the event Cσ,τ
′
that ∆σ(τ ′) = 1.
We next define the random variable D′k exactly as Dk, except that “de-
gree” is interpreted a little differently. Namely a (d − 1)-face of degree
s that is contained in σ is considered as having degree s − 1. Clearly
Dk ≥ D
′
k ≥ Dk − (d + 1) and the same concentration of measure argu-
ments work for both random variables. Since σ was not collapsed in the first
epoch, we know that τ ′ was not collapsed, hence the degree of τ ′ in X \ σ
after the first epoch is the degree in X \ σ if we forbid collapsing on τ ′.
Let us consider the d-tree that consists of the r-neighborhood of τ ′ barring
the d-face σ. Before the last phase of the first epoch, τ ′ does not become
isolated in this tree. Otherwise τ ′ would have become a free face of σ so that
σ would have been collapsed in the first epoch. Therefore
Pr(Cσ,τ
′
) =
E[D′1]
E[Br−1]
= (βr−1)
d−1cγr+1. (4)
We denote this probability by x := (βr−1)
d−1cγr+1.
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Let Qτ
′
i be the event that i is the first time in which τ
′ is an affected face.
The number of (d − 1)-faces that get affected before time i cannot exceed
(i− 1)d. Therefore,
Pr(Qτ
′
i ) ≥ 1−
(i− 1)d
βr−1
(
n
d
) (5)
We define Qi as the event that for each face that is affected in step i this
is the first time that it gets affected. We prove
Lemma 1. For every i there holds
Pr(Qi) ≥
∏
τj∈T
Pr(Q
τj
i ).
Here T = {τ1 . . . , τd} is the set of faces that are affected in collapsing step i.
Proof. Let τ be the (d − 1)-face collapsed in the i-th collapsing step, and
let k be its mark. If some face τj ∈ T has a neighbor with mark < k then
Pr(Q
τj
i ) = 0, Pr(Qi) = 0 and the inequality clearly holds. Otherwise, every
face in T is affected in a collapsing step where the collapsed (d− 1)-face has
mark k. Hence the probability of the event Q
τj
i depends only on the random
order selected for marking step k. Specifically PrQ
τj
i =
1
αj
, where αj be the
number of neighbors of τj with mark k.
Pr(Qi) ≥
1∑
J αj
where J is the set of indices j for which αj > 1. But for all j,
∏
j
Pr(Q
τj
i ) =
∏
J
Pr(Q
τj
i ) =
∏
J
1
αj
and the conclusion follows, since 1∑
J αj
≥
∏
J
1
αj
.
In view of (5) and Lemma 1, we see that if i≪ βr−1
(
n
d
)
/d then Pr(Qτ
′
i ) =
1− o(1) and hence Pr(Qi) = 1− o(1).
We can finally calculate E(Yi), the expected number of new free (d − 1)
faces added in a collapsing step. We do this in terms of the events Sji .
It is convenient for us to condition on the almost sure event Qi.
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For every 1 ≤ j ≤ d− 1 we write
Pr(Sji ) = Pr(S
j
i |Qi) Pr(Qi) + Pr(S
j
i |Q¯i) Pr(Q¯i) ≤
≤ Pr(Sji |Qi) + 1− Pr(Qi) ≤
≤ (1 + o(1))
(
d
j
)
(1− x)d−jxj
To see this, notice that conditioned on Qi the event S
j
i happens if ∆(τ
′) = 1
for exactly j of the affected faces τ ′.
Notice Pr(Yi = j) = Pr(S
j
i ), hence
E[Yi] ≤ (1 + on(1))dx = (1 + on(1))d(βr−1)
d−1cγr+1 (6)
Claim 2.1. For i≪ βr−1
(
n
d
)
/d there holds E[Yi] < 1.
Proof. Recall that d · βd−1cdγ = 1 where β = limr→∞ βr(cd)) and γ = 1− β.
We turn to show that d · βd−1r−1cγr+1 < 1 for c > cd. To this end we recall
and slightly extend some analysis from [2, 1]. The role of the parameter cd
is revealed by analyzing the function fc(t) = 1 − e
−ctd − t. As it turns out,
the behavior of this function changes significantly as the parameter c varies
around cd which is the range in which we work.
Concretely we note that for c > cd the function fc has two roots in
the range 1 > t > 0. We denote these roots by 0 < b(c) < B(c) < 1.
Note that B(c) = limk→∞ βk(c). The fact that b(c), B(c) are roots of fc
yields c = g(B(c)) = g(b(c)) where g(t) = − ln(1−t)
td
. Therefore g′(b(c))b′(c) =
g′(B(c))B′(c) = 1. (Prime denotes derivative w.r.t c). We claim that B
(resp. b) is an increasing (resp. decreasing) function of c, which would follow
if g′(b(c)) < 0 < g′(B(c)) . This is indeed so since, as is easily verified, g has
one extremal point in (0, 1) which is a minimum, and 0 < b < B < 1.
Let h(c) = d · B(c)d−1 · c · (1 − B(c)), and recall that h(cd) = 1. As we
show next, h(c) < 1 for c that is a little larger than cd. We denote derivatives
w.r.t B by an upper dot, and we prove this claim by showing that h˙ < 0. By
choosing r large enough we obtain d(βr−1)
d−1cγr+1 < 1. Together with (6)
this implies the claim.
We take the derivative w.r.t B of the relation c = g(B):
c˙ =
1
B(c)d(1−B(c))
+
d · ln(1− B(c))
B(c)d+1
=
1
B(c)d(1− B(c))
−
d · c
B(c)
.
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But
h˙ = d
(
((d− 1)B(c)d−2 − dB(c)d−1)c+ (B(c)d−1 − B(c)d)c˙
)
=
= −c ·B(c)d−2 +
1
B(c)
=
ln(1− B(c))
B(c)2
+
1
B(c)
which is negative, since − ln(1− u) > u for all u.
To complete our proof we need to show that for some i ≤ η
(
n
d
)
small
enough, a.s Xi = 0. As was done in [6], we define a series of random variables
Z0, Z1, . . . (that are very similar to X0, X1, . . . ) as follows. We let Z0 = X0.
For every i > 0, Zi := Zi−1−1+Y
′
i , where Y
′
i has the same distribution as Yi.
In other words, for every 0 ≤ j ≤ d the random variable Zi takes the value
Zi−1 − 1 + j with probability Pr(S
j
i ). The simple but crucial fact is that if
Zi < 0 then Xi = 0. By choosing r, the number of phases in the first epoch,
large enough we can make E[X0] = δ
(
n
d
)
with an arbitrarily small δ > 0. As
shown in Claim 2.1, there exists an ǫ such that E[Yi] = E[Y
′
i ] ≤ 1− ǫ. Thus
for i > 2δ
ǫ
(
n
d
)
E[Zi] = E[X0]− i+ dxi < −δ
(
n
d
)
.
The desired conclusion follows now from a version of Azuma’s inequality from
[5]:
Theorem 2.2. Let X1 . . . , Xn be independent random variables taking values
in a set A. Suppose that the function f : An → R has the property that
|f(t)− f(t′)| ≤ ǫk,
if t, t′ ∈ An differ only in their k-th coordinates. Then, for every l > 0:
Pr[|f(X1, . . . , Xn)− E[f(X1, . . . , Xn)]| ≥ l] ≤ 2e
−
2·l2
∑
k ǫ
2
k (7)
Fix an i that is bigger than 2δ
ǫ
(
n
d
)
and smaller than βr−1
(
n
d
)
/d and Lr.
The random variables Y ′1 , . . . , Y
′
i take values in {0, . . . , d}. Notice Zi =
f(Y ′1 , . . . , Y
′
i ) = X0 − i +
∑i
j=0 Y
′
j and for two vectors t, t
′ that differ in
only the k-th coordinate |f(t)− f(t′)| ≤ d, hence for l = δ
(
n
d
)
Pr[|f(Y ′1 , . . . , Y
′
i )− E[f(Y
′
1 , . . . , Y
′
i )]| ≥ l] ≤ 2e
−
2·l2
i·d2 = o(1).
Thus a.s Zi < 0, as claimed.
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