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Abstract
A matrix is said to be stable if the real part of all the eigenvalues are negative. In this
note, for some class of matrices, we show that T. Chan’s preconditioner is stable. By using
this result, we prove the invertibility of some preconditioners proposed in numerical ODEs
recently.
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1. Introduction
T. Chan’s preconditioner was first proposed for Toeplitz matrices in [6]. We re-
mark here that an n-by-n Toeplitz matrix is of the following form:
Tn =


t0 t−1 · · · t2−n t1−n
t1 t0 t−1 · · · t2−n
... t1 t0
.
.
.
...
tn−2 · · · . . . . . . t−1
tn−1 tn−2 · · · t1 t0


. (1)
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Since T. Chan’s preconditioner is defined not only for Toeplitz matrices but also
for general matrices, we begin with the general case. Given a unitary matrix U ∈
Cn×n, define
MU ≡ {U∗nU | n is any n-by-n diagonal matrix}. (2)
For any matrix An ∈ Cn×n, T. Chan’s preconditioner cU (An) ∈MU satisfies
‖cU (An) − An‖F = min
Wn∈MU
‖Wn − An‖F ,
where ‖ · ‖F is the Frobenius norm. Let F denote the Fourier matrix whose entrices
are given by:
(F )j,k = 1√
n
e2π ijk/n, i ≡ √−1, 0  j, k  n − 1.
If one takes U = F in (2), then MF is the set of all circulant matrices (see [7]).
For Tn given by (1), T. Chan’s circulant preconditioner cF(Tn) is defined to be the
minimum of
‖cF (Tn) − Tn‖F = min
Wn∈MF
‖Wn − Tn‖F .
Its diagonals are given by
ck =
{
(n − k)tk + ktk−n
n
, 0  k < n,
cn+k, 0 < −k < n.
It has been proved that T. Chan’s preconditioner is a good preconditioner for
solving a large class of linear systems (see [4,6,9]). In this paper, we will study some
important properties of T. Chan’s preconditioner. We now introduce some symbols
and review some important results.
For matrix En ∈ Cn×n, let λj (En) be the j th eigenvalue of En and δ(En) denote
the diagonal matrix whose diagonal is equal to the diagonal of En. For T. Chan’s
preconditioner, we have the following important lemma (see [3,8,12]).
Lemma 1. Let An ∈ Cn×n and cU (An) be T. Chan’s preconditioner. Then
(i) cU (An) is uniquely determined by An and is given by
cU (An) ≡ U∗δ(UAnU∗)U.
(ii) If An is Hermitian, then cU (An) is also Hermitian. Moreover, we have
min
j
λj (An)  min
j
λj (cU (An))  max
j
λj (cU (An))  max
j
λj (An).
In particular, if An is positive definite, then so is cU (An).
A matrix is said to be stable, if the real part of all the eigenvalues are negative. The
stability property is very important in control theory and dynamical systems (see [1]).
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From (ii), we know that if An is Hermitian and stable, then T. Chan’s preconditioner
cU (An) is also stable. Recently, in [10], it was proved that if An is normal and stable,
then T. Chan’s preconditioner cU (An) is also stable. In this paper, we will extend the
results in [10] to more general case.
2. Main results
We have:
Theorem 1. Let An and cU (An) be defined as in Lemma 1. Then
(i) If An is ∗-congruent to a stable diagonal matrix, i.e.,
An = Q∗DnQ,
where Q ∈ Cn×n is a nonsingular matrix and Dn = diag(d1, d2, . . . , dn) is a
diagonal matrix with Re(di) < 0 for i = 1, . . . , n, then T. Chan’s precondi-
tioner cU (An) is stable.
(ii) If An is normal, we have
max
j
|λj (cU (An))|  max
j
|λj (An)|.
Furthermore, if An is also stable, then
min
j
Re(λj (An)) min
j
Re(λj (cU (An)))  max
j
Re(λj (cU (An)))
 max
j
Re(λj (An)) < 0.
Proof. For (i), by using Lemma 1, it is obvious that the eigenvalues of
cU (An) = U∗δ(UAnU∗)U
are equal to the diagonal elements of UAnU∗. If we denote UQ∗ as
UQ∗ = [b1, b2, . . . , bn],
where bi is the ith column of matrix UQ∗ and
bi = (β1i , β2i , . . . , βni)T,
for i = 1, 2, . . . , n. By direct computation, we get
δ(UAnU
∗) = δ(UQ∗DnQU∗)
= δ
(
n∑
i=1
dibib
∗
i
)
=
n∑
i=1
diδ(bib
∗
i )
= diag
(
n∑
i=1
diβ1iβ1i , . . . ,
n∑
i=1
diβniβni
)
.
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Therefore, the j th eigenvalue of cU (An) is given by
λj (cU (An)) =
n∑
i=1
diβjiβji . (3)
Note that Re(di) < 0 for i = 1, 2, . . . , n and
βj1βj1  0, βj2βj2  0, . . . , βjnβjn  0.
They cannot be zero at the same time due to the nonsingularity of UQ∗. Then,
Re(λj ) =
n∑
i=1
Re(di)βjiβji < 0, (4)
for j = 1, 2, . . . , n, i.e., cU (An) is stable.
For (ii), when An is normal, we note that Q in (i) is unitary, so is UQ∗. Then, the
Euclidean norm of each row of UQ∗ is equal to 1, i.e.,
n∑
i=1
βjiβji = 1, (5)
for j = 1, 2, . . . , n. Moreover, the diagonal entries in Dn are the eigenvalues of An,
i.e., di = λi(An), for i = 1, 2, . . . , n. By (3) and (5), we have
|λj (cU (An))| =
∣∣∣∣∣
n∑
i=1
diβjiβji
∣∣∣∣∣ 
n∑
i=1
|di |βjiβji  max
k
|dk|
n∑
i=1
βjiβji
= max
k
|λk(An)|.
Therefore,
max
j
|λj (cU (An))|  max
j
|λj (An)|.
Furthermore, if An is stable, by (4) and (5), one can easily obtain
min
j
Re(λj (An)) min
j
Re(λj (cU (An)))  max
j
Re(λj (cU (An)))
 max
j
Re(λj (An)) < 0. 
From Theorem 1, we know that if a matrix is ∗-congruent to a stable diagonal
matrix, then its T. Chan’s preconditioner is stable. We would like to ask if a matrix
is similar to a stable diagonal matrix, whether its T. Chan’s preconditioner is stable.
Unfortunately, this is not the case. Let us consider the following example:
A = P
[−2 0
0 −1
]
P−1 =
[
29/3 −56/3
20/3 −38/3
]
,
where
P =
[
8 7
5 4
]
.
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Then T. Chan’s circulant preconditioner is
cF(A) =
[−1.5 −6
−6 −1.5
]
.
It is obvious that A is similar to a stable diagonal matrix, but the eigenvalues of
cF(A) are 4.5 and −7.5, i.e., cF(A) is not stable.
3. Applications
In [5,11], the following linear initial value problem is considered{dy(t)
dt
= f(t) ≡ Jy(t) + g(t), t ∈ (t0, T ],
y(t0) = z,
(6)
where y(t), f(t), g(t) : R → Cm, z ∈ Cm, J ∈ Cm×m is ∗-congruent to a stable di-
agonal matrix. Let the grid points be given by
tj = t0 + jh, j = 0, . . . , s,
where
h = T − t0
s
.
To get y(tj ), j = 1, 2, . . . , s, the boundary value method (BVM) is used. We remark
here that the BVM is based on k-step linear multistep formula:
k−ν∑
i=−ν
αi+νyn+i = h
k−ν∑
i=−ν
βi+νfn+i , n = ν, . . . , s − k + ν, (7)
and boundary values:
y0, y1, . . . , yν, ys−k+ν+1, ys−k+ν+2, . . . , ys . (8)
In (8), only y0 is known. For the remainders in (8), we use other two sets of additional
equations with the same order of accuracy of (7), say,
k∑
i=0
α
(j)
i yi = h
k∑
i=0
β
(j)
i fi , j = 1, . . . , ν − 1, (9)
and
k∑
i=0
α
(j)
k−iys−i = h
k∑
i=0
β
(j)
k−ifs−i , j = s − k + ν + 1, . . . , s, (10)
see [2] for details of how to obtain additional equations.
Now, combining (7), (9), (10), and the initial value y0, we obtain a linear system:
My = b, (11)
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where
M = A ⊗ I − hB ⊗ J (12)
with I ∈ Rm×m being the identity matrix, J being the matrix from (6), and “⊗”
being the Kronecker product. The vector y in (11) is defined by
yT = (yT0 , yT1 , . . . , yTs ) ∈ Rm(s+1).
The right-hand side b ∈ Rm(s+1) in (11) depends on f, the boundary values and the
coefficients of the method. The matrix A ∈ R(s+1)×(s+1) in (12) is a Toeplitz-like
matrix defined as follows,
A =


1 · · · 0
α0(1) · · · αk(1)
...
...
...
α0(ν−1) · · · αk(ν−1) O
α0 · · · αk
.
.
.
.
.
.
.
.
.
α0 · · · αk
O α0(s−k+ν+1) · · · αk(s−k+ν+1)
...
...
...
α
(s)
0 · · · αk(s)


. (13)
The matrix B in (12) is defined similarly by using β ′s instead of α′s in (13) and the
first row of B is zero (see [2,5,11]).
To solve (11), we first approximate A, B by AT , BT in R(s+1)×(s+1), respectively,
where
AT =


αν · · · αk
...
.
.
.
.
.
.
.
.
.
α0
.
.
.
.
.
.
.
.
. αk
.
.
.
.
.
.
.
.
.
...
α0 · · · αν


and BT is defined similarly by using β ′s instead of α′s in AT . Then, the following
preconditioner is considered:
S = s(AT ) ⊗ I − hs(BT ) ⊗ cF(J ), (14)
where s(AT ), s(BT ) are Strang’s circulant preconditioners for AT , BT respective-
ly, and cF(J ) is T. Chan’s circulant preconditioner for J . We remark here that for
Toeplitz matrix Tn in (1), the diagonals of Strang’s circulant preconditioner s(Tn)
are defined by
sk =


tk, 0  k  	n/2
,
tk−n, 	n/2
 < k < n,
sn+k, −n < k < 0.
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In order to prove S is invertiable, we need to introduce the stability properties of
the BVM. The characteristic polynomials ρ(z) and σ(z) of the BVM are defined by
ρ(z) ≡ zν
k−ν∑
j=ν
αj+νzj and σ(z) ≡ zν
k−ν∑
j=ν
βj+νzj , (15)
where {αi}, {βi} are given by (7). The Aν,k−ν-stability polynomial is defined by
π(z, q) ≡ ρ(z) − qσ(z), (16)
where z, q ∈ C. Let C− ≡ {q ∈ C : Re(q) < 0}.
Definition 1 [1]. The region
Dν,k−ν = {q ∈ C : π(z, q) has ν zeros inside |z| = 1
and k − ν zeros outside|z| = 1}
is called the region of Aν,k−ν-stability of a given BVM with (ν, k − ν)-boundary
conditions. Moreover, the BVM is said to be Aν,k−ν-stable if C− ⊆ Dν,k−ν .
We have:
Theorem 2. If the BVM for (6) is Aν,k−ν-stable and the matrix J in (6) is ∗-con-
gruent to a stable diagonal matrix, then the preconditioner S in (14) is invertible.
Proof. Since s(AT ) and s(BT ) are circulant matrices, their eigenvalues are given
by
gA(z) = ρ(z)/zν and gB(z) = σ(z)/zν.
evaluated at ωj = e2πij/(s+1) for j = 0, . . . , s, where ρ(z) and σ(z) are defined by
(15) (see [4,7,9]). The jkth eigenvalue of S is therefore given by
λjk(S) = gA(ωj ) − hλk(cF(J ))gB(ωj ), j = 0, . . . , s, k = 1, . . . , m.
Since J is ∗-congruent to a stable diagonal matrix, by Theorem 1, we have
hλk(cF(J )) ∈ C−.
Since the BVM is Aν,k−ν-stabe, the k-degree polynomial
π[z, hλk(cF(J ))] ≡ ρ(z) − hλk(cF(J ))σ (z)
has no roots on the unit circle |z| = 1, where π[·, ·] is defined by (16). Thus for all
k = 1, . . . , m,
gA(z) − hλk(cF(J ))gB(z) = π[z, hλk(cF(J ))]/zν /= 0, ∀ |z| = 1.
It follows that
λjk(S) /= 0, j = 0, . . . , s, k = 1, . . . , m.
Thus, S is invertible. 
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Remark 1. In [11] the preconditioner
S∗ = s(AT ) ⊗ In − hs(BT ) ⊗ s(J )
is used and required that λ(s(J )) ∈ C−. This requirement is not reasonable because
we could not control the eigenvalues of s(J ). As shown in [11], even when J is sta-
ble, s(J ) can be singular, especially when we solve some linear evolutionary partial
differential equations. Hence, we know that the conditions required for the invert-
ibility of the preconditioner S is weaker than that of the preconditioner S∗.
Remark 2. It should be pointed out that Strang’s circulant preconditioner is defined
only for Toeplitz matrix, but T. Chan’s circulant preconditioner can be defined for
any matrix. Therefore, the preconditioner S is much more universal than the precon-
ditioner S∗. We remark here that the advantage of using the preconditioners S and S∗
is that we can use two-dimensional fast Fourier transform to solve the preconditioned
system. Therefore the operation cost can be reduced (see [4,9,11]).
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