ABSTRACT Person re-identification plays a critical part in many surveillance applications. Due to complicated illumination environments and various viewpoints, it is still a challenging problem to extract robust features. To solve this issue, we propose a novel deep feature ranking scheme. Our main contribution is to rank achieved deep features, which are obtained by classic deep learning model, and set the sort order number as our feature vector, named as ordinal deep features (ODFs). Person re-identification results are acquired by ranking person candidates by measuring distance based on ODFs. Since applying for rank orders rather than original feature values, our method achieves robust results, especially under the situation of viewpoints shift. Comprehensive experiments are carried out to demonstrate the significance of the proposed feature. Meanwhile, comparative experiments are applied over the publicly available dataset, our method achieves promising performance and outperforms the state of the art methods. Moreover, we applied the proposed feature in the scenario of image classification and discussed the effectiveness.
I. INTRODUCTION
Person re-identification is essential for many surveillance applications. And it is still a very challenging field due to the diversity of human poses and the difference of camera viewpoints, which is worthy further studies. Meanwhile, with the development of intelligent video surveillance, person re-identification has become a very hot research topic in these years. How to get effective features is one of the most attractive research topic these years.
In order to improve the distinguishing of features, the previous works proposed many categories of methods, e.g., fusion methods, quantizing methods and saliency feature methods. For fusion methods, Zheng et al. [1] combined RGB, YCbCr and HSV color features. Ma et al. [2] , [3] obtained the feature representation by extracting Gabor features and covariance description on HSV color space. Paisitkriangkrai et al. [4] incorporate low-level visual features and high-level semantic features, low-level features including SIFT, LBP, etc. For quantized methods, Yang et al. [5] quantized the RGB color values to 16 colors according to the color name. Similarly, Kuo et al. [6] quantified the color space into 11 colors, making the feature adaptable to changes in illumination. For saliency feature methods, Zhao et al. [7] , [8] proposed a method of significant feature detection that explored the distinguishable features of human re-identification, such as the ''blue bag'', ''holding a red document bag''. Besides, in recent years, deep learning techniques have got promising results in many computer vision tasks. Researchers have also introduced deep learning into person re-identification. Wang et al. [9] proposed a deep learning network that fuses the feature representation between images. Yi et al. [10] proposed a deep neural network model with symmetric structures. Cheng et al. [11] proposed a multi-channel deep neural network structure that corresponds to the whole body and the four parts of the human body.
Meanwhile, as one kind of feature normalization methods, ordinal techniques are well studied in image descriptor areas. Ordinal description is a non-parametric normalization method, which considers feature representations in terms of their ranks [12] - [14] . The previous studies have shown that ordinal descriptions are particularly appropriate for feature descriptors with high dimension. Toews and Wells [15] have discussed the effectiveness for ordinal descriptions of scale-invariant transform (SIFT) descriptor. Deep learning features have got the most research interest these years and got the most promising performance. And the features got from deep learning are high-dimensional feature descriptors. However, the suitability of ordinal techniques has been ignored in the feature description of deep learning until now.
According to the above analysis, this paper studies the role of ordinal description in deep learning and is used to normalize deep learning features. The area we are most concerned about is person re-identification. To our best knowledge, the main contribution of this paper is that, this is the first work that discusses the ordinal description for deep learning features. The remaining of this paper is organized as follows. In Section 2, existing person re-identification methods and ordinal description methods are reviewed. In Section 3, the proposed method is described. In Section 4, comprehensive experiments are performed and comparison results are analyzed. Finally, some conclusions are shown in Section 5.
II. RELATED WORK
There is plenty of previous work related to person re-identification. The existing methods can be divided into three categories based on the major concerns: methods of features extraction, methods of distance measure and methods based on deep learning.
Methods of features extraction mainly focus on effective features exploration. As we have mentioned in section I, many researchers have proposed methods for distinguishing and robust feature extraction for person re-identification. Some works combined RGB, YCbCr and HSV color features [1] . Some work combined Gabor features and covariance description [2] , [3] . Low-level features and high-level semantic features are integrated in [4] . Color quantization methods are performed in [5] and [6] . Yang et al. [16] proposed a method of extracting features on multiple scales. Mirmahboub et al. [17] introduced the sparse expression of the feature into the person re-identification. Liu et al. [18] assigned different weights to feature expressions about different people. Zhao et al. [7] , [8] proposed an important feature detection method, which explored the distinguishable features of human re-identification, such as the ''blue bag'' and ''holding a red document bag''. Furthermore, in order to solve the problem of various human poses in different images, the researcher introduces the spatial information into the feature extraction method. Some work divided image into various regions, such as three regions [10] , six regions [1] and twelve regions [19] . Wang et al. [20] proposed multi-frame features that can reflect temporal and spatial information. Lisanti et al. [21] extracted the spatial distribution of pedestrian images by using overlapping horizontal bands when extracting features. Visual attributes has also been introduced into person re-identification task. Layne et al. [22] extracted the visual attributes include shorts, skirts, sandals, backpacks, jeans, signs, V-neck, cardigan jackets, stripes, sunglasses, headphones, long hair, short hair and sex. Li et al. [23] focused on the clothing attributes, such as long and short sleeves. Since visual attribute is a kind of middle-level semantic feature, it is more robust to viewpoints. Further, in order to deal with appearance differences caused by different camera parameters and shooting colors, Wang et al. [24] learned the conversion matrix and improved the adaptability of the features between different cameras. Liu et al. [25] proposed a novel and efficient early active learning algorithm with a pairwise constraint for person re-identification. Cheng et al. [26] proposed a framework which inferring superior fusion results from a variety of previous base person re-id algorithms using different methodologies or features. Zeng et al. [27] proposed a two-stream multirate recurrent neural network for video-based pedestrian re-identification, which can model three factors including spatial and temporal information and motion speed variance. Besides, visual attributes [28] , [29] were introduced into the person re-identification task. Liu et al. [30] proposed a semisupervised Bayesian attribute learning framework to optimize representation learning and re-identification probability estimation. Distinguishable feature have also been widely studied in human action recognition and object recognition tasks [31] - [34] .
Methods of distance measure focus on the distance metric for re-identification . Roth et al. [35] used Mahalanobis distance to better measure the distance. Liao et al. [36] introduced Bayesian face and KISSME into distance metric learning. Chen et al. [19] constructed nine different distance metrics for various images according to the K-means clustering results. Wang et al. [37] used the geodesic distance as the similarity measure. Prosser et al. [38] learned several weak RankSVMs and used integrated learning to get the final distance. Besides, in order to improve the accuracy of distance measurement, a reordering method based on user feedback was put forward by Wang et al. [39] . Zheng et al. [40] introduced image retrieval technology into person re-identification task to improve the time efficiency.
Methods based on deep learning introduce deep learning framework into the person re-identification task. In recent years, deep learning has achieved excellent results in many kinds of computer vision tasks [41] , [42] . And the researchers have also introduced it into the person re-identification. Wang et al. [9] proposed a deep learning network that fuses the feature representation between images. Further, Zhao et al. [43] proposed a convolution neural network that fuses different body regions with a tree structure. Examples of proposing deep neural network model include the work Yi et al. [10] , who explored a deep neural network model with symmetric structures, Cheng et al. [11] proposed a multi-channel deep neural network structure that corresponds to the whole human body and the four separate parts of the human body, and Li et al. [44] , who designed a neural network model FPNN (Filter Pairing Neural Network) that are robust to viewpoints. Another approach is by Lin et al. [45] , who proposed a deep embedding for person re-identification and gets the attributes of pedestrian at the same time. Chen et al. [46] proposed a deep quadruplet network by designing a quadruplet loss. Besides, Xiao et al. [47] designed a deep learning network that unified detection and re-identification processes.
Ordinal description methods have a long history. It can be used as a meta-technique or data normalized method [15] . Bhat and Nayar [48] suggest comparing images based on ranking of sorted image intensities. Luo et al. [13] use the relative rankings of the image intensities and Kemeny-Snell metric as an image similarity measure. In contrast to the ad hoc data normalization schemes, the ordinal description only assumes a monotonic functional relationship between measurements in different images. The effectiveness of the ordinal description methods based on scale-invariant transform (SIFT) descriptor, which is a very famous image local descriptor, is discussed in [15] , denoted as SIFT-Rank.
The experimental results in [15] shown that the SIFT-Rank can achieve more promising results among many computer vision tasks. Furthermore, the authors have pointed that in previous computer vision studies, ordinal description is not extensive to use because relative high-dimensional descriptors are needed to construct a pool of unique rankings for the correspondence of discrimination. In should be noted that, the deep learning features are always high-dimensionality. We really want to know what happens when we sort the deep learning features. In this paper, we will give comprehensive discussions of this topic.
III. DEEP FEATURE RANKING METHOD
The proposed method based on the deep features ranking consists of deep feature extraction, ordinal features based VOLUME 7, 2019 on deep features ranking and distance computation between ordinal features. Figure 1 shows the framework of the proposed method. The details of our method are depicted as follows.
The first part is about deep learning feature extraction. There are some popular models to get deep features in recent years, such as the ResNet-50 model [49] , [50] , which performed by shortcut connection and realize elementwise addition between the input and output. ResNet-50 model [49] , [50] can get more effective deep features than other deep models, such as VGG, GoogleNet. In order to get better feature representations, we need lots of images for model training. Unfortunately, we don't have so much images in our person re-identification dataset, so we use fine-tuning scheme to get the features based on initial parameters that trained on ImageNet.
The second part is deep feature ranking, ordinal features based on the deep features are acquired by sort method. Considering the ordinal description, descriptor vector elements are ranked in a multidimensional array sorted by measurement values.
The definition and acquisition process of deep feature is similar with SIFT-Rank [15] . Letx = {x 1 , x 2 , ...x N } represent the deep learning feature vectors of N images. In order to get ordinal description, the rank-order formr = {r 1 , r 2 , ...r N } is obtained by convertingx in the general process. The element in rank-order form is the rank-order value r i , which is corresponded with measuring value x i , shown as follows:
By sortingx, the transformation of rank-order can be implemented within time complexity O(NlogN ). Then, in the ordered vectorr, element r i is set in terms of the index number of x i . Each vectorr is rank-ordered and represented as an array of integer set {1, . . . N}. According to this, there exist a sum of N ! distinctive rank-ordered vectors.
In the implementation, the sort algorithm we used is quicksort algorithm. And the ordinal deep features are got after this step.
The third part is distance computation between ordinal features. When computing the resemblance of distinct rank-ordered vectorsr andr , element-wire measures with criterion can be evaluated in the distance computation step. Euclidean distance is one of the most popular distance metrics, the square Euclidean distance between vectorsr andr lies within the range [0, N (N 2 − 1) / 3 ]. In the rank-ordered form, the resemblance between each element can be assessed due to relative ranking. In the task of person re-identification, every two images' distance is computed with Euclidean distance.
IV. EXPERIMENTS AND DISCUSSIONS
In this section, we perform experiments on CUHK01 [51] , Market 1501 [52] and DukeMTMC-reID [49] , [53] dataset to evaluate our approach. Besides, the dataset, baseline algorithms and evaluation metrics are introduced to comprehensive assess the effects of our method. In addition, at the discuss section, we will show experimental results for some image classification tasks. 
A. DATASET, BASELINE ALGORITHMS AND EVALUATION METRICS
There are three challenging public datasets to evaluate the effectiveness of our method: CUHK01 [51] , Market 1501 [52] and DukeMTMC-reID [49] , [53] . Figure 2 shows some samples of these three dataset. The brief introductions of each dataset are as follows.
The CUHK01 dataset has 3,884 pedestrian images and contains 971 identities which are captured by two surveillance cameras, each identity has 4 images. The dataset is split into two parts for training and testing. The half images of dataset are used for training and the other half images are used for testing. Samples of CUHK01 dataset are shown in Figure 2 (left four columns).
Market1501 is a large-scale re-ID benchmark dataset collected in a university campus. It contains 19,732 gallery images, 3,368 query images and 12,936 training images collected from six cameras. There is no overlapping between the two data sets, the training set contains 751 identities and the testing set contains 750 identities. Every identity in the training set has 17.2 photos on average. Samples of this dataset are shown in Figure 2 (middle four columns) .
DukeMTMC-reID is a subset of the DukeMTMC [54] , which are captured from eight high-resolution cameras and contains 36,411 images of 1,812 identities. It is one of the largest pedestrian image datasets. The pedestrian images are cropped from hand-drawn bounding boxes. The dataset consists 16,522 images of 702 identities for VOLUME 7, 2019 training and 2,228 query images of the other 702 identities and 17,661 gallery images. It is challenging because many pedestrians are in the similar clothes, and may be occluded by cars or trees. Samples of this dataset are shown in Figure 2 (right four columns).
For baseline algorithms, we compare our method with the ResNet method [49] , [50] and PAN method [55] . For ResNet method, we use the ResNet-50 model. We denote ResNet and PAN as ''RN'' and ''PAN'' respectively. And we denote our methods based on ResNet and PAN as ''RN+DFR'' and ''PAN+DFR'' respectively. Additional, at ablation study part, we compared our method on ''RN+RR'', ''RN+XQDA'', ''RN+XQDA+RR'', ''PAN+RR'', ''PAN+ XQDA'' and ''PAN+XQDA+RR'' where RR is re-ranking part in [56] and XQDA is cross-view quadratic discriminant analysis part in [36] , and our methods as based on these two methods are denoted as ''RN+RR+DFR'', ''RN+XQDA+DFR'', ''RN+XQDA+RR+DFR'' ''PAN+ RR+DFR'', ''PAN+XQDA+DFR'' and ''PAN+XQDA+ RR+DFR''.
Rank-k matching rate(%) and mAP(%) are used to evaluate the performance of the person re-identification methods. In our experiments, k = 1, 5, 10, 20.
B. EXPERIMENTAL RESULTS

1) PERFORMANCE ON CUHK01
In this section, we show the performance of the proposed method on CUHK01 dataset. In addition to these quantitative comparisons, we highlight the performance of ResNet method and our corresponding method in Figure 3 . This shows that our method is robust to different light conditions, various human poses and large differences of camera viewpoints. Although we have improved the performance, the Rank-1 and Rank-5 matching rate is still need to be improved.
2) PERFORMANCE ON MARKET1501
In this section, we show the performance of the proposed method on Market1501 dataset. Table 2 lists the performance of our method as ''RN+DFR'' and ''PAN+DFR'', ResNet method and PAN method as ''RN'' and ''PAN'' respectively. As listed in this table we can find our method also can get more accuracy results than the ResNet method and PAN method with the Market1501 dataset. The rank-1 matching rate of the proposed method based on PAN is 84.89%, we outperform the PAN method by 2%. This further demonstrates the effectiveness of our method.
Beyond these quantitative comparisons, we highlight the performance of PAN method and our corresponding method in Figure 4 . Contrary to CUHK01, Market1501 is a larger dataset. This is more suitable for deep learning method, therefore, in this dataset, the performance of the deep learning method is better than CUHK01. Quantitative and qualitative comparisons show that our method can get more promising results than the comparison method under various human poses and camera viewpoints.
3) PERFORMANCE ON DukeMTMC-reID Table 3 shows the performance of our method as ''RN+DFR'' and ''PAN+DFR'', ResNet method and PAN method as ''RN'' and ''PAN'' respectively, under DukeMTMC-reIDdataset. As list in this table, we can find our method outperform the ResNet method and PAN method by 3% and 1.4% in Rank-1 respectively.
We highlight the qualitative improvement in Figure 5 . Even under scenarios with different light conditions and various human poses, our method can get more promising results.
C. ABLATION STUDY AND TIME COMPARISIONS
At this part, we report the results of ''RN+RR'', ''RN+XQDA'', ''RN+XQDA+RR'', ''PAN+RR'', ''PAN+ XQDA'', ''PAN+XQDA+RR'' and ''RN+RR+DFR'', ''RN+XQDA+DFR'', ''RN+XQDA+RR+DFR'', ''PAN+ RR+DFR'', ''PAN+XQDA+DFR'', ''PAN+XQDA+RR+ DFR'' under CUHK01, Market 1501 and DukeMTMC-reID. The results with the three datasets are lists in Table 1,  Table 2 and Table 3 respectively. By analyzing these results, we can find that the proposed method can get more accuracy performance under different feature extraction models and distance learning methods. This further demonstrates the effectiveness of the proposed method.
Further, we have evaluated the running time. We use a workstation with CPU Intel i7, GPU NVIDIA Titian X. Since our method is a feature ranking scheme after feature extraction, the training time of our method, ResNet method and PAN method are the same. And the feature extraction time of our method, ResNet method and PAN method are also the same, for ResNet, the feature extraction time is 0.0817s, for PAN, the feature extraction time is 0.1715s. Table 4 and  Table 5 report the person re-identification time after CNN feature extraction step (distance calculation time and ranking time). By analyzing these results, we can find that for each image, our method takes 0.0002 second to 0.013 second more than the previous method. Our method does not consume too much time.
D. DISCUSSIONS IN IMAGE CLASSIFICATION
In addition to the person re-identification, we conduct experiments on image classification tasks. For image classification task, we normalized the ordinal deep features into [0,1]. The datasets we used are CIFAR-10 [57] and Fish4Knowledge [58] . The deep learning methods we used are ResNet-50 and VGG-16. The evaluation metric is accuracy. For the CIFAR-10 dataset, the performance of our method is similar with the original ResNet-50 and VGG-16 model respectively. For fish classification task on Fish4Knowledge dataset, we randomly selected 50% images as training set, the other images as testing set, our method based on VGG-16 model can get better performance than the original VGG-16 model. The experimental results on Fish4Knowledge dataset are shown in Table 6 . This demonstrates that the proposed ordinal deep feature has certain potential in the field of image classification.
V. CONCLUSIONS
We have proposed a novel approach for person re-identification. In our approach, a novel Ordinal Deep Features (ODFs) is introduced and discussed. Comprehensive and comparative experiments are done. Performances on person re-identification have shown that the proposed method can get promising results and is more adaptable for various viewpoints and different illumination scenarios. We also conduct experiments on image classification tasks. According to the results we can find that for some classification tasks, the proposed ODFs can get more accuracy results and for some other tasks, the performances have a bit reduction. In our future work, we will explore more robust and distinguishable features for person re-identification and image classification.
