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Abst ract - - In  this paper, mixed-integer hybrid differential evolution (MIHDE) is developed to 
deal with the mixed-integer optimization problems. This hybrid algorithm contains the migration 
operation to avoid candidate individuals clustering together. We introduce the population diversity 
measure to inspect when the migration operation should be performed so that the user can use a 
smaller population size to obtain a global solution. A mixed coding representation a d a rounding 
operation are introduced in MIHDE so that the hybrid algorithm is not only used to solve the 
mixed-integer nonlinear optimization problems, but also used to solve the real and integer nonlinear 
optimization problems. Some numerical examples are tested to illustrate the performance of the 
proposed algorithm. Numerical examples how that the proposed algorithm converges to better 
solutions than the conventional genetic algorithms. @ 2004 Elsevier Ltd. All rights reserved. 
Keywords - -Hybr id  method, Differential evolution, Genetic algorithms, Mixed-integer nonlinear 
programming, Evolutionary algorithms. 
1. INTRODUCTION 
In the past decade, there has been an increased interest in solving optimization problems con- 
sisting of real and integer (or discrete) variables. Such problems are called mixed-integer non- 
linear programming (MINLP) problems. Traditionally, the real variables are used to model the 
input-output and interaction relationships among different interconnected systems. However, the 
integer variables can be used to model, for instance, sequences of events or alternative candi- 
dates and the discrete variables are used to model, for instance, different device size or material 
standard specifications. This class of optimization problems arises from a variety of real-world 
applications [1-9]. 
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Evolutionary algorithms (EAs) are a class of stochastic optimization search methods that in- 
clude genetic algorithms, evolutionary programming, evolution strategies, genetic programming, 
and their variants [10]. These algorithms, based on the principles of natural biological evolution, 
have received considerable and increasing interest over the past decade. EAs have been shown to 
be a global and robust method for solving highly nonlinear, nondifferentiable, and multimodal 
optimization problems. Lately, several methods based on EAs have been successfully applied to 
solve MINLP problems [11-14]. Even though these methods exhibit he powerful ability of mixed- 
integer search, the associated theoretical exposition is deficient. Differential evolution (DE) has 
been demonstrated to be one of the most excellent EAs to solve real-valued optimization prob- 
lems [15,16]. The convergent speed of DE is quite fast. However, the faster convergence may also 
lead to a higher probability of obtaining a local minimum because the diversity of population 
descends quickly during the solution progress. This drawback can be overcome by using a larger 
population size. By doing so, much computational time should be expended to evaluate the fitness 
function. This fact is particularly serious when using DE to solve optimal control problems due 
to expending much CPU time to solve differential equations [17]. Chiou and Wang [18] developed 
a hybrid algorithm of differential evolution (referred to as HDE) to overcome such drawbacks. 
HDE has been successfully applied to solve parameter estimation, optimal control, and fuzzy 
decision making problems of fermentation processes [18-20]. Although DE and HDE have shown 
promising results to the real-valued optimization problems, they have not been investigated in
terms of applying to MINLP problems. In this paper, we will extend HDE to solve MINLP 
problems. Several examples will be employed to illustrate the effort of the proposed algorithm. 
Table 1. The basic operations for evolutionary algorithm and MIHDE. 
Evolutionary Algorithm Mixed-Integer Hybrid Differential Evolution 
1. Representation a d initialization 
2. Mutation 
3. Crossover operation 
4. Evaluation and selection 
5. Repeat Steps 2-4 
i. Mixed-coding representation and initialization 
2. Mutation with rounding operation 
3. Crossover operation 
4. Evaluation and selection 
5. Migration operation naturally or enforced if necessary 
6. Repeat Steps 2-6 
. 
Consider M INLP  prob lems with simple bounds  as follows: 
min f (x, y),  
x~y 
X L ~ X ~ X U, 
yL ~_ y <_ yU 
MIXED- INTEGER HYBRID D IFFERENTIAL  EVOLUTION 
(2.1) 
(2.2) 
(2.3) 
where x represents an nc-dimensional vector of continuous variables, y is an ni-dimensional 
vector of discrete or integer variables, and (x L, yL) and (x U, yU) are the lower and upper bounds 
of the corresponding decision vectors. The objective function is in terms of the continuous 
and integer variables imultaneously, and defined on the search domain t2, where the search 
domain  ~t is defined as a (nc + ns)-dimensional rectangle in the space i~ ~c U I ~x and the vector 
pair (x, y) E t~. Based  on HDE,  we  introduce a mixed-coding algorithm called mixed-integer 
hybrid differential evolution (M IHDE)  to handle MINLP .  Table 1 shows  the basic operations of 
EAs  and MIHDE.  Each  operation of M IHDE is discussed as follows. 
2.1. Representat ion and  Initialization 
MIHDE is a parallel direct search algorithm that uses Np vectors of decision variables (x, y) 
in mixed-integer optimization, that is Z c = {z~ = (x G, yG)i, i --- I,..., Np}, as a population 
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in the G th generation. For convenience, the decision vector (chromosome), (x, y)~, is represented 
as (x l i . . .  xji... Xnci,Yli... Yji".Ynzi)" Here, the decision variables (genes), xji and Yji, are 
directly coded as real and integer values within their corresponding bounds. The initialization 
process generates Np individuals (x, y) randomly, and should try to cover the entire search space 
uniformly as in the form 
(x°,Y°)i = (xL,y L) -k [Pi {(xU, y U) -- (xL, y L)}j,  i=  1,2,... ,Np, (2.4) 
where Pi = Diag(p~,l, fli,2,..., pi,nc+ni ) is a diagonal matrix with dimension c + hi, the diagonal 
elements (P~,I, Pi,2,..., fli,nc+n±) are  random numbers in the range [0, 1], the other elements are 
zero, and the rounding operator L(a = pi(x U -xZ) ,b  = pi(y g -yL)) j  in (2.4) is defined as 
(a, INT[b]), where the operator INT[b] is expressed as the nearest integer vector to the real 
vector b. 
2.2. Mutat ion  
The essential ingredient in the mutation operation is a difference vector. The  ith mutant  
individual (uGvG) i  is obtained by the difference for two random individuals as expressed in the 
form 
(uG G v )i = (xG'yG)p + [Pm {(xC, YC)k -- (xC,YG)z}J 
= (xG, yG)p + {p.~ (X~ -- x~),  INT [p.~ (y~ - y~)] }, (2.5) 
5 
Y 
4 
3 - ]  ....... - -~  ...................... ~ .......... - :k ......................... * ............ 
2 i.(u;v~)i • 
(x,Y)k 
° '1  , J , , I 
0 1 2 3 4 5 
X 
Figure 1. An example of a two-dimensional objective function showing its contour 
and the operation for generating mutant  vectors (ui, v~). x is the real variables, y is 
the discrete values, integer multiples of 0.5. D is the direction of differential variation 
(xr2, Yr2) - (xr3, Yr3). pmD is the real perturbation. The mutant  individual, (ui, v/l) 
or (us, v2), depends on the rounding result. 
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where random indices k,1 E {1,2 , . . . ,Np}  are mutually different. The operator INT[b = 
p,~(y~ - y~)] in (2.5) is to find the nearest integer vector to the real vector b. The muta- 
tion factor Pm is a real random number between zero and one. This factor is used to control 
the search step among the direction of the differential variation (x a,  yO)k - (x G, ya) l .  The DE 
provided five strategies to select a parent individual (x a, yO)p in (2.5). In this study, we in- 
troduce a linear combination heuristic, which is a linear crossover for the ith individual and the 
best individual, to obtain the parent individual (x c, ya)p. The parent individual is, therefore, 
expressed as 
(xayC)p  = pp (xO,yG)b  + (1 -- pp) (xO,yO) i  
• (X G, G y )~ + (pp (Xb c -- X/G) , INT (pp (yb a - y/G))) 
(2.6) 
where the factor pp is a real random number between zero and one. 
Figure 1 shows a two-dimensional example that illustrates the difference vectors that play a 
part in the vector-generation scheme. The difference of two random vectors acts as a search 
direction in the solution space. The mutation factor selected between zero and one is used to 
yield a real perturbation to ensure the fastest possible convergence. Because the y-component is
integer, the real perturbation for the y-component is then rounded to the nearest integer number. 
As a result, the second component of mutant individual becomes the integer number. 
2.3. Crossover  
The mutation factor in MIHDE is heuristic using the random choice. In essence, the mutant 
individual in (2.5) is a noisy replica of (x c, yC)~. While the population diversity is small, the 
candidate individuals will rapidly cluster together so that the individuals cannot be further 
improved. This fact may result in a premature convergence. In order to increase the local diversity 
of the mutant individuals, a crossover is introduced. The ith mutant individual (u G, vC)i and 
the current ith individual (x c, yC)~ in (2.5) are chosen by a random distribution to perform the 
crossover operation. In this crossover operation, each gene of the ith individual is reproduced from 
the mutant vectors (uC,vC)i  u a G u a v G v G a = ( li,u2i, • ""  ~c~'1~, 2~,-" ,vw/) and the current individual 
(xG, yG) i  (Xfi,  G G G G G = x2i , . . .  ,:r,~ci,Yl~,Y2~,... ,Y~zi) as follows: 
x G 
o G+I li, 
?~li , 
ja+l { Yl~, 
li ~ G 
Vli , 
if a random number > Pc, 
otherwise, l = 1 , . . . ,nc ,  i = 1 , . . . ,Np ,  
if a random number > pc, 
otherwise, l = 1 , . . . ,n i ,  i = 1 , . . . ,Np ,  
(2.7) 
(2.8) 
(xO, yO) (ilG+I ,vG+I) (uG+I ,¥G+I) 
rand( l )  > p~ 
x, , x, 
~///..///~ rand(2)  < p~ ~ 
x 2 ~u,~ ~"  : 
rand(3) _< tic "/,/z//Z 
Yl IVl~ ~ ~VI:: 
"Ilia, ~/l/i) 
rand(4) > Pc 
Figure 2. Illustration of the crossover operation for a crossover factor pc. rand(i) for 
a random number. 
A Mixed-Coding Scheme 1299 
where the crossover factor p~ E [0, 1] is a constant and has to be set by the user. Figure 2 provides 
a pictori l  representation f MIHDEs crossover mechanism. Figure 2 illustrates that the newly 
generated individual (u a+l, vG+l)i not only retain original features but also locally increase gene 
diversity, and demonstrates that choosing a subgroup of genes after mutation operation is similar 
to a process known as the crossover operation in GAs or ESs. 
2.4. Evaluation and Selection 
In MIHDE, the evaluation process is based on one-to-one competition between the parent 
vector and its corresponding offspring. Accordingly, the individual (x G, yC)i competes against- 
the corresponding individual (u G+I, va+l) i  in accordance with the fitness value. This process 
determines which individual, (u G+I, vG+l)i or (x C, yG)~, ought to survive in the next generation. 
The one-to-one competition means that a parent will be replaced by its offspring if the fitness 
of the parent is worse than that of its offspring. Contrary, a parent will be retained in the 
next generation if the fitness of the parent is better than that of its offspring. Here, the better 
fitness means a smaller objective function viue.  Two selection phases are performed in this 
evaluation operation. The first phase is one-to-one competition. The second is to determine the 
best individual in the population. Therefore, two phases are expressed as the following: 
(.~G+I, ~G+I) i = arg min { f ((x G, yC)i), f (( uG+I' vG+I)i) }' 
(xC+l,yC+l)b = arg rain { f ((~C+l, :~C+l)i), i = 1,... ,Np }, 
i=  l . . . .  ,Np ,  (2.9) 
(2.10) 
where argmin means the argument of the minima. From equation (2.9) and (2.10), we can 
keep the best individual (x a+l, ya+l)b with the smi lest  objective function value and store the 
improvement of individuals at each generation. 
2.5. Migrat ion  
Through the differential mutation, the solution can rapidly converge to a point; however, 
such a fast convergence may possibly lead to a loc l  minimum or a premature solution. In 
addition, performing one-to-one competition and differential mutation for similar genes may make 
most of individuals gradually cluster around the best candidate individual in some subsequent 
generation. Therefore, the population diversity and its exploration of the search space are rapidly 
decreased, and the clustered individuis cannot reproduce newly better individuals by mutation 
and crossover operations as observed fl'om equations (2.5)-(2.8). In order to greatly increase 
the exploration of the search space and decrease the selection pressure for a small population, 
a migration operation is introduced to regenerate a newly diverse population of individuals. 
The diversified individuals are generated on the basis of the best individual (xa+l,yG+l)b = 
(xG+I xG+I  ~ G+I yG+l~ The jth gene of the ith individual is randomly regenerated as 
' ' ' ' '  ncb  ' ~ lb  ' ' ' ' '  nzb  ]" 
follows: 
X~/*1 " { X~b+ lx l 
i = y~b + 1 
-l-p1 
if a random number < 
- -  aT j  
L ' x U - x j  (2.11) 
otherwise, j = 1,...  ,nc,  i = 1 , . .~ ,Np  - 1, 
L G+I 
U G+I )], 
if a random number < 
yY - y?  ' (2.12) 
otherwise, j = 1 , . . . ,nr ,  i = 1 , . . . ,Np  - 1, 
where pl and P2 are the random numbers in the range [0,1]. The diversified population will not 
only become a set of newly promising solutions but also easily escape the local minimum trap. 
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The migration operation in MIHDE is performed only if a measure for the population diversity 
is not satisfied, that is when most of individuals have clustered together, the migration has to be 
actuated to make some improvements. In this study, we propose a measure called the population 
diversity degree q to check whether the migration operation should be performed. In order to 
define the measure, we first introduce the following gene diversity index for each real-valued 
~ n e  ~ G+I  gene x~ +1 and for each integer-valued ge Yki ' 
~,,G+I __ ~,G+I l.~ l j i  jb 
dxji = O, 1~ ----~b+- f 
1, otherwise, 
< ~2, j=  l , . . . ,nc ,  i=  l , . . . ,Np,  i7£b , (2.13) 
^ G+I 
gji ' " ,  (2.14) 
dyyi= 0, if =y~b +1, j - - l ,  hi, i= l , . . . ,Np ,  i~b ,  
1, otherwise, 
where dxji and dyj~ are the gene diversity indices and ~2 C [0, 1] is a tolerance for real-valued 
gene provided by the user. According to (2.13) and (2.14), we assign the j th gene diversity index 
for the ith individual to zero if this gene clusters to the best gene. We now define the population 
diversity degree ~ as a ratio of total diversified genes in the population. From (2.13) and (2.14), 
we have the population diversity degree as 
dxj i  + ~ dyj~ 
(2.15) 
~7 = (nc + nz) (Np - 1) 
From equation (2.13)-(2.15), the value of T/ is in the range [0,1]. Consequently, we can set a 
tolerance for population diversity, el E [0, 1], to assess whether the migration should be actuated. 
If r 1 is smaller than Sl, then MIHDE performs the migration to regenerate a new population to 
escape a local point. Contrary, if ~ is not less than sm, then MIHDE suspends the migration 
operation to keep a constant search direction to a target. 
4 
_ 
>,2 -  
1 - 
Tolerance of gene diversity 
~< c2=0'1 Clusterq;d gene 
(1.0)3) 
Diversifie~ge~e 
(1 .s,1 
The best individual (1.0,1) I 
1.0 
0 I I I 
0.8 1.2 1.4 1.6 
X 
1.8  
Figure 3. Illustration of the clustered gene and diversified individual with respect o 
the best individual. 
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Figure 3 shows a numerical example to describe the concept of the population diversity degree. 
Suppose we attempt o minimize a mixed-integer function with two variables"z = (x, y). The 
tolerance, z2, for the real-valued gene is set to 0.1. Assume that after some generations ofMIHDE, 
we get the following population: 
Zl = (1.00, 1), z2 = (1.05, 3), z3 = (1.3, 2), z4 = (1.5, 1). 
Let zl be the best individual. We first determine the diversified genes from the population. 
According to the definition for the gene diversity index, we obtain four diversified genes as shown 
in Figure 3. We therefore assign the gene diversity index to one for each diversified gene and 
zero for each clustered gene. From the population diversity degree in (2.15), the numerator is 
the sum of the indices to yield four. According to equation (2.15), the population diversity 
degree in this example is two-thirds. This situation indicates that two-thirds of the genes in this 
population are dissimilar to the best individual. As presented in Figure 3, if dissimilar individuals 
are fewer, it is harder to explore the better offspring by the mutation and crossover operations. 
This phenomenon results from a premature convergence. Therefore, if the population diversity 
degree is smaller than the assigned tolerance, the migration operation would be performed to 
regenerate the next diversified population. 
The above-mentioned migration is performed only if the individuals closely clustered. This 
operation refers to a natural migration. On the other hand, the algorithm may encounter a
special situation, that all of individuals simultaneously trapped in a completely flat region of 
solution space. This implies that ~ is not less than 61 but the finesse for all individuals is nearly 
identical, that is f (z l )  = f(z2) ~ ' - -  ~ f(ZNp). Hence, the natural migration cannot be actuated 
and the algorithm will stay locked in this region indefinitely. At this time, an enforced migration 
as similar to (2.11) and (2.12) must be performed to escape this flat region. 
3. TEST  EXAMPLES 
The test functions listed below are used to illustrate the performance of the MIHDE. For all 
functions a value to reach, VTR, was defined. If a minimizer gets below the VTR, the problem 
is assumed to be solved. The original test functions are real-valued optimization problems. In 
this paper, we modified the functions to mixed-integer optimization problems. 
TESTBED 1. 
D 
f l(z) =  j2z , zj • [-1, 1]. (3.1) 
j= l  
The mixed-integer variables are defined as z = [Xl,..., xNc, Yl , . . . ,  YNI] T, where xi stands for 
No-dimensional real variables and yj stands for Ns-dimensional integer variables. In the run, 
we consider all test functions including 20 real variables (No = 20) and 20 integer variables 
(Ns = 20). The global minimum is fl(0) = 0 and the VTR was set to 1.0 x 10 - l°. 
f2(z) -- I-[ 1 + j 12% -  INT (2%)12 , • [-lOOO, 1000] (3.2) 
j= l  k=0 
Here NINT(zd) denotes the function which finds the nearest integer. The global minimum is 
f2(0) = 1 and the VTR was set to 1.0001. 
D 
f3 (z) = 100 + E (zy - 10 cos(27r zj)), zj • [-600, 600]. (3.3) 
j=l  
The global minimum is f3(0) = 0 and the VTR was set to 1.0 x 10 -8. 
f4(z) ~-- E Zj l~  COS Zd + 1, Zd • [--600, 600]. (3.4) 
4000 
j= l  j=l  
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The global minimum is f4(0) = 0 and the VTR was set to 1.0 x 10 -6. 
- exp  
( i  ) fs(z) = -20exp  -0.02 D -1Ezy  j=l 
D-l~cos(2~zj +20+exp(1), zj c [-30, 30]. 
j=l 
The global minimum is fs(0) = 0 and the VTR was set to 1.0 x 10 -6. 
(3.5) 
D 
f6(z) :g l (Z )~-EU(Z j , IO ,  IO0,4), Zj • [--10, 10], (3.6) 
j=l 
with 
gl(z) =~ 10sin 2 @r+-~(Zl- -1))  
D-1 'Tr } 
-F E 0.125(zj- 1) 2 [1 4- 10sin 2 (Tr -F ~-(z j+l -  1))]-F 0.125(ZD --1) 2 , 
j=l 
where the penalization function u(z, a, k, m) is defined by 
k(z -a )  m, z > a, 
u(z ,a ,k ,m) = O, -a  < z < a, 
k( -z  - a) "~, z < -a .  
The global minimum is f6(1) = 0 and the VTR was set to 1.0 x 10 -6. 
D 
f~(z) = g2(z) + E u (zj, 10,100, 4), 
j=l 
zj • [-10, 10], (3.7) 
with { } g2(z) = ~  lO sin 2 (~ zl) + ,--1~ (zj - 1) 2 [1 + 10 sin 2 (~ ~j+~)] + (zD - 1) 2 
The global minimum is f7(1) = 0 and the VTR was set to 1.0 x 10 -6. 
D 
fs(z) =g3(z )+Eu(z j , lO ,  lO0,4 ), zj • [-10, 10], (3.8) 
j=l 
with 
D-1 } 
gs(z) = 0.1 sin 2 (37r Zl) -~- E (Z j  - -  1) 2 [1 + 10 sin 2 (3~ zj+i)] + (ZD -- 1) 2 [1 + sin 2 (2~ ZD)] 
j= l  
The global minimum is f6(1) = 0 and the VTR was set to 1.0 × 10 -6. 
D 
f9(z) =g3(z )+Eu(z j ,5 ,100 ,4) ,  zj • [--10, 10]. (3.9) 
j=l 
A Mixed-Coding Scheme 1303 
The global minimum is fg(1) = 0 and the VTR was set to 1.0 x 10 -6. 
f i0 (Z)=ED { 0.15(aj_O.O5sgn(aj))2 
j= l  Z~, 
if [zj --aj[ <0.05, 
(3.10) 
otherwise, zj E [-1000, 1000], 
with 
aj = 0.2 l]5 zjl -t- 0.49999j sgn (aj) . 
The global minimum is f i0(x) = 0, with Ixjl < 0.05, j = 1 , . . . ,D .  The VTR was set to 
1.0 x 10 -6. 
All computations were performed on a Pentium IV computer using Windows NT. Five factors, 
tim, tip, Pc, el, and s2, in MIHDE are not difficult to choose in order to obtain good results. In this 
paper, we used the same factors for all test examples. The factors are listed as follows. Factors p,~ 
and tip in the mutation operation are taken as a random number in [0,1]. The crossover factor, 
pc, is set to 0.1. Two tolerances, el and z2, used in migration operation are set to 0.05. 
Table 2. Number of function evaluations (Nfe) and number of migration operations 
(Nm) required to find the global minimum, fk (z*) stands for the best function value, 
and Np for the population size. Each test function consisted of 20 real variables and 
20 integer variables in the example. 
fk(z) 
k 
1 24 33304 6.9413908E - 11 
2 13 37992 1.0000722E + 00 
3 29 50144 9.9377519E - 07 
4 43 26241 8.3702158E - 07 
5 34 71906 6.9756512E - 07 
6 25 12411 9,6768219E - 07 
7 51 26782 3.0143892E - 07 
8 39 18112 7,7798657E - 07 
9 43 20073 6.6047082E - 07 
10 32 65252 8.7374176E - 07 
MIHDE (Np = 3) MIDE (Np = 10) MIHDE/MIDE (Np = 20) 
N,~ Nfe fk(z*) Nfe fk(z*) Nfe fk(z*) 
> 2000000 5.7760000E + 03 
1191 1.0000000E+00 
> 2000000 3.4281849E + 04 
> 2000000 1.1640583E - 01 
> 2000000 4.0984231E - 01 
> 2000000 9.8174770E - 03 
> 2000000 1.4137167E+00 
> 2000000 6.0000000E - 01 
> 2000000 2.5000000E + 00 
> 2000000 2.7075000E - 01 
16591 9.1107519E - 11 
1816 1.0000000E + 00 
35724 9.3095969E - 07 
17411 8.4981553E - 07 
33136 9.0294984E - 07 
10901 7.6670632E - 07 
10737 9.6735807E - 07 
10740 8.5064626E - 07 
10112 9.1497272E - 07 
19582 8.3609572E - 07 
Table 2 shows the computational results for each test function using four methods, MIHDE us- 
ing population size 3 and 20, and a mixed-integer differential evolution (MIDE) using population 
size of 10 and 20. MIDE indicates that we switch off the migration operation in MIHDE. The 
MIHDE using the population size of 3 is able to find the global minimum for each test function as 
observed from Table 2. However, the MIDE using population size of 10 got a premature solution 
because the migration operation is switched off. Figure 4 shows the solution progress for the fifth 
test function. The MIDE using/Yp = 10 got the premature solution after 2000 generations. The 
MIHDE using Np = 20 to solve the test functions is capable of keeping the population diversity. 
As a result, the migration operation is idle so that the global solutions for MIHDE using Np = 20 
are identical to those for MIDE using Np = 20 as il lustrated in Table 2. However, when we 
consider the test functions including 100 real variables and 100 integer variables, two of the test 
functions are unable to be solved by MIDE using Np = 20. However, the MIHDE using Np = 3 
is still capable of finding the global solutions for all functions as shown in Table 3. 
TESTBED 2. MIHDE is also applied to solve seven constrained MINLP problems chosen from 
the chemical engineering area. These problems listed below have been solved by five evolutionary 
computational methods shown in [14]. The five methods discussed in [14] in detail are genetic 
algorithm with penalty function method (GA-pen), genetic algorithm with Deb's penalty scheme 
(GA-Deb), (# ÷ ~)-evolution strategy ((# + A)-ES), modified simplex method and simulated 
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~6-  
t -  
.o 4 -  
"6 
N3-  
• l -  
e-  
t -  
0-  
MIHDE (Np=3) 
\ 
MIHDE/MIDE (Np--20)" 4~-'.~ "- ~  
I I I I I 
1 e+O 1 e+l I e+2 1 e+3 1 e+4 1 e+5 
Generat ions  
Figure 4. Solution progress for the fifth test function using MIHDE and MIDE. 
Table 3. Number of function evaluations (Nfe) and number of migration operations 
(Nm) required to find the global minimum, fk(z*) stands for the best function value, 
and Np for the population size. Each test function consisted of 100 real variables 
and 100 integer variables in the example. 
MIHDE (Np = 3) MIDE (Np = 20) 
N,~ Nfe fk (z*) Nfe fk (z*) 
/k(z) 
k 
1 249 325350 8.7349281E - 11 
2 13 13451 1.0000000E+00 
3 343 565966 9.9842600E - 07 
4 127 170715 9.9688188E - 07 
5 289 389991 9.3379159E - 07 
6 390 190441 9.8499388E - 07 
7 845 416432 9.6932328E - 07 
8 1584 725971 8.9622256E - 07 
9 1475 683858 9.8309169E-07 
10 243 589948 7.0504446E - 07 
84439 9.5867915E - i l  
31417 1.0000000E + 00 
> 40000000 5.9697543E + 00 
92078 9.3950185E - 07 
> 40000000 6.2403367E - 02 
93639 9.2276053E - 07 
82636 9.8932946E - 07 
63334 9.5259175E - 07 
83556 9.3992752E - 07 
135077 9.8506718E - 07 
annea l ing  (M-S IMPSA)  and  M-S IMPA w i th  pena l ty  funct ion  method  (M-S IMPA-pen) .  In  th i s  
work ,  we app ly  the  mul t ip l ie r  updat ing  method  to  hand le  the  equa l i ty  and  inequa l i ty  const ra in ts .  
The  MIHDE inc lud ing  mul t ip l ie r  updat ing  was  d i scussed  in [21] in deta i l .  The  set t ing  factors  for 
M IHDE are as same as used  in the  Testbed  1. 
min  fn (x ,y )  = 2x + y, 
sub jec t  to 1.25 - x ~ - y < 0, 
x+y- l .6  <0,  
0<x< 1.6, 
y e {0 ,1} .  
The g loba l  min imum is (x, y, fn )  = (0.5, 1, 2) 
min  f12 (x, y) = -y  + 2x l  ÷ x2, 
sub jec t  to  Xl - 2 exp( -x2)  = 0, 
-x l+x2+y<O,  
0.5 < x l  < 1.4, 
y e {0 ,1}.  
(3.11) 
(3.12) 
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The global min imum is (xl, x2, y., f12) = (1.375, 0.375, 1, 2.124) 
min f13 (x, y) = -0 .Ty  + 5 (xl - 0.5) 2 + 0.8, 
subject to - exp(xl - 0.2) - x2 _< 0, 
x2 + lay+ 1 _< 0, 
xl  - 1.2y - 0.2 < 0, (3.13) 
0.2 < xl _< 1, 
- 2.22554 < x2 _< -1 ,  
y • {0,1}. 
The global min imum is (x~, x2, y, fl3) = (0.94194, -2 .1 ,  1, 1.07654) 
min f14 (x, y) = 7.5yl + 5.5y2 + 5x3 + 7x4 + 6xs, 
subject to Yl + Y2 - 1 = 0, 
x6 - 0.9xl [1 - exp(-0.5x4)] = 0, 
x7 - 0.8x2 [1 - exp(--O.4xs)] = O, 
x6 +xT-  10 = 0, 
Xl "~-X 2 - -X  3 = 0, 
x6y l  + xTy2 - 10 = 0, (3.14) 
x4 - 10yl < 0, 
xs -10y2  <0,  
x1 -20y l<0,  
x2 - 20y2 < 0. 
x>0,  
y • {0, 1}. 
The global min imum is (x3, x4, Xs, Yl, Y2, f14) : (13.362272, 3.514237, 0, 1, 0, 99.245209) 
min f15 (x, y) = (Yl - 1) 2 + (Y2 - 1) 2 + (Y3 - 1) 2 - In (1 + Y4) 
--~ (X 1 '1) 2 -~- (X 2 -- 2) 2 -~ (X 3 -- 3) 2 ' 
Subject to Yl + Y2 + Y3 + Xl + x2 + x3 - 5 < 0, 
the  global min imum is 
y~ + x~+ x~ + x~-  5.5 < o, 
Yl +x l  - 1.2 _ O, 
Y2 +x2 - 1.8 _< 0, 
Y3 -}- x3 -- 2.5 ~ 0, 
Y4 -}- Xl -- 1.2 < 0, 
y~ + x~ - 1.64 _< o, 
y~ + ~ - 4.25 _< o, 
y~ + x~ - 4.64 < o, 
x>0,  
y • {0, 1}. 
(x l ,  x2, xa, Yl ,  Y2, Y3, Y4, f15) = (0.2, 1.280624, 1.954483, 1, 0, 0, 1, 3.557463), 
(3.15) 
1306 Y.-C. L INet  al. 
max f16 (x, y) = --5.357854x~ -- 0.835689ylx3 -- 37.29329yi + 40792.141, 
sub ject  to al + a2y2x3 + a3ylx2 - a4xlx3 - 92 < 0, 
a5 + a6y2x3 + aTYlY2 -~ asx21 -- I i0 < 0, 
a9 + aloxlx3 + anYlXl  + a12XlX2 - 25 < 0, (3.16) 
27 < Xl,X2,X 3 ~ 45, 
Yl C {78 , . . . ,102},  
Y2 C {33 , . . . ,45} ,  
where the  constant  coefficients a l  to a12 are shown in I14]. 
The  global  max imum is, .for any combinat ion  of x2, Y2, 
(x l ,  x3, Yl, f i6)  = (27, 27, 78, 32217.4) ,  
M 
rain : E  J JvT', 
j= l  
N Q~T 
subject o ~ ~ L, -< H, 
i=1 
S.~jB~ < Vj, i = 1 , . . . ,N , j  = 1 , . . . ,M ,  (3.17) 
T~,j/Nj <_TL,, i = 1 , . . . ,N ,  j=  I , . . . ,M ,  
vjL < Vj < Vj U, j=  I , . . . ,M ,  
BL<B~<B g _  _ , ,  i= I , . . . ,N ,  
I <<_Nj << N~, 
TZL, < TL, <_ T~,. 
For the specific p rob lem considered, M = 3 and  N = 2, there  are seven cont inuous  var iables 
and three integer variables. The  prob lem with 18 inequality constraints, the data used for the 
example  are shown in [14]. The  global min imum is 
(NI, N2, N3, I/i, V2,173, Bi, B2, TL~, TL2, f17) ---- (I, i, i, 480,720,960,240,120,  20, 16, 38499.8). 
Table 4 presents the comparison,  in terms of the number  of objective function evaluations and  
proport ion of convergence to the global opt imum,  between the GA with the two penalty schemes, 
the (p + A)-ES, M-S IMPSA,  and  the proposed method.  The  global opt imal  solutions for the 
Table 4. The computational results for various methods. #F  and C% represent, re- 
spectively, the mean number of objective function evaluations over all ten executions, 
and the percentage of convergence to the global optimum. 
GA-Pen GA-Deb (# + >,)-ES M-S IMPSA M-S IMPSA-Pen  MIHDE(Np = 3) 
Problem 
#F C% #F C% #F C% #F C% #F C% #F C% 
11 
12 
13 
14 
15 
16 
17 
6787 100 
13939 100 
107046 90 
22489 100 
102778 60 
37167 100 
22576 0 
6191 100 
15298 i00 
110233 90 
23730 80 
34410 90 
35255 I00 
225173 0 
1518 i00 
2255 100 
1749 i00 
b 0 
6710 10O 
2536 i00 
0 
697 99 
10582 83 
b 0 
14738 100 
22309 60 ~ 
27410 87 
0 
16282 100 
14440 100 
38042 10O 
42295 100 
63751 97 a 
33956 95 
257536 97 
13104 100 
29166 100 
28455 100 
60950 100 
12375 10O 
938 100 
50976 100 
a - Converged to a nonoptimal solution. 
b - Execution halted. 
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seven problems could be completely obtained by MIHDE using the population size of three. How- 
ever, some of problems are great difficulties to obtain the optimal solution by genetic algorithm, 
evolution strategy or simulated annealing as observed from Table 4. 
4. CONCLUSION 
In this paper, we have proposed a generalized algorithm of mixed-integer hybrid differential 
evolution to solve the mixed-integer optimization problems. A migration operation is embedded 
in the algorithm so that the MIHDE is capable of obtaining a global solution using a small 
population size. This effort has been shown by the test results in which the MIHDE with the 
population size of three can achieve the global minimum for all test functions, even for the test 
functions including 100 real variables and 100 integer variables. 
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