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ABSTRACT 
Properties of the GolibWilkinson algorithm are described with detailed proof. 
1. INTRODUCTION 
In the article [l], an economical algorithm for the determination of 
principal vectors of a square matrix A was suggested. The algorithm is based 
on the singular value decomposition (SVD). 
Let X be an eigenvalue of the n X n matrix A, and B = A - XI. The 
GolubWilkinson algorithm is described as follows: 
(i) Compute the SVD of B: B = UDV”, D = diag(D,,0), where D, is a 
nonsingular diagonal matrix of order n - n,; hence determine n r eigenvec- 
tors w!‘) (i = 1 n,), where n, = dimKer B. 
(ii)’ For s =‘i,*i,. . . , do the following operations until n, = 0: Let W(l) = 
( w\“, . . . , t.#, Rc2) = UH WC’); 
R(s) = (2) 
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Compute the SVD of Rc,“): Rc,“) = U(‘)D(‘)V(‘)“, D(“) = diag(O, D{“)), where 
0:“) is a nonsingular diagonal matrix of order n1 - rzy. Compute R(S)V(S): 
(3) 
Compute w’;‘), . . . , ds): *, 
W(S)= (uy,...,, p) =v( y:‘]. (4 
In Section 2, we give some properties of the Golub-Wilkinson algorithm, 
and show that w\‘), . . . , wky’, wi2j,. . . , wjs), . . . , WA:’ constitute a basis of 
Ker B”. 
2. CONSEQUENCES AND PROOFS 
LEMMA 1. w E Ker B” ifund only if Bw E Ker B”-‘. 
LEMMA 2. Let 
Then rank( V,‘,“‘) = n S* 
Proof. When s = 2, V# = VI’), so rank( V,‘,“)) = n2. When s > 2, from 
(3) we get 
R’“‘V,‘“’ = (5) 
GOLUB-WILKINSON ALGORITHM 
Using (1) and (3), we obtain 
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If there exists a vector g such that V$)g = 0, then by (6) we have 
Note that I’&- ‘) is of full column rank, so V,‘;)g = 0; hence VjS)g = 0, so 
g = 0, for V(“) is a unitary matrix. Therefore VI;) is of full column rank, i.e., 
rank( V,‘,“)) = n St n 
By Lemma 2 we have 
LEMMAS. 12, is monotonically decreasing, i.e., n, < n,_ I. 
THEOREM. For the GolubWilkinson algorithm, if n, + 0, then: 
are the vectors of grade s of A. 
‘wg), . . . , B”- ‘w(‘) are linearly independent. “3 
0. 
(d) WC), WC), . . . , w$), w\‘), . . . , WY), . . . , wg) constitute a basis of Ker B”. 
Proof. We use mathematical induction. 
When s = 1, (a),(b),(d) obviously hold. Also, 
BU = Bu@2)V,(2) = BW(‘)V2(2) = 0, 
so (c) holds. 
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Assume that the four results are correct when s = 1 2 > ,-.., m. When 
s = m + 1, we will prove these results: 
For (b), 
B”W( m+l) = Bm-1U = gm-l~j.pm+qqm+l) 
= (0 1 B”-‘W’“)) = gm-qj7(m)Vlcm+l) 
- 
“I-% (7) 
By Lemma 2 and the assumption, we have 
rank( B”W (m+1)) = rank( Vi?+‘)) = r~,+~; (8) 
hence (b) holds. 
For (a), using (7), B”+‘W (m+1) = BmW(m%‘{zm+l) = 0, [recall (S)]; thus 
we get (a). 
For (c), we have proved it in (a) when s = m + 1, so 
B”l+l u B m+l(Jfgm+2)v(m+B) 2 
= B”t+l u uHw(m+" vJ*+2) I 
so (c) holds. 
For (d), if there exist two vectors x, y such that (W(l), WC’), . . . , W’“‘)x 
+ Wcm+‘)y = 0, then B”W (*+‘)y = 0, and from (8) y = 0, so (WC’), . . . , 
W(“))x = 0. By assumption x = 0; hence zu\‘), . . . , w,!,:), . . . , w(;n+‘), . . . , why,i’) 
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are linearly independent. Introduce Z(“) = n:,,V(svi), where 
Z 
l I 
s-l 
v(s,i) = v(i) , t= &xi, 
I txt i=l 
the Vci) beginning at position n2 + na + * . . + nip 1 + 1. Notice that Z(“) 
is unitary. Using (d) (s = m) and (a) (s = m + l), we have 
Range( W(l), . . . , Wcm+i)) c KerB”+‘. If r E KerB”+‘, then by Lemma 1 
Bx E Ker B”, i.e. Bx E Range(W(‘),. . . , WC”)), i.e. DV”x E 
Range U”( W(l), . . . , W(*))ZCm+‘), i.e. 
Because DV”x has zero components in last n, positions, we get 
i.e. 
i.e. 
i.e. 
x E Range( WC’), WC’), . . . , WC’“+ ‘I), 
so Ker Bm+’ c Range(W(‘), . . . , Wcm+‘)). Hence Ker Bm+’ = 
Range(W(‘), . . . , Wcm+‘)). (d) holds. n 
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By this theorem we immediately obtain 
c OROLLARY, 
dimKerB”= k ni; 
i=l 
n2, = dimKerB” - dimKerB”-‘. 
I am thankful to the referee for valuable suggestions to make the 
exposition lucid. 
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