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modules 1
Nguyen Tu Cuong, Pham Hung Quy and Hoang Le Truong
Abstract
Let M be a finitely generated module over a Noetherian ring R and N a
submodule. The index of reducibility irM (N) is the number of irreducible sub-
modules that appear in an irredundant irreducible decomposition of N (this
number is well defined by a classical result of Emmy Noether). Then the main
results of this paper are: (1) irM (N) =
∑
p∈AssR(M/N)
dimk(p) Soc(M/N)p; (2)
For an irredundant primary decomposition of N = Q1 ∩ · · · ∩Qn, where Qi is
pi-primary, then irM (N) = irM (Q1) + · · · + irM (Qn) if and only if Qi is a pi-
maximal embedded component of N for all embedded associated prime ideals
pi of N ; (3) For an ideal I of R there exists a polynomial IrM,I(n) such that
IrM,I(n) = irM (I
nM) for n≫ 0. Moreover, bightM (I)− 1 ≤ deg(IrM,I(n)) ≤
ℓM (I) − 1; (4) If (R,m) is local, M is Cohen-Macaulay if and only if there
exist an integer l and a parameter ideal q of M contained in ml such that
irM (qM) = dimR/m Soc(H
d
m(M)), where d = dimM .
1 Introduction
One of the fundamental results in commutative algebra is the irreducible decom-
position theorem [17, Satz II and Satz IV] proved by Emmy Noether in 1921. In
this paper she had showed that any ideal I of a Noetherian ring R can be expressed
as a finite intersection of irreducible ideals, and the number of irreducible ideals in
such an irredundant irreducible decomposition is independent of the choice of the
decomposition. This number is then called the index of reducibility of I and de-
noted by irR(I). Although irreducible ideals belong to basic objects of commutative
algebra, there are not so much papers on the study of irreducible ideals and the
index of reducibility. Maybe the first important paper on irreducible ideals after
Noether’s work is of W. Gro¨bner [10] (1935). Since then there are interesting works
on the index of reducibility of parameter ideals on local rings by D.G. Northcott
[18] (1957), S. Endo and M. Narita [7] (1964) or S. Goto and N. Suzuki [9] (1984).
Especially, W. Heinzer, L.J. Ratliff and K. Shah propounded in a series of papers
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[11], [12], [13], [14] a theory of maximal embedded components which is useful for
the study of irreducible ideals. It is clear that the concepts of irreducible ideals,
the index of reducibility and maximal embedded components can be extended for
finitely generated modules. Then the purpose of this paper is to investigate the in-
dex of reducibility of submodules of a finitely generated R-moduleM concerning its
maximal embedded components as well as the behaviour of the function irM(I
nM),
where I is an ideal of R, and to present applications of the index of reducibility for
studying the structure of the module M . The paper is divided into 5 sections. Let
M be a finitely generated module over a Noetherian ring and N a submodule of M .
We present in the next section a formula to compute the index of reducibility irM(N)
by using the socle dimension of the module (M/N)p for all p ∈ AssR(M/N) (see
Lemma 2.3). This formula is a generalization of a well-known result which says that
irM(N) = dimR/m Soc(M/N) provided (R,m) is a local ring and λR(M/N) < ∞.
Section 3 is devoted to answer the following question: When is the index of re-
ducibility of a submodule N equal to the sum of the indices of reducibility of their
primary components in a given irredundant primary decomposition of N? It turns
out here that the notion of maximal embedded components of N introduced by
Heinzer, Ratliff and Shah is the key for answering this question (see Theorem 3.2).
In Section 4, we consider the index of reducibility irM(I
nM) of powers of an ideal
I as a function in n and show that this function is in fact a polynomial for suffi-
ciently large n. Moreover, we can prove that bightM(I) − 1 is a lower bound and
the ℓM(I) − 1 is an upper bound for the degree of this polynomial (see Theorem
4.1), where bightM(I) is the big height and ℓM(I) is the analytic spread of M with
respect to the ideal I. However, the degree of this polynomial is still mysterious to
us. We can only give examples to show that these bounds are optimal. In the last
section, we involve in working out some applications of the index of reducibility. A
classical result of Northcott [18] says that the index of reducibility of a parameter
ideal in a Cohen-Macaulay local ring is dependent only on the ring and not on the
choice of parameter ideals. We will generalize Northcott’s result in this section and
get a characterization for the Cohen-Macaulayness of a Noetherian module in terms
of the index of reducibility of parameter ideals (see Theorem 5.2).
2 Index of reducibility of submodules
Throughout this paper R is a Noetherian ring and M is a finitely generated R-
module. For an R-module L, λR(L) denotes the length of L.
Definition 2.1. A submodule N ofM is called an irreducible submodule ifN can not
be written as an intersection of two properly larger submodules of M . The number
of irreducible components of an irredundant irreducible decomposition of N , which
is independent of the choice of the decomposition by Noether [17], is called the index
of reducibility of N and denoted by irM(N).
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Remark 2.2. We denoted by Soc(M) the sum of all simple submodules of M .
Soc(M) is called the socle of M . If R is a local ring with the unique maximal ideal
m and k = R/m its residue field, then it is well-known that Soc(M) = 0 :M m is a
k-vector space of finite dimension. Let N be a submodule ofM with λR(M/N) <∞.
Then it is easy to check that irM(N) = λR((N : m)/N) = dimk Soc(M/N).
The following lemma presents a formula for computing the index of reducibility
irM(N) without the requirement that R is local and λR(M/N) < ∞. It should be
mentioned here that the first conclusion of the lemma would be known to experts.
But, we cannot find its proof anywhere. So for the completeness, we give a short
proof for it. Moreover, from this proof we obtain immediately a second conclusion
which is useful for proofs of further results in this paper. For a prime ideal p, we
use k(p) to denote the residue field Rp/pRp of the local ring Rp.
Lemma 2.3. Let N be a submodule of M . Then
irM(N) =
∑
p∈AssR(M/N)
dimk(p) Soc(M/N)p.
Moreover, for any p ∈ AssR(M/N), there is a p-primary submodule N(p) of M with
irM(N(p)) = dimk(p) Soc(M/N)p such that
N =
⋂
p∈AssR(M/N)
N(p)
is an irredundant primary decomposition of N .
Proof. Passing to the quotient M/N we may assume without any loss of generality
that N = 0. Let AssR(M) = {p1, ..., pn}. We set ti = dimk(pi) Soc(Mpi) and t =
t1 + · · ·+ tn. Let F = {p11, ..., p1t1 , p21, ..., p2t2 , ..., pn1, ..., pntn} be a family of prime
ideals of R such that pi1 = · · · = piti = pi for all i = 1, ..., n. Denote E(M) the
injective envelop of M . Then we can write
E(M) =
n⊕
i=1
E(R/pi)
ti =
⊕
pij∈F
E(R/pij).
Let
πi : ⊕
n
i=1E(R/pi)
ti → E(R/pi)
ti and πij : ⊕pij∈FE(R/pij)→ E(R/pij)
be the canonical projections for all i = 1, ..., n and j = 1, ..., ti, and set N(pi) =
M∩ker πi, Nij =M∩ker πij . Since E(R/pij) are indecomposible, Nij are irreducible
submodules of M . Then it is easy to check that N(pi) is a pi-primary submodule of
M having an irreducible decomposition N(pi) = Ni1 ∩ · · · ∩Niti for all i = 1, . . . , n.
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Moreover, because of the minimality of E(M) among injective modules containing
M , the finite intersection
0 = N11 ∩ · · · ∩N1t1 ∩ · · · ∩Nn1 ∩ · · · ∩Nntn
is an irredundant irreducible decomposition of 0. Therefore 0 = N(p1)∩· · ·∩N(pn) is
an irredundant primary decomposition of 0 with irM(N(pi)) = dimk(pi) Soc(M/N)pi
and irM(0) =
∑
p∈Ass(M) dimk(p) Soc(M)p as required.
3 Index of reducibility of maximal embedded com-
ponents
Let N be a submodule of M and p ∈ AssR(M/N). We use
∧
p(N) to denote the set
of all p-primary submodules ofM which appear in an irredundant primary decompo-
sition of N . We say that a p-primary submodule Q of M is a p-primary component
of N if Q ∈
∧
p(N), and Q is said to be a maximal embedded component (or more
precisely, p-maximal embedded component) of N if Q is a maximal element in the
set
∧
p(N). It should be mentioned that the notion of maximal embedded compo-
nents was first introduced for commutative rings by Heinzer, Ratliff and Shah. They
proved in the papers [11], [12], [13], [14] many interesting properties of maximal em-
bedded components as well as they showed that this notion is an important tool for
studying irreducible ideals.
We recall now a result of Y. Yao [23] which is often used in the proof of the next
theorem.
Theorem 3.1 (Yao [23], Theorem 1.1). Let N be a submodule of M , AssR(M/N) =
{p1, ..., pn} and Qi ∈
∧
pi
(N), i = 1, ..., n. Then N = Q1∩· · ·∩Qn is an irredundant
primary decomposition of N .
The following theorem is the main result of this section.
Theorem 3.2. Let N be a submodule of M and AssR(M/N) = {p1, ..., pn}. Let
N = Q1 ∩ · · · ∩ Qn be an irredundant primary decomposition of N , where Qi is
pi-primary for all i = 1, . . . , n. Then irM(N) = irM(Q1) + · · ·+ irM(Qn) if and only
if Qi is a pi-maximal embedded component of N for all embedded associated prime
ideals pi of N .
Proof. As in the proof of Lemma 2.3, we may assume that N = 0.
Sufficient condition: Let 0 = Q1∩· · ·∩Qn be an irredundant primary decomposition
of the zero submodule 0, where Qi is maximal in
∧
pi
(0), i = 1, ..., n. Setting
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irM(Qi) = ti, and letQi = Qi1∩· · ·∩Qiti be an irredundant irreducible decomposition
of Qi. Suppose that
t1 + · · ·+ tn = irM(Q1) + · · ·+ irM(Qn) > irM(0).
Then there exist an i ∈ {1, ..., n} and a j ∈ {1, ..., ti} such that
Q1 ∩ · · · ∩Qi−1 ∩Q
′
i ∩Qi+1 ∩ · · · ∩Qn ⊆ Qij ,
where Q′i = Qi1 ∩ · · · ∩Qi(j−1) ∩Qi(j+1) ∩ · · · ∩Qiti % Qi. Therefore
Q′i
⋂
(∩k 6=iQk) = Qi
⋂
(∩k 6=iQk) = 0
is also an irredundant primary decomposition of 0. Hence Q′i ∈
∧
pi
(0) which con-
tradicts the maximality of Qi in
∧
pi
(0). Thus irR(0) = irR(Q1) + · · · + irR(Qn) as
required.
Necessary condition: Assume that 0 = Q1 ∩ · · · ∩Qn is an irredundant primary de-
composition of 0 such that irM(0) = irM(Q1)+ · · ·+irM(Qn). We have to prove that
Qi are maximal in
∧
pi
(0) for all i = 1, ..., n. Indeed, let N1 = N(p1), ..., Nn = N(pn)
be primary submodules ofM as in Lemma 2.3, that is Ni ∈
∧
pi
(0), 0 = N1∩· · ·∩Nn
and irM(0) =
∑n
i=1 irM(Ni) =
∑n
i=1 dimk(pi) Soc(Mpi). Then by Theorem 3.1 we see
for any 0 ≤ i ≤ n that
0 = N1 ∩ · · · ∩Ni−1 ∩Qi ∩Ni+1 ∩ · · · ∩Nn = N1 ∩ · · · ∩Nn
are two irredundant primary decompositions of 0. Therefore
irM(Qi) +
∑
j 6=i
irM(Nj) ≥ irM(0) =
n∑
j=1
irM(Nj),
and so irM(Qi) ≥ irM(Ni) = dimk(pi) Soc(Mpi) by Lemma 2.3.
Similarly, it follows from the two irredundant primary decompositions
0 = Q1 ∩ · · · ∩Qi−1 ∩Ni ∩Qi+1 ∩ · · · ∩Qn = Q1 ∩ · · · ∩Qn
and the hypothesis that irM(Ni) ≥ irM(Qi). Thus we get
irM(Qi) = irM(Ni) = dimk(pi) Soc(Mpi)
for all i = 1, ..., n. Now, let Q′i be a maximal element of
∧
pi
(0) and Qi ⊆ Q
′
i. It
remains to prove that Qi = Q
′
i. By localization at pi, we may assume that R is a
local ring with the unique maximal ideal m = pi. Then, since Qi is an m-primary
submodule and by the equality above we have
λR((Qi : m)/Qi) = irM(Qi) = dimk Soc(M) = λR(0 :M m) = λR
(
(Qi + 0 :M m)/Qi
)
.
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It follows that Qi : m = Qi + 0 :M m. If Qi $ Q′i, there is an element x ∈ Q
′
i \ Qi.
Then we can find a positive integer l such that mlx ⊆ Qi but m
l−1x * Qi. Choose
y ∈ ml−1x \Qi. We see that
y ∈ Q′i ∩ (Qi : m) = Q
′
i ∩ (Qi + 0 :M m) = Qi + (Q
′
i ∩ 0 :M m).
Since 0 :M m ⊆ ∩j 6=iQj and Q
′
i ∩ (∩j 6=iQj) = 0 by Theorem 3.1, Q
′
i ∩ (0 :M m) = 0.
Therefore y ∈ Qi which is a contradiction with the choice of y. Thus Qi = Q
′
i and
the proof is complete.
The following characterization of maximal embedded components of N in terms
of the index of reducibility follows immediately from the proof of Theorem 3.2.
Corollary 3.3. Let N be a submodule of M and p an embedded associated prime
ideal of N . Then an element Q ∈
∧
p(N) is a maximal embedded component of N if
and only if irM(Q) = dimk(p) Soc(M/N)p.
As consequences of Theorem 3.2, we can obtain again several results on maximal
embedded components proved by Heinzer, Ratliff and Shah. The following corollary
is one of that results stated for modules. For a submodule L ofM and p a prime ideal,
we denote by ICp(L) the set of all irreducible p-primary submodules ofM that appear
in an irredundant irreducible decomposition of L, and denote by irp(L) the number
of irreducible p-primary components in an irredundant irreducible decomposition of
L (this number is well defined by Noether [17, Satz VII]).
Corollary 3.4 (see [14], Theorems 2.3 and 2.7). Let N be a submodule of M and p
an embedded associated prime ideal of N . Then
(i) irp(N) = irp(Q) = dimk(p) Soc(M/N)p for any p-maximal embedded component
Q of N .
(ii) ICp(N) =
⋃
Q ICp(Q), where the submodule Q in the union runs over all p-
maximal embedded components of N .
Proof. (i) follows immediately from the proof of Theorem 3.2 and Corollary 3.3.
(ii) Let Q1 ∈ ICp(N) and t1 = dimk(p) Soc(M/N)p. By the hypothesis and (i)
there exists an irredundant irreducible decomposition N = Q11 ∩ . . . ∩ Q1t1 ∩ Q2 ∩
. . . ∩ Ql such that Q11 = Q1, Q12, . . . , Q1t1 are all p-primary submodules in this
decomposition. Therefore Q = Q11 ∩ . . . ∩Q1t1 is a maximal embedded component
of N by Corollary 3.3, and so Q1 ∈ ICp(Q). The converse inclusion can be easily
proved by applying Theorems 3.1 and 3.2.
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4 Index of reducibility of powers of an ideal
Let I be an ideal of R. It is well known by [1] that the AssR(M/I
nM) is stable for
sufficiently large n (n≫ 0 for short). We will denote this stable set by AM(I). The
big height, bightM(I), of I on M is defined by
bightM(I) = max{dimRp Mp | for all minimal prime ideals p ∈ AssR(M/IM)}.
Let G(I) =
⊕
n≥0
In/In+1 be the associated graded ring of R with respect to I and
GM(I) =
⊕
n≥0
InM/In+1M the associated graded G(I)-module of M with respect to
I. If R is a local ring with the unique maximal ideal m, then the analytic spread
ℓM(I) of I on M is defined by
ℓM(I) = dimG(I)(GM(I)/mGM(I)).
If R is not local, the analytic spread ℓM(I) is also defined by
ℓM(I) = max{ℓMm(IRm) | m is a maximal ideal and
there is a prime ideal p ∈ AM(I) such that p ⊆ m}.
We use ℓ(I) to denote the analytic spread of the ideal I on R. The following theorem
is the main result of this section.
Theorem 4.1. Let I be an ideal of R. Then there exists a polynomial IrM,I(n)
with rational coefficients such that IrM,I(n) = irM(I
nM) for sufficiently large n.
Moreover, we have
bightM(I)− 1 ≤ deg(IrM,I(n)) ≤ ℓM(I)− 1.
To prove Theorem 4.1, we need the following lemma.
Lemma 4.2. Suppose that R is a local ring with the unique maximal ideal m and I
an ideal of R. Then
(i) dimk Soc(M/I
nM) = λR(I
nM : m/InM) is a polynomial of degree ≤ ℓM(I)−1
for n≫ 0.
(ii) Assume that I is an m-primary ideal. Then irM(I
nM) = λR(I
nM : m/InM)
is a polynomial of degree dimRM − 1 for n≫ 0.
Proof. (i) Consider the homogeneous submodule 0 :GM (I) mG(I). Then
λR(0 :GM (I) mG(I))n = λR(((I
n+1M : m) ∩ InM)/In+1M)
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is a polynomial for n ≫ 0. Using a result proved by P. Schenzel [20, Proposition
2.1], proved for rings but easily extendible to modules, we find a positive integer l
such that for all n ≥ l, 0 :M m ∩ I
nM = 0 and
In+1M : m = In+1−l(I lM : m) + 0 :M m.
Therefore
(In+1M : m) ∩ InM = In+1−l(I lM : m) + 0 :M m ∩ I
nM
= In+1−l(I lM : m).
Hence, λR(I
n+1−l(I lM : m)/In+1M) = λR(((I
n+1M : m) ∩ InM)/In+1M) is a poly-
nomial for n≫ 0. It follows that
dimk Soc(M/I
nM) = λR((I
nM : m)/InM) = λR(I
n−l(I lM : m)/InM)+λR(0 :M m)
is a polynomial for n≫ 0, and the degree of this polynomial is just equal to
dimG(I)(0 :GM (I) mG(I))− 1 ≤ dimG(I)(GM(I)/mGM(I))− 1 = ℓM(I)− 1.
(ii) The second statement follows from the first one and the fact that
λR(I
nM/In+1M) = λR(HomR(R/I, I
nM/In+1M))
≤ λR(R/I)λR(HomR(R/m, I
nM/In+1M)) ≤ λR(R/I)irM(I
n+1M).
We are now able to prove Theorem 4.1.
Proof of Theorem 4.1. Let AM(I) denote the stable set AssR(M/I
nM) for n ≫ 0.
Then, by Lemma 2.3 we get that
irM(I
nM) =
∑
p∈AM (I)
dimk(p) Soc(M/I
nM)p
for all n≫ 0. From Lemma 4.2, (i), dimk(p) Soc(M/I
nM)p is a polynomial of degree
≤ ℓMp(IRp)−1 for n≫ 0. Therefore there exists a polynomial IrM,I(n) of such that
IrM,I(n) = irM(I
nM) for n≫ 0 and
deg(IrM,I(n)) ≤ max{ℓMp(IRp)− 1 | p ∈ AM(I)} ≤ ℓM(I)− 1.
Let Min(M/IM) = {p1, . . . , pm} be the set of all minimal associated prime ideals
of IM . It is clear that pi is also minimal in AM(I). Hence Λpi(I
nM) has only one
element, says Qin. It is easy to check that
irM(Qin) = irMpi (Qin)pi = irMpi (I
nMpi)
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for i = 1, . . . , m. This implies by Theorem 3.2 that irM(I
nM) ≥
m∑
i=1
irMpi (I
nMpi). It
follows from Lemma 4.2, (ii) for n≫ 0 that
deg(IrM,I(n)) ≥ max{dimRpi Mpi − 1 | i = 1, . . . , m} = bightM(I)− 1.
The following corollaries are immediate consequences of Theorem 4.1. An ideal
I of a local ring R is called an equimultiple ideal if ℓ(I) = ht(I), and therefore
bightR(I) = ht(I).
Corollary 4.3. Let I be an ideal of R satisfying ℓM(I) = bightM(I). Then
deg(IrM,I(n)) = ℓM(I)− 1.
Corollary 4.4. Let I be an equimultiple ideal of a local ring R with the unique
maximal ideal m. Then
deg(IrR,I(n)) = ht(I)− 1
.
Excepting the corollaries above, the authors of the paper do not know how
to compute exactly the degree of the polynomial of index of reducibility IrM,I(n).
Therefore it is maybe interesting to find a formula for this degree in terms of known
invariants associated to I and M . Below we give examples to show that although
these bounds are sharp, neither bightM(I)− 1 nor ℓM(I)− 1 equal to deg(IrM,I(n))
in general.
Example 4.5. (1) Let R = K[X, Y ] be the polynomial ring of two variables X , Y
over a field K and I = (X2, XY ) = X(X, Y ) an ideal of R. Then we have
bightR(I) = ht(I) = 1, ℓ(I) = 2,
and by Lemma 2.3
irR(I
n) = irR(X
n(X, Y )n) = irR((X, Y )
n) + 1 = n+ 1.
Therefore
bightR(I)− 1 = 0 < 1 = deg(IrR,I(n)) = ℓ(I)− 1.
(2) Let T = K[X1, X2, X3, X4, X5, X6] be the polynomial ring in six variables
over a field K and R = T(X1,...,X6) the localization of T at the homogeneous maximal
ideal (X1, . . . , X6). Consider the monomial ideal
I = (X1X2, X2X3, X3X4, X4X5, X5X6, X6X1) = (X1, X3, X5) ∩ (X2, X4, X6)∩
∩ (X1, X2, X4, X5) ∩ (X2, X3, X5, X6) ∩ (X3, X4, X6, X1).
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Since the associated graph to this monomial ideal is a bipartite graph, it follows
from [21, Theorem 5.9] that Ass(R/In) = Ass(R/I) = Min(R/I) for all n ≥ 1.
Therefore deg(IrR,I(n)) = bight(I)− 1 = 3 by Theorem 3.2 and Lemma 4.2 (ii). On
the other hand, by [15, Exercise 8.21] ℓ(I) = 5, so
deg(IrR,I(n)) = 3 < 4 = ℓ(I)− 1.
Let I be an ideal of R and n a positive integer. The nth symbolic power I(n) of
I is defined by
I(n) =
⋂
p∈Min(I)
(InRp ∩ R),
where Min(I) is the set of all minimal associated prime ideals in Ass(R/I). Contrary
to the function ir(In), the behaviour of the function ir(I(n)) seems to be better.
Proposition 4.6. Let I be an ideal of R. Then there exists a polynomial pI(n) with
rational coefficients that such pI(n) = irR(I
(n)) for sufficiently large n and
deg(pI(n)) = bight(I)− 1.
Proof. It should be mentioned that Ass(R/I(n)) = Min(I) for all positive integer n.
Thus, by virtue of Theorem 3.2, we can show as in the proof of Theorem 4.1 that
irR(I
(n)) =
∑
p∈Min(I)
irRp(I
nRp)
for all n. So the proposition follows from Lemma 4.2, (ii).
5 Index of reducibility in Cohen-Macaulay mod-
ules
In this section, we assume in addition that R is a local ring with the unique maximal
ideal m, and k = R/m is the residue field. Let q = (x1, . . . , xd) be a parameter ideal
of M (d = dimM). Let H i(q,M) be the i-th Koszul cohomology module of M with
respect to q and H im(M) the i-th local cohomology module ofM with respect to the
maximal ideal m. In order to state the next theorem, we need the following result
of Goto and Sakurai [8, Lemma 3.12].
Lemma 5.1. There exists a positive integer l such that for all parameter ideals q of
M contained in ml, the canonical homomorphisms on socles
Soc(H i(q,M))→ Soc(H im(M))
are surjective for all i.
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Theorem 5.2. Let M be a finitely generated R-module of dimM = d. Then the
following conditions are equivalent:
(i) M is a Cohen-Macaulay module.
(ii) irM(q
n+1M) = dimk Soc(H
d
m(M))
(
n+d−1
d−1
)
for all parameter ideals q of M and
all n ≥ 0.
(iii) irM(qM) = dimk Soc(H
d
m(M)) for all parameter ideals q of M .
(iv) There exists a parameter ideal q of M contained in ml, where l is a positive
integer as in Lemma 5.1, such that irM(qM) = dimk Soc(H
d
m(M)).
Proof. (i) ⇒ (ii) Let q be a parameter ideal of M . Since M is Cohen-Macaulay, we
have a natural isomorphism of graded modules
GM(q) =
⊕
n≥0
qnM/qn+1M →M/qM [T1, . . . , Td],
where T1, . . . , Td are indeterminates. This deduces R-isomomorphisms on graded
parts
qnM/qn+1M →
(
M/qM [T1, . . . , Td]
)
n
∼=M/qM(
n+d−1
d−1 )
for all n ≥ 0. On the other hand, since q is a parameter ideal of a Cohen-Macaulay
module, qn+1M : m ⊆ qn+1M : q = qnM . It follows that
irM(q
n+1M) = λR(q
n+1M : m/qn+1M) = λR(0 :qnM/qn+1M m)
= λR(0 :M/qM m)
(
n + d− 1
d− 1
)
= dimk(Soc(M/qM))
(
n+ d− 1
d− 1
)
.
So the conclusion is proved, if we show that dimk Soc(M/qM) = dimk Soc(H
d
m(M)).
Indeed, let q = (x1, . . . , xd) andM =M/x1M . Then, it is easy to show by induction
on d that
dimk Soc(M/qM) = dimk Soc(M/qM)
= dimk Soc(H
d−1
m (M)) = dimk Soc(H
d
m(M)).
(ii) ⇒ (iii) and (iii) ⇒ (iv) are trivial.
(iv)⇒ (i) Let q = (x1, . . . , xd) be a parameter ideal ofM such that q ⊆ m
l, where
l is a positive integer as in Lemma 5.1 such that the canonical homomorphism on
socles
Soc(M/qM) = Soc(Hd(q,M))→ Soc(Hdm(M))
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is surjective. Consider the submodule (x)limM =
⋃
t≥0
(xt+11 , . . . , x
t+1
d ) : (x1 . . . xd)
t of
M . This submodule is called the limit closure of the sequence x1, . . . , xd. Then
(x)limM /qM is just the kernel of the canonical homomorphism M/qM → H
d
m(M)
(see [2], [3]). Moreover, it was proved in [2, Corollary 2.4] that the module M
is Cohen-Macaulay if and only if (x)limM = qM . Now we assume that irM(qM) =
dimk Soc(H
d
m(M)), therefore dimk Soc(H
d
m(M)) = dimk Soc(M/qM). Then it follows
from the exact sequence
0→ (x)limM /qM → M/qM → H
d
m(M)
and the choice of l that the sequence
0→ Soc((x)limM /qM)→ Soc(M/qM)→ Soc(H
d
m(M))→ 0
is a short exact sequence. Hence dimk Soc((x)
lim
M /qM) = 0 by the hypothesis. So
(x)limM = qM , and therefore M is a Cohen-Macaulay module.
It should be mentioned here that the proof of implication (iv) ⇒ (i) of Theorem
5.2 is essentially following the proof of [16, Theorem 2.7]. It is well-known that a
Noetherian local ring R with dimR = d is Gorenstein if and only if R is Cohen-
Macaulay with the Cohen-Macaulay type r(R) = dimk Ext
d(k,M)) = 1. Therefore
the following result, which is the main result of [16, Theorem], is an immediate
consequence of Theorem 5.2.
Corollary 5.3. Let (R,m) be a Noetherian local ring of dimension d. Then R is
Gorenstein if and only if there exists an irreducible parameter ideal q contained in
ml, where l is a positive integer as in Lemma 5.1. Moreover, if R is Gorenstein,
then for any parameter ideal q it holds irR(q
n+1) =
(
n+d−1
d−1
)
for all n ≥ 0.
Proof. Let q = (x1, . . . , xd) be an irreducible parameter ideal contained in m
l such
that the map
Soc(M/qM)→ Soc(Hdm(M))
is surjective. Since dimk Soc(H
d
m(M)) 6= 0 and dimk Soc(M/qM) = 1 by the hypothe-
sis, dimk Soc(H
d
m(M)) = 1. This imples by Theorem 5.2 thatM is a Cohen-Macaulay
module with
r(R) = dimk Ext
d(k,M) = dimk Soc(M/qM) = 1,
and so R is Gorenstein. The last conclusion follows from Theorem 5.2.
Remark 5.4. Recently, it was shown by many works that the index of reducibility of
parameter ideals can be used to deduce a lot of information on the structure of some
classes of modules such as Buchsbaum modules [8], generalized Cohen-Macaulay
modules [6], [19] and sequentially Cohen-Macaulay modules [22]. It follows from
Theorem 5.2 that M is a Cohen-Macaulay module if and only if there exists a
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positive integer l such that irM(qM) = dimk Soc(H
d
m(M)) for all parameter ideals q
of M contained in ml. The necessary condition of this result can be extended for a
large class of modules called generalized Cohen-Macaulay modules. An R-module
M of dimension d is said to be a generalized Cohen-Macaulay module (see [5]) if
H im(M) is of finite length for all i = 0, . . . , d − 1. We proved in [6, Theorem 1.1]
(see also [4, Corollary 4.4]) that ifM is a generalized Cohen-Macaulay module, then
there exists an integer l such that
irM(qM) =
d∑
i=0
(
d
i
)
dimk Soc(H
i
m(M)).
for all parameter ideals q ⊆ ml. Therefore, we close this paper with the following
two open questions, which are suggested during the work in this paper, on the char-
acterization of the Cohen-Macaulayness and of the generalized Cohen-Macaulayness
in terms of the index of reducibility of parameter ideals as follows.
Open questions 5.5. Let M be a finitely generated module of dimension d over a
local ring R. Then our questions are
1. Is M a Cohen-Macaulay module if and only if there exists a parameter ideal q of
M such that
irM(qM
n+1M) = dimk Soc(H
d
m(M))
(
n+ d− 1
d− 1
)
for all n ≥ 0?
2. Is M a generalized Cohen-Macaulay module if and only if there exists a positive
integer l such that
irM(qM) =
d∑
i=0
(
d
i
)
dimk Soc(H
i
m(M))
for all parameter ideals q ⊆ ml?
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