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 Interpreting the performance of nuclear fuel materials under various irradiation conditions 
is essential to the qualification of new nuclear fuels. Automated image processing routines have 
the potential to aid in the fuel performance evaluation process by eliminating judgment calls that 
may vary from person-to-person or sample-to-sample. This thesis develops several image analysis 
routines designed for fission gas bubble characterization in irradiated uranium molybdenum (U-
Mo) monolithic-type plate fuels. Electron micrographs of uranium-molybdenum fuel samples 
prepared by Idaho National Laboratory are used as the reference images for algorithm development 
using CellProfiler and MATLAB’s Image Processing Toolbox. The resulting algorithm cleans the 
input image through pre-processing and subsequently segments the fission gas bubbles from the 
fuel sample images. The segmented image is then used to determine the bubble count, calculate 
the bubble size distribution, and estimate the overall sample porosity. In addition to technique 
development, the project includes verification and validation of the established image processing 
algorithm, as well as large-scale data extraction and analysis of a stack of U-Mo sample images. 
This work demonstrates that it is possible to use automated image analysis to extract meaningful 
fission product data from micrographs of nuclear fuel. In particular, the largely qualitative and 
visual inspection based methods often used by fuel performance analysts can effectively be 
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 Understanding the performance of nuclear fuel materials under irradiation is critical to the 
development of new nuclear fuels. The Reduced Enrichment for Research and Test Reactors 
(RERTR) program aims to convert research and test reactor fuels from high enrichment (>20 wt% 
uranium-235) to low enrichment (<20 wt% uranium-235) in order to meet nuclear non-
proliferation goals (Miller et al., 2012). Many of the research reactors still fueled with highly 
enriched uranium (HEU) have fissile atom density requirements too high to be met by existing low 
enriched uranium (LEU) fuels, thus requiring the development of new fuels with higher uranium 
atom densities (Miller et al., 2012). The Idaho National Laboratory (INL) conducts extensive 
research on uranium-molybdenum (U-Mo) fuels, which have high uranium atom densities.  
  In order to ensure the safe and economic operation of nuclear fuels, it is necessary to be 
able to predict their behavior and life-time during irradiation. An accurate description of a fuel’s 
behavior, however, involves a multitude of disciplines including chemistry, nuclear and solid state 
physics, metallurgy, ceramics, and applied mechanics. The strong interrelationship between these 
disciplines has led the nuclear industry to develop computational fuel performance codes capable 
of predicting the behavior of nuclear fuels during irradiation. The development and validation of 
these codes is highly reliant on data from in-core experiments. The aim of the research described 
in this thesis is to assist in the evaluation of uranium-molybdenum fuels through the use of 
automated image processing techniques, in order to provide accurate collection of data for use in 




 More specifically, this study is aimed at the behavior of inert gas atoms, mainly Xe and Kr, 
in U-Mo fuel. The release of these gaseous fission products can lead to a variety of unwelcome 
effects, to such an extent that fission gas release is considered one of the primary mechanisms that 
restricts the upper limits of fuel burnup (Lee et al., 2008). Fission gas and solid fission products 
cause swelling of the fuel, which increases the mechanical interaction between the fuel and 
cladding at higher burnups. In addition to the buildup of internal fuel plate pressure, the release of 
gaseous fission products increases the thermal resistance between the cladding and the fuel. Since 
fission gas release is strongly temperature dependent, increases in fuel temperature eventually lead 
to cladding failure (Lee et al., 2008). It is therefore essential to be able to predict the behavior of 
fission products under variable irradiation conditions.  
 Currently, performance evaluators rely on visual inspection or manual segmentation to 
assess most parameters of interest within an irradiated microstructure. Automating this process has 
the potential to significantly speed up the data extraction process, enhance its reliability, and 
improve its correctness. Image segmentation is the act of grouping and localizing image content 
and is widely used in many applications involving image processing. Image segmentation 
algorithms may be used to localize multiple features, or a single feature of interest, within an 
image. The labeling of each pixel in the image as foreground or background is a common example 
of image segmentation (Gonzalez and Woods, 2008). Automatic image segmentation of target 
features is a critical tool for providing measurements of features that may be used to increase the 
fidelity of fuel performance modeling. This thesis develops and tests automated image processing 
routines to fully characterize the presence of fission gas voids in irradiated U-Mo plate-type fuel 
microstructures. Full characterization includes fission gas bubbles count, morphology, size 
distribution, and overall sample porosity. 
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 The routines in this work are developed and implemented using several image processing 
packages. CellProfiler, a biologically-aimed software developed by the Broad Institute, is used for 
some preliminary work as it is an open-source program designed to automatically extract cellular 
measurements from large image sets (Carpenter and Jones, 2014). The software is attractive as a 
tool for nuclear fuels analysis based on its user interface and ability to manipulate data based on a 
multitude of parameters. MATLAB’s Image Processing Toolbox (MathWorks, 2014) is used for 
the remainder of the development work. MATLAB has the advantage of being completely 
customizable, whereas CellProfiler restricts the user to the tools the software provides. Finally, 
FEI’s Avizo Fire visualization software package is used to reconstruct image stacks in three 
dimensions (FEI, 2014), 
The primary objectives of this thesis are as follows: 
1. Demonstrate automated image processing and data collection from uranium-
molybdenum microstructures with CellProfiler; 
2. demonstrate automated image processing and data collection from uranium-
molybdenum microstructures with the MATLAB Image Processing Toolbox; 
3. use the techniques developed to collect fission product data on fuel image sets provided 
by the Idaho National Laboratory; and 
4. extrapolate two dimensional segmentations to a three dimensional reconstruction when 




 Chapter 2 presents background on the topics discussed in this thesis, including the history 
of the RERTR program, its progress to date, the microstructural imaging capabilities used to obtain 
the images used in the present work, and a survey of various image processing and segmentation 
techniques. Chapters 3, focused on the CellProfiler software, presents the technique development 
of a quality metric capable scoring images based on their illumination, focus, and scratching. 
Chapter 3 also includes a discussion of the image processing routines used to evaluate fission gas 
bubbles and the fuel meat-diffusion barrier interaction layer. Chapter 4 presents the fission gas 
identification algorithm developed in MATLAB. It includes an in depth analysis of the image 
processing techniques chosen and a demonstration of the segmentation process. Chapter 5 presents 
the procedures used to verify and validate the MATLAB algorithm and extracts data from two U-
Mo sample image stacks provided by INL. Finally, Chapter 6 presents the summary and final 
conclusions of the study and Chapter 7 provides recommendations for future work based on this 
research.   
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 Characterization of microstructures is essential in quantifying the relationships between 
microstructure and material properties and the resulting capability of the material to perform in a 
given application. The effect of grain-size on the mechanical properties of a material is an example 
of this link. Consequently, an accurate measure of the grain size distribution is valuable in 
predicting material performance. The same principles apply to the microstructural evaluation of 
irradiated nuclear fuels. This chapter will provide an overview of the Reduced Enrichment for 
Research and Test Reactor (RERTR) program and the tools available for the characterization of 
uranium-molybdenum (U-Mo) fuels. 
2.1. The Reduced Enrichment for Research and Test Reactor Program 
 Enrichment determines the ability of any uranium compound to serve as either a reactor 
fuel or as the fissile material in a nuclear weapon. Below a certain enrichment limit, weapon 
designers attest that the construction of a nuclear weapon explosive device becomes impractical 
(Glaser, 2005). The definitions of low-enriched uranium (LEU) and highly enriched uranium 
(HEU) were introduced based on this. LEU is defined as uranium having an enrichment of less 
than 20% uranium-235 by weight. Today, most research reactors and all commercial light water 
reactors are powered by LEU fuel. HEU is defined as uranium with a concentration of more than 
20% uranium-235 by weight. HEU fuel is used in some research or test reactors that require higher 
neutron fluxes for materials testing or medical isotope production.   
Under the guidance of the Atoms for Peace program initiated by President Eisenhower in 
1953, the United States shared research reactor technology, as well as low enriched uranium 
(LEU), with foreign nations (Sokova and Streeper, 2008). In time, LEU fuel proved to be limiting, 
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prompting the use of HEU in order to generate larger neutron fluxes (Sokova and Streeper, 2008). 
Within a decade of the launch of the Atoms for Peace program, the United States, the Soviet Union, 
and several other nuclear weapon states had exported research reactors fueled with HEU to 
approximately 40 countries (Kuperman, 1996). By the late 1970s the majority of research reactors 
used 93 wt% enriched fuel (Sokova and Streeper, 2008); however, in 1974, India’s nuclear testing 
significantly altered global views on the export of fissile materials and technologies (Kuperman, 
1996). Since then, states exporting nuclear materials have been required by the International 
Atomic Energy Agency (IAEA) to submit to full-scope safeguards for the transfer of nuclear 
materials and technologies (Sokova and Streeper, 2008). India’s nuclear testing also prompted the 
United States and the Soviet Union to launch programs to mitigate the potential threat of misuse 
of HEU from civilian installations (Sokova and Streeper, 2008).  
 In 1978, the United States established the RERTR program (Loukianova and Hansell, 
2008). The original mission of the program was to develop LEU fuel for foreign research and test 
reactors with rated power levels above 1 MW that the US was currently supplying with HEU fuel 
(Loukianova and Hansell, 2008). These reactors were targeted as their cores consisted of several 
kilograms of HEU with a regular refueling interval (Wachs, 2007). Revisions to the program were 
made in the 1980s, leading to the goal of converting U.S. university reactors to LEU and 
developing surrogate LEU targets for medical isotope production (Kuperman, 1996). In order to 
successfully convert a reactor operating on HEU to LEU without altering its performance, the 
amount of fissile isotopes in the fuel must remain mostly the same. Since the LEU enrichment 
limit is 20%, one in every five atoms is fissile uranium-235 and the other four atoms are essentially 
non-fissile uranium-238. Therefore, LEU fuel designs aimed at replicating the neutronic profile of 
a 93% enriched core must have a uranium atom density roughly five times that of HEU fuel (Miller 
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et al., 2012).  Comprehensive reactor conversion efforts typically incorporate three steps: the 
development of replacement LEU fuel, the conversion of the HEU-fueled reactor to prepare for 
the utilization of LEU fuel, and the elimination of any fresh or spent HEU fuel from the reactor 
and its ancillary facilities (Wachs, 2007). The scope of this thesis encompasses only a small portion 
of the LEU development work. To understand the state of the RERTR fuel conversion program 
today, it is necessary to detail how it began. 
2.1.1. Reduced Enrichment Fuel Development 
In the formative years of the RERTR fuel program, conversions were aided by increases in 
the uranium loading limits for the common fuels of the era (National Research Council, 2012). 
Uranium loadings are determined in units of uranium mass per unit volume. The standard measure 
is grams of uranium per cubic centimeter (gU/cm3). In 1978, the main fuels used in western 
designed reactors were plate-type UAlx-Al (~1.7 gU/cm
3) and  U3O8-Al (~1.3 gU/cm
3) 93 wt% 
enriched dispersion fuels, and rod-type Training, Research, and Isotopes – General Atomics 
(TRIGA) reactor fuel based on UZrHx (~0.5 gU/cm
3) enriched to 70 wt% (Wachs, 2007). These 
fuels were a focus of early efforts to increase the volume loading of fissile particles. Miniplates 
developed by the RERTR program using advanced metallurgical fabrication methods were 
irradiated in the Oak Ridge Research Reactor (ORR) (Wachs, 2007). The plate-type fuel 
fabricators Compagnie pour l’Etude et Realization de Combustibles Atomique (CERCA) in 
France, NUKEM in Germany, and Atomics International in the U.S. used the results to fabricate 
and test full-size plates. The only fabricator of TRIGA fuel (General Atomics) was able to develop 
LEU TRIGA pins with a density of ~3.7 gU/cm3. Figure 2.1 depicts typical UAlx-Al and U3O8 
dispersion fuel micrographs after irradiation. These efforts successfully demonstrated aluminum-
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based LEU dispersion fuels with uranium concentrations increased to ~2.3 gU/cm3 for UAlx-Al, 
~3.2 gU/cm3 for U3O8-Al and ~3.7 gU/cm
3 for UZrH. In December 1981, the Ford Nuclear Reactor 
at the University of Michigan was the first reactor to be converted by the RERTR program using 
an UAlx-Al fuel with a density of ~1.7 gU/cm
3. However, these improvements proved insufficient 
for global LEU conversion and the RERTR program was forced to develop higher uranium density 
fuels.  
Uranium-silicide (U3Si2) fuel was developed in parallel with U3Si and found to be more 
stable under irradiation at higher burnups than its counterpart (National Research Council, 2012). 
Irradiation testing of full-size U3Si2-Al dispersion fuel elements proved promising and in 1987 a 
full-core demonstration was successfully performed in the Oak Ridge Research Reactor (Wachs, 
2007). Figure 2.2 shows the reaction phases of a U3Si2 fuel plate after irradiation. In 1988, The 
U.S. Nuclear Regulatory Commission (NRC) issued a formal approval for use of the fuel with 
uranium densities up to 4.8 gU/cm3 in domestic research and test reactors (U.S. Nuclear Regulatory 
Commission, 1988). U3Si2 has since been used in the conversion or startup of over 30 research 
reactors (Wachs, 2007).  
      
    a) UAlx-Al Fuel Plate                     b) U3O8-Al Fuel Plate 





There is only a select group of HEU-fueled reactors that are considered to be unconvertible 
through the use of U3Si2. However, those few reactors are still the greatest global civilian 
consumers of HEU and account for nearly 600 kg of HEU per year (National Research Council, 
2012). The western research reactors that require new high density fuels are listed in Table 2.1. 
After the success with U3Si2, the RERTR program turned toward the development of a fuel capable 
of converting these few challenging reactors. While there are several materials that are dense 
enough to meet the LEU enrichment requirement, the difficulty lies in identifying one capable of 
withstanding the structural damage caused by fission events and avoiding thermally induced phase 
changes (Wachs, 2007). When an atom fissions, it splits into two pieces that collide with the 
surrounding atoms, damaging the atomic structure (Koutsky and Kocik, 1994). The pieces 
eventually come to rest inside the structure, causing further lattice defects and interstitials 
(Koutsky and Kocik, 1994). The net result is an expansion of the fuel medium, seen as swelling. 
Screening of potential alloy candidates based on swelling resistance, phase change properties, and 
what was known regarding irradiation behavior eliminated all but uranium-niobium-zirconium and 
uranium-molybdenum alloys from consideration early in the process (Wachs, 2007). 
   
 a) Micrograph of U3Si2 plate showing oxide                 b) Micrograph of U3Si2 fuel meat. 
              growth on Al-6061 cladding. 
 





2.1.2. Uranium-Molybdenum Fuel 
 The best way to significantly increase fuel density is to use uranium in a metal form; 
however, metallic uranium is extremely brittle and must be alloyed for use as a reactor fuel 
(Fairman and Kelly, 2004). Molybdenum is one of the most promising alloying elements as it 
stabilizes the gamma phase of uranium, making the metal less susceptible to thermally induced 
phase changes (Ippolito, 1990). Molybdenum also reacts very slowly with uranium in solid 
solution, has a high melting point (2623 °C), a high thermal conductivity (168 W/mK), a low 
thermal neutron absorption cross section (2.48 barns), and is highly corrosion resistant (Burkes et 
al., 2010). All of these factors make U-Mo one of the most studied alloy systems in the RERTR 
program. Irradiated tests conducted at Idaho National Laboratory’s (INL) Advanced Test Reactor 
(ATR) demonstrated that U-Mo alloys containing between 6 and 12 wt% molybdenum performed 
the best of all candidate fuels. These alloys thus became the basis for further fuel development 
operations (Wachs, 2007). U-Mo alloy fuels offer excellent irradiation behavior under a wide range 
of conditions with stable swelling up to 300 °C (Wachs, 2007). Originally, the U-Mo replacement 
fuel was developed as a dispersion-type fuel with nearly twice the uranium density of any other 
Table 2.1. Western designed and supplied research reactors that require new high 
density fuels to convert to LEU and their estimated current HEU consumption. 
Reactor Country Power (MW) HEU Consumption (kg/yr) 
BR2 Belgium 80 29 
RHF France 57 55 
ORPHEE France 14 16 
JHR (planned) France 100 - 
FRM-II Germany 20 38 
MITR USA 5 5 
MURR USA 10 24 
NBSR USA 20 13 
HIFR USA 100 80 




research reactor fuel (8-9 gU/cm3). Dispersion fuel consists of U-Mo particles imbedded in a 
modified aluminum matrix (Figure 2.3). Dispersion fuels have the advantage of distributing the 
fissile material through the matrix material (aluminum) in small chunks (Wachs, 2007). This 
allows the radiation damage caused by fission to be concentrated in the fuel as opposed to in the 
matrix material. As a result, the matrix material is subjected to less damage and is therefore more 
stable under irradiation conditions (Wachs, 2007). 
The fabrication process for dispersion type fuel requires the capability to form small fuel 
particles, pictured in Figure 2.4, which are then mixed with aluminum particles and compacted 
into a pellet. The pellet is subsequently inserted into an aluminum frame (cladding), welded 
together, and hot rolled out in a thin plate. The hot rolling process consolidates the particles and 
 
Figure 2.3. Transverse cross section sampling photo taken from the center of a U-Mo 
dispersion miniplate.  
 




bonds the fuel meat to the cladding (Wachs, 2007). The procedure of preparing the fuel plate 
assembly for rolling is illustrated in Figure 2.5.  
Alternatively, U-Mo fuel may be fabricated in a monolithic form by replacing the 
heterogeneous U-Mo and aluminum core in the dispersion fuel plates with a solid U-Mo foil core 
(Keiser et al., 2008). Monolithic uranium-molybdenum fuels allow uranium loadings up to 15-16 
gU/cm3. The irradiation performance of the monolithic U-Mo fuels is similar to that of the 
dispersion fuels on account of the non-fissile cladding material acting as an encapsulating material 
for the fissile fuel (Keiser et al., 2008). However, monolithic fuels have consistently demonstrated 
interfacial reactions between the U-Mo fuel meat and the Al-6061 cladding during hot pressing. 
To prevent this, the U-Mo foil is clad with a zirconium diffusion barrier layer (Moore et al., 2008).  
Figure 2.6 depicts the typical cross-section dimensions of a U-Mo monolithic fuel plate. The long, 
thin nature of the plates enables high in-core uranium loadings and optimizes heat transfer (Ding 
et al., 2009). Unlike the more conventional dispersion type fuels, a significant amount of research 
and development work has been required to fabricate monolithic fuels (Wachs, 2007). Monolithic 
fuels consist of a 300 µm thick hot rolled foil that is bonded to the zirconium diffusion barrier and 
 
Figure 2.5. Illustration of the procedure of preparing the fuel plate assembly for rolling. 




cladding through hot isostatic pressing (Moore et al., 2008). The full fabrication process is outlined 
in Figure 2.7. Full size plates are typically 56 mm thick and 570 mm long (Moore et al., 2008). 
Uranium-molybdenum fuels are still under development and testing, but are currently targeted to 
replace HEU fuel in up to 20 research reactors worldwide (Wachs, 2007). For these fuels to become 




Figure 2.6. Cross section of a monolithic U-Mo fuel plate. 
 
Figure 2.7. Monolithic U-Mo foil fuel plate fabrication process. 
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2.2. Fuel Performance Evaluation 
 Evaluating the performance of a candidate fuel is ultimately only achievable by exposing 
it to representative irradiation conditions. INL has conducted hundreds of fuel sample irradiation 
tests in the ATR, starting from small, low-power samples and progressing up to prototype reactor 
fuel assemblies (Wachs, 2007). After irradiation, each experiment is subjected to detailed 
examination. The irradiated samples are transported to a hot cell, where they are destructively and 
non-destructively examined. Non-destructive examination involves a visual inspection and 
dimensional measurement to test for any macroscopic defects as a result of swelling (Wachs, 
2007). Destructive examination involves the serial sectioning and observation on the microscopic 
level in an electron microscope (Wachs, 2007). The macroscopic or ‘engineering’ scale data helps 
to determine how well the fuel design would meet in-service requirements, while the microscopic 
or ‘scientific’ scale data is important in improving or explaining the fuel’s behavior (Wachs, 2007). 
Destructive testing using a focused ion beam (FIB) will be discussed in greater depth in Section 
2.3, as the majority of the images considered in this thesis are produced using FIB techniques. 
 It is worth noting the distinctions between the operating conditions in a research and test 
reactor and those in a power reactor. A typical pressurized water power reactor fuel element 
operates at a peak power density of around 5 kW/cm3, whereas a research reactor may operate at 
a power density up to 17 kW/cm3 in the fuel meat (Wachs, 2007). In addition, power reactor fuel 
reaches a burnup of less than 10 at% FIMA (Fissions per Initial Heavy Metal Atom), as opposed 
to nearly complete depletion of heavy metal in peak locations in a research reactor (Wachs, 2007). 
Accordingly, research and test reactor fuel must be capable of tolerating exceedingly high power 
density and depletion conditions. Developing a fuel that can demonstrate satisfactory performance 
under such conditions is extremely challenging. Defects can lead to localized corrosion, blistering 
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of the fuel plate, and cracking of the cladding. Eventually, small defects can result in pinhole leaks 
in the fuel plate. Some number of leaks can be tolerable but they increase the operating cost of 
these reactors and significant effort is spent to eliminate them (Wachs, 2007). 
A variety of U-Mo fuel performance issues have been identified over the years that have 
prevented pursuit of a generic qualification from the U.S. Nuclear Regulatory Commission (Moore 
et al., 2011). Most notable among them is the formation of interaction products at the interfaces 
between aluminum and U-Mo that exhibit instability during irradiation (Wachs, 2007). In the case 
of dispersion fuels, large blisters can form on the fuel plates at higher burnups on account of the 
localized accumulation of fission gases, which cause swelling and mechanical deformation 
(Wachs, 2007). The addition of silicon to the matrix material reduces the growth of the interaction 
layer and increases irradiation stability, but doesn’t completely eliminate the problem (Wachs, 
2007). Figures 2.8a and 2.8b show the growth of the interaction layer under equivalent irradiation 
with different silicon contents. At the same burnup, the interaction layer was reduced from 
approximately 12 µm (Figure 2.8a) to 2 µm (Figure 2.8b) by increasing the silicon concentration 
from 0.2 wt% to 2 wt%, respectively (Wachs, 2007).  
              
   a) U-7Mo/Al-0.2 wt% Si at ~50% burnup.       b) U-7Mo/Al-2.0 wt% Si at ~50% burnup. 




Similarly, the monolithic fuel design frequently develops delaminations along the interface 
between the fuel foil and the cladding (Wachs, 2007). Figure 2.9 shows one such example where 
the cladding has been separated from the U-Mo fuel meat during metallographic examination, 
implying weakening of the interfacial bond (Wachs, 2007). The formation of fission gas voids in 
the interaction layer region is observed, though the reactor layers remain relatively unchanged, 
compared to the as-fabrication condition. In response, multiple concepts to improve the fuel/clad 
bond in monolithic fuels have been proposed and evaluated. The most successful solution was the 
addition of a thin zirconium diffusion barrier, which significantly reduces the degree of interaction 
(Moore et al., 2011).  
2.3. FIB-SEM Imaging Systems 
The Hot Fuel Examination Facility (HFEF) at INL is responsible for the majority of the 
radioactive materials research supporting this project (Robinson et al., 2007). Irradiated U-Mo fuel 
is slice in the HFEF hot cells and transferred to the electron microscopy lab for sampling and 
imaging. An on-site technician is responsible for all of the optical and electron images used for 
fuel qualification. The analysis of the generated images is performed by a separate group of 
experts. The key to understanding the microstructural behavior of fuels lies in developing a 
procedure capable of extracting meaningful data efficiently and in a repeatable fashion. As such, 
image selection and standardization, and ultimately sample preparation, are a vital part of the 
process. 
 
Figure 2.9. Composite optical micrograph of a U-10Mo monolithic fuel plate after irradiation 
showing a delamination at the upper fuel/clad interface (Wachs, 2007). 
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The traditional method for characterizing microstructures involves the mechanical 
polishing of a sectioned surface and viewing the sample in an optical or scanning electron 
microscope (SEM) (Groeber et al., 2006). Provided that the resulting image has sufficient 
resolution, grain boundaries and second phase particles can be delineated and measured. A stack 
of these two-dimensional microstructural images may then be used to infer three-dimensional 
statistics. Ultimately, destructive methods such as thin-sectioning are not ideal for the 
interpretation of three-dimensional data (Grober et al., 2006). Not only is the method tedious and 
cumbersome; it can also be potentially unreliable since the object structure itself may be altered 
by the preparation technique (Groeber et al., 2006). The distance between slices is often too coarse 
or inconsistent to avoid the loss of three-dimensional information in classical serial sectioning. 
 Feature connectivity, true feature size, and true feature shape cannot be reliably inferred 
from individual 2-D sections (Groeber et al., 2006). Porous media, such as irradiated nuclear fuel, 
are highly anisotropic in nature and the assumption of 3-D architecture based on 2-D 
measurements may lead to inaccurate conclusions. However, in the specific case of irradiated 
nuclear fuels, 3-D geometry scanning using X-rays is impractical on account of the radiation 
produced by the sample. High resolution X-ray microtomography systems have been shown to be 
capable of resolving details as small as 0.1 µm (Haddad et al., 1994)., which may still be 
insufficient for resolving some individual fission gas voids as fission gas voids are anywhere from 
10 to 500 nanometers in diameter. To date, INL has not pursued any 3-D geometric registration 
methods for U-Mo fuels, making destructive testing the only methodology available for observing 
fission gas behavior. 
 A dual-beam focused ion beam-scanning electron microscope (FIB-SEM) is capable of 
highly localized micro-machining and ion induced e-beam imaging using a focused ion beam (FIB) 
18 
 
(Young and Moore, 2005). At higher currents, ions striking the specimen will sputter atoms from 
the surface, enabling the FIB’s micro- and nano-machining ability (Young and Moore, 2005).  At 
low primary beam currents, very little material is sputtered and modern FIB columns can rival the 
imaging resolutions of an SEM. However, on a single beam FIB, a series of tilting and beam 
current changes would be necessary to properly monitor the cross-section (Young and Moore, 
2005). The dual beam FIB-SEM system is especially useful for sample preparation as the electron 
beam can view the cross-section face as the ion beam mills normal to the sample surface. This 
monitoring allows the milling to be precisely terminated when the feature of interest is exposed 
(Young and Moore, 2005).  
 Figure 2.10 depicts a dual beam system with the FIB 52° from the vertical, necessitating a 
52° specimen tilt for milling to remain normal to the sample surface. The FIB can be automated 
through the use of control scripts to section, position, and image a specimen with thicknesses as 
low as 50 nm (Young and Moore, 2005). FIB technology has become a staple of researchers 
attempting to visualize microstructures in 3-D without access to non-destructive methods.  
 
Figure 2.10. A typical dual-beam FIB-SEM system configuration. 
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 Idaho National Laboratory’s FEI Quanta3D FIB-SEM system (used to generate many of 
the images for this project) employs a gallium ion (Ga+) column accelerated to an energy of 5-30 
keV coupled with a field-emission scanning electron column (Gan et. al, 2011). This configuration 
supports sample sizes from small specimens on transmission electron microscope (TEM) grids up 
to 300 mm thick wafers. The vertical SEM column and tilted FIB column have a single intersection 
point on the sample, thus enabling the SEM to monitor the process in real-time as the FIB mills. 
The sequential FIB-SEM images may then be used to observe and characterize fuel 
microstructures. 
2.4. Microstructural Characterization Using Image Analysis 
Human-scored or hand-calculated image analysis is time consuming and qualitative, 
usually categorizing sample features in an image as 'hits' or 'non-hits'. By contrast, automated 
analysis can quickly produce consistent, quantitative measures for a collection of images. In 
addition to uncovering subtle features of interest that would otherwise be missed, conclusions can 
be drawn directly from the repeatable quantitative measurement of many images (Carpenter et al., 
2006). This capability provides an opportunity to observe nuclear fuels from a new perspective; 
however, the success of digital image processing is highly dependent on maintaining the 
consistency of the imaging and evaluation conditions. Automated porosity detection in ceramic 
nuclear fuels is currently used only as a rough comparative tool on account of the large influence 
that imaging conditions have on the automated results. Image analysis software can correct for 
minor shifts in processing parameters with respect to contrast and illumination; but, sample 
preparation can dramatically impact the automated results. Alterations of pore shape near the 
cross-section face as a result of grinding and polishing prevent pores in ceramic materials from 
being measured absolutely (von Bradke et al., 2005); however, measuring the porosity of metallic 
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materials through digital image analysis of micrographs is well-established and convenient (von 
Bradke et al., 2005).  
Microstructural characterization of irradiated fuel samples is critical to the study of 
nanoscale details such as fission product distribution, fission gas bubble morphology, and the fuel-
cladding interaction. Published image processing techniques for the identification of nuclear fuel 
microstructures are scarce, however, some parallels can be drawn to other techniques.  
Biological cells possess some similarities to fission bubbles. Figure 2.11 displays a cell 
microscopy image alongside a U-Mo fission gas bubble micrograph to illustrate the similar 
morphologies, interlinking, and contrast gradients present in the images. Cell segmentation (the 
identification of biological cells in a digital image) is difficult, owing to the large variability and 
complexity of the data (staining, cell types, densities, imaging conditions, scaling, etc.) (Carpenter 
at al., 2006). As a result, the microbiology field has built up a significant research pedigree 
regarding object identification techniques over the last 50 years, thus making it a valuable starting 
     
            a) Staphylococcus cells.    b) SEM image of U-Mo monolithic      
        (Chowdhury et al., 2013)                    fuel fission gas voids. 
 
Figure 2.11. Comparison of cell images with characteristics similar to those observed for 
fission gas void images. 
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point for fission gas void segmentation methods (Meijering, 2012). The common segmentation 
method used in the identification of image features is known as intensity thresholding. 
2.4.1. Intensity Thresholding 
Automated porosity identification routines generally involve a histogram analysis 
illustrating the distribution of shades of gray (von Bradke et al., 2005). The frequency of pixel 
distributions along a scale of brightness intensities are used for segmentation (binarization of an 
image into regions of interest) based on objective criteria (Gonzalez and Woods, 2008). If a distinct 
minimum can be found in the gray level distribution, then that value can be used to separate the 
brightness range of features from the surrounding matrix material (von Bradke et al., 2005). This 
is the most basic form of feature identification and data extraction. Significant difficulty is 
introduced when the desired objects don’t fit into to a single intensity bin. One goal of this research 
is to establish a process to automatically deal with these intensity deviations while reliably 
quantifying the microstructures in an image.  
 The standard method of object detection in a grayscale image is the thresholding of 
intensity values in order to create a binary image that separates the important objects from the 
background. The most common thresholding method is a single global threshold for the whole 
image, which is determined by observing the peaks and valleys in the intensity histogram. Figure 
2.12 presents an example image histogram with a distinct valley that can be used to separate the 
image into two classes. In fraction measurement or porosity detection, slightly different threshold 
values can lead to dramatically different results (Gan and Wang, 2012). The universal standard for 
global thresholding is the Otsu method, which minimizes the intra-class variance of object and 
background pixels (Sezgin and Sankur, 2004).  
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Some of the key features that exist in a focused ion beam (FIB) milled nuclear fuel image make 
direct thresholding problematic. One of these features is the curtaining effect introduced during 
the sample milling (Figure 2.13a). The streaks left in the image after milling often possess the 
same intensity values as many of the fission voids. As a result, a global threshold will leave these 
streaks in the image (Miller et al., 2012). Additionally, and perhaps more importantly, the intensity 
 
         (a) Original coins image.                 (c) Result of thresholding the image 
                                                                         using a threshold value of 100. 
 
(b) Bimodal histogram with two strong intensity peaks representing the foreground and 
background pixels. 
 
Figure 2.12. Segmentation of an image with a strong bimodal distribution. 
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gradient across one fission gas void can be extreme (Figure 2.13b). The presence of solid fission 
products within a void can make the void possess intensities similar to the meat of the sample; 
meaning that a simple threshold will split the object into multiple parts. A potential solution to this 
problem is the use of adaptive local thresholding, which applies thresholds locally, as opposed to 
globally (Sankaran and Asari, 2006). 
Adaptive local thresholding methods attempt to overcome intensity deviation problems by 
computing thresholds individually for each pixel using information from the local neighborhood 
of the pixel. In an 8-bit grayscale image, g(x,y) is the intensity between 0 and 255 of a pixel at 
location (x,y). In local adaptive techniques, the aim is to compute a threshold t(x,y) for each pixel 
such that, 
𝑜(𝑥, 𝑦) = {
0 𝑖𝑓 𝑔(𝑥, 𝑦) ≤ 𝑡(𝑥, 𝑦)
255 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
          (1) 
 
  
a) FIB-SEM displaying significant curtaining.     b) FIB-SEM image highlighting fission gas  
                        voids containing solid fission products. 
Figure 2.13. Sample images illustrating the curtaining effect caused by FIB milling and the 




Adaptive local normalization involves defining the local region variance threshold value, 
determining the locality size for each individual pixel, calculating the mean and standard deviation 
for each locality, and finally normalizing the image pixel-by-pixel with respect to each locality 
(Sankaran and Asari, 2006). The image is then double thresholded by defining both the high and 
low threshold values and then thresholding the normalized image with the low threshold value. 
Any objects that are not connected to any pixels above the high threshold are then removed. This 
is the key aspect of the adaptive approach that may be applicable to this research.  
 Figure 2.14 shows an example of the difference adaptive thresholding makes when applied 
to a fission gas void image with variable background characteristics. Post-processing involves 
binary morphology and the removal of objects on the border or outside the region of interest (Peng 
and Hsu, 2009).  
2.4.2. Region Accumulation 
Region accumulation is a frequently used approach in biological image processing. The 
process starts from selected seed points in the image and iteratively adds connected components 
to form labeled regions (Roerdink and Meijster, 2000). This growth repeats until a termination 
                
       a) Original image                 b) Global thresholding        c) Local adaptive thresholding 
Figure 2.14. Global and local thresholding results for a high magnification fission gas void 




condition is fulfilled. The watershed transform is one such example. The watershed is designed to 
simulate the flow and pooling of water in a landscape; in a digital image, the topology is defined 
by the intensity gradient. Intuitively, a drop of water falling on a topographic relief flows towards 
the nearest minimum. The nearest minimum is that minimum which lies at the end of the path of 
steepest descent (Roerdink and Meijster, 2000). In terms of topography, this occurs if the point 
lies in the catchment basin or saddle point of that minimum. Accordingly, the watershed algorithm 
operates over intensity layers and requires an edge enhanced image, as it is commonly desirable 
to have the watershed lines at the feature edges.  
While it is the most popular region accumulation approach, the watershed transform is 
notorious for over-segmenting images, and usually requires some post-processing (Vincent and 
Soille, 1991). Over-segmentation occurs because every regional minimum, even if relatively 
insignificant, forms its own catchment basin. One solution to this issue is modify the image to 
remove minima that are too shallow. Figure 2.15 provides an example of a typical watershed over-
segmentation and the results if the shallower minimas are avoided. The application of the 
watershed transform to fuel images will more than likely be limited to low magnification images 
where the voids are significantly clustered (Kaestner et al., 2008). 
 
 a) Original image.      b) Oversegmentation due to    c) Result of setting a threshold      
                   shallow minima.             for catchment basin minima. 
 






2.4.3. Feature Detection 
 While intensity thresholding is the predominant cell segmentation approach, feature 
detection has demonstrated some promise in previous studies (Reinhardt and Higgins, 1994; 
Gupta, 2013). Instead of segmenting cells based on their absolute intensities, cells may be 
segmented based on intensity derived features that can be easily detected using linear image 
filtering. Fission bubbles, like cells, resemble compact particles at low magnifications, and can be 
segmented using a blob detector such as the Gaussian or Laplacian of Gaussian filter. A ‘blob’ is 
defined as a region of a digital image in which some properties are constant or vary within a 
prescribed range of values (Gonzalez and Woods, 2008). A common method to detect blobs is to 
associate a bright (dark) blob with each local maximum (minimum) in the intensity landscape. The 
primary problem to such an approach is that local extrema tend to be very sensitive to noise. 
Previous studies found that preceding the blob detector with a watershed transform can help to 
define the spatial extent of a region associated with each local maximum (Lindeberg, 1998). The 
watershed also defines the local constant from the saddle point of the watershed algorithm. A local 
extreme with limited extent defined in this way is known as a gray-level blob. This algorithm 
detects gray-level blobs by pre-sorting the pixels in decreasing order of the intensity values and 
then comparing those values to nearest neighbors of either pixels or connected regions (Lindeberg, 
1998).  
At higher magnifications, cells appear as larger regions and their relatively invariant shapes 
allow for the use of a dedicated filter template. Conversely, fission bubble morphology varies 
significantly at higher magnification, making direct template matching impractical. In situations 
where the features of interest are non-uniform (see Figure 2.13b), first-order differential filtering 
(edge detection) is commonly enlisted followed by a linking procedure to identify the segmentation 
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boundary (Hammouche et al., 2008). It is worth noting that such filters do not usually produce 
definitive feature outlines on their own, but may provide useful cues for subsequent steps in an 
algorithm. 
2.4.4. Morphological Processing 
Morphological processing is another common technique that will be useful in nuclear 
materials research. Previous porosity and cell detection studies have relied heavily on basic 
operators such as erosion, dilation, opening, and closing to manipulate the geometrical properties 
of the image (Reinhardt and Higgins, 1994). The basic idea behind mathematical morphology is 
to probe an image with simple, pre-defined shape, and draw conclusions based on how this shape 
fits or misses the contours of the image using set theory. The probe, or structuring element, is itself 
a binary image. Figure 2.16 illustrates the effect erosion and dilation have on binary features. 
Erosion enlarges holes, breaks thin sections, and shrinks the object. Dilation fills in holes, thickens 
thin sections, and grows the object. Openings and closings are simply erosions following dilations 
and dilations following erosions, respectively. Mathematical morphology can separate clumped 
    
      a) Original binary image       b) Eroding with a 3x3 square  c) Dilating with a 3x3 square 
                 structuring element      structuring element                      
                   
Figure 2.16. Examples of the effects of erosion and dilation on a binary image. 
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objects, estimate the background, fill imperfectly stained regions (in the case of cells) and/or rectify 
intensity gradients (in the case of solid fission products within gas voids). An important distinction 
must be made regarding binary morphology and grayscale morphology. Binary morphology is 
typically performed post-segmentation in order to polish coarse segmentations, while grayscale 
morphology is a pre-processing step to enhance or suppress specific image parameters for proper 
segmentation (Hammouche et al., 2008).  
These techniques and their application to nuclear fuels microstructural characterization will 
be explored in greater detail in Chapter 3 and 4 using CellProfiler and MATLAB, respectively.  
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BENEFITS OF UTILIZING CELLPROFILER AS A CHARACTERIZATION TOOL FOR U-
10MO NUCLEAR FUEL 
 
Modified from a paper accepted for publication by Materials Characterization 
 




 Automated image processing techniques have the potential to aid in the performance 
evaluation of nuclear fuels by eliminating judgment calls that may vary from person-to-person or 
sample-to-sample. Analysis of in-core fuel performance is required for design and safety 
evaluations related to almost every aspect of the nuclear fuel cycle. This study presents a 
methodology for assessing the quality of uranium-molybdenum fuel images and describes image 
analysis routines designed for the characterization of several important microstructural 
properties. The analyses are performed in CellProfiler, an open-source program designed to 
enable biologists without training in computer vision or programming to automatically extract 
cellular measurements from large image sets. The quality metric scores an image based on three 
parameters: the illumination gradient across the image, the overall focus of the image, and the 
fraction of the image that contains scratches. The metric presents the user with the ability to ‘pass’ 
or ‘fail’ an image based on a reproducible quality score. Passable images may then be 
characterized through a separate CellProfiler pipeline, which enlists a variety of common image 
analysis techniques. The results demonstrate the ability to reliably pass or fail images based on 
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the illumination, focus, and scratch fraction of the image, followed by automatic extraction of 
morphological data with respect to fission gas voids, interaction layers, and grain boundaries. 
 
3.1. Introduction 
 Understanding the performance of nuclear fuel materials under irradiation is critical to the 
development of new nuclear fuels. The Reduced Enrichment for Research and Test Reactors 
(RERTR) program aims to convert research and test reactor fuels from high enrichment (>20 wt% 
uranium-235) to low enrichment (<20 wt% uranium-235) in order to meet nuclear non-
proliferation goals (Miller et al., 2012). Many of the research reactors still fueled with highly 
enriched uranium (HEU) have fissile atom density requirements too high to be met by existing low 
enriched uranium (LEU) fuels, thus requiring the development of new fuels with higher uranium 
atom densities (Miller et al., 2012). The Idaho National Laboratory (INL) conducts extensive 
research on uranium-molybdenum (U-Mo) fuels, which have high uranium atom densities. The 
two major forms of U-Mo fuels are dispersion and monolithic fuels, both in plate form (Keiser et 
al., 2008). Dispersion fuels contain U-Mo fuel particles (45 to 150 µm in diameter) imbedded in a 
modified aluminum matrix, while monolithic fuels consist of U-Mo foils rolled to a thickness of 
roughly 250 µm and clad in aluminum (Keiser et al., 2008). Advancements in imaging 
technologies present the potential to examine the fuel microstructures in new ways. CellProfiler, a 
biologically-aimed software developed by the Broad Institute can quantitatively measure sample 
characteristics from thousands of images automatically (Carpenter et al., 2006). This study will 
discuss the practicality of CellProfiler as a tool for the assessment of nuclear fuel micrograph 





 Many research and test reactors around the world were originally designed to operate on 
highly enriched fuels. To convert these reactors to LEU fuel, the fuel density has to significantly 
increase to maintain the net uranium-235 density in order to match the neutronic profile of the 
HEU core (Miller et al., 2012). The best way to accomplish that goal is to use uranium in a metal 
form; however, metallic uranium is extremely brittle and must be alloyed for use as a reactor fuel 
(Fairman and Kelly, 2004). Molybdenum is one of the most promising alloying elements. 
Molybdenum stabilizes the uranium gamma phase, making the metal less susceptible to thermally 
induced phase changes; and, it also reacts very slowly with uranium in solid solution (Ippolito, 
1990). Molybdenum is also highly corrosion resistant, has a high melting point (2623 C), a high 
thermal conductivity (168 W/mK), and a low thermal neutron absorption cross section (2.48 barns) 
(Burkes et al., 2010). All of these factors make U-Mo one of the most studied alloy systems in the 
RERTR program. As a relatively new fuel type, there are many opportunities for characterization 
research in which image processing can play a significant role. 
Human-scored or hand-calculated image analysis is time consuming and qualitative, 
usually categorizing sample features in an image as 'hits' or 'non-hits'. By contrast, automated 
analysis can quickly produce consistent, quantitative measures for a collection of images. In 
addition to uncovering subtle features of interest that would otherwise be missed, conclusions can 
be drawn directly from the repeatable quantitative measurement of many images (Carpenter et al., 
2006). This capability provides an opportunity to observe nuclear fuels from a new perspective; 
however, the success of digital image processing is highly dependent on maintaining the 
consistency of the imaging and evaluation conditions. Automated porosity detection in ceramic 
nuclear fuels is currently used only as a rough comparative tool on account of the large influence 
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that imaging conditions have on the automated results. Image analysis software can correct for 
minor shifts in processing parameters with respect to contrast and illumination, but sample 
preparation can dramatically impact the automated results. Alterations of pore shape near the 
cross-section face as a result of grinding and polishing prevent pores in ceramic materials from 
being measured absolutely; however, measuring the porosity of metallic materials through digital 
image analysis of micrographs is well-established and convenient (Bhuiyan et al., 2011). 
Automated porosity identification routines generally involve a histogram analysis illustrating the 
distribution of shades of gray (Bhuiyan et al., 2011). The frequency of pixel distributions along a 
scale of brightness intensities ranging from 0 (black) to 255 (white) are used for segmentation 
(binarization of an image into regions of interest) based on objective criteria (Gonzalez and Woods, 
2008). This approach can form the basis for fission bubble and interaction layer identification in 
U-Mo fuels. Significant difficulty is introduced when the desired objects don’t fit into a single 
intensity bin. One goal of this research is to establish a process to automatically deal with these 
intensity deviations while reliably quantifying the microstructures in an image.  
Plate type nuclear fuel geometries are often used by research reactors requiring a high 
neutron flux, especially those specializing in isotope production or materials testing. The long, thin 
nature of the plates enables high in-core uranium loadings and optimizes heat transfer (Ding et al., 
2009). Figure 3.1 depicts the typical cross-section dimensions of a U-Mo fuel plate. Monolithic 
fuels consist of a 0.3 mm thick hot rolled foil that is bonded to the zirconium diffusion barrier and 
cladding through hot isostatic pressing (Park et al., 2014). Dispersion fuels replace the monolithic 
plate and diffusion barriers with a fuel and matrix particle compact (Keiser et al., 2008). Dispersion 
fuel fabrication involves preparation of a fuel and matrix (aluminum with a 0.2 wt% silicon 
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inclusion) powder compact, encapsulation of the fuel form into an aluminum assembly, and hot 
and cold rolling to obtain the final bonded fuel plate (Moore et al., 2008). Full size plates are 
typically 56 mm thick and 570 mm long (Moore et al., 2008).  
The Hot Fuel Examination Facility (HFEF) at INL is responsible for the majority of the 
radioactive materials research described in this paper (Robinson et al., 2007). Irradiated U-Mo fuel 
is sliced, sampled, and imaged in the HFEF hot cells. An on-site electron microscopy technician 
is responsible for all of the images used for fuel qualification. The analysis of the generated images 
is performed by a separate group of experts.  
Determining which images are worth extracting data from is an important step in the 
characterization process. This research aims to develop a metric that can score an image purely 
based on the imaging techniques used. Such a metric could be useful to eliminate poor quality 
images and reinforce optimal imaging conditions. Once an image meets the desired quality metric, 
the image can be reliably characterized. The automated characterization of fuel micrographs 








 CellProfiler is an open-source program designed to enable biologists without training in 
computer vision or programming to automatically extract cellular measurements from large image 
sets (Kamentsky et al., 2011). The software is attractive as a tool for nuclear fuels analysis based 
on its user interface and its ability to extract data based on a multitude of parameters.  
 Analysis in CellProfiler starts with building a pipeline. A pipeline is a series of modules, 
each designated to process, measure, or identify a specific aspect of an image. The LoadImages 
module is capable of retrieving images or stacks of images and giving them identifiable names for 
subsequent modules to access. If a module alters an image, the user is instructed to name the 
resultant output image to call it later on in the pipeline. At the end of the pipeline, CellProfiler can 
export any measurements or math performed by the pipeline to a spreadsheet or database for 
further analysis. Unlike other image analysis tools such as ImageJ (Rasband, 2014), CellProfiler 
is intended to process sets of images with virtually zero user input once the pipeline has been 
created. Despite the advantages that come with this style of image analysis, the input parameters 
are not set by the user on a per image basis; therefore, while the image processing and data 
extraction modules may apply as intended to one image, they may not necessarily apply to another. 
This creates a need for rigorous quality control checks and data verification. The next section 
details a method developed for the assessment of input image quality. 
3.4. Automated Quality Control Metric 
 Image selection and standardization is an important first step in the automated image 
analysis process. Poor quality images that result from problems in sample preparation or imaging 
techniques can cause inaccuracies during image analysis. Additionally, the technician that creates 
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the image may not be the person who is performing the image analysis. Thus, a quality control 
metric can help the imaging technician to distinguish between an image that is useful for automated 
analysis and an image that is not. The metric designed in this project scores an image based on 
three parameters: the illumination gradient across the image, the overall focus of the image, and 
the fraction of the image that contains scratches. These parameters can all be managed during 
sample preparation and imaging.  
 Use of an automated quality control metric during image acquisition will limit the degree 
to which important features are obscured by defects in the images provided for analysis. The 
quality metric presents the user with the ability to ‘pass’ or ‘fail’ an image based on a reproducible 
quality score. The resultant CellProfiler pipeline quantifies each of the three criteria and yields a 
metric scoring the image quality on a scale from 0 to 10 for each criterion. Each parameter is 
scored using a linear conversion wherein a 10 represents an essentially perfect image, and a 5 
represents a minimally acceptable or ‘passing’ image. The quality scores for each parameter are 
then combined into an aggregate score. An image with an aggregate score of 5 or higher should 
possess sufficient detail for automated feature identification routines and should produce 
characterization results consistent with an image scoring 10 on the quality scale. The mapping 
between the image parameters and the metric rating can be adjusted in response to user needs, as 
can the weighting between the parameters in the overall quality score. The following sub-sections 






3.4.1. Illumination Score 
 While it is desirable to start with a consistently illuminated image, CellProfiler is capable 
of quantifying the evenness of illumination across an image using an illumination function, and 
subsequently correcting it for further analyses (Carpenter et al., 2014). Figure 3.2a presents a 
RERTR-12 monolithic fuel plate that exhibits good illumination quality (corresponding to a 10 on 
the quality scale), and Figure 3.2b shows a monolithic image with minimally acceptable 
illumination (corresponding to a 5 on the quality scale). Figures 3.2c and 3.2d show dispersion 
fuel images with good and minimally acceptable illumination, respectively. The illumination score 
is determined by subtracting the maximum and minimum intensity values of the illumination 
   
   
Figure 3.2. Optical micrographs of monolithic (a,b) and dispersion (c,d) fuel images 
demonstrating good (a,c) and minimally acceptable (b,d) illumination quality. 
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function to find the total deviation across the image. Figures 3.3a and 3.3b present CellProfiler’s 
calculated illumination function for the two monolithic reference images from Figure 3.2. The 
dispersion fuel reference images (Figures 3.2c and 3.2d) result in the illumination functions 
displayed in Figures 3.3c and 3.3d, respectively. An intensity of one represents a maximum 
intensity pixel (white), while an intensity of zero represents a minimum intensity pixel (black). 
The smaller the deviation between the maximum and minimum values present within the 
illumination gradient, the more evenly illuminated the image is.  
 
  





 The illumination behavior across dispersion fuels proved to be more consistent than across 
monolithic fuels, allowing a higher percentage of the dispersion fuel images to “pass” compared 
to the monolithic fuels. As a result, the monolithic illumination metric can be applied to both fuel 
types. The illumination deviation for the baseline good quality image is 0.258, while the minimally 
acceptable image has a deviation of 0.38. The illumination deviation of the image representing 
minimally acceptable illumination provides the basis to calculate the linear metric. An illumination 
deviation of 0 represents a perfect image, corresponding to a score of 10. The minimally acceptable 
deviation from the baseline image (0.38) then corresponds to a 5 on the quality scale. The line 
joining these two points becomes the equation to determine if an image passes (above 5) or fails 




Figure 3.4. Illumination quality conversion metric for monolithic and dispersion fuels. 
 
































3.4.2. Focus Score 
 An image should be sufficiently in focus that features in the region of interest can be 
distinguished. In a process similar to that for the illumination score, monolithic and dispersion fuel 
images were selected that exhibit good and minimally acceptable focus quality. Although 
CellProfiler cannot correct out of focus images, it does have the capability to measure the overall 
focus of an image (Carpenter et al., 2014).  
 The MeasureImageQuality module measures the quality of an illumination corrected image 
using a blur metric and produces a log-log plot of the power spectrum of the image. The power 
spectrum contains the frequency data for a given image. The frequency data is obtained from the 
illumination corrected image through a Fourier transform which converts an image from the spatial 
domain to the frequency domain (Carpenter et al., 2014). In the frequency domain, a change in the 
image position corresponds to a change in the spatial frequency. This allows a value to be 
calculated for the rate at which image intensity is changing across a given spatial domain. An 
image containing many low frequencies corresponds to large homogenous objects, as opposed to 
an image with many high frequencies corresponding to an image with a lot of texture (Gonzalez 
and Woods, 2008). Low frequencies contain objects which may dominate an image and therefore 
indicate a more blurry image (Gonzalez and Woods, 2008). This equates to a large negative slope 
in the power spectrum function and a poor image score.  
 The minimally acceptable monolithic and dispersion fuel images have had their power 
spectrum slopes set to provide a score of 5 (passing) on the focus quality metric. Images which 
possess power spectrum slopes lower than the minimally acceptable images will receive a failing 
score while more positive slopes will receive a higher score.  Figure 3.5 displays the reference 
images and a graph of the monolithic and dispersion fuel metrics. 
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3.4.3. Scratch Score 
 In order to locate scratches within an image, the scratch score pipeline applies a median 
filter and removes outliers specified by the median filter diameter. The pipeline subsequently 
subtracts the original image from the median image, leaving an image that contains only the defects 
identified by the median filter, which correspond to scratches or other significant flaws in the fuel. 
Using this new image, CellProfiler can identify the scratches within a certain pixel diameter range. 
After identification, CellProfiler math modules compute a percent area of the image scratched by 
dividing the total area of the scratches by the total image area. A linear conversion is then applied 
to yield the scratch quality score. Monolithic and dispersion fuel images exhibiting good and 
minimally acceptable scratching were once again selected from a set of optical micrographs. 
       




























































Figure 3.5. Optical micrographs of monolithic (a) and dispersion (b) reference images and 




The scratch score pipeline calculates the percent area of an image that is scratched using a 
median filter. This median filter uses a radius within which it calculates a median pixel value. This 
radius can be changed to account for wider or lesser regions; however, increasing the radius can 
increase computational times. If scratches are not being detected by the pipeline, then the radius 
should be adjusted; but, in general, a radius value of 8.0 pixels works for many image types. Once 
the scratches are identified by the image math and the median filter, the pipeline identifies 
scratches using the IdentifyPrimaryObjects module. When calibrating the pipeline for different 
image types, the ability to adjust this module is very important because it imposes an upper and 
lower bound on scratch pixel size. For monolithic fuel images, scratches generally correspond to 
a larger amount of pixels; however, this limit needs to be relaxed for dispersion fuel images as 
scratches typically account for a smaller amount of pixels. The local maxima distance is set to 20 
pixels in this module. This radius may be increased in order to more closely identify scratches as 
one body. CellProfiler includes the MeasureObjectSizeShape function which can calculate 
properties (number of objects identified, area covered by objects, and threshold used) of identified 
scratches. Multiplying the area of an individually identified scratch by the eccentricity of the 
scratch accounts for the circularity of the scratch. Scratches are typically long thin lines, which 
correspond to eccentricities of one; therefore, multiplying the area by the eccentricity can weight 
long thin scratches as more important than round defects. The minimally acceptable scratched 
images from each fuel type were chosen to represent a passing scratch score of 5. In this case, 
0.0172% and 0.116% of the minimally acceptable monolithic and dispersion fuel images, 
respectively, were scratched. Figure 3.6 presents the reference images and the linear metrics 




3.4.4. Aggregate Score 
 Finally, the CellProfiler image quality pipeline computes a total score to judge if the image 
passes or fails the quality evaluation based on the combination of all three criteria. The base 
pipeline weights each of the three parameters equally but the weighting scheme can be adjusted 
by the user. Results of full pipeline runs on several sample image stacks demonstrate the capability 
of the pipeline to analyze various image types and produce consistent results. Table 3.1 details the 
individual and aggregate score results for the good quality images presented in the previous 
sections. This method is a useful tool for the evaluation of images intended for future analysis. The 
customizability of the metrics and the overall score weighting allow this procedure to be applied 
to a wide range of imaging applications.   
           


























































                                              
  
Figure 3.6. Optical micrographs of monolithic (a) and dispersion (b) reference images and 





3.5. Characterization of Fuel Microstructures 
There are a wide range of characteristics that could aid in the study of U-Mo fuel 
performance. Fission gas bubble information (count, size distribution, morphology, volume 
fraction, coverage of grain boundaries) and interaction layer thickness and coverage are potentially 
important attributes. The key to understanding the impact of these parameters lies in developing a 
procedure capable of extracting meaningful data efficiently and in a repeatable fashion. As such, 
image selection and standardization, and ultimately sample preparation, are a vital part of the 
process. Variations in image illumination, focus, or magnification between images will result in 
the need for correction of the original image or manipulation of preprocessing standards. In 
particular, magnification can be a cause of significant uncertainty, as lower magnification images 
typically possess less morphological detail. 
3.5.1. Fission Bubbles 
 Most nuclear fuel forms include a region of void space, known as plenum, to allow for the 
escape of gas from the fuel matrix. The U-Mo monolithic and dispersion fuels are solid laminated 
plates, meaning that there is no plenum for the gaseous fission products to escape to. As a result, 
pockets of gas (xenon, krypton, etc.), known as fission bubbles or fission gas voids, form in the 
fuel during irradiation. Fission bubbles present unique issues with respect to fuel swelling 
Table 3.1. Image quality metric results for the “good” quality micrographs. 
File Name Illumination Score Focus Score Scratch Score Aggregate Score 
L1P462-10.tif 7.32 6.00 8.31 7.21 
R2R020-1.tif 9.19 4.68 9.11 7.58 
L1P462-4.tif 6.84 5.54 9.21 7.20 
V1R010-1.tif 8.92 5.62 8.06 7.52 
L1P462-3.tif 6.70 5.00 6.86 6.17 




(Robinson et al., 2009). Excessive swelling negatively impacts fuel performance limits, which is 
why fission bubbles are a significant area of study (Robinson et al., 2009).  
The images used in the subsequent analyses are scanning electron microscope (SEM) 
images of pre- and post-irradiated samples of U-Mo fuel prepared using focused ion beam (FIB) 
techniques. The samples were irradiated in Idaho National Laboratory’s Advanced Test Reactor 
(ATR) to a fission density of roughly 5.25 x 1021 fissions/cm3 (Miller et al., 2012). The FIB is 
capable of milling out site-specific samples in key areas of the fuel. The ability to mill out samples 
of the fuel and image them without the polishing and smearing typically associated with optical 
images allows for the crisp observation of fission bubbles. These fission bubbles are important as 
they relate directly to the fission density and burnup (the amount of heavy metal atoms that are 
fissioned) of a sample.  
Microscopic characterization of the evolution of fission gas bubbles is necessary to 
understand the macroscopic behavior of fission gas swelling that can affect the fuel performance 
limits (Kim et al., 2008). Additionally, bubble-size distributions along the grain boundaries can be 
found using FIB-prepared sample cross-sections, which is much more difficult in a conventionally 
prepared sample (Miller et al., 2012). The ability to accurately measure bubble sizes on grain 
boundaries provides useful information regarding the amount of fission gases inhabiting the grain 
boundaries. This data can improve existing bubble models and provide understanding of the 
behavior of solid fission products around grain-boundary fission gas bubbles.  
One disadvantage of FIB prepared samples is the streaking, or curtaining, effect that is 
caused by ion milling (Miller et al., 2012). Figure 3.7 provides an example of curtaining in a FIB-
milled irradiated monolithic U-Mo fuel sample. The high volume of pores within a typical 
irradiated fuel sample causes the area around the pores to mill faster than the bulk material, leading 
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to curtaining artifacts below the bubble features (Miller et al., 2008). This phenomenon is an 
unfortunate side effect of FIB milling and needs to be accounted for during image processing and 
analysis. For this reason, it is important to compare un-irradiated FIB-prepared samples with 
samples prepared using conventional preparation methods in order to distinguish between FIB 
milling damage and irradiation damage (Millet et al., 2008). 
Due to the similarity of fission bubbles to cells, CellProfiler is uniquely capable of 
identifying and measuring fission gas bubbles in irradiated fuel samples. As before, the first step 
in any CellProfiler pipeline is importing the image. The operator designates the input folder from 
which to load the images and specifies which images to analyze based on a naming criterion. When 
executing the pipeline, the user is prompted with a manual crop option to select the image area 
desired for analysis. This module can also be altered to crop the image based on pre-specified 
coordinates; for example, when a scale bar is consistently located within a given image stack. After 
cropping, the pipeline converts the image to grayscale and stretches the intensity range of the image 
                                                    
Figure 3.7. FIB curtaining in an irradiated U-Mo monolithic fuel sample 




so that the minimum intensity is zero and the maximum intensity is one. This is an important step, 
as intensity will be CellProfiler’s primary means of object identification. 
An illumination correction to the image then identifies and fixes any lighting unevenness 
across the image. The Smooth module helps to eliminate minor artifacts and inconsistencies in 
intensities within an image. The Smooth module has many choices for the smoothing technique 
and the smoothing filter size. A Gaussian spatial filter is the mostly commonly utilized smoothing 
method. This filter blurs and obscures features smaller than the object diameter and spreads bright 
or dim features larger than the object diameter (Carpenter, 2014). Applying a smoothing filter to 
images with a large range of bubble sizes requires significant care (Chiang et al., 2015). If the filter 
size is too small, intensity variations within one object may cause CellProfiler to identify it as 
multiple objects. If the filter size is too large, smaller objects may be blurred out of the image and 
left unidentified later in the pipeline. Frequency domain filtration can eliminate the curtaining 
artifacts without impacting the features of interest (Gonzalez and Woods, 2008). Since CellProfiler 
doesn’t include frequency spectrum visualization capability, the curtaining correction is performed 
as a pre-processing step using MATLAB. The images in the present study are pre-processed 
frequency filtered images. A more detailed explanation of the frequency domain filtration 
technique can be found in Collette et al. (2015). 
The pipeline then inverts the images such that the background is given an intensity of zero 
and objects are given intensities above zero. With all the preprocessing modules complete, the 
pipeline runs the IdentifyPrimaryObjects module (Carpenter et al., 2014). This module is 
responsible for identifying each fission bubble and outlining it to create a binary image based on 
intensity segmentation. The operator should pay special attention to the parameters within this 
module, as these parameters will dictate which objects are identified and which are not. These 
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parameters include the typical diameter of the objects, the lower and upper bounds of the intensity 
threshold, and the stringency with which the threshold is applied (Carpenter et al., 2014). The Otsu 
Global thresholding method is a clustering based method, where the gray level samples are 
clustered in two groups as either background and foreground (Smistad et al., 2015). The Otsu 
method does not make assumptions regarding the percentage of the image covered by regions of 
interest from one image to the next (Otsu, 1979). This process can be split into a three tiered 
threshold or iterated as many times as necessary. 
 Once all the objects in the image have been identified, the CellProfiler pipeline then 
extracts quantitative information from each object. Mean area, median area, standard deviations, 
major/minor axis length, form factor, and eccentricity data are available for all objects. 
Additionally, CellProfiler will output the fraction of the image area covered by identified objects. 
The pipeline exports to Excel spreadsheets for further manipulation. Figure 3.8 shows the inputs 
and outputs of the CellProfiler pipeline. Figure 3.8a is a high magnification image of a U-Mo fuel 
sample exhibiting significant porosity. The output image (Figure 3.8b) has the positively identified 
   
Figure 3.8. (a) A R2040 sample FIB image (INL Image XS #1_20k) at 20000x.  




features outlined in green. Based purely on visual inspection of Figure 3.8a, the pipeline did a good 
job segmenting the image, with a few items of concern. Some of the smaller bubbles were blurred 
out by the smoothing process, and several of the larger bubbles were subdivided during 
thresholding. The key to properly identifying each involves adjusting a parameter which would 
make its counterpart worse (reducing smoothing radius and increasing the thresholding stringency, 
or vice versa) (Chiang et al., 2015). Thus, both parameters were set to a median radius to produce 
a reasonable binary image. Table 3.2 details the segmentation data from Figure 3.8b.  
The void coverage along grain boundaries is the only characteristic left undocumented by 
the basic fission bubble pipeline. A separate pipeline serves this purpose, as this parameter may 
only apply to a few select images. Figure 3.9a illustrates the type of image on which the grain 
boundary coverage pipeline would be applicable. Figure 3.9b displays the IdentifyPrimaryObjects 
module output from the void coverage pipeline applied to the image in Figure 3.9a. The void 
coverage pipeline is intended to run on images which contain fission bubbles that are manually 
determined to being forming in a pattern along a grain boundary. The pipeline includes a module 
that measures each object with respect to its neighbors. As long as the nearest neighbor is along a 
grain boundary and the bubbles are not radiated outward from that boundary, CellProfiler can use 
this data to estimate the percentage of the boundaries that are covered by bubbles.  
Table 3.2. CellProfiler data output for the segmentation of the image in Figure 3.8b. 
Threshold 0.035 
Number of identified objects 152 
10th percentile diameter 13.0 pixels 
90th percentile diameter 71.1 pixels 
Area covered by objects 25.5% 
Smoothing filter size 26.9 




A series of CalculateMath modules utilize the average distance between objects and the 
average diameter of the objects to determine this percentage. This is done by first averaging the 
boundary to boundary spacing between each of the identified fission gas voids. The full contour 
of the grain boundary is then estimated by adding the average gas void diameter to the average 
inter-void distance calculated in the previous step. The average void diameter divided by the full 
length of the grain boundary results in the final estimated coverage as a percentage. The math 
modules in the pipeline interpreted the statistics in Table 3.3 from the image in Figure 3.9b to 
calculate a grain boundary coverage of 43.94%. This method is intended to provide users with a 
   
Figure 3.9. (a) A sample FIB image showing fission bubbles along grain boundaries (INL 
Image Radiated Fuel_Cross Section_Fuel_001). (b) CellProfiler’s segmentation of the image. 
 
Table 3.3. CellProfiler data output for the segmentation of the image in Figure 3.9b. 
Threshold 0.100 
Number of identified objects 179 
10th percentile diameter 3.7 pixels 
90th percentile diameter 19.4 pixels 
Area covered by objects 2.7% 
Smoothing filter size 10.1 
Maxima suppression size 10.5 




comparison tool in lieu of visual estimation. Coverage percentages can be useful for correlating 
behavior between materials with differing degrees of irradiation. 
3.5.2 Interaction Layer 
The interaction layer that forms between the U-Mo fuel and the zirconium diffusion barrier 
is another area of interest in RERTR fuel studies (Robinson et al., 2009). The interaction layer 
usually consists of intermetallic phases which have poor mechanical properties (Robinson et al., 
2009). The interaction layer tends to be very brittle and has a tendency to lead to breakaway 
swelling (Robinson et al., 2009). The interaction layer growth rate for in-reactor tests is 
considerably different from that for out-of-pile tests, as irradiation introduces factors that enhance 
diffusion kinetics via fission damage in the interaction layer (Robinson et al., 2009). The growth 
of the interaction layer during irradiation is impacted by the fission rate, the rate of fission-
fragment damage, temperature, and time (Robinson et al., 2006). An analysis of the interaction 
layers’ thickness and geometry before and after irradiation enhances the understanding of the 
degradation of the bond between the clad and fuel meat. The formation of gaps results in poor 
thermal transfer properties between the cladding and the U-Mo meat. The collection of fission 
gasses in the gaps can promote further separation, plate swelling/bulging, and a reduction in the 
size of the reactor coolant channels (Robinson et al., 2009).  
Figure 3.10 is an electron micrograph of a pre-irradiation monolithic U-Mo fuel plate. The 
top section represents the Al-6061 cladding, followed by the zirconium layer, the interaction layer 
and finally the U-10Mo fuel. The interaction layer pipeline begins in the same fashion as the fission 
bubble pipeline, with intensity rescaling, illumination correction, and smoothing modules. Then, 
a series of thresholding modules separate the micrographs into material regions. To speed up the 
analysis, the user can crop out the aluminum-6061 cladding. Setting all pixels with intensities 
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below 0.4 to 0.0 filters out the U-Mo fuel region.  Setting all pixels with intensities above 0.5 to 
0.0 filters out the zirconium layer. This leaves pixels above 0.0 in only the interaction layer. These 
values may vary slightly depending on the illumination correction applied to the input image. A 
Gaussian spatial filter then reduces or eliminates any artifacts present within the microstructure, 
such as FIB curtaining, pitting or scratches. The pipeline then identifies the interaction layer using 
the Otsu threshold for subsequent measurements. The average minor axis length determined by 
the pipeline for the resulting objects represents the thickness of the interaction layer. Figure 3.11a 
is CellProfiler’s identification of the interaction layer in the Figure 3.10 image with an average 
calculated thickness of 1.87 µm. 
 In order to determine the coverage of the interaction layer across the image, the total length 
of the interaction layer across the image must be known. The inherent problems with determining 
 
Figure 3.10. A pre-irradiation U-Mo monolithic plate fuel micrograph 




this length are twofold. First, the interaction layer is not linear, and tends to resemble a wave as it 
follows the contours of the laminated zirconium layer. Thus, the width of the image cannot be used 
interchangeably with the width of the interaction layer. Second, the interaction layer may not 
traverse the image in its entirety, having gaps where the layer did not form. In this case, CellProfiler 
cannot compute the total major-axis length of the interaction layer. The practical solution to this 
problem is to smooth the image prior to the fuel and zirconium layers being removed via 
thresholding. Doing so results in an interaction layer where the gaps have been filled in (Figure 
3.11b). CellProfiler can then divide the length of the observed interaction layer with the length of 
the smoothed one and output a percent coverage. For the example image in Figure 3.10, the 
calculated interaction layer coverage is 79.7%. This method results in an approximate error of ±5% 
due to the slight alterations caused by the smoothing. Note that the smoothed layer (Figure 3.11b) 
is only used for its x-axis length. Thicknesses (y-axis) are calculated solely from the unsmoothed 
image (Figure 3.11a). The interaction layer pipeline is capable of quantifying the desired coverage 
and thickness characteristics. The methodology used in this pipeline can be quickly adjusted for 
analysis of other regions, such as the fuel meat or zirconium foil, if the user desires. 
 
 
Figure 3.11. (a) IdentifyPrimaryObjects module output of the interaction layer in Figure. (b) 
Smoothed output used to assess the length of the interaction layer. 
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3.6. Discussion of Preliminary Results 
While the short term goals of this project were to develop procedures to identify and 
measure characteristics of interest, the long term goals are to gather data and use that data to 
improve the understanding of the behavior of U-Mo fuel microstructures under irradiation. 
CellProfiler can be an effective image analysis tool in a materials science setting, especially with 
respect to fission bubbles; but, there are some limitations and shortcomings. Although the FIB 
images have fewer problems than optical images with respect to illumination, focus, and 
scratching, CellProfiler is still subject to user inputs and imaging artifacts. A knowledgeable user 
can adjust the image processing parameters to address the specific features of a given image set; 
however, a less experienced user may overlook keys parameter and collect inaccurate data. 
 CellProfiler performs all of its measurements in terms of pixels. There is no tool for 
automatic unit conversion. There is, however, a measurement tool to allow the user to measure the 
scale bar in pixels. The micrometer to pixel ratio can then be used for the conversion. This can be 
done within CellProfiler using a CalculateMath module or within Excel after the data has been 
gathered. Additionally, the data tools in the new pipelines are set up so that they can be used on a 
per cycle basis within the pipeline or on a cumulative basis (via MATLAB) after the pipeline has 
executed. The ability to overlay data points onto an image or create histograms for either individual 
images or entire image stacks is a convenient visualization tool.  
The new fission bubble pipelines are able to address all of the characterization parameters 
set forth at the beginning of this section. Figure 3.12 presents a SEM image showing FIB milling 
sites on a U-Mo monolithic plate fuel sample. The fission bubble pipeline produced fission bubble 
data from images taken from each sample site as a demonstration of the type of data CellProfiler 
can extract. Table 3.4 displays the data obtained from images at each of the sample sites. This 
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includes a total count of the bubbles present in the image field of view, the average two 
dimensional area of the observable bubbles, the average circularity (form factor) of the bubbles 
(wherein 1 represents a perfect circle), and the area of the image that is covered by bubbles 
expressed as a percentage. The results correlate well with typical gas void distributions across a 
fuel element assessed by the Argonne National Laboratory (Kim et al., 2008).  
 A data analysis methodology has also been developed using MATLAB’s Image Processing 
Toolbox. Both CellProfiler and MATLAB include the standard image processing functions and 
produce nearly identical results using a similar processing algorithm. Porosity estimates on a set 
of five reference images resulted in deviations ranging from 0.08% to 3.51%. CellProfiler has the 
advantage of a clean user interface with convenient module sequencing and data export options. 
Conversely, MATLAB relies entirely on command line inputs. The advantage of MATLAB over 
CellProfiler is the capacity to efficiently write and make adjustments to existing function scripts 
 
Figure 3.12. SEM image of a monolithic U-Mo fuel plate showing sample  




based on the input image characteristics. That said, the CellProfiler package has the tools necessary 
to fully characterize the U-Mo fuel micrographs used in this study. 
3.7. Summary and Conclusions 
CellProfiler is an efficient tool for evaluating the quality of an image prior to analysis. 
Image illumination, focus, and area scratched can be converted to a scoring metric to pass or fail 
images based on user needs. CellProfiler can calculate and correct the unevenness in illumination 
across smoothed images based on the deviation between the maximum and minimum illumination 
intensity values. This deviation can be used to develop a scoring metric calibrated to baseline 
images chosen by the user. A focus metric may also be developed by determining the slope of the 
frequency spectrum and correlating the slope of a minimally acceptable focused image to a quality 
score. Similarly, the scratch quality of an image can be approximated by applying a median filter 
to the illumination corrected image to isolate the scratches. The scratches are then measured to 
calculate the total area of the image scratched, and a score is assigned based on a specific reference 
image. The pipeline concludes by averaging the illumination, focus, and scratch scores to produce 
an aggregate image quality score. The customizability of the metrics allows this procedure to be 
applicable to a wide range of imaging applications.  
Table 3.4: Morphology data produced by the pipeline on the sample sites in Figure 3.12. 









1 MZ-50C_XS_Site 1 41 0.020 0.90 1.03 
2 MZ-50C_XS_Site 2 65 0.028 0.88 1.57 
3 MZ-50C_XS_Site 3 93 0.026 0.90 2.16 
4 MZ-50C_XS_Site 4 107 0.024 0.87 2.33 
5 MZ-50C_XS_Site 5 76 0.027 0.89 2.40 
6 MZ-50C_XS_Site 6 279 0.016 0.90 2.82 
7 MZ-50C_XS_Site 7 329 0.014 0.90 2.56 
8 MZ-50C_XS_Site 8 284 0.014 0.87 2.40 




 CellProfiler is also useful for the characterization of U-Mo nuclear fuel microstructures. 
The preprocessing and segmentation routines in the developed pipelines are capable of extracting 
fission bubble count, size, porosity and morphology data across multiple image types. Minor 
artifacts and inconsistencies within an image are effectively eliminated using a smoothing module, 
and the fission bubbles are consistently segmented from the fuel meat background using an 
adaptive Otsu thresholding algorithm. However, there is some user judgment associated with the 
choice of smoothing radius and intensity threshold values, which can be a source of uncertainty in 
the resulting data.  
 The grain boundary and interaction layer pipelines are valuable comparative tools. Images 
that clearly exhibit the formation of fission bubbles along U-Mo grain boundaries can be measured 
using the grain boundary coverage pipeline. This pipeline is capable of estimating the percent of 
the boundary covered by voids using the average fission bubble size and spacing data obtained in 
the thresholding step. The interaction layer pipeline can also quantify the thickness and lateral 
coverage of the layer. The pipeline uses basic thresholding to separate the interaction layer from 
the fuel meat and zirconium diffusion barrier. The layer is then smoothed to estimate the maximum 
layer length and a final coverage estimate is determined by dividing the actual layer length by the 
maximum layer length. The methods used in both the grain boundary and interaction layer 
pipelines make assumptions that can cause uncertainties of up to 5% in individual measurements. 
 The preliminary characterization results demonstrate that the pipelines are capable of 
addressing all of the studied parameters. Fission bubble counts, mean size, morphology and total 
sample porosity are all automatically calculated by the pipelines and produce comparable 
quantities to those cited in similar characterization studies. In conclusion, CellProfiler is a valuable 
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resource that can be tailored to the specific needs of the user to evaluate a multitude of fuel 
characteristics if ample care is taken to develop repeatable imaging techniques. 
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FISSION GAS BUBBLE IDENTIFICATION USING MATLAB’S IMAGE PROCESSING 
TOOLBOX 
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  Automated image processing routines have the potential to aid in the fuel performance 
evaluation process by eliminating judgment calls that may vary from person-to-person or sample-
to-sample. This study presents several MATLAB based image analysis routines designed for fission 
gas void identification in pre- and post-irradiation uranium molybdenum (U-Mo) monolithic-type 
plate fuels. Frequency domain filtration, enlisted as a pre-processing technique, can eliminate 
artifacts from the image without compromising the features of interest. This process is coupled 
with a bilateral filter, an edge-preserving noise removal technique aimed at preparing the image 
for optimal segmentation. Adaptive thresholding proved to be the most consistent gray-level 
feature segmentation technique for U-Mo fuel microstructures. The Sauvola adaptive threshold 
technique segments the image based on histogram weighting factors in stable contrast regions and 
local statistics in variable contrast regions. Once all processing is complete, the algorithm outputs 
the total fission gas void count, the mean void size, and the overall image porosity. The final results 
demonstrate an ability to extract fission gas void morphological data faster, more consistently, 
and at least as accurately as manual segmentation methods. 
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  Understanding the performance of nuclear fuel materials under various irradiation 
conditions is critical to the qualification of new nuclear fuels. High-performance research reactors 
require fuel that can function at high powers and high fission densities but at relatively low 
temperatures compared to commercial reactor fuels. Accordingly, many research reactor fuels are 
designed to maximize their heat rejection by utilizing assemblies of long, thin-plates. Low-
enriched monolithic uranium-molybdenum (U-Mo) plate type fuel development is an important 
non-proliferation objective that could result in a reduction of several hundred kilograms of 
weapons grade fuel commerce every year (Meyer et al., 2014). One of the major factors preventing 
the qualification of monolithic U-Mo fuels is the buildup of gaseous fission products in the fuel 
meat. Fission gas can lead to variety of unwelcome effects, to such an extent that fission gas release 
is considered the primary mechanism that restricts the upper limits of fuel burnup (Lee et al., 2008). 
Thus, fission gas bubble formation and growth mechanisms represent a continued area of research 
emphasis. By varying irradiation parameters experimentally, researchers can observe the different 
effects that irradiation conditions have on the microstructure evolution of U-Mo alloy fuels and 
begin to develop more accurate fission gas release models. Microstructural characterization is 
highly dependent on the image acquisition and analysis techniques used; therefore, image 
processing can be an important component in the evaluation of new nuclear fuels. This paper will 
present several image analysis routines designed using the MATLAB Image Processing Toolbox 
for fission gas bubble identification in focused ion beam (FIB) milled U-Mo fuel images. These 
routines will determine the fission gas bubble count, size distribution, and the overall sample 





 The Reduced Enrichment for Research and Test Reactors (RERTR) program was initiated 
by the United States Department of Energy (DOE) with the objective of developing the 
technologies necessary for research and test reactor core conversions from highly enriched 
uranium (HEU) to low enriched uranium (LEU) (Keiser et al., 2014). Many of the HEU research 
reactors still operating have fissile uranium density requirements too high to be met by existing 
LEU fuel forms, resulting in the need for new fuel developments. The production of high-density 
LEU monolithic U-Mo fuels has been the most promising of these developments. As opposed to 
dispersion fuels, which are comprised of atomized U-Mo particles in a cladding matrix, monolithic 
fuels consist of a single foil of the U-Mo alloy encapsulated by a cladding layer (Meyer et al., 
2014). Figure 4.1 presents a schematic of a U-Mo fuel. The single alloy nature of the fuel allows 
for the maximum uranium loading per fuel plate. Successful qualification of this fuel type would 
allow HEU research reactors to maintain their existing performance without requiring major 
modifications or sacrificing any capability. Monolithic U-Mo fuels are projected to be capable of 
converting all of the remaining HEU research reactors in the world today (Dunavant et al., 2006). 
 
Figure 4.1. Cross section of a monolithic U-Mo fuel plate. 
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 For full qualification, a fuel must exhibit mechanical integrity, geometric stability, and 
stable and predictable swelling during irradiation to prevent coolant flow blockages and/or release 
of fission products (Meyer et al., 2014). The primary contributions to fuel swelling are reactions 
of the fuel with the aluminum cladding matrix, the formation of solid fission products, and fission 
gas bubble nucleation and growth. Fission gas bubble formation, though a small component of 
overall fuel behavior, is an important indicator for assessing the performance limits of a particular 
fuel (Keiser et al., 2014).  
 Initially, fission gas isotopes produced in U-Mo fuels through the fission of uranium-235 
precipitate in a face-centered-cubic superlattice of nano-sized bubbles underneath the body-
centered-cubic U-Mo crystal lattice (Keiser et al., 2014). As the fission density increases to 
upwards of 4 x 1027 fissions/m3, a recrystallization of grains occurs which provides additional 
defect sites for the formation of fission gas bubbles (Meyer et al., 2014). Eventually, the nano-
bubble superlattice is destroyed and larger bubbles (micron scale) form in the intragranular 
regions. At higher fission densities, delamination of the fuel near the fuel clad interface can occur, 
resulting in breakaway swelling and increase in fuel plate volume. As of 2014, U-Mo monolithic 
fuel plates have demonstrated stable swelling up to high burnups in alloys containing more than 
6% molybdenum (Meyer et al., 2014); however, thermally induced blistering at the peak power 
regions of the U-Mo fuel plates has been shown to result in fission product releases. Researchers 
are beginning to correlate fission gas bubble distributions and morphology with fuel plate 
irradiation performance (Keiser et al., 2014). Consequently, image processing of fuel 
microstructures has the potential to significantly enhance the fuel characterization process. 
 Historically, performance evaluators relied on visual inspection or manual segmentation to 
assess most parameters of interest within an irradiated microstructure. That has begun to change 
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in recent years with the advent advanced imaging capability. Nevertheless, microstructural images 
of nuclear fuels are more often used as a qualitative tool, rather than quantitative. Automating the 
image analysis process has the potential to significantly speed up the data extraction process, 
enhance its reliability, and improve its correctness. Automatically extracting fission gas bubble 
data is accomplished using segmentation. Image segmentation is defined as the act of grouping 
and localizing image content and is widely used in many applications involving image processing. 
Image segmentation algorithms may be used to identify multiple features or a single feature of 
interest within an image. Labeling of each pixel in the image as foreground or background is a 
common example of image segmentation (Gonzalez and Woods, 2008). Automatic image 
segmentation of target features is a critical tool for providing measurements of features that may 
be used to increase the fidelity of fuel performance modeling.  
4.3. Characterization of Uranium-Molybdenum Fuel Microstructures 
There are a wide range of characteristics that could aid in the study of uranium-
molybdenum (U-Mo) fuel performance. Fission gas bubble counts, size distribution, morphology, 
volume fraction, and coverage of grain boundaries have all been identified as potentially 
informative attributes. The key to automated evaluation of each lies in developing a procedure 
capable of extracting meaningful data efficiently and in a repeatable fashion. As such, image 
selection and standardization, and ultimately sample preparation, are a vital part of the process. 
Variations in image illumination, focus, or magnification between images will result in the need 
for correction of the original image or manipulation of preprocessing standards. In particular, 
magnification can be a cause of significant uncertainty, as lower magnifications will possess less 
morphological detail and higher magnifications will contain additional information. All of the 
image processing in this work was performed using the MATLAB Image Processing Toolbox 
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(MathWorks, 2014). The toolbox provides a fairly extensive set of reference-standard algorithms 
and functions for image processing, analysis, visualization, and algorithm development that 
supports a diverse set of image types. Of particular interest to this project were the image 
segmentation, morphology, statistics, and measurement features. 
4.3.1. Image Considerations 
The images used to develop the scripts presented in this work were taken using a Scanning 
Electron Microscope (SEM) on pre-irradiated and post-irradiated Focused Ion Beam (FIB) 
prepared samples. The samples were irradiated in Idaho National Laboratory’s Advanced Test 
Reactor to a fission density of roughly 5.25 x 1021 fissions/cm3 (Miller et al., 2012). One 
disadvantage of utilizing these FIB-prepared samples is the streaking effect that is caused by 
milling (Miller et. al, 2012). The high volume of pores within an irradiated fuel sample causes the 
area around the pores to mill faster than the bulk, leading to curtaining artifacts below the bubble 
feature. This phenomenon, pictured in Figure 4.2, is an unfortunate side effect of FIB milling that 
needs to be accounted for during image processing and analysis.  
 
        
      a) Original FIB-SEM Image (Set MZ-50C).   b) Original FIB-SEM Image (Set R2R040). 




Another factor to consider regarding the original images is their grayscale content and 
contrast, especially in lower magnification images. The two histograms pictured in Figure 4.3 
correspond to the two images in Figure 4.2. The histogram in Figure 4.3a is particularly 
problematic. The contrast of this image certainly poor, as the majority of the pixel intensities fall 
into the 120 to 180 gray level range, but this can generally be adjusted during pre-processing. Of 
more significance is the fact that the image contains a very constrained number of gray values, 
limited to 29 bins. The exact cause of this binning is unclear, but it is more than likely introduced 
by the SEM software during imaging. The binning present in these types of histograms indicates 
a restriction in the amount of data present in the image.  
Binning aside, the contrast of the input images will need to be expanded during pre-
processing in order to improve the use of thresholding techniques. The final issue is the sharp 
contrast gradients that are present within individual objects. These are actually solid fission 
fragments (cesium, strontium, barium, et al.) deposited inside of the gas (xenon, krypton, et al.) 
voids (Kim et. al, 2008). However, the voids need to be identified as uniform entities, even if the 
void is obstructed or filled with solid fission products. Figure 4.4 highlights some examples. The 
 
 a) ImageJ histogram of Figure 4.2a.           b) ImageJ histogram of Figure 4.2b. 




difficulty lies in combining the resulting sections when methods such as intensity thresholding or 
edge detection tend to break the voids apart.  
4.3.2. Pre-Processing 
Before segmentation can be performed, the FIB-SEM images need to be pre-processed to 
remove artifacts and defects to make the segmentation process as accurate as possible. The image 
issues discussed in the previous sub-section all have the potential to cause inaccuracies during and 
after segmentation. Since curtaining artifacts produced during FIB milling of RERTR fuels often 
have intensities commensurate with the concentration of fission gas bubbles, thresholding 
segmentation methods are typically insufficient for high confidence bubble identification. As a 
 
a) Original image R2R040 XS#1 Image. 
 
          
    b) Upper highlight from Figure 4.4a.       c) Lower highlight from Figure 4.4a. 




result, the top priority of a feature identification routine will be to eliminate the streaking artifacts. 
The removal technique explored by this research is a frequency domain filter referred to as a notch 
filter (Gonzalez and Woods, 2008). The general idea behind frequency filtering is to decompose 
the input image into its sine and cosine components using Fourier transforms (Gonzalez and 
Woods, 2008). Each point in the Fourier domain image then corresponds to a particular frequency 
contained in the spatial domain. Digital frequency filters typically sample only enough frequencies 
to fully describe the original image. The end result is that the number of frequencies corresponds 
to the number of pixels in the spatial domain image, resulting in equivalently sized images and 
making the process quickly reversible (Gonzalez and Woods, 2008). 
 High frequencies correlate to edges in the image, where gray levels change rapidly; low 
frequencies correlate to areas with more constant gray levels (Gonzalez and Woods, 2008). The 
curtaining effect exists as a series of gray level transitions that should be observable as high 
frequencies in the Fourier-space image. The grouping of the frequencies corresponding to the 
streaking in the spatial domain will be a function of the uniformity of the pattern. The more 
consistent the curtaining, the easier the frequency peak will be to isolate. Once the correct 
frequencies are identified, it is simply a matter of attenuating them from the frequency domain 
image and converting back to the spatial domain using reverse Fourier transforms (Gonzalez and 
Woods, 2008). 
 MATLAB has built in Fourier transformation functions that can operate in frequency 
space. A relatively simple script can largely eliminate curtains from a FIB milled nuclear fuel 
image. The script reads an image, converts from RGB to 8-bit gray values (if necessary), crops the 
image, and converts the resulting data to double precision floating point values. 8-bit unsigned 
integer images cannot incorporate negative values, so they have the potential to truncate when 
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performing image math; double precision images don’t have this problem. For this reason, the 
doubling function is enlisted to rescale the gray level from [0, 255] to [0, 1]. When converting to 
the frequency domain using MATLAB’s ‘fft2’ function, it is important to be able to visualize the 
spectrum. This requires three additional operations.  
 The first operation involves shifting the zero-frequency component to the center of the 
frequency array. This is a useful and commonly used method for visualizing a Fourier transform 
(Gonzalez and Woods, 2008). In this setting, the further away from the center the image point is, 
the higher its corresponding frequency. The second operation takes the absolute value of the 
frequency image. Fourier math introduces complex numbers in the form of real frequencies for 
cosine components and imaginary frequencies for sine components. The absolute value of a 
complex number is simply the distance of the number from the origin, or the total amount of 
information contained at a given frequency. For the purposes of image processing, it is relatively 
unimportant whether a particular frequency is part of the sine or cosine series. It is therefore often 
useful to take the absolute value of the Fourier coefficients, allowing for the full visualization of 
the spectrum (Gonzalez and Woods, 2008). The final operation takes the logarithm of each 
frequency pixel value. The log compresses the dynamic range of the Fourier coefficients by 
enhancing low intensity pixels. Without this step, the range would be too large to be displayed on 
screen and the image would be all black except at the zero-frequency point (Gonzalez and Woods, 
2008). Figure 4.5a is an example of a FIB-SEM image with significant curtaining. Figure 4.5b 
displays the adjusted frequency spectrum of the image in Figure 4.5a. 
 Once the frequency domain image is properly displayed, frequencies corresponding to 
curtaining artifacts can be identified and removed. This can be done in a trial and error fashion by 
creating a mask through MATLAB using coordinate selection. The goal is to eliminate a specific 
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range of frequencies, and drawing a black box over the frequency domain image sets the 
corresponding pixel values to zero. Once the mask is saved, the script then thresholds the mask (so 
the added zeroes are only at the noise locations), removes the visualization operations from the 
frequency image, multiplies the mask by the natural frequency image pixel by pixel, and 
transforms the image back to the spatial domain. The resulting image will be the original image 
without any curtaining artifacts as long as the correct frequencies were attenuated. If the curtaining 
pattern is consistent across multiple images, the same frequency mask may be used. 
 
      
  a) Original image with significant curtaining.               b) Frequency domain image. 
      
               c) Masked frequency image.                         d) Filtered spatial domain image. 




 The spectrum given in Figure 4.5b indicates that the image contains components of all 
frequencies, but that their magnitude is smaller for higher frequencies (further from center). Thus, 
the low frequencies contain more image information than the higher ones (Chen et al., 1992). The 
transform also demonstrates that there are two dominating directions, one passing vertically and 
one passing horizontally though the center. The horizontal frequencies correspond to the regular 
streaking pattern in the original image and can be eliminated with a mask. Figure 4.5c illustrates 
the masking of the Fourier spectrum. The image that results from converting the masked frequency 
domain image back to the spatial domain (Figure 4.5d) is significantly improved over the original 
image.  There is almost no evidence of the curtaining from FIB milling except for some edge 
effects at the image border (see Figure 4.5d inset). The edge effects in Figure 4.5d are minute 
enough to be removed by subsequent processing. Figure 4.6 displays the gray-level histogram 
before and after frequency filtering. The new histogram (Figure 4.6b) maintains the 
 binned shape, but the Fourier math has interpolated between the binned gray levels present in the 
original image. Hand counts verify that the fission bubble density was not significantly impacted 
by the image manipulations; all counts fall within typical margins of error for visual inspection 
 
                a) Original image histogram.                    b) Processed image histogram. 




methods. This technique greatly reduces the amount of averaging and filtering necessary to 
identify fission gas voids without falsely identifying any of the curtaining as voids. As a result, 
many more features survive the noise reduction procedure during the preprocessing step before the 
feature identification routines. 
 The next pre-processing step is a histogram equalization and contrast adjustment. 
Equalizing the histogram increases the global contrast by effectively spreading out the most 
frequent intensity values. This better distributes the pixel values and allows for improved 
visualization (Gonzalez and Woods, 2008). The contrast of the image is adjusted such that the 
lowest intensity pixels are set to 0, and the highest intensity pixels are set to one. In this case, 1% 
of the data was saturated at the low and high ends. The purpose of these transformations is to 
increase the gray level gap between the fission gas voids (foreground) and the fuel meat 
(background). As a result, the segmentation method has a larger margin for error, particularly with 
regard to thresholding (Gonzalez and Woods, 2008). The contrast-adjusted, notch-filtered image 
samples and histograms are available in Figure 4.7. 
These images contain a fair amount of salt and pepper type noise in the background. These 
pixels could be identified as objects, so the last pre-processing step will reduce this noise through 
grayscale morphology. The simplest approach to removing this noise is a median filter. A median 
filter is designed to choose a pixel’s new intensity value by taking the median value in a given 
window, effectively eliminating the outliers. However, a median filter is not an edge-preserving 
smoothing method; and, if the filter size is overly large, it will effectively smooth across object 
intensity gradients (Gonzalez and Woods, 2008). Since there are some gas voids with very small 
areas, the median filter could blur them away at the window sizes necessary for proper smoothing, 
so other methods of noise reduction were explored. 
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 While Wiener filtration and anisotropic diffusion were options, the bilateral filter proved 
to be the most effective for the purposes of this research (Gonzalez and Woods, 2008). A bilateral 
filter is similar to a Gaussian averaging filter (domain filter), but it includes an intensity component 
(range filter). The algorithm operates on a localized pixel neighborhood and weights surrounding 
pixels differently for each filter (Tomasi and Manduchi, 1998). The range filter maps out the 
intensity of the surrounding pixels and gives each a weighting factor regardless of spatial proximity 
to the target pixel (as in the domain filter). As a result, a neighboring pixel will have a very low 
weighting factor if it has a large intensity deviation from the original pixel, such as at a step edge. 
      
   a) Figure 4.2a contrast adjusted.                  b) Figure 4.2b contrast adjusted. 
 
   
            c) Histogram of Figure 4.7a.        d) Histogram of Figure 4.7b. 
 




This is what gives the bilateral filter its edge preserving properties. The range filter is typically 
convolved with a typical Gaussian filter to create the final weighted filter. Figure 4.8 illustrates 
the algorithm. Because bilateral filtering does in the range (intensity grid) and domain (spatial 
grid) of an image what a traditional filter does just in the image’s domain, it tends to be 
computationally slower than traditional smoothing filters (Tomasi and Manduchi, 1998). 
 The script developed in this research is adapted from the original bilateral filter proposed 
by Tomasi and Manduchi (Tomasi and Manduchi, 1998). The input parameters are simply the size 
of the window for the filter to operate on and the standard deviation of the domain and range filters. 
An example of the output image is provided in Figure 4.9. Unlike the median filter, the resulting 
images retain even the smallest of fission gas voids without the peppering of low intensity pixels 
in the fuel meat. Multiple applications of the bilateral may be used to further reduce noise if the 
window size is set small enough to preserve the edges around the minor bubbles. However, one 
application generally proved to be sufficient for the purposes of this project. As this point, the 
images are ready for segmentation. 
 





 Published image processing techniques for the identification of nuclear fuel 
microstructures are scarce; however, some parallels can be drawn to other techniques. Although 
biological cells are not porous, they possess several similarities to fission bubbles. Cell 
segmentation (the identification of biological cells in a digital image) is difficult, owing to the 
large variability and complexity of the data (staining, cell types, densities, imaging conditions, 
scaling, etc.). Additionally, microbiology is an immense field with a significant research focus on 
object identification techniques. There are four commonly enlisted methods of binary 
segmentation: edge detection, feature matching, region growing, and thresholding. Each of these 
methods were explored in the present research, and their efficacy is discussed herein.  
Edge detection segmentation is highly reliant on subsequent linking techniques to create a 
solid boundary for data extraction. The Sobel, Prewitt, Roberts, and Canny edge detection methods 
were all moderately successful when applied to nuclear fuel images in that they identified only the 
 
     
a) Figure 4.7a bilateral filtered.       b) Figure 4.7b bilateral filtered. 
 




edges of interest and few to zero extraneous edges (Senthilkumaran and Rajesh, 2009).  However, 
the problem became evident during attempted edge linking. Line operators, morphological filters, 
connected components, and hysteresis methods weren’t capable of capturing the full contour of 
every fission bubble. As a result, the regions couldn’t be filled to represent a single feature, and 
individual edges were left over in the binary image. Figure 4.10 provides of an example edge 
detected image that highlights these issues. Accordingly, edge detection was not selected as the 
primary segmentation method for U-Mo fuel microstructures. 
Feature detection has demonstrated some promise in previous studies of medical image 
segmentation (Reinhardt and Higgins, 1994). Instead of segmenting cells based on their absolute 
intensities, cells may be segmented based on intensity derived features that can be easily detected 
using linear image filtering. Fission bubbles, like cells, resemble compact particles at low 
magnifications, and can be segmented with relative ease using a blob detector such as the Gaussian 
or Laplacian of Gaussian filter; however, at higher magnifications, cells appear as larger regions 
and their relatively invariant shapes allow the use of template matching. This is not the case for 
fission gas bubbles. The size distribution and range of morphologies of the gas bubbles in high 
       
      a) Original image.      b) Edge detected using the Canny operator. 




magnification images resulted in poor segmentations. Routines could likely be developed to 
segment Figure 4.5a, for example, but the size and shape variance across all image types is too 
severe to make feature matching a universally successful technique. As a consequence, it was not 
chosen as the primary segmentation method.  
Region accumulation is another approach and is frequently used for cell segmentation. The 
process starts from selected seed points in the image and iteratively adds connected components 
to form labeled regions. This growth repeats until a termination condition is fulfilled. The 
watershed transform is one such example, which operates over intensity layers and requires an 
edge enhanced image, as it is commonly desirable to have the watershed lines at the feature edges. 
While it is the most popular region accumulation approach, the watershed transform often over-
segments images, and usually requires some post-processing (Vincent and Soille, 1991). In 
practice, MATLAB’s watershed function correctly identifies all of the fission gas bubbles in the 
pre-processed image but it also severely over segments the image. Attempts at setting a minimum 
depth to the catchment basins (low intensity regions where the simulated water can pool) were 
unsuccessful. This is probably because the external boundary pixels based on connected 
components didn’t have significantly higher intensity values. An accurate watershed segmentation 
would require all of the foreground objects to be marked through the use of morphological 
processing. The objective of marking is to create a flat maxima inside each feature that can be used 
a regional maximum for the watershed algorithm (MathWorks, 2014). However, testing showed 
that fission bubbles that were occluded or shadowed (of which there are many in U-Mo fuel 
images) were often not marked by the marking procedures, resulting in highly inaccurate 
segmentations. Lastly, the salt and pepper noise, paired with the fact that the watershed will 
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segment any minima, regardless of how small or insignificant it may be, limits the applicability of 
this technique in nuclear fuel images. 
 The final method of object detection in a grayscale image is the thresholding of intensity 
values in order to create a binary image that separates the important objects from the background. 
Segmentation is achieved by setting the pixel to 0 if  the new threshold is below the pixel value, 
and setting the pixel to 1 if the new threshold is above the pixel value. This effectively creates a 
black and white image wherein white pixels represent the foreground (segmented objects of 
interest, fission bubbles in this study) and black pixels represent the background (fuel meat). The 
universal standard for global thresholding is the Otsu method (Sezgin and Sankur, 2004). The Otsu 
global thresholding method is a clustering based method, where the gray level samples are 
clustered in two parts as background and foreground (object) (Otsu, 1979). The Otsu algorithm 
attempts to maximize the between-class variance while minimizing the within-class variance 
(Otsu, 1979). However, image illumination gradients in addition to the presence of fission products 
within a bubble make global thresholding problematic. A single global threshold will split the 
fission gas bubbles into multiple parts because the solid fission products possess intensities similar 
to the meat of the sample. A potential solution to this problem is the use of adaptive local 
thresholding, which is often performed for cellular analysis (Sankaran and Asari, 2006).  
Adaptive thresholding is designed to change dynamically across the image based on an 
algorithm that accounts for local pixel properties (Sezgin and Sankur, 2004). A new threshold is 
calculated for each pixel in the image based on statistics in a window defined by the user  (Sezgin 
and Sankur, 2004). Adaptive local thresholding consists of three primary steps: adaptive local 
normalization, double thresholding, and post processing (Sankaran and Asari, 2006). Adaptive 
local normalization involves defining the local region variance threshold value, determining the 
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locality size for each individual pixel, calculating the mean and standard deviation for each 
locality, and finally normalizing the image pixel-by-pixel with respect to each locality (Sankaran 
and Asari, 2006). The image is then double thresholded by defining both the high and low threshold 
values and then thresholding the normalized image with the low threshold value. Any objects that 
are not connected to any pixels above the high threshold are then removed. This is the key aspect 
of the adaptive approach that may be applicable to the automated identification of fission gas 
bubbles, and why it was ultimately chosen as the segmentation method for this study. 
 More advanced segmentation techniques will actually change the segmentation algorithm 
transiently based on local image properties. The Sauvola method is one of the more recent adaptive 
techniques and was considered as a segmentation method for this research (Sauvola, 2000). 
Originally developed to segment degraded text documents, the Sauvola method uses two different 
approaches to define a threshold for each pixel: a soft decision method (SDM) which is for use in 
backgrounds and includes noise filtering capabilities, and a text binarization method (TBM), for 
use in textual and line drawing areas used to separate text components from background in poor 
conditions caused by uneven illumination or noise degradation. The SDM method is chosen if the 
local pixel region posseses ‘uniform’ or ‘near-uniform’ qualities with respect to the global 
histogram, while the TBM method is chosen if the local pixels are determined to be ‘differing’ or 
‘transient’ by the histogram (Sauvola, 2000). The end result is a binary image that is thresholded 
based on histogram weighting factors in stable contrast regions and based on local statistics in 
variable contrast regions. The transient pixel-by-pixel threshold is determined by Equation 1: 
𝑇(𝑥, 𝑦) = 𝑚(𝑥, 𝑦) ∗ [1 + 𝑘 ∗ (
𝑠(𝑥,𝑦)
𝑅
− 1)],    (1) 
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where T(x,y) is the new threshold value, m(x,y) is the mean pixel value within the desired window, 
s(x,y) is the local standard deviation, R is dynamic range of standard deviation, and k is constant 
which adaptively amplifies the standard deviation contribution and affects the overall stringency 
of the threshold (Sauvola, 2000). Based on this relationship, when there is a high contrast in a 
region, s(x,y) is quantitatively close to R, resulting in the second term dropping out and the 
thresholding being proportional to the mean pixel value of the region. This is expected, as pixels 
near high contrast regions likely correspond to edges and should be identified as foreground 
objects. However, in regions when the local contrast is low, the second term becomes less than 
one, resulting in the threshold being calculated as below the mean. In that scenario, the threshold 
will remove the relatively dark regions of the background. The k parameter controls the value of 
the threshold in the local window such that the higher the value of k, the lower the threshold from 
the local mean. A k value of 0.2 to 0.5 is recommended but the algorithm is generally not very 
sensitive to the value used (Sauvola, 2000). 
While the Sauvola technique was developed for segmentation of degraded documents, its 
applicability can extend to any image with comparable global properties. The FIB-SEM images 
possess similar degradation issues in the background and comparable intensity gradients across 
the object boundaries, making the Sauvola algorithm a valid option (Sauvola, 2000). The Sauvola 
MATLAB script (Appendix B) requires the user to input a local neighborhood of pixels on which 
to perform the algorithm, an initial guess at the threshold, and a padding array option to deal with 
border pixels. Figure 4.11 provides examples of the script’s use on pre-processed FIB-SEM 
images. Based purely on visual inspection, the adaptive thresholding method appears to have done 
its job and segmented only the gas voids from the images in Figure 4.7. Figure 4.11a, in particular, 
appears to have been segmented with no false identifications and no obvious missing voids. This 
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result will more than likely not require binary morphology and can skip straight to labeling and 
data extraction. Figure 4.11b, on the other hand, has well identified voids;  but, the algorithm works 
almost too well, as the image has been segmented within singular voids. This problem often occurs 
with higher magnification images and will require some post-processing for an optimal 
segmentation. 
4.3.4. Post-Processing 
Morphological filtering is another common technique that will be useful in nuclear material 
research. Previous porosity and cell detection studies have relied heavily on basic operators such 
as erosion, dilation, opening, and closing to manipulate the geometrical properties of the image 
(Reinhardt and Higgins, 1994). Mathematical morphology can separate clumped objects, estimate 
the background, fill imperfectly stained regions (in the case of cells) and/or rectify intensity 
gradients (in the case of solid fission products within gas voids).  
Binary morphology involves any operations that are conducted after thresholding in order 
to clean up the image. A structuring element is a small set or subimage used to probe for image 
     
   a) Figure 4.7a segmentation.          b) Figure 4.7b segmentation. 




features. A morphological opening is an erosion of image features followed by a dilation, while a 
morphological closing is a dilation of image features followed by an erosion (Gonzalez and 
Woods, 2008). For this research, the higher magnification images were opened with a disk 
structuring element of pixel radius 5 and then closed with a disk of pixel radius 3. This produced 
a satisfactory combination of the overly segmented regions without eliminating the majority of the 
smaller voids. Any objects containing zero intensity pixels surrounded by one intensity pixels 
(holes) were filled. Convex hulls can be convenient as a counting tool to combine closely 
connected components; however, for the purposes of obtaining accurate volume fractions, this 
method tends to overpredict the object countours (Gonzalez and Woods, 2008). Figure 4.12 
displays Figure 4.11b after morphological processing. The final product is still far from perfect, as 
some independent objects became connected and a few of the smaller voids were lost. The large 
distribution of feature sizes in the image makes it difficult for global operations to satisfy all of the 
identification requirements. Nevertheless, once the binary image is created, MATLAB can quickly 
extract quantitative information using the “regionprops” function. The regionprops function 
measures a set of properties for each connected component in the binary image. The most relevant 
 




property for this project is the object areas, though centroids are occasionally used for visualization 
purposes. Properties such as eccentricity and major/minor axis length may be useful as an 
assesment of overall morphology but they were not included in this report. Porous volume fractions 
are determined by dividing the total area of all identified voids by the total area of the image. Since 
all objects areas are defined in pixels, the scale bar on the original image must be used to convert 
back to the metric system. Size distributions may be observed with bar graphs using MATLAB’s 
histogram function. The following section will provide a demonstration of the full algorithm on a 
sample image. 
4.4. Algorithm Demonstration 
 Figure 4.13 illustrates the process by which the fission gas voids are identified from FIB-
SEM input image ‘KGT-1225 S_V1 image001.tif’. The original and notch curtaining filtered 
image are shown in Figures 4.13a and 4.13b, respectively. The bilateral filtered image in Figure 
4.13c illustrates how the edges are perserved despite the blurring process. Figure 4.13d displays 
the Sauvola segmentation after binary morphology operations. The results in Table 4.1 indicate 
that the segmentation results agree to within two standard deviations of those produced by hand 
counts. The pore fraction is simply the total area of identified features divided by the total area of 
the image, and has not been projected out to three-dimensions. Figure 4.14 displays the fission gas 
bubble size distribution as calculated by MATLAB.  
 4.5. Summary And Conclusions 
 This paper presents an image processing routine developed for the identifation and data 
extraction of fission gas bubbles in uranium-molybdenum nuclear fuel microstructures. The 
routine begins by removing the curtaining artifacts introduced by focused ion beam milling 
through the use of frequency domain filtration. The filter was shown to effectively eliminate the 
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             a) Original image.           b) Notch filtered image. 
     
       c) Bilateral filtered image.    d) Binary segmentation image. 
 
Figure 4.13. Demonstration of the image processing algorithm on a sample micrograph. 
 
Table 4.1. Basic quantitative results for the demonstration image in Figure 4.12. 
MATLAB  Fission Bubble Count 708 
Hand Fission Bubble Count 672 
Deviation (%) 5.36 
Image area (um2) 230 
Mean object area (um2) 0.024 




curtaining lines without affecting any of the underlying fission gas features. The next pre-
processing step applied a bilateral filter in order to reduce noise in background regions of the 
images and perserve the edges necessary for feature segmentation. The Sauvola segmentation 
method was then used to identify the features of interest. Images that were bilaterally filtered prior 
to feature segmentation resulted in identifications of a wider distribution of fission gas bubble 
sizes. The segmentation results of the algorithm agreed well with manual segmentation 
calculations in the demonstration image, as well as in a series of similar image tests. There are, 
however, some areas in which the algorithms could see significant improvement.  
 High magnificantion images containing sharp intensity gradients across voids as a result of 
the presence of solid fission products remain problematic. The bilateral filtration and the Sauvola 
thresholding technique were necessary when considering the global image properties, but produce 
 











































































































additional issues when applied to this unique problem. The sensitivity of the Sauvola method often 
resulted in a full division of the void regions. This problem probably cannot be solved by 
thresholding techniques alone. 
Verification is another issue with this process. Because the actual fission void count of the 
input images is unknown, it is difficult to determine the validity of the counts produced by these 
algorithms. Hand counting techniques provide a comparitive check, but they may be just as 
inaccurate as the image processing algorithm. Determining whether or not a dark spot on the image 
is a void or an artifact is a subjective process. Thus, the deviation between MATLAB output and 
hand calculations may not be accurately classified as ‘error’. Differences between two values, each 
with unknown precision, is a statistic with limited value. The development of synethic images for 
verification purposes may provide insight into this question. 
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DATA EXTRACTION OF URANIUM-MOLYBDENUM NUCLEAR FUEL 
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 The development and qualification of low enriched uranium fuels for high performance 
nuclear research reactors is a complicated and time consuming process. Automated image 
processing routines have the potential to aid in the fuel performance evaluation process by 
producing data quickly, consistently, and at least as accurately as hand counting and other manual 
methodologies. Previous work developed an automated image processing algorithm designed to 
identify fission gas bubbles in uranium-molybdenum (U-Mo) fuel microstructures. This study 
performs, a manual segmentation count and an ASTM manual porosity determination to ensure 
the accuracy of the algorithm. The results show that the automated algorithm yields data in the 
acceptable confidence interval range as determined by the verification and validation tests. In 
addition, serial image sets for two irradiated U-Mo samples (Chunk 1 and Chunk 2) were analyzed 
in  two-dimensions using the image processing algorithm and in three-dimensions using Avizo 
Fire. The fission gas bubble size for Chunk 1 and Chunk 2 averaged 0.171 µm and 0.167 µm in 
diameter, 0.23 and 0.22 µm2 in area and 0.00407 and 0.00415 µm3 in volume, respectively. The 
sample porosities were calculated to be 8.17% for Chunk 1 and 7.65% for Chunk 2. All of these 
values agree well with the limited data available for irradiated U-Mo microstructures. 
                                                 
1 Graduate student and advisor, respectively. Colorado School of Mines, Nuclear Science and Engineering Program, 
1500 Illinois St, Golden, CO 80401 
2 Primary researcher and author. 





 As part of the National Nuclear Security Administration’s (NNSA’s) Global Threat 
Reduction Initiative (GTRI), the United States High Performance Research Reactor Fuel 
Development program is actively developing low enriched uranium (LEU) (< 20% uranium-235) 
fuel substitutes for the six American high performance reactors (Table 5.1) fueled with highly 
enriched uranium (HEU) (> 20% uranium-235) that have not been converted to LEU fuel (Wachs, 
2007). It will be very difficult, if not impossible to convert these reactors using existing fuels, thus 
prompting the development of high density uranium-molybdenum (U-Mo) fuels.  
 In order to ensure the safe operation of nuclear fuels, it is necessary to be able to predict 
their behavior and life-time during irradiation. An accurate description of a nuclear fuel’s behavior 
involves a multitude of disciplines including chemistry, nuclear and solid state physics, metallurgy, 
ceramics, and applied mechanics. The strong interrelationship between these disciplines has forced 
the nuclear industry to develop and rely on fuel performance codes capable of predicting the 
evolution of irradiated fuel properties. Fuel designers and safety personnel rely heavily on this type 
of code. The development and validation of these codes is highly reliant on data from in-core 
Table 5.1. Remaining highly enriched research reactors in the United States. 
Reactor Location Power (MW) 
HEU Consumption 
(kg/yr) 
Massachusetts Institute of Technology 
Nuclear Research Reactor (MITR) 
MIT 5 5 
University of Missouri Research Reactor 
(MURR) 
MU 10 24 
National Bureau of Standards Reactor 
(NBSR) 
NIST 20 13 
High Flux Isotope Reactor (HFIR) ORNL 100 80 
Advanced Test Reactor (ATR) INL 250 120 
Advanced Test  Reactor Critical Facility 
(ATR-C) 




experiments. The primary focus of this paper is accurate and efficient collection of experimental 
data for use in fuel qualification decisions. 
 More specifically, this study is aimed at gathering information to further understand the 
behavior of inert gas atoms, mainly Xe and Kr, in U-Mo fuel. The release of these gaseous fission 
products can lead to a variety of unwelcome effects, to such an extent that fission gas behavior is 
considered one of the primary mechanisms that restricts the upper limits of fuel burnup (Lee et al., 
2008). In addition to the buildup of internal fuel plate pressure, fission gas release can deteriorate 
the thermal conductivity between the cladding and the fuel. Since fission gas release is strongly 
temperature dependent, increases in fuel temperature eventually lead to cladding failure (Lee et 
al., 2008). Fission gas and solid fission products contribute to fuel swelling, which boosts the 
mechanical interaction between the fuel and cladding at higher burnups. It is therefore essential to 
be able to measure the behavior of fission gas under variable irradiation conditions.  
 Currently, fuel performance evaluators rely on visual inspection or manual segmentation 
of fuel micrographs to assess most parameters of interest within an irradiated microstructure. 
Automating this process has the potential to significantly speed up the data extraction process, 
enhance its reliability, and improve its correctness. Automatic image segmentation of target 
features can be a valuable tool for providing measurements of features that may be used to increase 
the fidelity of fuel performance modeling. The previous chapter proposed an automated image 
processing methodology capable of characterizing fission gas bubbles in irradiated U-Mo matrices. 
This chapter will briefly review that image processing algorithm, present the tests used to verify 
and validate the resulting computer code, and document the results data collection using that code 




5.2. Uranium-Molybdenum Fuel 
 Many research and test reactors around the world were originally designed to operate on 
highly enriched fuels (~93% uranium-235). To convert these reactors to LEU fuel, the fuel density 
has to significantly increase to maintain the net uranium-235 density in order to match the 
neutronic profile of the HEU core (Miller et al., 2012). The best way to accomplish that goal is to 
use uranium in a metal form; however, metallic uranium is extremely brittle and must be alloyed 
for use as a reactor fuel (Fairman and Kelly, 2004). Molybdenum stabilizes the uranium gamma 
phase, making the metal less susceptible to thermally induced phase changes, and reacts slowly 
with uranium in solid solution (Ippolito, 1990). Molybdenum is also highly corrosion resistant, has 
a high melting point (2623 C), a high thermal conductivity (168 W/mK), and a low thermal neutron 
absorption cross section (2.48 barns) (Burkes et al., 2010). All of these factors make U-Mo one of 
the most studied alloy systems for reactor conversion to LEU fuel. 
 Plate-type nuclear fuel geometries are often used by research reactors requiring a high 
neutron flux, especially those specializing in isotope production or materials testing. The long, thin 
nature of the plates enables high in-core uranium loadings and optimizes heat transfer (Ding et al., 
2009). Figure 5.1 depicts the typical cross-section dimensions of a U-Mo fuel plate. In monolithic 
fuels, the fuel meat (Figure 5.1) consists of a 0.3 mm thick hot rolled foil that is bonded to the 
 
Figure 5.1. Cross section of a monolithic U-Mo fuel plate. 
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zirconium diffusion barrier and cladding through hot isostatic pressing (Moore et al., 2008). In 
dispersion fuels, the fuel meat (Figure 5.1) is comprised on atomized U-Mo particles embedded in 
a modified aluminum matrix. As a relatively new fuel type, there are many opportunities for 
characterization research in which image processing can play a significant role in U-Mo fuel 
development. 
5.3. Fuel Sampling and Imaging 
 The U-Mo fuel plates described in this work were irradiated in the Advanced Test Reactor 
(ATR) at Idaho National Laboratory (INL) to fission densities of roughly 5.5 x 1021 fissions/cm3 
and at heat fluxes around 480 W/cm2 at the midplane (Keiser et al., 2014). The U-Mo fuel plates 
were then sectioned in the Hot Fuel Examination Facility (HFEF) hot cells using a slow-speed saw 
(Robinson et al., 2007).  The samples were then transferred to the Electron Microscopy Laboratory 
where lift-outs were produced using a FEI Quanta3D Dualbeam focused ion beam (FIB). The FIB 
is capable of coarse trenching samples at specific locations with minimal polishing damage. The 
cube lift-outs used in this study had dimensions of approximately 15 µm x 15 µm x 15 µm. Figure 
           
a) Sample lift-out trench created by the FIB.        b) Sample mounted and prepped for milling. 
Figure 5.2. Micrographs of the FIB trenching and lift-out process. 
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5.2 provides some examples of the FIB lift-outs. After the samples were created, they were 
mounted and prepped for milling. The two serial sectioned samples (KGT-1225 S_V1 and KGT-
1225 S_V2, or ‘Chunk 1’ and ‘Chunk 2’, respectively) used in this study were sliced in 55 
nanometer increments by the FIB at a voltage of 30 kV and a current of 500 pA for a total of 200 
slices. A scanning electron microscope (SEM) imaged the samples after each section. Images of 
each slice were taken at a magnification of 10000x, with an image resolution of 2048x1768. 
Automated image processing algorithms evaluated the porosity of the sample as well as the size 
and morphology of the fission gas bubbles. Avizo Fire also generated three-dimensional 
reconstruction information for the two samples, based on the sliced image sets. 
5.4. Automated Image Processing Algorithm 
 Scripts designed to characterize gaseous fission products were developed using 
MATLAB’s Image Processing Toolbox (Chapter 4) (MathWorks, 2014). The 200 images in each 
sample stack were initially run through a frequency domain filtering approach, known as a notch 
filter, to eliminate the streaking artifacts caused by the FIB milling. This pre-processing step is 
essential in producing accurate fission gas bubble data, as it significantly enhances the accuracy 
of the segmentation step (Gonzalez and Woods, 2008). The image stacks were then analyzed by a 
processing sequence optimized for 10000x magnification images. The sequence begins by 
equalizing the histogram to saturate 1% of the pixels at the low and high intensities of the image. 
This enhances the contrast of the image and increases the accuracy of thresholding. The next step 
in the processing sequence applies a bilateral filter to each image in order to reduce background 
noise and preserve feature edges (Tomasi and Manduchi, 1998). A Gaussian averaging filter then 
slightly blurs the image in preparation for thresholding procedures. The Gaussian filter is followed 
by the Sauvola function, which segments the input image based on histogram weighting factors in 
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stable contrast regions and based on local statistics in variable contrast regions (Sauvola, 2000). 
After segmentation, a median filter is applied to remove leftover peppering and stranded pixels. 
Binary morphology operations then remove any objects touching the image border, fill any holes 
in objects, and label each individual feature. Data obtained from the feature labels is finally 
exported for external manipulation. Figure 5.3 provides examples of the algorithm output at key 
steps in the process. Table 5.2 details the image processing parameters used for each of the major 
      
             a) Original image.           b) Notch filtered image. 
      
       c) Bilateral filtered image.    d) Binary segmentation image. 
 




algorithm functions. A complete description of the MATLAB algorithm and its functions is 
available in Chapter 4.  
 In addition to the image processing algorithm designed in MATLAB, a similar technique 
was developed in a software package called CellProfiler. CellProfiler is an open-source program 
designed to enable biologists without training in computer vision or programming to automatically 
extract cellular measurements from large image sets. The software is attractive as a tool for nuclear 
fuels analysis based on its user interface and its ability to extract data based on a multitude of 
parameters. A complete description of the CellProfiler algorithm and its modules is available in 
Chapter 3. This study uses data extracted from the CellProfiler algorithm as an additional comparative 
tool for the verification and validation process. 
5.5. Verification and Validation   
 Before the software algorithm can be transitioned from development to practical 
application, it must first be subjected to verification and validation (V&V). The verification and 
validation assessment will demonstrate whether the software requirements are correct, complete, 
consistent, accurate, and testable. This section will briefly overview the testing procedures that 
were used to validate the automated algorithm result. 
Table 5.2. Image processing algorithm parameters used for Chunk 1 and 2 and analysis. 
Parameter Value Description 
Bilateral Size [8 8] Bilateral filter window size in pixels 
Sigma Spatial 6 Domain filter standard deviation 
Sigma Intensity 0.25 Intensity filter standard deviation 
Blur Size [8 8] Gaussian averaging filter window size in pixels 
Blur Sigma 3 Gaussian averaging filter standard deviation 
Threshold Size [25 25] Sauvola threshold window size in pixels 
Threshold Value 0.4 Sauvola threshold intensity between 0 and 1. 
Median Size [5 5] Median filter window size in pixels. 
Border Connected 
Components 
4 Number of connected pixels to use for border 




5.5.1. Manual Count Segmentation Test 
 Due to the variant nature of U-Mo microstructure samples and a lack of image processing 
precedent in the nuclear fuels field, a fully characterized reference image does not exist. This 
means that there is no universally accepted segmentation against which to verify the algorithm’s 
results. The next best option is to assemble a canonical set of images wherein the manual 
segmentation results are agreed upon by multiple parties. For this test, ten U-Mo FIB-SEM images 
from various test samples were selected that encompass a representative sample of fission gas 
bubble distributions. Five graduate students at the Colorado School of Mine were tasked with 
counting the fission bubbles in each image of the set. The images were provided in their original 
unaltered state as distributed by INL, with one minor exception; the reference images from the 
MZ-50C stack (MZ-50C_XS_Site7_10000x_Fuel.tif and MZ-50C_XS_Site 
7_10000x_Fuel_001.tif in Table 5.3) were contrast adjusted because the original grayscale balance 
made it exceedingly difficult to discern specific features. 
 Each person was provided with image printouts containing a grid overlay. The grid size 
was set based on the average feature size in the sample image. The grid spacing was chosen such 
that the average feature size corresponded to approximately one half of the line-to-line spacing. 
An example is provided in Figure 5.4a. Counters were instructed to manually segment the image 
one block of the grid at a time and assign a total count to each block. To avoid double counting, 
counters were instructed to assign features that overlapped a grid line to one specific block using 
an arrow designation. Once counted, the data was compiled into a spreadsheet for each block in 
the grid. The block-by-block format was retained in order to identify specific locations where 
discrepancies in counts occurred. This is also important as it highlights portions of the 
microstructures where even human scored segmentation is difficult.  
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 The grid based data was then used to calculate the total fission bubble count per image 
sorted by counter. Table 5.3 lists the raw count data for each image. Averages and standard 
deviations were calculated for each image. Confidence intervals and relative errors were also 
calculated using a 95% desired confidence level. Table 5.4 presents the calculated data. Assuming 
that human scored manual segmentation represents the most accurate and accessible counting 
methodology possible, it is 95% certain that the true fission gas bubble count lies somewhere 
within the confidence ranges listed in Table 5.4. These ranges can then be used to tune the 
algorithm to a value closer to the true fission bubble count. 
5.5.2 Manual Porosity Test 
 Ensuring that the algorithm produces an accurate determination of sample porosity is of 
equal importance to ensuring that the algorithm produces an accurate fission bubble count. 
Porosity is slightly more difficult to verify than feature counting, especially when working with 
samples that can only be studied using micrographs. One potential solution is to image a sample 
with a known porosity and ensure that the algorithm produces acceptable results. That would  
      
   a) Manual segmentation grid.       b) Porosity estimation grid. 
 
Figure 5.4. Example of the grid overlay’s used for verification and validation tests. 
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ensure that the algorithm can accurately calculate the porous volume of that specific sample, but 
it wouldn’t necessarily mimic the conditions existing in a U-Mo nuclear fuel microstructure; and, 
a known porosity reference U-Mo fuel sample does not exist. 
 The American Society for Testing and Materials (ASTM) develops technical standards to 
solve problems such as this. ASTM E 562 is a standard for the determination of volume fraction 
by systematic manual point count. The standard outlines a methodology for estimating the volume 
fraction of an identifiable constituent or phase from sections through the microstructure using a 
 
Table 5.3. Raw manual segmentation data for verification and validation test. 




236 248 223 286 232 
KGT-1225 S_V1 image0001.tif 626 711 654 717 680 
KTG-782_JG-803_S&V3_Sample 
Prep_CS_Bubbles_10k.tif 
357 446 437 447 350 
MZ-50C_XS_Site 7_10000x_Fuel.tif 837 814 861 890 779 
MZ-50C_XS_Site 
7_10000x_Fuel_001.tif 
824 796 836 886 764 
Radiated Fuel_Cross Section_Fuel.tif 310 316 337 328 297 
Radiated Fuel_xs5_Al UMo 
interface_15k_002.tif 
136 145 139 159 135 
XS #1_20k.tif 185 182 184 198 205 
XS #2_10k.tif 387 424 437 486 421 
XS #2_Difusion Zone_10k.tif 241 270 267 288 277 
 
 Table 5.4. Average, standard deviation, and confidence interval range (CI) for the manual segmentation test. 




248 22.26 ±27.63 221 – 276 11.13% 
KGT-1225 S_V1 image0001.tif 677 34.33 ±42.63 634 – 720 6.30% 
KTG-782_JG-803_S&V3_Sample 
Prep_CS_Bubbles_10k.tif 
407 44.20 ±54.88 353 – 462 13.47% 
MZ-50C_XS_Site 7_10000x_Fuel.tif 851 40.76 ±50.60 800 – 901 5.95% 
MZ-50C_XS_Site 
7_10000x_Fuel_001.tif 
836 43.26 ±53.70 782 – 889 6.43% 
Radiated Fuel_Cross Section_Fuel.tif 323 14.84 ±18.43 304 – 341 5.71% 
Radiated Fuel_xs5_Al UMo 
interface_15k_002.tif 
145 9.03 ±11.21 134 – 156 7.75% 
XS #1_20k.tif 187 9.73 ±12.09 175 – 199 6.45% 
XS #2_10k.tif 435 32.18 ±39.95 394 – 473 9.22% 





point grid. It describes a Monte Carlo method performed by overlaying a grid of points onto a set 
of microstructure serial sections and tallying the instances in which a grid point overlaps a feature 
of interest. The number of grid point hits is divided by the total number of grid points, resulting in 
a rough estimation of porosity for that particular image. This process is repeated using a series of 
grids until the relative error of the analysis is deemed satisfactory. 
 The standard states that “repeated point count measurements on an individual micrograph 
are not allowed”, meaning that the test must be performed on sets of images from a sample and 
not on a single individual micrograph. Therefore, the KGT-1225 S_V1 serial sample was chosen 
for this test. 21 images at set intervals from image 1 to image 150 were gridded and counted in 
order to reduce the relative error to under 10% using a 95% confidence interval (American Society 
for Testing and Materials, 2011).  A 12 x 14 grid of crosses with spacings roughly twice the size 
of the average feature size was applied to each image (see Figure 5.4b). Crosses that missed, 
touched the border, or overlapped a fission gas bubble were tallied as 0, 0.5, and 1, respectively. 
Table 5.5 lists details of the ASTM standard test applied to the KGT-1225 S_V2 sample. The test 
resulted in an average calculated porosity of 7.98%. The 95% confidence porosity range was 
calculated to be between 7.32% and 8.64% with a relative error of 8.30%.  
Table 5.5. Results of ASTM E562 standard test method  
for determining volume fraction on set KGT-1225 S_V1. 
Images tested 21 
Grid points 168 (12 x 14) 
Average porosity 7.98% 
Standard deviation 1.36% 
95% Confidence Interval 7.32% - 8.64% 





5.5.3. Adjustments to the Automated Algorithm 
 Given the results from the manual count and porosity test, the next step is to make 
parameter adjustments to the algorithm until the results fall within the targeted confidence 
intervals. This could easily be achieved on an image-by-image basis, but the difficulty comes in 
obtaining the desired range of results from one algorithm that operates on all of the reference 
images. In practice, the algorithm is designed to be executed on a series of images possessing 
similar characteristics, as in a serial section stack. Given the sensitive nature of the algorithm, a 
set of parameters that produces the correct results for one image type may not produce the correct 
results for another. It is left up to the user to make those adjustments between image types as 
necessary. Table 5.6 presents the algorithm count results achieved by tailoring the image 
processing parameters in both MATLAB and CellProfiler to the various imaging conditions in the 
reference image set. Figure 5.5 displays the original reference images and Figure 5.6 displays the 
binary segmentation output corresponding to each input image. Table 5.6 shows, that with one 
exception, all of the counts produced by the algorithms fall in the confidence interval range 
Table 5.6. Automated bubble counting algorithm results compared to the verification and validation confidence 
interval ranges. 
Reference 




Count CI Range  
Count in 
CI Range? 
      
Image A Al5Si-HB_Interface_Large Cross 
Section_Location C_Bubbles_52deg 
tilt_15k_Ct.tif 
271 235 221 – 276 Y 
Image B KGT-1225 S_V1 image0001.tif 694 643 634 – 720 Y 
Image C KTG-782_JG-803_S&V3_Sample 
Prep_CS_Bubbles_10k.tif 
423 394 353 – 462 Y 
Image D MZ-50C_XS_Site 7_10000x_Fuel.tif 838 805 800 – 901 Y 
Image E MZ-50C_XS_Site 
7_10000x_Fuel_001.tif 
860 798 782 – 889 Y 
Image F Radiated Fuel_Cross Section_Fuel.tif 323 312 304 – 341 Y 
Image G Radiated Fuel_xs5_Al UMo 
interface_15k_002.tif 
153 146 134 – 156 Y 
Image H XS #1_20k.tif 259 152 175 – 199 N 
Image I XS #2_10k.tif 465 413 394 – 473 Y 




calculated in the manual segmentation test. MATLAB tended to produce results in the higher end 
of the confidence interval range whereas CellProfiler produced results in the lower range. The 
MATLAB results are preferred, as they translate to a conservation over-prediction of fuel behavior. 
The results for the one outlier, image H, are due to the high magnification of the image (20000x). 
The thresholding method used in the algorithms segments the bubbles based on their contrast 
gradient, whereas humans in the manual test could easily recognize a bubble as individual feature. 
Morphological operations intended to merge adjacent objects proved incapable of producing an 
accurate binary image in this case. 
 The results of the ASTM manual point count test produced a confidence interval range 
between 7.32% and 8.64%. The image processing algorithm produced an average porosity of 
8.17% across the 200 images in the KGT-1225 S_V1 stack. Although the true porosity is unknown, 
     
     
       






it can be reasonably assured, based on these results, that the algorithm produces answers within an 
acceptable margin of error of the porosity estimated using the ASTM manual point count test.  
5.6. Data Processing Results 
 Once the algorithm has been verified, it can be used to produce real data. This section 
documents the results of data collection for the two samples, KGT-1225 S_V1 and KGT-1225 
S_V2. The objective of this analysis is to provide fuel performance analysts at INL with a reliable 
source of data that can be used to compare and contrast between various U-Mo test samples. 
Because these samples are from the same irradiated mini-plate, meaning they were subjected to 
similar fission densities (~5.5 x 1021 f/cm3), it is expected that any macroscopic fission gas bubble 
trends apply both image stacks. Figure 5.7 and 5.8 present slice 1, 100, and 200 from samples 
     
      
       







KGT-1225 S_V1 and KGT-1225 S_V2, respectively. For scale, all images are approximately 
15.15 µm in width.  
5.6.1. Two-dimensional Analysis 
 Images 170 through 200 in KGT-1225 S_V1 (Chunk 1) include a separate sample plane 
(as seen in Figure 5.7c). The gap between the planes results in inaccurate segmentations, as is it 
identified as a feature by the algorithm along with the gas bubbles. For the purposes of obtaining 
the most accurate data, these problematic areas were eliminated by cropping the images to a region 
of interest (ROI). Regions containing unpolished sample planes were removed from the analysis, 
resulting in data consisting only of fission gas bubble behavior. KGT-1225 S_V2 (Chunk 2) 
     
    a) Slice 1         b) Slice 100                      c) Slice 200 
Figure 5.7. Example slices from sample KGT-1225 S_V1. 
 
 
      
     a) Slice 1          b) Slice 100           c) Slice 200 




includes a similar circumstance in that the top plane of the FIB sample (Figure 5.8a) is visible in 
the majority of images. In this case, the segmentations result in fewer false identifications due to 
the consistency between the top plane and the slicing plane. However, the image stack was still 
windowed to a specific ROI in order to produce an accurate porosity estimate.  
 Based purely on visual inspection, the pre-processing and segmentation scripts were 
effective in cleaning up the images and segmenting the fission gas voids. Figures 5.9, 5.10 and 
5.11 show the counts, porosity, and average feature size for each image in data sets Chunk 1 and 
Chunk 2, respectively. Figure 5.9 includes the feature count of the unaltered images in addition to 
the cropped region of interest version, as this parameter was unaffected by the extra image plane. 
However, the effect of the unpolished image planes at the end of the Chunk 1 image stack and the 
beginning of the Chunk 2 image stack can be observed in the fission bubble count trend. Figures 
5.12 and 5.13 combine the three parameters of interest from Chunk 1 and Chunk 2 onto a single  
 
Figure 5.9. Fission gas bubble counts for the Chunk 1 and Chunk 2 image sets, measured by 








































Figure 5.11. Average feature size (µm2) for the Chunk 1 and Chunk 2 image sets, measured 























Figure 5.10. Total image porosity using the full field of view for the Chunk 1 and Chunk 2 
































Figure 5.13. Semi-log comparison of the bubble count, porosity and feature size for Chunk 2, 























Figure 5.12. Semi-log comparison of the bubble count, porosity and feature size for Chunk 1, 























semi-log plot for comparison purposes. In general, the counts, pore size, and porosity were 
consistent throughout the image stacks. The slight increase in porosity observed in the Chunk 2 
image stack (Figure 5.10) is due to an absence of remaining grain structures toward the middle of 
the sample. This phenomenon is described in greater detailed in Section 5.6.3. Tables 5.7 and 5.8 
summarize the results for Chunk 1 and Chunk 2, respectively. The average pore diameter was also 
included in order to provide a more comprehensible metric. 
5.6.2. Three-dimensional Analysis 
 In order to verify the two-dimensional results in Section 5.6.3, three-dimensional 
reconstruction of the image stacks is performed in Avizo Fire (FEI, 2014). The segmented binary 
image stack obtained from the MATLAB processing sequence is loaded into Avizo. The 
MATLAB segmentations were reused to ensure the thresholding results were consistent across 
software platforms.  Once the image stacks are loaded, Avizo creates a feature label-field based 
on neighborhood connectivity. Voxels with at least one common vertex are considered to be 
Table 5.7. Fission gas bubble data for the Chunk 1 serial sections, measured by the two-
dimensional algorithm. 
Parameter Minimum Maximum Average 
Bubble count per slice 526 817 706 
Bubble count per slice in ROI 418 589 523 
Porosity per slice (%) in ROI 6.76 9.96 8.18 
Average bubble area per slice (µm2) in ROI 0.020 0.029 0.023 
Average bubble diameter per slice (µm) 0.160 0.192 0.171 
 
Table 5.8. Fission gas bubble data for the Chunk 2 serial sections, measured by the two-
dimensional algorithm. 
Parameter  Minimum Maximum Average 
Bubble count per slice 514 832 697 
Bubble count per slice in ROI 471 603 542 
Porosity per slice (%) in ROI 7.34 10.68 9.00 
Average void area per slice (µm2) in ROI 0.017 0.025 0.022 




connected (FEI, 2014). Once the three-dimensional label field is established, an indexed table 
containing the desired feature characteristics is exported.  
 In order to effectively visualize the sample volume in three-dimensions, the sample 
geometry must be simplified. The actual fission gas voids have too many facets to model precisely 
using a tetragonal grid, and must therefore be down-sampled. This can be done by using the 
Resample module in Avizo. This module allows the user to specify how many labels should be 
averaged during down-sampling. Resample effectively shrinks the dimensions of the grid by 
assigning weights indicating the degree of confidence of each label assignment (FEI, 2014). 
Setting a smoothing extent can also significantly decrease the computational effort required to 
process the image. Avizo uses a modified Gaussian filter to level off the region boundaries and 
slightly alter the feature labels. In addition, voxels are assigned probabilities of belonging to a 
specific region, based on their proximity to a given region boundary. The probability is one for 
voxels in the interior of a region and decreases toward the region boundary. These probabilities 
help the region boundaries appear smooth and significantly reduce the number of surfaces 
generated. After down-sampling and smoothing, the volume geometry is simple enough to 
generate a visual rendering of all of the fission gas bubble surfaces.  
 Unlike the two-dimensional algorithms, the Avizo Fire model produces the volumetric area 
of each fission gas void and accounts for feature interconnectivity. Based on these results, there is 
a significant amount of porosity interconnection in the irradiated sample microstructures. Figure 
5.14 displays some examples of porosity interconnection in the Chunk 2 sample. Tests performed 
at the ATR have shown that the combination of high temperature, high power, and high fission 
rate can increase the probability of fission gas bubble interconnection in U-Mo microstructures 
(Keiser et al., 2014). This could be due to a higher mobility of the fission gases due to higher 
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temperatures and additional irradiation generated defects present in the higher fission rate samples. 
More mobility in the system can lead to increased interconnection of fission gas bubbles. It is even 
possible that interconnections can lead to the release of fission gas from the fuel (Keiser et al., 
2014). Therefore, the degree of porosity interconnectivity is a useful metric that can be used to 
correlate to irradiation conditions. Tables 5.9 and 5.10 detail the overall sample porosity, and the 
average bubble volume and bubble count for the two serial section sets. Because Avizo uses nearest 
neighbor connectivity labeling and does not attempt to interpolate fission gas bubble contours 
between slices, the three-dimensional porosity produced by Avizo is identical to the average of the 
two-dimensional porosities produced by MATLAB. However, if the MATLAB data is used to 
calculate the average fission bubble volume by assuming a spherical geometry, the volume comes 
out significantly lower than that calculated in Avizo. There are two primary reasons for this 
 
 
Figure 5.14. Interlinking of fission gas bubbles in sample KGT-1225 S_V2. 
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difference. The first is that a spherical geometry is not necessarily an accurate representation of 
the average bubble structure; many of the bubbles tend to be ellipsoidal. The second reason is the 
two-dimensional data doesn’t account for bubble interconnectivity between slices. The MATLAB 
data assumes every bubble in an image is its own entity, when in reality a single bubble could 
continue across 10 to 20 images. This only serves to highlight the value of three-dimensional 
reconstructions.  
 Figure 5.15 presents the pore volume distribution for the two samples. As evidenced by the 
data in this Figure, there is little deviation in the pore size distribution between the samples. This 
is expected, as the fission densities experienced by both samples are similar. Figures 5.16a through 
5.16d display screen captures of the 3-D geometry of the fission gas bubbles in Chunk 2, as 
reconstructed by Avizo Fire. In Figure 5.16a, the impact of the unpolished top plane region can 
clearly be seen, as no voids are present. Figures 5.16b and 5.16c show some interesting fission gas 
bubble directionality. There are two possible explanations for this phenomenon. The first is that 
the directionality is a product of the sample milling angle. For these samples, the gallium ion beam 
Table 5.9. Fission gas bubble data for the Chunk 1 serial sections, 
measured by three-dimensional reconstruction and compared to two-
dimensional processing projections. 
Parameter Avizo Fire MATLAB 
Overall sample porosity (%) 8.18 8.18 
Average void volume (µm3) 0.00407 0.0026 
Void count over volume 39742 N/A 
 
Table 5.10. Fission gas bubble data for the Chunk 2 serial sections, 
measured by three-dimensional reconstruction and compared to two-
dimensional processing projections. 
Parameter Avizo Fire MATLAB 
Overall sample porosity (%) 9.00 9.00 
Average void volume (µm3) 0.00415 0.0025 




of the FIB was positioned at roughly a 45° angle from the top face of the cube lift-out. Accordingly, 
the non-spherical fission gas bubbles may have been sliced diagonally from their horizontal lattice 
orientation. The other possibility is that the FIB milling plane drifts slightly throughout the 200 
slices. This could cause the fission gas bubbles to appear elongated and stretched along their axis 
instead of perfectly aligned vertically. Visual inspection of static features in the images confirms 
that there are minute shifts between successive images, but it seems unlikely that they could cause 
fission bubble directionality to the degree seen in Figure 5.16c. Figure 5.16d demonstrates the 
morphology and the surface generation quality of individual fission gas bubbles. 
 Additionally, there are several instances in the 3-D reconstruction where there are no 
visible fission voids and grain structure can be observed. Figure 5.17 presents two sub-volume 
extractions from the Chunk 2 sample exhibiting this behavior. In these instances, the bubbles are 
still contained within the fission gas super lattice. Initially, fission gas bubbles precipitate in a face-  
 
 












































centered-cubic superlattice of nano-sized bubbles underneath the body-centered-cubic U-Mo 
crystal lattice. As the fission density in the fuel increases, a recrystallization of grains occurs which 
provides additional defect sites for the formation of fission gas bubbles (Meyer et al., 2014). 
Eventually, the nano-bubble superlattice is destroyed and larger bubbles (micron scale) form in  
the intragranular regions. The vacant regions in Figure 5.17 are areas in which the recrystallization 
has yet to occur. 
5.7. Summary and Conclusions 
 In summary, the automated image processing algorithm developed for the characterization 
of fission gas voids in uranium-molybdenum nuclear fuel has been tested using both a manual 
count and ASTM porosity standard E 562. The manual segmentation of ten reference images by 
five separate individuals showed that the algorithm produces accurate results for a wide variety of 
image characteristics. However, images with magnifications surpassing 15000x remain 
problematic on account of the sensitivity of the thresholding method to the intensity gradients 
present at or above this magnification. In these case, the sub-features of the fission gas bubbles are 
         
Figure 5.17. Examples of enduring grain structures showing no evidence of fission bubbles. 
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segmented, rather than the whole feature. It is therefore recommended that this algorithm be used 
only with U-Mo image stacks with magnifications of 15000x or under. The porosity test verified 
that the algorithm outputs volume fractions in the expected range and can be relied upon for the 
calculation of fission gas volume in U-Mo FIB serial sectioned images.  
 The numerical image processing results from the KGT-1225 S_V1 (Chunk 1) and KGT-
1225 S_V2 (Chunk 2) image stacks don’t indicate any slice-to-slice or sample-to-sample 
differences that cannot be explained by the sample preparation or imaging techniques. With the 
exception of a few regions where fuel grains are still present, the size distribution and morphology 
of the bubbles was consistent throughout the samples. The fission bubble size for Chunk 1 and 
Chunk 2 averaged 0.171 µm and 0.167 µm in diameter, 0.23 and 0.22 µm2 in area and 0.00407 
and 0.00415 µm3 in volume, respectively. The sample porosities were calculated to be 8.17% for 
Chunk 1 and 7.65% for Chunk 2. All of these values agree well with the limited data available for 
irradiated U-Mo microstructures (Keiser et al., 2014).  
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SUMMARY AND CONCLUSIONS 
The future of nuclear fuels evaluation will likely become increasingly dependent on image 
analysis for characterization. Computer vision systems are advantageous over the human eye in 
cases where similar structures have to be analyzed with high accuracy and speed, as monotony and 
fatigue do not impact computers. An automated image processing algorithm capable of analyzing 
an extensive range of fuel microstructures could increase accuracy and data extraction capabilities 
over manual methods, as well as greatly reducing the amount of time fuel performance analysts 
have to spend assessing fission gas release behavior.  
This thesis is developed based on three image processing packages, CellProfiler, MATLAB 
and Avizo Fire, and designs and tests image processing algorithms intended for the 
characterization of fission gas bubbles in high density uranium-molybdenum (U-Mo) nuclear 
fuels. CellProfiler proved to be a useful tool for evaluating the quality of an image prior to analysis 
and ultimately characterizing some U-Mo fuel microstructures. The illumination, focus, and 
scratch area of fuel micrographs were converted to a scoring metric to pass or fail images based 
on user needs. CellProfiler was used to calculate and correct the unevenness in illumination across 
smoothed images based on the deviation between the maximum and minimum illumination 
intensity values. This deviation can be used to develop a scoring metric calibrated to baseline 
images chosen by the user. A focus metric determines the slope of the frequency spectrum of an 
image and correlates the slope of a minimally acceptably focused image to a quality score. 
Similarly, the scratch quality of an image is calculated by applying a median filter to the 
illumination corrected image to isolate the scratches. The scratches are then measured to calculate 
the total area of the image scratched, and a score is assigned based on a specific reference image. 
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The customizability of the metrics allows this procedure to be applicable to a wide range of 
imaging applications.  
 CellProfiler was also used to demonstrate techniques for the characterization of U-Mo 
microstructures. The preprocessing and segmentation routines in the developed pipelines are 
capable of extracting fission bubble count, size, porosity and morphology data across multiple 
image types. Minor artifacts and inconsistencies within an image are effectively eliminated using 
a smoothing module, and the fission bubbles are consistently segmented from the fuel meat 
background using an adaptive Otsu thresholding algorithm. The one drawback to CellProfiler is 
its inability to performance frequency domain processing, which is needed to reduce curtaining 
artifacts in samples prepared by focused ion beam (FIB) milling. These curtaining artifacts can 
make accurate segmentation near impossible.  
 The CellProfiler grain boundary and interaction layer pipelines are valuable comparative 
tools. Images that clearly exhibit the formation of fission bubbles along U-Mo grain boundaries 
can be measured using the grain boundary coverage pipeline. This pipeline is capable of estimating 
the percent of the boundary covered by voids using the average fission bubble size and spacing 
data obtained in the thresholding step. The interaction layer pipeline can also quantify the thickness 
and lateral coverage of the layer. The methods used in both the grain boundary and interaction 
layer pipelines make assumptions that can cause uncertainties of up to 5% in individual 
measurements. In conclusion, CellProfiler is a valuable resource that can be tailored to the specific 
needs of the user to evaluate a multitude of fuel characteristics if ample care is taken to develop 




 The bulk of the analysis work in this thesis was performed using MATLAB’s Image 
Processing Toolbox. The image processing routine begins by removing the curtaining artifacts 
introduced by FIB milling through the use of frequency domain filtration. The filter was shown to 
effectively eliminate the curtaining lines without affecting any of the underlying fission gas 
features. The next pre-processing step applies a bilateral filter in order to reduce noise in 
background regions of the images and perserve the edges necessary for feature segmentation. 
Images that are bilaterally filtered prior to feature segmentation were shown to result in the 
identification of a wider distribution of fission gas bubble sizes. The Sauvola segmentation method 
is then used to identify the features of interest. The segmentation results of the algorithm agree 
well with manual segmentation calculations in the majority of images tested. High magnificantion 
images containing sharp intensity gradients across voids as a result of the presence of solid fission 
products remain problematic. The bilateral filtration and the Sauvola thresholding technique were 
necessary when considering the global image properties, but produce additional issues when 
applied to this unique problem. The sensitivity of the Sauvola method often resulted in a full 
division of the void regions. It is therefore recommended that the algorithm only be used for the 
characterization of U-Mo fuel images with magnifications of 15000x or below. 
 Once the image processing techniques were demonstrated, the algorithm was verified and 
validated using both a manual fission bubble count and ASTM porosity standard E 562. The 
manual segmentation of ten reference images by five separate individuals showed that the 
algorithm produces accurate results for a wide variety of images. The porosity test verified that the 
algorithm outputs volume fractions in the expected range and can be relied upon for the calculation 
of fission gas volume in U-Mo FIB serial sectioned images.  
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 The final portion of this thesis uses the verified and validated algorithm to produce 
meaningful data. Two serial sectioned image stacks from U-Mo fuel samples KGT-1225 S_V1 
(Chunk 1) and KGT-1225 S_V2 (Chunk 2), provided by Idaho National Laboratory, were 
characterized by the algorithm. Because both samples originated from the same fuel plate, the 
image processing results did not indicate any slice-to-slice or sample-to-sample differences that 
could not be explained by the sample preparation or imaging techniques. With the exception of a 
few regions where fuel grains were still present, the size distribution and morphology of the 
bubbles was consistent throughout the samples. The average fission bubble sizes for Chunk 1 and 
Chunk 2 were determined to be 0.171 µm and 0.167 µm by diameter, 0.23 and 0.22 µm2 by area 
and 0.00407 and 0.00415 µm3 by volume, respectively. The sample porosities were calculated to 
be 8.17% for Chunk 1 and 7.65% for Chunk 2. All of these values agreed well with the limited 
data that is currently available for irradiated U-Mo microstructures. In conclusion, the image 
processing algorithm developed by this thesis is functionally ready to be released for use by fuel 











RECOMMENDATIONS FOR FUTURE WORK 
 The extraction of useful data parameters from reconstructed three-dimensional 
microstructures is one area of this work that could benefit from continued study. Although the 
primary objective of this research was focused on two-dimensional data manipulation, a cursory 
study using three-dimensional analysis revealed some interesting microstructural features; 
however, beyond calculating the reconstructed pore size distribution, all of the three dimensional 
results were largely qualitative. A method of calculating the degree of interconnected porosity and 
tortuosity, for example, could be especially useful to fuel performance analysts. A way of 
visualizing the locations of remaining grain structures may also be an informative model for higher 
burnup samples. Three-dimensional techniques could also be extended beyond just fission gas 
bubble formation and into fuel-clad interaction layer growth, which is still a significant barrier 
preventing the qualification of uranium-molybdenum fuels. 
 Another area which could be a good topic for future work is the issue of solid fission 
product interference in high magnification images. The technology already exists to image 
microstructures at magnifications far higher (up to 50000x) than the images used in this research. 
However, the issue of accurately identifying fission gas bubbles, regardless of the presence of solid 
fission products, was never completely solved. A solution to this problem would likely couple 
edge detection techniques with the segmentation routine to capture the full contours of the feature 
independent of the intensity gradients. 
 As described in this thesis, this work could also benefit from a characterized set of fuel 
images that can be used for algorithm testing and quality assurance. It is unlikely a fully 
parameterized fuel image will ever exist, so the next best thing would be the generation of a 
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synthetic alternative. Creating a synthetic image that effectively mimics the features of U-Mo 
microstructure images would be challenging, but not impossible. If the image possessed a similar 
randomness of gas bubbles, solid fission products, intensity gradients, and FIB curtaining, it could 
be used to guarantee of the accuracy of the algorithm. 
 The creation of a more user-friendly interface is another suggestion for future work. 
CellProfiler certainly qualifies as user friendly, but it also comes with limitations. All of the work 
in MATLAB is script based, so the resulting product requires some basic knowledge of 
MATLAB’s language to use efficiently. A graphical user interface containing all of the MATLAB 
functions would certainly improve the packaging and presentation of this work. 













APPENDIX A – MATLAB IMAGE PROCESSING ALGORITHM SCRIPTS 
 This appendix presents the MATLAB scripts written as part of the image processing 
algorithm. This includes three main scripts: the curtaining removal pre-processing script, the 
parameter initializing script, and the primary segmentation and data export script. 
FIB Curtaining Removal Script 
ImageFolder = 'C:\Users\Username\Path\FIB Curtaining'; 
if ~isdir(ImageFolder) 
  errorMessage = sprintf('Error: The following folder does not exist:\n%s', 
ImageFolder); 
  uiwait(warndlg(errorMessage)); 
  return; 
end 
  
%%%%%%%%%%%%%%%%%%%% DESIGNATE FILE TYPE %%%%%%%%%%%%%%%%%%%%%%%%%%% 
filePattern = fullfile(ImageFolder, '*.tif'); 
tifFiles = dir(filePattern); 
  
%%%%%%%%%%%%%%%%%% PROCESSING SEQUENCE %%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
for k = 1:length(tifFiles) % Open sequence loop 
    baseFileName = tifFiles(k).name; 
    fullFileName = fullfile(ImageFolder, baseFileName); 
    fprintf(1, 'Now reading %s\n', baseFileName); 
    close all % Close images from previous cycle 
     
    % Call image 
    f = imread(fullFileName); 
     
    % Convert to grayscale if RGB, otherwise do nothing 
    Dimension = size(f,3); 
    if Dimension >= 3 
        f = rgb2gray(f); 
    end 
     
    % Crop to region of interest 
    % fcrop = imcrop(f,[]); 
    figure, imshow(f, []) 
     
    % Convert to frequency space 
    F = (fftshift(fft2(double(f)))); 
    S = log(abs(F)); 
    Spectrum = S/max(S(:)); 
    figure, imshow(Spectrum), impixelinfo; 
     
    Pixels = size(Spectrum); 
    XPix = Pixels(1,2); 
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    M = ones(Pixels); 
    for x = 865:905 
        for y = 1:332 
            M(x,y) = 0; 
        end 
    end 
     
    for x = 865:905 
        for y = 370:XPix 
            M(x,y) = 0; 
        end 
    end 
     
    Mask = M .* Spectrum; 
    figure, imshow(Mask) 
     
    % Apply mask to FFT image and convert back to spatial domain 
    G = M .* F; 
    g = real( ifft2( ifftshift(G) ) ); 
    N = g/max(g(:)); 
    imwrite(N, [fullFileName '  Notched.tif']); 
    figure, imshow(N,[]); 
      
    Comparison = figure; 
    iptsetpref('ImshowBorder','tight'); % Allow border around image for 
labeling 
    subplot(1,2,1), imshow(f) 
    title( [baseFileName ': Original 
Image'],'interpreter','none','FontSize',14); % Original input image 
    subplot(1,2,2), imshow(N) 
    title( [baseFileName ': Notched 
Image'],'interpreter','none','FontSize',14); % Final output image 
    set(gcf,'units','normalized','outerposition',[0 0 1 1]); 
    hgexport(gcf, [fullFileName '  Frequency Filtration Comparison.tif'], 
hgexport('factorystyle'), 'Format', 'tiff') % Export and save comparitave 
image 
     
    Filtered = figure; 
    iptsetpref('ImshowBorder','tight'); % Allow border around image for 
labeling 
    imshow(N) 
    title( [baseFileName ': Original 
Image'],'interpreter','none','FontSize',14); % Notch filtered image 
    set(gca,'Box', 'off'); 
    hgexport(gcf, [fullFileName '  Notched.tif'], hgexport('factorystyle'), 
'Format', 'tiff') % Export and save comparitave image 










Algorithm Parameter Initialization Script 
%%%%%%% FISSION GAS VOID SEGMENTATION PARAMETER VARIABLES %%%%%%%%% 
  
%%%%% 10000x Magnification Algorithm %%%%%%% 
  






% Image Directory Path 
FolderLocation = 'C:\Users\Username\Path\Data Report'; 
Destination = 'C:\Users\Username\Path\Data Report\Filename.xlsx'; % Name the 
Excel output file 
  
% Designate Image File Type 
Filetype = '*.tif'; 
  
% Bilateral Filter Inputs 
BilateralSize = 8; % Window size for bilateral filter to operate on in pixels 
SigmaSpatial = 6; % Spatial(domain)filter standard deviation  
SigmaIntensity = 0.25; % Intensity (range) filter standard deviation 
  
% Gaussian averaging 
BlurSize = [8 8]; % Pixel window size of gaussian filter 
BlurSigma = 3; % Standard deviation of gaussian filter 
  
% Sauvola adaptive thresholding 
ThreshSize = [25 25]; % Size of thresholding window 
ThreshVal = 0.4; % Threshold intensity. Value must be between 0 and 1. 
  
% Post-processing medan filter 
MedianSize = [5 5]; % Size of median filter to remove stranded pixels 
  
% Border Clear 
BorderConnComp = 4; % Number of connected components to use to remove objects 
touching border (4, 8 16, 32) 
  








Pre-processing, Segmentation, and Data Export Script 
%%%%%%%%%%%% PROCESSING SCRIPT FOR INL IMAGE SETS AROUND 10000X 
%%%%%%%%%%%%%%%  
  
%%%%%%%%%%%%%%%%%% ALLOCATE INPUT IMAGE FOLDER %%%%%%%%%%%%%%%%%%%%%%% 
ImageFolder = FolderLocation; 
if ~isdir(ImageFolder) 
  errorMessage = sprintf('Error: The following folder does not exist:\n%s', 
ImageFolder); 
  uiwait(warndlg(errorMessage)); 
  return; 
end 
  
%%%%%%%%%%%%%%%%%%%% DESIGNATE FILE TYPE %%%%%%%%%%%%%%%%%%%%%%%%%%% 
filePattern = fullfile(ImageFolder, Filetype); 
tifFiles = dir(filePattern); 
  
%%%%%%%%%%%%%%%%%% PROCESSING SEQUENCE %%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
for k = 1:length(tifFiles) % Open sequence loop 
  baseFileName = tifFiles(k).name; 
  fullFileName = fullfile(ImageFolder, baseFileName); 
  fprintf(1, 'Now reading %s\n', baseFileName); 
  close all % Close images from previous cycle 
   
  ImageName{k} = baseFileName; 
  I = imread(fullFileName); % Read in image. 
  Dimension = size(I,3); % Convert to grayscale if RGB, otherwise do nothing 
  if Dimension >= 3 
      I = rgb2gray(I); 
  end 
   
  figure, imshow(I) % Display image. 
  title([baseFileName ': Original Image']); % Label original image. 
  I = double(I)/255; % Convert to double precision 
 
%%%%%%%%%%%%%%%%%%%%%%% PRE-PROCESSING %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Ieq = adapthisteq(I); % Histogram equilization 
Istretch = imadjust(Ieq, stretchlim(Ieq, [0.01 0.99])); % Contrast adjustment 
  
B = bfilter2((Istretch), BilateralSize, [SigmaSpatial SigmaIntensity]); % 
Bilateral filter 
figure, imshow(B,[]); 
title( [baseFileName ': Bilateral filtered']); 
  
h = fspecial('gaussian', BlurSize, BlurSigma); % Subtle blur to enhance 
thresholding 
Blur = imfilter(B, h); 
  
%%%%%%%%%%%%%%%%%%%%%%%% SEGMENTATION %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
BW = sauvola((Blur), ThreshSize, ThreshVal); % Sauvola thresholding 
BW = imcomplement(BW); 
figure, imshow(BW) 




%%%%%%%%%%%%%%% POST-PROCESSING (BINARY MORPHOLOGY) %%%%%%%%%%%%%%%%% 
Despeckle = medfilt2(BW, MedianSize); % Median filter to remove leftover 
peppering and stranded pixels% 
SE = strel('disk', 2); 
Opening = imopen(Despeckle, SE); % Morphological opening 
SE2 = strel('disk', 3); 
Closing = imclose(Opening, SE2); % Morphological closing 
ClearBorder = imclearborder((Closing),BorderConnComp); % Remove objects 
touching border 
BWfill = imfill((Despeckle),'holes'); % Fill holes in objects 
Bubbles = bwlabel(BWfill); % Label image 
figure,imshow(Bubbles); % DIsplay binary morphology image 
title( [baseFileName ': Segmentation after Binary Morphology']); 
  
%%%%%%%%%%%%%%%%%%%% MORPHOLOGICAL DATA EXTRACTION %%%%%%%%%%%%%%%%%%%% 
Voids = regionprops(BWfill, 'Area', 'Centroid'); % Extract area and centroid 
data for binary blobs 
Centroids = cat(1, Voids.Centroid); % Concatenate into single column matrix 
figure, imshow(BWfill,[]); 
hold on 
plot(Centroids(:,1), Centroids(:,2), 'b*'); % Overlay centroids onto image 
hold off 
  
Areas = cat(1, Voids.Area); % Concatenate area data into single column matrix 
Count(k) = size(Areas,1) % Object count 
% fprintf('%d Fission Gas Voids were Identified in Image [%s]\n', Count, 
baseFileName);  
PercentPorousVolume(k) = (sum(Areas) / 
(size(Istretch,1)*size(Istretch,2)))*100; % Calculate sample porosity 
% fprintf('%.2f Percent of Image [%s] is Occupied by Voids\n ', 
PercentPorousVolume, baseFileName); 
Number = size(Areas,1); 
Size(k) = sum(Areas)/Number; 
% fprintf('The average feature size is %d square pixels in Image [%s]\n', 
Size, baseFileName); 
  
numberOfBins = 50; % Set histogram bin quantity 
[AreaDistribution binDiameters] = hist(Areas, numberOfBins); 
bar(binDiameters, AreaDistribution, 'BarWidth', 1.0); 
colormap summer; 
title( [baseFileName ': Fission Gas Void Size 
Distribution'],'interpreter','none','FontSize',14); 
xlabel('Void Size (pixels^2)'); 
ylabel('Count'); 
  
%%%%%%%%%%%%%%%%%%% IMAGE SAVE/WRITE %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
imwrite(Bubbles, [fullFileName ' Segmentation.tif']) 
Comparison = figure; 
iptsetpref('ImshowBorder','tight'); % Allow border around image for labeling 
subplot(1,2,1), imshow(I) 
title( [baseFileName ': Original Image'],'interpreter','none','FontSize',14); 
% Original input image 
subplot(1,2,2), imshow(Bubbles) 
title( [baseFileName ': Binary Image'],'interpreter','none','FontSize',14); % 
Final output image 
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set(gcf,'units','normalized','outerposition',[0 0 1 1]); 
hgexport(gcf, [fullFileName '  Segmentation Comparison.tif'], 








%%%%%%%%%%%%%%%%% DATA EXPORT %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
DataFile = 'ExportTest.mat'; % Name of Data Set. Uncommet for .mat file save 
save(DataFile,'ImageName', 'Count', 'PercentPorousVolume', 'Size') 
  
FileName = Destination; 
xlswrite(FileName,{'Image'},1,'A1') % Column Headers 
xlswrite(FileName,{'Count'},1,'B1') 
xlswrite(FileName,{'Porosity'},1,'C1') 
xlswrite(FileName,{'Average Feature Size'},1,'D1') 
  
















APPENDIX B – SUPPLEMENTAL ELECTRONIC FILES 
 This appendix list and describes the supplemental electronic files not contained in the print 
copy of the thesis. The files uploaded include the quality metric for both dispersion and monolithic 
fuels, the fission gas bubble identification pipelines for varying magnifications, the fission gas 
bubble grain boundary coverage pipeline, and the interaction layer coverage pipeline, all of which 
were created in CellProfiler. These files may be altered to meet the specific requirements of the 
user or the images they are analyzing. 
 
File Description 
Dispersion Fuel Quality Metric.cpproj This file contains the image quality metric 
for U-Mo dispersion fuel micrographs. 
 
Monolithic Fuel Quality Metric.cpproj This file contains the image quality metric 
for U-Mo monolithic fuel micrographs. 
 
Fission Bubbles 10000x.cpproj This file contains the pipeline for fission 
bubble enumeration, fission bubble size, and 
image porosity at sample magnifications of 
10000x or below. 
 
Fission Bubbles 20000x.cpproj This file contains the pipeline for fission 
bubble enumeration, fission bubble size, and 
image porosity at sample magnifications 
between 10000x and 20000x. 
 
Interaction Layer Coverage.cpproj This file contains the pipeline designed to 
estimate the thickness and area coverage of 
the fuel-Zr barrier interaction layer. 
 
Grain Boundary Coverage.cpproj This file contains the pipeline designed to 
estimate the percent of the grain boundary 
that is covered by fission gas bubbles. 
 
 
