distribution. In general, hierarchical specifications are needed to explain extra variation 23 that is not accounted for by the sampling model of the data. These involve assigning a 24 distribution to the parameters of the sampling model, directly, as in the case of the negative 25 binomial or beta-binomial models, or indirectly, by embedding these parameters in a linear 26 structure that includes random effects as explanatory variables.
27
There are situations where overdispersion is partly associated with an incidence of 28 zero counts that is greater than expected under the sampling model, as in the present 29 study. Hurdle models (Mullahy, 1986; Winkelmann, 2000) and zero inflated models are 30 two instances of finite mixture models commonly used to account for this characteristic 31 of the data. In the present work the excess of zeros is studied using zero inflated models 32 which are described in Johnson and Kotz (1969) and extended by Lambert (1992) of observations. In the first set, which may include zeros, observations are realizations 37 from a discrete sampling process indexed by unknown parameters (this set is often referred 38 to as the imperfect state); observations from the second set consist only of zeros and the 39 parameter of interest is the proportion of these individuals. This set is often referred to as are presented in Section 3, which also includes McMC driven explorative tools for model 1 comparison. We conclude with a discussion in Section 4. 
Models and posterior distributions 13
Zero-inflated models assume that the population consists of two subpopulations but the subpopulation membership is not observed. At the first level of the hierarchy of the zeroinflated model, the probability mass function of the response Y i (number of stillborn piglets in litter i, i = 1, 2, . . . , n) is given by
where Y i has probability mass function f corresponding to the Poisson, binomial or nega-
14
tive binomial distribution indexed with parameters θ i , which is assigned probability mass
15
(1 − η i ), and the degenerate distribution supported at zero is given probability mass η i .
16
The standard (nonzero-inflated) version of the models is obtained setting η i = 0 for all i, 17 in the expressions above.
18
Standard calculations show that the mean and variance of the zero-inflated random variable Y i are given by
. . , θ n ) . The loglikelihood takes the form
20 For the Poisson model, the probability mass function f in (1), indexed with
with mean and variance
For the binomial model, θ i = (t i , ϕ i ) with t i observed, representing the total number born in litter i, the probability mass function is
where ϕ i is the probability of a stillborn piglet in litter i. The mean and variance are given converges to the Poisson distribution.
5
For the negative binomial model, θ i = (α i , β i ), and
The negative binomial distribution is the marginal distribution of a Poisson random variable when the rate parameter λ i has a Gamma distribution with parameters α i , β i . In other words, the integral
is the probability density function of the Gamma distribution with parameters α i , β i , re- At the second level of the hierarchy of the model, the following linear structures are assigned. Let the vector logit η = {logit η i } n i=1 , where logit(η i ) is the logit of the probability that the ith observation is a realization from the perfect state. The linear model for logit η is Yorkshire and 4422 in Landrace). The known incidence matrices X, Z and W associate 13 the relevant vector of location parameters to ln η. 14 
For the Poisson model, define ln
, as the vector of the natural logarithm of the Poisson parameter associated with the n litters. As in (6) it is assumed that
where location parameters and incidence matrices are assigned the same interpretation as 1 in (6). An identical structure was assigned to logit(ϕ) for the binomial model, and to 2 ln β and to ln α for the negative binomial model.
3
At the third level of the hierarchy the models for the vectors of additive genetic values and permanent environmental effects are assumed to be realizations from the normal distributions
where A is the additive genetic relationship matrix, σ 
12
Denote the collection of data {y i } by y. For the zero-inflated Poisson model the posterior distribution is
with
and
, where x i , w i and z i are the ith rows of X, W and Z, respectively, associated with litter i.
13
The binomial and negative binomial models have the same type of structure as (8). 14 
Model Comparison

1
The models are compared using the pseudo log-marginal probability of the data and using a criterion of the model's predictive ability. The pseudo log-marginal probability of the data is a standard measure of model comparison (Gelfand, 1996) and is defined and computed as follows. Consider data vector y = y i , y −i , where y i is the ith datum, and y −i is the vector of data with the ith datum deleted. The conditional predictive distribution has probability mass function
and can be interpreted as the probability of each data point given the remainder of the data. The actual value of Pr (Y i = y i |y −i ) is known as the conditional predictive ordinate (CPO) for the ith observation. The product of CPOs has been proposed as a surrogate for the marginal probability of the data p (y) because under mild conditions, the HammersleyClifford theorem establishes that the fully conditional distributions uniquely determine the marginal distribution (Besag, 1974) . The pseudo log-marginal probability of the data is given by
and the associated pseudo Bayes factor for comparing two models M 1 and M 2 (Gelfand, 1996) is
2
A Monte Carlo approximation of the CPO (9) for observation i is given by (Gelfand, 1996) Pr
where N is the number of McMC draws, M k is a label for model k, and ϑ
the jth draw from the posterior of ϑ i under model k corresponding to the ith observation. log-marginal probability of the data (10) is a measure of the global fit of a given model.
7
Alternatively, one may be interested in the ability of a given model to predict the proportion 
The observed proportion of litters where the number of stillbirths is equal to d is
which only depends on the observed data y. For a given model, the expected proportion of litters with d stillborn piglets is
and depends on the parameters of the model (η, θ) (it also depends on the total number 1 born in litter i, t i , in the binomial models).
2
Since parameters are unknown, one can take expectations in (15) conditional on maximum likelihood estimates of the η s and θ s or use a posterior predictive analysis (Gelman et al., 1996 (Gelman et al., , 1995 as in subsection 3.2. Using the latter approach, uncertainty over the parameters of the model is accounted for by integrating over their posterior distribution. The (posterior) expected proportion of litters with d stillborn piglets is now
where Y * i is a random variable with the same probability mass function as Y i and can be 3 interpreted as a future replication of datum i. The second line follows because given ϑ i , the 4 expected value of the indicator function is conditionally independent of y, and the third (16) is computed as follows. i |y and
i . Repeat over the n litters and calculate 
All variance components are updated using the Gibbs sampler, from scaled inverted 10 chi-square distributions.
11
Convergence of the McMC chains was studied informally by visual inspection of tra- 
Results
16
Before reporting on the full McMC-based study of the various multi-level models in section 
Preliminary Analysis
22
The raw means for total number born for parities 1, 2, 3, 4, and > 4 are, respectively, as fol- 
McMC-based Analysis
19
Results of the model comparison based on the pseudo log-marginal probability of the 20 data are shown in Table 3 . In both breeds, the data provide very strong support for In conclusion, the best fitting model (in terms of the pseudo log-marginal probability 
22
The problem is investigated further by computing the pseudo log-marginal probability for discrete data, and the second, invoking a hierarchical structure. In the present study Roehe, R. and E. Kalm (2000) . Estimation of genetic and environmental risk factors 7 associated with pre-weaning mortality in piglets using generalized linear mixed models. 
