Abstract. Web sites and intranets can be difficult to navigate as they tend to be rather static and a new user might have no idea what documents are most relevant to his or her need. Our aim is to capture the navigational behaviour of existing users (as recorded in the click logs) so that we can assist future users by proposing the most relevant pages as they navigate the site without changing the actual Web site and do this adaptively so that a continuous learning cycle is being employed. In this paper we explore three different algorithms that can be employed to learn such suggestions from navigation logs. We find that users managed to conduct the tasks significantly quicker than the (purely frequencybased) baseline by employing ant colony optimisation or random walk approaches to the log data for building a suggestion model.
Introduction
Personalised information technology services have become a ubiquitous phenomenon as demonstrated by the major search engines that incorporate more and more of the user's contextual information. Among other signals, such systems take advantage of the knowledge acquired from the analysis of the user's navigational behavior or usage data. These approaches do not require any explicit user feedback as they rely on implicit measures, e.g. [4] , which can be automatically incorporated into personalisation components without the intervention of any human expert, e.g. [5] .
Beyond search such customisation should however also be useful for other information access tasks such as navigation, and in other contexts than the Web in general. This is the area that we are interested in. Let us take a university Web site as an example.
1 At the start of the academic year a new cohort of students joins the university, they will all share a fair number of interests, namely they will have to register, find information about accommodation, sign up for courses, join student societies etc. As the first new students explore the University Web site (or intranet) we should be able to automatically build up a representation of these navigation trails that will allow us to derive suggestions for the next searchers. We could also imagine that such suggestions could be customised to different groups of users (such as undergraduate versus postgraduate students etc). However, in this work we will simply look at a single "profile" that is being built for the entire user population.
In a previous experiment we already found that providing a user with such suggestions can lead to significantly shorter navigation trails and lead to overall more satisfied users [8] . In that experiment we simply proposed those links on a Web page that were most frequently followed by past users. In this paper we take the approach forward by exploring different ways of utilising the click logs of a university Web site to propose suggestions. We apply a random-walk model and a model using an ant colony optimisation analogy to make suggestions as a user enters a page. The frequency-based idea from our first experiment will serve as a baseline. Our main research question is then to find out whether the more advanced approaches of capturing the users' navigation trails and turning them into a model for suggestions will turn out to be superior to the baseline approach (which has already been shown to be an improvement over the unaltered Web site). We use the actual click logs derived from a university search engine over a period of four months to build the different models.
Assisting a user in browsing by utilising interaction patterns has been studied widely, but this has typically been done in a Web context, e.g. [9] , or as a combination of querying and navigation, e.g. [7] . Here we focus on actual browing/navigation on Web sites or intranets. Exploiting log data to build query or navigation models, such as query flow graphs, has also been proposed in the past but most of this work is aimed to assist in search and to the best of our knowledge these models have not been applied for navigation. We will focus on building flow graphs using documents/URLs rather than queries. Examples for such models are click-flow-graphs, e.g. [2, 3] .
Experimental Setup
We employ a task-based evaluation using TREC Interactive Track guidelines 2 and more specifically the setup defined for comparing three interactive IR systems as suggested by [6] . All systems appear identical to the user: a university Web site is enriched by providing suggestions on each page, so that the original Web site structure is left untouched and a layer of suggestions is being added (whenever such suggestions can be derived from the model at hand). To be more precise, on each page a user is suggested a list of three top suggestions. In addition to that the three top suggestions are revealed for each link on that page as the user hovers the mouse over the link.
To build the suggestion models we utilise navigation logs, more specifically, we obtained the search log on a university search engine recording all queries and clicked documents over a period of four months (about 300,000 records). We segment the search logs into sessions using the session id and discard the queries so that we turn the logs into sessions of clicked URLs which are then used to build the models as follows:
-Frequency-based Model (System A) is the baseline and simply based on click-frequency. Suggestions proposed for a URL are the most commonly clicked links on that page. No session information is used as the entire log is used to calculate the frequencies. -Random Walk Model (System B) is an adaptive system that adds a layer of commonly followed links within a session based on the weights suggested by a click-flow-graph model. We start with a random walk model [10, 3] . In our case the input for building the model are the clicks recorded for URLs within a session. -Ant Colony Optimisation Model (System C) is another adaptive learning approach. A query-based ACO model has been proposed in the literature for building adaptive community profiles [1] , the underlying idea is that query logs are segmented into sessions and then turned into a graph structure comprising of nodes represented by queries and weighted edges. However, instead of a flow graph that represents queries submitted within a session we have implemented it to build a flow of clicked URLs.
Evaluation
We used a within-subjects experimental design and in total 18 subjects participated (we advertised the experiment on campus and selected the first 18 volunteers). Each user attempted 6 search tasks and used 3 systems. In line with the previous experiment, tasks were modelled based on commonly submitted queries (according to the logs) as these are exactly the type of tasks that the suggested approach is aiming to target [8] . Users were allocated a maximum of 5 minutes for each task. They were asked to use the system presented to them, either system A, B, or C; to find an answer to the task set. They were asked to browse or navigate using each system. The tasks allocated were randomised using a Graeco-Latin square. Table 1 gives a picture of the average completion time broken down for each task (measuring the time between presenting the search task to the user and the submission of the result). Users managed to conduct the tasks significantly quicker using Systems B and C than the baseline system (p <0.005 using Anova). This finding is further supported by the fact that users needed significantly fewer interactions on Systems B and C (p <0.01), on average 5.14 on System A, 4.29 on System B, and 4.03 on System C. Task success was comparable across all systems (with only two cases of imcomplete tasks). The post-system questionnaires do not reveal any significant differences between the systems regarding ease of use, learning to use, understanding and helpfulness of each system. This is perhaps what we expect as the systems only differ in the suggestions they make.
In the exit questionnaire we also find only marginal differences between the systems, 7 users like System C best overall, with System B getting 6 votes and System A 5. System C also scores best under the category "most helpful" ( We conclude that applying a biologically inspired model for building a click flow graph (in this case ACO) is a promising approach for guided navigation on a Web site such as a university site. In addition we find that the ACO model is marginally better than the random-walk approach and that both these models (that utilise session-based click data) significantly outperform a simple frequency-based model (which in turn has been found to outperform a system that does not provide suggestions). Furthermore, we conclude that the use of search engine log data appears to be a suitable and relatively easy-to-get-hold-of source for building the models. It needs to be seen how this will generalise for the wider area of enterprise search.
