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INTRODUCTION
The goal of the shell theory is to find an approximation of the three-dimensional linear elastic shell problem by a two-dimensional problem posed on the mean surface. A shell is a three-dimensional object defined by a compact oriented smooth surface S embedded in R 3 and a thickness parameter ε . For ε ≤ ε 0 sufficiently small, the shell is the image Ω ε of the manifold S × (−ε, ε) via the application Φ ε : S × (−ε, ε) (P, x 3 ) → P + x 3 n(P ) ∈ R 3 , (1.1)
where n(P ) is a unit normal vector field on S . Starting from the three-dimensional equations of standard linear elasticity for a homogeneous and isotropic material, different models have been derived between 1959 and 1971: see in particular KOITER [19, 20, 21] , NAGHDI [25] , JOHN [18] , NOVOZHILOV [27] . Most of the shell models rely on a 3 × 3 system of intrinsic equations on S depending on ε , and write
where M is the membrane operator on S and B is a bending operator. If all above authors agree with the definition of the membrane operator M , different expressions of B can be found in the literature. For general shell geometry, the most popular and natural model is the one proposed by KOITER. This model describes the displacement of the shell by two tensors representing the change of metric and change of curvature of the surface submitted to a displacement. Moreover this model is elliptic for ε > 0 (see [2] ). However, for ε = 0 , the nature of the membrane operator depends on the geometry of the surface. In particular, M is elliptic only at the points where S is elliptic. The Koiter model relies partly upon computations made by JOHN in [18] . But the question of determining the best model was very controversial (see in particular the introduction in [3] and discussions in [20, 25] ).
In [15] we give the expression of the most general bending operator appearing in the 3D equations, and we show how the Koiter bending operator is linked with this operator and turns to be the most natural and simple bending operator among the others. In [9] we also give a general estimate between the 3D solution and a displacement reconstructed from the Koiter model solution. The result of [15] reduces the 3D problem to a formal series 2D problem very similar to the Koiter model.
In the case of plates, the Koiter model splits into the membrane operator acting on the surfacic components of the displacement and the bending operator acting on the transverse displacement. On the other hand, the work in [10, 11, 8] shows the existence of an asymptotic expansion of the 3D displacement for plates containing boundary layer terms of scale ε . When such an asymptotic expansion is available, we can estimate the difference between the solution of the Koiter model and the 3D solution in every norm.
In this work, we focus our attention to the special case where the mean surface S of the shell is elliptic, that is when the Gaussian curvature of S is strictly positive or equivalently when the principal curvatures are everywhere of the same sign. In this case, the membrane operator M is elliptic (see [16, 29, 4] ). As the bending operator B is of order 4 while the membrane operator M is of order 2 , the Koiter operator K(ε) = M + ε 2 B is a singular perturbation of the membrane operator. The framework of VISHIK & LYUSTERNIK [30] for scalar equations can be adapted to this situation, where the equation is a system. Combining these techniques with the formal series reduction of [15] giving the structure of the 3D boundary layers, we obtain the following results:
1. We show that the 2D displacement solution of the Koiter equation admits a complete multiscale expansion including boundary layer terms of scale ε 1/2 using a singular perturbation theory close to [30] . 2. Using the result in [15] , we then show that the 3D displacement admits a complete multiscale expansions with 2D boundary layers of scale ε 1/2 like for the 2D displacement, and 3D boundary layers of scale ε like for plates. 3. We use these expansions to bound the difference between the 3D displacement and 2D reconstructed displacements as in [20] or [4, 23] . These estimates are sharp in the sense that the error term has the same order than the first neglected term in the asymptotic. In the following we always take as K(ε) the Koiter model. We now present the 3D and 2D problems, and give the main theorems. We then recall the basic results of [15] and give the plan of the paper.
1.A THREE-DIMENSIONAL PROBLEM
The boundary of the shell Ω ε defined in (1.1) has three components: A lateral boundary Γ ε 0 image of ∂S × (−ε, ε) by the application Φ ε , and upper and lower faces S − + ε images of S × { − + ε} . We suppose that the material constituting the shell is homogeneous and isotropic, characterized by its two Lamé coefficients λ and µ . The loading forces applied to the shell are represented by a smooth vector field f defined on Ω ε . We suppose that the shell is clamped along Γ ε 0 and we impose the traction free condition on S +ε and S −ε . The displacement of the shell is represented by the 1-form field u . In Cartesian coordinates {t i } the problem then writes
, where ∂ j is the partial derivative with respect to t i and e ij (u) = 1 2 (∂ i u j +∂ j u i ) with u = u i dt i in Cartesian coordinates. On the same way f i denote the components of the vector field in the basis ∂ ∂t i . The operator T i (u) is the natural traction operator on the faces S − + ε appearing after integration by parts in the associated bilinear form:
This is the classical problem of linear elasticity set in Cartesian coordinates on a shellshaped domain of R 3 . Korn inequality [13] implies that this problem has a unique solution in H 1 (Ω ε ) 3 .
On Ω ε , we call "normal coordinate system" a system of the form (x α , x 3 ) induced by the mapping (1.1), where x α is a coordinate system on S and x 3 the transverse coordinate (see [15] for details). Note that the domain Ω ε is foliated by the surfaces S x 3 images of S × {x 3 } by the diffeomorphism (1.1). In the following, we will always identify the mean surface S 0 with the abstract manifold S .
1.B THE KOITER MODEL
On the mean surface S 0 , a 2D displacement is represented by the couple of a 1-form field z α and a function z 3 . We denote by z = (z α , z 3 ) ∈ Γ(T 1 S 0 ) × C ∞ (S 0 ) such a couple. Here, Γ(T 1 S 0 ) denotes the space of 1-form field on S 0 . As it will be of constant use, we set Σ(S 0 ) := Γ(
the space of (smooth) 2D displacements. More generally, we denote by H k (S 0 ) the space of 1-forms whose both components belong to the Sobolev space H k (S 0 ) . We keep the notation H k (S 0 ) for functions. Typical spaces for 2D displacements are
and H 1 ×H 2 (S 0 ) . We set a αβ the metric tensor on S , and b αβ the curvature tensor. The Greek indices are two-dimensional varying indices. The contraction by the metric tensor yields isomorphisms between tensor spaces on S 0 . We have for example b
The Koiter operator is the operator K(ε) : Σ(S 0 ) → Σ(S 0 ) written
Here, M is the membrane operator defined by
where λ and µ are the Lamé coefficients of the material, λ = 2λµ(λ + 2µ) −1 , D α is the covariant derivative on S 0 , and
is the change of metric tensor on S 0 .
The operator M is associated with the bilinear form defined for any z and η in
where
The operator B is the bending operator defined by
where c
is the change of curvature tensor. This operator is associated with the bilinear form defined for any z and η in
For a given g ∈ Σ(S 0 ) , we consider the solution z ∈ Σ(S 0 ) of the problem
The existence of z is proved in [2] .
1.C MAIN RESULTS
We set (r, s) a coordinate system in the vicinity of ∂S 0 such that r is the geodesic distance to the boundary, and s is the arclength along ∂S 0 . We denote by b ss (r, s) , b rs (r, s) and b rr (r, s) the components of the curvature tensor in this coordinate system. The fact that S 0 is elliptic implies that we can choose the orientation of S 0 such that b ss and b rr are positive along S 0 . We denote by χ(r) a C ∞ cut-off function near ∂S 0 .
To construct the expansion of the 2D displacement, we suppose that the right-hand side g = g ε depends on ε and admits the expansion
where for all k , g k ∈ Σ(S 0 ) . This means that for any Sobolev norm on S 0 and any N , we have
where C N is independent on ε . 
The first term ζ 0 is the solution of the membrane problem
where g 0 is the first term of the asymptotic expansion of g ε . The fact that the membrane cannot solve for the boundary conditions on z 3 is the reason for the presence of the 2D boundary layer terms. Indeed, the third component M 3 is an operator of order 0 in z 3 , while B 3 is of order 4 in z 3 . The first boundary layer terms satisfies Z
Using the expansion (1.11) we obtain estimates between z ε and ζ 0 . For example we get
(1.14)
where C is independent on ε . This estimate implies in particular the convergence result of [4] and improves the result in [24] .
To construct the expansion of the 3D displacements we suppose that the right-hand side f = f ε depends on ε in the following regular way: If (x α , x 3 ) is a normal coordinate system on Ω ε we set X 3 = ε −1 x 3 , and define the vector field f (ε)( 15) where for all k , f k is independent of ε in Ω . This hypothesis is satisfied in the case where f is independent of ε in the physical cartesian coordinates. In this case the Taylor expansion of f at x 3 = 0 around the mid-surface yields the coefficients of the expansion (1.15).
Theorem 1.2 Let u
ε be the solution of (1.3) with the right-hand side f ε satisfying (1.15). Then u ε admits the following asymptotic expansion in powers of ε 1/2 : 
(1.17)
These estimates imply the convergence results of [5, 6] . Note that ζ ε does not converge towards u(ε) in the H 1 (Ω) 3 norm. In the membrane norm
, the convergence rate obtained with the Kirchhoff-Love displacement U KL z ε associated with z ε is the best possible using 2D objects: the leading error terms is governed by pure 3D effects due to the presence of boundary layer near the edges.
In energy norm, we need more terms to get an optimal estimate with the same z ε : Following Koiter [20] we define the three-dimensional reconstructed displacement in normal coordinates Uz by 
where C is independent of ε .
This estimates can be compared to the one initially given by KOITER in [20] . The leading error term is governed by the 3D boundary layers. It improves the result in [22] for elliptic shells.
For ease of use, the standard change of unknown w ε = µ −1 (x 3 )u ε is made (see [25] ), where µ(x 3 ) is defined by
(1.21) Theorem 1.2 is equivalent for u ε and for the shifted displacement w ε .
1.D FORMAL SERIES SOLUTION
The proof of Theorem 1.2 is based on the results in [15] for the formal series solution of the 3D problem. We recall here this general framework.
The first step in [15] discards the lateral boundary conditions, and studies the inner 3D equations written in terms of the shifted displacement w :
where ∂ 3 is the partial derivative with respect to x 3 . The scaling X 3 = ε −1 x 3 allows to state the problem (1.22) on the manifold Ω = S × (−1, 1) with operators L(ε) and T(ε) having the following power series expansions: 24) where Γ − + are the upper and lower faces of Ω . Theorems 4.1 and 4.3 of [15] reduce this problem to a 2D formal series problem on S 0 . There exist formal series operators
k is a formal series with coefficients in Σ(S 0 ) satisfying the equation 25) then w[ε] defined by the equation
is solution of (1.24). The formal series A[ε] writes
where M is the membrane operator. The exact expression of A 2 is given in Theorem 4.4 of [15] , and Proposition 4.5 gives an estimate of the difference between A 2 and the bending operator B of the Koiter model. Moreover these operators coincide on the space of inextensional displacements (the 2D displacements z such that γ αβ (z) = 0 ).
In the following, we will use the fact that the formal series
for all z ∈ Σ(S 0 ) and f ∈ C ∞ (I, Σ(S 0 )) . Here I is the canonical embedding I :
The second step in [15] (Theorem 5.3) deals with boundary layer formal series. In general, if z[ε] is a solution of (1.25), the reconstructed displacement (1.26) cannot satisfy the condition w[ε] = 0 on the lateral boundary. Similarly to plates (see [26, 10, 8] ), the change of variable R = r/ε allows to state the formal series problem: Find ϕ[ε] with coefficients ϕ k (R, s, X 3 ) exponentially decreasing with respect to R , such that 
This operator is the natural Dirichlet operator associated with the Koiter model K(ε) for ε > 0 . As before, the formal series ϕ[ε] is constructed using formal series operator satisfying functional equations of the type (1.27) in 3D boundary layer spaces (see equations (5.14) and (5.16) in [15] ).
Definition 1.5 The equations
on ∂S 0 , (1.31) define the reduced problem associated with the 3D formal series problem.
1.E OUTLINE OF THE PAPER
The proof of Theorem 1.1 is given in sections 2-5. Section 2 studies the inner equations based on an inverse of the membrane operator, while Section 3 deals with the twodimensional boundary layer terms. In Section 4 we define and solve a formal series problem in powers of ε 1/2 and show sharp estimates in Section 5.
The proof of Theorem 1.2 is given in sections 6-8. We note that the Koiter problem (1.9) and the reduced problem (1.31) have the same first terms. In Section 6, starting from the reduced problem (1.31) posed on the mid-surface, we define a 2D formal series problem in powers of ε 1/2 including 2D boundary layers, similar to the one obtained in Section 4 for the Koiter model. The solution of this problem allows to construct the terms of the 3D expansion in Section 7. The final error estimates are given in Section 8.
The proof of Theorem 1.4 is given in Appendix B while Appendix A is devoted to a technical result needed in section 6.
KOITER MODEL INNER EQUATIONS
We consider the solution z ∈ Σ(S 0 ) of the problem
. This is the problem (1.9) with non homogeneous boundary conditions. In the following we set c = (c * , c 3 
The existence of z is a consequence of the inequality [2] . The operators M and K(ε) split into surfacic and transverse parts, which have the following block degrees:
According to [1] , we say that M is of multidegree (2, 0) and K(ε) of multidegree (2, 4) . The following result gives the ellipticity property of M in the case where S 0 is elliptic. This result can be found in [16] and [29] . 
Theorem 2.1 Suppose that S 0 is elliptic. The membrane operator
3)
is a fixed regularity index and C a constant depending on S 0 and p .
As corollary we will mainly use the following result:
Suppose that the right-hand side g = g ε in (2.1) expands in powers series of ε (see (1.10)). We first seek the solution z ε of (1.9) under the form z = k≥0 ε k z k . This yields the formal series problem
(2.4)
where K[ε] is the finite formal series M + ε 2 B and g[ε] is induced by the expansion of g ε . This problem is equivalent to the collection of equations:
where we set z k = 0 for k ≤ 0 . The previous Theorem shows by induction the existence of solutions of these equations. However we cannot satisfy in general the whole boundary conditions d 0 z ε = c by a power series representation of the solution.
TWO-DIMENSIONAL BOUNDARY LAYERS
As the mean surface S 0 is elliptic, we have for all coordinate system and all
Using the fact that r is the geodesic distance to the boundary of S 0 , it is easy to show that we have a rr (r, s) = 1 and a rs (r, s) = 0 for all (r, s) . As s is the arc-length on ∂S 0 , we also have a ss (0, s) = 1 for all s . We thus compute that the Christoffel symbols satisfy Γ In order to construct the boundary layers, we have to match the operators M and B . The transverse component B 3 of the bending operator B is an operator of order 4 in z 3 while M 3 is an operator of order 0 in z 3 . Following [30] , we hence set (see also [28] ):
Setting K(ε)(r, s; ∂ r , ∂ s ) the operator K(ε) in coordinates (r, s) , we define the operator
The operator K(ε) acts on the manifold
Using the Taylor expansion in T = 0 of the coefficients of the operator K(ε) , we can associate with this operator a formal series in
Here, as the formal series (3.4) involves powers of ε 1/2 , it is natural to consider the general formal series problem
The first non-zero term in the formal series K[ε 1/2 ] is the operator K −1 :
In the operator
depends only on the operator M 3 : The influence of the operator B 3 after the homogenization only appears in the operator K 0 3 . That is why we make a scaling in the problem (3.5) in order to obtain a formal series problem with a first operator term having all non-zero components, and taking into account the influence of the operator B 3 . We set
, and
These relations read
and
If the formal seriesZ[ε 1/2 ] starts with a power 0 of ε 1/2 , this implies that the corresponding formal series Z[ε 1/2 ] starts with a power −1/2 of ε .
We define the formal seriesK[ε 1/2 ] by the formal series equation
The problem (3.5) is thus equivalent to the problem
The formal seriesK
has then for first term the operatorK 0 whose components write, forZ ∈ Σ(S) :
rs is the Gaussian curvature of S 0 along ∂S 0 . Note that the variable s only appears in the coefficients of the operatorK 0 and thus can be considered as a parameter. For fixed s , the operatorK 0 is a system of ordinary differential equations in T on the interval [ 0, +∞ [ . 
Moreover, for all η < η 1 where η 1 is given in (1.12), e ηTφ is bounded as T → ∞ .
Proof. Let us write the symbol of the operatorK 0 by replacing formally ∂ T by iτ where τ is a complex number. This symbol writes 
where √ a . These roots are
For fixed s , consider now the equationK 0 (φ) = 0 in R + . As ( λH + µb rr ) = 0 , we can transform this system in a triangular system written
We deduce from the last equation thatφ 3 writes
where A 1 , A 2 , A 3 , A 4 and A 5 are complex numbers. As we seekφ exponentially decreasing in T , we deduce that A 1 = A 4 = A 5 = 0 . Using the boundary conditions in (3.13) we deduce that
The second equation in (3.16) then shows that
is the unique solutionφ s exponentially decreasing. Finally the equation
yields the unique solution exponentially decreasing of the first equation in (3.16).
In order to solve the system (3.13) with non-zero right-hand sides, we define the space
To this function space we associate the displacement space
IfG ∈ T(R + ) , we can construct on the interval [ 0, +∞ [ a solution exponentially decreasing of the system
using explicit integral representation: see the formulae page 48 in [1] . This particular solution is then exponentially decreasing with an exponent smaller than η 1 . Hence we have the following result:
, and let c 3 , c n ∈ R . There exists a uniqueZ ∈ T(R + ) solution of the system
CONSTRUCTION OF THE KOITER MODEL EXPANSION

4.A FORMAL SERIES PROBLEM
The operator K(ε) induces in a natural way a formal series in ε 1/2 by setting
are formal series with coefficients in Σ(S 0 ) , the equation On the boundary ∂S 0 , which correspond to the set T = 0 inS , we can define the following formal series, with coefficients in C ∞ (∂S 0 ) :
Moreover, we can define the reentrant normal derivative of the formal series ζ[ε 1/2 ] in the vicinity of ∂S by the formula
But the relation T = ε −1/2 r allows to define the action of ∂ r on the formal series Z[ε 1/2 ] by the formula
If we set ζ
= 0 , we thus can consider the sum
Suppose given formal series in ε
where for all k , c
n ) . The formal series problem states as follows:
Using the previous equations and the relations (3.9), the system (4.4) is equivalent to the following problem: Find formal series ζ[ε
In the following, we always set the terms with negative indices to zero. We will see now how the properties of the operators M andK 0 yield a solution of the system (4.5).
4.B EXISTENCE THEOREM
The goal of this section is to prove the following result: 
We divide the equations (4.5) into two parts: 6) for the boundary layer terms, and
for the terms in Σ(S 0 ) . Note that these two groups of equations are linked by terms on the boundary ∂S 0 .
For k = 0 , these equations write
Using Theorem 3.2, the first group of equations implies thatZ 0 = 0 . Theorem 2.2 shows that there exists ζ 0 ∈ Σ(S 0 ) solution of the second group.
For k = 1 , the equations (4.6) and (4.7) write, usingZ
. (4.9) Theorem 3.2 shows the existence ofZ 1/2 ∈ C ∞ ∂S 0 , T(R + ) satisfying the first group of equations (the term ζ 0 being determined), and Theorem 2.2 shows the existence of ζ 1/2 ∈ Σ(S 0 ) satisfying the second group of equations.
Let us suppose that ζ /2 ∈ Σ(S) andZ /2 ∈ C ∞ ∂S 0 , T(R + ) are determined for = 0, . . . , k−1 where k is an integer, such that the equations (4.6) and (4.7) are satisfied up to the order k . Thanks to the structure of the operatorsK /2 for ≥ 0 and using the definition of the space T(R + ) , we see that the right-hand side of the inner equation of (4.6) is an element of C ∞ ∂S 0 , T(R + ) . Theorem 3.2 then shows the existence ofZ
in the space
Theorem 2.2 then shows the existence of a solution ζ k/2 ∈ Σ(S 0 ) of the equations (4.7) This shows the induction hypothesis at the rank k and concludes the proof.
In the previous proof, the fact thatZ 0 = 0 implies using (3.9) that Z 
4.C INFLUENCE OF THE RIGHT-HAND SIDES
We study now 6 generic cases mentioned in Table 1 For example in the case where
Studying successively the equations (4.8) and (4.9), we easily see that ζ 0 = 0 ,Z 1/2 = 0 and ζ 1/2 = 0 . In general we haveZ 1 = 0 because this latter term satisfiesK
This implies that in general ζ 1 = 0 . Thus the expansion is of the form
The other cases are studied similarly (see [14] for details).
ESTIMATES FOR THE KOITER MODEL ASYMPTOTICS
We consider the solution z ε of the equations (1.9) in the case where g = g ε satisfies (1. Note that for k ≥ 0 , the sum ζ k/2 + Z k/2 does not make sense, because the terms ζ k/2 and Z k/2 are not of the same nature and lives on different manifolds. However the sum ζ k/2 + χ(r)Z k/2 makes sense and defines an element of Σ(S 0 ) . In this section we prove that the expansion
is an asymptotic expansion of the solution z ε of the problem. Notice that we could also make the more general assumption
and similarly the data on the boundary may expand in powers of ε 1/2 .
For N ∈ N we define the 2D displacement
We thus have z
Using the estimate (2.2) we see that we have
for all η ∈ Σ(S 0 ) satisfying the boundary conditions η ∂S 0 = 0 and ∂ r η 3 ∂S 0 = 0 . In the following C denotes always a constant independent of ε . Using this estimate we show the following result:
Proposition 5.1 For all N ∈ N , we have the estimate
Proof. Using the proof of Theorem 4.1, we see that the term z N (ε) satisfies
We thus define the following element of Σ(S 0 ) :
rχ(r) .
It is clear that the term z N (ε) := z N (ε) + ε N/2 t N satisfies the homogeneous Dirichlet boundary conditions z N (ε) ∂S 0 = 0 and ∂ r z N 3 (ε) ∂S 0 = 0 . We thus can apply estimate (5.3) to the term z ε − z N (ε) and we have to estimate the term
The formal series ζ[ε 1/2 ] satisfies the equation
where O(ε (N +1)/2 ) denotes an element of Σ(S 0 ) bounded in any functional norm on S 0 by C N ε (N +1)/2 where C N is independent of ε . We deduce that we have
Moreover, for y ∈ Σ(S 0 ) satisfying the homogeneous boundary conditions, we have the relation , we get the exponential term in (5.6).
Using the scaling (3.8) and the definition (3.2), we have in coordinates (T, s) for all y satisfying the homogeneous boundary conditions,
where we sety
and whereΛ
).
Note that the scalar product in (5.7) makes sense sincey has compact support.
It is clear that the Taylor expansion in T = 0 of the operatorK(ε) corresponds to the formal seriesK[ε 
.
By doing the change of coordinates, we easily see that
Finally, we have
Grouping together the equations (5.5), (5.6) and (5.8), we obtain that for y ∈ Σ(S 0 ) , we have
As z ε − z N (ε) ∂S 0 = 0 and ∂ r z ε − z N (ε) ∂S 0 = 0 , we can apply this estimate to
, and hence the previous estimate shows the proposition.
This proposition gives a rough estimate for the difference z ε − z N (ε) . We deduce now the following result:
Theorem 5.2 Let z
ε be the solution of (1.9) with a right-hand side satisfying (1.10), and let z N (ε) defined by (5.2). For all N ∈ N , we have the estimates:
This Theorem implies Theorem 1.1.
Proof. The estimate (5.4) shows that fo N ∈ N , we have
Thus we have
are bounded by constants independent of ε . Moreover we see that for a fixed component i and for all k ≥ 0 , we have the estimates
(5.11) Plugging these estimates into (5.10), we get 12) where C N is a constant independent of ε . This shows the result.
Similarly we obtain inequalities of the form (5.10) for the norm H 1 × L 2 (S 0 ) and conclude using (5.11).
Using the previous Theorem, we can compare z ε with the solution of the membrane problem.
Proposition 5.3
Let g ∈ Σ(S 0 ) independent of ε , and let ζ ∈ Σ(S 0 ) and z ε ∈ Σ(S 0 )
be the solutions of the problems
then we have the estimate
Proof. The previous Theorem for N = 0 and the
As ζ = ζ 0 we thus find
and the equation (5.11) shows the result.
FORMAL SERIES SOLUTION OF THE REDUCED PROBLEM
We study now the problem (1.31). Note that this problem is close to the Koiter equations (1.9). In particular, the first term (A 0 , d 0 ) in (1.31) is equal to the first term (K 0 , d 0 ) of the Koiter operator and is non invertible. As before, we introduce 2D boundary layers to solve the problem.
6.A STATEMENT OF THE FORMAL SERIES EQUATIONS
In the following, we denote by f [ε 1/2 ] the formal series induced by the expansion (1.15). Notice that every formal series in powers of ε is also a formal series in powers of ε 1/2 . We denote for example by A[ε 1/2 ] the formal series A[ε] viewed as a formal series in ε 1/2 , and we use similar notations for the formal series of the paragraph 1.D.
be a formal series with coefficients in Σ(S 0 ) . We consider the equation (see (1.31))
which means
where A /2 = 0 when is odd.
In order to define the equations acting on 2D boundary layer terms, we make the change of variable (r, s) → (T, s) with T = ε −1/2 r in the formal series A[ε 1/2 ] . In coordinates (T, s) , the operators A k change to operators depending on ε in the variable (T, s) . We define A (k) (ε) the operator acting onS by the equation
Note that these operators contains negative powers of ε 1/2 , depending on the degree of A k . The Taylor expansions of the coefficients of these operators in T = 0 yield formal series A (k) [ε 1/2 ] with operator coefficients in variables (T, s) . We then have the following result:
Lemma 6.1 The Taylor expansions in T = 0 of the coefficients of the operators
The equation As for the Koiter model, we make a change of unknown in order to obtain a new formal series problem with a formal series operator having all its first components non zero: We define the formal seriesȂ[ε 1/2 ] by the equation (see (3.10)) 
Proof. The first terms of the formal series A[ε] write
with, using the fact that A 1 = 0 , 
Using (6.6), we then compute directly the expression ofȂ 0 which is equal toK 0 .
(
is a formal series with coefficients in the space Σ(S 0 ) , we can consider the formal series (see (1.31)) [15] ). As before we define the operators
As in Lemma 6.1, we have the expansion
Hence we can define the formal series
for Z ∈ Σ(S) . In the following we write 
The formal series boundary equation finally writes: 
Using the equations (3.9), we compute that we havȇ
Grouping together the equations (6.1), (6.5) and (6.13) we define the problem: Find a formal series ζ[ε 1/2 ] = k≥0 ε k/2 ζ k/2 with coefficients in Σ(S 0 ) and a formal series
(6.15)
6.B SOLUTION OF THE FORMAL SERIES PROBLEM
We now prove that the system (6.15) admits a solution. The method is close to the proof of Theorem 4.1. [15] ).
The last equation of (6.15) is equivalent to
This writes, for k ≥ −2 ,
Using the expressions of the first operators, we get:
for the surfacic components. For the transverse components we get
and similarly,
Note that these last two equations expressZ
and ∂ TZ
with respect to terms of lower order in k . Moreover, these two terms correspond to the boundary conditions we can impose when solving for the operatorȂ 0 . Finally, the formal series 
16) and
where we agree that c /2 , ζ /2 and Z /2 are zero for ≤ 0 .
The end of the proof is similar to the proof of Theorem 4.1, using the theorems 2.2 and 3.2 and the fact that A 0 = K 0 . 
6.C COMPARISON WITH THE KOITER
given by Theorem 4.1. Then we have
where e k/2 ∈ Σ(S 0 ) and
Proof. We set
We easily see that we have c 0 = 0 , c 1/2 = 0 and g 1/2 = 0 .
Comparing the proofs of Theorems 4.1 and 6.3, we see that the two solutions have the same first termsZ 0 = 0 and ζ 0 solution of the system
For k = 1 , the equations (6.16) write:
= 0, and usingK 0 =Ȃ 0 , we see that this system is identical to the first system of (4.9) with the right-hand sidesG 0 = 0 and c 0 3 = 0 . We deduce that the termZ 1/2 solution of the previous system is the same for both solutions of (6.15) and (6.18).
The equations (6.17) then write
, and ζ
, and we verify that the equations (4.7) for k = 1 are the same. The term ζ 1/2 solution of this system is then common in both formal series ζ[ε
For k = 2 , the equations (6.16) writeȂ
and the equation (4.6) associated with the problem (6.18) writes
The proposition is a consequence of the following result, proved in Appendix A:
Lemma 6.5 The operatorsȂ 1/2 andK 1/2 are the same, the operatord 0 3 is the zero operator, and the operatord
where c 2 > 0 is a constant depending only on the Lamé coefficients λ and µ .
The operator (6.19) being not equal to the zero operator, the termsZ 1 andZ 1 do differ in general. This implies that the terms ζ 1 and ζ 1 also differ. This proves the proposition.
THREE-DIMENSIONAL FORMAL SERIES SOLUTION
We recall the definition of the three-dimensional boundary layer spaces ( [11, 8, 15] ): After the change of coordinate R = ε −1 r in a neighborhood of Γ 0 , the coordinate system (R, X 3 , s) is defined on the manifold Σ + × ∂S 0 where
is a semi-strip. Let H(Σ + ) be the space of C ∞ functions ϕ on the semi-strip Σ + except in the non regular points (R = 0, X 3 = − + 1) , and such that ϕ is exponentially decreasing with R in the following sense:
where δ > 0 is a real strictly less than the smallest Papkovich-Fadle exponent (see [17] ). In the neighborhood of the two corners of the semi-strip, we impose the following: if ρ denote the distance in Σ + to a point (R = 0, X 3 = − + 1) , we suppose that each ϕ in
We then define the corresponding displacement space
In this section, we construct three formal series:
and a formal series
solutions a the 3D formal series equations in the corresponding coordinates, and satisfying the boundary condition:
These three formal series are constructed using the formal series reduction of [15] , and the formal series obtained by Theorem 6.3. To this aim, we define the action of the operator formal series V[ε 
7.A CONSTRUCTION OF THE FORMAL SERIES
. We define the formal series
with coefficients in the space C ∞ I, Σ(S 0 ) . As ζ[ε 1/2 ] is solution of the equation
we easily see using (1.27) that we have (r, s, X 3 ) , then we set for all k ≥ 0 ,
where Z is a 1-form field on the manifoldS . As in Lemma 6.1 the corresponding formal series
obtained by Taylor expansion in T = 0 of the coefficients write
where the operators V k, /2 are polynomial in T and X 3 and act on Σ(S) (see [15] ). We define the formal series V[ε 1/2 ] by the equation
Using the definition of the space T(R + ) ,, we see that the formal series V[ε 1/2 ] has operator coefficients
polynomial in T and X 3 . We have V 0 Z = Z . We now define the formal series
with coefficients in the space 
where F k is a finite subset of N . The coefficients ϕ k,j (R, s, x 3 ) are in the space C ∞ ∂S 0 , H(Σ + ) and the operators P k j take values in C ∞ (S 0 ) and are of order at most k in ∂ r . As in the lemma 6.1, we define for all Z ∈ Σ(S) ,
and the associated formal series P
] after expansion of the coefficients around
by the equation (recall that the F k are finite sets)
We then define the formal series
where Θ[ε] is the formal series given by Theorem 5.3 of [15] .
7.B THREE DIMENSIONAL FORMAL SERIES EQUATION
In the coordinate system (T, s, X 3 ) , we define the operator L(ε), T (ε) by:
where L, T is the 3D elasticity operator on Ω ε . We then define the two corresponding formal series L[ε 1/2 ], T [ε 1/2 ] in powers of ε 1/2 by expanding the coefficients of this operator in T = 0 and X 3 = 0 . It is clear that we have operators of order 2 , polynomial in T and X 3
In the same way, the change of variable (r, s,
We thus have the 3 couples of formal series:
corresponding to the expansion in powers of ε 1/2 of the operator L, T in the three coordinate systems associated with the three kind of terms. 5) and the formal series
Moreover, we have the relation
Proof. The equation ( By doing the change of variable (r, s) → (T, s) in the equation (7.8) , and using the definition of the operator formal series ψ[ε 1/2 ] , we find that: 
and this shows (7.6). Similarly we obtain 
This Proposition is a consequence of Proposition 6.4 and the expression of the operators V k in variables (T, s, X 3 ) . See [14] for further details.
ESTIMATES FOR THE THREE-DIMENSIONAL ASYMPTOTICS
We consider the shifted displacement w ε solution of the equations (1.22). We denote by w(ε) the corresponding displacement in Ω , solution of the equations (see (1.23)):
8.A ANSATZ OF 3D EXPANSION
With the formal series defined in the previous section, we set for all N ∈ N ,
This defines an element of H 1 (Ω) 3 . We write it
with evident notations. Using (7.7) we see that
where V (Ω) = u ∈ H 1 (Ω) 3 | u Γ 0 = 0 is the variational space associated with the 3D problem. We setã ε 3D the bilinear form defined by the formulã
whereẽ ij (v) = e ij µ −1 (x 3 )v with µ(x 3 ) the shifter defined in (1.21) . This bilinear form corresponds to the energy (1.19) for shifted displacements. We denote byã 3D (ε) the corresponding bilinear form on V (Ω) .
We have the following Korn estimate (see section 4 of [7] ):
where C is independent on ε . Moreover, the operator µ(ε) acts on V (Ω) and is invertible with bounded inverse in ε : We have
where c and C are constants independent on ε . Using (8.5) and (8.6) we find
where C 0 is independent on ε .
8.B VALIDATION
Similarly to the section 4 and Proposition 5.1, we first give the rough estimate:
With the notations of the previous section, we have
We do not give the proof of this lemma, as it is very close to the proof of Proposition 5.1 and very technical (see [10, 14] for similar calculations). We use the formal series equations satisfied by the formal series and the Korn inequality to conclude.
] be the formal series defined in the previous subsections. We easily see that
Similarly, using the exponential decay of the boundary layer terms, we have
where the constants C are independent on ε . Using the previous lemma, we get the following result: 
Proof. Let N ≥ 0 . Using the estimate (8.8), we get
The previous estimates of the terms in ε yields the result.
Recall that the 3D displacement u(ε) and the shifted displacement w(ε) are related by
We deduce that we have a similar asymptotic expansions for the 3D displacement. Moreover, as the shifter differs from the identity by a term of order ε of order of derivation zero, we deduce that the terms of order 0 and 1 in ε 1/2 are equals for w(ε) and u(ε) . Thus the proposition 7.2 is the same for these displacements.
Note eventually that using Lemma 8.1 written in Ω ε , and using estimates of the terms of the expansion in physical variables, we obtain the multiscale expansion for the shifted displacement in Ω ε . This shows Theorem 1.2.
Finally, using 
As the operators D k 3 are of order at most k in r , we have as in Lemma 6.1:
We thus deduce thatD We now give estimates corresponding to (8.9) on the physical shell.
Lemma 8.4
Suppose that ζ ∈ Σ(S 0 ) and Z ∈ C ∞ ∂S 0 , T(R + ) are generic, independent of ε , non zero 2D displacement and 2D boundary layer term respectively. Then we have
Let v ∈ C ∞ I, Σ(S 0 ) , W ∈ C ∞ I × ∂S 0 , T(R + ) and Φ ∈ C ∞ ∂S 0 , H(Σ + ) be generic non zero terms independent of ε corresponding to the three types of terms present in the expansion of w ε . Then we have Using these two lemmas, Proposition 7.2 and Proposition 3.2 of [15] giving the expansions of the operatorsẽ ij , it is not hard to prove that
where we use the fact that ζ 0 = 0 . Moreover, for all k ≥ 3 ,
Similarly, writing the expansion ofẽ ij in coordinates (T, s, X 3 ) yields
and for all k ≥ 3 ,
Moreover, we have for all k ≥ 2
Using the Kirchhoff-Love structure of the first terms of the formal series V[ε] , we see (see [14] for further details) that under the condition ζ 0 = 0 ,
while for all k ≥ 4 ,
Similarly, we compute that
and for all k ≥ 3
For the 3D boundary layer terms, we get for all k ≥ 2 ,
Finally, for the transverse strain, we obtain the estimates
and for all k ≥ 3 , and for k ≥ 2 ,
Grouping together the previous estimates and using Theorem 8.2 for a sufficiently large N , we see that
where the main contribution comes from the first term ζ 0 = 0 . Similarly,
where the main contribution comes from the first 3D boundary layer term Φ 1 (this term may vanish even if ζ 0 = 0 , as it depends only on traces of ζ 0 : see the equation (5.13) of [15] ). Eventually,
where the main contribution comes from ζ 0 . These estimates show the result.
2.
We prove now the second estimate in (1.20) . Let Wz be the operator corresponding to Uz through the shifter, that is Wz = µ −1 (x 3 )Uz . We now prove that
and this shows the result.
Recall that with z ε we associate two formal series ζ [ε We conclude as before using Theorem 8.2 that
where the mean contribution comes from the first 3D boundary layer term Φ 1 . This shows the Theorem.
References
