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ABSTRACT
We present a large suite of MHD simulations of turbulent, star-forming giant molecular clouds
(GMCs) with stellar feedback, extending previous work by simulating 10 different random re-
alizations for each point in the parameter space of cloud mass and size. It is found that once
the clouds disperse due to stellar feedback, both self-gravitating star clusters and unbound
stars generally remain, which arise from the same underlying continuum of substructured
stellar density, ie. the hierarchical cluster formation scenario. The fraction of stars that are
born within gravitationally-bound star clusters is related to the overall cloud star formation
efficiency set by stellar feedback, but has significant scatter due to stochastic variations in the
small-scale details of the star-forming gas flow. We use our numerical results to calibrate a
model for mapping the bulk properties (mass, size, and metallicity) of self-gravitating GMCs
onto the star cluster populations they form, expressed statistically in terms of cloud-level dis-
tributions. Synthesizing cluster catalogues from an observed GMC catalogue in M83, we find
that this model predicts initial star cluster masses and sizes that are in good agreement with
observations, using only standard IMF and stellar evolution models as inputs for feedback.
Within our model, the ratio of the strength of gravity to stellar feedback is the key parameter
setting the masses of star clusters, and of the various feedback channels direct stellar radiation
(photon momentum and photoionization) is the most important on GMC scales.
Key words: galaxies: star formation – galaxies: star clusters: general – stars: formation
1 INTRODUCTION
Star formation (SF) is a statistically-correlated process. It is in
some sense clustered, with most stars forming as part of stellar
structures of elevated stellar density (Lada & Lada 2003; McKee
& Ostriker 2007; Krumholz et al. 2019). This clustering in space
is accompanied by clustering in time, with the age spread of a
population monotonically increasing with the size of the region
over which it is measured (Efremov & Elmegreen 1998). In lo-
cal galaxies, SF is dominated by massive complexes formed in
the most massive giant molecular clouds (GMCs), of mass scale
106 − 107M in local galaxies (Bolatto et al. 2008; Colombo et al.
2014; Miville-Deschenes et al. 2017; Freeman et al. 2017). Many
important questions remain regarding the detailed relationship be-
tween giant molecular clouds, young stellar associations, and the
? E-mail: mike.grudic@northwestern.edu
subset of stars formed that are in gravitationally-bound star clus-
ters.
The most basic question is what fraction of the gas mass
of of a GMC is converted to stars, the star formation efficiency
(SFE). Observationally, this can be inferred from measurements of
the present gas mass and stellar mass in star-forming regions. Al-
though such estimates of the ratio of young stellar to gas mass have
yielded instantaneous SFEs ranging over many orders of magni-
tude (∼ 10−4 − 1) (e.g. Myers et al. 1986; Lee et al. 2016; Vuti-
salchavakul et al. 2016), observations appear to be consistent with a
picture where GMCs convert a few per cent of their mass into stars,
once the scatter due to molecular cloud evolution is accounted for
(see Feldmann & Gnedin 2011, Lee et al. 2016, Grudic´ et al. 2019,
Kruijssen et al. 2019b, Chevance et al. 2020b). This efficiency is
largely consistent with theoretical models wherein GMCs are dis-
rupted by feedback from main sequence massive stars (Williams
& McKee 1997; Krumholz et al. 2006; Fall et al. 2010; Murray
et al. 2010; Kim et al. 2018b; Chevance et al. 2020a). In a previous
© 2020 The Authors
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study (Grudic´ et al. 2018a), we presented MHD simulations of star
formation in gas clouds with a wide range of parameters including
multiple feedback channels, finding that the cloud surface density
sets the relative strengths of feedback and gravity, and hence the
SFE achieved before the cloud is disrupted. In Grudic´ et al. (2019),
we found that this picture successfully reproduces the measured in-
stantaneous star formation efficiencies of GMCs in the Milky Way
in detail (see also Geen et al. 2017).
A complete theory of star formation in GMCs must go fur-
ther, describing not only how many stars form, but how those stars
are organized spatially and dynamically. Regarding this, an impor-
tant distinction to be made is between monolithic and hierarchi-
cal pictures of star formation. In the monolithic scenario, all stars
originate in star clusters of high stellar density, most of which sub-
sequently expand and dissolve into the field due to gas expulsion
and N-body evolution (Lada & Lada 1991; Kroupa et al. 2001).
In the hierarchical scenario, stellar structure is inherited from a hi-
erarchy of ISM structure spanning a wide range of scales. As a
result, stars form with a wide range of natal stellar densities, and
gravitationally-bound, dynamically-relaxed clusters are simply the
result of the upper tail-end of a larger continuum that happens
to have locally-high star formation efficiency (Elmegreen 2002;
Elmegreen 2008; Bonnell et al. 2011; Kruijssen 2012). The ob-
servational case for the latter scenario has strengthened in recent
years, with the general finding that young stellar structure does in-
deed appear to span a broad range of scales and a continuum of
densities (Bastian et al. 2005; Bressert et al. 2010; Gouliermis et al.
2015; Grasha et al. 2017; Gouliermis 2018). Recently it was also
found that the kinematics of OB assocations are incompatible with
the hypothesis that they consist only of formerly-dense clusters that
have since expanded (Ward & Kruijssen 2018; Ward et al. 2020).
The next important question after the SFE is the fraction of
the stars locked into bound clusters at the end of star formation:
fbound =
M?,bound
M?
. (1)
It has long been thought that the value of fbound is typically  1,
at least in the conditions of local galaxies (Elmegreen 1983). Sim-
ple physical arguments can be made that fbound is an increasing
function of the local star formation efficiency (Hills 1980; Math-
ieu 1983), which have been refined by N-body experiments (Fell-
hauer & Kroupa 2005; Baumgardt & Kroupa 2007; Smith et al.
2011, 2013). In the monolithic picture, fbound corresponds to the
fraction of clusters that survive “infant mortality", the expansion
that occurs when gas within the cluster is expelled by stellar feed-
back. Within the hierarchical picture, it has been argued that bound
clusters form in regions where feedback is inefficient, exhausting
gas locally so that they generally avert infant mortality (Kruijssen
et al. 2012; Dale et al. 2015; Ginsburg et al. 2016). Meanwhile,
there would be a population of stars that never get a chance to orbit
within a bound, virialized structure in the first place – in this sce-
nario, fbound corresponds to the mass fraction of the population that
does exist within a bound cluster (Bastian 2008; Kruijssen 2012).
It has historically been quite difficult to reliably measure
fbound through direct observations of any one star-forming cloud
complex, as very good astrometric data are needed1. On the other
hand, under certain assumptions, it is possible to measure an aver-
age fbound integrated over an entire galaxy or a patch of a galaxy
1 However, recently progress has been made in estimating the boundedness
of young star clusters in the Milky Way, see e.g. Ginsburg & Kruijssen
(2018) and Kuhn et al. (2019).
(Bastian 2008; Goddard et al. 2010):
Γ =
ÛMbound
ÛM?
, (2)
where ÛMbound and ÛM? are the mass formation rates of stars in
bound clusters and of all stars in the region. Extragalactic stud-
ies can only determine the formation rate of stars in dense stellar
structures, ÛMdense, by measuring the mass in dense stellar struc-
tures within a certain age bin, and stellar density is not necessarily
a sufficient condition for boundedness. However, it is a reasonable
approximation if measured over a proper choice of age bin, using
only clusters that are too old to have survived as an unbound en-
tity (i.e. older than their internal crossing time, ∼ 1 Myr), but too
young to be likely to be disrupted or to have lost much mass due
to galactic or internal dynamical processes (≤ 100 Myr) (e.g. Krui-
jssen & Bastian 2016). This measurement has been performed most
convincingly over different regions of several local spiral galax-
ies (Adamo et al. 2015; Johnson et al. 2016; Messa et al. 2018),
with the general finding that regions of greater mean ISM pres-
sure, molecular gas fraction, and gas surface density tend to have
greater values of Γ, in line with analytic expectations invoking the
progressive inefficiency of stellar feedback toward higher densities
(Kruijssen 2012).
Of the material that does remain bound, one must then ask
what the properties of the remaining bound structures are. The max-
imum bound cluster mass in particular is expected to be a sensitive
probe of star formation physics, because if GMCs constitute the
gas supply potentially available for cluster formation, bound clus-
ter mass satisfies (Kruijssen 2014):
Mcl ≤ fboundintMGMC,max, (3)
where MGMC,max is the maximum GMC mass in a given environ-
ment, and
int =
M?
MGMC
(4)
is the integrated star formation efficiency of the cloud. Both fbound
and int are expected to be sensitive to the strength of stellar feed-
back, so Mcl is doubly sensitive. Note that Equation 3 does not
necessarily hold as an equality because one GMC can potentially
produce multiple bound clusters – GMCs can and do produce star
cluster complexes, where the distribution of cluster masses is de-
scribed by some underlying distribution.
In this paper we use numerical simulations to approach the
above questions about the nature of star cluster formation. We ex-
tend our previous work that focused on various aspects of the SFE
of GMCs (Grudic´ et al. 2018a, 2019; Hopkins & Grudic´ 2019;
Grudic´ & Hopkins 2019), using an expanded suite of numerical
simulations to map out the behaviour of star-forming GMCs across
parameter space, and, crucially, across 10 different random realiza-
tions for the initial turbulent flow of each cloud model. From these
numerical results we construct a model that predicts the following
statistical properties of star cluster populations formed in GMCs:
• Their star formation efficiency.
• The fraction of stars formed that are locked into
gravitationally-bound clusters.
• The mass function of bound star clusters, determined at the
level of individual clouds.
• The size-mass relation of bound clusters.
• The initial density profiles of bound clusters.
In doing so, we link the physics of MHD turbulence, gravity, ra-
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diative processes, star formation, and stellar feedback to the ob-
servables that provide the most sensitive probes of star formation
physics, in a self-consistent framework, and show that this frame-
work contains the necessary and sufficient ingredients to reproduce
these key observations.
This paper is structured as follows. In §2, we describe our
simulation and analysis methods, and present the raw numerical
results of the study. In §4, we describe an analytic statistical model
for mapping clouds onto cluster populations that reproduces the
results of the simulations, and can be applied to a general cloud
population. In §5, we compare model predictions with observations
in M83, and demonstrate that the model can recover realistic star
cluster properties from observed GMC properties. In §6, we discuss
various predictions and applications of our model, and compare it
with other models. Finally, in §7, we summarize our main findings
and outline future work.
2 SIMULATIONS
2.1 Numerical Methods
We perform a suite of simulations of isolated GMCs with GIZMO,
a mesh-free, Lagrangian finite-volume Godunov code designed to
capture the advantages of both grid-based and smoothed-particle
hydro-dynamics (SPH) methods, described fully in Hopkins (2015)
2. We solve the equations of ideal magnetohydrodynamics using
the Lagrangian Meshless Finite Mass (MFM) method (Hopkins &
Raives 2016), augmented with a novel constrained-gradient method
to further reduce ∇ · B errors (Hopkins 2016).
2.1.1 Gravity
The gravitational field is summed using the fast, approximate
Barnes & Hut (1986) tree algorithm introduced in GADGET-3
(Springel 2005). However, we have modified the original node-
opening criterion used in the GADGET-3 algorithm for our problem.
In the original algorithm, a node was opened if the estimated field
contribution of its quadrupole moment was greater than some small
fraction of the total field at the point of interest. In our problem,
this can allow the external tree-force on a dense star cluster to be
degraded in accuracy due to its locally-strong gravitational field. To
avoid this, we enforced the Barnes & Hut (1986) geometric node-
opening criterion with an opening angle Θ = 0.5, in addition to
the standard Springel (2005) criterion. The gravitational softening
of both gas and star particles is adaptive, with correction terms to
ensure energy and momentum conservation as as described in Hop-
kins (2015). A minimum Plummer-equivalent softening of 10−2 pc
is enforced only for star particles, however we found that the stel-
lar densities needed for this to have a significant effect are almost
never achieved in our parameter space.
2.1.2 Star formation
Our simulations do not attempt to resolve the formation, motion,
and feedback of individual stars. Rather, as in Grudic´ et al. (2018a),
they simulate the stellar mass distribution as an ensemble of colli-
sionless star particles. In Grudic´ et al. (2018b) we found that this
2 A public version of this code is available at www.tapir.caltech.
edu/~phopkins/Site/GIZMO.html.
simulation technique succeeds at producing star clusters of a simi-
lar density profile shape to observed young, massive star clusters in
local galaxies. The star formation criteria are as described in Grudic´
et al. (2018a): gas cells may only be converted to stars if they are
self-gravitating at the resolution scale (the virial criterion, Hopkins
et al. 2013), molecular, and in a converging flow.
We do not impose a threshold density for star formation. In
our initial experiments varying the density threshold, we found that
it was either irrelevant compared to the virial criterion if set low, or
clearly imprinted a characteristic, numerically-imposed 3D density
on the star clusters if set high. We thus decided to rely mainly on the
virial criterion, which is has more physical motivation. However,
we initially found that this alone was not strict enough, because
momentary noise in the velocity gradient could potentially allow
premature star formation, and convergence of cloud star forma-
tion histories with resolution was slow because the low-resolution
runs would form stars systematically sooner. We therefore adopted
a smoothing procedure for the virial criterion. If αvir =
Ekin
|Egrav | is
the local virial parameter, then at each timestep we update dimen-
sionless quantity
A (t + ∆t) = ∆t
τ
1
1 + αvir (t) +
(
1 − ∆t
τ
)
A (t) , (5)
ie. A (t) is the quantity 11+αvir ∈ [0, 1] exponentially smoothed with
an e-folding time τ. Star formation is allowed when A (t) > 1/2,
corresponing to αvir < 1. We found that setting τ = tff/8, i.e.
smoothing over a window just 1/8 the local freefall time, is suffi-
cient to de-noise the virial criterion. This was necessary to obtain
star cluster mass functions that are robust to numerical resolution
(see Appendix A).
2.1.3 Cooling and Stellar Feedback
Our treatment of ISM physics and stellar feedback largely follows
the FIRE-2 simulations3, and all algorithms are presented in detail
in Hopkins et al. (2018b). We account for an extensive range of
radiative cooling and heating processes, using a standard implicit
algorithm, and follow cooling down to a numerically-imposed floor
of 10 K.
We include all important nuclear-powered stellar feedback
mechanisms from main-sequence massive stars: stellar winds, radi-
ation, and supernova explosions, all of which are dominated by the
most massive (≥ 8 M) stars for young stellar populations. Each
star particle is assigned feedback fluxes consistent with a simple
stellar population with a well-sampled Kroupa (2001) IMF, with
luminosities, mass loadings, and momentum fluxes taken from a
STARBURST99 (Leitherer et al. 1999) stellar population model (see
Hopkins et al. (2018b) for details).
We caution that the results of GMC simulations with stel-
lar feedback do depend somewhat on the specific prescription for
distributing feedback fluxes among star particles, even assuming
a given IMF (Grudic´ & Hopkins 2019). However, here we will
only target the parameter space of relatively massive (> 106M)
GMCs, where cloud lifetimes are long compared to the formation
time of massive stars, and the IMF should indeed be well-sampled.
As such, we expect that the results of this paper are much less sen-
sitive to the small-scale details of how massive star formation is
modeled than the less-massive (105M) cloud simulated in Grudic´
& Hopkins (2019).
3 http://fire.northwestern.edu
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Mass, energy, and momentum fluxes from stellar winds and
supernova explosions are injected into particles within the hy-
drodynamic stencil surrounding a star particle according to the
fully-conservative scheme described in Hopkins et al. (2018a).
The energy-conserving Sedov-Taylor phase of individual super-
nova blast-waves is resolved explicitly in all simulations, with the
most coarsely-resolved runs having a mass resolution of 140 M ,
and most others much finer, down to 2 M .
We use the LEBRON radiative transfer approximation (for de-
tails see Hopkins et al. 2018b), which accounts for absorption of
single-scattered photons within the a stencil around a star parti-
cle (including ionizing radiation, expanding the search radius until
ionizing photons are exhausted). Photons not absorbed within the
stencil are propagated through the simulation domain using an the
optically-thin approximation that uses the gravity solver, with ex-
tinction corrections at the source and absorber. The radiation field is
computed in far-UV, near-UV, optical/NIR and FIR bins, subject to
extinction according to appropriate flux-mean opacities, including
dust extinction. We have shown in previous work that this radiative
transfer approximation gives cloud SFEs in reasonable agreement
(factor of ∼ 2) with results from an M1 closure scheme (e.g. Ros-
dahl & Teyssier 2015, as demonstrated in Hopkins & Grudic´ 2019;
Hopkins et al. 2020), and even better agreement with the results of a
state-of-the-art adaptive ray tracing scheme (e.g. Kim et al. 2018b,
as shown in Grudic´ & Hopkins 2019).
2.1.4 Cluster identification
We identify self-gravitating star clusters at the end of the simula-
tions with our own version of the SUBFIND algorithm (Springel
et al. 2001). This algorithm organizes the stellar density field into
a hierarchy of structures surrounding density peaks, and then at
each level of the hierarchy subjects the structures to an iterative un-
binding procedure to determine each group’s gravitationally-bound
subset. Cluster membership is determined according to the small-
est structures in this hierarchy that can be constructed. We use fast
neighbor-lookup and gravitational potential routines provided by
scipy (Jones et al. 2001) and pykdgrav4, respectively. We have also
run our analysis using the simpler cluster-finding algorithm de-
scribed in Grudic´ et al. (2018b) based on grouping stars into com-
mon potential wells, and have found that none of the results of this
study were senstive to the choice of algorithm.
2.2 Initial Conditions
Our initial conditions consist of a spherical cloud of uniform den-
sity with total mass MGMC and radius RGMC, embedded in a warm,
diffuse medium in thermal pressure equilibrium that fills a pe-
riodic box of side length 20RGMC. The initial velocity field of
the gas in the cloud consists entirely of a Gaussian random field
with power spectrum |v˜ (k) |2 ∝ k−4 (Gammie & Ostriker 1996),
and a natural mixture of solenoidal and compressive modes (ie.
Esolenoidal = 2Ecompressive). The velocity field is normalized so
that the initial kinetic energy of the cloud is equal in magnitude
to its gravitational potential energy. This is a more realistic model
of GMCs than the numerical experiments in Grudic´ et al. (2019),
which were intended to isolate a certain surface density scale by
ensuring rotational support, which GMCs do not generally have
(Braine et al. 2018). The warm, diffuse medium is initially at rest.
4 https://github.com/mikegrudic/pykdgrav
MGMC (M) RGMC (pc) ΣGMC
(
M pc−2
)
αturb Metallicities (Z) Realizations
2 × 106 100 63 2 0.01 & 1 10
4 × 106 100 130 2 0.01 & 1 10
8 × 106 100 250 2 0.01 & 1 10
1.6 × 107 100 500 2 0.01 & 1 10
1.8 × 107 300 63 2 0.01 & 1 10
3.6 × 107 300 130 2 0.01 & 1 10
7.2 × 107 300 250 2 0.01 & 1 10
1.4 × 108 300 500 2 0.01 & 1 10
Table 1. Parameter and statistical space of GMC models simulated in
this work: initial GMC mass MGMC, radius RGMC, mean surface density
ΣGMC = MGMC/piR2GMC, turbulent virial parameter αturb =
10EturbRGMC
3GM2GMC
,
metallicity, and the number of independent simulations at a given point in
parameter space with different random seeds for the initial velocity field.
The magnetic field is initially uniform, and normalized so that the
magnetic energy in the cloud is 1% of its turbulent energy.
Our parameter space consists of clouds on a 4 × 2 × 2 grid
of surface densities (64 M pc−2, 127 M pc−2, 254 M pc−2, and
509 M pc−2), radii (100 pc and 300 pc), and metallicities (0.01 Z
and Z) (see Table 1). We intentionally targeted a parameter space
representative of the largest and most massive GMCs in local spi-
ral galaxies (e.g. Colombo et al. 2014; Rice et al. 2016; Miville-
Deschenes et al. 2017; Freeman et al. 2017), for two reasons. We
expect that the most massive (and hence most detectable) clusters
originate in the most massive GMCs, and that the total mass of stars
formed is dominated by the most massive star-forming complexes
(e.g. Williams & McKee 1997; Murray 2011; Lee et al. 2016).
Hence overall, it is likely that the most massive GMCs produce the
dominant contribution to the top end of the observable star clus-
ter mass function, an observation that we will confront in §5. We
also expect that this regime of massive star cluster formation is the
regime in which our approximations of collisionless stellar dynam-
ics and IMF-averaged feedback are most suitable. Our choice of
metallicities is intended to bracket the the range of metallicities of
observed globular clusters and galaxies (Usher et al. 2012; Kirby
et al. 2013).
In all simulations, the initial cloud component is resolved in
106 Lagrangian gas cells of equal mass. For each point in parame-
ter space, we simulate 10 different random realizations of the ini-
tial turbulent velocity field. In doing so, we map out not only the
scalings across parameter space, but the range of intrinsic cloud-to-
cloud variations due to small-scale details of the turbulent gas flow,
which can potentially be important for star cluster formation.
3 SIMULATION RESULTS
3.1 Global Evolution
All simulations follow the sequence of events that is typical in
GMC simulations with a complete accounting of stellar feedback.
The initial turbulent motions dissipate on a crossing time-scale
(Stone et al. 1998), inevitably leading to localized runaway collapse
and eventually star formation. The SFR accelerates at first (Murray
& Chang 2015; Lee et al. 2015, 2016), but eventually levels off and
begins to drop as feedback begins to evacuate the gas (Feldmann
& Gnedin 2011; Grudic´ et al. 2019; Li et al. 2019). Eventually,
all gas is evacuated by feedback and star formation ceases entirely.
This process, from start to finish, is illustrated for our fiducial cloud
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Formation of stellar associations and clusters from GMCs 5
Figure 1. State of the fiducial cloud model with M = 4 × 106M , R = 100pc, and random seed 1 at various points in its evolution (elapsed time given at the
top left of each respective panel). Positions of star particles are plotted atop the gas surface density distribution. Star particles not assigned to any bound cluster
are shown in white, and bound star particles in red. The GMC produces a highly sub-structured complex of both unbound and bound stellar mass, with most
stellar mass in the unbound association in this case ( fbound ∼ 10%). This is superfically similar to the configuration of observed complexes of newly-formed
stars (see e.g. Kuhn et al. (2014), Fig. 2).
model, with mass MGMC = 4×106M and RGMC = 100 pc (Figure
1). All clouds were evolved for two initial cloud free-fall times,
tff,0 =
pi
2
√
R3GMC
GMGMC
, (6)
typically on the order of 10Myr for cloud parameters studied here.
We generally find that star formation has almost ceased entirely by
∼ 1tff,0, and the central region is essentially gas-free by 2tff,0.
3.2 Star formation efficiency
For this new simulation suite, which has different parameter space
and initial cloud kinematics from the Grudic´ et al. (2019) suite, we
repeat the excercise of determining the strongest predictor of the
integrated SFE, int, in terms of the initial cloud parameters. We
again find that the cloud surface density ΣGMC is the tightest pre-
dictor of int, in agreement with the picture where int is primarily
determined by the force balance of feedback and gravity within the
cloud, which yields a dimensional scaling (Fall et al. 2010; Murray
2011).
We plot the relation between ΣGMC and int in Figure 2, and
see that as before it scales roughly ∝ ΣGMC, with a modest scatter
of 0.1 dex between the different metallicities and statistical realiza-
tions of the cloud models, which we will neglect in all subsequent
modeling. We perform an unweighted least-squares fit on log int as
a function of ΣGMC as in Grudic´ et al. (2019):
int =
(
1
maxint
+
(
ΣGMC
Σcrit
)−1)−1
, (7)
and find best-fit parameters Σcrit = 3200 M pc−2 and maxint = 0.7
5.
We therefore confirm that the SFE scaling formula of Fall et al.
(2010) and Grudic´ et al. (2018a) still holds for clouds whose in-
ternal motions are dominated by turbulence. We also find that our
model with MGMC = 2×106 M and RGMC = 100 pc has a SFE of
1− 3%, similar to Grudic´ et al. (2019) where we used rather differ-
ent, “pre-stirred" turbulent initial conditions from a driven turbu-
lent box simulation. The details of how turbulence is initialized in
isolated cloud simulations does not appear to materially affect the
outcome of star formation when feedback is fully accounted for.
Of course, both the pre-stirring and Gaussian random field meth-
ods are equally artificial, as the initial turbulent motions are not
self-consistent with effects of gravity and feedback.
5 We are hardly able to constrain the maximum SFE maxint here due to our
choice of parameter space, where the SFE does not exceed 25%, unlike
(Grudic´ et al. 2018a) which surveyed much higher ΣGMC and consequently
higher int.
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Figure 2. Integrated star formation efficiency int = M?MGMC as a function of
the mean initial cloud surface density, ΣGMC =
MGMC
piR2GMC
. int scales roughly
∝ ΣGMC, and is well-fit by Equation 7 with Σcrit = 3200 M pc−2 and
maxint = 0.68, with 0.13 dex of residual scatter. This scatter is driven by
cloud-to-cloud variations in the details of the initial turbulent gas flow, but
is relatively small compared to the scatter in the bound fraction of star for-
mation (e.g. Figure 4).
The relative robustness of the SFE to the different statistical
realizations suggests that the star formation efficiency depends sim-
ply on the balance of feedback and gravity on the cloud scale. Since
the cloud bulk properties are essentially a controlled variable here,
we accordingly see little variation from cloud to cloud of a given
set of parameters.
3.3 The nature of cluster formation
The state of our fiducial cloud model after the end of star formation
is plotted in Figure 1 panels 5 and 6, and is qualitatively represen-
tative of the result of all simulations in the suite. The result of star
formation is a sub-structured, clustered configuration, similar to ob-
served complexes of young stars (e.g. Kuhn et al. 2014; Gouliermis
2018; Ward et al. 2020). Some stars are in bound clusters, but dis-
tinct clustered substructures also exist that are not bound. The un-
bound component eventually disperses in roughly a cloud crossing
time, while the respective bound components survive and virialize
through violent relaxation.
All simulated clouds produce some mass in gravitationally-
bound star clusters, although there are a few cases in the lowest-
ΣGMC runs where the only cluster masses fall below our resolution
cut of 32 particles (which will serve as our resolution cut in this
work, as this is roughly the stencil size over which the gravitational
softening is adapted). Thus, in the simulations, the formation of
bound versus unbound stellar systems are not different modes of
star formation, but rather different aspects of the same underlying
continuum, consistent with the hierarchical picture of star cluster
formation (Kruijssen 2012).
This alone does not rule out the monolithic picture: within this
0.01 0.1 1
Integrated SFE ²int
0.01
0.1
1
f b
o
u
n
d
Li+19
Simulations (1Z¯)
Model ±σ (1Z¯)
Simulations (0.01Z¯)
Model ±σ (0.01Z¯)
Figure 3. Fraction of stars formed in bound clusters fbound as a function
of the integrated star formation efficiency int. Points are individual sim-
ulations, shaded regions are the ±σ contours from the derived statistical
model (§4), and the dotted line indicates the fit given by Li et al. (2019)
to their simulation results. fbound and int are correlated, but not generally
equal, and with significant scatter from one turbulent realization to another
at lower int. fbound saturates to ∼ 1 at a SFE of ∼ 20%. It is also systemati-
cally greater at low metallicity due to the lack of strong OB winds.
picture, the unbound stellar component at the end of star formation
could simply consist of formally-bound clusters that have been dis-
rupted by gas removal. However, we have verified that final bound
fraction is of the same order (within a factor of ∼ 2) as the fraction
of stars that have ever belonged to any structure bound by stellar
self-gravity. In other words, the unbound component is dominated
by stars that have never had the chance to orbit within a cluster.
Therefore, our simulation results are well-described by the hierar-
chical scenario.
3.4 The bound fraction of star formation
At the end of each simulation, at time 2tff,0, we ran the cluster-
finding algorithm described in §2.1.4 to group the star particles in
to bound star clusters. Across the entire suite, we identified 6181
bound clusters resolved by more than 32 star particles. Every cloud
produced at least one bound cluster, and typically multiple ones. As
expected from analytic work (Hills 1980; Mathieu 1983), N-body
experiments (Tutukov 1978; Lada et al. 1984; Kroupa et al. 2001;
Baumgardt & Kroupa 2007), and recent star formation simulations
with an idealized feedback model (Li et al. 2019), the fraction of
stars remaining in bound clusters at the end of star formation is an
increasing function of int (Fig. 3). Also in agreement with previous
numerical works, the bound fraction saturates to ∼ 1 at consider-
ably lower SFE than the 50% required in the limit of fast gas evac-
uation in the classic Hills (1980) derivation – the typical fbound is
50% when int ∼ 10%. Systematically higher fbound is achieved at
1% solar metallicity, which we will show in §3.6.1 can be isolated
to the lack of strong OB winds, whose mass loss rates scale ∝ Z0.7
(Vink et al. 2001).
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Figure 4. fbound, the fraction of stars in bound clusters at the end of star for-
mation in the simulated GMC, as function of GMC surface density ΣGMC
for solar metallicity (top) and 1% solar metallicity (bottom). We plot the
result for each individual simulation (black dots). Unlike the SFE, the rela-
tion is notably metallicity-dependent. We perform different fits of equation
8 for each respective metallicity, with best-fit parameters listed above - the
solar-metallicity relation is a steeper function of ΣGMC, and reaches the 50%
mark at slightly greater surface density. The shaded regions indicate the ±σ
region our model for the scatter in fbound (Equations 9 and 10)
.
In Figure 3 we also plot the fit to the semi-analytic model de-
rived in (Li et al. 2019) that summarizes their simulation results.
Our results are in reasonably good agreement with this model, mod-
ulo a factor of ∼ 2 in the SFE where fbound → 1. This is interesting
because their ΣGMC−int relation was much higher than our Figure
2 for most of their simulations, and yet our simulations lie on nearly
the same curve in the int − fbound plane. This suggests that this re-
lation is robust to the details of hydro solvers (ie. GIZMO MHD
vs. AREPO HD), and feedback model (realistic multi-channel vs.
idealized local momentum injection).
The most striking result of Figure 3 is the large scatter in
fbound at fixed int: the relation between the two quantities is not
one-to-one, and must be modeled statistically. This is also readily
seen in Figure 4, where we plot fbound as a function of ΣGMC. At
fixed ΣGMC (which is effectively fixed int as well), fbound varies by
as much as 2 dex, particularly at lower ΣGMC. Surprisingly, there is
at least one cloud at any given surface density that is able to form
> 50% of its stars in bound clusters. This result was anticipated
by idealized N-body experiments of substructured cluster assem-
bly (Smith et al. 2011, 2013).
Despite the large scatter, a clear scaling in the typical bound
fraction can be discerned. For each metallicity, we performed un-
weighted least-squares fits of log fbound to a generic saturating
power-law in ΣGMC:
fbound =
(
1 +
(
Σbound (Z)
ΣGMC
)n(Z))−1
, (8)
where Σbound (Z) denotes the metallicity-dependent surface density
at which fbound = 50% and n (Z) is metallicity-dependent power-
law slope in the limit ΣGMC << Σbound. We found Σbound (Z) =
390 M pc−2, Σbound (0.01Z) = 330 M pc−2, n (Z) = −2.1,
and n (0.01Z) = −1.4.
We can model the stochastic variation in fbound shown in Fig-
ure 4 by introducing a logarithmic variance in the “effective" value
of ΣGMC that is plugged into Equation 8. The effective surface den-
sity Σ′ is distributed according to a log-normal distribution centered
on the actual ΣGMC:
P
(
ln Σ′ |σb
)
=
1√
2piσ2b
exp
(
− (ln Σ′ − ln ΣGMC)2
2σ2b
)
. (9)
Once sampled from this distribution, the effective surface density
is then plugged into Equation 8:
fbound =
(
1 +
(
Σbound (Z)
Σ′
)n(Z))−1
. (10)
The results of this model are plotted as the shaded regions in Figure
4. We have found that the scatter ΣGMC-dependent scatter in fbound
is well-reproduced by the parameter σb = 0.7, ie. the “effective"
surface density that matters for star cluster formation varies intrin-
sically by 0.3 dex from one cloud to another, due to the varying
small-scale details of the cluster-forming gas flows.
This procedure can also be repeated to account for the varia-
tions in int (Figure 2, but we find that this is not as nearly important
for obtaining a faithful description of the similation results as it is
for fbound. First, int is not as steep a function of ΣGMC, so varia-
tions in the “effective" surface density do not compound as dras-
tically. Second, the maximum-likelihood value of σ for modeling
variations in int is less than 1/3 the value required for fbound. We
therefore neglect the intrinsic scatter in int in the results of this
work.
3.5 Mass distribution of bound star clusters
As shown in Figure 1, the simulated GMCs typically produce mul-
tiple bound star clusters of varying masses and sizes – the mapping
from clouds to clusters is not one-to-one. Rather, it must be un-
derstood in terms of a distribution of cluster masses that emerges
at the level of individual clouds. In general, we find that the mass
distribution can be described in terms of a primary cluster that dom-
inates (has ∼ 1/10 − 1/2) of the total mass in bound clusters, and a
population of less-massive clusters whose masses are distributed
according to a power-law. The mass distribution of bound clusters
is robust to numerical resolution (Appendix A).
In Figure 5 we show the stacked cumulative mass functions
from all realizations of a give set of cloud parameters – ie., the
mass distribution that would be observed if a galaxy formed clus-
ters from many GMCs, but with uniform bulk properties. The distri-
butions are all fairly top-heavy, due to the few particularly massive
clusters in the population that constitute the primary cluster in each
respective cloud. However, the asymptotic slopes of the mass func-
tions toward lower masses tend to have power-law behaviour, often
scaling roughly ∝ M−1cl , consistent with the mass distribution ∼ −2
that is typically measured in young star cluster populations (e.g.
Adamo et al. 2020). The mass distributions from the solar metal-
licity clouds have preferentially shallower slopes, more consistent
with a mass function of slope ∼ −1.6. It should be noted that the
mass distributions in Figure 5 do not in themselves constitute pre-
dictions of a galactic star cluster mass distribution, as GMC bulk
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Figure 5. Cumulative mass functions of bound clusters produced by each
cloud in parameter space, stacked over the ten random initial turbulent seed-
ings. Curves are colour-coded according to the initial cloud surface density
ΣGMC, and we differentiate between solar-metallicity (solid) and 1% so-
lar metallicity (dashed) cloud models. The dotted line shows the cumulative
mass function expected from a typical star cluster mass function of the form
dNcl
dMcl
∝ M−2cl . See Figure 11 for model predictions of the mass function in
a real galaxy.
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Figure 6. Cumulative distribution of bound star clusters in all simulations,
relative to the total bound mass in the respective run. The total mass tends
to be dominated by the massive primary cluster. We separate the distribu-
tions by metallicity, as the low-metallicity runs tend to have steeper mass
functions. Fits to Equation 11 are shown as dashed lines.
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Figure 7. Size-mass relation of the star cluster catalogue extracted from
the simulation suite, compared with observed catalogues. We plot the mass-
binned contours containing 90% of simulated clusters, with Z runs and
0.01Z runs shown in grey and green respectively. Observational data
include nearby (< 2 kpc) clusters in the Milky Way (Kharchenko et al.
2013, K13), Milky Way young massive clusters from the compilation of
Krumholz et al. (2019) (MW YMC), and young clusters in NGCs 628, 1313,
and 5236 (Ryon et al. 2015, 2017, R15, R17), M31 (Johnson et al. 2012;
Fouesneau et al. 2014, PHAT), M82 (McCrady & Graham 2007, MG07),
and NGC 254 (Leroy et al. 2018, L18). This figure is largely reproduced
from Krumholz et al. (2019) with permission, code and data courtesy of
Mark Krumholz.
properties are not uniform in real galaxies. We perform a more-
realistic synthesis of observable mass functions in §4.
The cloud-level mass functions can be better summarized
when collapsed down in terms of the mass relative to the total
bound mass, Mcl/Mbound. In Figure 6 we plot the stacked relative
mass functions for the two different metallicities, over all simu-
lations. The cumulative distributions are strongly concave down
(such that the PDF dNcld log Mcl is peaked) in the vicinity of Mcl/Mbound
because the primary tends to be so dominant, but they then level
off to a power-law tail. We fit these cumulative distributions to the
model
N (> Mcl) = N0
(
Mcl
Mbound
)1−αM(Z)
exp ©­« −k (Z)1 − MclMbound ª®¬ , (11)
where N0 is a normalization factor, αM (Z) is the slope of the
asymptotic power-law mass function for small masses, and k (Z)
is a dimensionless shape parameter that models the heavy top end
of the distribution. Again we form metallicity-dependent fits, find-
ing αM (Z) = −1.6, k (Z) = 0.08, αM (0.01Z) = −1.9, and
k (0.01Z) = 0.12. We therefore see that even controlling for GMC
properties, a power-law star cluster mass distribution of between
−1.6 and −1.9 emerges, due to the cluster multiplicity inherent in
hierarchical star formation.
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3.6 Size-mass relation
We measured the clusters’ projected half-light radii rh integrated
along the z axis in the simulation coordinates, centred on the point
of maximum intensity. We caution that unlike cluster masses, our
cluster sizes do exhibit some systematic dependence upon numer-
ical resolution (see Appendix A) in the range of mass resolutions
we simulated: the clusters were systematically smaller and denser
at higher resolution. This may be an unavoidable artifact of our col-
lisionless approximation, as at some point stellar dynamical effects
should be important for limiting the phase-space density of stars.
Therefore we do not rule out that our results here are subject to nu-
merical effects. Nevertheless, for modeling purposes, we will find
that the model derived from our simulations succeeds at reproduc-
ing star clsuter sizesa posteriori in Section 5, so we still present the
basic simulation results here.
The values of rh we obtained are summarized in Figure 7,
where we compare the range of sizes of simulated star clusters with
various populations of clusters in the local Universe. We find that
the simulated clusters generally do lie in the space of mass and size
of observed young star clusters, with less-massive clusters tending
to be smaller and vice versa, but with such a weak dependence that
no trend at all would likely be seen in a cluster catalogue span-
ning < 2 dex in mass. As with real star cluster populations, the
most salient feature of the simulated mass-size relation is the con-
siderable dispersion at fixed mass. Across the entire simulated cata-
logue, we find a dispersion in cluster size of 0.5 dex, which remains
roughly constant with mass.
We have tried fitting rh to a general power-law of the form
∝ Mα1GMCΣ
α2
GMCZ
α3Mα4cl , and the logarithmic least-squares best fit
is best predicted by
rh = 3 pc
(
MGMC
106 M
) 1
5
(
ΣGMC
100 M pc−2
)−1 ( Z
Z
) 1
10
(
Mcl
104 M
) 1
3
,
(12)
with ±0.4 dex of residual scatter that is not driven by variations in
the quantities considered above, which is well-approximated by a
log-normal distribution. Thus, although the intrinsic scatter is con-
siderable, we do find a mass-size relation that is set by the cloud
properties. Neglecting the very weak dependencies upon cloud
mass and metallicity (assuming 106M and Z), the size-mass re-
lation lies along lines of constant 3D stellar density, with the 3D
density of clusters set by ΣGMC:
ρeff ≡
3Mcl
8pir3h
≈ 44 M pc−3
(
ΣGMC
100 M pc−2
)3
± 1.1 dex (13)
Assuming that ΣGMC is an increasing function of the mean
galactic Σgas, such an underlying relation might explain the ob-
served characteristic 3D density of young star clusters in local spi-
ral galaxies (the line log ρ = 2 in Figure 7), where most stars form
in clouds with ∼ 50−100 M pc−2. It may also explain the relative
compactness of star clusters formed in starburst galaxies like M82
for their mass (McCrady & Graham 2007) compared to young clus-
ters in typical spiral galaxies: the central region of M82 has a mean
gas surface density of Σgas ∼ 500 M pc−2 (Weiß et al. 2001), ie.
∼ 5 times greater than the typical GMC surface density in galaxies
where clusters lie along the typical size-mass relation, and hence
the typical star cluster density is 53 ∼ 2 dex greater. However this
remains fairly speculative, as a proper numerical comparison would
Run int fbound Mcl,max (M)
Standard, Z 4.6% 6.7% 5 × 103
Standard, 0.01Z 4.3% 22% 104
No winds 4.6% 18% 1.3 × 104
No radiation 10.4% 70.4% 2.7 × 105
No SNe 4.6% 5.3% 6 × 103
No feedback 30% + 90%+ 3.2 × 105+
Table 2. int, fbound, and the maximum bound cluster mass in test runs that
turn off various subsets of the feedback physics included in the standard
suite, run for the fiducial cloud with MGMC = 4 × 106 M and RGMC =
100 pc (for a single turbulence realization). Results of the ‘No feedback’
model are given with a ‘+’ because this model was only run for half as long
as the others, and at this time these quantities were still rising.
require ΣGMC to be known, and likely also some accounting for
cluster size evolution (e.g. Choksi & Kruijssen 2019).
3.6.1 The roles of different feedback mechanisms
To determine which specific feedback mechanisms are responsi-
ble for the setting the various quantities presented in this sec-
tion, we ran a series of simulations on our fiducial cloud model
(MGMC = 4 × 106 M , RGMC = 100 pc, and Z = Z) in which we
varied the feedback physics included for a single turbulence real-
ization. Specifically, we tried switching off stellar winds, radiation,
supernovae, and all feedback mechanisms in turn. We summarize
the results of this experiment in Table 2.
Neglecting feedback altogether results in runaway collapse
and very high int, fbound, and star cluster mass. We did not run
the no-feedback run past tff,0 due to the computational expense of
integrating the extremely dense star clusters that formed, and at this
time 30% of the cloud mass had been converted into stars, with no
sign of stopping.
Neglecting radiation increased int from 5% to 10%, and
fbound from 7% to 70%. Radiative feedback is therefore appar-
ently crucial in moderating star cluster formation, and also plays
the dominant role in setting the cloud-scale SFE, although stellar
winds and SNe are still able to moderate star formation somewhat.
The results of the run neglecting SNe are nearly identical to
the standard run, so we find that SNe are practically irrelevant to
both the cloud-scale SFE and the formation of bound clusters in
this region of parameter space. They are unable to moderate star
formation on the scale of cluster-forming clumps because the clus-
ters generally form over much shorter time-scales than the ∼ 3 Myr
that it takes for the first SNe to go off.
Neglecting stellar winds did not change int at all. However,
the bound fraction and maximum cluster mass of the model with
no stellar winds at solar metallicity were very close to those of the
standard 0.01Z run. We are therefore able to isolate the metallic-
ity dependence of fbound shown in §3.4 to the effective absence of
stellar winds at low metallicity, as this is the only large metallicity
dependence of feedback that we model. It is remarkable that stellar
winds should affect cluster formation so drastically while leaving
the cloud-scale SFE unaltered. In the dense (Σgas > 103 M pc−2)
clumps where individual clusters form, it is expected that both ra-
diative feedback and the momentum-injecting component of stel-
lar wind feedback are inefficient (Fall et al. 2010). By contrast,
a hot stellar wind bubble that has not had a chance to vent may
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behave more in the regime of energy-conserving feedback, which
is more efficient than momentum-conserving feedback on small
scales: int ∝ Σ 32 R 12 , versus being ∝ Σ for momentum-conserving
feedback (Fall et al. 2010).
To summarize, having some type of stellar feedback is cru-
cial for setting both the cloud-scale SFE and the bound fraction of
star formation. Radiative feedback is the most important, but stel-
lar winds can be a uniquely efficient feedback mechanism on small
scales, potentially affecting the outcome of individual star cluster
formation while having modest effects upon the cloud-scale SFE.
4 STATISTICAL MODEL: MAPPING CLOUDS TO
CLUSTERS
4.1 Harmonizing cloud parameters
Equipped with general results for int, fbound, and the star cluster
size and mass distributions from the previous section, we are nearly
ready to construct a statistical model that is able to reproduce our
simulation results for any set of GMC parameters. But first, if the
model is to be used on observational data, or clouds in a simulated
galaxy, we must address some ambiguities in the model inputs: the
cloud bulk parameters. For the purposes of the present work we
will set aside the observational uncertainties about the interpreta-
tion of CO emission as a mass tracer, and assume that the CO to H2
conversion factor XCO is known.
For real clouds, there is some ambiguity about what the proper
cloud size RGMC, and more crucially surface density ΣGMC to use
is, as real clouds are not uniform spheres. For a general mass distri-
bution ρ (x), we will define RGMC as the radius of a sphere of equal
moment of inertia:
RGMC ≡
√
5
3MGMC
∫
ρ (x) r2 d3x, (14)
where r is the distance from the cloud centre of mass. This trivially
reduces to our definition for a spherical top-hat distribution.
A common definition of the effective radius used in GMC cat-
alogues is the root mean square of the intensity-weighted second
moments of the 2D CO intensity (e.g. Freeman et al. 2017). For a
Gaussian cloud model, assuming CO intensity maps directly onto
surface density, this definition is a factor of
√
3 less than the def-
inition in Equation 14, and is a factor of
√
15
2pi less for a uniform
sphere model. The two conversion factors are nearly equal – we
will adopt the latter in §5.
Another common definition of the effective radius of a cloud
is the radius of a circle with area equal to the pixels that the cloud
occupies. This is more problematic for us, because it ultimately
depends on the specific intensity cut that is used to define the cloud
boundary. For this reason, we advise caution if applying this model
to data that uses this definition – it is not obvious that the effective
radius provided is actually characteristic of the mass distribution
of the cloud. A decently representative value of ΣGMC is crucial
for the model, because this affects both int and fbound, so cluster
masses are doubly sensitive to it. Thus modest errors in RGMC can
compound into major errors in star cluster properties.
4.2 Algorithm
Having resolved the ambiguity in cloud size, we are now equipped
with the cloud bulk parameters that are the inputs to the model: its
Parameter Used in Affects Z value 0.01Z value
Σcrit Eq. 7 SFE 3200 M pc−2 3200 M pc−2
maxint Eq. 7 SFE 0.8 0.8
Σbound Eq. 10 fbound 390 M pc−2 330 M pc−2
n Eq. 10 fbound 2 1.4
σb Eq 9 fbound 0.7 0.7
αM Eq 11 Mass function -1.6 -1.9
k Eq 11 Mass function 0.08 0.13
Table 3. Summary of model parameters for mapping GMCs onto star clus-
ter populations. None of these are free parameters: the are calibrated to
reproduce the star cluster statistics of the simulation results in Section 3.1.
mass MGMC, radius RGMC, mean surface density ΣGMC =
MGMC
piR2GMC
,
and metallicity Z . The mapping from clouds to clusters then pro-
ceeds as follows:
(i) Compute the metallicity-dependent model parameters pro-
vided by the simulations: Σbound (Z), n (Z) (Equation 10), αM (Z),
and k (Z) (Equation 11). For an arbitrary metallicity, we use a lin-
ear interpolant in log Z , using the values provided at 0.01Z and
Z in Table 3. For any parameter p (Z):
p (Z) = log10 (Z/Z) + 2
2
p (Z) − log10 (Z/Z)2 p (0.01Z) (15)
(ii) Compute the SFE (Equation 7) and the total stellar mass
formed:
M? = intMGMC (16)
(iii) Of this total stellar mass that forms, compute the fraction
fbound of this stellar mass in bound clusters with Equations 9 and
10. The total mass in bound clusters is then:
Mbound = MGMCint fbound. (17)
The mass that is not in bound clusters constitutes the unbound as-
sociation component of the stellar population formed in the cloud.
(iv) Sample the relative cluster masses Mcl/Mbound from the
cloud-level mass distribution (Equation 11), until the sum of the
masses exceeds Mbound. Reject the final cluster if it commits a
lesser mass conservation error than keeping it.
(v) Sample the cluster half-mass radii according to a log-normal
size distribution with median given by Eq. 12 and with variance
0.4dex.
Finally, using the results of Grudic´ et al. (2018b), we can also
model the specific shapes of the star cluster density profiles. Young
star clusters are generally well-fit by the Elson et al. (1987) density
profile:
ρ (r) = ρ0
(
1 +
r2
a2
)− γ+12
, (18)
where a is a scale radius, related to the effective radius by
a =
rh√
2
2
γ−2 − 1
(19)
and γ is the power-law slope of the outer surface density profile of
the cluster. We found in Grudic´ et al. (2018b) that γ has a univer-
sal distribution in observed and simulation star cluster populations,
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that is seemingly uncorrelated with any other cluster property, but is
apparently set during the star formation process. For our synthetic
cluster population, we sample γ randomly using the following fit to
the universal CDF on the interval γ ∈ [2, 10]:
N (< γ) = 1.064
(
γ − 2
γ − 0.8
)0.54
. (20)
4.3 Monte Carlo experiments
To build some intuition for the predictions of the model for typi-
cal galactic conditions, we now consider its predictions for the star
cluster population arising in a simple one-zone galactic ISM model
described by the following properties, with respective fiducial val-
ues:
(i) Star formation rate: SFR (fiducial value 1M yr−1).
(ii) Distribution of GMC formation rates in GMC mass:
dNGMC
dt dMGMC . For our fiducial model, we take a power-law distribu-
tion dNGMCdt dMGMC ∝ M−2GMC with lower limit MGMC,min = 103M and
upper limit MGMC,max = 107M .
(iii) Distribution of GMC surface densities, which we model as
a log-normal distribution with mean 〈ΣGMC〉 = 50 M pc−2 and
dispersion σlog ΣGMC = 0.3 dex, similar to what is found in GMC
catalogues in our and nearby galaxies (Miville-Deschenes et al.
2017; Freeman et al. 2017; Faesi et al. 2018; Sun et al. 2018), and
in agreement with galactic-scale simulations with stellar feedback
and resolved ISM structure (Hopkins et al. 2012; Guszejnov et al.
2020b).
We synthesize star cluster populations from our model by
sampling a sufficiently large sample of NGMC GMC masses and
surface densities from the formation-rate mass function and ΣGMC
distributions respectively, determining the total stellar mass M?
formed by plugging these into Equation 7, and implicitly determin-
ing the times between individual GMC star formation episodes as
∆t = M?/(SFR NGMC). We assume a constant spacing in time ∆t,
but very similar results were obtained from a random Poisson pro-
cess with mean GMC formation time-scale equal to this ∆t.
In Figure 8 we plot simple mock observations of the mass
CDFs for GMCs, stellar associations, and bound star clusters in
our model galaxy (taking stellar associations to be the entire stellar
content formed by a GMC, bound or unbound). We show cumu-
lative GMC and stellar association populations formed in 10 Myr
windows (effectively assuming a 10 Myr lifetime, Kruijssen et al.
2019b; Chevance et al. 2020b), and clusters in the age range
10 − 100 Myr windows for bound clusters, similar to the age bins
typically assumed to consist mainly of bound clusters in observa-
tions (e.g. Adamo et al. 2015; Johnson et al. 2016; Messa et al.
2018).
Panel a) shows the relationship between the mock-observed
mass functions of GMCs, associations, and bound clusters for our
fiducial model. The stellar association mass function is essentially
the GMC mass function shifted downward by a factor of the SFE,
and convolved with a log-normal due to the variance in ΣGMC and
hence int. The mass function of bound clusters is somewhat steeper
than that of GMCs or associations, and has less resemblance in
shape, with a less-obvious upper truncation at our fiducial SFR.
The maximum cluster mass is less than the maximum association
mass, but only by a factor of ∼ 2, considerably greater than would
be assumed by multiplying the maximum stellar association mass
by the mean galactic fbound of ∼ 10%.
In Figure 8 panel b) we vary the assumed GMC mass distribu-
tion, comparing our fiducial truncated power-law with a Schechter
(1976)-like dNcldMcl ∝ M
−2
cl exp (−Mcl/M∗) form and a Dirac δ-
function, all normalized to have equal mass-weighted median GMC
mass. The truncated power-law and Schechter-like models are dif-
ficult to distinguish for all 3 mass functions, illustrating the impor-
tance of statistical rigor when attempting to distinguish between
these models in observations (e.g. Johnson et al. 2017; Mok et al.
2019; Adamo et al. 2020). The δ-function gives the “impulse re-
sponse" of our model, from which any mass function can be con-
structed via synthesis. The resulting stellar association mass func-
tion is log-normal due to the log-normal ΣGMC and int distribu-
tions, while the bound cluster mass function exhibits a low-mass
power-law tail imprinted by the GMC-level mass function.
In Figure 8 panel c) we vary the strength of feedback, as ex-
pressed by the specific momentum injection rate from a young stel-
lar population 〈 ÛP/M?〉. We achieve this by simply re-scaling the
surface densities plugged into the model: according to the stan-
dard dimensional argument for the scaling of SFE with surface
density Fall et al. (2010), these are equivalent. Because the SFE-
fbound relation (Figure 3) is robust to the specifics of feedback, this
rescaling procedure should also model the consequences of varying
〈 ÛP/M?〉 for fbound. As expected from Equation 7, varying 〈 ÛP/M?〉
for fbound by a factor of 2 simply rescales the masses of stellar
associations inversely. However the masses of bound clusters are
doubly sensitive, varying by a factor of ∼ 4, because the variation
in fbound compounds with the variation in int . Cluster masses are
therefore highly sensitive to the strength of stellar feedback.
The effect of varying metallicity in shown in Figure 8 panel d)
is subtle: although we found that fbound is systematically greater at
lower metallicity (Figures 4-3), most of this extra mass shows up
in the more bottom-heavy tail of the mass distribution, leaving the
maximum cluster mass virtually unaffected.
Panel e) shows the sensitivity of the model to cloud-to-
cloud variance in int and fbound, as driven by variance in
ΣGMC or the intrinsic variance parametrized by σb. Varying σb
alone at the factor of 2 level has very subtle effects, but vary-
ing σlog ΣGMC clearly affects both the maximum stellar associa-
tion and bound cluster masses. Setting both variances to 0 re-
duces the maximum cluster mass by nearly an order of magni-
tude: the maximum cluster mass can then be never be greater
than fbound (ΣGMC) int (ΣGMC)MGMC,max, with the respective ef-
ficiency factor given by Equations 7 and 8 amounting to ∼ 10−3,
much less than the typical factor of ∼ 10−2 separating the largest
cluster mass in a given galaxy from the largest GMC mass.
Finally, in Figure 8 panel f) we vary the SFR assumed in the
model. This is equivalent to sampling more GMCs and their result-
ing associations and bound clusters. The GMC mass distribution’s
upper cutoff becomes very apparent at higher SFR, while it be-
comes difficult to constraint for lower SFR. Because sampling more
clouds samples makes rare, highly-efficient events more likely to
occur in a given time window, the maximum masses of stellar as-
sociations and clusters in a given age window both scale with the
SFR. The run with SFR is approximately ∝ SFR 12 , similar to the
observed relation between the brightest cluster mass and the galac-
tic SFR (Bastian 2008).
5 COMPARISON WITH OBSERVATIONS
We will now test the model described in the previous section by
synthesizing mock star cluster catalogues in M83 from the prop-
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 yr−1. Contours show ±σ intervals over 100 realizations. b) Varying the GMC mass distribution, for the fiducial power-law,
Schecter-like, and Dirac δ-function forms. c) Varying the strength of stellar feedback 〈 ÛP/M? 〉, roughly equivalent to inversely varying 〈ΣGMC 〉. d) Varying
metallicity. e) Varying σb and σlog ΣGMC , which affect the intrinsic variance in fbound and int. f) Varying the galactic SFR.
erties of its GMCs. We use the Freeman et al. (2017) catalogue,
taking MGMC to be the mass inferred from the clouds’ CO lumi-
nosity, and correcting the effective radii by a factor of
√
15
2pi to
obtain RGMC, as defined in Equation 14. We assume a radially-
dependent metallicty, with a central metallicity of +0.2dex with a
metallicity gradient of −0.04dex pc−1 (Hernandez et al. 2019). We
bin the GMCs and clusters by galactocentric radius as in Adamo
et al. (2015), with bin edges 0.45, 2.3, 3.2, 3.9, and 4.5 kpc. The
galactic SFR is 1.2M , and we use the respective binned SFRs
given in Adamo et al. (2015).
5.1 Sampling procedure
To synthesize cluster populations, we simply repeat the Monte
Carlo procedure in Section 4.3 using the observed properties of
the GMCs instead of sampling from an assumed distribution in the
mass-size plane. We are equipped with the observed distribution
of currently present and observable GMCs, so to obtain dNGMCdt dMGMC
we must apply some re-sampling procedure to account for cloud
lifetimes and for incompleteness. For incompleteness, we weight
the sampling probabilities of each cloud inversely to the mass-
dependent completeness fraction given in Freeman et al. (2017).
To account for cloud lifetimes, we consider two possible simple as-
sumptions. Applying no additional re-weighting models a constant
cloud lifetime, which gives dNGMCdt dMGMC the same shape as the ob-
served present mass distribution. Scaling the respective sampling
weights ∝ t−1ff = pi2
√
R3GMC
GMGMC
models the case where the cloud
lifetime is ∝ tff . Present observations can hardly differentiate the
two pictures (within a given galaxy), and the latter assumption has
physical motivation, so we adopt the latter as our preferred model.
However we still present basic results for both cases in Figures 10
and 9, and find that this ambiguity hardly affects our results in prac-
tice.
5.2 Caveats and approximations
Our procedure for inferring dNGMCdt dMGMC from the data and comparing
the projected cluster population with observations has two major
caveats. We predict cluster formation in presently-observed GMCs
but compare these clusters with a catalogue of clusters formed as
much as 100Myr ago, so we expect agreement only if the SFR
and ISM conditions in the respective radial of M83 have remained
steady over at least that time-scale, which is not guaranteed. The
comparison also requires that the dynamical evolution and disrup-
tion of the clusters has been negligible over this time-scale, ie. the
observed masses and sizes have not deviated significantly from
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their masses and sizes at formation, which are the quantities pre-
dicted by the model. Stellar mass loss alone implies that this is
not strictly true for any cluster: a bound cluster in isolation will de-
crease in mass and increase in radius over time. The effects of inter-
nal dynamical relaxation and the galactic tidal field upon the cluster
will further compound mass loss and and radius increase. However,
we neglect these processes here under the assumption that their ef-
fects on observables are small over the ∼ 100Myr time-scales we
consider.
5.3 Results
First, we predict the maximum cluster mass expected to form in
each region of the galaxy, observing the maximum cluster mass
present in each 97 Myr window in the Monte Carlo simulation of
each radial bin. In Figure 9 we compare the ±σ intervals of the
Monte Carlo results with the Adamo et al. (2015) catalogue, for
the two different assumptions about cloud lifetimes outlined in 5.1.
We find that the most massive cluster observed in a 97 Myr age
window can vary considerably over time, by ∼ 0.5dex in the 3 out-
ermost bins and by nearly 1dex in the innermost bin. In all cases
our results are within 2σ of observed masses, with no systematic
residual trend, so our predicted maximum cluster mass is in rea-
sonably good agreement with observations. The assumption about
cloud lifetimes hardly affects this statistic at all, because the few
most extreme clouds that produce the most extreme clusters are
generally getting sampled regardless of the sampling scheme.
Next, in Figure 10 we plot the mass fraction of star forma-
tion in bound clusters in 40Myr windows, Γ10−50Myr, to compare
with values measured in Adamo et al. (2015). Γ10−50Myr also has
intrinsic variation from window to window of 0.2 − 0.3dex. This
variation is much greater than the intrinsic variation of the SFR
within the Monte Carlo model – rather, it is driven by the vary-
ing respective fbound of the GMCs sampled. In a realistic scenario
where the SFR is varying intrinsically on kpc scales by an appre-
ciable amount, this variation in Γ10−50Myr would be even greater.
Hence the amount of variation we predict is really a lower bound.
With the exception of the innermost bin, the model predictions are
1σ-compatible with observations with no systematic residual trend,
so the model is mostly in very good agreement with observations.
The largest discrepancy is in the innermost (0.5− 2.3kpc) bin,
in which we underestimate Γ by a factor of ∼ 2: to match ob-
servations, our model would require greater values ΣGMC to in-
crease fbound at the cloud level, and while there is a weak gradi-
ent in ΣGMC in M83, it is very weak outside of the galactic center
< 0.5kpc. Note that our innermost bin has a galactic dynamical
time at most tdyn (2.3kpc) ∼ Ω (2.3kpc)−1 ∼ 15Myr (Lundgren
et al. 2004), shorter than the 40Myr age range of the observed clus-
ter sample. As such, in this instance it is quite possible that that
presently-observed GMCs are not representative of those GMCs
that formed the presently-observed clusters, as the region has expe-
rienced roughly an orbit’s worth of evolution.
In Figure 11 we plot the mass distributions in 97 Myr win-
dows to compare with those plotted in Adamo et al. (2015), under
the assumption that the GMC lifetime scales ∝ tff . In all radial bins
the mass functions are generally within 1σ agreement with obser-
vations, modulo the uncertainties detailed in §5.1. Since we have
neglected mass loss and disruption, our results are consistent with
a picture where these effects upon the cluster mass function are
small over ∼ 100Myr time-scales in M83.
Finally, we plot the modeled size-mass relation for clusters in
the 10−300Myr age bin in Figure 12, comparing with the data pro-
vided by Ryon et al. (2015). Although our cloud-level size-mass
relation gives rh ∝ M1/3cl for a given set of cloud properties, the
result of convolving the model over the GMC size-mass distribu-
tion is slightly flatter, with slope ∼ 1/4, which is consistent with the
slopes fitted in Ryon et al. (2015). We find an intrinsic scatter in the
size-mass relation of ∼ 0.4dex, which is mainly driven by the in-
trinsic scatter arising from the star formation process in our model
(§3.6). Although we have neglected the effects of cluster evolu-
tion, we anticipate two main effects. First, the cluster sizes will be-
come systematically larger with age due to mass loss and dynam-
ical relaxation, so the normalization of the relation will increase.
Second, clusters that initially formed too puffy will be subject to
disruption in the galactic environment, while clusters that initially
formed too compact will undergo dynamical evolution over shorter
time-scales, causing them to puff up (Kruijssen et al. 2011). The
net result will be a gradual reduction in the scatter of the size-mass
relation.
6 DISCUSSION
Having developed and validated a model for the formation of stellar
associations and bound star clusters from GMCs, we now discuss
various implications of the model, the interpretation of various phe-
nomena within this framework, and compare the framework with
other works.
6.1 The importance of stellar feedback in cluster formation
According to our simulations, stellar feedback that can moderate
star formation in GMCs appreciably is an essential ingredient in
any model attempting to explain the masses of young, massive star
clusters in the local Universe. Without feedback, our model would
convert > 50% of GMC mass into star cluster mass, resulting in
star cluster masses far in excess of what is observed.
Our model does assume that the GMCs in question are gravi-
tationally bound, and in principle an alternative model to feedback-
moderated star formation in GMCs is that GMCs are not gravi-
tationally bound. However, the majority of observed massive (>
106M) GMCs do have virial parameters that are consistent with
gravitational boundedness (Bolatto et al. 2008; Kauffmann et al.
2013; Heyer & Dame 2015; Rice et al. 2016; Miville-Deschenes
et al. 2017). In particular, the clouds in the Freeman et al. (2017)
catalogue we have focused on in this work tend to have virial pa-
rameters consistent with boundedness, so a lack of boundedness
cannot explain their low SFEs.
6.2 The importance of stochasticity in fbound
We have shown that star formation efficiency is not a one-to-one
predictor of fbound (Figure 3). Moreover we find that there is no
cloud bulk property that predicts fbound better than Σgas, which
does so rather loosely, motivating our statistical approach. This sug-
gests that the bulk properties of a GMC do not contain sufficient
information to predict the detailed properties of its star clusters in
a deterministic sense.
This is intuitive if one considers the large dynamic range sep-
arating the scale of clusters (∼ 1 pc) and clouds. The SFE will de-
pend upon the balance of feedback and gravity on the scale of the
cloud, and thus has relatively little scatter (Figure 2). Meanwhile,
fbound depends on the details of the small-scale cluster-forming gas
flow, which can be decoupled from the cloud-scale properties.
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6.3 The initial mass function of star clusters
6.3.1 Slope
The mass distribution of star clusters is the most fundamental statis-
tic of a star cluster population. It has been measured in various local
galaxies, with the typical finding that it is well-fit by a power-law
of the form
dNcl
dMcl
∝ MαMcl , (21)
with αM being typically ∼ −2, with some, but relatively little vari-
ation when measured across entire galaxies (Chandar et al. 2015;
Krumholz et al. 2019; Adamo et al. 2020). The simplest explana-
tion for this mass function is that GMCs also have a mass function
of this form. Although GMC mass functions are typically measured
to be top-heavy (ie. slope shallower than −2), it can be argued that
the GMC lifetime is likely mass-dependent (tff ∝ M
1
4 at fixed
ΣGMC), and thus the distribution of cloud formation rates, which
longer-lived clusters should trace, is steeper (Fall et al. 2010), and
hence the cluster mass function is inherited from the GMC mass
function, assuming a constant SFE and no cloud-to-cluster multi-
plicity.
Our Monte Carlo experiments with a power-law GMC mass
function in §4.3 show that this logic does hold approximately for
the mapping from the GMC mass function to stellar associations,
as the stellar association mass function is roughly the GMC mass
function convolved with a log-normal peaked at the typical GMC
star formation efficiency, which is mass-independent at fixed ΣGMC
within our model.
However, we find in §4.3 that the mass function of bound star
clusters generally comes out somewhat steeper than −2 (∼ −2.4).
While some galaxies do have steeper mass function slopes (e.g.
M83, §5), −2 does appear to be the typical value obtained in
galactic-scale mass function fits (Krumholz et al. 2019). Mass-
dependent disruption or mass loss would tend to flatten the mass
function if it disproportionately affects low-mass clusters, which is
the general result for all proposed evolutionary processes except for
dynamical friction (which affects more massive clusters). There is
evidence for such such age-dependent flattening in M83 and M51
(Bastian et al. 2012; Messa et al. 2018). Meanwhile, in M31, where
the age function implies negligible disruption over ∼ 100Myr time-
scales (Johnson et al. 2017), the mass function is steep (∼ −2.5).
In general, our model suggests that the slope of star cluster
mass functions is only universal insofar as GMC mass functions
and star cluster mass loss and disruption are universal, and can
change as a function of cluster age.
6.3.2 High-mass cut-off
In certain instances where it has been possible to get good statis-
tics on star clusters within a certain localized region of a galaxy
(Adamo et al. 2015; Johnson et al. 2017), some evidence has been
found for a “Schechter-like” truncation in the mass function, ie.
dNcl
dMcl
∝ MαMcl exp
(−Mcl
M?
)
, (22)
This may reflect some important characteristic physical scale
encoded in the structure of the ISM, in star formation physics, or
in galactic dynamics. According to our model, a bound fraction
of ∼ 1 is theoretically possible for any cloud, and so the absolute
maximum bound cluster mass that can form is simply
Mcl,max = int,maxMGMC,max, (23)
where the maximum integrated SFE int,max depends upon the max-
imum ΣGMC as given by Equation 7. Thus, interpreted in this man-
ner, a truncation in the cluster mass function is the result of a trun-
cation in the GMC mass function (Kruijssen 2014). It has been pro-
posed that this truncation is set by the Toomre mass, the maximum
mass that can collapse against galactic shear (and possibly feed-
back) (e.g. Hopkins 2012; Reina-Campos & Kruijssen 2017), and
this picture agrees well with observations in M83 (Freeman et al.
2017).
6.3.3 Low-mass cut-off or shallowing
Some low-mass cutoff or shallowing in the mass function of bound
clusters must exist, if observed galactic mass functions with slopes
≤ −2 in the observed range are to contain finite overall mass. This
is difficult to constrain directly in nearby galaxies, as it requires
knowledge of two uncertain incompleteness corrections: observa-
tionally, catalogues are typically incomplete in the mass range be-
low a few 103M (Adamo et al. 2017), and physically, low-mass
clusters are also those most subject to disruption and mass loss in
the galactic environment. Despite these difficulties, the low-mass
regime is an important ingredient for modeling star cluster popu-
lations (e.g. Pfeffer et al. 2018), and may well depend sensitively
upon star formation and feedback physics (Trujillo-Gomez et al.
2019).
We find no evidence of a lower cut-off in the star cluster mass
function in any of our models that is not simply consistent with
simulation resolution – the mass function exhibits power-law be-
haviour as far down as can be resolved (Figures 5, 6). Therefore,
either no low-mass cutoff or shallowing exists in our solution, or
if it does, it is at a mass that is insufficiently resolved. As such,
our results concerning the low-mass cluster initial mass function
are inconclusive. But even with infinite mass resolution, addressing
this question properly in numerical simulations will require some
treatment of the granularity of stars, for both realistic stellar feed-
back and stellar dynamics. The IMF sampling effect proposed in
Trujillo-Gomez et al. (2019) is not captured by a feedback treat-
ment adopting IMF-averaged feedback rates, and either requires
some sampling scheme (e.g. Sormani et al. 2017; Su et al. 2018),
or individually-resolved stars. And the approximation of collision-
less stellar dynamics is inapplicable when the dynamical time is
comparable to the relaxation time (stellar mass scales < 100M),
so collisional stellar dynamics could potentially affect the assembly
process of low-mass clusters.
6.4 Globular cluster formation
A long-standing problem in star cluster formation is why star clus-
ters in excess of 106M formed in the early history of the Milky
Way, now present as globular clusters (Harris 1996), but the mass
scale of the most massive young star clusters in the present-day
Milky Way is two orders of magnitude less (Portegies Zwart et al.
2010).
There are two possible pictures for the behaviour of the galac-
tic cluster IMF that might explain this. First, observed young star
cluster mass functions often have a ∝ M−2 form with no well-
constrained truncation mass (e.g. Chandar et al. 2017; Mok et al.
2019; Adamo et al. 2020). Therefore, assuming that star cluster
formation can be understood as a galaxy-wide statistical process
in which this mass function is being sampled, one would expect
to sample only a few very massive clusters throughout the galactic
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history. Thus it is not necessarily required for the underlying dis-
tribution to change over cosmic time. In §4.3 we found that while
holding our mass function fixed, simply varying the SFR was suffi-
cient to drive variations in the maximum observed mass at a given
time in accordance with the observed relation with galactic SFR
(Bastian 2008), so sampling effects are clearly important to con-
sider when deriving inferences about the e.g. the maximum star
cluster mass.
The other possibility is that the initial cluster mass function
observed over a certain of time in the galaxy does have a physical
truncation imposed by the ISM conditions, as discussed in 6.3, and
is not well-described by a pure power-law. This is found in M31
(Johnson et al. 2017) and possibly in M51 (Messa et al. 2018; Mok
et al. 2019). To produce the most massive clusters, this truncation
mass would then have to vary over the history of the galaxy, from
large values at early times to smaller values today. According to
our model, this picture is likely to be a better description of the
galactic cluster formation history based on what is known about
how galactic ISM conditions did indeed vary over time. Specifi-
cally, high-redshift galaxies had larger gas fractions (allowing more
massive GMCs to form) (Tacconi et al. 2020) and higher mid-plane
ISM pressures (Faucher-Giguère et al. 2013; Gurvich et al. 2020),
leading to higher GMC surface densities and SFEs.
Within this second picture, an important detail to be clarified
is the role of galactic mergers in generating the conditions that
are favourable for GC formation. This should ultimately imprint
upon the age-mass-metallicity statistics of the GC population. In
cosmological simulations that trace the formation and evolution of
GCs with a sub-grid model (E-MOSAICS), Kruijssen et al. (2019a)
found that mergers are subdominant for GC formation. However,
in simulations that resolved individual cluster formation with a re-
solved ISM, (Li et al. 2019) found that mergers greatly enhance
the efficiency of cluster formation and thus play an important role.
Kim et al. (2018a) and Ma et al. (2020) simulated the formation of
dynamically-resolved globular clusters, and both found that merg-
ers do play a special role in generating the conditions necessary to
form the most massive GC candidates. In these works, the high-
pressure conditions present during mergers appear to allow the for-
mation of self-gravitating gas clouds with high surface density,
which in turn leads to high int and fbound. However, those sim-
ulations could not be run to redshift 0, so it is not clear how these
clusters relate to the population of GCs that are presently observed.
They instead focus upon z > 5, ie. before the z ∼ 2 peak of GC for-
mation predicted by E-MOSAICS (Reina-Campos et al. 2019), so
results pertaining to the importance of mergers may not generalize
to GC formation as a whole.
6.5 Comparison with Kruijssen 2012
In Adamo et al. (2015), it was found that the Kruijssen (2012)
(hereafter K12) model was able to predict the observed fbound with
an accuracy that is comparable to the present work (Fig 10). It was
then combined with the Kruijssen (2014) formula to predict the
maximum star cluster mass (here using our notation):
Mcl,max = int fboundMToomre, (24)
where MToomre is the maximum gas mass that can collapse accord-
ing to the Toomre instability, and int was given an assumed fiducial
value of 5%. Again, Mcl,max was predicted with an accuracy com-
parable to the present work (cf. Figure 9). It is illustrative to com-
pare and contrast this framework with the one in the present work.
K12 and this work present the same overall physical picture: hier-
archical star formation produces stars over a wide range of densi-
ties, and in denser conditions feedback is less able to moderate star
formation, leading to more efficient bound star cluster formation.
However, the models do have important quantitative differences re-
garding the details of feedback-moderated star formation.
To summarize, K12 modeled the galactic ISM using the den-
sity statistics of isothermal, supersonic turbulence (Krumholz &
McKee 2005), which are fixed by three galactic bulk parameters:
the Toomre stability parameter Q, the mean disk gas surface density
Σgas, and the orbital frequency Ω. These determine a log-normal
gas density PDF which, according to the hierarchical star forma-
tion paradigm, maps onto the distribution of densities ρ at which
stars form. A feedback time-scale tfb is introduced, identified with
the time required for feedback to disrupt a gas overdensity and halt
star formation, on the order of several Myr, with only weak residual
dependence on the three parameters (note that alternate feedback
formulations can be slotted into the model, and this is merely the
fiducial model). Locally-high int occurs in the upper tail of the gas
density distribution where tff  tfb, as star formation can proceed
with a per-freefall efficiency of ∼ 1% for many freefall times un-
til int ∼ 1 locally, and the bound fraction can be correspondingly
high.
This picture starts with the same premises (ISM physics and
stellar feedback) and arrives at the same conclusion (locally-high
SFE and bound cluster formation in dense regions) as the present
work, but some differences should be noted between what is as-
sumed in the analytic calculations, and what is found our simu-
lations, and other recent, qualitatively-similar simulations (Geen
et al. 2017; Kim et al. 2018b; Li et al. 2019). We find that the per-
freefall SFE is not universal (Grudic´ et al. 2018a), nor in any de-
tailed agreement with turbulence-regulated derivations of ff such
as Krumholz & McKee (2005), the different assumptions consid-
ered in K12. Simulations of feedback-moderated star formation on
GMC scales typically find that ff and int are intimately linked
to one another (consistent with recent observations, see Kruijssen
et al. 2019b; Chevance et al. 2020b), and scale with cloud param-
eters in a manner similar to Equation 7. Hence the value ff ∼ 1%
is expected to be emergent, and to depend sensitively upon stellar
feedback physics. The dimensional scalings of the fiducial feed-
back model in K12 and the present work also differ. The quantity
tfb is a characteristic time-scale that determines SFE and fbound,
while the characteristic quantities Σcrit and Σbound in our model
predict scalings with GMC gas surface density. K12 did consider
an alternate model with a similar scaling, formulating an assum-
ing instantaneous radiative feedback without any time delay, but
found that this predicted values of fbound that would be difficult
to distinguish from their fiducial model in observations. Therefore,
while numerical simulations could potentially inform extensions or
corrections to the assumptions made in K12, it is not clear that its
results would be strongly affected. This suggests that the elements
in common between K12 and the present work represent the key
physics driving stellar cluster formation.
7 SUMMARY AND FUTURE WORK
In this work we have used numerical simulations of star-forming
GMCs to explore the mapping between GMCs and the star clus-
ters that they form. We have found that mapping is complex, and
not one-to-one, due to of the variety of outcomes made possible by
stochastic variations in the internal turbulent flows of the clouds.
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In essence, the overall SFE of GMCs is reasonably predictable be-
cause the efficiency of feedback depends upon the macrostate of
the cloud, whereas cluster formation occurs on much smaller scales
within the cloud, and is thus determined by the specific microstate
of the turbulent gas motions leading to star formation.
Despite this complexity, we have been able to explore the
range of variations from one microstate to another and have found
that the mapping from clouds to clusters does admit a statistical
model (Section 4) that encodes fairly simple scalings in cluster for-
mation efficiency, star cluster sizes, and star cluster masses. When
we apply this model to a real population of GMCs, we successfully
predict the fraction of star formation in bound clusters, the max-
imum cluster mass, and the size distribution of massive clusters.
This is one of the first instances in which numerical simulations
have succeed at reproducing the properties of star clusters in detail,
using the observed GMC properties as initial conditions. Our key
findings are as follows:
• Essentially all GMCs will form some fraction of their stars
in bound clusters – the formation of bound clusters and unbound
associations are part of the same continuum, and not distinct pro-
cesses (e.g. Kruijssen 2012). The star formation efficiency int and
the bound fraction of star formation fbound are correlated, but dis-
tinct quantities (Figure 3). Both scale as an increasing function of
the cloud surface density ΣGMC, eventually saturating to an order-
unity value (eg. Fall et al. 2010; Murray et al. 2010; Grudic´ et al.
2018a).
• fbound scales steeply with ΣGMC, from a typical value of a
few per cent in GMCs with surface density ∼ 50 M pc−2 in our
galaxy (Goddard et al. 2010), to 10− 30% in nearby spiral galaxies
in which GMC surface densities are systematically a factor of ∼ 2
higher (Faesi et al. 2018). The cloud-scale fbound saturates to ∼ 1
when the cloud scale SFE is 10 − 20%, in good agreement with Li
et al. (2019).
• For a given set of cloud parameters, fbound exhibits large vari-
ations, especially at low ΣGMC. We construct a statistical model
that reproduces the scatter in simulation results shown in Figure 4
(Equations 9 and 10).
• GMCs generally form multiple bound clusters, with masses
distributed according to a cloud-scale mass distribution (Equation
11). The primary cluster tends to have a large (10-90%) of the the
total bound mass.
• Stellar feedback is crucial in setting star cluster properties.
Radiation is the most important, stellar winds are somewhat im-
portant, and SNe are essentially irrelevant because they come too
late (see Table 2). Because cluster masses are so sensitive to the
strength of feedback (Figure 11), they provide a tight observational
constraint on it.
• The formation of bound clusters from 1% solar metallicity gas
is more efficient than at solar metallicity (Figure 4). We have iso-
lated this effect to the weaker stellar wind feedback expected from
low-metallicity OB stars (Section 3.6.1), whose winds are effec-
tively irrelevant compared to other feedback mechanisms.
• The weak size-mass relation of star clusters is set during the
star formation process, which produces large intrinsic scatter in
cluster radii. There is a relation, however: star clusters from a given
cloud form with a 3D density that depends upon the bulk properties
of the parent cloud (Equation 13). While our predicted size function
is subject to some numerical caveats (§3.6), our model still gives
predictions in good agreement with observed cluster sizes (§5).
Though our success in reproducing star cluster bulk proper-
ties is encouraging, the problem of star cluster formation is hardly
solved. Because our method of simulating star formation is approx-
imate, we anticipate that comparisons with observed cluster prop-
erties that go beyond simple bulk properties will reveal interesting
discrepancies. The extragalactic observations that we have com-
pared with are likely the easiest constraints to satisfy. Meanwhile,
the detailed cluster kinematics, and temporal and spatial age dis-
tributions that can be observed in the Milky Way and its satellites
may well provide more powerful constraints on the star formation
process.
At this point, it is likely that the most worthwhile gains in
simulation realism can only be made by attacking the harder ver-
sion of the problem: resolving the formation and motion of indi-
vidual stars self-consistently, rather than assuming the IMF and
using a simple stellar population formalism. Our simulations are
reaching the scales where the granularity of stars can easily be-
come important, and the details of how and when individual stars
form can have major implications for stellar feedback, and hence
the subsequent cloud evolution (Grudic´ & Hopkins 2019). Due to
computational cost, this has never been done on the scale of mas-
sive GMCs that can actually sample the IMF, and hence the ef-
fects of feedback from massive stars have yet to be demonstrated
in a fully self-consistent calculation that predicts massive star for-
mation with conclusive numerical convergence. However, the ad-
vent of massively-scalable, Lagrangian codes with fast, accurate
MHD methods and well-developed feedback coupling techniques
will soon make this possible: in Guszejnov et al. (2020a) we simu-
lated GMCs up to 2×106M with individually-resolved collapsing
stellar cores without feedback, at a mass resolution 200 times finer
than the present work. In future work we will present results with a
full accounting of both protostellar and stellar feedback (Grudic´ et
al. 2020, in prep., Guszejnov et al. 2020, in prep.).
Questions of particular importance for the next generation of
GMC simulations include the behaviour of protostellar and main-
sequence feedback acting in concert (ie. does regulating star for-
mation on small scales ultimately affect cloud-scale behaviour?),
what are the necessary and sufficient physics to satisfy constraints
on the IMF turnover mass (e.g. Bate 2009; Krumholz 2011; Fed-
errath et al. 2017; Guszejnov et al. 2016, 2019), and what devi-
ations from universality might be expected in different environ-
ments. These are questions that can only be addressed by a com-
prehensive, individually-resolved approach to stellar feedback and
dynamics.
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APPENDIX A: RESOLUTION EFFECTS UPON CLUSTER
MASSES AND SIZES
In Grudic´ et al. (2018a) we showed that our simulation setup pre-
dicts GMC-scale SFEs that are insensitive to the effects of numer-
ical resolution (as well as many other details that are secondary to
feedback, such as star formation prescription, cooling details, and
magnetic fields). However, the predictions of this work regarding
masses and sizes of bound clusters must also be examined for nu-
merical effects.
In Figure A1 we plot the cluster mass functions stacked over
our 10 statistical relizations of initial turbulence for our fiducial
cloud model (MGMC = 4 × 106M , RGMC = 100pc), at two dif-
ferent mass resolutions: 643 Lagrangian gas cells, and 1003 cells
(our fiducial resolution). We find that the mass functions agree well
over their common resolved range, and the main difference is that
the finer-resolved simulations extend to smaller masses. Hence our
results for star cluster masses and fbound are fairly insensitive to
mass resolution except in the case where the cluster mass in ques-
tion simply cannot be resolved at all.
In Figure A2 we plot the size-mass relations for these same
simulations at two different resolution levels, and find that clusters
formed in finer-resolved simulations are preferentially more com-
pact. Therefore, we cannot rule out that our cluster sizes are sen-
sitive to numerical resolution, and hence that the cluster size pre-
dictions are not fully self-consistent. Indeed, it is not clear whether
it is even possible to self-consistently predict star cluster sizes us-
ing the collisionless approximation that we have adopted. A colli-
sionless self-gravitating fluid conserves its maximum phase-space
density (Grudic´ et al. 2018b), and this approximation breaks down
at the scale where the collisionless approximation does, ie. in clus-
ters where the relaxation time is comparable to the dynamical time.
Therefore, we acknowledge that fully self-consistent predictions of
star cluster sizes may well require a full N-body technique.
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Figure A1. Cumulative mass distribution of the clusters formed in the 10
realizations of our GMC model with MGMC = 4×106M , RGMC = 100pc,
for two different mass resolutions: 1003 (ie. ∆m = 4M), and 643 (ie.
∆m = 15.2M).
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Figure A2. Size-mass relation of the clusters formed in the 10 realizations
of our GMC model with MGMC = 4 × 106M , RGMC = 100pc for two
different mass resolutions. Our numerical technique produces preferentially
smaller clusters at higher resolution, possibly hinting at missing physics
(see discussion in A).
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