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ABSTRACT 
A model (NONLINRK) was developed for a closed tank 
system under feedback control by an ideal proportional-
integral-der i va ti ve controller. Under servo action the 
fluid level in the tank is altered from its equilibrium 
setpoint. Under regulator action the feed pressure to the 
inlet valve and/or the outlet valve percentage opening are 
Varied from equilibrium settings. The numerical model uses 
Gill's fourth-order Runge-Kutta algorithm to solve the 
system equation. The equation was made separable by approx-
imating an exponential factor by the tangent at the 
beginning of each time step in the numerical solution. 
NONLINRK simulation trials exhibited many character-
istics of nonlinear systems including unequal off set under 
proportional control for setpoint changes equal in magnitude 
but opposite in sign, harmonics in the response to a sine 
wave input on fluid level setpoint and bounded response in 
spite of increased gain settings. In addition, further 
simulation trials showed the system response converges to 
that of a linear system for s~fficiently small setpoint or 
load variations. 
A second model using the modeling language TUTSIM 
provided corroboration of the results produced by NONLINRK. 
Proportional and proportional-integral control simulations 
differed by less than .1% and the models showed the same 
rates of convergence as the time step was decreased. Under 
PID control TUTSIM simulations developed severe instabil -
ities, but NONLINRK exhibited the expected trends in the 
increased ability to react to a ramp function disturbance 
and the decrease in phase lag in response to a sinusoidal 
setpoint function. 
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INTRODUCTION 
Process control systems may be classified in two groups, 
linear or nonlinear. Linear control systems may be recog-
nized by the form of the system of differential equations 
which is employed to model their dynamic behavior. Each 
term in the system of equations is of the form of a constant 
multiplied by the dependent variable or its derivatives. 
Equations of this form can always be solved analytically. 
Linear models may provide reasonably accurate results for 
wide ranges of operation for some systems, but all real 
systems are inherently nonlinear (Graham and McRuer 1971). 
For example, a spring and damper system may be modeled as 
linear, assuming an ideal Hooke's law behavior for the 
spring, then the system equation contains the linear term 
spring constant times the displacement (the dependent var-
iable). If the spring is sufficiently stretched or 
compressed then the spring behavior is a function of 
displacement and the term describing spring action is 
expressed as the product of the dependent variable and a 
function of the dependent variable, a nonlinear form. 
Nonlinear control system models may contain functions 
of the dependent variable, products of functions of the 
dependent variable and the independent variable, saturation 
or limiting restrictions, preload, threshold, rectifier and 
on-off nonlinearities to name some of the typical forms. 
The tank system modeled in this work is represented by 
equations which include the first three examples of non-
linearities listed above. The difficulty with nonlinear 
system models is that analytical solutions for nonlinear 
differential equations are quite rare. For this .reason, a 
numerical approach is chosen to model the system. Such 
solution techniques may be versatile but they do not 
provide a means for gaining a deeper insight to general 
properties of the system and its modes of response. 
2 
CHAPTER 1 THE TANK SYSTEM 
The system consists of a tank, an inlet valve under 
feedback control and a manually operated discharge valve. 
The inlet valve controller is modeled as an ideal pro-
portional integral-derivative (PID) unit with the difference 
between the desired tank pressure and the actual tank 
pressure as the error signal. Figure 1 shows the components 
and layout of the system. 
The system features are explained in the following 
sequence which traces flow from inlet to outlet. The fluid 
flow rate at the inlet is proportional to the inlet valve 
opening and a function of the difference between the inlet 
pressure and the pressure in the tank. The inlet valve is 
driven by a signal from an ideal PIO controller, whose 
inputs are the tank pressure and the desired pressure. The 
controller computes an error signal (the desired pressure 
minus the tank pressure), the integral of the error, and 
the derivative of the error. The controller sends a signal 
to the valve to change its opening based upon the values of 
these three quantities. The system operator may set the 
controller to determine how strongly each of the three 
actions - proportional, integral or derivative, is to 
influence the valve setting. The controller parameters are 
defined as the proportional gain (K ) , reset rate (R ) and 
c r 
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5 
derivative time (Td) respectively. In general the influence 
of each act i on on the inlet valve opening increases as the 
corresponding parameter is increased. 
The flow passes next from the inlet valve into the tank. 
It is presumed that the tank initially contained air at 14.7 
psi absolute and that as fluid fills the tank the pressure 
in the air above the tank increases as the air volume 
decreases according to Boyle's Law. The tank is drained by 
a manually controlled outlet valve. The flow is proportion-
al to the valve opening and a function of the tank pressure 
plus the hydraulic head within the tank. 
Figure 2 shows a control system, the Technovate model 
9030, which incorporates all the features outlined above, 
save the ideal PID controller. The controller action is, 
however, quite similar to the ideal case (Shinskey 1967) 
where Td and/or Rr are zero (proportional (P) control, 
proportional-integral (PI), proportional-derivative 
control). 
The controller output is pneumatic with pressure ranging 
between zero and 20 psi supply. The Technovate inlet valve 
is an air-to-open, equal percentage valve which responds to 
controller pressures between 3 and 15 psi. At 3 psi the 
valve is closed and 15 psi input causes the valve to open 
fully. The outlet valve opening is calibrated from 0 to 
100 percent and may be manually controlled. 

The nonlinear system model that is developed in the 
next chapter corresponds closely to the Technovate system. 
The only significant difference is in the controller. The 
system model is versatile in that it is formulated to 
allow the modeler to select various tank sizes, equal 
percentage inlet valve ratings and outlet valve sizes. 
The modeled system controlled variable is the pressure 
in the tank. The s~tpoint is then the desired pressure in 
the tank and when this pressure (P ) is changed the system 
s 
is operating under servo control. The setpoint may also 
be specified in terms of the fluid level in the tank. 
Given a specific tank height, a simple units conversion 
formula may be used by the operator to convert the desired 
fluid level to a pressure setting. 
Under regulator action the system's two load variables 
7 
are the pressure on the feed side of the inlet valve and the 
outlet valve setting in the percenta~e opened. 
In practice, systems such as this find wide application 
in flow control. The tank provides a capacitive-type 
element which is slow to respond to variations in input 
feed pressure. This allows for a well-regulated output 
flow. Another application could be in a chemical batch 
process unit, where the tank is actually a reaction vessel 
operating under specific pressure requirements, and the out-
let flow may be the product or may be a combination of 
product and waste streams. 
CHAPTER 2 MATHEMATICAL DESCRIPTION OF THE TANK SYSTEM 
The 5 key elements in the system are: 
1 ) the inlet valve reaction to control pressure, 
2) the fluid flow rate into the tank, 
3) the pressure in the tank or the fluid level, 
4) the flow rate out of the tank and 
5) the controller action. 
-The equations to model these elements are developed in the 
above order. 
The equal percentage inlet valve is modeled according 
to the type of action that this valve is expected to 
deliver. Such valves are characterized by their equal 
percentage rating and a valve size parameter. The valve 
reaction to change in control pressure is computed by 
multiplying the equal percent rating by the percentage 
change in the control pressure to obtain the percentage 
change in valve opening (Weber 1973). For example an 
equal percentage valve with a "5 percent" rating would 
deliver a 5 percent change in the valve opening when 
the control pressure changes by 1 percent. The flow 
coefficient, C or valve size parameter, is specified in 
v 
units of lbs/minute of water that flow through a fully 
open valve at 60°F when the pressure drop is 1 psi. Fluids 
with similar viscosity may also be modeled using C 
v 
8 
corrected for fluid density and the proper fluid density 
must be used throughout the model. The equal percentage 
valve fractional opening, A , then is characterized by the 
v 
following equation: 
dA 
v 
A 
v 
= K 
dP 
v 
12 
where K is the equal percent rating and P is the control 
v 
pressure. 
This equation shows that the fractional change in A 
v 
is equal to a constant times the fractional change in P , 
v 
where the 12 is the maximum allowable change in P . From 
v 
9 
[ 1] 
the system description we find when P is 15, A is 1 (full 
v v 
open) , then Equation 1 may be integrated from A equals 1 
v 
to A ' and P equals 15 to P ' to obtain A as a function 
v v v v 
of control pressure, P . 
v 
A ' v 
J 
1 
dA 
v 
= 
p ' 
v 
J 
15 
K 
dP 
v 
12 
[21 
This is recognized as the familiar exponential function 
A 
v 
K/12(P - 15) 
= e v 
Where the primes have been dropped since there is no need 
to distinguish the dummy variables of integration as in 
Equation 2. The complete the functional form of the inlet 
[ 3] 
valve action the flow coefficient C is multiplied by A , 
v v 
giving the inlet valve function C. (P ) in units of 
l v 
lb/min flow: 
C . (P ) = C eK/12 (Pv - 15) 
l v v 
The next element to model is the flow rate into the 
tank. Bernoulli's equation, for the case when the flow 
velocity downstream from the valve is much greater than 
upstream, indicates that the flow is proportional to the 
square root of the pressure drop across the valve. The 
parameter C has been specified in units of flow rate 
v 
10 
[ 4] 
(lbs/min), so the units of the Bernoulli term are neglected 
and its product with Equation 4 defines the flow in F.: 
l 
F. 
l 
where P. is the fluid supply pressure and the units of F. 
l l 
then are lbs/minute. 
[ 5] 
The pressure in the tank is modeled using Boyle's Law. 
For a cylindrical or rectangular tank the pressure of the 
air in the tank is given by: 
P'V' = PV [ 6 ] 
The primed symbols refer to another state of the same 
quantity of air. With an empty tank having height, Ht' 
the pressure is 14.7 psi absolute. When the tank is filled 
to a level H, the pressure is given by: 
11 
p = [ 7 ] 
Using gauge pressure throughout this work Equation 7 becomes 
upon subtraction of 14.7 psi: 
p = _14.7 H 
Ht - H 
The outlet flow is proportional to the square root of 
the pressure difference from the bottom of . the tank to 
ambient air. The pressure at ·the bottom of the tank is 
the sum of the pressure in the air above the tank, P, and 
the pressure due to the fluid level above the tank bottom. 
The ambient air pressure is zero since gauge pressures are 
employed in the model. 
The resultant Bernoulli factor is -JY H + P where 
y =fluid density in lb/in3 . As with the inlet valve, a 
[ 8] 
flow coefficient, defined as c 8 ; is the flow rate in lbs/min 
at 60°F, 1 psi pressure drop for the ·fully opened valve. 
The flow at openings less than full is the percentage open, 
e ' divided by 100, then multiplied by Ce. In general then 
the outlet flow F 
o' 
is given by: 
-VYH e F = c 100 + p 0 e 
The last element to consider is the controller. For 
an ideal PID controller the output pressure, P , is given 
v 
by: 
P = P + 6p · 3 < P < 15 ; and 
v v v' v 
[ 9] 
[10] 
12 
t d(P 
tiP = 
v K [ (P - P) + R c s r J (Ps - P) dt + Td s dt [lOa] 
0 
P is a value for the controller pressure at an initial 
v 
steady state condition. The lower limit restriction on P , 
v 
setting a minimum of 3 psi, leads to a problem in the model 
of the valve opening function in Equation 3. When P is 
v 
-K 3 psi, A is e , not 0. However, for sufficiently large 
v 
K values, A is very small. 
v 
In this work a base case with 
K equal to 5 yields an A of .0067 which closely approxi-
v 
mates a closed valve. If a system with a smaller value of 
K were modeled, then it may be better to depart from the 
exponential function when P is near 3 psi and then follow 
v 
a linear function which gives an A of 0 when P is 3 psi. 
v v 
This completes the set of equations which are employed 
to describe each system component. The equation which 
describes the dynamics of the controlled variable, P, is 
derived from a mass balance on the flows in and out of the 
tank That J.s, the rate at which fluid accumulates in the 
tank is equal to the inlet flow minus the outlet flow. 
dH 
yA dt = F. - F J. 0 
Where A is the tank cross-sectional area and y the fluid 
density. 
[ 11] 
13 
Equation 11 describes the rate at which H, the tank 
fluid level, changes in response to inlet and outlet flows. 
This equation is expressed in terms of the pressure using 
the substitution from Equation 8: 
H = PHt/(14.7 + P) 
Differentiating both sides with respect to time: 
dH 
dt = 
1.4. 7Ht 
-, 14. 7+P) 2 
dP 
dt 
Combining equations 5, 9, 12 and 13: 
dP 
dt = 
(14.7+P) 2 
14.7HtpA 
- c e 
e 
100 
~HtP ] 14.7+P + p 
- p 
Equations 10, lOa and 14 represent the dynamic behavior 
of this system as it is modeled in subsequent chapters. 
These equations contain several nonlinearities. The 
[12] 
(13] 
[14] 
controller function P has limiting nonlinearities at 3 psi 
v 
and 15 psi. P is otherwise a linear function of the 
v 
dependent variable P, it's derivative, the integral of P 
and the independent variable t. · The variable, P , its 
s 
derivative and integral are merely time dependent functions. 
Equation 14 however, has P , hence the dependent variable, 
v 
its derivative and integral, in an exponential function. 
14 
This presents a nonlinearity that is difficult to deal with 
even in a numerical solution technique. The differential 
equation, 14, for Pis implicit in its highest-order deriv-
ative and cannot be solved for explicitly, as required in 
Runge-Kutta, predictor-corrector and Newton-Cotes integration 
techniques (Burden, Faires and Reynolds 1980). 
The remaining nonlinear forms in equation 14 involve 
terms where the square of P, the square root of P and the 
inverse of P appear. Thus several nonlinear functions of 
the dependent variable are evident in Equation 14. 
This model omits some system features which may be of 
interest. Delay in the control pressure line (due princi-
pally to the line capacitance) and valve dynamics, e.g., 
friction, inertia and spring (oscillatory) effects have 
not been modeled. This limits the applicability of the 
model somewhat, but a control system should be designed to 
minimize these factors under the normal modes of operation. 
The model also neglects the effect of head losses due to 
flow resistance in the valves and piping. 
CHAPTER 3 THE NUMERICAL MODEL 
Equation 14 is restated below in modified form to 
facilitate the discussion of the numerical model. 
Where functions f 1 , f 2 and f 3 are defined as: 
fl (P,t) = (14.7+P)
2 
14.7HtpA c v 
K12 [P -lS+K (P (t)-P + v c s 
t 
0 
p (t')dt' -
s 
t 
0 
(14.7+P) 2 
14.7HtpA 
[15] 
[lSa] 
[lSb] 
[15c] 
The dots in the above expressions signify differentia-
tion and a lower case t in parenthesis signifies that the 
preceding symbol pertains to a known function of time. 
All other symbols are as previously defined. 
Several approaches were considered for solving this 
system. The usual linearization about one operating point 
or known system state was rejected since simple hand 
15 
16 
calculations show that a linearization of the inlet valve 
action would be greatly in error at the extremes of the 
valve opening. As stated previously, numerical methods 
are not immediately applicable due to the implicit form of 
Equation 15. To resolve this difficulty it was decided to 
f linearize the factor, e 2 , and to relinearize as the solution 
proceeds along the exponential, effectively breaking it 
into many straight segments. Then if f 2 does not change 
greatly from one step to the next the linear approximation 
may be reasonably accurate. The linearization step is then: 
[16] 
Substituting this approximation into Equation : IS allows P to be 
separated. The integral of P in f 2 remains to be consid-
ered. Two alternatives for treating this problem were evident. 
The system equation may be differentiated, resulting in a 
very complex second order equation with the extra require-
ment that e and P. be evaluated. The second alternative 
l 
considered was to evaluate the integral numerically. This 
approach was found to work reasonably well since the integral 
of the error changes slowly for the system. In feedback 
control the integral term is a measure of accumulated errors 
and should not be subject to rapid variations. This second 
alternative can be implemented much more easily than the 
first and if a simple trapezoidal integration is used, 
then the algorithm is self-starting. More sophisticated 
17 
integrating techniques, for example Simpson's rule or 
Adams-Bashforth, could be used if the assumption that the 
integral of the error is slowly varying is not adequate. 
The trapezoidal rule for the integral of P is: 
+ ~n] ~t [17] 
Using equations 16 and 17 in Equation 15 and separating P 
we have the following approximation for P: 
[ 18] 
Where f 4 and f 5 are defined as: 
f4 (P,t) = (1 + flB:2KcTd 51 [ 18 a] 
f 5 (P,t) = Kl 2 [P -15+K (P (t)-P + R v c s r 
p n-1 p 
t 
n 
I 
0 
p (t)dt 
s 
0 
-R (- + 
r 2 l!k + 2n) 6t + tdP s (t))] 
k=l 
This form of the system is amenable to many numerical 
integration techniques. Gill's ·fourth order Runge-Kutta 
was chosen for the model (Carnahan, Luther, and Wilkes 
1969), and is shown in equations 19 below. 
[18b] 
18 
Where K1 , K2 , K3 and K4 are defined as: 
Kl = F(P ,t ) 
n n 
[19a] 
[19b] 
1 1 1 ~t 
K3 = F(Pn+(/2 - 2)Klnt + (l-/2)K26t,tn +y) [19c] 
K4 = F(Pn-AtK2 + (1 +AJK 3 ,tn +flt) 
• 
[ l 9d] 
There was no need to ·resort to a more economical method in 
terms of computer time since the Prime 400 unit used in this 
work was reasonably fast. If this model was executed on a 
microcomputer, then it would be advisable to use an explicit 
Adams-Bashf orth or predictor-corrector method to decrease 
the run time. 
The solution of Equation 18 is started by fitting a 
straight line tangent to the exponential function in Equa-
tion 15 for a known initial value of f 2 . At the beginning 
of the time step f 2 is computed, then the line tangent to 
ef2 goes through the point (f2 1 ef 2 ). As an aside it must 
be noted that f 2 is a bounded function since by equations 
4 and 15 we have: 
= eK/12 (Pv-15); 3 < p ~ 15 
- v 
[ 2 0] 
Then the limits of f 2 are -K < f 2 < 0 and K, the equal 
percentage rating, is typically less than 10 for most 
19 
val es. Returning to the process of approximating Equation 
20 by its tangent, the most recently computed value for f 2 is 
used to find the equation of the tangent line by the 
point-slope method. Therefore the coefficients A and B in 
Equation 16 are determined by evaluating: 
f 2 
c 
- f e L) 2 A = and [ 21] t. l 
d (e f 2) f 2 B = = e 
df 2 t. t. 
[22] 
l l 
The vertical line above the symbol t. represents the value 
l 
of f 2 at the beginning of the time step. Figure 3 shows 
the exponential function for a valve with an equal percentage 
rating of 5. When f 2 is -2 (corresponding to a Pv of 10.2 
psi) the straight line approximation is: 
f2 2 -2 
e ~ e - ( 1 - (-2) ) + e f 2 
~ .406 + .1353 f2 
Using the above example it is found that if Pv changes 
by .1 psi over the next time step, the straight line 
approximation and the value of the exponential differ by 
20 
1.0 
0.9 
0.8 
o.7 
0. 6 
A 0.5 v 
FRACTION 
0. 4 
OPENED 
0. 3 -
0. 2 • 406 + .1353f 2 
0. 1 
o.o 
-4.0 
K 
f2 = 12(Pv-15) 
-2.0 0. 0 
Figure 3. The Valve Opening Function and a Linear 
Approximation for the Case of f 2 Equal to 
-2 at the Beginning of a Time Step. 
21 
less than .1%. A change in P of 1 psi from the base value 
v 
would show a 5% difference between the approximation and the 
exponential function. Thus for small changes in P the 
v 
linear function is a good approximation of the exponential. 
Since a new linear function is found at each time st€p, a 
reduction in time step should provide a more accurate result 
if, in a particular simulation, large changes in P cause 
v 
significant errors due to the linear approximation. 
The system may now be solved with the Gill's algorithm, 
the result being the value of P at the next time step. The 
new value of P is used to compute f 2 . Then a new line is 
fit to the exponential function and the model proceeds in 
this loop until the end of the simulation time is reached. 
The model requires many inputs: 
1) Supply pressure in psi, 
2) Control valve flow coefficient in lbs/min, 
3) Control valve equal percentage rating, 
4) Steady state control pressure, in psi, just prior 
to regulator and/or servo action, 
5) Initial fluid level in inches, 
6) Initial outlet percent~ge opened, 
7) Controller proportional gain, reset rate and 
derivative time, 
8) Time step in seconds, the number of time steps to 
the end, and the number of time steps per printed 
result, 
22 
9) Time dependent functions describing the servo 
and/or regulator actions (setpoint, inlet pressure 
and outlet opening) and 
10) Tank height and radius. 
The model is based upon steady state initial conditions. The 
outlet valve flow coefficient is computed in the model using 
the given input. 
The input data listed in items 1 through 8 above may 
be entered interactively or in data statements. The servo 
and regulator functions in item 9 must be coded into the 
function subroutines: 
1) SET(t), setpoint pressure in psi, 
2) SETDER(t), the derivative of item 1 above, 
3) SETINT(t), the integral of .item 1 above, 
4) PSIN(t), the inlet pressure in psi and 
5) THETA(t), the outlet opening in percentage. 
The time units are in minutes for these functions. The 
function SET(t) is restricted to continuous functions when 
Td is not zero. This restricts the use of the model to 
proportional-integral (PI) control for servo simulations 
with step or pulse type changes in setpoint. This restric-
tion should not present any problem in practice, since it is 
widely accepted that derivative control works poorly for 
step changes in setpoint (Shinsk~y 1967). 
The output of the model is in tabular form showing 
the time since the start of the simulation, the fluid level, 
tank pressure, control valve pressure, the derivative of 
pressure, R times the integral of the error, the linear 
r 
fit parameters A and B, the inlet flow rate and outlet 
flow rate. These outputs are listed as ten columns across 
the page. Appendix I contains a sample listing of the 
model output. 
23 
CHAPTER 4 SIMULATION RESULTS 
Among the large variety of potential input functions 
which may be used to explore the model and its predictions 
of system behavior, a few were selected. Sine functions 
with various amplitudes and period are used in servo and 
regulator control cases, to explore the frequency response 
of the system model. Step functions, where appropriate, 
are also used in servo and regulator control to simulate 
sudden decisions to change the pressure or outlet flow, both 
of which are under manual control. Another function used 
is the classic test of system response to a pulse type 
disturbance, which is expected to cause a temporary distur-
ance in the controlled variable and eventual return to 
equilibrium. Ramp functions on the setpoint and outlet 
opening are also modeled. The ability of the system to 
follow the ramp and minimization of overshoot when under 
integral control (compared to a step change) is demonstrated. 
Considering the number of variables involved, a limit-
ed parametric study of the syste~ model was undertaken. A 
base case was formulated, as shown in Table 1, and the 
system model was tested for the functions described above, 
and for variations in proportional gain, reset rate, deriva-
tive time and initial fluid level. Table II shows the 
24 
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TABLE I 
BASE CASE SYSTEM PARAMETERS 
PARAMETER VALUE 
Tank Height 120 inches 
Tank Radius 18 inches 
Inlet Valve Flow Coefficient 50 lb/min 
Inlet Valve Equal Percent Rating 5% 
Fluid Density .03614 lb/in3 
P Initial Control Pressure 
v 
TABLE II 
BOUNDED PARAMETERS 
9 psi 
PARAMETER LOWER L.IMIT 
Inlet psi ( p. ) 75 i 
Initial Fluid Level in Inches 0.0 
Outlet Open 0.0 
Tank Pressure 0. 0 
Control Pressure 3. 0 
UPPER LIMIT 
125 psi 
120Pi 
(14.7+P.) i 
100% 
P. i 
15 psi 
limits placed on some of the parameters as a result of 
the base case assumptions and system design. 
Before presenting the specific simulation results, 
26 
some comments on the response of nonlinear systems in general 
and the expected response of this particular closed tank 
system are in order. When a linear system is forced with 
a sine wave the expected response (after transients have 
died down) is a sine wave of identical frequency but the 
amplitude and phase may be altered. A nonlinear system, 
however, may respond with new frequencies which are 
harmonics or subharmonics of the forcing function (Graham 
and McRuer 1971). In addition, a nonlinear system with 
such frequency response should approach the linear case as 
the amplitude of the forcing function approaches zero. 
This is owing to the fact that for sufficiently small 
disturbances a first order or linear approximation to a 
nonlinear system is quite accurate. 
Another system characteristic is offset, a steady 
state error that is approached following a step change 
input. In linear systems under proportional control and 
subjected to a step type forcing .function the magnitude 
of the offset is equivalent for positive or negative values 
of the same step increment, and the steady state is 
approached at the same rate whether the step is negative 
or positive. Nonlinear systems, on the other hand, may 
respond with unequal offsets and at different rates for 
27 
the case of a given step up versus the same step down. 
As in the preceding sine function discussion, for a 
sufficiently small step the nonlinear system approaches 
the linear. These general system response characteristics 
are explored in the model simulation. 
The nature of the tank system response in terms of 
the relative sensitivity to the three forcing functions 
(setpoint, outlet percentage opened and inlet feed pressure) 
may also be determined. Referring to Equation 11, 
yA dH dt = F. - F , l 0 [11] 
we may consider the potential impact of the three functions 
upon the terms F. and F in light of system limitations 
l 0 
and the base case parameters stated above. At initial 
steady state conditions the derivative in Equation 11 is 
zero, then the relative effect of a step change in each 
of the three forcing functions upon dH/dt is a measure 
of system sensitivity. Consider first an inlet feed 
pressure step change, since it is the simplest to analyze. 
Inlet feed in the base case is expected to be 100 psi. If 
it is assumed that the supply is regulated to within 25 
percent of this value and the tank is normally about half 
full then a step change of 25 psi would initially alter the 
term F. by roughly 20%, with no initial change in F . 
i 0 
Next consider a step change in outlet percentage 
opened. This parameter in its extreme of variation may 
initially be at a very low setting when a call for full 
production is issued. Thus, if 10% is chosen as a reason-
able low setting and the valve is opened fully then the 
term F would initially undergo a ten-fold increase. 
0 
The setpoint function appears in the exponential 
factor of F., and if we consider an initial state with a 
l 
near empty tank and steady state control pressure near 
3 psi, then an increase in setpoint could easily drive the 
valve to saturation increasing F. by roughly a factor of 
l 
100 (depending upon the proportional gain selected) . 
Using these rough estimates as a measure of expected 
sensitivity to a range of reasonable inputs, the order of 
28 
sensitivity of the controlled variable to the input functions 
is: setpoint (highest), outlet percentage and inlet feed 
pressure. 
The crude analyses above provide a framework in which 
to evaluate the system model. Being a nonlinear system, 
direct verification of model results is difficult. Chapter 
5 explores the verification of th~ model by comparison to 
a model developed using a software package designed 
specifically for continuous dynamic systems simulation. 
In addition to a framework for evaluation, the above 
analysis identify setpoint and outlet percentage opened as 
the functions having maJor impact on the system. There-
fore forcing functions of these two inputs comprise the 
majority of the simulations that follow. 
29 
The two curves on Figure 4 show the nonlinear system 
response for a servo, proportional-integral control simu-
lation. Sine functions with period 5 minutes and amplitudes 
of 1.153 psi and .220 psi {corresponding to level increases 
of 5 inches and 1 inch respectively above a base of 30 
inches) force the oscillations shown in the figure. The 
system response is clearly nonlinear for the higher amplitude 
sine funct.ion. The ·lower amplitude forcing function response 
resembles a sine wave, however, closer examination reveals 
that the half-period times are 2.3 and 2.7 minutes long, 
not 2.5 minutes as would be found for the steady state 
response of a linear system to this sine wave input. In 
Figure 5 the sine wave amplitude is reduced to .0456 psi and 
this discrepancy is eliminated. After the transients pass, 
the system settles down to an oscillating mode with a very 
symmetrical shape, much closer to a sine wave than the 
responses shown in Figure 4. In addition, Figure 5 includes 
a curve showing the model response when derivative control 
is added. As expected, the model predicts that derivative 
control decreases the phase shift, and in this case, with Td 
equal to one, the phase is decreased by approximately .8 
minutes or 60°. 
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In Figure 6, two curves show the system response to 
setpoint level changes of 40 inches above and 40 inches 
below a base of 60 inches. The system response, under 
proportional control, does not exhibit a linear type of 
offset. When the setpoint is raised to 100 inches, the 
system undershoots that requirement by only .25 inches, 
and achieves steady state in approximately 5 minutes. 
When the setpoint is dropped to 20 inches, the system 
reaches a steady state of 23.23 inches after about 100 
minutes. Thus for equal setpoint change the offset is 13 
times greater, and the time to equilibrium is 20 times 
longer for a decrease in setpoint as compared to an equiv-
alent increase. 
The response when integral control is added is shown 
in Figure 7. The long time to drain the tank, compared 
to filling, results in a large value for integral of the 
error, hence the system undershoots the 20 inch setpoint 
32 
by 19 inches, compared to an overshoot of only 4 inches when 
the setpoint is raised 40 inches to the 100 inch level. 
Steady state at 20 inches is reached after approximately 
260 minutes; steady state at 100 inches is reached after 
approximately 13 minutes. 
Figures 8 and 9 show the system response under regu-
lator control for outlet opening step changes from 50% to 
90% and 50% to 10% opened. Figure 8 shows the proportional-
integral control cases. Under proportional control 
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the step increase in outlet opening results in a drop in 
level of approximately 1 inch and steady state is reache d 
after about 3 minutes. The step decrease in outlet ope ning 
causes a steady state increase in level of approximately 
37 
2.5 inches after about 40 minutes. These results are in 
accord with the behavior seen in Figure 6. That is, the 
system can provide better control when the forcing function 
calls for an increase in tank feed rather than for a function 
which calls for a decrease in feed rate. 
The effect of adding integral control is shown in 
Figure 9. Again we see that an increase in outlet opening 
(calling for a feed flow increase) is responded to faster 
than a decrease in outlet opening. As expected for 
proportional-integral control the level returns to the 
setpoint of 60 inches. 
Figure 10 shows the system response to inlet feed step 
changes of plus and minus 25 psi. Proportional and 
proportional-integral control examples are shown. Under 
proportional control the offset is .2 inches for the step 
increase in feed pressure and -.28 inches for the step 
decrease. Under PI control the system is shown to return 
to equilibrium faster in response to the step increase. 
The simulations in figures 6 through 10 show that 
within the defined limits of operation, the system is very 
insensitive to changes in feed pressure relative to its 
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response to changes in setpoint and outlet opening. In 
addition, due to the nonlinearities in the system, its 
response is much better for disturbances which are 
compensated for by opening the control valve. 
In the next set of examples the behavior of the system 
for pulse inputs to the setpoint and outlet is simulated. 
Proportional and proportional-integral control only are 
modeled since derivative control works poorly when sudden 
changes are imposed on the system. In these examples the 
pulse begins 1 minute after the simulation starts, and ends 
4 minutes later. The first examples, figures 11, 12, and 
13 show the response to a 4-inch pulse on fluid level 
setpoint. Figures 14 and 15 show the response to plus and 
minus 40-inch pulses on level setpoint. In these examples 
the effect of the "limiting" nonlinearity (the control valve 
function) upon the system response is demonstrated and we 
also see the expected result that the system is temporarily 
disturbed, then returns to the initial equilibrium state. 
Referring to Figure 11, a 4-inch pulse on the setpoint 
initially causes the error to go to 2.1 psi. With a 
proportional gain of 3 this results in a call for a control 
pressure, p +6P = 9 + 3(2.1) = 15.3. Thus the inlet valve 
v v 
is driven to saturation, but this condition lasts for only 
two seconds since during that time the wide open valve 
raises the level to where the error drops below 2 psi. 
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In the case of proportional control the system fills 
up during the pulse and appears to be approaching an off set 
of about .15 inches when the pulse ends. At pulse end, 
when the setpoint drops back to 60 inches, the error is 
-2.006 psi and the valve is driven to saturation in the 
closed position. This condition lasts only momentarily, as 
the draining tank loses pressure with the inlet valve 
closed, and then within a second or two the magnitude of 
the error is less than 2 psi and the control pressure rises 
above 3 psi, opening the valve. The system then returns 
to the 60 inch setpoint with no offset, lagging the setpoint 
change by about 8 minutes. 
The response curve under proportional-integral control 
overshoots the setpoint by approximately .4 inches, then 
when the pulse ends, the error is larger than in the 
proportional case. The valve is then driven to the closed 
state, but since the system drains slowly the integral 
error term is negative and its magnitude grows. Thus the 
integral error term keeps the valve in a saturated (closed) 
position for 5 minutes and the system undershoots the 
setpoint by 2.3 inches. The proportional-integral response 
is oscillatory and it takes 9 minutes longer than the 
proportional control case to return to equilibrium. These 
results suggest that the system under servo control would 
perform best with high proportional gain and no integral 
control for short pulses. 
Figure 12 shows the effect of increasing the pro-
portional gain to 9. Also shown is the pressure to the 
control valve. The tank level rises much faster with 
high proportional gain and stays closer to the pulse than 
in the case where K = 3. However, at the end of the pulse 
c 
the system cannot return rapidly to the initial level. 
Analysis of the control pressure curve indicates that 
further increase in K would not change system response 
c 
during the first 15 seconds of the pulse since the inlet 
valve is fully open. Figure 13 shows the system response 
for K values of 3, 9, and 27 in greater detail for the 
c 
region near the beginning of the pulse. As expected an 
increase in K cannot affect the system performance when 
c 
the valve is saturated, hence the response curves for Kc 
= 9 and K = 27 are identical through 1 minute and 15 
c 
seconds, but for the highest gain the valve remains fully 
open for an additional 4 seconds. The increase in gain 
shows the greatest effect at 1 minute and 38 seconds when 
the levcl is .41. inches closer to the setpoint than in the 
42 
Kc = 9 case. The responses are nearly identical towards the 
end of the pulse with only .02 inches improvement for Kc = 27 
at 5 minutes. 
In sum it is found that for short pulses integral 
control does not appear to be useful. It is also demon-
strated that the system response to a step change cannot 
be arbitrarily improved by increasing the gain, due to the 
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45 
limiting type of nonlinearity on the inlet valve. Comparing 
the level responses in Figure 13, when the gain is 
increased from 3 to 9 and 9 to 27 the diminishing returns 
for increasing K are shown. The limits on the inlet valve 
c 
action define a forbidden region of response through 1 
minute and 19 seconds. That is, regardless of gain, the 
system response cannot improve. The forbidden region can 
be defined beyond 1 minute and 19 seconds using arbitrarily 
large values of K . 
c 
Figure 14 shows the response for pulses of plus and 
minus 40 in~hes and the corresponding forbidden regions. 
These large jumps in setpoint cause the inlet valve to 
remain fully on throughout the pulse for the positive 
pulse and fully closed for the negative pulse. Thus the 
valve is at its limits in each case and the forbidden region 
is completely determined from the results of the Kc = 3 
case. The forbidden region is larger for the negative 
pulse because the system cannot respond as quickly to calls 
for a drop in level. At the end of the positive pulse the 
valve shuts off and remains off for 25 minutes defining a 
large forbidden region. At the end of the negative pulse 
however, the system has not drained sufficiently to result 
in an error exceeding the limits, and no forbidden region 
can be defined from the K = 3 simulation results. 
c 
Figure 15 shows the effect of adding integral control. 
Compared to Figure 14, integral control shows no improvement 
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during the pulse and a decrease in performance following 
it. In effect, adding a factor for the accumulated error 
only decreases the performance when the system is already 
operating at its design limits. 
Whereas it was found under servo control that adding 
integral control to proportional appeared to be a poor 
choice for pulse input, it is shown in the next example 
48 
(Figure 16) that for the case of regulator control it can 
improve the performance. This is largely due to the fact 
that under proportional control the system, with the param-
eter limits specified, will rarely be driven to the control 
valve limits when subject to a regulator type disturbance. 
Figure 16 shows the response to a pulse change from e = 10% 
to 90% and then back to 10% over a 4-minute period starting 
at 1 minute after the beginning of the simulation. Adding 
integral control with a reset rate of .5 decreases the 
maximum setpoint deviation by about 3 inches near the end of 
the pulse, nearly eliminating the offset shown for pro-
portional control. After the pulse the two control modes 
show comparable setpoint deviations. Under proportional 
control the system slowly returns t~ the setpoint from below 
and under integral control the system overshoots the 
setpoint and remains above it as the integral error term 
slowly decreases allowing the system to return to the initial 
steady state in the expected oscillatory fashion. 
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The last type of input function to be considered is the 
ramp input. In the simulations that follow the effect of 
varying the amount of derivative control is demonstrated. 
The base case is a ramp increase in e from 10% to 90% in 
1 minute. The proportional gain is 3 and the reset rate is 
.5. The derivative time, Td' is varied and the level 
responses for cases where Td is zero, .5, 1.5 and 3 are 
shown in figures 17 and 18. As expected, an increase in Td 
causes the system to respond to the ramp faster as demon-
·stra ted by the response curves for the first minute of 
simulation. At one minute the Td = 3 case shows only .69 
inches deviation from the setpoint while the Td = 0 case is 
2.56 inches below it. During the ramp the increasing e 
causes the derivative of the ·error to increase, however 
after the plateau is reached e is held constant and the 
derivative of the error decreases. Then integral control 
becomes the dominant factor. When the system reaches the 
point where the inlet flow equals the outlet flow (the first 
minimum on each response curve in Figure 18) the system 
begins to climb back toward the setpoint. Here the draw-
back of derivative control is demon$trated, since it slows 
down the rate at which the system returns to the setpoint. 
Then the integral of the error accumulates over a longer 
period of time. There are two competing factors then: 
1. increasing the derivative time decreases the error 
at the end of the ramp and 
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2. increasing the derivative time prolongs the time 
it takes to return to the setpoint and consequent-
ly boosts the error integral and tends to increase 
the wavelength and amplitude in the transient that 
follows. 
CHAPTER 5 COMPARISON TO TUTSIM 
TUTSIM is a generalized modeling language designed for 
use in simulation of dynamic systems. A given differential 
equation is modeled by converting all functions, arithmetic 
operations, differentiations and integrations in the 
equation to an operator form using the notation of the 
modeling language (Applied i, 1984). The TUTSIM language 
allows for direct translation of the system Equation 14 
for solution. However, TUTSIM uses a first-order differ-
entiator which was found to be very unstable for the cases 
tested, thus limiting TUTSIM's use to proportional and 
proportional-integral control. The TUTSIM integrator is 
a fourth-order Adams-Bashforth type, but the starting method 
is not specified. A description of the TUTSIM model 
corresponding to Equation 14 is listed in Appendix II. It 
was found that for every proportional and proportional-
integral control case tested (15 cases in all) the TUTSIM 
model and the model developed herein showed excellent 
agreement. There was typically les~ than a .1% difference 
in fluid level, control valve pressure, inlet flow and 
outlet flow from the start of simulation to equilibrium. 
The comparisons included cases under servo and regulator 
control for step, ramp, sine and exponential inputs using 
various values of K and R . The time step was one second 
c r 
54 
for all 15 cases. In the sections that follow a detailed 
comparison of simulation results from the two models is 
presented, followed by a discussion of the unsuccessful 
ideal PID model and approximation to an ideal PID model 
using TUTSIM. 
55 
The scheme for comparing the two models is to choose 
a case where the system response is near the limits of 
design. Servo control for a step change in setpoint was 
chosen for this purpose since the system is most sensitive 
to this type of input. Two servo cases, step increases of 
3 inches and 10 inches above a base of 60 inches, were 
chosen since the 3 inch case does not drive the inlet valve 
to saturation while in the 10 inch case the valve is driven 
fully open and remains open for approximately 50 seconds. 
It is also desired to test the effect of using a 
simple trapezoidal rule in NONLINRK to model integral 
control, so the comparison case must include integral 
control. NONLINRK uses a fourth-order technique to solve 
Equation 14 as does TUTSIM, however the integral approx-
imation and the linear approximation to the exponential 
in NONLINRK contribute errors of unknown order on the 
controlled variable, pressure in the tank. The results 
of several simulation trials indicate that these approx-
imations in NONLINRK have no significant affect, however 
the cases mentioned above used a 1-second time step, and 
the influence of time step upon convergence must be 
examined to compare the models. 
56 
Tables III and IV show how TUTSIM and NONLINRK simula-
tions diverge as the time step is increased. In Table III 
the system is responding under servo control to a setpoint 
increase of 3 inches and in Table IV the increase is 10 
inches. The Table III results show that the models agree 
in predictions of _fluid level to 5 ·significant figures for 
a 1-second time step. When the time step is increased to 
·30 seconds TUTSIM deviates l ·. l inches and NONLINRK . 7 inches 
from the result shown for the I-second time step. The 
results for the later times show slightly better convergence 
for NONLINRK, however the differences are insignificant 
considering that the time step was raised by a factor of 30. 
In Table IV the model results are compared for time 
steps of .1 second, 1 second, 6 seconds, 12 seconds and 
30 seconds. In this table the models converge to 5 
significant figures for time steps of .1 second and 1 
second. With an increase to a 6-second step NONLINRK 
shows no significant deviation through 48 seconds, and 
TUTSIM shows a deviation of .02 inches. At one minute, 
however, the TUTSIM deviation is .052 inches too low and 
the NONLINRK result is .187 inches too high. After one 
minute the deviation decreases rapidly for NONLINRK and 
there is no significant difference between the models. 
As the time step is increased to 12 and then 30 seconds 
TABLE III 
TUTSIM vs. NONLINRK MODEL RESPONSES UNDER PROPORTIONAL-
INTEGRAL CONTROL FOR A STEP CHANGE IN SETPOINT FROM 60 
INCHES TO 63 INCHES 
FLUID LEVEL IN INCHES 
TIME 1 SECOND TIME STEP 30 SECOND TIME STEP 
{MINUTES) BOTH MODELS* TUTS IM NONLINRK 
0.0 60.000 60.000 60.000 
• 5 61.768 62.900 61.064 
1.0 62.546 62.027 62.133 
1.5 62.970 62.955 62.877 
3.0 63.381 63.297 63.578 
5.0 63.261 63.239 63.410 
*TUTSIM and NONLINRK agree to 5 significant figures 
for a 1-second time step. 
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the deviations grow but not in any particular pattern, 
and no significant advantage is shown for either model. 
A study of Table IV shows one interesting effect of 
the NONLINRK linearization of the exponential function. 
Note that for times less than .8 minutes, NONLINRK results 
are in perfect accord for all time steps. This is because 
in the most exact case there is no inlet valve action 
through .8 minutes, but between .8 minutes and .9 minutes 
the inlet valve begins to close. Now in NONLINRK if the 
·inlet valve is fully open at the beginning of the time 
59 
step then the system equation is of the form for a fully 
open valve throughout the following interval. This is just 
fine if the system should be open, however if a simulation 
using a smaller time step indicates that the valve should 
close during the interval then NONLINRK computes an 
artificially high level. This artificially high level is 
shown in the results at one minute. Also note that the 
deviation is .965 inches for a 12 second and a 30 second 
time step. This is because in both cases the valve is 
saturated until one minute, and the valve error is maintain-
ed at the same rate for the same length of time. 
In sum, the test cases above show that for the given 
system the NONLINRK model with its approximations, is as 
accurate as a fourth-order model with no approximations. 
The results indicate that for convergence to within .01 
60 
inch a step size of about one second should be used, 
however, this is for the base case presented in this work. 
For example, using a tall thin tank and larger inlet 
valve, the system could fill and empty much more rapidly. 
Consequently smaller step sizes would be expected to show 
better convergence for a system which is configured with 
less stability than the base case used in the simulations 
presented herein. 
The comparison studies above show excellent agreement 
between TUTSIM and NONLINRK, for all cases excluding 
derivative control. To investigate this type of control, 
two options for modeling the system using TUTSIM were 
explored. TUTSIM offers an operator, labelled a PID 
controller block, which simulates a non-ideal PID controll-
er. According to the transfer function of this block a 
parameter a, is input as a measure of the deviation from 
an ideal PID controller. The transfer function (Applied 
i 1984) is given by: 
U(s) 
I(s) = K 
c 
where u and I are the controller output and input 
[23] 
respectively. Referring to Equation lOa we find that the 
transfer function representation of the ideal controller 
in NONLINRK is given by: 
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[24] 
A comparison of these transfer functions shows that for 
a=O they are identical. TUTSIM simulations with small 
values of a were performed for comparison with NONLINRK 
PID simulations. TUTSIM results showed severe instability, 
with the inlet valve jumping open then closed on alternate 
time steps. As a was increased this behavior stopped for 
the cases tested. No such instability was evident in the 
corresponding NONLINRK cases and although NONLINRK results 
under PID control are not confirmed, the phase shift and 
response to ramp input demonstrated in Chapter 4 indicate 
the proper trends for the addition of derivative control 
to proportional-integral control test cases. 
The second option for constructing a TUTSIM ideal PID 
controller model was to model Equation 14 using integrator 
and differentiator blocks in place of the non-ideal PID 
block. Again the simulation was highly unstable. The 
TUTSIM test case parameters were identical to those used 
in the NONLINRK simulations shown in figures 17 and 18. As 
Td was increased from .25 to .5 to 1 .. 5 the onset of the 
TUTSIM simulation instability was sooner and the shifts in 
amplitude were greater. Figure 19 shows the three curves 
for the control pressure corresponding to the Td cases 
above. When Td = .25 the instability starts at 67 seconds 


CHAPTER 6 CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK 
Simulations of the nonlinear tank system using the model 
NONLINRK have predicted that frequency response, offset and 
saturation effects are nonlinear in nature. In addition the 
model response has been shown to approach that of the linear 
case for sufficiently small inputs. NONLINRK PI control sim-
ulations have been verified using the modeling language 
TUTSIM. The TUTSIM model uses a fourth-order Adams-Bashforth 
method. The NONLINRK model, which is based on Gill's fourth-
order Runge-Kutta algorithm but includes two first-order 
approximations, did not suffer any significant loss of accu-
racy. Further verification of NONLINRK is needed and 
laboratory tests using the Technovate system (Figure 2) are 
recommended for future work. 
To develop the model NONLINRK, a linearization of an 
exponential function of the dependent variable, its deriva-
tive and integral was necessary to cast the system equation 
in a form amenable to a numerical solution technique. (The 
remaining nonlinearities in the system equation were not 
altered.) The success of this solution suggests that in 
place of the usual linearization of all system equations, 
as is proposed in most texts on process control systems, 
linearize only the functions necessary to separate the 
64 
highest-order derivative, and then relinearize at the 
beginning of each time step in a numerical solution 
technique. 
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The model worked quite well under every simulation 
attempted by this author. However, given a less stable 
system configuration to model {in terms of the base case 
parameters), the technique could be improved. For example 
in Chapter 4, ·after the linearization of the exponential 
function, the option of differentiating the system equation 
could be selected. Then the numerical method could proceed 
in two stages, using the Runge-Kutta algorithm to solve the 
second order nonlinear system, finding the derivative of 
P and P respectively. This eliminates the use of the less 
accurate trapezoidal rule to find the integral of P in the 
NONLINRK solution presented herein. 
The solution technique could be made more efficient by 
switching from the Runge-Kutta to an Adams-Bashforth 
explicit fourth-order method after the first four time steps. 
This may decrease the amount of computation time by as much 
as one-half. 
Another modification to the te~hnique that may be 
worthwhile is to use a slightly different strategy to 
linearize the exponential function when its. argument under-
goes a significant change within a time step. Figure 20 
shows a hypothetical starting point on the exponential 
function, corresponding to a control pressure of 8 psi. 
Suppose that during the next time step the system is 
responding to a call to increase the fluid level resulting 
in an increase of P to 14 psi as computed using NONLINRK. 
v 
In this case the linearization leads to a solution that has 
proceeded using the tangent to the exponential even though 
the tangent deviates significantly when P changes this 
v 
much. The tangent approximation to the exponential is 80% 
too low at the end of the time s~ep. Now if a chord were 
carefully selected to approximate the exponential over this 
interval, then the approximation is improved. The chord 
shown in Figure 20 was chosen to pass through the expon-
ential at the midpoint, when P = 11 psi, of the interval 
v 
found in the approximation using the tangent. Then the 
strategy for using the chord approximation is to choose 
a maximum allowable deviation in P between time steps. 
v 
If this deviation is exceeded then recompute the solution 
for this time step using the first result as a guide for 
fitting the chord. 
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The example in Figure 20 shows a chord that passes 
through the initial point and a point in the middle of the 
interval found in the first approximation using the tangent. 
This placement of the chord is arbitrary but further analysis 
could pursue the development of a technique that is based 
upon minimizing the integral of the deviation of the linear 
1.0 
. 9 
. 8 
(P =14) 
v 
A • 5 
v 
• 4 
. 3 
. 2 
. 1 
-4 -2 0 
Figure 20. The Exponential Function Describing Av, a 
Chord Approximation and a Tangent Approxima-
tion for the Case When Pv is 8 psi at the 
Beginning of a Time Step (K=S). 
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approximation from the exponential function. As with the 
arbitrary placement of the chord, the two parameters 
defining the chord line are determined and the solution in 
NONLINRK would proceed as usual. 
Another problem in NONLINRK shown in Chapter 5 is the 
error that occurs when the control pressure drops below 
15 (or rises above 3) in the middle of a large time step. 
The linear fit routine fixes the inlet valve at full on 
(or closed when P = 3) for the entire interval if the 
v 
system conditions require this at the beginning of the 
interval. To correct this deficiency it may be worthwhile 
to recompute the system response breaking this timestep 
into many small segments to better define the point where 
the valve transition occurs. Then NONLINRK may be able to 
resume computation with the original time step and thereby 
avoid consuming large amounts of computer time. 
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The final issue deserving more attention is verification 
of NONLINRK simulations when derivative control is added. 
A partial verification could be had if the NONLINRK 
simulations were compared to analytical solutions of the 
fully linearized system equations for sufficiently small 
input functions. The case of the sinusoidal variation of 
setpoint developed in Chapter 4 (see Figure 5) would be an 
excellent candidate for this analysis. Response amplitude 
and phase shift predictions would provide a quantitative 
check of the results. 
APPENDIX I LISTING OF NONLINRK AND SAMPLE OUTPUT 
The program NONLINRK is shown on the following pages. 
This version was formulated for continuous function inputs 
which are encoded by the user in the subroutines SET(t), 
SETINT(t), SETDER(t), THETA(t) and PSIN(t). Another 
version used in this work merely incorporated user prompts 
for specifications on pulse inputs in place of the encoding 
. process required for continuous function inputs. NONLINRK 
was run on a Prime 400 minicomputer using single precision 
variables throughout. The arithmetic operations are 
accurate to 8 significant figures. 
As shown in the program listing, NONLINRK is config-
ured to simulate a sine wave on setpoint pressure. The 
amplitude is .0546 psi and the period is 5 minutes. 
Following the model listing is a record of the user prompts 
and data entry along with model results for the first 2.5 
minutes of the simulation. The heading "VAL PSI" refers 
to the derivative of P, the heading "INTEGRAL" refers to 
t d "A9 II the integral of the error times the reset ra e an 
and "B9" are the intercept and slope of the linear 
approximation to the exponential function. 
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CH\, ED NONL I NRK 
CH'., ED NONLI NHK 
EI>lT 
MODE NUMBER 
p 400 
. NULL. 
00001: 
00002: 
00003:C 
0000,l: c 
OOOOS:C 
00006:C 
00007: 
00008: 
00009: 
00010: 
00011: 
00012: 
00013: 
00014: 
00015: 
00016: 
00017: 
00018: 
00019: 
00020: 
00021: 
00022: 
00023: 
00024: 
00025: 
00026: 
00027: 
00028: 
00029: 
00030: 150 
00031: 101 
00032: 
' 00033: 
00034: 
00035: 
00036: 
00037: 
00038: 
00039: 
00040: 
00041: 
00042: 
00043: 200 
00044: 201 
00045: 
00046: 202 
00047: 203 
00048: 204 
00049: 205 
00050: 206 
00051: 207 
00052: 208 
OOO:SJ: 301 
102 
103 
104 
105 
106 
107 
108 
130 
PROGRAM NONLINRK 
REAL K1C,K2D,K4,K5 
COMPUTE THE RESPONSE OF A FEEDBACK CONTROL APPLIED TO A TANK 
FOR TIME DEPENDENT INPUT FUNCTIONS DESCRIBING 
SET POINT PRESSURE, OUTLET Z OPENED AND FEED PRESSURE 
COMMON A9,B9,P1VBAR,K1C,P2SDAR,T40LD,T1RIN,C6VHAT,P3ZDAR, 
+ K5,C5HAT,T2HEBAR.P9TEST,H2TANK,K4,T7,P7,R1K,K20,ElRINT,D5ERIV, 
+ P40LD 
CHARACTER YESNO*l 
WR I TE ( L 1 50 > 
WR IT E < 1 , 1 50 > 
WRITE < 1, 101 > 
WR I TE ( L 102 > 
WR I TE ( L 1 50 > 
WR 1 TE ( L 103 > 
WR I TE < L 1 50 > 
WRITE< L 1.15> 
WR I TE ( 1. 11 6 ) 
WR I TE< L 1 50 > 
DATA K1C,K2D,TlRIN/3. ,O. ,1. I 
DATA H1BAR,P1VBAR,P3ZBAR,T2HEBAR/30. 19. ,100. ,50. I 
DATA K5,C6VHAT/5. ,50. I 
DATA H2TANK,RADI/120. ,18. I 
WRITE (1, 104) 
READ *•YESNO 
IF ( YESNO . EQ. "N"') GOTO 5 
FORMAT C' 1 ) 
FORMAT <' PROGRAM TO COMPUTE RES?ONSE OF A PIO CONTROLLED TANK', 
+ ' SYSTEM'> 
( 20X, 'CONTINUOUS FUNCTION INPUTS I) FORMAT 
FORMAT 
FORMAT 
FORMAT 
(' OUTLET VALVE IS SIZED TO YIELD STEADY STATE AT T = 0') 
(' CHANGE DATA BASE? (Y/N) ') 
(' INITIAL VALUES OF WATER LEVEL, CONTROL PSI, FEED PSI, 
+ OUTLET 7. OPENED '} 
FORMAT<' ENTER STEPCHANGES TO: TANK SETPOINT,FEED PSI.OUTLET%') 
FORMAT< / ENTER GAIN FACTORS: PROPORTIONAL, 1/INTEGRAL,DERIVATIVE'J 
FORMAT<' ENTER INLET EGUAL % CONSTANT, VALVE SIZE'> 
FORMAT<' ENTER TIMESTE? <SEC>, NUMBER OF TINESTEPS TO STOP,', 
+' NUMBER OF TIMESTEPS PER PRINTED RESULT'> 
FORMAT ( 25X, 'MODEL PARAMETERS AND INITIAL CONDITIONS') 
FORMAT <7X. 'WATER LEVEL',4:X.' ',4X, 'INLET PSI ',4:X, 
+ I , , 4 x J , OUT. % OP EN , > 4 x ) 
FORMAT<7X, F7. 3, ax, 6X, e:x, F7. 2, 7X. 6X, ex. FS. 1) 
FORMAT ( 30X > , INLET I. I EGUAL % I, I CONTROL , ' , OUTLET I) 
FORMAT ( 30X > I SIZE I, I CONSTANT , , , PSI 
FORMATC30X,F6. 3,4X,F7. 3,3X,F6. 3.4X.F8. 3> 
FORMATC30X. 'PROPORTIONAL ',' DERIVATIVE ',' 
FORMATC3QX,' GAIN ',' TIME 
FORMATC32:X,E10. 3,3X,E10. 3, ~X.E10. 3> 
I I , 
SIZE'> 
RESET'> 
RATE'> 
FORMAT ( 4X, 'TIME,, I WATER LEVEL , • 'TANK PSI I> 2.x, 'VAL PSI,> 7X. 
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00054: 
00055 : 302 
+'DERIV', '.5X, 'INTEGRAL'. 6X, 'A9', lOX, 'B9', 9X, 'FLOW IN', ~:X, 'FLOW OUT'> 
FORMAT C 2 X , F 6. 2, 3 < 2 X , F 1 0 . 5 ) , 6 \ 1 X , E 1 l. 4 ) > 
[JK, EV NONLINRK 
00036 : 303 FORMAT < 10<E11. 4, lX>) 
00057:C 
00038:C ENTER NEW DATA DASE 
00059:C 
00060: 
00061: 
00062: 
00063: 
00061\: 
00065: 
00066: 
00067:C 
00068: 
00069: 5 
00070: 
00071: c 
00072:C 
00073:C 
00074: 
00075: 
00076: 
00077: 
00078: 
00079:C 
OOOSO:C 
00081:C 
00082:C 
00083:C 
WRITE < 1. 105 > 
READ •,H1BAR,P1VDAR,P3ZDAR,T2HEDAR 
WRITE < 1, 107> 
READ •,K1C,T1RIN,K2D 
WRITE ( L 108) 
READ •,K5,C6VHAT 
GO TO 5 
END OF NEW DATA ENTRY 
WR IT E ( 1 , 1 30 ) 
READ •,04ELT, 13, 14PRNT 
COMPUTE INITIAL PARAMETERS 
T7 = 0 
T40LD = 0 
ElRINT = 0 
K4 = H2TANK * .03614*3.14159 * RADI *RADII 14.7 
DSERIV = 0 
ASSUME STEADY STATE AT T = 0 TO SIZE OUTLET VALVE 
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00084: 
00085: 
P2SBAR = HlBAR * 14.7 I CH2TANK - HlBAR> 
CSHAT = C6VHAT * EXPCKS I 12. * CPlVBAR-15. >>*SGRT<P3ZBAR-P2SBAR) 
00086: 
00087: 
00088: 
00089: 
00090: 
00091: 
00092: 
00093: 
00094: 
00095:C 
00096 : C 
00097:C 
00098: 
00099: 
00100: 
00101:C 
00102:C 
0010::3: c 
0010 .. l : 
00105: 
00106: 
00107 : 
00108: 
00109: 
OOllO : C 
00111 : c 
00112: c 
0011 J : 
001 l ~l : 
00115 : 90 
1 /CT2HEBAR/100. *SGRT<H1BAR/27.673+P2SBAR>> 
WRITE (1,203> 
WRITE < L 204> 
WRITE (1,205> C6VHAT,KS,P1VBAR,CSHAT 
WR ITE C L 1 SO > 
WRITE < L 206) 
WRITE < 1, 207 > 
WRITE Cl,208> K1C,K2D,T1RIN 
WR ITE < 1 , 1 50 > 
PRINT OUTPUT HEADINGS 
WRITE < L 1 50 > 
WR ITE C L 301 ) 
IFCA9. GT. 1.E-lO>GO TO 90 
FIND A9 & B9 AT T = 0 
P40LD = 14. 7*HlBAR/CH2TANK-HlBAR> 
P7 = P40LD 
F2LOWOUT = C5HAT*T2HEBAR/100. •SORT<. 03614•H1BAR+P40LD> 
FlLOWIN = F2LOWOUT 
CALL UNFIT 
WR ITE C L 1 50 > 
- RESULTS AT T=O 
WRITE<l,302>T40LD,HlBAR,P40LD:P9TEST.05ERIV,ElRINT,A9 ,B9, 
@FlLOWIN.F2LOWOUT 
CONTINUE 
DI<., ED NONLINRK 
00116: 95 
00117: c 
0011B:C 
00119:C 
00120: 
00121:C 
00122:C 
00123: 
00124: 
00125: 
00126: 
00127: 
00128: 
00129: 
00130: 
00131: 
00132: 
00133: 
00134: 
00135: 
00136: 
00137: 
00138: 
00139: 
00140: 
00141:C 
00142:C 
00143:C 
00144: 
00145: 
00146: 
00147: 
00148: 
00149: 
00150: 
00151: 
00152: 
00153: 
00154: 
00155: 
00156:C 
00157:C 
00158:C 
00159: 
00160: 
00161:C 
00162:C 
0016J:C 
00164: 850 
00165:C 
00166:C 
00167:C 
00168:C 
00169:C 
00170:C 
00171: 
00172: 
00173: 
00174: 
00175 : c 
CONTINUE 
BEGIN SOLUTION LOOP 
K6PRN = 0 
INITIALIZE PRINT INDEX 
DO 1 000 I = L I 3 
K6PRN = K6PRN + 1 
R2 = DSERIV 
P7 = P40LD + D4EL T I < 60. * 2. > * R2 
T7 = T40LD + D4ELT I <60. * 2. > 
CALL SYSEO 
R3 = RlK 
P7 = P40LD+( 1. /SQRT<2. >-. 5)*D4ELT*R2/60. +C 1. -1. /SQRTC2. > >* 
1 D4EL T*R3/60. 
CALL SYSEO 
R4 = R!K 
P7 = P40LD-D4EL T /SORT C 2. > *R3/ 60. + ( 1. +1. /SORT ( 2. )) * 
1 D4EL T*R4/60. 
T7 = T40LD + D4ELT/60. 
CALL SYSEQ 
RS = RIK 
P7 = P40LD+D4ELT/6. *CR2+C2. -SGRTC2. »*R3+C2. +SGRTC2. ll 
1 *R4+R5)/60. 
R-K GILL ALGORITHIM COMPLETED FOR THIS TIMESTEP 
IF< I. EQ. I3> THEN 
WR I TE ( L 1 50 > 
X=FN1CP7> 
Y=FN3CP7> 
WRITEC1,303)P40LD,R2,R3,R4,R5,A9,B9,K4,X,Y 
WR I TE C L 1 50 > 
END IF 
T40LD = T40LD+D4ELT/60. 
ElRINT = E1RINT+CP7+P40LD)/2. *T1RIN*D4ELT/60. 
EPRNT = T1RIN*SETINTCT40LD>-E1RINT 
P40LD = P7 
COMPUTE OUTPUT PARAMETERS, A9 & B9 FOR NEXT STEP 
CALL SYSEG 
DSERIV = RlK 
USE D5ERIV TO RECOMPUTE A9 & 89 
CALL LINFIT 
START OF ITERATIVE PROCESS 
TO IMPROVE A9 & 89 ESTIMATES 
WHEN DERIVATIVE CONTROL IS EMPLOYED 
A9 & B9 COMPUTATION COMPLETE IF K2D = 0 
IF CK2D . LT. 1. E-10> GOTO 900 
DBTEMP = DSERIV 
CALL SYSEG 
D5ERIV = RIK 
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OK I E [l NONL I NR r\ 
00176:C 
00177:C 
00178:C 
001 ·19: 
00180: 
00181: 
END ITERATION FOR A9, B9 IF CHANGE IN PV IS LESS THAN . 2 PSI 
AS THE DERIVATIVE ESTIMATE IS REFINED ON SUCCESIVE ITERATIONS 
IF <ADS<K1C*K2D*CD8TEMP-D5ERIV> >.GT .. 2) GOTO 850 
CALL UNFIT 
900 CONTINUE 
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00182: 
00183: 
0018'l: 
00185: 
00186: 
00187: 
00188: 
0018?: 
00190: 
00191: 
00192: 
00193: 
00194: 
00195:C 
00196: 1000 
00197: 
00198: 
00199: 
00200: 
00201: 
00202: 
F1LOWIN=SORT<PSIN<T40LD>-P40LD>*C6VHAT*<A9+D9*KS/12. *CP9TEST-15. 
00203: 
00204: 
00205:C 
00206:C 
00207:C 
00208:C 
00209: 
00210: 
00211: 
00212: 
00213: 
00214: 
00215: 
00216: 
00217:C 
00218:C 
00219:C 
00220: 
00221: 
00222: 
00223: 
00224: 
00225 : 
00226 : 
00227: 
00228:C 
00229:C 
002:JO:C 
00231: 
00232 : 
002J:J : 
00234 : 
00235 : 
@ ) ) 
F2LDWDUT = SGRTCP40LD+P40LD*H2TANK*. 03614/(14. 7+P40LD>>* 
1 C5HAT*THETACT40LD)/100. 
DSERIV = <F1LOWIN-F2LOWOUT>ICK4*FN1(P40LD>> 
CALL LINFIT 
IF CK6PRN .LT. I4PRNT> GOTO 1000 
H9=P40LD*H2TANK/C14.7+P40LD) 
WRITE <1,302> T40LD,H9,P40LD,P9TEST,D5ERIV,EPRNT,A9,B9,F1LOWIN, 
1 F2LOWOUT 
K6PRN = 0 
END OF TIMESTEP 
CONTINUE 
END 
FUNCTION SETCT> 
REAL K1C,K2D,K4,K5 
COMMON A9,B9,P1VBAR,K1C,P2SBAR,T40LD,TlRIN,C6VHAT,P3ZBAR,K5, 
@C5HAT,T2HEBAR,P9TEST,H2TANK,K4,T7,P7,RlK,K2D,E1RINT,D5ERIV, 
@P40LD 
USER ENCODED TIME DEPENDENT SET POINT PRESSURE 
FUNCTION- PRESSURE IN PSI, TIME IN MINUTES 
SET= 4. 9 + .0546*SINC3. 14159/2. S*T> 
RETURN 
END 
FUNCTION SETDERCT> 
REAL K1C,K2D.K4.K5 
COMMON A9,B9.P1VBAR.KlC,P2SBAR.T40LD,TlRIN,C6VHAT,P3ZBAR,K5, 
@C5HAT,T2HEBAR,P9TEST,H2TANK,K4>T7,P7,RlK~K2D.ElRINT,D5ERIV, 
@P40LD 
USER ENCODED DERIVATIVE OF SET<T> 
SETDER = . 0546~3. 14159/2. 5+COS < 3. 14159/2. 5*T) 
RETURN 
END 
FUNCTION SETINTCT> 
REAL K1C.K2D,K4,K5 
COMMON A9,B9,P1VBAR.KlC.P2SBAR.T40LD.TiRIN.C6VHAT.P3ZBAR.K~, 
~C~HAT.T2HEBAR.P9TEST.H2TANK,K4.T7,P7,RlK~K2D>ElR1NT,05ERIV, 
@P40LD 
USER ENCODED INTEGRAL OF SET<T> 
SETINT = 4 . 9*T+. 0546*2. '/3. 14159*( l. -COS<3. 14159/2. 5*T> > 
RETURN 
END 
FUNCTION THETACT) 
REAL KlC,K2D.~4.K5 
CW., ED NONL I NR K 
00236: 
00237 : 
00238 : 
00239:C 
00240:C 
0024l:C 
00242:C 
00243: 
00244: 
0024~1: 
002'l6: 
00247: 
00248: 
00249: 
00250: 
00251:C 
00252:C 
00253:C 
00254:C 
00255: 
00256: 
00257: 
00258: 
00259: 
00260: 
00261: 
00262: 
00263: 
00264: 
00265: 
00266: 
00267: 
00268: 
00269: 
00270: 
00271: 
00272: 
00273: 
00274: 
00275: 
00276: 
00277: 
00278: 
00279: 
00280: 
00281: 
00282: 
0028:::3: 
00284: 
00285: 
00286: 
00287: 
00298: 
00289: 
00290: 
00291:C 
00292:C 
00293:C 
00294 : C 
002<"/S:C 
COMMON A9,D9,PlVDAR,K1C,P2SBAR,T40LD,T1RIN,C6VHAT,P3ZDAR,K5, 
~C5HAT,T2HEBAR,P9TEST,H2TANK,K4,T7,P7,R1K,K2D,E1RINT,D5ERIV, 
(?P40LD 
USER ENCODED OUTLET I. OPENED FUNCTION OF TIME IN 
MINUTES 
THETA = T2HEDAR 
RETURN 
END 
FUNCTION PSIN<T> 
REAL K1C,K2D,K4,K5 
COMMON A9,B9,PlVBAR,K1C,P2SBAR,T40LD,TlRIN,C6VHAT,P3ZBAR,K5, 
~CSHAT,T2HEBAR,P9TEST,H2TANK,K4,T7,P7,RlK,K2D,ElRINT,D5ERIV, 
ctP40LD 
USER ENCODED FEED PRESSURE <PSI> FUNCTION OF TIME 
IN MINUTES 
PSIN = P3ZBAR 
RETURN 
END 
FUNCTION FNl<P> 
FNl = Cl-P/(14. 7+P>>**2 
RETURN 
END 
FUNCTION FN2<P> 
REAL KlC,K2D,K4,K5 
COMMON A9,B9,PlVBAR,K1C,P2SBAR,T40LD,TlRIN,C6VHAT,P3ZBAR,K5, 
@ C5HAT,T2HEBAR,P9TEST,H2TANK,K4,T7,P7,RlK,K2D,ElRINT,D5ERIV, 
@ P40LD 
FN2 = SGRT<P*H2TANK*. 03614/(14. 7+P>+Pl 
RETURN 
END 
FUNCTION FN3<P> 
REAL K1C,K2D.K4.K5 
COMMON A9.B9.P1VBAR,K1C,P2SBAR,T40LD,T1RIN,C6VHAT,P3ZBAR,K5, 
@ C5HAT,T2HEBAR,P9TEST,H2TANK,K4,T7,P7.R1K,K2D,ElRINT,D5ERIV, 
@ P40LD 
FN3 = SGRTCPSINCT7>-P>*C6VHAT*B9*K5*K1C~K2D 
FN3 = 1 + FN3/(12. *K4*FN1<P>> 
RETURN 
END 
SUBROUTINE SYSEG 
REAL KlC,K2D,K4,K5 
COMMON A9,B9,PlVBAR,K1C,P2SBAR,T40LD,TlR'IN.C6VHAT,P:JZBAR , K5. 
@ C3HAT.T2HEBAR,P9TEST,H2TANK,K4,T7.P7.RlK,K2D.ElRINT,D~ERIV, 
@ P40LD 
SYSTEM EQUATION AS SEPARATED FOR dP/dt USING THE 
LINEAR APPROXIMATION TO THE EXPONENTIAL CONTROL 
VAL 'JE FlJNCT l ON 
74 
OK, ED NONLJNRK 
00296: 5000 RlK = SET<T7>-P7+T1RlN*SETINTCT7)-E1RINT-T1RIN*<P7+P40LD> 
00297: l /2. *(T7-T40LD)+K2D~SETDERCT7> 
00298: R l K=C6VHAT*SGRT (PSI N < T7 > -P7> * ( A9+B9*KS* <R 1K*K1C+P1 VDAR-15. >I 12. 
00299: RlK = R1K-C5HAT*THETACT7>*FN2CP7)/100. 
00300: RlK = RlK/CFN3(P7>*K4*FNl<P7)) 
00301: 4000 RETURN 
00302: 
00303: 
00304: 
00305: 
00306: 
00307: 
00308: 
00309:C 
00310:C 
00311:C 
00312:C 
00313:C 
00314: 
00315: 
00316: 
00317: 
003.18: 
00319: 
00320: 
00321: 
00322: 
00323: 
00324: 
00325: 
00326: 
00327: 
00328:C 
00329:C 
00330:C 
00331: 
00332: 
·00333: 
00334: 
00335: 
END 
SUBROUTINE LINFJT 
REAL KlC,K2D,K4,K5 
COMMON A9,D9,PlVDAR,KlC,P2SBAR,T40LD,TlRIN,C6VHAT,P3ZBAR,K5, 
@ C5HAT,T2HEDAR,P9TEST,H2TANK,K4,T7,P7,R1K,K2D,E1RINT,D5ERIV, 
@ P40LD 
SUBROUTINE LINFIT COMPUTES THE INTERCEPT (A9) AND 
SLOPE (B9> OF THE TANGENT TO THE EXPONENTIAL VALVE 
FUNCTION 
A9 = 0 
B9 = 0 
P9TEST = SET<T7>-P7+SETINTCT7>*TlRIN-ElRINT-CP40LD+P7>12. * 
l (T7-T40LD>*TlRIN+K2D*CSETDERCT7>-D5ERIV> 
P9TEST = P1VBAR+K1C*P9TEST 
IF <P9TEST . GT. 15. > THEN 
P9TEST = . 1 5. 
A9 = 1. 0 
END IF 
IFCP9TEST .LT. 3. >THEN 
P9TEST = 3. 
A9 = EXPC-K5) 
END IF 
RETURN IF VALVE FULL ON/OFF 
IF CA9 .GT. 1. E-35> GOTO 100 
B9 = 12. /CK5*. 002)*CEXPCK5/12. *CP9TEST-14. 999))-EXPCKS/12. * 
1 CP9TEST-15. 001))) 
A9 = EXPCKS/12. *CP9TEST-14. 999>>-B9*K5/12. *CP9TEST-14. 999) 
00336: 100 RETURN 
00337: END 
BOTTOM 
G 
OK, COMO -END 
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APPENDIX II TUTSIM MODEL LISTING AND SAMPLE OUTPUT 
The model file labelled RAMINOUT.TES and sample 
output are shown on the following pages. The model includes 
features to allow the user to input ramp functions in 
setpoint and/or outlet percentage opening. This version of 
RAMINOUT.TES is configured for the case of Td = .5 shown 
in Figure 19. The output columns show from lef~ to right 
-the time, fluid level in inche?, control valve pressure in 
psi and inlet flow and outlet flow in lbs/minute. The 
sample output shows the results through 1 minute of simula-
tion for a 1-second time step. 
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MODEL-FILE: RAMJNOUT.TES 
DA TE: 1 1 1 fl8(> 
TUT!3 IM U .t.l f3M - f ·[! 1 t 
MOf>EL L JS l I l~ C:i 
TIMING: 0.0166670 
F'LOTBLOCf::· s llND f~ {\ t ·JGES 
60 . 000(1 
Hor·::. : 0 o. (l(l(l(J 
c:'...,. 
..J-' o. (>(10(> 
27 <). (l(l(H) 
34 0.0000 
45 0. (l(l(l<) 
MODEL: 
14.7000 
0.0000 
14.7000 
0.0166670 
0.0000 
0.0000 
0.0000 
14.7000 
0.0000 
0.5000000 
0.0000 
0.0000 
0.0000 
0.5000000 
3.0000 
9.0000 
3.0000 
15.0000 
15.0000 
0.-4166670 
100.0000 
80.0000 
0.0000 
80.0000 
10.0000 
0.9229400 
120.0000 
0.0::61400 
1.0t7E+03 
50. O tY~ O 
1-L 7;)C(i 
2 
...,. 
_, 
5 
7 
8 
9 
10 
16 
17 
19 
20 
21 
23 
...,c::' 
..:,...; 
26 
27 
29 
30 
31 
..,......, 
...l.O:.. 
33 
34 
..,..<:' 
~I~ 
36 
37 
38 
39 
40 
41 
42 
4~ 
44 
45 
46 
47 
48 
49 
51) 
51 
i:-~ 
-J.0:. 
=-
._; ._. 
5.i 
c:'C' 
..J._; 
120.0000 
2(>. 0000 
500.0000 
500.0000 
INT 51 
INT 1 
AOL 1 
ATT 1 
TIM 
GAI 7 
LIM 8 
CON 
INT 9 
GAI -2 
CON 
CON 
REL 19 
7 
GAI -5 
GAI -1 
17 
CON 
LIM 25 
CON 
GAI 27 
EXP 30 
CON 
SQT -1 
MUL 31 
GA! 7 
UM 35 
CON 
GA! 36 
CON 
CON 
SUM 
MUL 1 
D I 1J 42 
SQT 
MUL 38 
MUL 41 
CON 
MUL 39 
c:'C' 
..J...J 
D [ \) 46 
SUM _ .... 
MUL 49 
~1UL 1 
D ['·J -=-...., ..J.0:. 
CON 
COl'I 
1 00. (l(l(>(l 
-3 
10 
16 
19 
21 
9 
?..,.. 
-..,) 
26 
-29 
..,......, 
...l.O:. 
..,...,.. 
...,)...,) 
..,._, 
..:, I 
c:'c:' 
...J...J 
39 
41 
43 
44 
41 
40 
48 
-45 
50 
39 
41 
;TANK PSI RESULT 
;INTEGRAL OF PRESSURE 
;TIMESTEP<RESULT=dP/dt ESTIMATE> 
;RATE OF SETPT PSI CHANGE 
;INITIAL SETPT PSI 
;Ps INTEGRAL 
;RESET RATE x ERROR INTEGRAL 
;dPs/dt AFTER RAMP 
;dPs/dt DURING RAMP 
20 ;SELECT CORRECT dPs/OT 
;Td x ERROR DERIVATIVE 
10 ;PROP. GAIN<RESULT=DELTA Pvl 
;Pv SAR 
;DELTA Pv AFTER LIMITS CHECK 
;15. 
;EQUAL I. CONSTANT/12. 
;INLET PSI 
54 ;FLOWIN 
;OUTLET RATE %/MIN 
;OUTLET I. RAMP MIN&MAX 
;INITIAL OUTLET % 
;OUTLET SIZE/100 . 
; TANI< HEIGHT 
;WATER DENSITY LB/SQ.INCH 
; < 14. 7+P I . 
40 ; DENS:·:P>:Ht 
47 
; FLOVJOUT 
; ( 1 4 • 7 + p ) .k ;k :: 
.: TANI< AF: EA 
;dF / dt 
t·lA TC:F: LEl/E!.... F:ESUL T 
fl'ILET IJAL'/ E '.3 ( :E 
P+Ti'1 F'SI 
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PLOTBLOC ~S a nd RnNC[S 
Format: Dl_OCkJmh ~ F'UlT - ~11 t·: } r1UM ~ F'L UT ·- MAX I Ml.IM 
r-:-
.J -
~. -, 
"'"':: 
:::;.:~ 
45 
(l. 0000 
u. 1:1( 1() •) 
(i. 0(H) 1) 
I). (J<)(i (i 
O.C>OOO 
0.0166670 
0.0333340 
0.0500010 
0.0666680 
0.0833350 
0.1000020 
0.1166690 
0.1333360 
o. 1500(>30 
0.1666700 
0.1833370 
0.2000040 
0.2166710 
0.2333380 
0.2500050 
0.2666720 
0.2833390 
0.3000060 
0.3166730 
0.3333400 
0.3500070 
0.3666740 
0.3833410 
0.4000080 
0.4166750 
0.4333420 
0.4500090 
0.4666760 
0.4833430 
0. 50001 ·00 
0.5166770 
0.5333440 
0.5500110 
0.5666780 
0.5833450 
0.6000120 
0.6166790 
0.6333460 
0.6500130 
0.6666800 
0.6833470 
0.7000140 
0.7166810 
0.7333480 
0.7500150 
0.7666820 
0. 783:::-+90 
0.:3000160 
0.8166830 
0.8:::33500 
0.8500170 
0.8666840 
o. sa:.:::5 t o 
o. 90<Xl teo 
0. ·=? 1668'.::'0 
0. ·?:::::::;5~r) 
0. 95t) (l t '? (i 
0.9~6686(> 
o. ?a::::s:::o 
1. •) (l(l(l 
( '• - (1()(.{ ) 
1 :.:· 1 ~1. (> (1()( 1 
::o. 0 000 
'.)(l (l . (>(H)(l 
5(ll). (H)(1(l 
59.9989 
59. 998'1 
59.9966 
59.9926 
59.9861 
59.9786 
59.9690 
59.9583 
59.9447 
59.9320 
59.9165 
59.8999 
59.8816 
59.8623 
59.8415 
59.8196 
59.7963 
59.7720 
59.7465 
59.7201 
59.6923 
59.6640 
59.6342 
59.6041 
59.5724 
59.5410 
59.5073 
59.4751 
59.4388 
59.4073 
59.3668 
59.3394 
59.2893 
59.2787 
59.2024 
59.2629 
59.1222 
59.3322 
59.1270 
59.3368 
59.1270 
59.3323 
59.1179 
59.3188 
59.0~98 
59.2963 
59.0723 
59. 26..:i.9 
59.0369 
59. 22.::i..s 
sa. ·n:: t 
59.1755 
58.9335 
59. l 176 
58.376..2 
59. 1) 511 
5a. S(15:::: 
58.976<) 
58. 7 ':6:: 
58. ·::J?::S 
53. 6.:::88 
1 00 . (i(.o •)O 
9.0000 
9. (H)0(l 
9. 1565 
9.1867 
9.3074 
9.3611 
9.4679 
9.5342 
9.6349 
9.7081 
9.8062 
9.8831 
9.9802 
10.0590 
10.1559 
10.2352 
10.3328 
10.4111 
10.5102 
10.5856 
10.6880 
10.7576 
10.8667 
10.9249 
11. 0484 
11. 0827 
11. 2390 
11. 2199 
11. 4562 
11. 3039 
11. 7525 
11.2304 
12.2911 
10.6111 
13.55-+8 
7.5955 
15.0000 
3.0000 
15.0000 
3.0000 
15.0000 
3.0000 
15.0000 
3.0000 
15.0000 
3.0000 
15.0000 
3.0000 
15.0000 
3.0000 
15.0000 
3.0000 
15. 0000 
3. QOOO 
15. 0 000 
3.:'.509 
15. 000() 
3. 58·+::: 
15. O<)t)O 
3. 93::~~ 
15. 1) 1: 10 •.) 
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37.9057 37.9062 
37.9057 42.9604 
40.4609 48.0122 
40.9739 53.0629 
43.0871 58.1107 
44.0641 63.1565 
46.0706 68.1988 
47.3624 73.2384 
49.3944 78.2740 
50.9245 83.3062 
53.0513 88.3338 
54.7817 93.3572 
57.0468 98.3756 
58.9545 103.3890 
61. 3873 108.3980 
63.4530 113.4010 
66.0899 118.4000 
68.2875 123.3890 
71.1700 128.3730 
73.4480 133.3540 
76.6564 138.3260 
78.9184 143.2930 
82.5948 148.2520 
84.6291 153.2050 
89.1043 158.1500 
90.3980 163.0910 
96.4881 168.0210 
95.7320 172.9500 
105.6460 177.8620 
99.1594 182.7820 
119.5560 187.6710 
96.1878 192.5940 
149.6650 197.44:'.0 
74.3229 202.4070 
253.4600 207.1580 
21.1571 212.3500 
462.9360 216.8700 
3. 1173 222.5840 
462.9300 226.8580 
3.1173 232.6040 
462.9300 236.8300 
3.1173 242.5910 
462.9420 246.7670 
3.1174 2s2.5-+:o 
462.9650 256.6650 
3. 1176 262.4520 
462.9990 266.5200 
3. t 1 79 272 . . :: 170 
463.0460 276.:::::so 
3. 1182 2s::. 1 ::::::o 
463. 1030 286.0860 
3. l 187 29 t. 8960 
46:::. 1710 295.7900 
:::. 119~ 301.60::0 
46::.::51 0 305.4:::50 
3.46::5 311. ::soo 
46::. ::::-+10 :; t 5. •:>::cio 
3.0807 :::o.3=:::o 
463 • .+4 !.O .324. 540t) 
4.60 ::0 :;:::o • . ::s1 0 
46:::.ss=o 3::;::,9880 
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