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Abstrat
We prove global internal ontrollability in large time for the nonlinear Shrödinger equation on
some ompat manifolds of dimension 3. The result is proved under some geometrial assumptions
: geometri ontrol and unique ontinuation. We give some examples where they are fullled on
T3, S3 and S2 × S1. We prove this by two dierent methods both inherently interesting. The
rst one ombines stabilization and loal ontrollability near 0. The seond one uses suessive
ontrols near some trajetories. We also get a regularity result about the ontrol if the data are
assumed smoother. If the H1 norm is bounded, it gives a loal ontrol in H1 with a smallness
assumption only in L2. We use Bourgain spaes.
Key words. Controllability, Stabilization, Nonlinear S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Introdution
In this artile, we study the internal stabilization and exat ontrollability for the defousing nonlinear
Shrödinger equation (NLS) on some ompat manifolds of dimension 3.{
i∂tu+∆u = |u|
2u on [0,+∞[×M
u(0) = u0 ∈ H
1(M).
(1)
where ∆ is the Laplae-Beltrami operator on M . The solution displays two onserved energy : the L2
energy ‖u‖L2 and the nonlinear energy, or H
1
energy
E(t) =
1
2
∫
M
|∇u|2 +
1
4
∫
M
|u|4 .
Some similar results where obtained in dimension 2 in the artile of B. Dehman, P. Gérard and G.
Lebeau [13℄ where exat ontrollability in H1 is proved for defousing NLS on ompat surfaes.
Yet, the proof is based on Strihartz estimates whih provide uniform wellposedness in dimension
3, only in Hs for s > 1. In [8℄, N. Burq, P. Gérard and N. Tzvetkov managed to prove global
existene and uniqueness in H1 but failed to prove uniform wellposedness, whih appears of great
importane in ontrol problems. Yet, for ertain spei manifolds, the strategy of Xs,b spaes of J.
Bourgain, extended to some other manifolds by Burq, Gérard and Tzvetkov, sueeded in proving
uniform wellposedness in Hs for some lower regularities.
For ontrol results, the Xs,b spaes have already been used in dimension 1 at L2 regularity : rst L.
Rosier and B. Y. Zhang [34℄ obtained loal results and independently, we proved global ontrollability
in large time in [26℄. The Xs,b spaes will also be our framework in this paper.
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Under some spei assumptions that will be preised later, we prove global ontrollability in
large time by two dierent ways, interesting for their own : by stabilization and ontrol near 0 or by
some suessive ontrols near some trajetories. This will provide global ontrollability towards 0, the
general result will follow by reversing time.
The assumptions are fullled in the following ases (ω ⊂M is the support of the ontrol) :
- T3 with ω = {x ∈ R3/(θ1Z× θ2Z× θ3)Z |∃i ∈ {1, 2, 3}, xi ∈]− ε, ε[+θiZ} (that is a neighborhood of
eah fae of the "ube", fundamental volume of T3) with θi ∈ R. Moreover, we an easily extend this
result to a uboid with Dirihlet or Neumann boundary onditions, see [26℄ or [34℄.
- S3 with ω a neighborhood of {x4 = 0} in S
3 ⊂ R4.
-S2 × S1 with ω = (ω1 × S
1) ∪ (S2×]0, ε[) where ω1 is a neighborhood of the equator of S
2
.
Theorem 0.1. For any open set ω ⊂M satisfying Assumption 1, 2, 3 (see below) and R0 > 0, there
exist T > 0 and C > 0 suh that for every u0 and u1 in H
1(M) with
‖u0‖H1(M) ≤ R0 and ‖u1‖H1(M) ≤ R0
there exists a ontrol g ∈ C([0, T ], H1) with ‖g‖L∞([0,T ],H1) ≤ C supported in [0, T ]× ω, suh that the
unique solution u in X1,bT of the Cauhy problem{
i∂tu+∆u = |u|
2u+ g on [0, T ]×M
u(0) = u0 ∈ H
1(M)
(2)
satises u(T ) = u1.
In all the rest of the artile, ω will be related to a ut-o funtion a = a(x) ∈ C∞(M) (whose
existene is guaranteed by Whitney Theorem), taking real values and suh that
ω = {x ∈M : a(x) 6= 0} .(3)
The stabilization system we onsider is{
i∂tu+∆u− a(x)(1−∆)
−1a(x)∂tu = (1 + |u|2)u on [0, T ]×M
u(0) = u0 ∈ H
1(M).
(4)
The link with the original equation an be made by the hange of variable w = e−itu. The well
posedness of this system will be proved in Setion 2.1 and we an hek that it satises the energy
deay
E(u(t))− E(u(0)) = −
∫ t
0
∥∥(1−∆)−1/2a(x)∂tu∥∥2L2 .(5)
Our theorem states that under some geometrial hypotheses, this yields an exponential deay.
Theorem 0.2. Let M , ω satisfying Assumption 1, 2, 3. Let a ∈ C∞(M), as in (3). There exists
γ > 0 suh that for every R0 > 0, there is a onstant C > 0 suh that inequality
‖u(t)‖H1 ≤ Ce
−γt ‖u0‖H1 t > 0
holds for every solution u of system (4) with initial data u0 suh that ‖u0‖H1 ≤ R0.
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The independene of C and of the time of ontrol T on the bound R0 are an open problem. The fat
that γ is independant on the size lies on the fat that it only desribes the behavior near 0. However,
it is unknown whether there is really a minimal time of ontrollability. This is in strong ontrast with
the linear ase where exat ontrollability ours in arbitrary small time and the onditions are only
geometri for the open set ω. Moreover, some reent studies have analysed the explosion of the ontrol
ost when T tends to 0 : K.- D. Phung [31℄ by reduing to the heat or wave equation, L. Miller [29℄
with resolvent estimates, G. Tenenbaum and M. Tusnak [35℄ with number theoreti arguments.
Let us now desribe our assumptions. The rst two deal with lassial geometrial assumptions in
ontrol theory.
Assumption 1. Geometri ontrol : there exists T0 > 0 suh that every geodesi of M , travelling with
speed 1 and issued at t = 0, enters the set ω in a time t < T0.
This ondition is known to be suient for linear ontrollability, see G. Lebeau [27℄. In Setion
9, we prove that it is neessary on S3 for the nonlinear stabilization. Yet, there are some geometrial
situation (espeially when there are some unstable geodesis) in whih it is not neessary. For example,
we have linear ontrollability for any open set ω of T3, see S. Jaard [23℄ and V. Komornik [25℄ (see also
[11℄). This also holds for M = S2× S1 with ω = S2×]0, ε[ or ω = ω1× S
1
where ω1 is a neighborhood
of the equator. In that ases, our method fails to prove global results and we an only prove loal
ontrollability by perturbation (see Theorem 0.4).
Assumption 2. Unique ontinuation : For every T > 0, the only solution in C∞([0, T ]×M) to the
system {
i∂tu+∆u+ b1(t, x)u+ b2(t, x)u = 0 on [0, T ]×M
u = 0 on [0, T ]× ω
(6)
where b1(t, x) and b2(t, x) ∈ C
∞([0, T ]×M) is the trivial one u ≡ 0.
We do not know if there exists a link between these two assumptions. In our three partiular
ases, this an be proved using Carleman estimates. There are some existing results about this, as the
one of V. Isakov [22℄(for general anisotropi PDE's), L. Baudouin and J.P. Puel [2℄(global Carleman
estimates) or A. Merado, A. Osses and L. Rosier[28℄(in the speial ase of Shrödinger with at metri
but weaker geometrial assumptions). Then, for the onveniene of the reader, we have hosen to give
a proof of this, whih, we believe, laries the problem in the ase of a non at metri. It is given in
the Appendix, Setion B.
The last assumption is a tehnial assumption that ensures that the Cauhy problem is well posed
in H1. It yields a bilinear loss of s0 < 1.
Assumption 3. There exists C > 0 and 0 ≤ s0 < 1 suh that for any f1, f2 ∈ L
2(M) satisfying
fj = 1√1−∆∈[Nj ,2Nj [(fj), j = 1, 2, 3, 4
one has the following bilinear estimates
‖u1u2‖L2([0,T ]×M) ≤ Cmin(N,L)
s0 ‖f1‖L2(M) ‖f2‖L2(M)(7)
uj(t) = e
it∆fj, j = 1, 2
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It is known to be true in the following examples (1/2+ means any s > 1/2):
- T3 with s0 = 1/2+, see [4℄
- the irrational torus R3/(θ1Z × θ2Z × θ3Z) with θi ∈ R, for whih an estimate with s0 = 2/3+ has
been reently obtained in [5℄. An easier proof for s0 = 3/4+ an also be found in the beginning of [5℄
and in [12℄
- S3 with s0 = 1/2+, see [10℄
- S2 × S1 with s0 = 3/4+, see [10℄.
It yields some trilinear estimates in Bourgain spaes (see the denition below). For the ontrol
near a trajetory, we still have some partiular assumptions that are again fullled in the partiular
geometries desribed above. Our result reads as follow
Theorem 0.3. Let T > 0 and M , ω suh that Assumptions 1, 3, 4 and 5 are fullled (see below). Let
1 ≥ s > s0 and w ∈ X
1,b
T be a solution of{
i∂tw +∆w ± |w|
2w = g
w(x, 0) = w0(x)
(8)
with g ∈ C([0, T ], H1) supported in [0, T ]× ω.
Then, there exists ε > 0, suh that for every u0 ∈ H
s
with ‖u0 − w(0)‖Hs < ε, there exists g1 ∈
C([0, T ], Hs) supported in [0, T ]× ω suh that the unique solution u in Xs,bT of (8) with u(0) = u0 and
g replaed by g1 fullls u(T ) = w(T ).
Moreover, for any u0 ∈ H
1
with ‖u0 − w(0)‖Hs < ε, the same onlusion holds with g ∈ C([0, T ], H
1).
An interesting fat is that the smallness assumption only onerns the Hs norm, even if we want
a ontrol in H1. For example, as in [14℄, if we assume ‖u0‖H1 ≤ R0, we an nd N ∈ N large enough
suh that the smallness asumption only onerns the N rst frequenies (see Corollary 8.2).
Let us desribe the new hypothesis. Assumption 4 is a unique ontinuation result at weaker
regularity.
Assumption 4. Unique ontinuation in H1: For every T > 0, the only solution in C([0, T ], H1) to
the system {
i∂tu+∆u+ b1(t, x)u+ b2(t, x)u = 0 on [0, T ]×M
u = 0 on [0, T ]× ω
(9)
where b1(t, x) and b2(t, x) ∈ L
∞([0, T ], L3) is the trivial one u ≡ 0.
We do not know if it is really stronger than Assumption 2 but for the moment, there are some
example where we are able to prove Assumption 2 and not Assumption 4 using some weak Carleman
estimates (see Appendix, Setion B). For instane, on T3, we are able to prove Assumption 2 for
ω = {x ∈ R3/Z3 |x1 ∈]0, ε[+Z} but not Assumption 4. Yet, for the moment, we do not manage to
dedue a ontrollability result from this statement.
The other new assumption is tehnial and yields quadrilinear estimates for a ommutator
Assumption 5. There exists C > 0 and 0 ≤ s0 < 1 suh that for any f1, f2, f3, f4 ∈ L
2(M) satisfying
fj = 1√1−∆∈[Nj ,2Nj [(fj), j = 1, 2, 3, 4
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one has the following quadrilinear estimate
sup
τ∈R
∣∣∣∣
∫
R
∫
M
χ(t)eitτu1u2
(
(−∆)ε/2u3u4 − u3(−∆)
ε/2u4
)
dxdt
∣∣∣∣(10)
≤ C(N ε1 +N
ε
2 ) (m(N1, · · ·, N4))
s0 ‖f1‖L2(M) ‖f2‖L2(M) ‖f3‖L2(M) ‖f4‖L2(M)
uj(t) = e
it∆fj , j = 1, 2, 3, 4
where χ ∈ C∞0 (R) is arbitrary and m(N1, · · ·, N4) is the produt of the smallest two numbers among
N1, N2, N3, N4.
Moreover, the same result holds with ui replaed by ui for i in a subset of {1, 2, 3, 4}.
For the three treated examples, we prove in Appendix, Setion A, that Assumption 5 holds true
with the same s0 as in Assumption 3. We believe that it is the ase for any manifold, but we did not
manage to prove it.
As explained before, there are some examples for whih we know that geometri ontrol assumption
is not neessary. For instane, for any pair of manifolds M1, M2 and ω1 ⊂ M1 suh that ω1 satises
observability estimate, ω1×M2 satises observability estimate for the linear Shrödinger equation. We
an then use this remark and the work of S. Jaard [23℄ and V. Komornik [25℄ for the linear equation
on Tn to get some loal nonlinear results . Sine Theorem 0.3 is proved by a perturbative argument,
we an also dedue ontrollability near 0 from these already known linear ontrol results.
Theorem 0.4. If w ≡ 0 and (M,ω) is either :
-(T3,any open set)
-(S2 × S1, ω1 × S
1
) where ω1 is a neighborhood of the equator of S
2
-(S2 × S1,S2×]0, ε[)
Then, the same onlusion as Theorem 0.3 is true.
Rosier and Zhang [33℄ have ommuniated to us that they simultaneoulsy obtained the same result
for T3.
The proof of stabilization and of linear ontrol with potential follows the same sheme as [13℄. In
a ontradition argument, we are led to prove the strong onvergene to zero in Xs,bT of some weakly
onvergent sequene (un) solution to damped NLS or Shrödinger with potential. Sine the equation
is subritial, we use some linearisability properties of NLS in H1 (see the work of P. Gérard [19℄ for
the wave equation).
We rst establish the strong onvergene by some propagation of ompatness. We adapt the
argument of [13℄ inspired by C. Bardos and T. Masrous [1℄. We use miroloal defet measures
introdued by P. Gérard [18℄. For a sequene (un) weakly onvergent to 0 in X
s,b
T satisfying{
i∂tun +∆un → 0 in X
s−1+b,−b
T
a(x)un → 0 in L
2([0, T ], Hs),
we prove that un → 0 in L
2
loc([0, T ], H
s).
One we know that the onvergene is strong, we infer that the limit u is solution to NLS. We
would like to use Assumption 2 or 4 of unique ontinuation to prove that it is 0. Yet, more regularity is
needed to apply them. Again, we adapt the proof for Xs,b spaes of propagation results of miroloal
regularity oming from [13℄.
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In this artile, b′ will be a onstant suh that estimates of Lemma 1.1 holds. Atually, eah of the
trilinear estimates (with dierent s) that will be done will yield one b′ < 1/2 but remains true if we
hoose a greater one. So we take b′ < 1/2 as the largest of these onstants. This allows to hoose one
b > 1/2 with 1 > b+ b′.
In all the rest of the paper, C will denote any onstant whose value ould hange along the artile.
1 Some properties of Xs,b spaes
Sine M is ompat, ∆ has a ompat resolvent and thus, the spetrum of ∆ is disrete. We hoose
ek ∈ L
2(M), k ∈ M an orthonormal basis of eigenfuntions of −∆, assoiated to eigenvalues λk.
Denote Pk the orthogonal projetor on ek. We equip the Sobolev spae H
s(M) with the norm (with
〈x〉 =
√
1 + |x|2),
‖u‖2Hs(M) =
∑
k
〈λk〉
s ‖Pku‖
2
L2(M) .
The Bourgain spae Xs,b is equipped with the norm
‖u‖2Xs,b =
∑
k
〈λk〉
s
∥∥∥〈τ + λk〉b P̂k(τ)u∥∥∥2
L2(Rτ×M)
=
∥∥u#∥∥2
Hb(R,Hs(M))
where u = u(t, x), t ∈ R, x ∈ M , u#(t) = e−it∆u(t) and P̂ku(τ) denotes the Fourier transform of Pku
with respet to the time variable.
Xs,bT is the assoiated restrition spae with the norm
‖u‖Xs,bT
= inf {‖u˜‖Xs,b |u˜ = u on ]0, T [×M }
We also write ‖u‖Xs,bI
if the innimum is taken on funtions u˜ equalling u on an interval I. The
following properties of Xs,bT spaes are easily veried.
1. Xs,b and Xs,bT are Hilbert spaes.
2. If s1 ≤ s2, b1 ≤ b2 we have X
s2,b2 ⊂ Xs1,b1 with ontinuous embedding.
3. For every s1 < s2, b1 < b2 and T > 0, we have X
s2,b2
T ⊂ X
s1,b1
T with ompat imbedding.
4. For 0 < θ < 1, the omplex interpolation spae
(
Xs1,b1 , Xs2,b2
)
[θ]
is X(1−θ)s1+θs2,(1−θ)b1+θb2.
4. an be proved with the interpolation theorem of Stein-Weiss for weighted Lp spaes (see [3℄ p 114).
Then, we list some additional trilinear estimates that will be used all along the paper.
Lemma 1.1. If Assumption 3 is fullled, for every r ≥ s > s0, there exist 0 < b
′ < 1/2 and C > 0
suh that for any u and u˜ ∈ Xr,b
′
∥∥|u|2u∥∥
Xr,−b′
≤ C ‖u‖2Xs,b′ ‖u‖Xr,b′(11) ∥∥|u|2u˜∥∥
Xr,−b′
≤ C ‖u‖Xs,b′ ‖u‖Xr,b′ ‖u˜‖Xr,b′(12) ∥∥|u|2u− |u˜|2u˜∥∥
Xs,−b′
≤ C
(
‖u‖2Xs,b′ + ‖u˜‖
2
Xs,b′
)
‖u− u˜‖Xs,b′ .(13)
Moreover, the same estimates hold with z1z2z3 replaed by any R-trilinear form on C.
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The proof of the previous lemma an be found in [6℄, [9℄ or [20℄. Yet, in the Appendix, we prove
some slightly dierent estimates, but the proof gives an idea of how Lemma 1.1 is established. We
also give some variants that will be used in the linearized version of our equations.
Lemma 1.2. If Assumption 3 is fullled, for every −1 ≤ s ≤ 1 and any s0 < r ≤ 1, there exist
0 < b′ < 1/2 and C > 0 suh that for any u ∈ Xs,b
′
and a1, a2 ∈ X
1,b′
‖a1a2u‖Xs,−b′ ≤ C ‖a1‖X1,b′ ‖a2‖X1,b′ ‖u‖Xs,b′(14) ∥∥|a1|2u∥∥Xs,−b′ ≤ C ‖a1‖X1,b′ ‖a1‖Xr,b′ ‖u‖Xs,b′(15)
Moreover, the same estimates hold with z1z2z3 replaed by any R-trilinear form on C.
Proof. We rst prove (15). Estimate (12) of Lemma 1.1 implies that the operator of multipliation
by |a1|
2
maps X1,b
′
into X1,−b
′
with norm ‖a1‖X1,b′ ‖a1‖Xr,b′ . IBy duality, it maps X
−1,b′
into X−1,−b
′
with the same norm. We get the same result for −1 ≤ s ≤ 1 by interpolation, whih yields (15). For
(14), we observe that estimate
‖a1a2u‖X1,−b′ ≤ C ‖a1‖X1,b′ ‖a2‖X1,b′ ‖u‖X1,b′
holds whatever the position of the onjugate operator and we onlude similarly.
Let us study the stability of the Xs,b spaes with respet to some partiular operations.
Lemma 1.3. Let ϕ ∈ C∞0 (R) and u ∈ X
s,b
then ϕ(t)u ∈ Xs,b.
If u ∈ Xs,bT then we have ϕ(t)u ∈ X
s,b
T .
Proof. We write
‖ϕu‖Xs,b =
∥∥e−it∆ϕ(t)u(t)∥∥
Hb(R,Hs)
=
∥∥ϕu#∥∥
Hb(R,Hs)
≤ C
∥∥u#∥∥
Hb(R,Hs)
≤ C ‖u‖Xs,b
We get the seond result by applying the rst one on any extension of u and taking the innimum.
In the ase of pseudodierential operators in the spae variable, we have to deal with a loss in Xs,b
regularity ompared to what we ould expet. Some regularity in the index b is lost, due to the fat
that a pseudodierential operator does not keep the struture in time of the harmonis.
This loss is unavoidable as we an see, for simpliity on the torus T1 : we take un = ψ(t)e
inxei|n
2|t
(where ψ ∈ C∞0 equal to 1 on [−1, 1]) whih is uniformly bounded in X
0,b
for every b ≥ 0. Yet, if we
onsider the operator B of order 0 of multipliation by eix, we get ‖eixun‖X0,b ≈ n
b
. Yet, we do not
have suh loss for operator of the form (−∆)r whih ats from any Xs,b to Xs−2r,b. But if we do not
make any further assumption on the pseudodierential operator, we an show that our example is the
worst one :
Lemma 1.4. Let −1 ≤ b ≤ 1 and B be a pseudodierential operator in the spae variable of order ρ.
For any u ∈ Xs,b we have Bu ∈ Xs−ρ−|b|,b.
Similarly, B maps Xs,bT into X
s−ρ−|b|,b
T .
Proof. We rst deal with the two ases b = 0 and b = 1 and we will onlude by interpolation and
duality.
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For b = 0, Xs,0 = L2(R, Hs) and the result is obvious.
For b = 1, we have u ∈ Xs,1 if and only if
u ∈ L2(R, Hs) and i∂tu+∆u ∈ L
2(R, Hs)
with the norm
‖u‖2Xs,1 = ‖u‖
2
L2(R,Hs) + ‖i∂tu+∆u‖
2
L2(R,Hs)
Then, we have
‖Bu‖2Xs−ρ−1,1 = ‖Bu‖
2
L2(R,Hs−ρ−1) + ‖i∂tBu+∆Bu‖
2
L2(R,Hs−ρ−1)
≤ C
(
‖u‖2L2(R,Hs−1) + ‖B (i∂tu+∆u)‖
2
L2(R,Hs−ρ−1) + ‖[B,∆] u‖
2
L2(R,Hs−ρ−1)
)
≤ C
(
‖u‖2L2(R,Hs−1) + ‖i∂tu+∆u‖
2
L2(R,Hs−1) + ‖u‖
2
L2(R,Hs)
)
≤ C ‖u‖2Xs,1
Hene, B maps Xs,0 into Xs−ρ,0 and Xs,1 into Xs−ρ−1,1. Then, we onlude by interpolation that B
maps Xs,b = (Xs,0, Xs,1)[b] into (X
s−ρ,0, Xs−ρ−1,1)[b] = X
s−ρ−b,b
whih yields the b loss of regularity as
announed.
By duality, this also implies that for 0 ≤ b ≤ 1, B∗ maps X−s+ρ+b,−b into X−s,−b. As there is no
assumption on s ∈ R, we also have the result for −1 ≤ b ≤ 0 with a loss −b = |b|.
To get the same result for the restrition spaes Xs,bT , we write the inequality for an extension u˜ of u,
whih yields
‖Bu‖
X
s−ρ−|b|,b
T
≤ ‖Bu˜‖Xs−ρ−|b|,b ≤ C ‖u˜‖Xs,b
Taking the innimum on all the u˜, we get the laimed result.
We will also use the following elementary estimate (see e.g. [21℄ or [4℄).
Lemma 1.5. Let (b, b′) satisfying
0 < b′ <
1
2
< b, b+ b′ ≤ 1.(16)
If we note F (t) = Ψ
(
t
T
) ∫ t
0
f(t′)dt′, we have for T ≤ 1
‖F‖Hb ≤ CT
1−b−b′ ‖f‖H−b′ .
In the futur aim of using a boot-strap argument, we will need some ontinuity in T of the Xs,bT
norm of a xed funtion :
Lemma 1.6. Let 0 < b < 1 and u in Xs,b then the funtion{
f : ]0, T ] −→ R
t 7−→ ‖u‖Xs,bt
is ontinuous. Moreover, if b > 1/2, there exists Cb suh that
lim
t→0
f(t) ≤ Cb ‖u(0)‖Hs .
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Proof. By reasoning on eah omponent on the basis, we are led to prove the result in Hb(R). The
most diult ase is the limit near 0. It sues to prove that if u ∈ Hb(R), with b > 1/2, satises
u(0) = 0, and Ψ ∈ C∞0 (R) with Ψ(0) = 1, then
Ψ
(
t
T
)
u −→
T→0
0 in Hb.
Suh a funtion u an be written
∫ t
0
f with f ∈ Hb−1. Then, Lemma 1.5 gives the result we want
if u ∈ Hb+ε. Nevertheless, if we only have u ∈ Hb, Ψ( t
T
)u is uniformly bounded. We onlude by a
density argument.
The following lemma will be useful to ontrol solutions on large intervals that will be obtained by
pieing together solutions on smaller ones. We state it without proof.
Lemma 1.7. Let 0 < b < 1. If
⋃
]ak, bk[ is a nite overing of [0, 1], then there exists a onstant C
depending only of the overing suh that for every u ∈ Xs,b
‖u‖Xs,b
[0,1]
≤ C
∑
k
‖u‖Xs,b
[ak,bk]
.
2 Existene of solution to NLS with soure and damping term
2.1 Nonlinear equation
Let a ∈ C∞(M) taking real values xed.
We will prove the existene for defousing non linearity of degree 3 : they will have the form αu+β|u|2u,
with α, β ≥ 0.
Proposition 2.1. Let T > 0 and s ≥ 1. Assume that M satises Hypothesis 3. Then, for every
g ∈ L2([0, T ], Hs) and u0 ∈ H
s
, there exists a unique solution u on [0, T ] in Xs,bT to the Cauhy
problem {
i∂tu+∆u− αu− β|u|
2u = a(x)(1−∆)−1a(x)∂tu+ g on [0, T ]×M
u(0) = u0 ∈ H
s(17)
Moreover the ow map
F : Hs(M)× L2([0, T ], Hs(M)) → Xs,bT
(u0, g) 7→ u
is Lipshitz on every bounded subset.
Proof. It is strongly inspired by the one of Bourgain [4℄ and Dehman, Gérard, Lebeau [13℄ for the
stabilization term. The proof is mainly based on estimates of Lemma 1.1.
First, we establish that the operator J dened by Jv = (1+ia(x)(1−∆)−1a(x))v is an isomorphism
of Hs and Xs,b (s ∈ R and −1 ≤ b ≤ 1 ).
J is an isomorphism of L2 beause of its deomposition in identity plus an antiselfadjoint part
J = 1 + A. It is then an isomorphism of Hs with s ≥ 0 by elliptiity and for every s ∈ R by
duality. Using Lemma 1.4, we infer that if −1 ≤ b ≤ 1, A maps Xs,b into itself. Moreover, J−1
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(onsidered for example ating on L2([0, T ] × M)) is a pseudodierential operator of order 0 and
satises J−1 = 1 − AJ−1. Then, using again Lemma 1.4, we get that AJ−1 maps Xs,b into Xs−|b|+2
and J is an isomorphism of Xs,b.
In the sequel of the proof, v will denote Ju. Hene, we an write system (17) as

∂tv − i∆v − R0v + iβ|u|
2u = −ig on [0, T ]×M
v = Ju
v(0) = v0 = Ju0 ∈ H
s
(18)
where R0 = −i∆AJ
−1 + iαJ−1 is a pseudo-dierential operator of order 0.
First, we notie that if g ∈ L2([0, T ], Hs), it also belongs to Xs,−b
′
T as b
′ ≥ 0.
We onsider the funtional
Φ(v)(t) = eit∆v0 +
∫ t
0
ei(t−τ)∆
[
R0v − iβ |u|
2 u− ig
]
(τ)dτ
We will apply a xed point argument on the Banah spae Xs,bT . Let ψ ∈ C
∞
0 (R) be equal to 1 on
[−1, 1]. Then by onstrution, (see [21℄) :∥∥ψ(t)eit∆v0∥∥Xs,b = ‖ψ‖Hb(R) ‖v0‖Hs
Thus, for T ≤ 1 we have ∥∥eit∆v0∥∥Xs,bT ≤ C ‖v0‖Hs ≤ C ‖u0‖Hs
For T ≤ 1, the one dimensional estimate of Lemma 1.5 implies∥∥∥∥ψ(t/T )
∫ t
0
ei(t−τ)∆F (τ)
∥∥∥∥
Xs,b
≤ CT 1−b−b
′
‖F‖Xs−b′
and then∥∥∥∥
∫ t
0
ei(t−τ)∆
[
R0v − iβ |u|
2 u− ig
]
(τ)dτ
∥∥∥∥
Xs,bT
≤ CT 1−b−b
′ ∥∥R0v − βi |u|2 u− ig∥∥Xs,−b′T
≤ CT 1−b−b
′
‖R0v‖Xs,0T
+
∥∥|u|2 u∥∥
Xs,−b
′
T
+ ‖g‖
Xs,−b
′
T
≤ CT 1−b−b
′
‖v‖Xs,bT
(
1 + ‖v‖2
X1,bT
)
+ ‖g‖
Xs,−b
′
T
(19)
Thus
‖Φ(v)‖Xs,bT
≤ C ‖u0‖Hs + ‖g‖Xs,−b′T
+ CT 1−b−b
′
‖v‖Xs,bT
(
1 + ‖v‖2
X1,bT
)
(20)
and similarly,
‖Φ(v)− Φ(v˜)‖Xs,bT
≤ CT 1−b−b
′
‖v − v˜‖Xs,bT
(
1 + ‖v‖2
Xs,bT
+ ‖v˜‖2
Xs,bT
)
(21)
These estimates imply that if T is hosen small enough Φ is a ontration on a suitable ball of
Xs,bT . Moreover, we have uniqueness in the lass X
s,b
T for the Duhamel equation and therefore for the
Shrödinger equation.
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We also prove propagation of regularity.
If u0 ∈ H
s
, with s > 1, we have an existene time T for the solution in X1,bT and another time T˜ for
the existene in Xs,b
T˜
. By uniqueness in X1,bT , the two solutions are the same on [0, T˜ ]. Assume T˜ < T .
Then, ‖u(t, .)‖Hs explodes as t tends to T˜ whereas ‖u(t, .)‖H1 remains bounded. Using loal existene
in H1 and Lemma 1.7, we get that ‖u‖X1,b
T˜
is nite. Applying tame estimate (20) on a subinterval
[T − ε, T ], with ε small enough suh that Cε1−b−b
′
(
1 + ‖v‖2
X1,bT
)
< 1/2, we obtain
‖v‖Xs,bT
≤ C ‖u(T − ε)‖Hs + ‖g‖Xs,−b′T
.
Therefore, u ∈ Xs,b
T˜
, and this ontradits the explosion of ‖u(t, .)‖Hs near T˜ .
Next, we use energy estimates to get global existene.
First, we will onsider the energy :
E(t) =
1
2
∫
M
|∇u|2 +
1
2
α
∫
M
|u|2 + β
1
4
∫
M
|u|4
The energy is onserved if g = 0 and a = 0. It is noninreasing if g = 0. In general, multiplying our
equation by ∂tu¯, we have the relation :
E(t)−E(0) = −
∫ t
0
∥∥(1−∆)−1/2a(x)∂tu∥∥2L2 − ℜ
∫ t
0
∫
M
g∂tu
= −
∫ t
0
∥∥(1−∆)−1/2a(x)∂tu∥∥2L2 − ℜ
∫ t
0
∫
M
(J−1∗g)∂tv
= −
∫ t
0
∥∥(1−∆)−1/2a(x)∂tu∥∥2L2 − ℜ
∫ t
0
∫
M
(J−1∗g)i∆v +R0v − iβ|u|2u− ig
If 0 ≤ t ≤ T (for this equation, there is not global existene in negative time) and β > 0, we get
E(t) ≤ E(0)) + C
∫ t
0
∥∥∇(J−1∗g)∥∥
L2
‖∇u‖L2 +
∫ t
0
‖g‖L2 ‖u‖L2
+
∫ t
0
‖g‖L4 ‖u‖
3
L4 + ‖g‖
2
L2([0,T ]×M)
≤ E(0) + C
∫ t
0
‖g(τ)‖H1
√
E(τ) + C
∫ t
0
‖g(τ)‖L2 (E(τ))
1/4
+C
∫ t
0
‖g(τ)‖H1 (E(τ))
3/4 + ‖g‖2L2([0,T ]×M)
≤ E(0) + C
∫ t
0
‖g(τ)‖H1
[
1 + (E(τ))3/4
]
+ ‖g‖2L2([0,T ]×M)
Therefore
max
0≤τ≤t
E(τ) ≤ E(0) + C(
[
1 + max
0≤τ≤t
E(τ)3/4
]
‖g‖L1([0,T ],H1) + ‖g‖
2
L2([0,T ]×M)
So we have nally
E(t) ≤ C
(
1 + E(0)4 + ‖g‖8L2([0,T ]×M) + ‖g‖
4
L1([0,T ],H1)
)
(22)
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This implies that the energy is bounded if g ∈ L2([0, T ], H1) and yields global existene in X1,bT for
every T > 0. The fat that the ow is loally Lipshitz follows from estimate (21).
Remark 2.1. If g = 0, the solution of (17) satises the energy deay
E(t)− E(0) = −
∫ t
0
∥∥(1−∆)−1/2a(x)∂tu∥∥2L2
This is obtained for initial data in H2 by multiplying the equation by ∂tu¯ and an be extended to initial
data in H1 by approximation.
Remark 2.2. We have also proved that for any u0, g with ‖u0‖H1 + ‖g‖L2([0,T ],H1) ≤ A, the solution
u of (17) satises
‖u‖X1,bT
≤ C(T,A).
Remark 2.3. If we look arefully at inequality (19), we see that we have for 0 < ε < 1− b− b′∥∥∥∥
∫ t
0
e(t−τ)∆
[
R0v − i |u|
2 u− iJg
]
(τ)dτ
∥∥∥∥
X1,b+ε
≤ CT 1−b−b
′−ε ∥∥R0v − i |u|2 u− iJg∥∥X1,−b′T
≤ CT 1−b−b
′−ε ‖v‖X1,bT
(
1 + ‖v‖2
X1,bT
)
+ ‖g‖L2([0,T ],H1)(23)
And we an then onlude that u is bounded in X1,b+εT .
Remark 2.4. We notie that for a solution of the equation, the term of stabilization a(x)(1 −
∆)−1a(x)∂tu belongs to L∞([0, T ], H1(M)) as expeted. Atually, for a solution, this term ats as
an operator of order 0. This is more visible using the equation fullled by v = Ju.
Then, in the aim of obtaining ontrollability near trajetories, we prove an appropriate existene
theorem.
Proposition 2.2. Suppose that Assumption 3 is fullled. Let T > 0 and w solution in X1,bT of{
i∂tw +∆w = ±|w|
2w + g1 on [0, T ]×M
w(0) = w0 ∈ H
1(24)
with g1 ∈ L
2([0, T ], H1). Then, for any s ∈]s0, 1], there exists ε > 0 suh that for any u0 ∈ H
s
and
g ∈ L2([0, T ], Hs) with ‖u0 − w0‖Hs + ‖g1 − g‖L2([0,T ],Hs) ≤ ε there exists a unique solution u in X
s,b
T
of equation (24).
Moreover for any 1 ≥ r ≥ s there exists C = C(r, ‖w‖X1,bT
, T ) > 0 suh that, if u0 ∈ H
r
and
g ∈ L2([0, T ], Hr), we have u ∈ Xr,bT and
‖u− w‖Xr,bT
≤ C
(
‖u0 − w0‖Hr + ‖g1 − g‖L2([0,T ],Hr)
)
.(25)
Remark 2.5. In the fousing ase, the existene of w is not guaranteed for any w0 g1 and T , and the
result we prove assumes this existene.
Remark 2.6. Here, we emphasize the fat that the asumption of smallness only onerns the Hs norm
and not Hr. This is a onsequene of the subritial behavior.
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Proof. We want to linearize the equation. If u = w + r and g = g1 + gr, then
|w + r|2 (w + r) = |w|2w + 2 |w|2 r + w2r¯ + 2 |r|2w + r2w¯ + |r|2 r
= |w|2w + 2 |w|2 r + w2r¯ + F (w, r).
We are looking for r solution of{
i∂tr +∆r = 2 |w|
2 r + w2r¯ + F (w, r) + gr
r(x, 0) = r0(x)
(26)
We make a proof similar to Proposition 2.1. We only write the neessary estimates. (11) and (12)
yield
‖r‖Xr,bT
≤ C
(
‖r0‖Hr + ‖gr‖L2([0,T ],Hr)
)
+ CT 1−b−b
′
‖w‖2
X1,bT
‖r‖Xr,bT
+CT 1−b−b
′
(
‖w‖X1,bT
‖r‖Xr,bT
‖r‖Xs,bT
+ ‖r‖Xr,bT
‖r‖2
Xs,bT
)
.
With T suh that CT 1−b−b
′
‖w‖2
X1,bT
< 1/2, it yields
‖r‖Xr,bT
≤ C
(
‖r0‖Hr + ‖gr‖L2([0,T ],Hr)
)
+CT 1−b−b
′
(
‖w‖X1,bT
‖r‖Xr,bT
‖r‖Xs,bT
+ ‖r‖Xr,bT
‖r‖2
Xs,bT
)
.(27)
First, we apply this with r = s. As we have proved in Lemma 1.6 the ontinuity with respet to T of
‖r‖Xs,bT
we are in position to apply a boot-strap argument : for ‖r0‖Hs + ‖gr‖L2([0,T ],Hs) small enough
(depending only on ‖w‖X1,bT
), we obtain :
‖r‖Xs,bT
≤ C ‖r0‖Hs + ‖gr‖L2([0,T ],Hs) .
Repeating the argument on every small interval, using that ‖r‖Xs,bT
ontrols L∞(Hs) and mathing
solutions with Lemma 1.7, we get the same result for every large interval, with a smaller onstant ε,
depending only on s, T and ‖w‖X1,bT
.
Then, we return to the general ase r ≥ s and CT 1−b−b
′
‖w‖2
X1,bT
< 1/2. For T small enough (depending
only on r, ε and ‖w‖X1,bT
), estimate (27) beomes
‖r‖Xr,bT
≤ C
(
‖r0‖Hr + ‖gr‖L2([0,T ],Hr)
)
Again, we obtain the desired result by pieing solutions together.
2.2 Linear equation with rough potential
The ontrol near trajetories will be obtained by a perturbation of ontrol of linear Shrödinger equa-
tion with rough potential. The equation onsidered are the linearization of nonlinear equations and
its dual version. We establish here the neessary estimates.
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Proposition 2.3. Suppose Assumption 3. Let T > 0, s ∈ [−1, 1], A > 0 and w ∈ X1,bT with
‖w‖X1,bT
≤ A.
For every u0 ∈ H
s
and g ∈ Xs,−b
′
T there exists a unique solution u in X
s,b
T of equation{
i∂tu+∆u = ±2|w|
2u± w2u+ g on [0, T ]×M
u(0) = u0 ∈ H
s(28)
Moreover there exists C = C(s, A, T ) > 0 suh that
‖u‖Xs,bT
≤ C (‖u0‖Hs + ‖g‖Xs,−b′ ) .(29)
Proof. We make the same arguments as above using estimates of Lemma 1.2.
3 Linearisation in H1
The following result show that any sequene of solutions with Cauhy data weakly onvergent to 0
asymptotially behave as solutions of the linear equation. These types of results were rst introdued
by P. Gérard in [19℄ for the wave equation and are typial of subritial situations.
Proposition 3.1. Suppose Assumption 3 is fullled. Let (un) ∈ X
1,b
T be a sequene of solutions of{
i∂tun +∆un − un − |un|
2un = a(x)(1 −∆)
−1a(x)∂tun on [0, T ]×M
un(0) = un,0 ∈ H
1(M)
(30)
suh that
un,0 ⇀
H1(M)
0.
Then
|un|
2un −→
X1,−b
′
T
0.
Proof. We prove that any subsequene (still denoted un) admits another subsequene onverging to 0.
The main point is the tame Xs,bT estimate of Lemma 1.1. For one s0 < s < 1 we have∥∥|un|2un∥∥X1,−b′T ≤ ‖un‖2Xs,bT ‖un‖X1,bT(31)
First, using Remark 2.2, we onlude that un is bounded in X
1,b
T , and atually by Remark 2.3, un
is bounded in X1,b+εT for some ε > 0. By ompat embedding of X
1,b+ε
T into X
s,b
T we obtain that un
admits a subsequene onverging weakly in X1,bT and strongly in X
s,b
T to a funtion u ∈ X
s,b
T with
u(0) = 0. un(0) strongly onverges to 0 in H
s
and by ontinuity of the nonlinear ow in Hs, un
strongly onverges to 0 in Xs,bT . This yields the desired result thanks to (31).
4 Propagation of ompatness
In this setion, we adapt some theorems of Dehman-Gerard-Lebeau [13℄ in the ase of Xs,b spaes. We
reall that S∗M denotes the osphere bundle of the Riemannian manifold M ,
S∗M = {(x, ξ) ∈ T ∗M : |ξ|x = 1}
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Proposition 4.1. Let r ∈ R. Let un be a sequene of solutions to
i∂tun +∆un = fn
suh that for one 0 ≤ b ≤ 1, we have
‖un‖Xr,bT
≤ C, ‖un‖Xr−1+b,−bT
→ 0 and ‖fn‖Xr−1+b,−bT
→ 0
Then, there exists a subsequene (un′) of (un) and a positive measure µ on ]0, T [×S
∗M suh that
for every tangential pseudodierential operator A = A(t, x,Dx) of order 2r and of prinipal symbol
σ(A) = a2r(t, x, ξ),
(A(t, x,Dx)un′, un′)L2(]0,T [×M) →
∫
]0,T [×S∗M
a2r(t, x, ξ) dµ(t, x, ξ)
Moreover, if Gs denotes the geodesi ow on S
∗M , one has for every s ∈ R,
Gs(µ) = µ
Proof. Existene of the measure : it is based on Gärding inequality, see [18℄ for an introdution.
Propagation : Denote L the operator L = i∂t + ∆. Let ϕ = ϕ(t) ∈ C
∞
0 (]0, T [), B(x,Dx) be a
pseudodierential operator of order 1, with prinipal symbol b2r−1, A(t, x,Dx) = ϕ(t)B(x,Dx). For
ε > 0, we denote Aε = ϕBε = Ae
ε∆
for the regularization.
As Aεun and A
∗
εun are C
∞
, we an write (Lun, A
∗
εun)L2(]0,T [×M) = (fn, A
∗
εun)L2(]0,T [×M) and
(Aεun, Lun)L2(]0,T [×M) = (Aεun, fn)L2(]0,T [×M). We write by a lassial way
αn,ε = (Lun, A
∗
εun)L2(]0,T [×M) − (Aεun, Lun, )L2(]0,T [×M)
= ([Aε,∆]un, un)− i(∂t(Aε)un, un)
We will strongly use Lemma 1.3 and 1.4 without iting them.
∂t(Aε) is of order 2r − 1 uniformly in ε, then,
sup
ε
(∂t(Aε)un, un)L2(]0,T [×M) ≤ C‖∂t(Aε)un‖X−r+1−b,bT ‖un‖Xr−1+b,−bT ≤ C‖un‖Xr,bT ‖un‖Xr−1+b,−bT
whih tends to 0 if n→∞.
But we have also
αn,ε = (fn, A
∗
εun)L2(]0,T [×M) − (Aεun, fn)L2(]0,T [×M)
∣∣(fn, A∗εun)L2(]0,T [×M)∣∣ ≤ ‖fn‖Xr−1+b,−bT ‖A∗εun‖X−r+1−b,bT
≤ ‖fn‖Xr−1+b,−b′T
‖un‖Xr,bT
Then, supε
∣∣(fn, A∗εun)L2(]0,T [×M)∣∣→ 0 when n→∞. The same estimate for the other terms gives
supε αn,ε → 0.
Finally, taking the supremum on ε tending to 0, we get
(ϕ[B,∆]un, un)L2(]0,T [×M) → 0 when n→∞
whih means, in terms of measure∫
]0,T [×S∗M
ϕ(t) {σ2(∆), b2r−1} dµ(t, x, ξ) = 0.
This is preisely the propagation along the geodesi ow.
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Corollary 4.1. Let r ∈ R. Assume that ω ⊂ M satises Assumption 1 and a ∈ C∞(M), as in (3).
Let un be a sequene bounded in X
r,b′
T with 0 < b
′ < 1/2, weakly onvergent to 0 and satisfying{
i∂tun +∆un → 0 in X
r,−b′
T
a(x)un → 0 in L
2([0, T ], Hr)
(32)
Then, we have un → 0 in X
r,1−b′
.
Proof. Let (unk) be a quelonque subsequene of (un). The asumption on b
′
and ompat embedding
allow us to apply Proposition 4.1. We an attah to (unk) a miroloal defet measure in L
2([0, T ], Hr)
that propagates along the geodesis with innite speed. The seond assumption gives a(x)µ = 0. By
Assumption 1, and the fat that a is ellipti on ω, we have µ = 0 on ]0, T [×S∗M , ie (un′) → 0 in
L2([0, T ], Hr), and un → u in L
2([0, T ], Hr).
Then, we an pik t0 suh that un(t0)→ 0 in H
r
.
Using Lemma 1.5 and asumptions on b′, we get for T ≤ 1∥∥∥∥
∫ t
0
ei(t−τ)∆fn(τ)dτ
∥∥∥∥
Xr,1−b
′
T
≤ C ‖fn‖Xr,−b′T
Using Duhamel formula, we onlude un → 0 in X
r,1−b′
T .
Then, the hypothesis T ≤ 1 is easily removed by pieing solutions together as in Lemma 1.7.
5 Propagation of regularity
We write Proposition 13 of [13℄ with some Xs,b asumptions on the seond term of the equation.
Proposition 5.1. Let T > 0, 0 ≤ b < 1 and u ∈ Xr,bT , r ∈ R solution of
i∂tu+∆u = f ∈ X
r,−b
T
Given ω0 = (x0, ξ0) ∈ T
∗M \ 0, we assume that there exists a 0 − order pseudo-dierential operator
χ(x,Dx), ellipti in ω0 suh that
χ(x,Dx)u ∈ L
2
loc(]0, T [, H
r+ρ)
for some ρ ≤ 1−b
2
. Then, for every ω1 ∈ Γω0, the geodesi ray starting at ω0, there exists a pseudodif-
ferential operator Ψ(x,Dx), ellipti in ω1 suh that
Ψ(x,Dx)u ∈ L
2
loc(]0, T [, H
r+ρ)
Corollary 5.1. With the notations of the Proposition, if an open set ω satises Assumption 1 and
a(x)u ∈ L2loc(]0, T [, H
r+ρ), with a ∈ C∞(M), as in (3), then u ∈ L2loc(]0, T [, H
r+ρ(M).
Proof : We rst regularize : un = e
1
n
∆u with ‖un‖Xr,bT
≤ C. Set s = r + ρ
Let B(x,Dx) be a pseudodierential operator of order 2s− 1 = 2r + 2ρ− 1, that will be hosen later
and A = A(t, x,Dx) = ϕ(t)B(x,Dx) where ϕ ∈ C
∞
0 (]0, T [).
If L = i∂t +∆, we write
(Lun, A
∗un)L2(]0,T [×M) − (Aun, Lun, )L2(]0,T [×M)
= ([A,∆]un, un)L2(]0,T [×M) − (iϕ
′Bun, un)L2(]0,T [×M)
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|(Aun, fn)L2(]0,T [×M)| ≤ ‖Aun‖X−r,bT ‖fn‖Xr,−bT
≤ ‖un‖Xr+2ρ−1+b,bT
‖fn‖Xr,−bT
As we have hosen ρ ≤ 1−b
2
, we have r + 2ρ− 1 + b ≤ r and so
|(Aun, fn)L2(]0,T [×M)| ≤ C‖un‖Xr,bT ‖fn‖Xr,−bT ≤ C.
Similarly
|(ϕ′Bun, un)L2(]0,T [×M)| ≤ C‖un‖Xr,bT ‖un‖Xr,−bT ≤ C
Then,
([A,∆]un, un)L2(]0,T [×M) =
∫ T
0
ϕ(t)([B,∆]un(t), un(t))L2(M)dt
is uniformly bounded. Then, we selet B by means of sympleti geometry. Take ω1 ∈ Γω0, U and
V two small onial neighborhoods, respetively of ω1 and ω0. For every symbol c(x, ξ), of order s,
supported in U , one an nd a symbol b(x, ξ) of order 2s− 1 suh that
1
i
{σ2(∆), b(x, ξ)} = |c(x, ξ)|
2 + r(x, ξ)
with r(x, ξ) of order 2s and supported in V . We take B a pseudodierential operator with prinipal
symbol b so that [B,∆] is a pseudodierential operator of prinipal symbol |c(x, ξ)|2 + r(x, ξ). Then,
if we hoose c(x, ξ) ellipti at ω1, we onlude∫ t
0
ϕ(t) ‖c(x,Dx)un(t, x)‖
2
L2 dt ≤ C.
This ends the proof of Proposition 5.1.
Corollary 5.2. Here dim M ≤ 3 and b > 1/2. Let u ∈ X1,bT solution of{
i∂tu+∆u = |u|
2u+ u on [0, T ]×M
∂tu = 0 on ]0, T [×ω
(33)
where ω satises Assumption 1.
Then u ∈ C∞(]0, T [×M).
Proof : We have u ∈ L∞([0, T ], H1), and so in L∞([0, T ], L6) by Sobolev embedding. Then, we
infer that |u|2u ∈ L∞([0, T ], L2(M)).
On ]0, T [×ω, we have
∆u = |u|2 u+ u.
Therefore, ∆u ∈ L2([0, T ], L2(ω)) and u ∈ L2(]0, T [×H2(ω)). Sine H2(ω) is an algebra, we an go on
the same reasonning to onlude that u ∈ C∞(]0, T [×ω).
By applying one Corollary 5.1, we get u ∈ L2loc([0, T ], H
1+ 1−b
2 ). Then we an pik t0 suh that
u(t0) ∈ H
1+ 1−b
2
. We an then solve in X1+
1−b
2
,b
our nonlinear Shrödinger equation with initial data
u(t0). By uniqueness in X
1,b
T , we an onlude that u ∈ X
1+ 1−b
2
,b
T .
By iteration, we get that u ∈ L2(]0, T [, Hr) for every r ∈ R and u ∈ C∞([0, T ],M).
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Corollary 5.3. If, in addition to Corollary 5.2, ω satises Assumption 2, then u = 0.
Proof. Using Corollary 5.2, we infer that u ∈ C∞(]0, T [×M).
Taking time derivative of equation (33), v = ∂tu satises{
i∂tv +∆v + f1 v + f2 v¯ = 0
v = 0 on ]0, T [×ω
(34)
for some f1, f2 ∈ C
∞(]0, T [×M). Assumption 2 gives v = ∂tu = 0. Multiplying (33) by u¯ and
integrating , we get ∫
M
|∇u|2 +
∫
M
|u|4 +
∫
M
|u|2 = 0
and so u = 0.
Remark 5.1. We have the same onlusion for u ∈ X1,bT solution of{
i∂tu+∆u = u on [0, T ]×M
∂tu = 0 on ]0, T [×ω
(35)
6 Stabilization
Theorem 0.2 is a onsequene of the following Proposition
Proposition 6.1. Let a ∈ C∞(M), as in (3). Under Hypothesis 1, 2 and 3, for every T > 0 and
every R0 > 0, there exists a onstant C > 0 suh that inequality
E(0) ≤ C
∫ T
0
∥∥(1−∆)−1/2a(x)∂tu∥∥2L2 dt
holds for every solution u of the damped equation{
i∂tu+∆u− (1 + |u|
2)u = a(x)(1 −∆)−1a(x)∂tu on [0, T ]×M
u(0) = u0 ∈ H
1(36)
and ‖u0‖H1 ≤ R0.
Proof of Proposition 6.1 ⇒ Theorem 0.2. For any f ∈ H1(M), Sobolev embeddings yield
E(f) ≤ C
(
‖f‖2H1 + ‖f‖
4
H1
)
‖f‖H1 ≤ C (E(f))
1/2 .
As the energy is dereasing, if ‖u0‖H1 ≤ R0, we an nd another R˜0 suh that ‖u(t)‖H1 ≤ R˜0 for any
t > 0. For this range of values, we have
C−1 (E(f))1/2 ≤ ‖f‖H1 ≤ C (E(f))
1/2
(37)
for one C > 0 depending on R0.
We apply Proposition 6.1 with this bound and obtain E(t) ≤ Ce−γ(R0)tE(0). Then, for t > t(R0),
we have ‖u(t)‖H1 ≤ 1.
We take γ(1) the deay rate orresponding to the bound 1. Therefore, for t > t(R0), we get
‖u(t)‖H1 ≤ Ce
−γ(1)(t−t(R0)) ‖u(t(R0))‖H1 . This yields a deay rate independant of R0 as announed,
while the oeient C may strongly depend on R0.
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Remark 6.1. If we make the hange of unknown w = e−itu, w is solution of the new damped equation{
i∂tw +∆w − |w|
2w = a(x)(1 −∆)−1a(x)(∂tw − iw) on [0, T ]×M
w(0) = u0 ∈ H
1
This modiation is neessary beause there is not exponential deay for the damped equation (36) with
|u|2u instead of (1 + |u|2)u. We hek for example that for a = 1, the solution with onstant Cauhy
data u0 satises
|u(t)|2 =
|u0|
1 + |u0|t
.
Moreover, it also proves that the solution is global in time only on R+ (this restrition remains with
the non linearity (1 + |u|2)u).
Proof of Proposition 6.1. We argue by ontradition, we suppose the existene of a sequene (un) of
solutions of (36) suh that
‖un(0)‖H1 ≤ R0
and ∫ T
0
∥∥(1−∆)−1/2a(x)∂tun∥∥2L2 dt ≤ 1nE(un(0))(38)
We note αn = E(un(0))
1/2
. By the Sobolev embedding for the L4 norm, we have αn ≤ C(R0). So, up
to extration, we an suppose that αn −→ α.
We will distinguih two ases : α > 0 and α = 0.
First ase : αn −→ α > 0
By dereasing of the energy, (un) is bounded in L
∞([0, T ], H1) and so in X1,bT . Then, as X
1,b
T is a
separable Hilbert we an extrat a subsequene suh that un ⇀ u weakly in X
1,b
T ans strongly in X
s,b′
T
for one u ∈ X1,bT and s > s0. Therefore, |un|
2un onverges to |u|
2u in Xs,−b
′
T .
Using (38) and passing to the limit in the equation veried by un, we get{
i∂tu+∆u = |u|
2u+ u on [0, T ]×M
∂tu = 0 on ]0, T [×ω
Using Corollary 5.3, we infer u = 0.
Therefore, we have, up to new extration, un(0)⇀ 0 in H
1
. Using Proposition 3.1 of linearisation, we
infer that |un|
2un → 0 in X
1,−b′
T .
Moreover, beause of (38) we have
a(x)(1 −∆)−1a(x)∂tun −→
L2([0,T ],H1)
0
and the onvergene is also in X1,−b
′
T .
Then, estimate (38) also implies a(x)∂tun −→
L2([0,T ],H−1)
0.
Using equation (36), we obtain
a(x)
[
∆un − un − |un|
2un − a(x)(1−∆)
−1a(x)∂tun
]
−→
L2([0,T ],H−1)
0
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By Sobolev embedding, un tends to 0 in L
∞([0, T ], Lp) for any p < 6. Therefore, |un|2un onverges to
0 in L∞([0, T ], Lq) for q < 2 and so in L2([0, T ], H−1). Thus, we get
a(x)(∆− 1)un −→
L2([0,T ],H−1)
0.
Therefore, (1 −∆)1/2a(x)un = (1−∆)
−1/2a(x)(1 −∆)un + (1−∆)−1/2[(1−∆), a(x)]un onverges to
0 in L2([0, T ], L2).
In onlusion, we have 

un ⇀ 0 in X
1,b′
T
a(x)un → 0 in L
2([0, T ], H1)
i∂tun +∆un − un −→ 0 in X
1,−b′
T
Thus, hanging un into e
itun and using that the multipliation by e
it
is ontinuous on any Xs,bT (see
Lemma 1.3), we are in position to apply Corollary 4.1. Hene, as we have 1− b′ > 1/2, it yields
un(0) −→
H1
0.
In partiular, E(un(0))→ 0 whih is a ontradition to our hypothesis α > 0.
Seond ase : αn −→ 0
Let us make the hange of unknown vn = un/αn. vn is solution of the system
i∂tvn +∆vn − a(x)(1−∆)
−1a(x)∂tvn = vn + α2n|vn|
2vn
and ∫ T
0
∥∥(1−∆)−1/2a(x)∂tvn∥∥2L2 dt ≤ 1n(39)
For a onstant depending on R0, we still have (37). Therefore, we write
‖vn(t)‖H1 =
‖un(t)‖H1
E(un(0))1/2
≤ C
E(un(t))
1/2
E(un(0))1/2
≤ C
‖vn(0)‖H1 =
‖un(0)‖H1
E(un(0))1/2
≥ C > 0(40)
Thus, we have ‖vn(0)‖H1 ≈ 1 and vn is bounded in L
∞([0, T ], H1).
By the same estimates we made in the proof of Proposition 2.1, we obtain
‖vn‖X1,bT
≤ C ‖vn(0)‖H1 + CT
1−b−b′
(
‖vn‖X1,bT
+ α2n ‖vn‖
3
X1,bT
)
Then, if we take CT 1−b−b
′
< 1/2, independant of vn, we have
‖vn‖X1,bT
≤ C(1 + α2n ‖vn‖
3
X1,bT
).
21
By a boot strap argument, we onlude that, ‖vn‖X1,bT
is uniformly bounded. Using Lemma 1.7, we
onlude that it is bounded on X1,bT for some large T and then, α
2
n|vn|
2vn tends to 0 in X
1,−b′
T .
Then, we an extrat a subsequene suh that vn ⇀ v in X
1,b
T where v is solution of{
i∂tv +∆v = v on [0, T ]×M
∂tv = 0 on ]0, T [×ω
It implies v = 0 by Remark 5.1.
Estimate (39) yields that a(x)(1−∆)−1a(x)∂tvn onverges to 0 in L2([0, T ], H1) and so in X
1,−b′
T .
We nish the proof as in the rst ase to onlude the onvergene of vn to 0 in X
1,b
T . This
ontradits (40).
7 Controllability of the linear equation
7.1 Observability estimate
Proposition 7.1. Assume that (M,ω) satises Hypothesis 1, 3 and 4. Let a ∈ C∞(M), as in (3),
taking real values. Then, for every −1 ≤ s ≤ 1, T > 0 and A > 0, there exists C suh that estimate
‖u0‖
2
Hs ≤ C
∫ T
0
‖au(t)‖2Hs dt
holds for every solution u(t, x) ∈ Xs,bT of the system{
i∂tu+∆u = ±2|w|
2u± w2u¯ on [0, T ]×M
u(0) = u0 ∈ H
s(41)
with one w satisfying ‖w‖X1,bT
≤ A.
Proof. We only treat the ase with 2|w|2u+ w2u¯. The others are similar. We argue by ontradition.
Let un ∈ X
s,b
T be a sequene of solution to (41) with some assoiated wn suh that
‖un(0)‖Hs = 1,
∫ T
0
‖aun‖
2
Hs → 0(42)
and
‖wn‖X1,bT
≤ A.
Proposition 2.3 of existene yields that un is bounded in X
s,b
T and we an extrat a subsequene suh
that un onverges strongly in X
s−1+b,−b
T to some u ∈ X
s,b
T (b < 1− b
′ < 1).
Then, using Lemma 1.2, we infer that 2|wn|
2un + w
2
nu¯n is bounded in X
s,−b′
T . We an extrat another
subsequene suh that it onverges strongly in Xs−1+b,−bT (here we use −b < −1/2 < −b
′
) to some
Ψ ∈ Xs,−b
′
T .
Denoting rn = un − u and fn = 2|wn|
2un +w
2
nu¯n −Ψ, we an apply Proposition 4.1 of propagation of
ompatness. As ω satises geometri ontrol and aun → 0 in L
2([0, T ], Hs), we obtain that rn → 0
in L2loc([0, T ], H
s).
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rn is also bounded in X
s,b
T and we dedue, by interpolation, that rn tends to 0 in X
s,b′
I for every
I ⊂⊂]0, T [.
Now, we want to prove that u ≡ 0 using unique ontinuation. As wn is bounded in X
1,b
T , we an
extrat a subsequene suh that it onverges weakly to some w ∈ X1,bT . We have to prove that u is
solution of a linear Shrödinger equation with potential. But the fat that |wn|
2un onverges weakly to
|w|2u is not guaranteed and atually uses the fat that the regularity H1 is subritial (see the artile
of L. Molinet [30℄ where the limit of the produt is not the expeted one).
We deompose
un|wn|
2 − u|w|2 = (un − u)|wn|
2 + u
[
|wn − w|
2 − w(w − wn)− w(w − wn)
]
= 1 + 2 + 3 + 4
Term 1 onverges strongly to 0 in Xs,−b
′
T beause un−u tends to 0 in X
s,b′
T and wn is bounded in X
1,b
T .
For term 2, we use tame estimate for ε suh that 1− ε > s0∥∥u|wn − w|2∥∥Xs,−b′T ≤ ‖u‖Xs,bT ‖wn − w‖X1−ε,b′T ‖wn − w‖X1,b′T .
By ompat embedding, wn − w onverges, up to extration, strongly to 0 in X
1−ε,b′
T and Term 2
onverges strongly in Xs,−b
′
T . Terms 3 and 4 onverge weakly to 0 in X
−1,−b
T and so in the distributional
sense.
Finally, we onlude that the limit of un|wn|
2
is u|w|2. We obtain similarly that w2nun onverges in
the distributional sense to w2u¯. Therefore, u is solution of{
i∂tu+∆u = 2|w|
2u+ w2u¯
u = 0 on [0, T ]× ω
Using Corollary 5.1, we infer that u ∈ L2loc([0, T ], H
s+ 1−b
2 ) and existene Proposition 2.3 yields that it
atually belongs to X
s+ 1−b
2
,b
T . By iteration, we obtain that u ∈ X
1,b
T . Then, we an apply Assumption
4 and we have in fat u = 0.
We pik t0 ∈ [0, T ] suh that un(t0) onverges strongly to 0 in H
s
. Estimate (29) of existene
Proposition 2.3 yields strong onvergene to 0 of un in X
s,b
T . Therefore, ‖un(0)‖Hs tends to 0, whih
ontradits (42).
7.2 Linear ontrol
Proposition 7.2. Assume that (M,ω) satises Hypothesis 1, 3 and 4. Let −1 ≤ s ≤ 1, T > 0 and
w ∈ X1,bT . For every u0 ∈ H
s(M) there exists a ontrol g ∈ C([0, T ], Hs) supported in [0, T ]× ω, suh
that the unique solution u in Xs,bT of the Cauhy problem{
i∂tu+∆u = ±2|w|
2u± w2u+ g on [0, T ]×M
u(0) = u0 ∈ H
s(M)
(43)
satises u(T ) = 0.
Proof. We only treat the ase with 2|w|2u+w2u¯. Let a(x) ∈ C∞(M) real valued, as in (3). We apply
the HUM method of J.L. Lions. We onsider the system{
i∂tu+∆u = 2|w|
2u+ w2u+ g g ∈ L2([0, T ], Hs) u(T ) = 0
i∂tv +∆v = 2|w|
2v − w2v v(0) = v0 ∈ H
−s
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These equations are well posed in Xs,bT and X
−s,b
T thanks to Proposition 2.3. The equation veried by
v is the dual as the one of u for the real duality (the equation is not C linear). Then, multiplying the
rst system by iv, integrating and taking real part, we get (the omputation is true for w, g and v0
smooth, we extend it by approximation)
ℜ(u0, v0)L2 = ℜ
∫ T
0
(ig, v)L2dt
where (·, ·)L2 is the omplex duality on L
2(M). We dene the ontinuous map S : H−s → Hs by
Sv0 = u0 with the hoie
g = Av = −ia(x)(1 −∆)−sa(x).
This yields
ℜ(Sv0, v0)L2 = ℜ
∫ T
0
(a(x)(1 −∆)−sa(x)v, v) =
∫ T
0
∥∥1−∆)−s/2a(x)v∥∥2
L2
=
∫ T
0
‖a(x)v‖2H−s
Thus, S is self-adjoint and positive-denite thanks to observability estimate of Proposition 7.1. It
therefore denes an isomorphism from H−s into Hs. Moreover, we notie that the norms of S and S−1
are uniformly bounded as w is bounded in X1,bT .
Proposition 7.3. Assume 0 ≤ s ≤ 1, w = 0 and (M,ω) is either :
-(T3,any open set)
-(S2 × S1,(a neighborhood of the equator)×S1)
-(S2 × S1,S2× (any open set of S1))
Then, the same onlusion as Proposition 7.2 holds.
Proof. By following the proof of Proposition 7.2, we are redued to proving an observability estimate
‖u0‖
2
H−s ≤ C
∫ T
0
∥∥a(x)eit∆u0∥∥2H−s dt
These results are already known for s = 0 :
-for T3, this was rst proved by S. Jaard [23℄ in dimension 2 and generalized to any dimension by V.
Komornik [25℄.
-the others example are of the form (M1 ×M2, ω1 ×M2) were ω1 satises observability estimate.
We an extend them to any s, with 0 ≤ s ≤ 1 by writing ‖u0‖H−s =
∥∥(1−∆)−s/2u0∥∥L2 . We
onlude using observablility estimate in L2 and ommutator estimates.
Atually, Proposition 7.4 of the next setion proves that ontrollability in L2 implies ontrollability in
Hs, 0 ≤ s ≤ 1, with the HUM operator onstruted on L2. This yields the observability estimate in
H−s and for that reason, we do not detail the previous argument.
7.3 Regularity of the ontrol
This setion is strongly inspired by the work of B. Dehman and G. Lebeau [14℄. It express the fat
that the HUM operator onstruted on a spae Hs propagates some better regularity. We extend this
result to the Shrödinger equation with some rough potentials.
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Let T > 0, s ∈ [−1, 1] and w ∈ X1,bT . As in the the proof of Proposition 7.2, we denote S = Ss,T,w,a :
H−s → Hs the HUM operator of ontrol assoiated to the trajetory w by SΦ0 = u0 where{
i∂tΦ+ ∆Φ = 2|w|
2Φ− w2Φ
Φ(x, 0) = Φ0(x) ∈ H
−s
and u solution of {
i∂tu+∆u = 2|w|
2u+ w2u+ AΦ
u(T ) = 0
where A = −ia(x)(1 −∆)−sa(x).
Proposition 7.4. Suppose Assumptions 3 and 5 are fullled. Let 0 ≤ s0 < s ≤ 1, ε = 1 − s and
w ∈ X1,bT . Denote S = Ss,T,w,a the operator dened above. We assume that S is an isomorphism from
H−s into Hs. Then, S is also an isomorphism from H−s+ε into Hs+ε = H1.
Proof. First, we show that S maps H−s+ε into Hs+ε.
Let Φ0 ∈ H
−s+ε
. By existene Proposition 2.3, we have Φ ∈ X−s+ε,bT , then AΦ ∈ L
2([0, T ], Hs+ε)
and existene Proposition 2.3 gives again u ∈ Xs+ε,bT and u(0) = SΦ0 ∈ H
s+ε
.
To nish, we only have to prove that SΦ0 = u0 ∈ H
s+ε
implies Φ0 ∈ H
−s+ε
. As we already know
that Φ0 ∈ H
−s
, we need to prove that (−∆)ε/2Φ0 ∈ H
−s
. We use the fat that S is an isomorphism
from H−s into Hs. Denote Dε = (−∆)ε/2.
‖DεΦ0‖H−s ≤ C ‖SD
εΦ0‖Hs ≤ C ‖SD
εΦ0 −D
εSΦ0‖Hs + C ‖D
εSΦ0‖Hs
≤ C ‖SDεΦ0 −D
εu0‖Hs + C ‖u0‖Hs+ε
Let ϕ solution of {
i∂tϕ+∆ϕ = 2|w|
2ϕ− w2ϕ
ϕ(x, 0) = DεΦ0(x)
and v solution of {
i∂tv +∆v = 2|w|
2v + w2v + Aϕ
v(T ) = 0
So that v(0) = SDεΦ0. We need to estimate ‖v(0)−D
εu0‖Hs . But r = v −D
εu is solution of{
i∂tr +∆r = 2|w|
2r + w2r − 2[Dε, |w|2]u− [Dε, w2]u+ A(ϕ−DεΦ)− [Dε, A]Φ
r(T ) = 0
Then, using Proposition 2.3 we obtain
‖r0‖Hs ≤ C ‖r‖Xs,bT
≤ C
(∥∥[Dε, |w|2]u∥∥
Xs,−b
′
T
+
∥∥[Dε, w2]∥∥
Xs,−b
′
T
+ ‖A(ϕ−DεΦ)‖
Xs,−b
′
T
+ ‖[Dε, A]Φ‖
Xs,−b
′
T
)
Lemma A.3 of the Appendix, Setion A gives us some estimates about the ommutators. For the last
term, we notie that [Dε, A] is a pseudodierential operator of order ε− 2s− 1 ≤ −2s.
‖r0‖Hs ≤ C
(
‖w‖2
Xs+ε,b
′
T
‖u‖
Xs,b
′
T
+ ‖A(ϕ−DεΦ)‖
Xs,−b
′
T
+ ‖Φ‖L2([0,T ],H−s)
)
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We already know that u ∈ Xs,b
′
T , w ∈ X
s+ε,b′
T and Φ ∈ X
−s,b
T . We only have to estimate
‖A(ϕ−DεΦ)‖
Xs,−b
′
T
≤ C ‖ϕ−DεΦ‖L2([0,T ],H−s). But d = ϕ−D
εΦ is solution of
{
i∂td+∆d = 2|w|
2d− w2d− 2[Dε, |w|2]Φ + [Dε, w2]Φ
d(x, 0) = 0
Thus, using Proposition 2.3, we get
‖ϕ−DεΦ‖L2([0,T ],H−s) ≤ C ‖d‖X−s,bT
≤ C
(∥∥[Dε, |w|2]Φ∥∥
X−s,−b
′
T
+
∥∥[Dε, w2]Φ∥∥
X−s,−b
′
T
)
The seond part of Lemma A.3 of the Appendix allows us to onlude.
8 Control near a trajetory
Theorem 0.3 and 0.4 are onsequenes of the following Proposition
Proposition 8.1. Suppose Assumptions 3 and 5 are fullled. Let T > 0 and w ∈ X1,bT a ontrolled
trajetory, i.e. solution of
i∂tw +∆w = ±|w|
2w + g1 on [0, T ]×M
with g1 ∈ L
2([0, T ], H1(M)), supported in ω. Let 1 ≥ s > s0 ≥ 0 . Assume that the HUM operator
S = Ss,T,w,a, dened in Subsetion 7.3, is an isomorphism from H
−s
into Hs.
There exists ε > 0 suh that for every u0 ∈ H
s
with ‖u0 − w(0)‖Hs < ε, there exists g ∈ C([0, T ], H
s)
supported in [0, T ]× ω suh that the unique solution u in Xs,bT of{
i∂tu+∆u = ±|u|
2u+ g
u(x, 0) = u0(x)
(44)
fullls u(T ) = w(T ).
Moreover, we an nd another ε > 0 depending only on T ,s, ω and ‖w‖X1,bT
suh that for any u0 ∈ H
1
with ‖u0 − w(0)‖Hs < ε, the same onlusion holds with g ∈ C([0, T ], H
1).
Proof. In the demonstration, we denote C some onstants that ould atually depend on T , ‖w‖X1,bT
and s. The nal ε will have the same dependene. We make the proof for the defousing ase, but
sine there is no energy estimate, it is the same in the other situation.
We linearize the equation as in Proposition 2.2. If u = w + r, then r is solution of{
i∂tr +∆r = 2 |w|
2 r + w2r¯ + F (w, r) + g − g1
r(x, 0) = r0(x)
with F (w, r) = 2 |r|2w + r2w¯ + |r|2 r. We seek g under the form g1 + AΦ where Φ is solution of the
dual linear equation and A = −ia(x)(1 − ∆)−sa(x), as in the linear ontrol. The purpose is then to
hoose the adequat Φ0 and the system is ompletely determined.
With ‖r0‖Hs small enough, we are looking for a ontrol suh that r(T ) = 0.
More preisely, we onsider the two systems{
i∂tΦ+ ∆Φ = 2|w|
2Φ− w2Φ
Φ(x, 0) = Φ0(x) ∈ H
−s
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and {
i∂tr +∆r = 2 |w|
2 r + w2r¯ + F (w, r) + AΦ
r(x, T ) = 0
Let us dene the operator
L : H−s(M) → Hs(M)
Φ0 7→ LΦ0 = r(0).
We split r = v +Ψ with Ψ solution of{
i∂tΨ+∆Ψ = 2|w|
2Ψ+ w2Ψ+ AΦ
Ψ(T ) = 0
This orresponds to the linear ontrol, and so Ψ(0) = SΦ0. v is solution of{
i∂tv +∆v = 2|w|
2v + w2v + F (w, r)
v(T ) = 0
(45)
Then, r, v, Ψ belong to Xs,bT and r(0) = v(0) + Ψ(0), whih we an write
LΦ0 = KΦ0 + SΦ0
where KΦ0 = v(0).
LΦ0 = r0 is equivalent to Φ0 = −S
−1KΦ0 + S−1r0. Dening the operator B : H−s → H−s by
BΦ0 = −S
−1KΦ0 + S−1r0,
the problem LΦ0 = r0 is now to nd a xed point of B near the origin of H
−s
. We will prove that B
is ontrating on a small ball BH−s(0, η) provided that ‖r0‖Hs is small enough.
We may assume T < 1, and x it for the rest of the proof (atually the norm of S−1 depends on T
and even explode when T tends to 0, see [29℄ and [35℄).
We have
‖BΦ0‖H−s ≤ C (‖KΦ0‖Hs + ‖r0‖Hs)
So, we are led to estimate ‖KΦ0‖Hs = ‖v(0)‖Hs.
If we apply to equation (45) the estimate of Proposition 2.3 we get
‖v(0)‖Hs ≤ ‖v‖Xs,bT
≤ C ‖F (w, r)‖
Xs,−b
′
T
≤ C ‖w‖X1,bT
‖r‖2
Xs,bT
+ ‖r‖3
Xs,bT
Then, we use the linear behavior near a trajetory of Proposition 2.2. We onlude that for
‖AΦ‖L2([0,T ],Hs) ≤ ‖Φ‖X−s,bT
≤ C ‖Φ0‖H−s < Cη (see Proposition 2.3) small enough, we have
‖r‖Xs,bT
≤ C ‖Φ0‖H−s .
This yields
‖BΦ0‖H−s ≤ C
(
‖Φ0‖
2
H−s + ‖Φ0‖
3
H−s + ‖r0‖Hs
)
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Choosing η small enough and ‖r0‖Hs ≤ η/2C, we obtain ‖BΦ0‖H−s ≤ η and B reprodues the ball
BH−s(0, η).
If u0 ∈ H
1
, we want one g in C([0, T ], H1), that is Φ0 ∈ H
1−2s
. We prove that B reprodues
BH−s(0, η) ∩BH1−2s(0, R) for R large enough.
Proposition 7.4 yields that S is an isomorphism from H1−2s into H1. Then, we have by the same
arguments as above
‖BΦ0‖H1−2s ≤ C (‖KΦ0‖H1 + ‖r0‖H1)
‖v(0)‖H1 ≤ C ‖v‖X1,bT
≤ C ‖F (w, r)‖
X1,−b
′
T
≤ C ‖w‖X1,bT
‖r‖Xs,bT
‖r‖X1,bT
+ ‖r‖2
Xs,bT
‖r‖X1,bT
and
‖r‖X1,bT
≤ C ‖Φ0‖H1−2s .
Then,
‖BΦ0‖H1−2s ≤ C
(
Rη +Rη2 + ‖r0‖H1
)
Choosing η suh that C(η+ η2) < 1/2 (it is important to notie here that this bound does not depend
on the size of r0 in H
1
) and R large enough, we obtain that B reprodues BH−s(0, η) ∩ BH1−2s(0, R).
Let us prove that it is ontrating for the H−s norm. For that, we examine the systems{
i∂t(r − r˜) + ∆(r − r˜) = 2|w|
2(r − r˜) + w2(r − r˜) + F (w, r)− F (w, r˜) + A(Φ− Φ˜)
(r − r˜)(T ) = 0
(46)
{
i∂t(v − v˜) + ∆(v − v˜) = 2|w|
2(v − v˜) + w2(v − v˜) + F (w, r)− F (w, r˜)
(v − v˜)(T ) = 0
We obtain ∥∥∥BΦ0 − BΦ˜0∥∥∥
H−s
≤ C ‖(v − v˜)(0)‖Hs ≤ C ‖F (w, r)− F (w, r˜)‖Xs,−b′T
≤ C
(
‖r‖Xs,bT
+ ‖r˜‖Xs,bT
+ ‖r‖2
Xs,bT
+ ‖r˜‖2
Xs,bT
)
‖r − r˜‖Xs,bT
≤ C(η + η2) ‖r − r˜‖Xs,bT
≤ Cη ‖r − r˜‖Xs,bT
(47)
Considering equation (46), we dedue
‖r − r˜‖Xs,bT
≤ C ‖F (w, r)− F (w, r˜)‖
Xs,−b
′
T
+ C
∥∥∥A(Φ− Φ˜)∥∥∥
L2([0,T ],Hs)
≤ Cη ‖r − r˜‖Xs,bT
+ C
∥∥∥Φ0 − Φ˜0∥∥∥
H−s
If η is taken small enough it yields
‖r − r˜‖Xs,bT
≤ C
∥∥∥Φ0 − Φ˜0∥∥∥
H−s
.(48)
Combining (48) with (47) we nally get∥∥∥BΦ0 − BΦ˜0∥∥∥
H−s
≤ Cη
∥∥∥Φ0 − Φ˜0∥∥∥
H−s
This yields that B is a ontration on a small ball BH−s(0, η), whih ompletes the proof of Proposition
8.1.
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Corollary 8.1. Let T > 0 and (M,ω) suh that Assumptions 1, 3, 4 and 5 are fullled.
Then, the set of reahable states is open in Hs for s0 < s ≤ 1.
In the next orollary, f̂(k) denotes the oordinates of a funtion f in the basis of eigenfuntion of
M .
Corollary 8.2. Suppose the same assumptions as Proposition 8.1. Let E0 > ‖w0‖H1.
Then, there exist N and ε suh that for every u0 and u1 ∈ H
1
with
‖u0‖H1 ≤ E0 ‖u1‖H1 ≤ E0(49) ∑
|k|≤N
|û0(k)− ŵ0(k)|
2 ≤ ε
∑
|k|≤N
|û1(k)− ŵT (k)|
2 ≤ ε(50)
we an nd a ontrol g ∈ L∞([0, T ], H1) supported in [0, T ]× ω suh that the unique solution of (44)
with ontrol g and u(0) = u0 satises u(T ) = u1.
Proof. We build the ontrol in two steps : the rst brings the system from u0 to w(T/2) and the seond
from w(T/2) to u1. Atually, the seond step is the same by reversing time and we only desribe the
rst one.
Let s0 < s < 1. We rst hek that the rst part of the onlusion of Proposition 8.1 is true
without Assumption 5. It gives one ε˜ > 0 suh that if ‖u0 − w0‖Hs ≤ ε˜ we have a ontrol to w(T/2)
in time T/2 with g ∈ C([0, T/2], H1). We only hek that one E0 is hosen, we an nd N and ε suh
that assumptions (49) and (50) imply ‖u0 − w0‖Hs ≤ ε˜.
We also obtain a rst proof of global ontrollability. The Assumptions we make are stronger than
Theorem 0.1 that will be proved using stabilization. Yet, in the examples we treat, the Assumptions
are fullled.
Corollary 8.3. Theorem 0.1 is true under the stronger Assumptions 1, 3 and 4.
Proof. We will make suessives ontrols near some free nonlinear trajetory so that the energy de-
rease. The main argument is that the ε of Theorem 0.3 only depends on ‖w‖X1,bT
and if the trajetory
is a free nonlinear trajetory, then the ε only depends on ‖w0‖H1. We just have to be areful that eah
new free trajetory fullls ‖w‖X1,bT
≤ A for one xed onstant A.
Fix T > 0. There exist C1 suh that
‖f‖H1 ≤ C1
(
E(f) +
√
E(f)
)1/2
∀f ∈ H1(M).
Denote A = C1
(
E(w0) +
√
E(w0)
)
. There exists a onstant suh that ‖w0‖H1 ≤ A implies ‖w‖X1,bT
≤
B for w solution of {
i∂tw +∆w = |w|
2w on [0, T ]×M
w(0) = w0
Let ε the onstant so that Theorem 0.3 si true for any w with ‖w‖X1,bT
≤ B. We hoose the arrival
point uT = (1− ε/A)wT suh that
‖uT − wT‖H1 = ε/A ‖wT‖H1 ≤ C1
(
E(wT ) +
√
E(wT )
)
ε/A = ε.
29
We have a ontrol g supported in [0, T ]× ω suh that the solution u of{
i∂tu+∆u = |u|
2u+ g on [0, T ]×M
u(0) = w0
satises u(T ) = uT . If 1− ε/A ∈ [0, 1], we have
E(uT ) =
1
2
∫
M
|(1− ε/A)∇wT |
2 +
1
4
∫
M
|(1− ε/A)wT |
4 ≤ (1− ε/A)2E(wT )
Moreover, we still have
‖uT‖H1 ≤ C1
(
E(uT ) +
√
E(uT )
)1/2
≤ A.
Then, we an reiterate this proessus with the same ε. We onstrut a sequene of solutions un ∈
X1,b[nT,(n+1)T ] and of ontrols gn ∈ C([nT, (n + 1)T ], H
1) suh that
{
i∂tun +∆un = |un|
2un + gn on [nT, (n + 1)T ]×M
un(nT ) = un−1(nT )
and
E(un(nT )) ≤ (1− ε/A)
2nE(w0) ≤ C(1− ε/A)
2n
(
‖w0‖
2
H1 + ‖w0‖
4
H1
)
But, we have
‖un(nT )‖
2
H1 ≤ C1
(
E(un(nT )) +
√
E(un(nT ))
)1/2
.
Therefore, it an be made arbitrary small for large n. This allows to use loal ontrollability near the
trajetory 0. We obtain global ontrollability making the same proof in negative time.
9 Neessity of geometri ontrol assumption on S3
In this setion, we prove that on S3, the geometri ontrol is neessary for stabilization to our. The
argument uses some onentration of eigenfuntions. This onentration was also used by N. Burq, P.
Gérard and N. Tzvetkov [7℄ to prove some ill-posedness results.
Proposition 9.1. Let Γ be a geodesi of S3 and a ∈ C∞(S3) suh that Supp(a) ∩ Γ = ∅. Then, for
every R0 > 0, C and γ > 0 there exist T > 0 and u0 ∈ H
1(S3) with ‖u0‖H1 ≤ R0 suh that
‖u(T )‖H1 > Ce
−γT ‖u‖H1
for u solution of equation{
i∂tu+∆u− (1 + |u|
2)u = a(x)(1−∆)−1a(x)∂tu on [0, T ]× S3
u(0) = u0 ∈ H
1(51)
Proof. Let T suh that Ce−γT ≤ 1/2.
By hanges of oordinates, we an assume that Γ = {x3 = x4 = 0}. We will use the eigenfuntions
Φn = cn(x1+ ix2)
n
that onentrates on the subset {x3 = x4 = 0}. cn is hosen suh that ‖Φn‖H1 = R0
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and so cn ≈ n
1/2−1
. We have −∆Φn = λnΦn with λn = n(n + 2). Let un be the solution of (51) with
un(0) = Φn. Let vn = e
i(λn−1)tΦn be the solution of the linear equation{
i∂tvn +∆vn − vn = 0 on [0, T ]× S
3
vn(0) = Φn
Then, rn = un − vn is solution of{
i∂trn +∆rn − rn = a(x)(1−∆)
−1a(x)∂trn +Rn on [0, T ]× S3
rn(0) = 0
with Rn = |un|
2un + a(x)(1 −∆)
−1a(x)∂tvn.
Proposition 3.1 of linearisation yields that |un|
2un −→ 0 in X
1,−b′
T .
For the other term in Rn, we use the onentration of the Φn.∥∥a(x)(1 −∆)−1a(x)∂tvn∥∥X1,−b′T ≤ ∥∥a(x)(1 −∆)−1a(x)∂tvn∥∥L2([0,T ],H1)
≤ ‖a(x)∂tvn‖L2([0,T ],H−1) ≤ (λn + 1) ‖a(x)Φn‖L∞(S3)
Let δ > 0, suh that we have x23 + x
2
4 > δ on Supp a. Hene, we have |(x1 + ix2)|
2 = x21 + x
2
2 =
1− x23 − x
2
4 < 1− δ.
(λn + 1) ‖a(x)Φn‖L∞(S3) ≤ C(λn + 1)cn(1− δ)
n/2
Sine λn and cn are at most polynomial in n, we dedue thatRn tends to 0 inX
1,−b′
T . By some arguments
similar to the proof of the ontinuity of the ow map of Proposition 2.1 we infer that rn tends to 0
in X1,bT . Then, ‖un(T )‖H1 tends to R0 and for n large enough, we have ‖un(T )‖H1 > R0/2.
With a similar proof, we ould show the same result on S2×S1 if Supp(a)∩ (Γ×S1) = ∅ for some
geodesi Γ of S2. Yet, it does not imply geometri ontrol.
The onstrution of J. V. Ralston [32℄ proves that atually, a neessary ondition for stabilization
is that the support of a(x) intersets any stable losed geodesi (see also the work of L. Thomann [36℄
where this onentration is used to prove ill-posedness). In the ase of S3, we use the geometri fat
that every losed geodesi is stable.
A Some ommutator estimates
This setion is devoted to the proof of some ommutator estimates used in Proposition 7.4. More
preisely, we study the ation of [(−∆)ε/2, a1a2] on X
s,b
where ai are rough. We rst give a simple
proof for T3 (rational or not) and then a general one under Assumption 5. Then, we show that this
assumption is fullled for S3 and S2 × S1. We will need an elementary lemma.
Lemma A.1. If 0 ≤ ε ≤ 1, we have for any norm ||k|ε − |k3|
ε| ≤ |k − k3|
ε
.
Proof. Using triangular inequality, we get ||k| − |k3||
ε ≤ |k − k3|
ε . Then, we are redued to the ase
of R+∗ : we prove that for z, t ∈ R+∗, we have (z + t)ε − zε ≤ tε, whih is an easy onsequene of
Minkowsky inequality for 1 ≤ 1/ε ≤ +∞.
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A.1 An easier proof for T3
Lemma A.2. Let M = R3/(θxZ × θyZ × θzZ) with (θx, θy, θz) ∈ R
3
. Denote s0 the onstant taken
from Assumption 3. Let s > s0 and 0 ≤ ε ≤ 1.
Then, there exists b′ < 1/2 suh that u3 7→ [∆ε/2, u1u2]u3 maps any Xs,b
′
into Xs,−b
′
, where u1u2
denotes the operator of multipliation by u1u2 with ui ∈ X
s+ε,b′
for i ∈ {1, 2}.
This funtion [∆ε/2, u1u2] also maps X
−s,b′
into X−s,−b
′
.
Moreover, the same result holds with ui replaed by ui for i in a subset of {1, 2, 3}.
Proof. We hoose the norm |k| =
√
(θxkx)2 + (θyky)2 + (θzkz)2 so that
−̂∆u(k) = |k|2û(k)
By duality, it is equivalent to prove∫
R×M
[(−∆)ε/2, u1u2]u v ≤ C ‖u1‖Xs+ε,b′ ‖u2‖Xs+ε,b′ ‖u‖Xs,b′ ‖v‖X−s,b′
Using Parseval theorem and denoting k = k1 + k2 + k3, τ = τ1 + τ2 + τ3∫
R×M
[(−∆)ε/2, u1u2]u v =
∫
τ1,τ2,τ3
∑
k1,k2,k3
û1(k1, τ1)û2(k2, τ2)(|k|
ε − |k3|
ε)û(k3, τ2)v̂(k, τ)
≤
∫
τ1,τ2,τ3
∑
k1,k2,k3
||k|ε − |k3|
ε|
∣∣∣û1(k1, τ1)û2(k2, τ2)û(k3, τ3)v̂(k, τ)∣∣∣
Lemma A.1 and k − k3 = k1 + k2 yields∣∣∣∣
∫
R×M
[(−∆)ε/2, u1u2]u v
∣∣∣∣ ≤ C
∫
τ1,τ2,τ3
∑
k1,k2,k3
(|k1|
ε + |k2|
ε) |û1(k1, τ1)| |û2(k2, τ2) || û(k3, τ3)| |v̂(k, τ)|
Denoting u§1 the funtion with Fourier transform |û1(k1, τ1)| we obtain.∣∣∣∣
∫
R×M
[(−∆)ε/2, u1u2]u v
∣∣∣∣ ≤ C
∫
R×M
(
∆ε/2u§1
)
u§2u
§ v§ +
∫
R×M
u§1
(
∆ε/2u§2
)
u§ v§
≤ C ‖u1‖Xs+ε,b′ ‖u2‖Xs+ε,b′ ‖u‖Xs,b′ ‖v‖X−s,b′
Here, we have nished the proof using the trilinear Bourgain estimate beause s > s0. If we estimate
this integral using the trilinear estimate at the negative level H−s, we obtain the seond result we
announed.
A.2 General proof under Assumption 5
Lemma A.3. Denote s0 the onstant taken from Assumption 5. Let s > s0 and 0 ≤ ε ≤ 1.
Then, there exists b′ < 1/2 suh that u3 7→ [(−∆)ε/2, u1u2]u3 maps any Xs,b
′
into Xs,−b
′
, where u1ua2
denotes the operator of multipliation by u1u2 with ui ∈ X
s+ε,b′
for i ∈ {1, 2}.
This funtion [∆ε/2, u1u2] also maps X
−s,b′
into X−s,−b
′
.
Moreover, the same result holds with ui replaed by ui for i in a subset of {1, 2, 3}.
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Proof. The proof follows the tehniques of J. Bourgain and N. Burq, P. Gérard, N. Tzvetkov. Here,
we were inspired more preisely by [20℄. We reall the notations u# = e−it∆u(t), uN = 1√1−∆∈[N,2N [u
where N is a dyadi number and û(τ) is the Fourier transform of u with respet to the time variable.
First, with some dyadi integers Ni xed, we estimate the integral
I(N1, .., N4) =
∫
R×M
uN11 u
N2
2
[
((−∆)ε/2uN33 ) u4
N − uN33 (−∆)
ε/2u4
N
]
dtdx
=
1
(2π)4
∫
R×M
∫∫∫∫
R4
eit(τ1+τ2+τ3−τ)eit∆̂uN1#1 (τ1)e
it∆̂uN2#2 (τ2)
×
[
((−∆)ε/2eit∆̂uN3#3 (τ3))e
it∆ûN#4 (τ)− e
it∆̂uN3#3 (τ3)(−∆)
ε/2eit∆̂uN4#4 (τ)
]
dτ1 dτ2 dτ3dτ4 dtdx
By nearly orthogonality in Hb and partition of unity, uj =
∑
n∈Z ϕ(t − n/2)uj(t), we are led to the
speial ase where the uj are supported in time in the interval ]0, 1[. Selet χ ∈ C
∞
0 (R) suh that χ = 1
on [0, 1]. Thus, estimates (10), applied with τj xed, and Cauhy-Shwarz inequality in (τ1, τ2, τ3, τ4)
gives for any b > 1/2
|I(N1, .., N4)| ≤ C(N
ε
1 +N
ε
2 ) (m(N1, · · ·, N4))
s0
4∏
j=1
∫
τj
∥∥∥∥̂uNj#j (τj)
∥∥∥∥
L2(M)
≤ C(N ε1 +N
ε
2 ) (m(N1, · · ·, N4))
s0
4∏
j=1
∥∥∥uNjj ∥∥∥
X0,b(R×M)
(52)
This estimate is very satisfatory for the spae regularity. Yet, for the regularity in time, it requires
b > 1/2 whih is too muh for our purpose. We will interpolate with some rude estimates in spae
but better in time.
For the ase where N1 is large, we estimate |I(N1, · · ·, N)| using Sobolev embeddings H
1/4(R) ⊂ L4(R)
:
|I(N1, · · ·, N4)| ≤ C(N
ε
3 +N
ε
4 ) (m(N1, · · ·, N4))
3/2
4∏
j=1
∥∥∥uNjj ∥∥∥
X0,1/4(R×M)
(53)
In another ase where the frequeny N3 is large, we will use an argument near [15℄. In that ase, we
an not aord a loss in the frequeny N3. We use the fat that [u
N1
1 u
N2
2 ,∆
ε/2] is a pseudodierential
operator of order less than 0 (if ε ≤ 1). Then,
|I(N1, · · ·, N4)| =
∣∣∣∣
∫
R×M
[uN11 u
N2
2 ,∆
ε/2]uN33 u
N4
4
∣∣∣∣
≤ C
∫
R
∥∥[u1(t)N1u2(t)N2 ,∆ε/2]∥∥L2→L2 ‖u3(t)‖L2(M) ‖u4(t)‖L2(M) dt
≤
∫
R
m∑
α=0
‖∂αu1u2(t)‖L∞(M) ‖u3(t)‖L2(M) ‖u4(t)‖L2(M) dt
≤ Cmax (N1, N2)
µ
4∏
j=1
∥∥∥uNjj ∥∥∥
X0,1/4(R×M)
(54)
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where µ depends on the dimension and on ε.
Let us now begin the summation of the harmonis. As in [20℄, we deompose eah funtion
u =
∑
K
uK , uK = 1K≤〈i∂t+∆〉<2K(u)
where K denotes the sequene of dyadi integers. Notie that
‖u‖2X0,b ≈
∑
K
K2b ‖uK‖
2
L2(R×M) ≈
∑
K
‖uK‖
2
X0,b .
Then, we deompose the integral in sum of the following elementary integrals
I(N1, · · ·, N4, K1, · · ·, K4) =
∫
R×M
aN1,K11 a
N2,K2
2
[
((−∆ε/2)uN3,K3)vN,K − uN3,K3(−∆ε/2)vN,K
]
dtdx
Estimate (52) leads to (for every b > 1/2)
|I(N1, · · ·, N4, K1, · · ·, K4)| ≤ (N
ε
1 +N
ε
2 )m(N1, · · ·, N4)
s0(K1K2K3K4)
b
4∏
j=1
∥∥∥uNj ,Kjj ∥∥∥
L2
.
We will interpolate this estimate with dierent inequalities. We distinguish three ases : N4 ≤
C(N1+N2+N3) with N3 < max(N1, N2) ormax(N1, N2) ≤ N3, and the last ase N4 > C(N1+N2+N3)
with C large enough. Without loss of generality, we an assume N1 ≥ N2.
First ase : N3 < max(N1, N2) = N1 and N4 ≤ C(N1 +N2 +N3)
Estimate (53) gives
|I(N1, · · ·, N4, K1, · · ·, K4)| ≤ (N
ε
3 +N
ε
4 )m(N1, · · ·, N4)
3/2
(K1K2K3K4)
1/4
4∏
j=1
∥∥∥uNj ,Kjj ∥∥∥
L2
Then, for every θ ∈ [0, 1]
|I(N1, · · ·, N4, K1, · · ·, K4)| ≤ C(N
ε
1 +N
ε
2 )
1−θ(N ε3 +N
ε
4 )
θm(N1, · · ·, N4)
(1−θ)s0+3θ/2
(K1K2K3K)
b(1−θ)+θ/4
4∏
j=1
∥∥∥uNj ,Kjj ∥∥∥
L2
We denote s(θ) = (1− θ)s0 + 3θ/2 and b(θ) = b(1− θ) + θ/4.
|I(N1, · · ·, N,K1, · · ·)| ≤ C(N
ε
1 +N
ε
2 )
1−θ(N ε3 +N
ε
4 )
θm(N1, · · ·, N4)
s(θ)
(K1K2K3K4)
b(θ)−b′
4∏
j=1
∥∥∥uNjj ∥∥∥
X0,b′
By hoosing some appropriate θ and b′ < 1/2 < b, we an make the serie inK onvergent if b(θ)−b′ < 0.
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This yields :
|I(N1, · · ·, N4)| ≤ C(N
ε
1 +N
ε
2 )
1−θ(N ε3 +N
ε
4 )
θm(N1, · · ·, N4)
s(θ)
4∏
j=1
∥∥∥uNjj ∥∥∥
X0,b′
≤ CN
(1−θ)ε−s−ε
1 N
s+θε
4 N
s(θ)−s−ε
2 N
s(θ)+θε−s
3
2∏
j=1
‖uj‖Xs+ε,b′ ‖u3‖Xs,b′ ‖u4‖X−s,b′
≤
(
N4
N1
)s+θε
N
s(θ)−s−ε
2 N
s(θ)+θε−s
3
2∏
j=1
‖uj‖Xs+ε,b′ ‖u3‖Xs,b′ ‖u4‖X−s,b′
The series is onvergent thanks toN4 ≤ CN1 and after hoosing θ small enough suh that s(θ)+θε−s <
0 with b(θ)− b′ < 0.
Seond ase : N1 = max(N1, N2) ≤ N3 and so N4 ≤ CN3.
This time, N3 is a large frequeny and we an not have any loss N
θε
3 from the interpolation. We
proeed with the same interpolation proedure but between (52) and (54). After summation in K and
a good hoie of b′ < 1/2 < b and
|I(N1, · · ·, N4)| ≤ CN
(1−θ)(s0+ε)+θµ−s−ε
1 N
s
4N
(1−θ)s0−s−ε
2 N
−s
3
2∏
j=1
‖uj‖Xs+ε,b′ ‖u3‖Xs,b′ ‖u4‖X−s,b′
≤
(
N4
N3
)s
N
(1−θ)(s0+ε)+θµ−s−ε
1 N
(1−θ)s0−s−ε
2
2∏
j=1
‖uj‖Xs+ε,b′ ‖u3‖Xs,b′ ‖u4‖X−s,b′
We hoose θ small enough suh that (1− θ)(s0 + ε) + θµ− s− ε ≤ s0 + θµ− s < 0 and b(θ)− b
′ < 0.
And we onlude by the same summation as in the rst ase.
Last ase : N4 ≥ C(N1 +N2 +N3)
This ase is trivial in the partiular ase of T3, S3 or S2 × S1 sine this integral is zero for C large
enough. In the general ase, we apply the following lemma whih is a variant of Lemma 2.6 in [6℄.
Lemma A.4. There exists C > 0 suh that, if for any j = 1, 2, 3, Cµkj ≤ µk4, then for every p > 0,
there exists Cp > 0 suh that for every wj ∈ L
2(M), j = 1, 2, 3, 4∫
M
Πk1w1Πk2w2
[
(−∆)ε/2Πk3w3 Πk4w4 −Πk3w3 (−∆)
ε/2Πk4w4
]
dx ≤ Cpµ
−p
k4
4∏
j=1
‖wj‖L2
where Πk denotes the orthogonal projetion on the eigenfuntion ek assoiated to the eigenvalue µk.
This ends the proof of the st statement of Lemma A.3. The seond one is obtained by duality.
A.3 S3 and S2 × S1 fulll Assumption 5
Lemma A.5. Assumption 5 holds true with any s0 > 1/2 on S
3
and any s0 > 3/4 on S
2 × S1.
Proof. We rst treat the ase of S3 and follow the sheme of Proposition 3 of [20℄. We write
fj =
∑
nj
H(j)nj ,
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where H
(j)
nj are spherial harmonis of degree nj , and where the sum on nj bears on the domain
Nj ≤
√
1 + nj(nj + 2) < 2Nj .(55)
Then, the solution uj are given by
uj(t) = e
it∆fj =
∑
nj
e−itnj(nj+2)H(j)nj
and we have to estimate
Q(f1, · · ·, f4, τ) =
∫
R
∫
S3
χ(t)eitτu1u2
[
(−∆)ε/2u3u4 − u3(−∆)
ε/2u4
]
dxdt
=
∑
n1,···,n4
χ̂(
4∑
j=1
εjnj(nj + 2)− τ)I(H
(1)
n1
, · · ·, H(4)n4 ),
with εj = −1 or 1 depending on the position of onjugates and
I(H(1)n1 , · · ·, H
(4)
n4
) = (
√
n3(n3 + 2)
ε
−
√
n4(n4 + 2)
ε
)
∫
S3
H(1)n1 H
(2)
n2
H(3)n3 H
(4)
n4
dx
We notie that
∫
Hn1Hn2Hn3Hn4 6= 0 implies n4 ≤ n1 + n2 + n3 and n3 ≤ n1 + n2 + n4, that is
|n4 − n3| ≤ n1 + n2. Then, using Lemma A.1 and fundamental theorem of alulus, we have∣∣∣√n3(n3 + 2)ε −√n4(n4 + 2)ε∣∣∣ ≤ ∣∣∣√n3(n3 + 2)−√n4(n4 + 2)∣∣∣ε
≤ C |n4 − n3|
ε ≤ C(N ε1 +N
ε
2 )(56)
Moreover, bilinear eigenfuntions estimates (see Theorem 2 of [10℄ or Theorem 2.5 of [9℄) yield
∣∣I(H(1)n1 , · · ·, H(4)n4 )∣∣ ≤ C(N ε1 +N ε2 )
∣∣∣∣
∫
S3
H(1)n1 H
(2)
n2
H(3)n3 H
(4)
n4
dx
∣∣∣∣
≤ C(N ε1 +N
ε
2 )m(N1, · · ·, N4)
1/2+
4∏
j=1
∥∥∥H(j)nj ∥∥∥
L2
Using the fast deay of χ̂ at innity, we infer
|Q(f1, · · ·, f4, τ)| ≤ C(N
ε
1 +N
ε
2 )m(N1, · · ·, N4)
1/2+
∑
l∈Z
(1 + |l|2)−1
∑
Λ([τ ]+l)
4∏
j=1
∥∥∥H(j)nj ∥∥∥
L2
≤ C(N ε1 +N
ε
2 )m(N1, · · ·, N4)
1/2+ sup
k∈Z
∑
Λ(k)
4∏
j=1
∥∥∥H(j)nj ∥∥∥
L2
where Λ(k) denotes the set of (n1, · · ·, n4) satisfying (55) for j = 1, 2, 3, 4 and
4∑
j=1
εjnj(nj + 2) = k.
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Now, we write
{1, 2, 3, 4} = {α, β, γ, δ}
with m(N1, · · ·, N4) = NαNβ and we split the sum on Λ(k) as
|Q(f1, · · ·, f4, τ)| ≤ C(N
ε
1 +N
ε
2 )m(N1, · · ·, N4)
1/2+ sup
k∈Z
∑
a∈Z
S(a)S ′(k − a)
where
S(a) =
∑
Γ(a)
∥∥H(α)nα ∥∥L2 ∥∥H(γ)nγ ∥∥L2 ; S ′(a′) = ∑
Γ′(a′)
∥∥∥H(β)nβ ∥∥∥L2 ∥∥H(δ)nδ ∥∥L2 ,
Γ(a) = {(nα, nγ) : (55) holds for j = α, γ,
∑
j=α,γ
εjnj(nj + 2) = a},
Γ′(a′) = {(nβ, nδ) : (55) holds for j = β, δ,
∑
j=β,δ
εjnj(nj + 2) = a
′}.
Then, we use a number theoreti result involving the ring of Gauss integers (see Lemma 3.2 of [6℄).
Lemma A.6. Let σ ∈ {±1}. For every η > 0, there exists Cη suh that, given M ∈ Z and a positive
integer N ,
#{(k1, k2) ∈ N
2 : N ≤ k1 ≤ 2N, k
2
1 + σk
2
2 =M} ≤ CηN
η.
Notiing that nj(nj + 2) = (nj + 1)
2 − 1, we get
sup
a
#Γ(a) ≤ CηN
η
α; sup
a′
#Γ′(a′) ≤ CηN
η
β ,
and onsequently, by the Cauhy-Shwarz inequality and the orthogonality of the H
(j)
nj∑
a∈Z
S(a)S ′(k − a) ≤ Cη(NαNβ)
η/2 ×

∑
a
∑
Γ(a)
∥∥H(α)nα ∥∥2L2 ∥∥∥H(γ)nγ ∥∥∥2L2


1/2
∑
a
∑
Γ′(k−a)
∥∥∥H(β)nβ ∥∥∥2L2 ∥∥H(δ)nδ ∥∥2L2


1/2
≤ Cη(NαNβ)
η/2
4∏
j=1
‖fj‖L2 .
This ompletes the proof for S3.
For S2 × S1, we adapt this argument with some slight modiations.
First, the formulae should be hanged to
uj(t)(x, y) = e
it∆fj =
∑
nj ,pj
e−itnj(nj+1)−ip
2
j tH(j)nj ,pj(x)e
ipjy
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where H
(j)
nj ,pj are spherial harmonis on S
2
of degree nj. Estimate (56) beomes∣∣∣∣
√
n3(n3 + 1) + p23
ε
−
√
n4(n4 + 2) + p24
ε
∣∣∣∣ ≤
∣∣∣∣
√
n3(n3 + 1) + p23 −
√
n4(n4 + 1) + p24
∣∣∣∣ε
≤
∣∣∣∣[√n3(n3 + 1)−√n4(n4 + 1)]2 + (p3 − p4)2
∣∣∣∣ε/2
≤
∣∣C(n3 − n4)2 + (p3 − p4)2∣∣ε/2
≤ C
∣∣(n1 + n2)2 + (p1 + p2)2∣∣ε/2 ≤ C(N ε1 +N ε2 )
where we have used |n3 − n4| ≤ |n1 + n2| and |p3 − p4| ≤ |p1| + |p2| for the integral to be non zero.
Bilinear eigenfuntions estimates for S2 yield
∣∣I(H(1)n1,p1, · · ·, H(4)n4,p4)∣∣ ≤ C(N ε1 +N ε2 )m(N1, · · ·, N4)1/4
4∏
j=1
∥∥∥H(j)nj ,pj∥∥∥
L2
.
We nish the proof similarly, replaing the formula for Γ(a) by
Γ(a) = {(nα, pα, nγ , pγ) : Nj ≤
√
1 + nj(nj + 2) + p2j ≤ 2Nj, j = α, γ
and
∑
j=α,γ
εj [nj(nj + 2) + p
2
j ] = a}
In that ase, the same number theoreti arguments yield supa#Γ(a) ≤ CηN
1+η
α and nally, after
Cauhy-Shwarz inequality, we obtain
|Q(f1, · · ·, f4, τ)| ≤ C(N
ε
1 +N
ε
2 )m(N1, · · ·, N4)
1/4+(1+η)/2
4∏
j=1
‖fj‖L2 .
B Unique ontinuation
B.1 Carleman estimates
This setion is only a variant in the Riemannian setting of some results of A. Merado, A. Osses and
L. Rosier [28℄. We follow their proof very losely, sometimes line by line.
For sake of simpliity, we will assume that u is supported in a xed ompat K of a Riemannian
manifold Ω. Yet, the same reasonning as in [28℄ would allow to handle the ase of Dirihlet boundary
onditions for u. We have hanged the notation of the manifold from M to Ω beause the Carleman
estimates will not be used on the whole ompat manifold M but only on some open set Ω.
D denotes the Levi-Civita onnetion assoiated to the metri g. Then, it is torsion-free and the
Hessian of the funtions are symmetris.
· , | |, ∇ and ∆ denote the salar produt, the norm, the gradient and the Laplaian with respet
to the metri g. Moreover, the salar produt will be the real one : if X = a + ib and Y = c + id,
X.Y = a · c− b · d+ i(b · c+ a · d) and |X|2 = X ·X . vg denotes the Riemannian volume form and all
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the integrals are dened with this (even if it will be often omitted).
First, we list a few formulae that will be used along the proof. For any funtions f, h ∈ C∞(Ω) with
h ompatly supported and any vetor elds X , Y and Z, we have
DZ(X · Y ) = (DZX) · Y +X · (DZY )
∇f · Z = DZf
(DX∇f) · Y = Hess(f)(X, Y )∫
Ω
(∆f)h dvg = −
∫
Ω
∇f · ∇h dvg
∇(fh) = (∇f)h+ f(∇h)
div(fX) = fdiv(X) +X · ∇f
For brevity,
∫∫
will denote the integral over ] − T, T [×Ω and
∫∫
ω
the integral over ] − T, T [×ω
where ω is an open subset of Ω.
Let Ψ ∈ C4(Ω) real valued . We assume that Ψ satises the following properties
∇Ψ 6= 0 in Ω\ ω(57)
Ψ(x) ≥ 2/3 ‖Ψ‖L∞ .(58)
(58) is tehnial and is easily fullled by replaing Ψ by Ψ + C with C large enough. We distinguish
two ases : strong pseudoonvexity and weak pseudoonvexity.
The ase of strong pseudoonvexity an be found in Isakov[22℄ but with loal in time estimates, it
reads
Hess(Ψ(x))(ξ, ξ) + |∇Ψ(x) · ξ|2 > 0 ∀(x, ξ) ∈ TΩ\ Tω,(59)
whih implies sine the support is ompat that
Hess(Ψ(x))(ξ, ξ) + |∇Ψ(x) · ξ|2 > C |ξ|2 ∀(x, ξ) ∈ TΩ\ Tω, x ∈ K(60)
Weak pseudoonvexity is dened by
Hess(Ψ(x))(ξ, ξ) + |∇Ψ(x) · ξ|2 ≥ 0 ∀(x, ξ) ∈ TΩ\ Tω.(61)
Set CΨ = 2 ‖Ψ‖L∞(Ω) and
θ(t, x) :=
eλΨ(x)
(T − t)(T + t)
, ϕ(t, x) :=
eλCΨ − eλΨ(x)
(T − t)(T + t)
, ∀(t, x) ∈]− T, T [×Ω
Denote by L(q) = i∂tq +∆q the linear Shrödinger operator.
Proposition B.1. Let T > 0. Let Ω be a Riemannian manifold and K a ompat subset of Ω.
Assume that there exists a funtion Ψ ∈ C4(Ω) suh that (57), (58) and (60) hold for some open
set ω ⊂ Ω. Then, there exist onstants λ0, s0 and C suh that for all λ ≥ λ0, all s ≥ s0 and
q ∈ L2(]− T, T [, H1(Ω)), supported in K, with L(q) ∈ L2(]− T, T [×Ω) we have∫∫ [
s3λ4θ3|q|2 + sλθ |∇q|2
]
e−2sϕ(62)
≤ C
∫∫
|L(q)|2 e−2sϕ + C
∫∫
ω
[
s3λ4θ3|q|2 + sλθ |∇q|2
]
e−2sϕ
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Proposition B.2. If in Proposition B.1, we replae Assumption (60) by (61), we obtain the same
result with ∫∫ [
s3λ4θ3|q|2 + sλ2θ |∇Ψ · ∇q|2
]
e−2sϕ(63)
≤ C
∫∫
|L(q)|2 e−2sϕ + C
∫∫
ω
[
s3λ4θ3|q|2 + sλθ |∇q|2
]
e−2sϕ
Proof. Using regularisation in a standard way, we are redued to onsider q ∈ C∞(]−T, T [×Ω). Denote
u = e−sϕq and w = e−sϕL(q) = e−sϕL(esϕu). We notie that u and all its time derivatives vanish at
t = −T and t = T . Thus, all the integrations by part in time do not reate any boundary term. We
ompute
w = Pu = iut + isϕtu+∆u+ 2s∇ϕ · ∇u+ s(∆ϕ)u+ s
2|∇ϕ|2u
We deompose P = P1 + P2 with
P1u := isϕtu+ 2s∇ϕ · ∇u+ s(∆ϕ)u
P2u := iut +∆u+ s
2|∇ϕ|2u
‖w‖2L2(−T,T [×Ω) = ‖P1u+ P2u‖
2 = ‖P1u‖
2 + ‖P2u‖
2 + 2ℜ(P1u, P2u)
As usual in Carleman estimates, we only use
2ℜ(P1u, P2u) ≤ ‖w‖
2
L2(−T,T [×Ω) .
We also deompose 2ℜ(P1u, P2u) = I1 + I2 + I3 with
I1 := 2ℜ
∫∫
(2s∇ϕ · ∇u+ s(∆ϕ)u)(−iut +∆u+ s
2|∇ϕ|2u))
I2 := 2ℜ
∫∫
isϕtu(−iut +∆u)
I3 := 2ℜ
∫∫
isϕtu(s
2|∇ϕ|2u) = 0
We rst deal with I1.
I1 = 2ℜ
∫∫
(2s∇ϕ · ∇u+ s(∆ϕ)u)((∆u+ s2|∇ϕ|2u)− 2ℜ
∫∫
i(2s∇ϕ · ∇u+ s(∆ϕ)u)ut
= I11 + I
2
1 .
Set J =
∫∫
(∇ϕ · ∇u)∆u = −
∫∫
∇u · ∇(∇ϕ · ∇u)). We have
∇u · ∇(∇ϕ · ∇u)) = D∇u(∇ϕ · ∇u) = (D∇u∇ϕ) · ∇u+∇ϕ · (D∇u∇u)
= Hess(ϕ)(∇u,∇u) +Hess(u)(∇u,∇ϕ)
Atually
∇ϕ · ∇|∇u|2 = D∇ϕ(∇u · ∇u) = (D∇ϕ∇u) · ∇u+∇u · (D∇ϕ∇u) = 2ℜ(D∇ϕ∇u) · ∇u
= 2ℜHess(u)(∇ϕ,∇u)
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Therefore,
2ℜJ = −2
∫∫
Hess(ϕ)(∇u,∇u) +
∫∫
∆ϕ |∇u|2
Expanding I11 , we obtain
I11 = 2ℜ
{
2sJ +
∫∫
s(∆ϕ)u∆u+
∫∫
2s3(∇ϕ · ∇u)|∇ϕ|2u+
∫∫
s3(∆ϕ)|u|2|∇ϕ|2
}
= 4sℜJ − 2sℜ
∫∫
((∇∆ϕ)u+∆ϕ∇u) · ∇u
+
∫∫
2s3|∇ϕ|2∇ϕ · ∇|u|2) + 2
∫∫
s3(∆ϕ)|u|2|∇ϕ|2
where we have used ∇|u|2 = 2ℜ(u∇u). Then, we remark that
−2sℜ
∫∫
(∇∆ϕ)u · ∇u = −s
∫∫
(∇∆ϕ) · ∇|u|2
= s
∫∫
(∆2ϕ)|u|2,
2
∫∫
s3(∆ϕ)|u|2|∇ϕ|2 = −2s3
∫∫
∇ϕ · (|∇ϕ|2∇|u|2 + |u|2∇|∇ϕ|2).
We simplify
I11 = −4sℜ
∫∫
Hess(ϕ)(∇u,∇u) + 2s
∫∫
∆ϕ |∇u|2
+s
∫∫
(∆2ϕ)|u|2 − 2s
∫∫
∆ϕ|∇u|2 − 2s3
∫∫
|u|2∇ϕ · ∇|∇ϕ|2
= −4s
∫∫
Hess(ϕ)(∇u,∇u) + s
∫∫
(∆2ϕ)|u|2 − 2s3
∫∫
(∇ϕ · ∇|∇ϕ|2)|u|2
Expanding 2ℜa = a+ a for I21 and performing integration by part in t for the rst term, we get
−I21 =
∫∫
i(2s∇ϕ · ∇u+ s(∆ϕ)u)ut − i
∫∫
(2s∇ϕ · ∇u+ s(∆ϕ)u)ut
=
∫∫
−i [2s∇ϕt · ∇u+ 2s∇ϕ · ∇ut + s(∆ϕt)u+ s(∆ϕ)ut] u
−i
∫∫
2s(∇ϕ · ∇u)ut − i
∫∫
s(∆ϕ)uut
Integration by part in x yields
−i
∫∫
2s(∇ϕ · ∇u)ut = 2is
∫∫
(∆ϕ)uut + 2is
∫∫
(∇ϕ · ∇ut)u
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As a onsequene
−I21 =
∫∫
−i2s(∇ϕt · ∇u)u− is
∫∫
(∆ϕt)|u|
2 =
∫∫
−i2s(∇ϕt · ∇u)u+ is
∫∫
∇ϕt · ∇|u|
2
= i
∫∫
s∇ϕt · (u∇u− u∇u)) = 2sℜi
∫∫
∇ϕt · (u∇u)).
Finally,
I1 = −4sℜ
∫∫
Hess(ϕ)(∇u,∇u) + s
∫∫
(∆2ϕ)|u|2
−2s3
∫∫
∇ϕ · ∇|∇ϕ|2|u|2 − 2sℜi
∫∫
∇ϕt · (u∇u))
On the other hand, we have
∇ϕ · ∇|∇ϕ|2 = D∇ϕ(∇ϕ · ∇ϕ) = 2D∇ϕ∇ϕ · ∇ϕ = 2Hess(ϕ)(∇ϕ,∇ϕ)
We now turn to the other term I2 :
I2 = 2ℜ
∫∫
isϕtu(−iut +∆u) = s
∫∫
ϕt∂t|u|
2 + 2sℜi
∫∫
ϕtu∆u
= −s
∫∫
ϕtt|u|
2 − 2sℜi
∫∫
(∇ϕtu+ ϕt∇u) · ∇u
= −s
∫∫
ϕtt|u|
2 − 2sℜ
∫∫
i(∇ϕt · ∇u)u
Consequently, our nal result is
2ℜ(M1u,M2u) =
∫∫ [
−4s3Hess(ϕ)(∇ϕ,∇ϕ)− sϕtt + s(∆
2ϕ)
]
|u|2(64)
−4sℜ
∫∫
Hess(ϕ)(∇u,∇u)(65)
−4sℜ
∫∫
iu∇ϕt · ∇u(66)
(64) and (65) are the main parts in |u|2 and |∇u|2 respetively. (66) is a remainder term that will be
estimated from above.
In what follows, ε > 0 denote small onstants (used in estimates from below) and C large ones
(used for estimates from above). We observe the following indentities, that will be used along the
proof,
∇ϕ = −λθ∇Ψ,
Hess(ϕ)(X, Y ) = (DX∇ϕ) · Y = −λDX(θ∇Ψ) · Y = −λθ(DX∇Ψ) · Y − λdθ(X)∇Ψ · Y
= −λθHess(Ψ)(X, Y )− λ2θ(∇Ψ ·X)(∇Ψ · Y )
= −θλ [Hess(Ψ)(X, Y ) + λ(∇Ψ ·X)(∇Ψ · Y )] .
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Firstly, we estimate term (66),
|(66)| ≤ Cs
∫∫
|∇ϕt · ∇u||u| ≤ Cs
∫∫
tλeλΨ
(T 2 − t2)2
|∇Ψ · ∇u||u|
≤ Cs
∫∫
eλΨ
(T 2 − t2)
|∇Ψ · ∇u|2 + Cs
∫∫
(Tλ)2eλΨ
(T 2 − t2)3
|u|2
≤ Cs
∫∫
θ |∇Ψ · ∇u|2 + Csλ−1
∫∫
|∇ϕ|3 |u|2 + Cs
∫∫
ω
λ2θ3|u|2(67)
Then, we estimate term (64) using Assumptions (57) and (61) (or (60)). On (Ω\ω) ∩K, we have
−4s3Hess(ϕ)(∇ϕ,∇ϕ) = 4s3λθ
[
Hess(Ψ)(∇ϕ,∇ϕ) + λ |∇Ψ · ∇ϕ|2
]
≥ 4s3λθ(λ− 1) |∇Ψ · ∇ϕ|2 ≥ s3λ4θ3 |∇Ψ|4 ≥ εs3λ |∇ϕ|3
Assumption (58) gives Ψ(x) ≤ CΨ ≤ 3Ψ(x) and then, we have on (Ω\ω) ∩K
|sϕtt| ≤ Cs
eλCΨ
((T 2 − t2))3
≤ Cs
e3λΨ(x)
((T 2 − t2))3
≤ Cs |∇ϕ|3
Moreover, on (Ω\ω) ∩K we have ∣∣s∆2ϕ∣∣ ≤ Csθλ4 ≤ Csλ |∇ϕ|3
Finally, for λ and s large enough∫∫
Ω\ω
[
−4s3Hess(ϕ)(∇ϕ,∇ϕ)− sϕtt + s(∆
2ϕ)
]
|u|2 ≥
∫∫
Ω\ω
εs3λ |∇ϕ|3 |u|2
For the domain ω, we have the estimate∣∣∣∣
∫∫
ω
[
−4s3Hess(ϕ)(∇ϕ,∇ϕ)− sϕtt + s(∆
2ϕ)
]
|u|2
∣∣∣∣ ≤ C
∫∫
ω
s3λ4θ3|u|2
The nal estimate for (64) is
(64) ≥
∫∫
Ω\ω
εs3λ |∇ϕ|3 |u|2 − C
∫∫
ω
s3λ4θ3|u|2.(68)
Now, let us estimate (65). We begin with the integral on ω.
−4sℜ
∫∫
ω
Hess(ϕ)(∇u,∇u) = 4sℜ
∫∫
ω
θλ
[
Hess(Ψ)(∇u,∇u) + λ |∇Ψ · ∇u|2
]
≥ −Csλ
∫∫
ω
θ |∇u|2 + 4s
∫∫
ω
θλ2 |∇Ψ · ∇u|2
≥ −Csλ
∫∫
ω
θ |∇u|2
Now, for the integral on Ω\ω, we distinguish the two ases desribed above :
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Strong pseudoonvexity : end of the proof of Proposition B.1
Using assumption (60), we an estimate the part of (65) on Ω\ω by
−4sℜ
∫∫
Ω\ω
Hess(ϕ)(∇u,∇u) = 4sℜ
∫∫
Ω\ω
θλ
[
Hess(Ψ)(∇u,∇u) + λ |∇Ψ · ∇u|2
]
≥ εsλ
∫∫
Ω\ω
θ |∇u|2
The nal estimate for (65) is
(65) ≥ εsλ
∫∫
Ω\ω
θ |∇u|2 − Csλ
∫∫
ω
θ |∇u|2(69)
Putting together (67), (68) and (69), we get for s, λ large enough
(64) + (65) + (66) ≥
∫∫
Ω\ω
εs3λ |∇ϕ|3 |u|2 − C
∫∫
ω
s3λ4θ3|u|2 − Csλ
∫∫
ω
θ |∇u|2
+εsλ
∫∫
Ω\ω
θ |∇u|2 − Cs
∫∫
θ |∇Ψ · ∇u|2
−Csλ−1
∫∫
|∇ϕ|3 |u|2 − Cs
∫∫
ω
λ2θ3|u|2
≥ ε
∫∫
s3λ4θ3|u|2 + εsλ
∫∫
θ |∇u|2
−C
∫∫
ω
s3λ4θ3|u|2 − Csλ
∫∫
ω
θ |∇u|2(70)
where we have used the deomposition
∫∫
Ω\ω =
∫∫
−
∫∫
ω
for the seond inequality.
Replaing u by e−sϕq and omputing ∇q = esϕ [∇u− sλθu∇Ψ] this yields after absorption∫∫ [
s3λ4θ3|q|2 + sλθ |∇q|2
]
e−2sϕ ≤ C
∫∫ [
s3λ4θ3|u|2 + sλθ|∇u|2 + s3λ3θ3|∇ψ|2|u|2
]
≤ C
∫∫ [
s3λ4θ3|u|2 + sλθ|∇u|2
]
(71)
∫∫
ω
s3λ4θ3|u|2 + sλ
∫∫
ω
θ |∇u|2 ≤ C
∫∫
ω
[
s3λ4θ3|q|2 + sλθ |∇q|2 + s3λ3θ3|∇ψ|2|q|2
]
e−2sϕ
≤ C
∫∫
ω
[
s3λ4θ3|q|2 + sλθ |∇q|2
]
e−2sϕ(72)
Combining (70), (71) and (72), we get the expeted result :∫∫ [
s3λ4θ3|q|2 + sλθ |∇q|2
]
e−2sϕ
≤ C
∫∫
|i∂tq +∆q|
2 e−2sϕ + C
∫∫
ω
[
s3λ4θ3|q|2 + sλθ |∇q|2
]
e−2sϕ
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Weak pseudoonvexity : end of the proof of Proposition B.2
Assumption (61) yields that for λ large enough
−4sℜ
∫∫
Ω\ω
Hess(ϕ)(∇u,∇u) ≥ εs
∫∫
Ω\ω
θλ2 |∇Ψ · ∇u|2
We nish the proof similarly to get
(64) + (65) + (66) ≥ ε
∫∫
Ω\ω
s3λ |∇ϕ|3 |u|2 − C
∫∫
ω
s3λ4θ3|u|2 − Csλ
∫∫
ω
θ |∇u|2
+εs
∫∫
Ω\ω
θλ2 |∇Ψ · ∇u|2 − Cs
∫∫
θ |∇Ψ · ∇u|2
−Csλ−1
∫∫
|∇ϕ|3 |u|2 − Cs
∫∫
ω
λ2θ3|u|2
≥ ε
∫∫
s3λ4θ3|u|2 + εsλ2
∫∫
θ |∇Ψ · ∇u|2
−C
∫∫
ω
s3λ4θ3|u|2 − Csλ
∫∫
ω
θ |∇u|2
and then ∫∫ [
s3λ4θ3|q|2 + sλ2θ |∇Ψ · ∇q|2
]
e−2sϕ
≤ C
∫∫
|i∂tq +∆q|
2 e−2sϕ + C
∫∫
ω
[
s3λ4θ3|q|2 + sλθ |∇q|2
]
e−2sϕ.
B.2 Carleman estimates with potential L∞([−T, T ], L3)
The following result proves that the strong pseudoonvexity allows to absorb some potential terms
in L∞([−T, T ], L3). This is in ontrast with the weak pseudoonvexity whih only absorbs terms in
L∞([−T, T ]× Ω).
Proposition B.3. Assume dim(Ω) ≤ 3. Let V1, V2 ∈ L
∞([−T, T ], L3). Then, Proposition B.1 holds
with L replaed by
L(q) = i∂tq +∆q + V1q + V2q.
Proof. We use the notation of Proposition B.1. We write∫∫
|i∂tq +∆q|
2 e−2sϕ ≤ 4
∥∥e−sϕL(q)∥∥2
L2([0,T ],L2)
+ 4
∥∥e−sϕ(V1q)∥∥2L2([0,T ],L2) + 4 ∥∥e−sϕ(V2q)∥∥2L2([0,T ],L2)
But, by Hölder inequality and Sobolev embedding, we have for s > 1∥∥e−sϕV1q∥∥2L2([0,T ],L2) ≤ C ‖V1‖2L∞(L3) ∥∥e−sϕq∥∥2L2(L6)
≤ C
(∥∥e−sϕq∥∥2
L2(L2)
+
∥∥∇(e−sϕq)∥∥2
L2(L2)
)
≤ C
(∥∥e−sϕq∥∥2
L2(L2)
+
∥∥e−sϕ∇q∥∥2
L2(L2)
+ s2λ2
∥∥θ(∇Ψ)e−sϕq∥∥2
L2(L2)
)
≤ C
(∫∫ [
s2λ2θ3|q|2 + θ |∇q|2
]
e−2sϕ
)
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where we have used θ ≥ C. We get the desired result using estimate (62) of Proposition B.1 for s large
enough.
Remark B.1. The uniqueness results we will obtain from the former Proposition are not optimal with
respet to the regularity of the potential. Indeed, some reent papers (see the work of H. Koh and D.
Tataru [24℄ or D. Dos Santos Ferreira [16℄) establish Carleman type estimates in Lp whih are muh
better than what we get. They are more ompliated and not required for our purpose. Yet, they would
beome neessary if we onsidered nonlinearities |u|αu with α > 2.
B.3 Appliation to uniqueness
Proposition B.4. Let Ω, T, ω,Ψ fullling the same assumptions as Proposition B.1.
Let q ∈ L∞([−T, T ], H1(Ω)) ompatly supported, solution of i∂tq + ∆q + V1q + V2q = 0 with Vi ∈
L∞([−T, T ], L3) .
Let D be an open subset of Ω suh that m˜ = infx∈D {Ψ(x)} > supx∈ω {Ψ(x)} = m.
Then, q = 0 on ]− T, T [×D.
Remark B.2. By onsidering the maximum of Ψ, we see that the assumptions of Proposition B.4 an
not be fullled on a ompat manifold. Therefore, we will only apply this result on an open set Ω of
M , and the ompat support of u beomes important.
Sine the previous Carleman estimates hold for every time interval (with onstants depending on
its length), we are redued to the following lemma :
Lemma B.1. Under assumptions of Proposition B.4, there exists one η > 0 suh that q = 0 on
]− η, η[×D.
Proof. Fix λ ≥ λ0 > 1 (the next onstants ould depend on λ but not on s). Let T ≥ η > 0 to be
hosen later. Denote λ1 = e
λCψ − eλ em and λ1 + ε = e
λCψ − eλm with λ1 > 0 and ε > 0. By denition
of m˜ and m, we have for s ≥ 0
e−2sϕ ≤ e−2s
λ1+ε
T2−t2 ∀(t, x) ∈]− T, T [×ω
e
−2s λ1
T2−η2 ≤ e−2sϕ ∀(t, x) ∈]− η, η[×D
Moreover, one λ1 and ε are xed, there exists some onstant C suh that y
3e−2(λ1+ε)y ≤ Ce−2(λ1+ε/2)y
for y ≥ 0. Therefore, for every (t, x) ∈]− T, T [×Ω with x ∈ Supp u, we have
(sθ)3e
−2s λ1+ε
T2−t2 ≤ C
(
s
T 2 − t2
)3
e
−2s λ1+ε
T2−t2 ≤ Ce
−2sλ1+ε/2
T2−t2 ≤ Ce−2s
λ1+ε/2
T2
Here, the onstant C does not depend on s. Then, using Carleman estimate and θ ≥ C > 0, we get∫∫
]−η,η[×D
s3|q|2e
−2s λ1
T2−η2 ≤ C
∫∫
]−T,T [×ω
[
|u|2 + |∇q|2
]
e−2s
λ1+ε/2
T2
Therefore,
s3e
−2s λ1
T2−η2
∫∫
]−η,η[×D
|q|2 ≤ Ce−2s
λ1+ε/2
T2 ‖q‖2L2(H1)
Then, to nish the proof, we just have to hoose η suh that −2 λ1
T 2−η2 > −2
λ1+ε/2
T 2
, that is η2 < T
2ε/2
λ1+ε/2
and let s tend to +∞.
46
B.4 Geometrial examples
We give some geometrial examples where Proposition B.4 applies. Denote q ∈ L∞([−T, T ], H1(Ω)) a
solution of i∂tq+∆q+V1q+V2q = 0 with Vi ∈ L
∞([−T, T ], L3). In these following ases, Assumptions
2 and 4 are fullled. For the onveniene of the reader, we reall this assumption :
Proposition B.5. Let (M, ω˜) be either
- (T3, {x ∈ R3/(θ1Z× θ2Z× θ3Z) |∃i ∈ {1, 2, 3}, xi ∈]− ε, ε[+θiZ})
- (S3, ω˜) where ω˜ is a neighborhood of S3 ∩ {x4 = 0} in S
3 ⊂ R4.
-(S2 × S1, (ω1 × S
1) ∪ (S2×]0, ε[)) where ω1 is a neighborhood of the equator of S
2
.
For every T > 0, the only solution in C([0, T ], H1) to the system{
i∂tq +∆q + b1(t, x)q + b2(t, x)q = 0 on [0, T ]×M
q = 0 on [0, T ]× ω˜
(73)
where b1(t, x) and b2(t, x) ∈ L
∞([0, T ], L3) is the trivial one q ≡ 0.
B.4.1 M = T3
We assume q = 0 on ω˜ = {x ∈ R3/(θ1Z× θ2Z× θ3Z) |∃i ∈ {1, 2, 3}, xi ∈]− ε, ε[+θiZ}.
We dene q˜ on R3 by q˜(x) = q(x) if x ∈ [0, θ1]× [0, θ2]× [0, θ3] and q˜(x) = 0 otherwise. q˜ satises the
same Shrödinger equation on R3 with ompat support K. By translation, we an assume that 0 is
the enter of the retangle.
We use the funtion Ψ = ‖(x, y, z)‖2 + C. C is hosen large enough so that (58) is fullled on K. Let
δ > 0 small. Outside of ω = B(0, δ), Ψ is strily onvex ( that is strongly pseudoonvex for the at
metri inherited from R3) and ∇Ψ 6= 0. Then, assumptions (57) and (60) are fullled.
We an apply Theorem B.4 with Ω = R3, ω = B(0, δ) and D = B(0, 2δ)c. As δ is arbitrary, we get
q˜ = 0 everywhere and so q = 0.
B.4.2 M = S3
Lemma B.2. Let Sn ⊂ Rn+1 be the unit sphere. Then, the funtion h : (x1, ···, xn+1) 7→ xn+1 restrited
to Sn ∩ {xn+1 < 0} has strily positive Hessian for the metri indued by R
n+1
.
Proof. h dened on Rn+1 is linear. Then, using Exerie 2.65 b) of [17℄, we get Hess(h) = −hg where
g is the bilinear form of the Riemannian struture. Then, Hess(h) is positive denite if and only if
h < 0.
We assume q = 0 on a neighborhood of x4 = 0. Let δ > 0 small. We hoose Ω = {x ∈ S
3|x4 < 0},
D = {x ∈ S3|x4 ∈]− 1 + 2δ, 0[} and ω = S
3 ∩ {x4 ∈ [−1,−1 + δ[}. We use the funtion Ψ = x4 + C.
C is hosen large enough so that (58) is fullled on the support of q. On Ω\ ω, Ψ is strily onvex
thanks to Lemma B.2 and ∇Ψ 6= 0. Therefore, assumptions (57) and (60) are fullled. As the support
of q is ompat in Ω, Theorem B.4 applies and we get q = 0 on D. Sine δ is arbitrary, we get q = 0
on S3 ∩ {x4 < 0}. The symmetry of the problem gives q = 0 on S
3
.
B.4.3 M = S2 × S1
Let ω1 ⊂ S
2
be a neighbourhood of the equator {x3 = 0} and ε > 0.
We assume q = 0 on (ω1 × S
1)
⋃
(S2×]− ε, ε[).
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The geometri situation is quite similar to the ase of T3 : this is a produt of manifolds and the
weight funtion Ψ will be the sum of two pseudoonvex weights in eah oordinate.
The urrent point x of S2 will be denoted by its oordinates in R3 and the urrent point y of S1 =
T1 = R/Z by its oordinates in R. Then, we an dene q˜ on the open set Ω = {x ∈ S2|x3 < 0} × R
by q˜(x, y) = q(x, y) if y ∈ [0, 1] and 0 otherwise. q˜ is then ompatly supported and is solution of the
same Shrödinger equation.
We hoose Ψ(x, y) = x3+y
2+C with C large enough. Ψ is denite positive everywhere and nonsingular
everywhere outside of any ω = {(x, y) ∈ S2×R|x3 ∈ [−1,−1+δ[ and y
2 < δ} for δ > 0. Then, hoosing
D = {(x, y) ∈ S2 × R |x3 ∈]− 1 + 3δ, 0[ or y
2 > 3δ} and applying Theorem B.4 we get q˜ = 0 on D.
Therefore, q = 0 on S2 × S1.
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