We address the problem of computing and learning multivalued multithreshold perceptrons. Every ninput k-valued l o gic function can be implemented u s i n g a k;s-perceptron, for some number of thresholds s.
Introduction
Let k be a xed positive i n teger and let K = f0; : : : ; k , 1g. A k-valued l o gic function f maps the Cartesian power K n into K. D e n o t e b y P n k the set of all such functions f : K n 7 ! K. The set P k = S n1 P n k is the set of all k-valued logic functions. A discrete neuron is a processing unit whose transfer function outputs a discrete value. An example of such transfer function is the linear threshold function. A discrete n-input multiple-valued neuron has a discrete transfer function and realizes a function of n variables ranging in the set S R with values in K, that is computes a function f : S n 7 ! K where S R. For S = K we refer to the processing unit as a multiplevalued l o gic neuron since it simulates a multiple-valued logic function f : K n 7 ! K. Multiple-valued logic neural networks are thus neural networks composed of multiple-valued logic neurons as processing units. The rst model of multiple-valued logic neural networks were introduced in 2 and since then various other models have been described 9, 13, 14 . The problem we address in this research p a p e r i s that of learning multiple-valued logic functions by g enetic algorithms. Our model of multiple-valued logic neuron is a multiple-valued multiple-threshold element. Special cases of our neuron model, where the number of thresholds is xed to k , 1, were introduced in literature 9, 11 and their learning power have also been investigated in 10 .
Multiple-threshold devices have d r a wn less enthusiasm. Among there qualities, though, is that given enough thresholds, a single multiple-threshold element can realize any g i v en function operating on a nite domain. The ability o f m ultiple-threshold devices to simulate a larger number of functions compared to singlethreshold devices is vital for the capacity and capabilities of neural networks based on threshold logic. It is therefore of practical as well as theoretical interest to develop and study learning algorithms for such neural networks.
A problem still left open in the domain of multiplevalued multiple-threshold functions is how to minimize the number of thresholds in order to construct the most e cient m ultiple-valued multiple-threshold networks or units. To m i n i m ize the number of thresholds, traditional techniques of multiple-valued multiple-threshold circuit synthesis use either trial-and-errors, or allow to synthesize only classes of functions for which a n optimal number of thresholds can be obtained synthesis of k-valued symmetric functions, for instance. The multiple-valued multiple-threshold networks considered in literature have no learning capabilities, that is, their parameters are set by the designers once and for all using some traditional techniques of networks synthesis. Also, only some small classes of k-valued logic functions are considered for multiplevalued multiple-threshold synthesis techniques. We propose genetic algorithms as minimization t e c hniques.
Multiple-valued multiple-threshold perceptrons
In 
Multilinear separability
The problem of computing or simulating a given function f 2 P n k , b y a k;s-perceptron for some s, i s t o determine a vectorr = w;t;õ 2 R n+s K s+1 such that F n k;s rx = fx 8x 2 K n , i.e. f = F n k;s r. We will refer tor as a s-representation of F n k;s for f. One interesting open question is to nd minimal srepresentation for f 2 P n k . In other words, to obtain a s-representationr with the least possible number of thresholds s such t h a t F n k;s r = f. W e will refer to this problem as the s-representation problem which i s n o t equivalent to, for a xed s, nding a s-representatioñ r for f. The later problem is the focus of this paper.
In this paper, we will be mainly interested in nding minimal s for which there exist a s-representation for a g i v en f 2 P n k . In other words, given f 2 P n k , w e want t o n d a s-representationr with the least possible numb e r o f t h r e s h o l d s s such that F n k;s r = f. Notice that ifõ 2 K s+1 then everyõ-separable function for someõ is also s-separable. However the converse is not true, that is s-separability does not implyõ-separability for someõ. The only case where s-separability i s e q u i v alent t õ o-separability is the twovalued one-threshold case, that is when k = 2 , s = 1 andõ = 0 ; 1 or 1; 0. Every 1-separable two-valued logic function is 0; 1-separable, and also, every 0; 1-separable two-valued logic function is 1-separable.
The k;s-perceptron learning problem
For a xed s, a threshold vector~t is canonical if for every k-valued logic function f, computable by a k;sperceptron, there always exist vectorsw andõ such that F n k;s w;t;õ = f. In other word,~t is canonical if every k;s-perceptron computable function f has a s-representation of the form w;t; o, for somew and o. F or instance, the vector~t = 0 is canonical for a 2, 1-perceptron and the vector~t = 0 ; 1 is canonical for a 3, 2-perceptron. One of the results from 11 was that there is no canonical set of thresholds for a k;k,1-perceptron when k 4. This result which also applies to k;s-perceptrons in general indicates that learning algorithms which modify only the weights do not necessarily converge and that the threshold vector should be learned in addition to the weight v ector.
Let f 2 P n k be a target function to learn. The k;sperceptron learning problem is the problem of determining a s-representation for f. That is, to search for vectorr 2 R n+s K s+1 such t h a t F n k;s r = f. 10 proposed a learning algorithm for homogeneous k;k , 1-perceptrons we call it homogeneous k;k , 1-perceptron learning algorithm. As a consequence of the 2, 1-perceptron convergence theorem 6 , it is proven in 10 that the homogeneous k;k,1-perceptron learning algorithm converges if and only if there exists a k , 1-representation w;t;õ for f.
Computing optimal s-representations
with genetic algorithms Holland 4 rst proposed genetic algorithms GA in the early 70's as computer program to mimic the evolutionary processes in nature. Genetic algorithms manipulate a population of potential solutions to an optimization or search problem. Speci cally, t h e y operate on encoded representations of the solutions, equivalent to the genetic material of individuals in nature, and not directly on the solutions themselves. Holland's genetic algorithm encodes the solutions as binary chromosome strings of bits. As in nature, selection provides the necessary driving mechanism for better solutions to survive. Each solution is associated with a tness value that re ects how good or bad it is, compared with other solutions in the population. The higher the tness value of an individual, the higher its chances of survival and reproduction and the larger its representation in the subsequent generations. Recombination of genetic material in genetic algorithms is simulated through a crossover mechanism that exchanges portions between two c hromosomes. Another operation, mutation, causes sporadic and random alterations of the chromosomes. Mutation too has a direct analogy from nature and plays the role of regenerating lost genetic material and thus reopening the search. In literature, Holland's genetic algorithm is commonly called the Simple Genetic Algorithm or SGA.
Problem representation
Fundamental to the GA structure is the encoding mechanism for representing the problem's variables. For the s-representation problem, the search space is the space of weight v ectorsw and the representation is more complex. Unfortunately, there is no practical way to encode s-representation problem as a binary chromosome to which the classical genetic operators discussed in 3 can be applied in a meaningful fashion. Therefore it is natural to represent the possible solutions as vectorsw 2 R n and design appropriate genetic operators which are suitable for the s-representation problem. Each w eight v ector will uniquely determine a s-representation. To determine how good is a solution the GA needs a tness function to evaluate the chromosomes.
A note on the initial population. We initialize the population with random real-coded chromosomes whose coordinates are random real numbers taken from the interval -1, 1 . Each initial chromosome is then normalized to a unit vector. Another method we used for the initialization of the population is to set w i = cos i for 1 i n for each v ectorw, where i is a random number in the interval , 2 ; 2 . What we are trying to do in both methods of initialization is to generate random hyperplanes since eachw represent a h yperplane.
Fitness function
The objective function, the function to be optimized, provides the mechanism for evaluating each c hromosome. To describe our tness function we will need the concept of valid and invalid thresholds hyperplanes.
To compute the thresholds for a given chromosomẽ w, w e calculate for everyx 2 K n the valuew x and construct a sorted array or list of records of the form w x; f x. The array is sorted usingw x as primary key and fx as secondary key. Let these records be sorted as follows:x 1 ; : : : ; x k n , or more precisely, w x i ; f x i ; 1 i k n , wherew x i w x k n . Thenw x j is a threshold if fx j,1 6 = fx j . We collect all thresholds in a listt. Some thresholds int may be duplicated i.e. t i,1 = t i for some i. Let T w = V w + Iw, where T w i s t h e t otal number of thresholds generated byw, V w a n d Iw are respectively the number of valid thresholds and invalid thresholds generated byw. A threshold the same value for all points in hyperplane H i , otherwise it is invalid. In other words, invalid thresholds are those for which there exist at least two p o i n tsx 1 and x 2 2 K n such thatwx 1 =wx 2 but fx 1 6 = fx 2 . A hyperplane is valid invalid if it corresponds to valid invalid threshold. With these de nitions then duplicated thresholds int are invalid while non duplicated thresholds are valids.
T w is the total number of thresholds int and can be used to evaluate how good or bad is a chromosome. The best chromosomes are those which h a ve the least T w. We can therefore de ne our tness function as follows However, invalid thresholds must need severe penalty. F or instance, assume a n-input k-valued logic function f : K n 7 ! f0; 1g chosen at random. Then one may t a k e h yperplanes x 1 = 0 ; x 1 = 1 ; : : : ; x 1 = k ,1 a s invalid thresholds. These k hyperplanes or k 2 thresholds will separate in our sense but are not really separating as such random function needs actually an exponential number of thresholds. Because of this fact, instead of using formula 5 we can alternatively use formula 6 below. Here we not only minimize T w in second term but we also punish a chromosome that generates a large number of invalid hyperplanes in last term. That is we are minimizing T w and Iw at the same time.
Notice that 0 Iw T w a n d t h us Fitness2 w will be maximal if both T w a n d Iw are minimal.
In all our experiments, both formulae of tness yield the same results for Iw = 0 . W e do not know f o r n o w how they do behave f o r Iw 6 = 0 s i n c e t h ẽ w's generated valid thresholds only. The probability to generate invalid thresholds seems to be very close to zero.
A note on the time complexity of the evaluation function. For a givenw, i t t a k es nk n steps to compute all thewx's, k n logk n steps to sort them and at most k n steps to compute T w. Therefore the evaluation of Fitnessw has a time complexity o f O n k n log k.
Also, crossover and mutation operations below t a k e On steps each and the initialization of the population takes On p k n log k steps p is the number of chromosomes and all initial chromosomes are evaluated for their tness. Thus the evaluation of Fitnessw i s the most expensive operation in our GA and is true in general for any GA. Let g be the number of generations, then at each new generation p 2 new chromosomes are evaluated for their tness and hence, our GA has a time complexity o f O n g p k n logk.
Crossover
Crossover is the GA's crucial operation. Pairs of randomly selected chromosomes are subjected to crossover. For the s-representation problem we p r opose the following mixed crossover method for realcoded chromosomes. Letp 1 andp 2 be two unit vectors to be crossed over and letc 1 andc 2 be the result of their crossing. Vectorsc 1 andc 2 are obtained using Childc 1 is simply the addition of its parents and is assured to be their exact middle vector since the parents are unit vectors. Childc 2 is a uniform crossover of its parents, that is, at coordinate i each parent have 50 chances to be selected as c 2i 1 i n.
Crossover is applied only if a randomly generated number in the range 0 to 1 is less than or equal to the crossover probability p cros in large population, p cros gives the fraction of chromosomes actually crossed.
We m ust emphasize that each c hromosome is a unit vector at any moment in the population. Thus the initial random vectors are all normalized and the childs are also normalized to unit vectors after any crossover or mutation operation.
Mutation
After crossover, chromosomes are subjected to random mutations. We propose two methods of coordinate-wise mutations. Both methods are similar to the bitwise mutation for binary chromosomes. Letp be a unit vector to be mutated to a childc.
Random replacement With some probability of mutation, each coordinate p i 1 i n o f a parentp may be replaced in the following way:
c i = random,1; 1 9 where random,1; 1 returns a random real number in the interval -1, 1 with uniform probability.
Orthogonal replacement With some probability o f mutation, each coordinate p i 1 i n o f a parentp may be replaced in the following way:
where rand,1; 1 returns -1 or 1 with equal probability random sign. Just as p cros controls the probability of crossover, the mutation rate p muta gives the probability for a given coordinate to be mutated.
Here we treat mutation only as a secondary operator with the role of restoring lost genetic material or generating completely new genetic material which m a y be probably near optimal. Mutation is not a conservative operator, it is highly disruptive. Therefore we must set p m 0:1.
Experiments and discussions
In our experiments, the control parameters' setting for the GA were: population size p = 100; number of generations g = 1000; crossover probability p cros = 0 :75; and mutation probability p muta = 0 :005. The most important parameters here are p, p cros and p muta and the values used for them seem to be optimal in that they yield better results in all experiments we h a ve done. The high crossover rate is necessary to widen the search while the low m utation rate is necessary to avoid too much c hromosome disruptions. Because we use an elitist strategy some best chromosome in a current generation is always reproduced to the next generation in order to avo i d l o s t o f g o o d g e n e t i c material. We use a large population size to preserve the diversity of the population, that is to avoid premature convergence. The fact that we used a mixed crossover technique also helps maintain the diversity. In all experiments, we used Fitness2 as our evaluation function. Also we used stochastic universal selection shceme as our reproduction method.
It is interesting that the proposed population representation does not depend on k. I t m a k e u s w onder how the number of invalid thresholds vary with k or n. For a xed n or k, larger k or n means smaller separation among classes and these problems are typically more di cult to learn. We did some experiments on random functions with small k versus large k and small n versus large n in order to see how the number of invalid thresholds changes. The number of invalid thresholds obtained in all experiments is always zero. Although our approach is slow, it is slower as n grows than as k grows.
We tested our GA on random permutably homogeneous functions of the form The di culty for the GA to nd an optimal solution within 1000 generations depends mostly on n rather than k. This is not surprising since the search s p a c e is exponential on n and thus the GA needs more and more generations to successfully obtain an optimum.
For k 4 and n 5, for example, the GA could not nd an optimum within ten runs of 1000 generations each, however it was successfull within one run with 2000 generations. This suggest that given enough time the GA will always nd the minimal s-representation for a logic function.
It is interesting to note that the permutably homogeneous functions are the most di cult for the GA since their s-representations are very small. This indicates that for most random functions the GA will perform much better than for permutably homogeneous functions because s is larger on average.
We compared our technique with the extended p ermutably homogeneous k;s-perceptron learning algorithm EPHPLA described in 8 . It is proven in 8 that the EPHPLA always converges for permutably homogeneous functions, and that also, it always nds a minimals-representation for such functions. The EPH-PLA is faster and outperform the GA on learning these functions within one run of 1000 learning epochs. The GA converged better only for n = 2. The main advantage of the GA method over the EPHPLA is that it can learn any logic function provided enough time is given.
Conclusion
We h a ve used genetic algorithms to minimize multivalued multithreshold perceptrons for computing given functions. Experiments show that the genetic search can be very e ective h o wever slow i t m a y be. Generalization properties of the GA can be studied by m o difying the tness function to work with proper subsets of K n .
