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Diese Arbeit untersucht die Abhängigkeit einer Studienaufnahme von ausgewählten sozio-
ökonomischen Variablen. Dazu werden mit Daten aus dem Sozio-ökonomischen Panel 
mittels eines Probit-Modells Schätzungen bezüglich der Wahrscheinlichkeiten einer 
Studienaufnahme bei Personen mit Hochschulzugangsberechtigung modelliert. Es zeigt 
sich, dass für den gewählten Betrachtungszeitraum die hier ausgewählten ökonomische 
Faktoren, Angaben über die Bildungsherkunft oder allgemeine persönliche Daten nur 






This paper investigates the influence of socio-economic factors on the decision to go to 
university. To this end data from the socio-economic panel is used for estimating the 
probability of taking up studies with the Probit-model. The result of the study indicates 
that for the period of time in question neither the economic factors nor the educational 
background nor general personal data provide satisfactory explanation for the decision to 
go to university or not. 
                                                 
∗ E-Mail: STATOEK@uni-mainz.de  
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1 Einführung 
Die Entscheidung, ob nach dem Erreichen der (Fach-) Hochschulreife ein Studium 
begonnen wird oder nicht, wird von unterschiedlichen Faktoren beeinflusst. Eine 
bedeutende Rolle wird dabei der sozialen Herkunft, insbesondere der Bildungsherkunft, 
zugesprochen. Beide Faktoren, insbesondere ein möglicher Hochschulabschluss der Eltern, 
sind nach neuesten Veröffentlichungen maßgeblich für eine starke soziale Selektivität bei 
dem Übergang in die Hochschule verantwortlich (Bildungsbericht, 2008, 171).  
Vor dem Hintergrund dieser Aussagen werden in dieser Arbeit mögliche 
Bestimmungsgründe für die Aufnahme bzw. Nicht-Aufnahme eines Studiums unter 
Bezugnahme der oben genannten Faktoren untersucht. Vor allem Daten des Sozio-
ökonomischen Panels (SOEP) dienen dabei dazu, die Wahrscheinlichkeit der 
Studienaufnahme mit einem Probit-Modell zu modellieren.  
Im folgenden Kapitel wird zunächst die Datengrundlage der folgenden Berechnungen 
vorgestellt und expliziert. Anschließend zeigt Kapitel 3 den zu Grunde liegenden 
methodischen Ansatz. Nach der Darstellung der Ergebnisse in Kapitel 4 folgt abschließend 




Für die Untersuchung werden die Daten des Sozio-ökonomischen Panels genutzt. Um eine 
Analyse für Gesamtdeutschland durchführen zu können, werden Daten ab dem Jahr 1994 
bis einschließlich 2007 berücksichtigt (DIW, 2009). Die Daten für die Jahre 1990-1993 
werden nicht genutzt, da die Anpassung nach der Wiedervereinigung in dieser Zeit noch zu 
große Verzerrungen vermuten lässt. 
Die von uns identifizierten möglichen Einflussfaktoren lassen sich in drei Kategorien 
einteilen. Zum einen handelt es sich um ökonomische Variablen, wie z. B. BIP pro Kopf 
oder Arbeitslosenquote im heimatlichen Bundesland, die aus der amtlichen Statistik 
entnommen und dem SOEP-Datensatz hinzugefügt wurden (Statistisches Bundesamt, 
Bundesagentur für Arbeit, VGR der Länder). Zum anderen benutzen wir Variablen, die in 
Anlehnung an den Bildungsbericht (2008) die soziale Herkunft beschreiben sollen. Hierzu 
zählen Schul- und Berufsbildung der Eltern, die Stellung der Eltern im Beruf, wie auch das 
Familieneinkommen. In einer dritten Kategorie werden persönliche Daten wie Alter, 
Geschlecht und Wohnort zusammengefasst.  
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Vorläufige Untersuchungen haben gezeigt, dass etliche der betrachteten Variablen bei 
unterschiedlichen, plausiblen Spezifikationen keinen signifikanten Einfluss auf die 
Studienentscheidung der beobachteten Personen haben. Aus diesem Grund werden diese 
Variablen – insbesondere die ökonomischen – nicht weiter aufgeführt. Die Variablen, die 
wenigstens in einigen betrachteten Perioden statistische Einflüsse aufweisen, werden in 
Tabelle 1 kurz beschrieben. 
 
Abkürzung Beschreibung 
HM bzw. HV  Dummyvariable, die gleich eins ist, wenn die Mutter bzw. der 
Vater eine Hochschulzugangsberechtigung hat, sonst null. 
SM bzw. SV  Dummyvariable, die gleich eins ist, wenn die Mutter bzw. der 
Vater ein Studium absolviert hat, sonst null 
BM1 – BM4 
bzw. BV1 – BV4 
Stellung der Mutter bzw. des Vaters im Beruf. Je Elternteil vier 
Dummyvariablen: 
1.  Arbeiter(in) : gleich eins wenn Elternteil Arbeiter(in) ist, 
      sonst null 
2.  Angestellte(r):  (analog wie 1.) 
3.  Selbstständige(r) : (analog wie 1.) 
4.  Beamter/Beamtin: (analog wie 1.) 
(ausgelassene Kategorie: kein Beruf) 
FE  Familieneinkommen berechnet als die Summe der Brutto-
einkommen aller Haushaltsmitglieder (in tsd. Euro) 
AN  Dummyvariable, die gleich eins ist, wenn der Wohnort in den 
Alten Bundesländern liegt und null, wenn der Wohnort in den 
Neuen Bundesländern liegt. 
GE  Dummyvariable, die gleich eins ist, wenn das Geschlecht der 
betrachteten Person weiblich ist, sonst null. 
GJ  Geburtsjahr der betrachteten Person 
 
Tabelle 1:  Zusammenstellung der erklärenden Variablen 
 
Aus dem sehr umfangreichen Ausgangsdatenbestand wurde ein Datensatz erstellt, der 
ausschließlich Personen mit einer Hochschulzugangsberechtigung beinhaltet. Dies schließt 
Personen mit Abitur wie auch mit Fachhochschulreife ein.  













1994 272  46,32% 
1995 270  49,26% 
1996 270  34,81% 
1997 280  35,36% 
1998 280  37,14% 
1999 283  47,00% 
2000 561  47,95% 
2001 548  48,54% 
2002 521  48,18% 
2003 503  50,70% 
2004 467  53,10% 
2005 410  52,20% 
2006 441  52,38% 
2007 424  55,66% 
 
Tabelle 2: Anzahl der Beobachtungen je Jahr und Anteil der Studierenden  
 
3 Methodischer Ansatz 
Bei der Analyse von binären Regressanden (hier: Studienaufnahme ja oder nein) ist von 
Interesse, wie die Eintrittswahrscheinlichkeit eines Ereignisses von den Regressoren 
abhängt. Hier lassen sich im einfachsten Fall Logit- bzw. Probit/Normit-Modelle benutzen 
(vgl. z. B. Wooldridge, 2009, Kap. 17). Es ist 
) x ,..., x , x | 1 y ( P m 2 1 =  (1) 
wobei y die abhängige Variable ist. Die Eintrittswahrscheinlichkeit P für das 
interessierende Ereignis, dass y den Wert eins annimmt, soll von den m Regressoren 
determiniert werden. 
Allgemein kann die Eintrittswahrscheinlichkeit als Funktion des Ausdrucks y* modelliert 
werden 
*) y ( f ) x ,..., x | 1 y ( P m 1 = =  (2) 
wobei 
k k 1 1 0 x ... x * y β + + β + β =  (3) 
Eine Anforderung, die die Funktion f(…) erfüllen soll, ist, dass deren Wertebereich stets 
zwischen null und eins liegt.   
© 2009   Institut für Statistik und Ökonometrie, Johannes Gutenberg-Universität Mainz 
5
Diese Anforderung wird von den meisten stetigen Verteilungsfunktionen erfüllt. Das 
Probit/Normit-Modell benutzt hierzu die Verteilungsfunktion einer standard-
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⎛ β + + β + β
−
π
= Φ = =  (4) 
Die interessierende Koeffizienten β0 bis βm lassen sich mit der Maximum-Likelihood-
Methode (MLE) schätzen.  
 
Analog zu den Hypothesentests im klassischen Regressionsmodell kann auch im Probit-
Modell die Signifikanz einzelner Koeffizienten mittels z-Test getestet werden.  
In Analogie zum F-Test, mit dem man mehrere Koeffizienten gemeinsam auf Signifikanz 
überprüfen kann, wird bei Probit-Modellen ein Likelihood-Ratio-Test (LR-Test) 
angewendet (vgl. z. B. Wooldridge, 2009, 588). Die Teststatistik ergibt sich aus  
2
m rt restringie iert unrestring   ~ ) LL LL ( 2 LR χ − =  (5) 
wobei LLunrestringiert die Log-Likelihood-Funktion des geschätzten Modells und LLrestringiert 
die Log-Likelihood-Funktion eines restringierten Modells (nur mit einem Absolutglied) 
darstellt. Die Teststatistik ist unter der Nullhypothese näherungsweise  2 χ verteilt, mit m 
Freiheitsgraden. 
Als Maß für die Güte der Anpassung lässt sich hier das Pseudo R
2 nach McFadden 





1 R Pseudo − =  (6) 
formulieren lässt und bei dem LLunrestringiert und LLrestringiert die gleichen Größen wie bei 
Ausdruck (5) darstellen. Der Wertebereich des Pseudo R
2 liegt wie beim klassischen R
2 
zwischen null und eins. Hier lässt sich allerdings von brauchbaren Schätzungen schon bei 
sehr viel geringeren Werten als beim „klassischen“ Determinationskoeffizienten sprechen.  
 
Als weiteres Gütemaß kann der „Anteil richtiger Vorhersagen“ an allen Vorhersagen 
untersucht werden. Zu diesem Zweck werden die individuellen 
Eintrittswahrscheinlichkeiten des interessierenden Ereignisses mit dem geschätzten Modell  
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vorhergesagt und mit den beobachteten Realisationen verglichen. Es soll gelten, dass der 
Eintritt des Ereignisses „Studienaufnahme“ bei einer prognostizierten 
Eintrittswahrscheinlichkeit von 0,5 oder größer vorhergesagt wird. Ist die 




Bei der Analyse stellte sich folgende Schätzung nach Gleichung (3), als die „beste“ zur 
Erklärung der Studienentscheidung heraus: 
GJ GE AN FE SV SM HV HM * y ˆ 8 7 6 5 4 3 2 1 0 β + β + β + β + β + β + β + β + β =  (7) 
In die Schätzung gehen all die Beobachtungen von Personen ein, die zum 
Beobachtungszeitpunkt zwischen 20 und 26 Jahre alt sind und eine 
Hochschulzugangsberechtigung haben. Die Schätzergebnisse für die Spezifikation (7) sind 
in Tabelle 3 für die Jahre 1994, 1999, 2003 und 2007 exemplarisch zusammengefasst.  
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Auch wenn bei den Schätzungen in Tabelle 3 im Wesentlichen ein signifikanter Einfluss 
über den LR-Test angezeigt wird, so ist der „Erklärungswert“ der Ansätze gering und auch 
der Anteil richtiger Vorhersagen nicht sonderlich hoch. Verglichen wird dies mit einer 
naiven Prognose, die entweder stets „Studienaufnahme“ oder „Keine Studienaufnahme“ 
vorhersagt (vgl. Tabelle 2). 
 
Die Schätzungen zeigen darüberhinaus im Einzelnen über die im Zeitablauf betrachteten 
Determinanten kein stabiles Bild. 
So erweisen sich 1994 die Schulbildung des Vaters, das Familieneinkommen und das 
Geschlecht über ihre Koeffizienten als statistisch signifikante Einflussgrößen (bei einem 
Signifikanzniveau bis 10%). 1999 wechselt das Bild auf die Schulbildung der Eltern, die 
Berufsbildung der Mutter, den „Standort“ und das Geburtsjahr. Für 2003 spielen zwar wie 
1994 das Familieneinkommen und das Geschlecht eine Rolle sowie zusätzlich die 
Berufsbildung der Mutter – jedoch nicht mehr die Schulbildung des Vaters. 2007 
wiederum erweisen sich nur noch die Koeffizienten der Schulbildung der Mutter und der 
Berufsbildung des Vaters als signifikant. 
 
Beispielhaft sollen nun einige wenige der geschätzten Koeffizienten interpretiert werden. 
So steigt für das Jahr 1994 die Wahrscheinlichkeit einer Studienaufnahme signifikant an, 
wenn der Vater eine Hochschulzugangsberechtigung (HV) hat, gegenüber dem Fall, dass 
er keine hat. Ebenfalls ein positiver Einfluss geht von dem Familieneinkommen im Jahr 
1994 aus.  Zudem ist ein relativ gleichbleibender geschlechterspezifischer Effekt der Form 
festzustellen, dass Frauen unter sonst gleichen Voraussetzungen eine geringere 
Wahrscheinlichkeit für eine Studienaufnahme haben. 
 
Diese Ergebnisse können ein Indiz für die Aussagen im Bildungsbericht sein, dass den 
Studienberechtigten eine größere Zahl von Wahlmöglichkeiten offensteht, die „Varianz 
und Variabilität in Bildungsbiografien deutlich zugenommen“ hat und „sich der Erwerb 
der Studienberechtigung und die Studienentscheidung bis zu einem gewissen Maße 
entkoppelt haben“ (Bildungsbericht, 2008, 170). 
 
In einer erweiterten Spezifikation von (7) wurde zudem die Stellung der Eltern im Beruf 
berücksichtigt. Dies geschieht in Anlehnung an den Bildungsbericht des Jahres 2008. Die  
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Ergebnisse der entsprechenden Schätzung für das Jahr 2006 sind in Tabelle 4 
zusammengestellt. 
 
Variable Koeff.  z-Test 
(p-Wert) 
HM 0,0300 0,883 
HV 0,3574 0.093 
SM 0,3818 0,082 
SV 0,0813 0,712 
BM1 0,0850 0,806 
BM2 0,0789 0,742 
BM3 0,2090 0,568 
BM4 -0,0999 0,688 
BV1 -0,9145 0,062 
BV2 -0,8781 0,055 
BV3 -0,8865 0,074 
BV4 -0,7786 0,104 
FE 0,0087 0,523 
AN -0,0880 0,624 
GE -0,0289 0,846 
GJ -0,0484 0,384 
Konstante 96,77 0,380 
p-Wert des LR-Tests 0,0337 
Pseudo R
2 0,0629 
Anteil richtiger Vorhersagen 0,6375 
 
Tabelle 4: Schätzergebnisse und Beurteilungskriterien der erweiterten Spezifikation (7) für 
das Jahr 2006 
 
Die Koeffizienten der neu aufgeführten Variablen können beispielhaft für den Vater wie 
folgt interpretiert werden. So sinkt die Wahrscheinlichkeit einer Studienaufnahme stärker 
wenn der Vater ein Arbeiter ist, als wenn er ein Beamter ist. D. h. die Wahrscheinlichkeit 
einer Studienaufnahme ist für ein Kind eines Beamten höher als für das Kind eines 
Arbeiters. Dieses Ergebnis deckt sich mit dem des Bildungsberichts (2008, 172). 
 
  




Die vorliegende Analyse ging von der Frage aus, welche Determinanten in Deutschland 
für eine Studienaufnahme relevant sein könnten. Zu diesem Zweck wurde in 
Voruntersuchungen eine Vielzahl von Variablen aus dem sozialen, ökonomischen und 
„persönlich-biografischen“ Bereich derjenigen betrachtet, die in Deutschland in den Jahren 
1994 bis 2007 zwischen 20 und 26 Jahre alt sind und eine Hochschulzugangsberechtigung 
haben. Im Laufe der Analyse mussten diese auf die in Tab 1 dargestellten Variablen 
reduziert werden. Die Ergebnisse sind aus statistischer Sicht (wechselnde Signifikanzen, 
geringe Anpassungsgüte, unplausible Vorzeichen, Instabilitäten im Zeitablauf) nicht 
sonderlich befriedigend. 
Die Ergebnisse der vorliegenden Studie sollten deshalb nicht überbewertet werden, können 
aber doch erste Hinweise auf die vermuteten Einflüsse oder Nicht-Einflüsse verschiedener 
Variablen auf die Entscheidung geben, in Deutschland ein Studium aufzunehmen. 
 
Studienberechtigte sind offenbar eine so heterogen Gruppe und ihre Studierbereitschaft 
wird von einer so großen Zahl von Motiven beeinflusst, dass es – zumindest mit dem hier 
gewählten methodischen Ansatz – nicht möglich erscheint, die Entscheidung für die 
Aufnahme eines Studiums in einem einfachen Modell befriedigend zu quantifizieren.  
 
Möglicherweise ist die soziale Herkunft bzw. die Bildungsherkunft eine Determinante der 
Bildungsbiographie. Unsere Ergebnisse könnten aber ein Hinweis darauf sein, dass diese 
Determinante bereits in einer früheren Lebensphase, also bereits auf dem Weg zur 
Erlangung der Hochschulzugangsberechtigung, eine spätere mögliche Studienaufnahme 
sehr viel stärker beeinflusst, als die abschließende Entscheidung für oder gegen ein 
Studium. 
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