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Abstract
We analyse the Hamiltonian structure of a system of first-order ordinary differential
equations used for modeling the interaction of an oncolytic virus with a tumour cell pop-
ulation. The analysis is based on the existence of a Jacobi Last Multiplier for the system
and a time dependent first integral. For suitable conditions on the model parameters this
allows for the reduction of the problem to a planar system of equations for which the time
dependent Hamiltonian flows are described. The geometry of the Hamiltonian flows are
finally investigated using the symplectic and cosymplectic methods.
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1 Introduction
In recent years there has been a growing interest in the use of viruses for the treatment of can-
cer. Oncolytic virotherapy is an emerging anti-cancer treatment modality that uses Oncolytic
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Viruses (OVs). One of the salient features of the OVs is that they are either naturally occurring
or genetically engineered to selectively infect, replicate in and damage tumor cells while leaving
normal cells intact.
Mathematical models have been developed for describing the interaction of tumour cells
with virus particles bioengineered to infect and destroy cancerous tissues. Naturally occurring
cancer killing viruses have shown promise in clinical trials for a number of cancer types [1].
Mathematical models have been frequently used to gain understanding of the long-term be-
haviour of tumour cells under different therapies. One of the first mathematical models for
oncolytic virotherapy was deveoped by Wodraz [2, 3]. Several other researchers have been in-
volved in developing suitable models and estimating the values of the different parameters by
optimizing their model to available clinical data. The models developed by Bajzer et al [4]
and Titze [5] have provided insight into the long-term behaviour of virus-tumour interaction.
Based on [5], Jenner et al [6] have presented a reduced system of ordinary differential equations
(ODEs) that model the interaction of an oncolytic virus with a tumour cell population. They
have numerically investigated the model dynamics focussing on a local stability analysis and
bifurcations.
Our motivation is to examine analytically the features of the model system of ODEs introduced
in [6]. We will study the Lagrangian and Hamiltonian of the reduced virus-tumour interaction
equation in oncolytic virotherapy. We obtain time dependent Hamiltonian and explores the
geometrical properties. This work demonstrates the importance of geometrical mechanics to
understand mathematical model of Oncolytic virotherapy.
2 The model equations
The model introduced in [6] is a system of three first-order ODEs which describe the interaction
between oncolytic virus and a growing tumour obeys a system of ordinary differential equation
dU
dt
= ξU − UV (2.1)
dJ
dt
= UV − J (2.2)
dV
dt
= −mV + J (2.3)
Here U, J, V represent in dimensionless form the uninfected tumour cell, the virus-infected
tumour cell and the free virus populations respectively and t the time. ξ andm are dimensionless
parameters of the model. While it is acknowledged that first-order ODEs do not provide
information on spatial spread they do however provide a structure by means of which the
mean-field interactions between tumour cells and virus particles can be reasonably explored.
2.1 First integrals and reduction to a planar system
We begin our analysis by showing that the above system admits a time-dependent first integral.
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Proposition 2.1 The system of equations (2.1)-(2.3) admits a time-dependent first integral
given by
I = emt(U + J − (m− 1)V ) for ξ = −m
Proof: By a direct calculation. ✷
Introducing the following change of variables
x = Uemt, y = Jemt, z = V emt, (2.4)
the system (2.1)-(2.3) reduces to (with ξ = −m),
x˙ = −xze−mt (2.5)
y˙ = xze−mt + (m− 1)z (2.6)
z˙ = y. (2.7)
Under the above change of variables the time-dependent first integral I in new coodinates
assumes a time independent form, viz
I = x+ y − (m− 1)z.
As we are dealing with a system of three first-order ODEs and have succeeded in finding one
first integral it follows that we can obtain another first integral provided there exists a Jacobi
Last Multiplier (JLM) for the system. This is a consequence of the fact that the given a system
of n first-order ODEs if we can find n − 2 first integrals and a JLM then the system may be
reduced to quadrature [7, 8]. The defining equation for the JLM for a non-autonomous system
of first-order ODEs given in general by
x˙i = fi(x1, ..., xn, t) i = 1, ..., n
is
d
dt
logM +
n∑
i=1
∂fi
∂xi
= 0 (2.8)
In the present case it follows that the solution for the JLM is
M =
e−(m−1)t
x
. (2.9)
Therefore on the level surface, Ic = c, the above system of equations reduces to the planar
system:
x˙ = −xze−mt := f(x, z, t) (2.10)
z˙ = c− x+ (m− 1)z := g(x, z, t), (2.11)
where f and g are smooth explicitly time dependent real valued functions.
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2.2 Lagrangian of the reduced system
We may associate with the system of planar equation (2.10) and (2.11) the vector field
X :=
∂
∂t
+ f(x, y, t)
∂
∂x
+ g(x, y, t)
∂
∂y
defined on, M× R, whose integral curves are determined by the above system of equations.
HereM denotes a real two dimensional manifold with local coordinates x and y. It is interesting
to note that the planar system defined on the level curves, I = c, by (2.10)-(2.11) admits a
Lagrangian description. By eliminating the variable z one arrives at the following second-order
ODE in the variable x, namely
x¨−
x˙2
x
+ x˙+ x(c− x)e−mt = 0. (2.12)
The JLM for an equation of the form, x¨ = F (x, x˙, t), is defined as a solution of the following
equation
d log M˜
dt
+
∂F
∂x˙
= 0.
In the present case this yields
M˜ =
et
x2
. (2.13)
Note that as M˜ = ∂2L/∂x˙2 it follows that a Lagrangian for the reduced system is given by
L(x, x˙, t) =
etx˙2
2x2
− e(m−1)t[c log x− x]. (2.14)
The generalized variational problem proposed by Herglotz in 1930 [9], deals with an initial
value problem
u˙(t) = L(t, x(t), x˙(t), u(t)), t ∈ [a, b]
with u(a) = γ, γ ∈ R, consists in determining trajectories x subject to some initial condition
x(a) = α that extremize (minimize or maximize) the value u(b), where L ∈ C1
(
[a, b]×R2n+1,R
)
.
Herglotz proved that a necessary optimality condition for a pair (x(), z()) to be an ex-
tremizer of the generalized variational problem [9, 10, 11]
d
dt
(∂L
∂x˙
)
−
∂L
∂x
=
∂L
∂x˙
∂L
∂u
. (2.15)
This equation is known as the generalized Euler-Lagrange equation. Note that for the classical
problem of the calculus of variations one has ∂L
∂u
= 0.
We obtain the equation of motion via generalized Euler-Lagrange equation setting u = t.
If we choose to eliminate x in favour of z then the corresponding second-order ODE for z is
just an equation of the Lie´nard type, namely
z¨ − (ze−mt − (m− 1))z˙ − (cz − (m− 1)z2)e−mt = 0. (2.16)
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2.3 Hamiltonian aspects
As the JLM is explicitly time dependent we next follow the procedure outlined in [12, 13] to
obtain the Hamiltonian structure of the resulting planar system of ODEs (2.10)-(2.11). This
requires us to find functions ψ and φ such that
M((f − ψ)dz − (g − φ)dx) = dH + θdt, (2.17)
where H represents the Hamiltonian of the system and θ is some real valued function. The
condition for exactness then translates to the requirement
∂x(M(f − ψ))− ∂z(M(g − φ)) = 0.
On substituting the expressions for f and g from the above planar system we find that this
equality is satisfied by the following choices of the functions ψ and φ namely:
ψ = x, φ = (m− 1)z
Using these expressions it follows from (2.17) that
H = e−(m−1)t(x− z − c log x)− e−(2m−1)t
z2
2
, (2.18)
while
θ = [(m− 1)e−(m−1)t(x− z − c log x)− (2m− 1)e−(2m−1)t
z2
2
].
The canonical coordinates are then identified from the relation
dQ ∧ dP =M(dx− ψdt) ∧ (dz − φdt),
=
e−(m−1)t
u
(dx− xdt) ∧ (dz − (m− 1)zdt),
= d(log x− t) ∧ d(ze−(m−1)t),
so that we have finally
Q = log x− t, P = ze−(m−1)t. (2.19)
In terms of the canonical variables the Hamiltonian (2.18), written as H˜, may be expressed in
the form
H˜ = eQ−(m−2)t − P − c(Q+ t)e−(m−1)t −
P 2
2
e−t. (2.20)
The Hamiltons equations are therefore given by
Q˙ =
∂H˜
∂P
= −1− Pe−t, (2.21)
P˙ = −
∂H˜
∂Q
= −eQ−(m−2)t + ce−(m−1)t. (2.22)
In the next section we investigate the geometry of the Hamiltonian flow.
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2.4 Poincare´-Cartan form and time-dependent Hamiltonian flow
The distinguished role of the time t is not desirable in the general case of non-autonomous
Hamiltonian systems. We shall therefore introduce an evolution parameter s that parameterizes
the time evolution of the system. In the extended formalism the time t is treated as an ordinary
canonical function t(s) ≡ x0(s) of a evolution parameter s. Furthermore we conceive of a ‘new’
momentum coordinate p0(s) in conjunction with the time t as an additional pair of canonically
conjugate coordinates [11, 14]. The extended Hamiltonian H(q0, p0, q
i, pi) is then defined as a
differentiable function on the cotangent bundle T ∗Q = T ∗(R×M) with∂H
∂s
= 0. It is given by
H(q0, p0, q
i, pi) = H(q
i, pi, q
0) + p0, where q
0 and p0 are conjugate variables and p0 = −H +K,
with K being a constant.
The extended phase space admits a Liouville form
θH = p0dt+ pidq
i (2.23)
and the Hamiltonian flow is completely determined by the conditions:
< XH, dt >= 1 and XHydθH = 0,
where XH is the Hamiltonian vector field. It is defined by
X =
∂H
∂xi
∂
∂pi
−
∂H
∂pi
∂
∂xi
+
∂H
∂t
∂
∂p0
−
∂H
∂p0
∂
∂t
. (2.24)
The symplectic 2-form Ω = dθH makes the extended space a (2n + 2)-dimensional sym-
plectic manifold endowed with a Poisson bracket
{f, g}e =
∂f
∂t
∂g
∂p0
+
∂f
∂qi
∂g
∂pi
−
∂f
∂pi
∂g
∂qi
−
∂f
∂p0
∂g
∂t
. (2.25)
Considering H = p0 +H , we obtain
{f,H}e =
∂f
∂t
+ {f,H} = XH(f), (2.26)
where the time-dependent Hamiltonian vector field is given by
XH =
∂
∂t
+ {·, H} =
∂
∂t
+
∂H
∂pi
∂
∂qi
−
∂H
∂qi
∂
∂pi
. (2.27)
2.4.1 Applications to the reduced virus-tumour interaction equation
In this section we apply the geometry of the time-dependent Hamiltonian system to the reduced
virus-tumour interaction planar system. Let
ω = dP ∧ dQ+ dP0 ∧ dt = dP ∧ dQ− dH ∧ dt (2.28)
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be the symplectic form on the extended phase space, where P and Q are the canonical coor-
dinates of the reduced system and P0 = −H . The corresponding time-dependent Hamiltonian
vector field corresponding is given by
XH =
∂H
∂P
∂
∂Q
−
∂H
∂Q
∂
∂P
+
∂H
∂t
∂
∂P0
+
∂
∂t
, (2.29)
where P0 = −H with H = e
Q−(m−2)t − P − c(Q + t)e−(m−1)t − P
2
2
e−t.
dH =
(
dQ−(m−2)dt
)
eQ−(m−2)t−dP−cdQe−(m−1)t+c(Q+t)(m−1)dte−(m−1)t−PdPe−t+
P 2
2
dt.
(2.30)
Using ∂H
∂P
, ∂H
∂Q
from (2.21 )and (2.22 ) with
∂H
∂t
= −(m− 2)t)eQ−(m−2)t + c(Q+ t)(m− 1)e−(m−1)t +
P 2
2
e−t. (2.31)
We obtain the following result.
Claim 2.1 The dynamical flow of the system is expressed in the form of the time-dependent
Hamiltonian vector field, known as the Hamiltonian flow, completely determined by the condi-
tions
iXHω = −dH, iXHdt = 1. (2.32)
The symplectic form in the canonical coordinates is connected to the “old” coordinates via the
Jacobi last multipler in the following way. The dP ∧ dQ in terms of old coordinate can be
expressed as
dP ∧ dQ =M
(
dz ∧ dx+ (m− 1)zdx ∧ dt− xdz ∧ dt
)
= dM ∧ dK −me−(m−1)tdz ∧ dt,
where K = xz, with
dH ∧ dt = dH˜ ∧ dt.
Thus it is clear that the symplectic form with respect to old coordinates (x, z) yields non-
canonical structure, in other words this yields non-canonical Poisson bracket.
2.5 Hamiltonian Geometric description via cosymplectic method
A cosymplectic manifold [15, 16, 17, 18] is a triple (M, η, ω) consisting of a smooth (2n + 1)−
dimensional manifold M with a closed 1-form η and a closed 2-form ω, i.e., dη = dω = 0, such
that η ∧ ωn 6= 0. The Reeb field ξ is uniquely determined by η(ξ) = 1 and iξω = 0.
Let (M, η, ω) be a cosymplectic manifold. Let φ :M → M be a diffeomorphism. Then φ
is a weak cosymplectomorphism if φ∗η = η and there exists a function Hφ ∈ C
∞(M) such that
φ∗ω = ω − dHφ ∧ η φ satisfies cosymplectomorphism when Hφ = 0, i.e., φ
∗η = η and φ∗ω = ω.
Hence it respects the Reeb field and the characteristic foliation.
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Let C∞(M) be the ring of differentiable functions on M , X(M) and Ω(M) the C∞(M)-
modules of differentiable vector fields and 1-forms of M , respectively. The bundle homomor-
phism yields an isomorphism of C∞(M)-modules χ : X(M)→ Ω(M) defined by
X ∈ X(M) 7→ χ(X) = iXω + η(X)η. (2.33)
The Reeb vector field ξ is given by ξ = χ−1(η) and it is characterized by the identities iξω = 0,
η(X) = 1.
Let (M, η, ω) be a cosymplectic manifold, let ξ denote the Reeb field and let X ∈ X(M)
be a vector field, then X is said to be weakly Hamiltonian if η(X) = 0 and if there exists
f ∈ C∞(M) such that iXω = df − ξ(f)η. Let H : M → R be a Hamiltonian function on M ,
then there exist a unique Hamiltonian vector field XH on M such that
χ(XH) = dH − ξ(H)η + η, where iXHω = dH − ξ(H)η, η(XH) = 1.
The gradient of H is defined by
χ(grad(H) = dH, (2.34)
which yields
grad(H) =
∂H
∂pi
∂
∂qi
−
∂H
∂qi
∂
∂pi
+
∂H
∂z
∂
∂z
. (2.35)
The Hamiltonian vector field thus given by
XH = gradH)− ξ(H)ξ, (2.36)
where ξ is the Reeb vector field. We obtain the local expression of the evolution vector field
from equation (2.35)
EH =
∂H
∂pi
∂
∂qi
−
∂H
∂qi
∂
∂pi
+
∂
∂z
. (2.37)
The evolution vector field EH is related to Hamiltonian vector field via
EH = XH +
∂
∂t
. (2.38)
Therefore, an integral curve (qi(t), pi(t), z(t)) satisfies the time-dependent Hamiltonian equa-
tions
q˙i =
∂H
∂pi
, p˙i = −
∂H
∂qi
, z˙ = 1,
where · stands for derivative with respect to t.
2.5.1 Cosymplectic framework for the reduced virus-tumour interaction equation
In our example, the Darboux coordinates (Q,P, t) are the local coordinates on the cosymplectic
manifold such that
ω = dP ∧ dQ, η = dt,
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and the Reeb vector field ξ = ∂
∂t
. Then the gradient of
H = eQ−(m−2)t − P − c(Q+ t)e−(m−1)t −
P 2
2
e−t
is given by
gradH =
(
− 1− Pe−t
) ∂
∂Q
−
(
eQ−(m−2)t − ce−(m−1)t
) ∂
∂P
+
(
− (m− 2)t)eQ−(m−2)t + c(Q+ t)(m− 1)e−(m−1)t +
P 2
2
e−t
) ∂
∂t
.
It is clear from the definition χ( grad H) 7−→ i gradHω +
∂H
∂t
dt = dH , that the contraction of
ω with respect to gradH yields
i gradHω = dH −
∂H
∂t
dt = −dH + ξ(H)η, iEHη = 1.
Please note that our sign is opposite to the conventional one because we have defined ω =
dP ∧ dQ instead of dQ ∧ dP .
3 Summary
In this article we have considered a model for virus-tumour interaction in oncolytic virotherapy
expressed in the form of a system of three ODEs. In our analysis of the system we have
shown the existence of a time dependent first integral for the system and also a Jacobi Last
Multiplier. The existence of these two ingredients allow us to reduce the model to a planar
system on the level curves. The resulting planar system is shown to admit a Hamiltonian,
albeit of a time dependent variety, and one can construct canonical coordinates. It appears
that the non-existence of a time independent first integral for the original model equations
prevents us from constructing the standard Poisson structure of the system. The explicit
time dependence is encompassed into the Hamiltonian framework by defining an extended
Hamiltonian formalism and explicitly demonstrating the geometric structure using Poincare´-
Cartan two form. This reduced time-dependent planar system is also studied in the framework
of cosymplectic geometry. Our present study compliments the investigations carried out in [6]
revealing the rich analytical and geometrical aspects of the model.
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