ABSTRACT. For a system of integrodifferential equations with diffusion, a sufficient condition is given for each solution to tend to a steady-state solution as t -* oo.
Introduction
In this paper, we consider a system of integrodifferential equations with diffusion N duj
at (t,x) = ki&Ui(t,x)+Ui(t,x)lai-biUi(t,x)-y Y^ / ^j(* -T,x)dfij(T) i,

t>0, xen, i = l,...,N. (1.1)
Here A = ^_ 1 d 2 /dxf and ft is a bounded domain in R/ with smooth boundary dQ. Moreover, ki, a^, and &*, i = 1,..., N, are positive constants, and the functions fiji hi -1T-'->N, are of bounded variation on R + := [0, oo) with fij{0) = 0. In mathematical ecology, system (1.1) describes the growth of N species alive in ft whose i-th population density at time t and place x is TX;(£,#), and the integral represents the effects of the past history on the present growth rate (cf. [2, [5] [6] [7] [9] [10] [11] ).
Together with (1.1), we consider the initial-boundary conditions u*(0, ■ ) = uoii •), i = 1,..., TV, in Q, ( 2 Ui/dxjdxk belong to the space C((0,oo) x fi), dui/dn exists on (0, oo) x dfl, and, moreover, (1.1)-(1.3) are identically satisfied. In this article, we will investigate the asymptotic behavior of solutions of (1.1)-(1.3) as t -> oo. Recently, Murakami and Yoshizawa [7] have obtained some results on the asymptotic behavior of solutions of (1.1)-(1.3) under the assumption that the diffusion coefficients &$, i = 1,...,7V, are sufficiently large. The purpose of this paper is to discuss the asymptotic behavior of solutions of (1.1)-(1.3) without any additional assumption on the size of ki (cf. [5] [6] [9] [10] [11] ). We now impose the following condition on (1.1).
Fundamental hypotheses and main results
(HI) For each i,j = 1,..., JV, the constants fc;, a^, and 6^ are positive and the function /^ is of bounded variation on R + with fij(Q) = 0.
For each i,j = 1, ...,iV, we define functions i^-, i^t, F^ on R + by ^(0) =
^7W-(^(0-/^W)/2,
for t > 0. Then i^j, F+, and F^ are nondecreasing on R + , and
We impose the following condition as well.
(H2) There exist some positive constants 8i,..., Sjy such that
where C^ is the one in (2.1).
In what follows, we consider the N x N matrices B, C, C 4 ", C -, /(oo) and the element a G R^ defined by 
We now state the main result of this paper, which provides sufficient conditions for the solution of (1.1)-(1.3) to tend to the steady-state solution as t.-► 00, uniformly on Cl. We remark that a result similar to Theorem 2.2 has been obtained in [7] under a condition on the size of the diffusion coefficients ki and a stronger condition than (H2), in the case where ai and hi are functions of t and fij{t) = f 0 Kij(s)ds for some Kij G L 1 (i^+). Also, Martin and Smith [6] have treated the equation with finite delay of the form
instead of (1.1), where r > 0 is a constant and vij is a bounded Borel measure. By a method of Liapunov-Razumikhin type, they have obtained a result similar to Theorem 2.2 under the conditions that B -C is a nonsingular M-matrix and that the v* in Proposition 2.1 is positive. We remark that (H2) and (H3) yield that B -C is a nonsingular M-matrix together with 1/* > 0, while the method in [6] is not valid for the equation with unbounded delay.
Before proving the theorem, we will provide some examples to compare our theorem with the results in [2, 5, [9] [10] [11] .
Example 2.1. Consider a scalar equation It follows from Theorem 2.2 that under the condition (2.6), the solution u{t,x) of (2.5), (1.2), and (1.3) satisfies lim^oo u{t,x) = a/(6 + /(oo)) uniformly on Cl. For the scalar equation
which is a special case of (2.5), the condition (2.6) becomes ) to obtain the same result as (2.11) except with finite delay. We remark that our result is valid for (2.11) with unbounded delay, while the method in [5] is not. 4) . The proof will be divided into the five steps.
^ = kxAui + uAa -bui -I U2(t-s,x)df 1 (s) + U2(t-s,x)df2(s)),
= k2Au2 + U2\c-du2 -/ ui(t-s,x)dgi(s)+ ui(t -s,x)dg2(s)j,
Proof of the results
Proof of Proposition
-jrj-{t,x) = kikUi{tiX)+Ui(t,x)\ai -biUi(t,x) -^ / Uj(t-T,x)dfij(T)j,
Step 1. For each i -1,... iV, we consider the solution PH(£) of the ordinary differential equation
with pii(0) = j9. It is easy to see that p^ exists on R + and it satisfies 0 < Pii(t) < (3 for alH > 0. We claim that
Ui(t,x)<p li (t), t>0
, xGQ, i = l,...,iV. Step 2. Observe that limt_+ooPiiOO -{ a i + 0Ci)/bi =• Pu-From (3.5) it follows that limsup^^ {max xG Q Ui(t, x)} < flu for all i = 1,..., iV. Let e > 0. There exist a ti > 0 and a ^ > h such that 0 < Ui(t,x) < fti + e, i = l,...,iV, for all.* > *i and x G ^, ( For each i = 1,...,^, we consider the solution feW of the ordinary differential equation
with P2i(t'2) = flu + e. We claim that Ui(t,x) <p2i(t), t>t2, xefi, 2 = l,...,iV.
(3.8)
Suppose (3.8) is false for some i. Then there exists some (£3,2:3) G (£2,00) x fi such that Ui(t^xs) = p2i(t 3 ) and 
Jt-t! < (Pn + e)^7(< -h) + (3(Fr(t) -Fr(t-t,)) <(0 1 j+e)Cr.+/3e
by virtue of (3.4), (3.6), and (3.7). Then we get a contradiction by the strong maximum principle (e.g., [4 p.14, Corollary 1.1-9 and p.19, Remark 1.2-2]). Indeed, if x 3 e 12, then Wi (t,x) = 0 on {t 2 ,t 3 } x fi by the strong maximum principle, which is a contradiction because of u^x) < fa + e = p 2i (t 2 ). We thus obtain x 0 6 OQ and w^x) < 0 on [t 2 ,t 3 ] x Q, and hence dwi/dn > 0 at faxs) by the strong maximum principle again. But this is also a contradiction because of dwi/dn = dm/dn = 0 at (t3,x 3 ). Thus we must obtain (3.8). for alii = 1,..., N. Letting e -> 0 + in the above, we have /x^1^ < liminf{minix(^,x)} < limsup{maxn(t,a;)} < v^.
Repeating the above argument, we can derive that /x (m) < liminf{minw(t,x)} < limsup{maxw(t,x)} < z/ 
