The paper examines the accuracy of two geogrid pullout capacity models used in Japan (Public Works Research Center-PWRC, 2000a) by comparing measured capacities from a large database of laboratory pullout tests to predicted capacities. One model is the current default model (Model 1) used when project-specific laboratory pullout testing is not available and the other when this data is available (Model 2). The accuracy of the models is quantified using bias statistics where bias is defined as the ratio of measured pullout capacity to predicted value. Bias statistics are also a necessary precursor for reliability-based load and resistance factor design calibration for the ultimate pullout limit state in the internal stability design of geogrid reinforced soil walls. Bias statistics using Model 2 show that pullout predictions are very accurate with negligible scatter. However, the default model is shown to be very conservative on average with large scatter in bias values which also varies with magnitude of predicted pullout capacity. A modified formulation for Model 1 is proposed that has the same number of empirical coefficients as the current expression (i.e. two). The modified formulation gives improved accuracy based on the computed mean and coefficient of variation of bias values, and eliminates the significant model bias that is present for the current model. A final outcome from analysis of all available pullout data is that a factor of safety F¼2 is recommended for allowable stress design (ASD) when using the current PWRC default Model 1, and a value of F¼1.25 is recommended when using Model 2 with project-specific pullout testing.
Introduction
A necessary precursor to rigorous reliability-based load and resistance factor design (LRFD) calibration of any limit state equation are statistical estimates of the accuracy of the models used to compute nominal values for resistance and load in the limit state equation. An example is the ultimate (failure) limit state for reinforcement pullout in geosynthetic reinforced soil walls. Using a LRFD format and the case of reinforcement load due only to soil self-weight plus permanent uniform surcharge loading, this limit state can be expressed as (Allen et al., 2005) :
here R p is the nominal pullout capacity, T max is the nominal maximum pullout load in the reinforcement layer and j and g Q are resistance and load factors, respectively. The values of R p and T max are computed using deterministic models. The resistance value is less than one and the load factor is greater than one. For load and resistance factor design these values are selected from tables in design guidance documents (e.g. AASHTO, 2010) . On the other hand, LRFD calibration involves determining the magnitude of the load and resistance factors that can be used in the development of design codes. The magnitude of these values may be based on fitting to allowable stress design (ASD) past-practice (i.e. conventional factor of safety design) or more rigorous reliability theory-based methods, or a combination of both. The advantage of calibration using reliability theory is that a target probability of failure can be selected and the same target probability of failure used for other limit states in stability design of the structure and indeed for other types of reinforced soil systems (e.g. geosynthetic, steel strip, steel grid or multianchor walls). This criterion for a particular class of reinforced wall type or for all types of systems performing the same earth retaining wall function cannot be met using back-fitting to ASD past-practice. In order to carry-out rigorous LRFD calibration, statistical quantities related to the accuracy of the deterministic models for load and resistance are needed (Allen et al., 2005) . Detailed examples of the general approach to compute load and resistance factors are reported by Bathurst et al. (2008 Bathurst et al. ( ,2011a Bathurst et al. ( ,2011b . These papers are focused on internal stability modes of failure for steel reinforced soil walls but the general approach is valid for any other simple internal stability limit state for which sufficient measured load and resistance data are available.
The focus of this paper is on the accuracy of the resistance term in Eq. (1) representing the ultimate reinforcement pullout capacity in a geosynthetic reinforced soil wall computed according to current Japanese practice (Public Works Research Center-PWRC, 2000a) . A similar study was reported by Huang and Bathurst (2009) . However, their database was largely based on non-Japanese pullout test data and they used their data to evaluate the statistical accuracy of pullout models used in the USA which are different from those used in Japan. Furthermore, the soil types used in Japan include cohesive-frictional (c-f) soils whereas the database used by Huang and Bathurst was restricted to frictional (granular) soils.
Pullout capacity models
The deterministic model for geosynthetic pullout capacity (R p ) used in Japan (PWRC, 2000a) can be expressed as:
here pullout capacity is expressed in units of force per unit running length of wall face. Parameter L e is the pullout (embedment) length, s v is vertical stress, and c and f are soil cohesive strength and peak friction angle, respectively. For the ASD approach used in Japan (PWRC, 2000a), the value of R p is divided by a factor of safety (F¼ 2) such that the maximum design pullout load must satisfy lT max rR p /F. Here, coefficient l ¼ 1 for the calculation of the pullout capacity at the free end of a reinforcement layer and l¼ 0.4 for the wrapped tail at the front of a geosynthetic wrappedface wall. These values for l and factor of safety are used for pullout design using Model 1 and Model 2 described next. The selection of c, f and the magnitude of the presumptive coefficients a 1 and a 2 are based on whether or not pullout test data are available for the combination of soil and geosynthetic assumed for the project during design. In this paper, the two conditions are related to default Model 1 (no pullout data) and Model 2 (project-specific pullout data available). Model 1 is used when project-specific laboratory pullout testing is not available and default coefficient values based on project soil category must be used in the pullout capacity equation. Hence the term ''default model'' is used in this paper to distinguish this interpretation of the pullout equation in PWRC (2000a) from the case when coefficient terms in the pullout equation can be determined from actual pullout testing using soil and geogrid combinations that are representative of project materials. The selection of parameters for default Model 1 using Eq. (2) is summarized in Table 1 . It should be noted that the rules to select the three soil categories in the table according to the PWRC (2000a) guidance document are subject to interpretation and experience by engineers. However, the same document makes it clear that the quality of the soil for the construction of geosynthetic reinforced soil structures decreases in the order of 1 (most desirable) to 3 (least desirable). Prior to the database analysis some tests were placed in soil categories based on the writer's best judgment of current Japanese engineering practice. For example, pullout tests performed with Toyoura sand were considered to have been carried out with Type 1 soil.
In the PWRC (2000a) approach using default Model 1, the soil strength components for f and c are capped at values according to the soil type as shown in Table 1 . 
Pullout testing in Japan
The first systematic attempt to compare the pullout capacity of geogrid products in Japan is described by Sakai et al. (1989) . They carried out inter-laboratory (roundrobin) testing of two different geogrid products using equipment located at three different manufacturer laboratories, three universities and at the Public Works Research Institute (PWRI) in Japan. The pullout boxes varied with respect to dimensions and specimen arrangement. Not surprisingly, there was large variability in reported pullout capacity between nominal identical tests. Akagi et al. (1994) reported the results of pullout tests using Toyoura sand and five different geogrid products available in Japan at that time. The products varied with respect to constituent polymer and fabrication, but all had similar nominal tensile strengths. Despite similar tensile strengths, test results varied widely with respect to pullout capacity. Akagi et al. (1994) remarked that the use of non-standard testing devices and different soil preparation contributed to the wide range of pullout capacities recorded for the products tested. The results of these initial investigations led to the development of an unpublished draft pullout testing standard by the Japanese Geotechnical Society in 1994. Kuwano et al. (1999) described the results of pullout testing on 11 geogrid products reported by the Public Works Research Center (PWRC). They attempted to correlate the results of pullout capacity to other properties of the geogrid products such as tensile strength, junction strength, tensile stiffness and geometry of the products. However, the results were not encouraging. This experience together with the earlier cited studies highlighted the need for project-specific testing for the design of geosynthetic reinforced soil structures and standardization of pullout testing equipment and test preparation. Today, the pullout testing methodology published by the Japanese Geotechnical Society (JGS, 2009) represents recommended practice in Japan. The recommendations in this guidance document are described later in the paper.
The PWRC provides a certification program to ensure that all products are tested to the same high standards including pullout testing. The PWRC (2000a) design guidance document explains how the results of pullout tests are used for internal stability design of geosynthetic reinforced soil walls, slopes and embankments.
Pullout test equipment, methodology and interpretation
The JGS (2009) pullout test standard makes the following recommendations: (a) minimum box dimensions-length B ¼ 300 mm, width W ¼ 200 mm, and height H¼ 200 mm, (b) displacement rate of 1 mm/min at front of specimen, (c) maximum displacement at the front of reinforcement ¼ 0.2L e where L e is the embedment length of the specimen, (d) flexible (airbag) surcharge loading system, (e) displacements measured at the front and back end of the specimen and at four or five internal locations, and (f) minimum of three different vertical stresses per geosynthetic-soil type.
Major differences between Japanese practice and the USA are that pullout boxes in Japan do not require an internal sleeve at the front of the box and there is no requirement for a gap between the edges of the specimen and the sides of the pullout box (ASTM D6706, 2001) . A critical review of current pullout box testing methodology and interpretation in Japan is beyond the scope of this paper. The reader can find a useful summary of factors that can influence pullout test results in the paper by Huang and Bathurst (2009) . The procedure to compute the equivalent c ¼ c* and f ¼ f* values is to find the slope of the interface shear strength (t max ) versus normal (vertical) stress (s v ) data points (Fig. 1a) . Here t max ¼ F max /2L e where F max is the peak pullout load and L e is the embedment (pullout) length. This procedure is called the average area method and the justification for this approach is explained by Ochiai et al. (1996) . In the current study, the far-end boundary condition for the geogrid specimen in each test was one of the two cases shown in Fig. 1b . The procedure to compute L e is illustrated for each case based on recommendations in JGS (2009).
Pullout test database
The database of pullout tests used in the current investigation is summarized in Table 2 . The table shows that there are a total of 56 different geogrid products (data sets) and a total of 503 individual pullout tests. For comparison purposes, it should be noted that Huang and Bathurst (2009) used a total of 117 data sets and 318 pullout tests. However, some of their data sets correspond to the same product. In the current study, only Japanese pullout test data is considered because of the differences in test methodology noted earlier and all data are taken from PWRC reports. The pullout tests were carried out by the manufacturers using pullout testing equipment and methodology approved by the PWRC certification program. Hence, the influence of inter-laboratory test variability on pullout test results is assumed to be negligible. Finally, no attempt was made to re-interpret pullout test results based on pullout box dimensions or arrangement. There are no data available that can be used to quantify the influence (if any) on the type of test arrangement (as shown in Fig. 1b ) on pullout test results. The Japanese standard (JGS, 2009) does not make any recommendations to adjust the interpretation of pullout box tests beyond what is described in this paper.
Geogrid reinforcement products are grouped in five categories based on material type and structure (Table 3 ). The range of values for each product description is computed from different products falling in the same classification. The soil materials in the current study are categorized according to the three soil groups described earlier. The range of soil properties is summarized in Table 4 . The soil data have been taken directly from the original PWRC reports. In current Japanese design practice, adjustments to increase peak friction angles from triaxial test results to peak plane strain friction angle values are not specifically recommended. Consequently, no attempt was made to adjust triaxial soil shear strength values reported in the source documents to plane strain values or otherwise to re-interpret these data.
Each test series in these reports includes pullout loaddisplacement measurements recorded by extensometer points attached to the front, interior locations and the back end of the reinforcement specimen (Fig. 1b) . Only tests in which pullout occurred (i.e. displacement of the free end of the reinforcement specimen occurred) are used in this paper. Table 2 Database of pullout tests.
Source identification number
Number of data sets a Each data set corresponds to an individual geogrid product in a product series. Each product type was tested with all three soil groups identified in Table 1. b See Table 3 . c All pullout boxes equipped with flexible airbag to apply vertical stress; B¼ length, W¼ width and H ¼height of box. All tests carried out at 1 mm/min. No internal sleeve at the front of the test boxes with the exception of source number 14 tests that were carried out in a box with a 0.3 m sleeve.
d Certificate number is used here to identify the matching PWRC report in the reference list.
The number of combinations of geogrid product and soil type is summarized in Table 5 . Fig. 2a and b show the cumulative distributions for normal stress and maximum pullout capacity, respectively, for all pullout tests in the database regardless of geosynthetic type. Fig. 2a show that about 35% of the tests were carried out under a normal stress of 40 kPa or less, and about 90% of tests were carried out at 100 kPa or less. The highest confining pressure was 200 kPa. The cumulative distribution plot in Fig. 2b shows that about 45% of the measured pullout capacities were 30 kN/m or less and almost all less than 100 kN/m. Comparison with similar cumulative distribution plots for the database of pullout tests collected by Huang and Bathurst (2009) reveals that the normal loads in the current database at the low end of the cumulative distribution plot are higher than in the Huang and Bathurst database. However, the distributions of pullout capacity are similar. n/a n/a n/a n/a n/a n/a (Akagi et al., 2004) . n/a¼ not applicable since there are only one or two values in the data group. 
Reliability analysis of pullout test data and interpretation
The pullout models that were examined in this investigation are summarized in Table 6 . Models 1a through 1g are modifications to the current PWRC (2000a) default Model 1 introduced earlier. Similarly, Model 2a is a modification to the current PWRC model when pullout data are available. These refinements are made to quantify the influence on model accuracy of: (a) current criteria used to restrict soil strength parameters (capping), (b) the magnitude of the presumptive empirical coefficients a 1 and a 2 , and c) a nonlinear correction to the current formulation of Model 1.
A complication that was observed for six of 56 shear strength versus normal stress plots generated using Model 2 was a negative intercept for the linear regressed failure line (see Fig. 1a ). For these cases the regressed line was forced through the origin (c n ¼ 0) and f n computed using the corrected line. Analysis showed that the effect of this correction on statistical outcomes versus leaving the negative value uncorrected was negligible. This can be understood by the small number of these cases and the small magnitude of the negative intercept values when negative values were generated. Physical explanation for positive values of apparent cohesion term in sand materials (such as minor suction) cannot be determined from the source data available and such mechanistic issues are beyond the scope of the current paper. The decision to include the cohesion term for pullout design for a particular project must be based on the experience and judgment of the design engineer. Fig. 3 shows measured pullout capacity (R m ) versus predicted pullout capacity (R p ) using (default) Model 1 for all data and the data parsed according to the three soil groups. In this model constant coefficient terms have the values shown in Table 1 and soil strength values are capped. The data have been plotted with logarithmic axes in order to visually detect data points with low capacity values. The visual impression from the plots is that measured pullout capacities increase with predicted values. Furthermore, most of the data points fall above the 1:1 correspondence line (F ¼ 1) indicating that the default model tends to underestimate pullout capacity. Superimposed on the plots in Fig. 3 are ratio lines for measured to predicted pullout capacity corresponding to a factor of safety F ¼ 1.5 and F ¼ 2 recommended by PWRC (2000a). All data points fall above the F ¼ 2 line confirming that current design practice is safe. However, this factor of safety can be argued to be excessively safe since 98% of all soil data points in Fig. 3a fall above a line corresponding to a factor of safety of 1.5.
Model 1 (default model with soil strength capped)
Quantitative measures of model accuracy can be described by statistical quantities computed for bias values where bias is the ratio of measured capacity to predicted capacity. For the ideal case of a perfect model and no sources of variability in input parameters, the mean of bias values is one (all data points falling on the 1:1 (F ¼ 1) correspondence line) and the COV is zero (COV¼ one standard deviation of bias values/mean of bias values). In geotechnical engineering this is an unlikely occurrence.
Superimposed on the plots in Fig. 3 are lines corresponding to the mean (m R ) and mean71 standard deviation (m R (17COV R )) of the bias values for each data group. For all data (Fig. 3a) the average bias value m R ¼ 1.35 and the coefficient of variation of bias values COV R ¼ 0.38. This means that on average the measured pullout capacity using Model 1 is 35% greater than the predicted values and the spread in bias values is 38%. The mean (m R ) and mean71 standard deviation (m R (17COV R )) values are summarized in Table 7a . Fig. 4 shows data for all soil categories plotted as bias versus predicted pullout capacity using Model 1. An important qualitative observation from the data in Fig. 4 is that the mean and scatter in bias values increase with decreasing magnitude of predicted pullout capacity. Hence, the accuracy of the model varies strongly with magnitude of the predicted value R p . The strength of any monotonic decreasing (or increasing) relationship between pairs of dependent and independent data can be quantified using the Spearman rank coefficient (r). A value of zero means that there is no relationship between data sets. The Spearman's r ¼ À0.554 for the data in Fig. 4 . This value confirms that there is a strong relationship between bias values and R p . An alternative, but less rigorous, appreciation of the trend in the data can be made by fitting a linear regressed line to the data in the plot as shown in the figure.
The negative slope is statistically significant at a level of significance of 5%.
Model 2 (pullout data and soil strength uncapped)
Figs. 5 and 6 show similar data using Model 2. Here the predicted capacity values are computed using back-calculated shear strength parameters from each test in a pullout test series. Not unexpectedly, the distribution of data points is visually much more tightly clustered about the 1:1 (F=1) correspondence line in Fig. 5 and the scatter in the data is much less. An important implication to geogrid pullout design using ASD and Model 2 is that F ¼ 2 is much more conservative using Model 2 than Model 1. In fact, all data points fall above F ¼ 1.5 and only two of 503 data points fall below a line corresponding to F¼ 1.25. Bias statistics for these data plots are summarized in Table 7a . For all data (Fig. 5a ) the average bias value m R ¼ 1.00 and the coefficient of variation of bias values COV R ¼ 0.05. Fig. 6 presents all bias data points plotted against predicted pullout capacity using Model 2. The narrow distribution of bias values with predicted capacity is consistent with the comments made above regarding the same data in Fig. 5a . Compared to Model 1 data in Fig. 4 , the results of the Spearman rank order correlation test is r¼ À0.033 which means that there is no correlation between bias values and predicted pullout capacity (R p ) values. This outcome is confirmed by the linear regressed line fitted to the data which has a zero slope at a level of significance of 5%.
Implications to design
The results of analyses presented thus far demonstrate quantitatively that Model 2 is very accurate on average with very small error. However, Model 1 is very conservative and there is much larger spread in bias values indicating greater prediction error. If either model is used in ASD practice the accuracy and error in prediction accuracy can be compensated for by using an appropriate factor of safety (F). A value of F ¼ 2 ensures that all available measured pullout capacity values are greater than predicted values using (default) Model 1. However, F ¼ 2 can be argued to be excessively safe if Model 2 is used as noted above.
If the same models are used for LRFD design, the mean and COV of bias values of the model enter directly into estimates of probability of failure. Hence, the accuracy of the model used in the resistance side of any limit state function has quantitative consequences. Allen et al. (2005) and Bathurst et al. (2008 Bathurst et al. ( ,2011b showed that it is desirable to have the mean of the bias values for the resistance side in limit state functions of the form of Eq. (1), close to or slightly greater than one and the value of COV as small as possible. If the mean value is greater than one, the computed resistance factor in Eq. (1) may be greater than one to satisfy a reasonable probability of failure. This is an undesirable calibration outcome. Bathurst et al. (2011a) demonstrated this point by investigating the influence of anchor capacity model accuracy on LRFD calibration of the pullout limit state for multi-anchor walls (MAWs). In order to calculate a reasonable resistance factor (j o 1) a modified anchor capacity equation proposed in a companion paper was required (Miyata et al. 2011) . Another important requirement to carry out LRFD calibration of a linear limit state function of the form of Eq. (1) is that bias 
Spearman's r values and predicted nominal resistance (R p ) values must be uncorrelated (i.e. no model bias) (Bathurst et al. 2008 (Bathurst et al. , 2011b ). This criterion is satisfied for Model 2 but not for Model 1.
In the current paper, the impact of soil strength capping and selection of coefficient values (a 1 and a 2 ) on bias statistics for Model 1 are examined and then the introduction of correction factors is investigated to both improve model accuracy and remove model bias.
Modifications to Model 1
The influence on bias statistics of soil strength capping with and without changes to constant coefficient values (a 1 and a 2 ) was investigated first. These permutations are identified as Models 1a, 1b and 1c in Table 6 . The coefficient terms in Models 1b and 1c were determined by using non-linear optimization to find values of constant coefficients that minimize COV R (spread in bias values) and then rounding the optimized coefficient values to one decimal place. For brevity, plots similar to Figs. 4 and 5 are not presented. However, the corresponding mean (m R ) and COV R of bias values are given in Table 7a and optimized constant coefficient values in Table 7b .
The summary data in Table 7a shows that current default Model 1 was improved by removing the cap on soil strength values (compare Model 1a to Model 1). The mean bias value using all data changed from 1.35 to 1.10 and there was a small reduction in spread of bias values (COV R from 38% to 31%). Similar improvements in mean bias and small or no improvement in bias spread can be noted when the bias data are parsed into the three soil categories. However, the large magnitude of Spearman's r for all soil data sets demonstrates that model bias was not reduced. Huang and Bathurst (2009) examined the accuracy of geogrid pullout models used in the USA (AASHTO, 2010; FHWA, 2009 ). This earlier work showed that bias statistics could be improved by introducing empirical correction factors to existing geogrid pullout models in the form of a dimensionless constant multiplier (z) and a dimensionless power term (k) applied to the original expression. However, recall that the geogrid models used in Japan are different from those used in the USA. Furthermore, the database of pullout tests used by Huang and Bathurst was restricted to cohesionless granular soils while c-f soils are permitted in Japan. Nevertheless, the same general approach can be applied to the current default Japanese Model 1 resulting in the following equation identified as Model 1d through 1g in Table 6 :
The treatment of constant coefficients (a 1 and a 2 ) and soil strength values is also shown in Table 6 . The determination of empirical correction factors (z, k) was carried out using non-linear optimization with the objective function taken as the minimization of COV R and using all data. Optimization leads to the empirical correction factors shown in Table 7c . Using current default values for the constant coefficients with capped or uncapped soil strength values for all soil data (Model 1d and 1e, respectively) improves bias statistics and Spearman's r value compared to Model 1 (Table 7a ). However, model bias varies widely when back-fitting is carried out using data subsets based on soil category. A better outcome occurs when a 1 ¼ a 2 ¼ 1 and soil strength parameters are capped or uncapped (Model 1f and 1g, respectively) . Model 1f with capped strength values and using all soil data can be seen to be slightly more accurate based on spread in bias values and gives a slightly better Spearman's r value. Nevertheless, the differences in outcomes for these two models are similar and optimized correction factors are close (Table 7c ). An advantage of Model 1f and 1g is that there are only two constant coefficients which is the same number in the current default model recommended in PWRC (2000a) .
Measured versus predicted capacity values using Model 1f are plotted in Fig. 7a . The data can be seen to be more closely distributed about the 1:1 correspondence line compared to Model 1 (Fig. 3a) . A factor of safety of F ¼ 3 is required to capture all but one data point compared to Model 1 with F ¼ 2. However, it is important to recall that the average of all data is now closer to F ¼ 1 rather than F ¼ 1/1.35¼ 0.74 for the original Model 1. Furthermore, Model 1f is more accurate on average. It can be noted that if only Soil 1 and Soil 2 are used 
Conclusions
A necessary precursor to LRFD calibration for the ultimate limit state for geogrid pullout in geosynthetic reinforced soil walls is statistical data from laboratory pullout tests. This study presents a synthesis of test data available in the Japanese literature. A second requirement for LRFD calibration are the mean and spread of bias values where bias is the ratio of measured to predicted pullout capacity. Measured values are taken from laboratory pullout tests and predicted values are computed using two pullout capacity design models recommended in Japan PWRC (2000a) .
This study shows that the current default model to predict pullout capacity is very conservative with a mean bias value of 1.35 and coefficient of variation (COV) of bias values of 38% based on all available data. This means that the default model (Model 1) underestimates pullout capacity and there is large scatter in model accuracy. Furthermore, the accuracy of the model is sensitive to the magnitude of predicted pullout capacity which is a disadvantage for both ASD and LRFD calibration and practice. In contrast, the current model (Model 2) to estimate pullout capacity using project-specific soil testing is very accurate with a mean bias value of one and COV of 5% based on all soil data. In addition, there is no significant model bias. The disadvantage of Model 2 is that it requires project-specific testing which is both time consuming and expensive.
In order to improve the accuracy of default Model 1 and to remove model bias, a revised formulation is proposed in which two empirical coefficients (a constant multiplier and a power term) are applied to the original formulation. The revised formulation has the same number of empirical coefficients (two) as the current expression but results in a mean bias value of one and a COV of 26% using all soil data. Furthermore, there is no statistically significant model bias. There are slightly improved bias statistics using this model with capped shear strength values, as currently recommended in the PWRC (2000a) design guidance document, compared to using uncapped values. The final recommended model using capped soil shear strength values is expressed as
where the dimensionless coefficients are z ¼ 1.78 and k ¼ 0.87. The magnitudes of the empirical coefficients recommended here are influenced by the database of pullout tests available to perform the back-fitting. Hence, as more data becomes available these coefficients should be reexamined using the larger database and modified if necessary. However, the bias value databases for both the modified default model (Eq. (4)) and the current project-specific model (Model 2) provide a useful starting point for LRFD calibration of the pullout ultimate limit state for geogrid reinforced soil walls in Japan. This work is now underway by the authors.
Finally, the results presented here also have implications to current ASD practice in Japan. The bias statistics show that a factor of safety F ¼ 2 using the current default Model 1 is conservatively safe, but the same factor of safety applied to Model 2 is excessively conservative. For example, a factor of safety F ¼ 1.25 was shown to capture all but two of 503 pullout test measurements in the available database using Model 2 predictions.
