This paper proposes two new training algorithms for multilayer perceptrons based on evolutionary computation, regularization, and transduction. Regularization is a commonly used technique for preventing the learning algorithm from overfitting the training data. In this context, this work introduces and analyzes a novel regularization scheme for neural networks (NNs) named eigenvalue decay, which aims at improving the classification margin. The introduction of eigenvalue decay led to the development of a new training method based on the same principles of SVM, and so named Support Vector NN (SVNN). Finally, by analogy with the transductive SVM (TSVM), it is proposed a transductive NN (TNN), by exploiting SVNN in order to address transductive learning. The effectiveness of the proposed algorithms is evaluated on seven benchmark datasets.
Introduction
One of the problems that occur during syntactic classifier training is called overfitting. The error on the training dataset is driven to a small value; however, the error is large when new data are presented to the trained classifier. It occurs because the classifier does not learn to generalize when new situations are presented. This phenomenon is related to the classifier complexity, which can be minimized by using regularization techniques [1] and [2] . In this paper we will apply regularization to improve the classification margin, which is an effective strategy to decrease the classifier complexity, in Vapnik sense, by exploiting the geometric structure in the feature space of the training examples.
There are three usual regularization techniques for neural networks (NNs): early stopping [3] , curvature-driven smoothing [4] , and weight decay [5] . In the early stopping criterion the labeled data are divided into training and validation datasets. After some number of iterations the NN begins to overfit the data and the error on the validation dataset begins to rise. When the validation error increases during a specified number of iterations, the algorithm stops the training section and applies the weights and biases at the minimum of the validation error to the NN. Curvature-driven smoothing includes smoothness requirements on the cost function of learning algorithms, which depend on the derivatives of the network mapping. Weight decay is implemented by including additional terms in the cost function of learning algorithms, which penalize overly high values of weights and biases, in order to control the classifier complexity, which forces the NN response to be smoother and less likely to overfit. This work introduces and analyzing a novel regularization scheme, named eigenvalue decay, aiming at improving the classification margin, as will be shown in Section 3.
In the context of some on-the-fly applications, the use of SVM with nonlinear kernels requires a prohibitive computational cost, since its decision function requires a summation of nonlinear functions that demands a large amount of time when the number of support vectors is big. Therefore, a maximal-margin neural network [6] [7] [8] [9] can be a suitable option for such kind of application, since it can offer a fast nonlinear classification with good generalization capacity. This work introduces a novel algorithm for maximum margin training that is based on regularization and evolutionary computing. Such method is exploited in order to introduce a transductive training method for NN.
The paper is organized as follows. In Section 2 we propose the eigenvalue decay, while the relationship between such regularization method and the classification margin is analyzed in Section 3. In Section 4 it is proposed a new maximum-margin training method based on genetic algorithms (GA) that is extended to the transductive approach in Section 5. Section 6 reports the experiments, while Section 7 summarizes some conclusions.
Eigenvalue decay
A multilayer perceptron (MLP) with one sigmoidal hidden layer and linear output layer is a universal approximator, because the Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/neucom sigmoidal hidden units of such model compose a basis of linearly independent soft functions [10] ; therefore, this work focuses in such NN, whose model is given by
where y h is the output vector of the hidden layer, W 1 is a matrix whose elements are the synaptic weights that connect the input elements with the hidden neurons, W 2 is vector whose elements are the synaptic weights that connect the hidden neurons to the output, b 1 is the bias vector of the hidden layer, b 2 is the bias of the output layer, x is the input vector, and φðÁÞ is the sigmoid function.
The most usual objective function for MLPs is the MSE:
where N is the cardinality of the training dataset, y i is the target output,ŷ i is the output estimated by the MLP for the input x i belonging to the training dataset. However, in case of the usual weight decay method [11] , additional terms which penalize overly high values of weights and biases are included. Therefore, the generic form for the objective function is
where W 1 , W 2 , b 1 , and b 2 are the MLP parameters, according to (1) , and κ i 40, i ¼ ð1…4Þ are regularization hyperparameters. Such method was theoretically analyzed by [12] , which concludes that the bounds on the expected risk of MLPs depend on the magnitude of the parameters rather than the number of parameters. Namely, in [12] the author showed that the misclassification probability can be bounded in terms of the empirical risk, the number of training examples, and a scale-sensitive version of the VC-dimension, known as the fat-shattering dimension, 1 which can be upperbounded in terms of the magnitudes of the network parameters, independently from the number of parameters. 2 In short, as regards weight-decay, [12] only shows that such method can be applied to control the capacity of the classifier space. However, the best known way to minimize the capacity of the classifier space without committing the accuracy on the training data is to maximize the classification margin, which is the SVM principle. Unfortunately, from the best of our knowledge, there is no proof that weight-decay can maximize the margin. Therefore, we propose the eigenvalue-decay, for which it is possible to establish a relationship between the eigenvalue minimization and the classification margin. The objective function of eigenvalue-decay is
where λ min is the smallest eigenvalue of W 1 W T 1 and λ max is the biggest eigenvalue of W 1 W T 1 .
Analysis on eigenvalue decay
In this section we show a relationship between eigenvalue decay and the classification margin, m i . Our analysis requires the following lemma:
Lemma 1 (Horn and Johnson [13] ). Let K denote the field of real numbers, K nÂn a vector space containing all matrices with n rows and n columns with entries in K, A A K nÂn be a symmetric positivesemidefinite matrix, λ min be the smallest eigenvalue of A, and λ max be the largest eigenvalue of A. Therefore, for any x A K n , the following inequalities hold true:
Proof. The upper bound on x T Ax, i.e. the second inequality of (5), is well known; however, this work also requires the lower bound on x T Ax, i.e. the first inequality of (5) . Therefore, since this proof is quite compact, we will save a small space in this work to present the derivation of both bounds as follows:
Let V ¼ ½v 1 ; …; v n be the square n Â n matrix whose ith column is the eigenvector v i of A, and Λ be the diagonal matrix whose ith diagonal element is the eigenvalue λ i of A; therefore, the following relations hold:
Taking into account that A is positive-semidefinite, i.e. 8 i, λ i Z 0:
where I is the identity matrix. Note that x T Vðλ min IÞV T x ¼ λ min x T x and x T Vðλ max IÞV T x ¼ λ max x T x; therefore, substituting (6) into (7) yields (5) . □
The following theorem gives a lower and an upper bound on the classification margin: Theorem 1. Let m i be the margin of the training example i, i.e. the smallest orthogonal distance between the classifier separating hypersurface and the training example i, λ max be the biggest eigenvalue of W 1 W T 1 , and λ min be the smallest eigenvalue of W 1 W T 1 ; then, for m i 4 0, i.e. an example correctly classified, the following inequalities hold true: 
is the jth projection of the ith training example, x i , on the separating hypersurface, as illustrated in Fig.1 , and y i is the target class of x i .
Proof. The first step in this proof is the calculation of the gradient of the NN outputŷ in relation to the input vector x at the projected point, x j proj . From (1) we have
The vector
is normal to the separating surface, giving the direction from x i to x proj j ; therefore 
Substituting (11) into (13) and solving for d ði;jÞ yields
The sign of d ði;jÞ depends on which side of the decision surface the example, x i , is placed. It means that an example, x i , correctly classified whose target class is À 1 corresponds to d ði;jÞ o 0. On the other hand, the classification margin must be positive in case of examples correctly classified, and negative in case of misclassified examples, independently from their target classes. Therefore, the margin is defined as a function of y i d ði;jÞ , where y i A fÀ1; 1g is the target class of the ith example. More specifically, the margin, m i , is the smallest value of y i d ði;jÞ in relation to j, that is
Substituting (14) in (15) yields
Substituting (10) in (16) yields
Note that W 1 W T 1 is a symmetric positive-semidefinite matrix, therefore, from Lemma 1, the inequalities:
hold true for any Γ j and any W 2 . From (18) and (17) it is easy to derive (8) . □
Taking into account that λ max and λ min are the denominators of the bounds in (8), the training method based on eigenvalue decay decreases λ max and λ min aiming at increasing the lower and the upper bounds on the classification margin. However, eigenvalue decay does not assure, by itself, increasing the margin, because μ is a function of W 1 among other NN parameters. Therefore, to evaluate the effect of eigenvalue decay on the classification margin, we performed comparative experiments with real world datasets (see Section 6). Fig. 2 illustrates the separating surface for the toy examples and Fig. 3 illustrates the margins 3 generated by NNs trained without and with eigenvalue decay. The boundary between white and colored areas represents the SVM-like classification margin, i.e. for input data belonging to the yellow area, the NN model outputs 0 rŷ i o 1, while for input data belonging to the green area, the model outputs 04ŷ i 4 À 1. The boundary between colored areas represents the separating surface. The training methods proposed in this paper are similar to SVM, i.e. the data which lie into the colored areas, or fall on the wrong side of the separating surface, increase a penalty term. The algorithm minimizes the penalty term in such a way to move the colored area, and so the separating surface, away from the training data. Therefore, the larger is the colored area, i.e. the smaller the eigenvalues, the larger the distance between the training data and the separating surface.
Maximum-margin training by GA
Theorem 1 allows us to propose a maximal-margin training method quite similar to SVM [14] , in the sense that the proposed method also minimizes values related with the parameters of the classifier model, in order to maximize the margin, allowing the minimization of the classifier complexity without committing the accuracy on the training data.
The main idea of our method is not only to avoid nonlinear SVM kernels, in such a way as to offer a faster nonlinear classifier, but also to be based on the maximal-margin principle; moreover, the proposed method is more suitable for on-the-fly applications, such as object detection [15, 16] . The SVM decision function is given by
where α i and b are SVM parameters, ðx i ; y i Þ is the ith support vector data pair, sgn ðÁÞ is 1 if the argument is greater than zero and À 1 if it is less than zero, and KðÁ; ÁÞ is a nonlinear kernel In order to better understand our method, it is convenient to take into account the soft margin SVM optimization problem, as follows:
where w and b compose the separating hyperplane, C is a constant, y i is the target class of the ith training example, and ξ i are slack variables, which measure the degree of misclassification of the vector x i . The optimization is a trade off between a large margin (min‖w‖ 2 ), and a small error penalty (min C∑ N i ¼ 1 ξ i ).
We propose to train the NN by solving the similar optimization problem:
subject to
whereŷ is given by (1), C 1 is a regularization hyperparameter, y i is the target class of the ith training example, and ξ i are also slack variables, which measure the degree of misclassification of the vector x i . The constrained optimization problem (23)-(25) is replaced by the equivalent unconstrained optimization problem (26) [17] , that has the discontinuous objective function Φ, which disables the gradient-based optimization methods; therefore, a real-coded GA is applied to solve (26), using Φ as fitness function [18] :
and HðtÞ ¼ maxð0; 1 ÀtÞ is the Hinge loss. Note that the last term of (27) penalizes models whose estimated outputs do not fit the constraint y iŷi Z 1, in such a way as to save a minimal margin, while the minimization of the first two terms of (27) aims at the enlargement of such minimal margin by eigenvalue decay, as suggested by Theorem 1.
Algorithm 1 details the proposed optimization process. The chromosome of each individual is coded into a vertical vector composed by the concatenation of all the columns of W 1 with W 2 , b 1 , and b 2 . The algorithm starts by randomly generating the initial population of N pop individuals in a uniform distribution, according to the Nguyen-Widrow criterion [19] . During the loop over generations the fitness value of each individual is evaluated on the training dataset, according to (26) and (27). Then, the individuals are ranked according to their fitness values, and the crossover operator is applied to generate new individuals by randomly selecting the parents by their ranks, according to the random variable p A ½1; N pop proposed in our previous work [20] :
where ϑA½0; 1 is a random variable with uniform distribution and a 4 0 sets the selective pressure, more specifically, the larger a, the larger the probability of low values of p, which are related to highranked individuals. for i ¼ 1 : N do calculateŷ i , according to (1), using the weights and biases of individual ind; end for calculate Φ for the individual ind, according to (26), using y and the set of NN outputs fŷ i g previously calculated;
Φ ind ←Φ:storing the fitness of individual ind; end for rank the individuals according to their fitness Φ ind ; store the genes of the best individual in Cr best ; performing the crossover: k←0; for ind ¼ 1 : N pop do k←k þ 1; randomly selecting the indexes of parents by using the asymmetric distribution proposed in [20] , and also applied in [21] : ϑ j ← random number A ½0; 1 with uniform distribution, j ¼ ð1; 2Þ; parent j ←roundððN pop À 1Þ e aϑ j À 1 e a À 1 þ 1Þ, j ¼ ð1; 2Þ; assembling the chromosome Cr son k : for n ¼ 1 : N g do η← random number A ½0; 1 with uniform distribution;
Cr son
ðk;nÞ ←ηCr ðparent 1 ;nÞ þð1 À ηÞCr ðparent 2 ;nÞ : calculating the nth gene to compose the chromosome of the kth individual of the new generation, by means of weighted average; end for end for end for rearrange the genes of the best individual, Cr best , in order to compose the NN parameters W 1 , W 2 , b 1 , and b 2 .
Transductive neural networks
This section deals with transduction, a concept in which no general decision rule is inferred. Differently from inductive inference, in the case of transduction the inferred decision rule aims only at the labels of the unlabeled testing data.
The SVM-like training method, introduced in the previous section, can be exploited to address transductive learning. Therefore, we propose the transductive NN (TNN), which is similar to the transductive SVM (TSVM) [14] . The transductive algorithm takes advantage of the unlabeled data similar to the inductive semi-supervised learning algorithm. However, differently from the inductive semi-supervised learning, transduction is based on the Vapnik principle, which states that when trying to solve some problem, one should not solve a more difficult problem, such as the induction of a general decision rule, as an intermediate step.
The proposed TNN accomplishes transduction by finding those test labels for which, after training a NN on the combined training and test datasets, the margin on the both datasets is maximal. Therefore, similar to TSVM, TNN exploits the geometric structure in the feature vectors of the test examples, by taking into account the principle of low density separation. Such principle assumes that the decision boundary should lie in a low-density region of the feature space, because a decision boundary that cuts a data cluster into two different classes is not in accordance with the cluster assumption, which can be stated as follows: if points are in the same data cluster, they are likely to be of the same class.
The TNN training method can be easily implemented by including in (26) an additional term that penalizes all the unlabeled data which are near to the decision boundary, in order to place the decision boundary away from high-density regions.
Therefore, the new optimization problem is min
C 1 and C 2 are constants,ŷ j is the NN output for the unlabeled data x j , and N u is the cardinality of the unlabeled dataset. Notice that the operator j Á j makes this additional term independent of the class assigned by the NN for the unlabeled example, i.e. independent from the signal ofŷ j , since we are interested only in the distance from the unlabeled data to the decision boundary. In order to illustrate the effect of the last term of (30), we introduce two toy examples which enable a comparative study on the decision boundaries generated by SVNN and TNN, as can be seen in Figs. 4 and 5 , where circles represent training data and points represent testing (unlabeled) data.
Note that both toy examples are in accordance with the cluster assumption, i.e. there are low-density regions surrounding data clusters whose elements belong to the same class. TNN places the separating-surface along such low-density regions (see Fig. 4(b) ), in order to increase the absolute value of the margin of the unlabeled data, in such a way as to decrease the last term of (30).
Empirically, it is sometimes observed that the solution to (30) is unbalanced, since it is possible to decrease the last term of (30) by placing the separating-surface away from all the testing instances, as can be seen in Fig. 6 . In this case, all the testing instances are predicted in only one of the classes. Such problem can also be observed in case of TSVM, for which a heuristic solution is to constrain the predicted class proportion on the testing data, so that it is the same as the class proportion on the training data. This work adopts a similar solution for TNN, by including in (30) a term that penalizes models whose predicted class proportion on the testing data is different from the class proportion on the training data. Therefore, we rewrite (30) as
where C 3 is a penalization coefficient. Fig. 7 shows the separatingsurface of TNN after the inclusion of the last term of (31).
Experiments
In this section our methods are evaluated by means of experiments in three UCI benchmark datasets 4 and four datasets from [22] . 5 Table 1 details the applied datasets. 77  277  Haberman  3  153  153  306  Hepatitis  19  77  78  155  BCI  117  200  200  400  Digit1  241  750  750  1500  g241c  241  750  750  1500  Text  11 960  750 750 1500 The highly unbalanced datasets, Breast Cancer, Haberman, and Hepatitis, were introduced in our experimental analysis in order to verify the behavior of the optimization algorithms of transductive methods when working under the constraint on the predicted class proportion, i.e. the last term of (31). The other datasets are usually applied to evaluate semi-supervised learning algorithms. Each dataset was randomly divided into 10-folds, thus, all the experimental results were averaged over 10 runs.
The datasets were randomly divided into 10-folds, in order to average the results over 10 runs. Each fold contains all the data divided into two subsets: half for training and half for testing. For each training dataset, i.e. half of the data, it was performed 10folds cross-validation to set the classifier parameters. Therefore, the parameter setting does not take into account information from the testing dataset. In the case of SVM, the soft-margin parameter C and the RBF parameter γ (in the case of RBF kernel) were chosen in the set f10 À 3 ; 10 À 2 ; …; 10 3 g. In case of SVNN and TNN, the parameters C 1 , C 2 , and C 3 were chosen in the set f10 2 ; 10 3 ; 10 4 ; 10 5 g. Table 2 gives the averaged number of hidden neurons adopted after the cross-validation.
In our experiments SVNN and TNN were compared with NNs trained by the usual Levenberg-Maquardt (LM), as well as, SVM and TSVM. 6 Since SVNN and TNN can perform nonlinear classification, we also evaluated the performance of SVM and TSVM with RBF kernel. In order to verify the capability of transductive algorithms in learning from few labeled data, all the algorithms were trained by using only 10 labeled training points, as well as, all the training data. In both cases, the transductive algorithms made use of all the testing (unlabeled) data. Regarding the GA, the selective pressure was set to a¼ 6 and the population N pop ¼ 3000. Table 3 Accuracy (Acc), balanced error rate (BER), and positive predictive value (PPV) of inductive methods with 10 labeled training points. Tables 3-6 summarize the experimental results. Eqs. (32)-(34) define the three indexes adopted to assess the learning performance, i.e. accuracy (Acc), balanced error rate (BER), and a measure of precision named positive predictive value (PPV). In order to evaluate the influence of eigenvalue decay on the performance of SVNN, two sets of experiments were performed. In the first set of experiments a SVNN was trained by minimizing (27) without the first term; therefore, this model was named SVNN À λ min . In the second set of experiments a SVNN was rained by minimizing (27) without the first two terms; hence, this model was named SVNN À λ min À λ max . Both models were evaluated on all the datasets of Table 1 . Moreover, it was investigated the influence of the term about class proportion on the accuracy of TNN. To do so, a TNN was trained by minimizing only the first four terms of (31); hence, this model was named TNN-C 3 . The results are summarized in Table 9 .
As regards the inductive training methods, SVNN had the best performance and in the majority of the evaluated datasets by using only 10 labeled data. In the case of the Haberman dataset, all the algorithms fail, predicting all the testing data in the same class (see the value of BER¼ 50% in Table 3 ). By using all the training data, SVNN only was less accurate than SVM in the Text dataset (see Table 5 ). We believe that this fact is due to the highdimensional feature space of Text dataset, since such fact can favor linear classifiers, such as the linear SVM. As regards the transductive training methods, TSVM and TSVMrbf predicted all the testing data of the UCI datasets in the majority class when using only 10 labeled data, i.e. the constraint on the predicted class proportion was violated (see the value of BER ¼50% in the first three rows of Table 4 ). Therefore, TNN was the best approach for all the datasets, excepting the Text dataset, for which the linear TSVM was the best approach. By using all the training data, TNN had the best values of accuracy, BER, and PPV in five of the seven datasets.
As regards the training and testing time, SVM was, in most of the experiments, less expensive in training than the proposed methods; however, the testing time reveals the main advantage of SVNN and TNN, which can perform nonlinear classification a few hundred times faster than SVM with nonlinear kernels, as can be seen, for instance, in the fifth row of Table 7 . In this case, TSVM has 231 support-vectors, while the TNN has only two hidden neurons; therefore, taking into account that Digit1 dataset has 241 attributes, from the models (1) and (19) it is possible to realize that the decision function of TSVM requires the calculation of 56 133 products, 55 672 sums, and 232 nonlinear functions, while the decision function of TNN only requires the calculation of 484 products, 487 sums, and 2 nonlinear functions. Such fact is especially relevant in applications such as on-the-fly object detection, in which each image frame has to be scanned by a sliding window, generating several thousands of cropped images to be classified.
By comparing Tables 9 and 5 , it is possible to verify the positive influence of eigenvalue decay on the performance of SVNN. Table 9 also reveals the importance of the term about class proportion on the performance of TNN. Note that TNN-C 3 is unsatisfactory in classifying the first two datasets, i.e. TNN predicted all the testing data of datasets Breast Cancer and Haberman in the majority class (see the value of BER¼ 50% in the last cells of the first two rows of Table 9 ).
Conclusion
The analysis presented in this paper indicates that by applying eigenvalue decay it is possible to increase the classification margin, which improves the generalization capability of NNs. The introduction of eigenvalue decay allowed the synthesis of two novel SVM-like training methods for NNs, including a transductive algorithm. These methods are suitable options for a faster nonlinear classification, by avoiding the time expensive decisionfunction of nonlinear SVMs, which may hinder on-the-fly applications, such as pedestrian detection (e.g. see Section 4.2 of [15] ). The experiments indicate that, regarding the classification accuracy, SVNN and TNN are similar to nonlinear SVM and TSVM; however, regarding the testing time, the proposed methods were significantly faster than nonlinear SVMs. The experiments also indicate that TNN can take advantage of unlabeled data, especially when few labeled data are available, as can be seen in Table 4 .
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