In distributed multilevel diversity coding, K correlated sources (each with K components) are encoded in a distributed manner such that, given the outputs from any α encoders, the decoder can reconstruct the first α components of each of the corresponding α sources. For this problem, the optimality of a multilayer Slepian-Wolf coding scheme based on binning and superposition is established when K ≤ 3. The same conclusion is shown to hold for general K under a certain symmetry condition, which generalizes a celebrated result by Yeung and Zhang.
Distributed Multilevel Diversity Coding and encode them in such a way that, given the outputs from any α sensors, the fusion center can reconstruct the first α components of each of the corresponding α sources. The aforedescribed two extreme cases correspond to (U k,1 , · · · , U k,K −1 , U k,K ) = (0, · · · , 0, U k ) and (U k,1 , U k,2 , · · · , U k,K ) = (U k , 0, · · · , 0), respectively. One can realize a flexible tradeoff between compression efficiency and system robustness by adjusting the amount of information allocated to different components. We shall refer to this problem as distributed multilevel diversity coding (D-MLDC) since it reduces to the well-known (symmetrical) multilevel diversity coding (MLDC) problem when U 1,α = U 2,α = · · · = U K ,α almost surely for all α.
The concept of MLDC was introduced by Roche [3] and more formally by Yeung [4] though research on diversity coding can be traced back to Singleton's work on maximum distance separable codes [5] . The symmetric version of this problem has received particular attention [6] , and arguably the culminating achievement of this line of research is the complete characterization of the admissible rate region of symmetrical MLDC by Yeung and Zhang [7] . Some recent developments related to MLDC can be found in [8] [9] [10] [11] .
The goal of the present paper is to characterize the performance limits of D-MLDC, which, we hope, may provide some useful insights into the tradeoff between compression efficiency and system robustness in distributed data compression. More fundamentally, we aim to examine the principle of superposition [4] in the context of D-MLDC. Although superposition (or more generally, layering) is a common way to construct sophisticated schemes based on simple building blocks and often yields the best known achievability results, establishing the optimality of such constructions is rarely straightforward, especially when encoding is performed in a distributed manner. In fact, even for the centralized encoding setup studied in [7] , the proof of the optimality of superposition is already highly non-trivial. This difficulty can be partly attributed to the fact that it is often a technically formidable task to extract layers from a generic scheme using information inequalities in a converse argument, even in cases where the use of layered constructions may appear rather natural.
From this perspective, our work can be viewed as an initial step towards a better understanding of layered schemes for distributed compression of correlated sources. We shall propose a multilayer Slepian-Wolf coding scheme based on binning and superposition, and establish its optimality for D-MLDC when K ≤ 3. This scheme is also shown to be optimal for general K under a certain symmetry condition, which generalizes the aforementioned result by Yeung and Zhang on symmetrical MLDC [7] . The main technical difficulty encountered in our proof is that it appears to be infeasible to characterize the admissible rate region of D-MLDC by 0018-9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
deriving inner and outer bounds separately and then making a direct comparison based on their explicit expressions.
To circumvent this difficulty, we follow the approach in [7] , where the analysis of the inner bound and that of the outer bound are conceptually intertwined. Specifically, we analyze certain linear programs associated with the achievable rate region of the proposed scheme and leverage the induced Lagrange multipliers to establish the entropy inequalities that are needed for a matching converse. Since the problem considered here is more general than that in [7] , the relevant linear programs and entropy inequalities are inevitably more sophisticated. It is worth mentioning that, in a broad sense, the strategy of determining an information-theoretic limit by connecting achievability and converse results to a common optimization problem (not necessarily linear) via duality has find applications far beyond MLDC (see [12] ). The rest of this paper is organized as follows. We state the basic definitions and the main results in Section II. Section III contains a high-level description of our general approach. The detailed proofs can be found in Sections IV and V. We conclude the paper in Section VI.
Notation:
where |V | is the cardinality of V . We often do not distinguish between a singleton and its element.
II. PROBLEM FORMULATION AND MAIN RESULTS

A. System Model
Let U k, [1:K ] , k ∈ [1 : K ], be K vector sources. We assume 1 that U [ 
Dec V :
1 This assumption can be relaxed to a certain extent and can be modified in various ways. In this paper we do not seek to present our results in their most general forms since the resulting statements and expressions may become rather unwieldy. A D-MLDC system with K = 3 is illustrated in Fig. 1 .
B. Admissible Rate Region
(2) (Reconstruction Constraints)
(2) The admissible rate region R * K is defined as the set of all admissible rate tuples.
C. Multilayer Slepian-Wolf Coding
We shall propose a D-MLDC scheme, which can be viewed as a natural extension of that in [7] to the distributed encoding setup. This scheme, termed multilayer Slepian-Wolf coding, includes two steps: intralayer coding and interlayer coding.
• Intralayer Coding: For each α ∈ [1 : K ], encoder k (k ∈ [1 : K ]) compresses U n k,α using the conventional binning scheme 2 of rate r k,α ; correct reconstruction of U n k,α , α ∈ V , based on the corresponding bin indices is ensured (with high probability) for all V ⊆
• Interlayer Coding: In this step, encoder k (k ∈ [1 : K ]) generates its output by combining the bin indices associated with U n k,α , α ∈ [1 : K ], via superposition. Note that the resulting rate region
D. Main Results
Our first main result shows that R K coincides with R * K when K ≤ 3. Theorem 1: R * K = R K for K ≤ 3. To state our second main result, we need the following definition.
Definition 1 (Symmetrical Source): We say that the dis-
It is worth noting that the symmetrical MLDC problem studied in [7] corresponds to the special case where H U V ,α = H U V ,α for all α ∈ 
III. OUTLINE OF A GENERAL APPROACH
In this section we attempt to give an outline of our general approach, which is in principle not restricted to the cases covered by Theorems 1 and 2. On a conceptual level, this approach was originated in [7] (and made more evident in [10] ). It consists of three major steps: 1) characterize the supporting hyperplanes of R K (more precisely, the supporting hyperplanes of R K ,α , α ∈ [1 : K ]) via the analysis of the corresponding linear programs; 2) establish a class of entropy inequalities based on the Lagrange multipliers induced by the aforementioned linear programs; 3) derive a tight outer bound on R K by leveraging these entropy inequalities.
A. Linear Program
Each supporting hyperplane of R K ,α is associated with a linear program
It often suffices to consider the case where the weights w k , k ∈ [1 : K ], are ordered. For this reason, we define
Moreover, to facilitate subsequent analysis, we introduce the following partition 3 of W K for each α ∈ [2 : K ]:
where f w α denotes the optimal value of LP w K ,α . It is in general not easy to find optimal solution r opt k,α , k ∈ [1 : K ]
and optimal Lagrange multiplier
(see Section IV for a detailed analysis of LP w 3,2 ). However, the task becomes relatively straightforward when α = 1 or α = K as shown by the following two lemmas (which can be proved via direct verification).
is an optimal solution and
Lagrange multiplier of LP w K ,α if and only if it is an optimal solution to the (asymmetric) dual problem of LP w K ,α .
The general case w ∈ R K + can be reduced to the case w ∈ W K via suitable relabelling.
B. Entropy Inequality
In this step we aim to establish a class of entropy inequalities needed for a matching converse by exploiting the properties of optimal Lagrange multipliers of LP w K ,α , α ∈ [1 : K ]. More precisely, we shall identify suitable conditions under which there exist optimal Lagrange multipliers (c V |V ,α ,
for all X [1:K ] and α ≥ α .
The following lemma indicates that (6) always holds when α = 1.
Lemma 3: We have
are optimal Lagrange multipliers of LP w K ,1 and LP w K ,α , respectively. Proof: According to (5) ,
It can be verified that
where (8) is due to (7) . This completes the proof of Lemma 3.
C. Outer Bound
As shown by the following lemma, the existence of entropy inequalities (6) 
from which (9) follows immediately. We shall prove via induction that, for any D-MLDC system satisfying (1) and (2),
where δ tends to zero as → 0. One can deduce (10) from (11) by setting β = K and sending → 0.
where (12) is due to the fact (see Lemma 1) that the optimal Lagrange multiplier c V |∅,1 , V ∈ V K ,1 is uniquely given by
where (13) follows by (2) and Fano's inequality. Substituting (14) into (12) and invoking (4) proves (11) for β = 1.
Now assume that (11) holds for β = B − 1. In view of (6), we have
where (16) follows by (2) and Fano's inequality. Moreover,
where (17) 
where (19) is due to (16) and (18), and (20) is due to (4) and (5) . Combining (20) and the induction hypothesis proves (11) for β = B.
IV. PROOF OF THEOREM 1 Theorem 1 is trivially true when K = 1. The case K = 2 is a simple consequence of Lemma 3 and Lemma 4. Therefore, only the case K = 3 remains to be proved.
To this end, we shall give a detailed analysis of LP w 3,2 . First consider the following related linear program
wheref w ψ denotes the optimal value of LP w 3,2 . One can solve LP w 3,2 with w ∈ W 3 by considering 5 different cases (see Table I ). Now set
where ν k is a maximizer of max ν∈ [1:3] \{k} H U k,2 |U ν,2 . Moreover, definẽ
One can prove via direct verification that R 3,2 coincides withR 3,2 .
Lemma 5: R 3,2 =R 3,2 . See Fig. 2 for illustrations of R 3,2 (i.e.,R 3,2 ), where the optimal solutions in Table I 
According to Lemma 6, we have the following four cases 
Now one can readily solve LP w 3,2 with w ∈ W 3 by considering all possible combinations of these four cases and those in Table I (i.e., Cases 1-5). For example, consider the scenario where Case 2 and Case C are simultaneously satisfied (henceforth called Case 2C). It can be verified that 
In view of Lemma 5, r
is an optimal solution of LP w 3,2 . Therefore, the optimal value of LP w 3,2 is given by
is an optimal Lagrange multiplier of LP w 3,2 . One can obtain the following lemma by analyzing the other combinations in the same manner. It is worth mentioning that not all combinations are possible. Specifically, Cases 2D, 3C, and 4B violate Lemma 6(2), so such combinations are void. Table II 
for all X [1:3] 
are the optimal Lagrange multipliers in Lemma 1, Lemma 2, and Lemma 7, respectively.
Proof: Note that (21) follows from Lemma 3. The proof of (22) is relegated to Appendix B.
V. PROOF OF THEOREM 2
The proof of Theorem 2 also largely follows the general approach outlined in Section III. However, due to the symmetry assumption, some simplifications are possible.
A. Linear Program
When the distribution of U [1:K ],[1:K ] is symmetrical entropy-wise, H U V ,α |U V ,α depends on V ∈ V K ,α and V ∈ V K ,α [V ] only through |V |; for this reason, we shall denote it as H |V |,α and rewrite LP w K ,α in the following simpler form
where f w α denotes the optimal value of LP
where H 0,α 0.
Note that (26) and (27) are void when l w α = 0. The definition of C w K ,α can be extended to the case w ∈ R K + through suitable relabelling.
Lemma 10:
where
The main result of Section V-A is as follows.
is an optimal solution, and every c V ,α , V ∈ V K ,α ∈ C w K ,α is an optimal Lagrange multiplier.
Proof:
In view of Lemma 9, we have r
It follows from Lemma 10 that c V ,α , V ∈ V K ,α satisfies (24) and (25). Note that
where (37) is due to (31). On the other hand, for any
Therefore, r (l w α ) k,α , k ∈ [1 : K ] is an optimal solution. This also shows that c V ,α , V ∈ V K ,α satisfies (23), thus is indeed an optimal Lagrange multiplier.
B. Entropy Inequality
Define the indicator function
1, event is true, 0, event is false.
where θ w α is given by (36). The following statements are true.
for all X [1:K ] .
Proof: See Appendix E. Lemma 13: Given any w
for all X [1:K ] and α ≥ α . Proof: By symmetry, it suffices to consider w ∈ W K . We shall first assume w K > 0, which implies λ w
It is easy to verify that c V ,K , V ∈ V K ,K ∈ C w K ,K . One can successively construct the desired c V ,α , V ∈ V K ,α from α = K − 1 to α = 1 by invoking Lemma 12. Now consider the case w 1 ≥ · · · ≥ w K −1 > w K = 0. The preceding argument implies the existence of
It is easy to verify that such
have the desired properties. The general case where w 1 ≥ · · · ≥ w K −1 > w K = · · · = w K = 0 for some K ≤ K can be handled via induction. 6
C. Outer Bound
The following result, together with (3) and Lemma 13, completes the proof of Theorem 2.
Lemma 14: If given any w ∈ R K + , there exist 
(39)
Without loss of generality, we assume w ∈ W K . We shall prove via induction that, when the distribution of U [1:K ],[1:K ] is symmetrical entropy-wise, for any D-MLDC system satisfying (1) and (2), 
where δ tends to zero as → 0. One can deduce (39) from (40) by setting β = K and sending → 0.
The proof of (40) for β = 1 is the same as that of (11) . Now assume that (40) holds for β = B − 1. In view of (38), we have
where 
Note that 
where (47) is due to (45) and (46), and (48) is due to (23), (35) as well as Lemma 11. Combining (48) and the induction hypothesis proves (40) for β = B.
VI. CONCLUSION
We have characterized the admissible rate region of D-MLDC for the case K ≤ 3 and the case where the source distribution is symmetrical entropy-wise. In view of the intimate connection between MLDC and its lossy counterpart known as multiple description coding [14] , it is expected that the results in the present work may shed new light on the robust distributed source coding problem (which is the lossy counterpart of D-MLDC) studied in [15] .
APPENDIX A PROOF OF LEMMA 6
Proof of Part (1) of Lemma 6: It follows by the definition of ψ {i, j } that 
Proof of Part (3) of Lemma 6:
In view of the fact that 2 , and ψ {i, j } ≥ 0, we must have 
where (51) is due to Han's inequality [16] . Case 1B (w ∈ W (0) 3,2 and ν 2 = ν 3 = 1):
Case 1C (ν 1 = ν 3 = 2):
Cases 2A and 2B (w ∈ W (0) 3,2 ):
Cases 2C and 5B:
Cases 3A and 3B (w ∈ W (0) 3,2 ):
Cases 3D and 5D (ν 1 = ν 2 = 3):
Cases 4A and 4C:
Case 4D (ν 1 = ν 2 = 3):
= (w 1 − w 2 ) H (X 1 |X 2 , X 3 )
where (79) follows by (74) and the fact that 
