This paper sheds new light on the estimation of the long-run elasticity of the demand for business capital-for a measure of capital that includes both equipment and structures-to changes in its user cost using a quarterly panel of two-digit manufacturing industries from South Africa from 1970 to 2000. Highly significant estimates of the user cost elasticity that are in the vicinity of the -1.0 benchmark implied by a Cobb-Douglas production function are obtained using a variety of specifications, including panel cointegration techniques that correct for small sample bias. Unlike most previous studies, meaningful elasticity estimates are also obtained using stationary panel specifications. The robustness of these estimates may be due, in part, to the possibility that the capital demand curve is better identified in a small open economy where shocks to capital supply are more likely to be exogenous. The economic embargo imposed on South Africa from 1985 to early 1994 temporarily forced its economy to become more closed and therefore provides a unique opportunity to assess the importance of identification in the estimation of the user cost elasticity. User cost elasticity estimates using embargo and non-embargo period data are consistent with a substantial bias from endogeneity.
Introduction
Economists have long had a keen interest in determining the degree that businesses will adjust their holdings of capital in response to shifts in the supply of capitalthat is, the user cost elasticity of capital. This attention is justi ed, as the magnitude of this parameter is central to calibrating macroeconomic models, forecasting, and evaluating scal and monetary policy alternatives. For example, the user cost elasticity is relevant for assessing the effectiveness of investment tax incentives, such as the bonus depreciation allowances enacted by the U.S. federal government in 2002, 2003, and 2008 . Despite its signi cance, estimates of this parameter vary substantially across studies, re ecting the familiar econometric challenge of identifying the slope of a demand curve when both demand and supply can be shifted by variables that cannot always be isolated. 1 In this context, the challenge is exacerbated by internal and external costs that prolong the adjustment of capital to disturbances and that can make the magnitude of the response vary with the anticipated persistence of shocks (Tevlin and Whelan, 2003) .
Recently, new methods have been applied to this problem that point to a signi cant aggregate response of capital demand to changes in the user cost. Much of this work has followed from Caballero (1994) , who argued that the user cost elasticity can be identi ed using a cointegration approach that sidesteps endogeneity issues by de-emphasizing transitory uctuations in the data. Using this approach with aggregate data for equipment capital, both Caballero (1994) and Schaller (2006) obtain statistically signi cant estimates of the long-run user cost elasticity that are close to the Cobb-Douglas benchmark of 1:0. 2 However, in both of these studies, such estimates become insigni cant when structures are included in the measure of capital. Unfortunately, this is not a negligible omission, as structures account for a very substantial fraction of the total stock of business capital, and therefore constitute an important part of the overall response of capital to changes in capital supply. Similarly, using a stationary regression speci cation and aggregate data from the United States, Tevlin and Whelan (2003) estimate the user cost elasticity of equipment capital to be around 0:2, though the signi cance of their result appears to be driven by computing equipment, whose relative price changes are much more persistent than for noncomputing equipment. More recent work by Smith (2008) , using cointegrating speci cations on industry-level panel data from the United Kingdom, documents user cost elasticity estimates around 0:4 for a broad measure of capital that includes both equipment and structures. Similar to Tevlin and Whelan (2003) , his results suggest that the user cost elasticity varies across capital types and is most substantial for high-tech capital.
Our study revisits the problem of identifying the user cost elasticity using a unique quarterly dataset of manufacturing industries from South Africa for the period between 1970 and 2000. We think that the South African experience over this period is particularly pertinent to the user cost elasticity debate. The country is suf ciently small and open that its interest rates and capital goods prices are more likely to be exogenous (Schaller, 2006) . This feature allows us to bypass some of the challenges posed by endogeneity. Our quarterly panel dataset also offers advantages over previous studies: The large number of observations makes our results less susceptible to small-sample bias than studies using aggregate data, and the cross-sectional dimension allows us to control for endogeneity from both aggregate effects (including variations in corporate tax rates) and industry xed effects. Finally, the embargo imposed on South Africa during a portion of this period forced its economy to transition from open toward autarky, and then back to open, and therefore provides a unique opportunity to assess the effects of endogeneity on estimates of the user cost elasticity. Under our working assumption that the South African user cost was exogenous in the non-embargo portion of the sample, we would expect the user cost elasticity to be smaller during the embargo periodwhen the endogeneity problem was likely more severe-than during non-embargo periods.
Using both cointegration and distributed lag speci cations derived from theory, we nd highly signi cant estimates of the user cost elasticity in the range of 0:8 to 1:0. In many cases, these estimates are statistically indistinguishable from the Cobb-Douglas benchmark of 1:0. Unlike previous studies that found user cost elasticity estimates in this range, our estimates were obtained using a measure of business xed capital that includes both equipment and structures. To our knowledge, this study is one of the rst to document such a large user cost elasticity for a broad measure of business capital, and the rst to show that similar estimates can be obtained using both stationary and cointegrating regression speci cations. As for the effects of endogeneity, we nd that controlling for the embargo portion of the sample-when components of the South African user cost were more likely to be determined endogenously-results in a statistically signicant increase in the absolute value of the estimated user cost elasticity. By contrast, the estimated elasticity during the embargo period is much smaller in magnitude and in the range of estimates found in most previous studies. These latter results point to endogeneity as a possible explanation for why previous studies-which largely employ data from large economies-have often failed to obtain estimates of the user cost elasticity of a substantial magnitude.
The Embargo: Some Background
A key feature of South African economic history that we exploit in this study is the country's unique revision toward autarky that began around 1985 and ended early in 1994. During this period, the world imposed economic sanctions on South Africa to encourage an end to its apartheid regime-a political system that granted different rights to citizens based on race. As a direct result of the embargo, several foreign public and private entities operating in South Africa decided to withdraw from the country, stop making new investments, or both. 3 Several countries also adopted restrictions during the embargo that limited South Africa's ability to trade goods and nancial claims with the rest of the world. The embargo appears to have had signi cant effects: South Africa's tradeto-GDP ratio dropped from an average of 23 percent prior to the embargo to an average of 19 percent during the embargo, then snapped back to an average of 25 percent after the embargo was lifted. Moreover, as shown in Figure 1 , the country's current account, which in the years leading into 1985 had registered de cits in the vicinity of 2 percent of GDP, swung to a surplus that averaged about 2 1 2 percent 3 The International Monetary Fund estimated that the embargo cost South Africa $8 billion in foregone foreign investment between 1985 and 1991-about 3 percent of the country's cumulative GDP from 1985 to 1991. Detailed historical accounts of the economic embargo and South Africa's disinvestment can be obtained from the Institute for International Economics website at http://www.petersoninstitute.org/research/topics/sanctions/southafrica.cfm.
of GDP during the embargo period. When sanctions were lifted in early 1994, the current account balance reversed again to a de cit position as the country reintegrated into the world economy (for a more detailed discussion see Coulibaly, 2005) .
For estimation purposes, we assume that the embargo began in September 1985-when of cial sanctions were enacted against South Africa by the European Community and the United States. We consider the embargo to have ended when the country held its rst all-race democratic elections in April 1994-an event that was followed shortly by an end to of cial economic sanctions. These dates are consistent with the swings in South Africa's current account balance discussed above.
Theoretical Background
We assume that each industry in South Africa can be represented by a forwardlooking representative rm that operates in perfectly competitive markets and that faces convex internal costs for adjusting its capital stock. Each of these rms maximizes its value by choosing its labor input for the current period and its capital holdings in the following period. Hayashi (1982) and Abel (1983) , among others, have shown that, in the presence of adjustment costs, the optimal capital stock will equate the anticipated marginal cash ow from capital to a "true" user cost that is a function of current and anticipated changes in the unobserved shadow value of its installed capital. To bypass problems associated with the unobservability of this variable, we solve for the rm's optimal capital stock as a function of current and lagged values of a standard "Jorgensonian" user cost that can be constructed using market prices. Speci cally, the Jorgensonian user cost for each industry takes the form:
for i = 1;:::;N, where τ t is the economy-wide corporate tax rate, p K i;t is the real market price of (uninstalled) capital goods, z i;t is the present value of the depreciation allowances associated with one unit of capital, r t is the real interest rate, ζ is an appropriate risk premium, and δ i is the industry i depreciation rate.
The representative rm in each industry i chooses trajectories of capital and labor that maximize the present value of its cash ows net of capital adjustment costs:
w i;t+ j L i;t+ j ] p K i;t+ j I i;t+ j +J K i;t+1+ j ;K i;t+ j ; :::;K i;t+1+ j M } subject to the capital accumulation constraint K i;t+1 = K i;t (1 δ i;t ) + I i;t , where K i;t is xed capital and I i;t is investment. In this formulation, the rm hires L i;t units of labor at a given real market wage w i;t and purchases new capital goods at a net price p K i;t = p K i;t (1 τ t+1 z i;t ) after accounting for the present value of capital depreciation allowances. Production is summarized by F( ), which is a function of the effective inputs of capital and labor, as well as unobserved factors A K i;t and A L i;t that represent the extent that technology directly augments the productivity of these inputs.
J( ) is a convex and linearly homogeneous function that captures internal costs of capital adjustment. Since these adjustment costs should only be an issue when the capital stock is changing, we restrict J( ) so that, for any xed K > 0; J(K; :::; K) = 0 and ∂ ∂ K j J(K; :::; K) = 0 for all j. This function can be considered a generalization of the more-standard adjustment cost function where M = 1, which effectively compels rms to smooth capital growth over time. We adopt this moregeneral function to avoid imposing restrictions on the form of adjustment costs that are not, in themselves, a direct consequence of optimization. Indeed, Tinsley (2002) argues that adjustment costs could depend on many lags of capital and, a priori, it is dif cult to rule out cases where rms smooth capital adjustment by some more-general criterion. Our functional form allows for such generality while still nesting the standard case, thereby allowing the form of adjustment costs to be dictated by the data.
Though our derivation allows for more generality, one example of an adjustment cost function that would satisfy the properties outlined above is:
where B is the backshift operator such that, for any variable x t , Bx t = x t 1 . This speci cation embeds the standard case of capital adjustent costs-where M = 1-while still allowing for the possibility that it is costly to adjust the investment rate (M = 2) and higher-order time derivatives of capital.
Assume that the production function takes a constant elasticity of substitution (CES) form with an elasticity of substitution between capital and labor of σ i . 4 In addition, let fundamentals evolve jointly according to a vector autoregressive system that is known-but treated as given-by individual rms. Letting lowercase variables denote logs, the capital stock that solves equation (2) under these assumptions will, to a rstorder approximation, be determined by a distributed lag of the form:
for any M > 0, where G(B) = G 0 + G 1 B + ::: is a matrix polynomial in B, and G j is a 3 3 matrix for any whole number j (see Appendix A.1 for derivation). 5 This equation, which serves as the structural basis for the regression speci cations in the remainder of the paper, implies that each rm's capital holdings (k i;t ) are driven by the evolution of three fundamentals: output (y i;t ), the user cost (u i;t ), and capital-augmenting technology (a K i;t ). The response of capital to each fundamental is governed by the long-run elasticities in the vector [1 σ i (σ i 1)] and by a matrix lag polynomial G(B) that traces out, in reduced form, the short-run dynamics of these responses.
These short-run dynamics re ect both the magnitude of adjustment costs and the anticipated persistence of shocks, both of which have important implications for identi cation. In particular, Chirinko et al. (1999) and others have recognized that proper identi cation of the user cost elasticity should allow for the possibility that capital may not fully re ect the effects of a given shock to the user cost elasticity for quite some time. More importantly, derivations in Tevlin and Whelan (2003) show that the long-run elasticity of capital to a given fundamental cannot be identi ed unless shocks to that fundamental are persistent. To illustrate the importance of this observation using equation (3), let g lh (B) denote element (l,h) of the matrix polynomial G(B). In the absence of restrictions on G(1), the long-run coef cient on the user cost is g 12 (1) σ i g 22 (1) + (σ i 1)g 32 (1), so that the long-run 4 Speci cally, the production function is:
where σ is the elasticity of input substitution, K i;t is the level of capital, and L i;t is the level of the variable input; A K i;t and A L i;t represent the degree that technology augments capital and the variable input, respectively. (For simplicity, we have suppressed constants and industry xed effects.) 5 These matrices are not generally diagonal because current and lagged values of a given fundamental may help predict future values of other fundamentals, and these projected values are relevant determinants of current investment in the presence of capital adjustment costs. response of the user cost does not identify the parameter σ i unless g 22 (1) = 1 and g 12 (1) = g 32 (1) = 0. In the appendix, we extend derivations in Tevlin and Whelan (2003) to show that when process for a given fundamental has a unit root, the elasticity of capital to that fundamental can be partially identi ed by cumulating its estimated response to that fundamental across all lags. When all three of the fundamentals that determine the capital stock have unit roots, then G(1) = I 3 and the long-run elasticity of capital demand to each determinant could, in principle, be derived using this approach.
A key issue for identi cation is whether technology includes a capital augmenting component, so that a K i;t shows up in equation (3) as an independent fundamental. By including such terms, we nest a number of important alternatives as special cases: (a) Hicks-Neutral technological progress, where a common technological factor a i;t = a K i;t = a L i;t augments all inputs to the same extent, (b) the Cobb-Douglas case where σ i = 1 so that the unobserved technology factor drops out of equation (3), and (c) where technology solely augments labor so that a K i;t = 0. As King et al. (1988) point out, case (c) is theoretically appealing because it is the only case in which a balanced steady-state growth path exists. In this model, the potential presence of the unobserved factor a K i;t implies that cointegration between capital, output, and the user cost may not hold in general, but may hold if this term is either I(0) or does not exist. If cointegration does hold, then a regression specication using levels would be particularly ef cient because the estimated parameters from this regression are super-consistent even in the presence of endogeneity. However, if cointegration fails to hold, then estimates using levels speci cations could yield spurious results. 6 We regard the potential presence of such a relationship as an empirical question, and formally test the null of no cointegration using panel speci cations.
We also estimate the user cost elasticity using rst-differenced distributed lag speci cations. As one would expect, identi cation in these stationary speci cations hinges on our ability to isolate exogenous movements in the user cost while controlling for changes in output-the relevant shift factor for demand. We think that the South African data may be particularly informative in this regard because the user cost is likely to be exogenous during the non-embargo portion of our dataset. Taken together, estimates using these levels and difference speci cations should provide a fairly robust sense of the range of elasticity estimates supported by the data. 6 Empirical evidence for the validity of the cointegrating speci cation is mixed. Using aggregate U.S. data, Tevlin and Whelan (2003) cannot reject no cointegration for speci cations using equipment capital. By contrast, Schaller (2006) nds evidence for cointegration for equipment capital after adjusting their estimates to account for small sample bias. Caballero (1994) and Smith (2008) use levels speci cations but do not formally test for cointegration.
For all of our speci cations, identi cation of the user cost elasticity relies on the assumption that the substitution elasticities σ i are deep structual parameters that remain xed throughout our sample period, even during the economic embargo. This assumption is consistent with theory: The embargo is most likely to affect a rm' svalue-maximizing mix of inputs and outputs through its effect on relative prices and-perhaps-through the unobserved technology factors in our model, not by affecting the rm's ability to transform inputs to outputs at given levels of technology. Our optimization problem accounts for the effect of uctuations in relative prices (which are re ected in market wages and the user cost) and technology (through the factors A L i;t and A K i;t ). For this reason, these effects are fully re ected in the three determinants of the capital stock in equation (3). Though endogeneity between the observed determinants of the capital stock (output and the user cost) and the unobserved level of capital-augmenting technology is a concern for estimation, we mitigate this problem by controlling for aggregate effects and industry xed effects in our panel regressions. Our panel estimators also allow us to both control for and assess the effect of the changing mix of production and investment across industries as relative prices shift through time.
Data
Our dataset consists of a quarterly panel of twenty-four two-digit manufacturing industries over the period from 1970:Q1 to 2000:Q4. 7 Quarterly industry-level estimates of the real capital stock, xed investment, gross value added, consumption of xed capital, and industry-speci c price de ators for investment and output were obtained from Trade and Industrial Policy Strategies (TIPS), a nonpro t research institution that is one of the leading providers of economic data for academic and non-academic research on South Africa.
In addition to these TIPS data, we obtained quarterly data for prime borrowing rates (r t ) and the average corporate tax rate (τ t ) from the South African Reserve Bank. The user cost of capital for each industry in each quarter (U i;t ) was calculated using equation (1). The cost of capital component of the user cost (the bracketed term) was calculated as the sum of the nominal borrowing cost in the preceding quarter (r t 1 ), a xedrisk premium of 10 percentage points, and the estimated depreciation rate (δ i;t ), less a proxy for anticipated capital gains for investment goods
=p K i;t 1 ). Industry depreciation rates for each quarter were calculated 7 We excluded four industries from our sample (tobacco, leather products, glass products, and communications equipment) because their investment data were questionable or did not exist. Taken together, these four industries account for an average of about 3 1 2 percent of quarterly nominal output and about 1 3 4 percent of the nominal capital stock for the manufacturing sector during our sample.
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The B.E. Journal of Macroeconomics, Vol. 11 [2011] , Iss. 1 (Contributions), Art. 30 DOI: 10.2202 /1935 -1690 .2178 by dividing TIPS estimates of xed capital consumption by the previous quarter's estimated capital stock, then converting this gure to an annual rate. Proxies for expected capital gains in each industry were determined using conditional forecasts from an ordinary least squares (OLS) regression that projects the four-quarter rate of increase in the investment price de ator onto current and lagged values of the nominal interest rate and lags of the dependent variable. 8 We calculated the capital price component of the user cost for a given industry (p K i;t ) by dividing the industry's investment de ator by its output de ator and multiplying by our estimates of the relevant tax terms. Figures 2 and 3 show time-series plots of the capital-output ratio and user costs for each industry in our panel. Note that all three of our primary variables of interest (capital, output and the user cost) vary both through time and across industries. Since corporate tax rates and risk-free rates do not vary across industries, cross-sectional variation in the user cost is due almost entirely to cross-industry differences in the relative price of capital, anticipated capital gains, and the depreciation rate. 9 In reality, our user cost measure may miss some variations in the user cost stemming from changes in the risk premium, which could vary idiosyncratically over time and across industries and may not be adequately re ected in our measure of borrowing costs. But we think it is quite likely that risk premiums do not follow integrated processes, so variation in this factor should not be an issue-at least asymptotically-in our level regression speci cations. In our other regression speci cations, we attempt to limit the potential effect on our estimates from variations in the risk premium by differencing and by controlling for aggregate effects and xed industry effects. Before proceeding to estimation, we test for unit roots in measures of capital, output, and the user cost. As discussed in our theoretical section, unit roots are necessary for our regressions to identify long-run structural elasticities. We also test for a unit root in the ratio of capital to output-a precondition for cointegration between capital, output, and the user cost. Figure 4 shows the results of univariate Dickey-Fuller generalized least squares (GLS) tests by industry. To correct for small-sample size distortions, we augmented these equations with lag difference terms using the lag selection criterion described in Ng and Perron (2001) to choose an appropriate lag order. 10 These tests fail to reject unit roots at 5 percent signi cance in all but six of the twenty-four industries in our panel. At 10 percent signi cance, we fail to reject unit roots in all but nine industries.
Estimation and Results

Unit Root Tests
A potential issue for our analysis is the presence of structural breaks. Due to the nature of our dataset, one may suspect structural breaks at the time that the embargo was imposed and removed. Such structural breaks, if present, could make it dif cult to draw inferences about the existence of unit roots, our precondition for identi cation. To assess the effect of potential structural breaks on these tests, we conduct univariate unit roots tests for each industry using the procedure in Clemente et al. (1998) , which is robust for two structural breaks. As shown in Figure 5 , these break-robust tests fail to reject unit roots for capital, output, and the capital-tooutput ratio for all but a few cases-in line with what we would expect from type I errors. For the user cost, the tests fails to reject a unit root at 5 percent signi cance for all but two of the industries in our panel-again in line with anticipated type I errors. effective than other lag-selection criteria-such as the Akaike and Schwarz Information Criteria-for mitigating this problem.
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The B.E. Journal of Macroeconomics, Vol. 11 [2011] , Iss. 1 (Contributions), Art. 30 DOI: 10.2202 /1935 -1690 .2178 Pesaran (2007) . In our test, we constructed a "Ztbar" statistic by taking the average of normalized t-statistics across industries, using simulated rst and second moments. Asymptotically, this statistic is normally distributed under the null, a fact that we use to compute the p-value under. There is no meaningful effect on our results when we instead use the critical values from Pesaran. In an alternative speci cation (now shown), we include a "Trend" to allow for trend-stationary under the alternative hypothesis, and doing so did not affect our results. The number of included lagged differences for each industry was chosen by a sequential t-test criterion in which lags were dropped until that lag was signi cant at 10 percent for more than 10 percent of the industries. Second row for each subsample: p-values for the Hadri (1999) panel test, which maintains the null of stationarity. All tests control for xed and aggregate effects. The Pesaran test is robust for serial correlation and generic forms of cross-sectional error correlation, while the Hadri test is robust to serially correlated errors and heteroskedasticity.
We also tested for unit roots using panel tests, which exploit information in the cross-sectional dimension of the dataset. Among other things, these speci cations allow us to control for aggregate effects, which should help control for potential breakpoints on our estimates. Table 1 shows results of these tests for a number of alternative speci cations. The rst line shows p-values for the panel unit root tests described in Pesaran (2007) , which maintains the null hypothesis that a given variable has a unit root in all industries against the alternative that the variable lacks a unit root in at least one industry. 11 The second line of the table shows pvalues obtained by applying to our full dataset the panel unit root test developed in Hadri (1999) , which maintains the null of stationarity for all twenty-four industries against the alternative of a unit root. For robustness, we conducted all of these tests both on our full panel of twenty-four industries and for an "I(1) subsample" of industries for which univariate tests failed to reject a unit root in the user cost at 10 11 The Pesaran (2007) test is more robust than alternative tests to various forms of cross-sectional correlation of residuals across groups. percent signi cance. Taken together, these tests provide support for maintaining that all the relevant variables in our full panel have unit roots at 5 percent significance. However, at the 10 percent signi cance level, the evidence for unit roots in the user cost for all twenty-four industries in the full panel is mixed. Nonetheless, the panel tests support the existence of unit roots in the user cost for the I(1) subsample. Since such unit roots are preconditions for identi cation, we err on the side of caution by showing elasticity estimates obtained using both the full panel of industries and the I(1) subset.
Estimates Using Panel Cointegration Techniques
We begin by estimating a cointegrating speci cation between capital, output, and the user cost. Equation (3) can be rearranged to obtain:
where the term taken collectively, is an unobserved residual. This speci cation is essentially identical to that used by Caballero (1994) , Schaller (2006) , and Smith (200 ) , and follows these studies by restricting the capital-output elasticity to unity. 12 Unlike previous work, we exploit the cross-sectional dimension of our data by including xed effects (ς i ) for each industry in our panel and aggregate effects (T t ) for each year. Though these controls are not integrated processes and therefore do not matter asymptotically, in a small sample they help control for economy-wide shifts in technology-a potential source of structural breaks in our sample. We estimate the long-run user cost elasticity from this speci cation using both our full dataset and the I(1) subset of industries. With output and the user cost containing unit roots, the question of whether the error term ε i;t is stationary is an empirical one that we assess using panel cointegration tests. In our model, cointegration boils down to a claim that the unobserved factor a K i;t is either stationary or non-existent. 13
12 Allowing the output elasticity to be freely estimated had little effect on our estimates of the user cost elasticity. Estimates were also little changed when we restricted the capital-output elasticity to take alternative values within a reasonable range. 13 These conditions ensure that the residual is I(1) as follows: As shown in Appendix A.2, the rst two columns of G(1) will be the same as the rst two columns of the identity matrix I 3 if 8
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The B.E. Journal of Macroeconomics, Vol. 11 [2011], Iss. 1 (Contributions) , Art. 30 DOI: 10.2202 /1935 -1690 .2178 Small-sample bias is an important econometric issue for our cointegration tests because our sample may not be suf ciently large to overcome nite-sample correlation between the regressors and the structural error term. 14 We correct for this bias by estimating this equation using pooled dynamic OLS (DOLS) as in Kao and Chiang (2000) , which assumes homogeneity, and using mean-group DOLS (Pedroni, 2001 ) which allows the true elasticity to be heterogeneous across industries. Both of these speci cations include DOLS terms that correct for biases that arise in nite samples when there is correlation between the error term and our regressors. 15 The structural form of the error in equation (4) provides some useful guidance about what variables to include as dynamic correction terms: When the conditions for cointegration hold, the error term includes lagged differences in both the user cost and output. For this reason, we control for lags and leads in the rst-difference of these variables in all of our speci cations. 16 We conduct two sets of tests to assess the validity of the cointegrating relation in equation (4), in each case using both our full dataset and the I(1) subsample. The rst set of tests are homogeneous speci cations (where σ i is constant across industries) that use tted cointegrating residuals from the pooled DOLS speci cations, while the second set are heterogenous speci cations (where σ i varies across industries) that use tted cointegrating residuals from our mean-group DOLS speci cations. All of these tests assess the null hypothesis of no cointegration against the alternative of cointegration using the panel statistics developed for this purpose by Pedroni (1999) . 17 For each speci cation, we test for cointegration using both pooled within-dimension ("panel") statistics that maintain the null that the residuals in all industries have unit roots against the alternative that these residuals have a common stable autoregressive parameter and between-dimension ("group") stathe processes for output and the user cost contain unit roots and the right-hand side variables are not cointegrated. This implies that the rst two columns of G(1) I 3 are zeros, so that the lag polynomials in the error term that multiply the I(1) processes for output and the user cost must contain unit roots. Therefore, all of these terms are I(0) . By contrast, the lack of a unit root for a K i;t ensures that the third column of G(1) I 3 will be nonzero, so that the lag polynomials that multiply the I(0) process a K i;t contain no unit roots. Therefore, these terms are also I(0) . 14 Caballero (1994) shows that small-sample bias can be considerable when estimating singleequation cointegrating regressions. We repeated these simulation experiments in a panel context (not shown) and came to a similar conclusion.
15 Kao and Chiang (2000) show that estimated cointegrating coef cients from an uncorrected panel OLS estimator have a biased asymptotic distribution. Their simulation evidence shows that almost all of this bias disappears when the dynamic correction terms are added to the panel OLS estimator. This DOLS estimator also outperforms alternative estimators such as pooled fully modi ed OLS. 16 Including output in the error-correction terms had little effect on our results and should have no effect asymptotically. 17 Pedroni's RATS code is available at: http://econpapers.repec.org/software/bocbocode/. Listed p-values are for the null of no cointegration for the statistics described in Pedroni (2001) . For the homogeneous speci cation, residuals are from a cointegrating vector that was tted using a pooled DOLS speci cation that included 25 leads and lags of the rst-difference of the independent variables. The heterogeneous speci cations were estimated using a group-mean DOLS estimator that included 8 leads and 16 lags of the rst-differenced independent variables. All estimators control for group xed effects and and time effects. The results of these tests were unchanged when we restricted the output elasticity to one.
tistics that maintain the null that the cointegrating residuals in all industries have a unit root against the alternative that the residuals in all industries have stable-but not necessarily common-autoregressive roots. 18 As shown in Table 2 , these tests reject the null of no cointegration and provide fairly strong empirical support for cointegration in both our homogeneous and heterogeneous speci cations. Table 3 reports estimates of the user cost elasticity and standard errors for both for our full panel of twenty-four industries and for the I(1) subset of industries. Results for our pooled DOLS speci cations-the columns denoted "HOM"-all point to highly signi cant estimates of the user cost elasticity that are statistically indistinguishable from the Cobb-Douglas benchmark of 1:0 at standard signicance levels. All of these pooled speci cations include 25 leads and lags of rstdifferences in output and the user cost, the order of which was determined using a sequential t-test procedure similar to that described by Ng and Perron (1995) . 19 18 The rst three statistics are analogous to the panel unit root tests developed by Levin et al. (2002) , while the fourth and fth tests are akin to the panel tests in Im et al. (2003) . 19 Speci cally, we started by estimating a speci cation that included 32 leads and lags of rstdifferenced output and user costs and then tested the joint signi cance of the coef cients on the last included lead and lag of the user cost. If they were not signi cant at 10 percent, we reestimated after dropping one lead and lag. This number of dynamic correction terms is in line with speci cations used by Caballero (1994) and Schaller (2006) for quarterly equipment capital. Figure 6 shows how varying the number of included leads and lags affects these estimates. Estimates of the user cost elasticity-shown in the top panels of the gure-tend to increase in absolute magnitude as more dynamic correction terms are added, but remain in the vicinity of 1:0 for a wide range of alternative speci cations. The bottom panels of this gure show that our lag/lead length roughly corresponds with what would be suggested by the Akaike Information Criterion. The remaining columns of Table 3-denoted as "HET"-summarize our results using a group-mean DOLS that allows σ i to vary across industries. This method estimates separate DOLS speci cations for each industry and then determines the aggregate elasticity by taking a weighted industry average. To correct for nite-sample bias, we include in each DOLS regression 8 leads and 16 lags of the rst-differences in output and the user cost. Using this approach, we obtain user-cost elasticity estimates of 0:54 for the full panel and 0:85 for the I(1) subsample. These estimates are large in magnitude relative to most studies, though somewhat below the Cobb-Douglas benchmark at standard levels of signi cance.
In the next section, we form alternative measures of the user cost elasticity using distributed lag speci cations that are estimated in rst differences. Under our working assumption that the user cost is exogenous, this speci cation should also provide consistent estimates of the user cost elasticity. The motivation for this alternative speci cation is twofold. First, it provides some assurance that our results are robust to alternative econometric speci cations. Second, it allows us to compare estimates of the user cost elasticity during the embargo and non-embargo periods, thereby allowing us to assess the effects of user cost endogeneity on our estimates. Such an analysis cannot be appropriately carried out with our cointegration speci cation which, under the maintained assumptions, will provide consistent estimates even in the presence of such endogeneity. 
Distributed Lag Speci cation
When both output and the user cost contain unit roots, the rst two columns of the matrix G(1) in equation (3) are identical to the rst two columns of a threedimensional identity matrix I 3 (see Appendix A.2 for derivation). Since the industry data support this assumption, we can take the rst difference of equation (3) and restate it as a distributed lag speci cation of the form:
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for industries i = 1; :::; N, where η i is an industry xed effect, T t is a set of time dummies for each year t that control for aggregate effects from technological shifts and other factors, and ε i;t is the portion of the structural residual that remains after controlling for these latent effects. According to our model, the long-run lag polynomials in our estimation equation take the structural form:
Our assumptions also imply that N u i (1) = σ i , so that, in the absence of endogeneity, the long-run response of capital to its user cost should identify the frictionless elasticity. Output is endogenous in this system, and-unlike our levels speci cations-we cannot rely on cointegration to eliminate this potential source of inconsistency. To help control for this endogeneity, we assume that the longrun capital-output elasticity is one and that output has a unit root, which provides a structural basis for imposing the restriction that N y i (1) = 1. 20 Though derived formally from our model, this speci cation is in line with ad hoc speci cations used by Chirinko et al. (1999) and others, and could also be obtained by inverting the autoregressive component of the speci cations used in Hall and Jorgenson (1967) and Tevlin and Whelan (2003) . Unlike these studies, we exploit our the panel by letting η i + T t + ε it collectively denote the components of the structural residual:
Though we continue to maintain that the user cost is exogenous in the non-embargo portion of our dataset, we take some additional precautions to guard against possible endogeneity of the user cost. By controlling for aggregate effects, we protect against endogenous variations in the user cost stemming from changes in corporate tax rates and cross-industry shocks to capital-augmenting technology; aggregate effects also help control for the endogeneity of output growth. By controlling for xed effects, we defend against potential endogeneity driven by xed differences in technological growth across industries.
To estimate this equation, we assume that the terms in these lag polynomials become small beyond some nite lag order so that the responses of capital to each fundamental can be obtained by cumulating the estimated parameters of the relevant distributed lag function. 21 We show estimates for two types of distributed lag speci cations: A homogeneous speci cation that assumes an identical user cost elasticity σ across industries ("HOM"), and heterogeneous ("HET") speci cations t using a seemingly unrelated regression that estimates separate elasticities for each industry and then constructs the aggregate elasticity by averaging across industries using as weights each industry's average share of the total nominal capital stock over the sample period. For each of these speci cations, separate estimates were formed using data from all industries and using the I(1) subset. As before, the lag order for each speci cation was determined by a sequential t-test procedure that 21 To allow for estimation error in these shares, we include in our system a second set of regressions that estimate the time average of each industry's nominal share of capital. Formulas for each weighted-average elasticity were then calculated using estimates from this entire set of regressions. Standard errors of the estimated aggregate elasticity were determined using the delta method and account for cross-correlation of residuals across the two regressions.
began with a large lag order and then successively reduced this order until the last included lag could be distinguished from zero at 10 percent signi cance. Figure  7 shows the results of this lag order selection exercise for each alternative specication. The circle shown at each lag order shows (i) the corresponding user cost elasticity estimate and (ii) the outcome of the sequential t-test at that lag: Dark circles denote that the coef cient on the last included lag is statistically different than than zero at 10 percent signi cance. The outcome of these sequential t-tests suggested that we include 27 quarterly lags in our baseline speci cation. 22 All regressions include the contemporaneous observation of the dependent variable and lags of the independent variables in addition to industry xed effects,and aggregate effects. The long-run capital output elasticity is constrained to be one. The estimates denoted "HOM" restrict so that all industries have the same elasticity. The "HET-W" estimates separate user cost elasticities for each industry, then forms a weighted average "aggregate" elasticity that weights each industry's estimate by its average share of the total nominal capital stock over the sample period. The number of included lags in each speci cation was determined using a sequential t-test procedure in which the lag length was successively shortened until the coef cient(s) on the last included lag(s) was (were jointly) signi cant. Standard errors in parentheses are robust to both cross-sectional correlation and heteroskedasticity in the residuals. Table 4 shows estimates for each speci cation after selecting the appropriate lag order. For the full sample, estimated long-run user cost elasticities range between 0:48 (heterogeneous speci cation) and 0:62 (homogeneous speci cation), both of which are highly signi cant. For the subset of I(1) industries for 22 To ensure that lag selection was not driven by the effect on the t-statistic of reducing the sample size as we increased the number of included leads and lags, we ran each regression on a xed core sample that was suf ciently small to accomodate the maximum number of leads and lags considered in the tests. We also conducted lag order speci cations using the Akaike and Schwarz information criteria, but these did not provide additional useful guidance. which evidence of a unit root in the user cost is more robust, the estimates of user cost elasticity are in a somewhat larger range from 0:77 to 0:83. Even though these estimates are likely affected by endogeneity during the embargo period, the magnitudes encompassed by these con dence intervals are still substantial in comparison to most previous work. In the following section, we assess the importance of identi cation for estimation of the user cost elasticity by examining how the embargo affects our estimates. When the South African economy became less open during the embargo period (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) , one might expect shocks to the user cost to have become less exogenous because the embargo introduced gaps between domestic and world interest rates and between prices of domestic and world capital goods. This presumption is borne out in the data. Figure 8 shows the aggregate user cost for xed business capital in the United States (a proxy for the world user cost) and for South Africa. 23 Though the composition of business capital likely differs in these two countries, broad patterns in these user costs suggest that the cost of capital in South Africa became detached from the rest of the world during the embargo period. The contemporaneous correlation between South African and world user costs was highly positive both before and after the embargo, but fell signi cantly during the embargo. This correlation pattern is consistent with our conjecture that variations in the user cost during the embargo period became less in uenced by exogenous factors, and the pattern becomes even stronger when we exclude tax terms from the calculations of the user cost. These observations suggest that identi cation problems should be more pronounced during the embargo period, making it more dif cult to estimate the user cost elasticity. We formally test this hypothesis by estimating the user elasticity during the embargo and non-embargo periods.
Accounting for User Cost Endogeneity during the Embargo
To capture the potential effect on our estimates of this heightened endogeneity, we augment the difference speci cation in the preceding section to include terms that interact the observable explanatory variables with a dummy variable for the embargo period. Our formulation for this regression is:
so that the embargo affects the entire long-run relationship between capital and its fundamentals, but only for observations of capital growth that occur within the embargo period. As in our previous distributed lag speci cation, we estimate these regressions using contemporaneous observations and 27 lags of each of the fundamentals (including the interactions with the embargo dummy). The user cost elasticity σ is restricted to be identical for all industries. Given these estimates, we determine the long-run elasticity of capital with respect to the user cost by calculating N u (1). The marginal effect of the embargo-period data on the estimated long-run user cost elasticity is calculated as M u (1), while the estimated long-run elasticity during the embargo period is N u (1) + M u (1).
Results using this speci cation are shown in Table 5 . The rst and second columns show estimates using our full panel of twenty-four industries and the I(1) subsample. We nd that the user cost elasticity in the non-embargo period was 0:75, somewhat higher in magnitude than the range of estimates reported earlier ( 0:45 to 0:62) that we obtained using data from the entire regression period. For the I(1) subsample, the estimated elasticity increases to 0:86, compared with a range of 0:77 to 0:83 for the corresponding full-sample estimates reported earlier. These estimates for the I(1) subsample cannot be distinguished from the Cobb-Douglas benchmark of 1:0 at standard levels of signi cance. In change rate to convert the U.S. user cost so that it is denominated in terms of South African goods and services. addition, our estimates for the non-embargo period are roughly in the range of estimates shown in Tables 3 and 4, suggesting that our results are consistent with those obtained using the cointegration approach. All regressions include the contemporaneous observation of the dependent variable and 27 lags, along with xed industry effects and aggregate effects. The number of included lags was determined by performing a sequential t-test procedure for the entire dataset. The robust standard errors account for both cross-sectional correlation and heteroskedasticity in the residuals. All speci cations are restricted so that the long-run capital output elasticity is one. Standard errors in parentheses were calculated using the entire covariance matrix for all estimated parameters.
As for the embargo period estimates, the user cost elasticity is signi cantly lower and in the 0:25 to 0:27 range, consistent with many previous studies that document small and often statistically insigni cant estimates of the user cost elasticity. These results are consistent with the hypothesis that the user cost became more endogenous during the embargo period, exacerbating the effects of simultaneity. This might help explain why studies of the capital-user cost elasticity using stationary speci cations and data from large economies-such as those documented in the review by Chirinko (1993) -often point to only modest effects of the user cost on capital.
To better describe how capital adjusts to innovations in the user cost, we show the marginal and cumulative responses of capital to a 1 percent increase in the
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The B.E. Journal of Macroeconomics, Vol. 11 [2011], Iss. 1 (Contributions) , Art. 30 DOI: 10.2202 /1935 -1690 .2178 user cost in Figures 9 and 10 , respectively. These responses are for our embargocorrected estimates from the I(1) subsample; plots using the full-sample estimates would have similar contours. These marginal responses show a distinct hump shape that reaches its maximum after about 12 quarters and then gradually attenuates to about zero after 28 quarters. This documents both the importance of focusing on long-run responses to capture the full response of the capital stock to a shock to the user cost and the importance of using speci cations that are suf ciently exible to allow the impulse response of capital growth to follow a non-monotonic trajectory. Our speci cations assume that the embargo started in 1985 and ended in early 1994. However, the exact dating of the embargo period could be uncertain as it is with most event studies. Although our chosen dates are supported by economic data and anecdotal evidence about the embargo, we checked the sensitivity of our results to variations in these starting and ending dates within a two-year window of our assumptions. The bottom two panels of Figure 11 show the log-likelihood of tted speci cations that vary the starting and ending dates as shown. The remaining panels show how the estimated user cost elasticity for the non-embargo period (the top two panels) and the estimated embargo effect (the middle two panels) are affected by each date combination. These estimates indicate that our results are not sensitive to reasonable variations in the starting and ending dates within the range shown. Figure 11 : Sensitivity of results from embargo speci cation to beginning and end dates of the embargo, for speci cations that are restricted so that the long-run capital-output elasticity is one. Left panels show sensitivity to the begin date, while right panels show sensitivity to the ending date. Top panels: Estimates of corrected user user cost elasticity with 95 percent con dence interval. Middle panels: Estimated effect of embargo on elasticity with 95 percent con dence interval. Bottom panels: Log-likelihood for given start or end date.
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The B.E. Journal of Macroeconomics, Vol. 11 [2011], Iss. 1 (Contributions) , Art. 30 DOI: 10.2202 /1935 -1690 .2178 In this study we nd statistically signi cant user cost elasticity estimates that, in many cases, range between 0:8 and 1:0 and that are often statistically indistinguishable from the Cobb-Douglas benchmark of 1:0. To our knowledge, this study is the rst to document such a large user cost elasticity for a broad measure of business capital that includes both equipment and structures, and is the rst to show that similar estimates can be obtained using both stationary and cointegrating regression speci cations.
One explanation for our ability to identify a large user cost elasticity is that exogenous shocks to the user cost are better identi ed in a small open economy like South Africa's. In a closed economy or in a large open economy, the capital stock and the user cost of capital are jointly determined by a demand and supply equilibrium that equates the marginal product and marginal opportunity cost of capital services. This simultaneity introduces inconsistency into estimates of the user cost elasticity. However, in a small open economy like South Africa, variations in the user cost are driven by interest rates and capital goods prices determined in world markets-markets with suf cient depth to swamp effects from small-country shocks. Though some components of the user cost-such as corporate income tax rates-are still determined endogenously, we exploit panel data methods to strip away these effects.
The economic embargo imposed on South Africa between 1985 and early 1994 forced its economy to revert toward autarky. This provides a unique natural experiment to assess the extent that endogeneity attenuates estimates of the capitaluser cost elasticity obtained from stationary regression speci cations. Estimated user costs for South Africa and the United States (a proxy for world user costs) show a robust positive correlation before the embargo. This relationship disappeared during the embargo and then reemerged after the sanctions were lifted and South Africa re-integrated into the world economy. Accordingly, our estimates of the user cost elasticity during the embargo period drop in magnitude during the embargo period-when the user cost became less in uenced by exogenous factors-to values in line with those from many previous studies using large-economy data. These results underscore the importance of identi cation for uncovering the elusive user cost elasticity.
(1 + r) 2 :::
For simplicity, de ne J l ( ) as the partial derivative of J( ) with respect to its lth argument, for l = 1;:::;M +1. Rearranging and grouping similar terms yields that: Multiplying all terms by 1+r 1 τ and simplifying yields that:
where we have applied the standard approximation that δ
Assuming that F ( ) takes a standard CES form with elasticity of substitution σ and noting that the rst term on the right-hand side of this equation is the user cost U t+1 that was de ned in equation (1), this equation simpli es to become:
Though unnecessary for our derivation, it is intuitive to note that if we follow Hall and Jorgenson (1967) , Chirinko (1993) , Chirinko et al. (1999) , Tevlin and Whelan (2003) and many others by de ning K t+1 = Y t+1 U σ t+1 A K t+1 σ 1 as the "desired" or "target" capital stock that a competitive rm would choose if its own capital adjustment were costless, the left-hand side of the above equation can be restated
. Given this interpretation, equation (7) implicitly de nes the gap between the current level of capital and this target as a function of the terms shown on the right-hand side of the equation and the elasticity of substitution σ . In a nonstochastic steady state, given our assumption that J l (K; :::K) = 0 for any xed K > 0 and for l = 1; :::; M + 1, the right-hand side of this equation reduces to a value of one so that K t+1 = K t+1 .
As a next step, we form a linear approximation of equation (7) around the steady state described above to derive an equation of motion for the optimal capital stock. Since J ( ) is homogeneous of degree one in its arguments, Euler's theorem for homogeneous functions ensures that the partial derivatives J l ( ) are homogeneous of degree zero. Therefore, Letting g t denote the (M 1) 1 lead vector [ f t+M 1 ;:::; f t ] 0 , the evolution of this target can be described by the forward-stable companion system:
where A as the M M bottom row companion matrix of the lead polynomial a ρ 1 B 1 :
and ι M is an M 1 selection vector that has one as its Mth element and zeros elsewhere. Tevlin and Whelan (2003) show that the forward-looking component of the difference equation for the capital stock is crucial for empirical estimation because the long-run response of capital to an unanticipated change in fundamentals is determined by the degree that this new information affects f t -which is closely related to the anticipated persistence of the disturbance. To allow for these expectation effects, we assume that rms forecast the determinants of the target stock using the following VAR(p) process:
where
where we have suppressed constant terms. In this equation, v t is the 1 3 vector [y t ;u t ;a K t ] 0 , C j is a 3 3 matrix of VA R coef cients for lag j, and e t is a serially uncorrelated vector of covariance-stationary forecast errors such that E t [e t+i ] = 0 3 1 for any whole number i. , where
is the 3p 3p companion matrix for the VAR, so that E t [z t+i ] = C i z t for any whole number i. We assume that the eigenvalues of matrix C have modulus no greater than one.
Letting b denote the vector [1; σ ;(σ 1)] 0 , equation (10) can be solved to yield that:
where we have de ned the q 3p matrix:
where D is composed of p adjacent 3 3 matrices such that D = [D 1 D p ]. Using this partition, and our previous de nition of z t , equation (15) 
Inserting this representation into equation (10), it can be shown that the optimal capital stock is determined by the equation:
Equivalently, after inverting the backshift polynomial a(B), this amounts to the MA representation: 
Since G(1) = D(1) by construction, both f t and the optimal capital stock k t share the same long-run sensitivity to shocks. The long-run sensitivity of capital to an unanticipated shock to the determinants of the capital target is governed by the anticipated persistence of the effect, which is embodied in the polynomial D(B).
A.2 First Proof
First, we show that if C(1) = I 3 -so that the VAR(p) in equation (13) can be restated as a VAR(p-1) system in ∆v t -then G(1) = I 3 . A necessary condition to establish that C(1) = I 3 is that all three of the variables in equation (13) contain unit roots, and we show this result formally in Appendix A.3. 25 Second, we also show that 25 Suf ciency requires that we rule out the existence of cointegrating relations between the q variables in the VAR. It is well known that a cointegrated system can never be represented by a nite-order VAR in rst differences (for instance, see Hamilton, 1994 ). Since we can think of no good theoretical argument that would impose a long-run relation between the determinants of target capital, this assumption seems reasonable.
The bottom diagonal element of this matrix can be calculated by block inversion. Divide (I M A) 1 into the blocks: We now turn our attention to the second result for cases where, without loss of generality, the rst q 0 < 3 of the variables in vector v t have unit roots. We need to show that the columns of the matrix G(1) that multiply the rst q 0 elements of v t are the same as the rst q 0 columns of the identity matrix I 3 . As a rst step, Appendix A.3 shows that, in the absence of cointegrating relations between these q 0 variables, the rst q 0 columns of the matrix C(1) must be identical to rst q 0 columns of the identity matrix I 3 . Our desired result for G(1) can be calculated using equation (20) . Equation (21) is still valid, and the matrix product CS can be decomposed as follows:
so that the rst q 0 columns of the matrix in brackets must contain only zeros. By successively pre-multiplying this matrix by C as de ned in equation (14), one can show that:
for any non-negative integer i, where we have de ned H i = I 3 + C 1 H i 1 for any whole number i and let H 0 0 3 3 : Inserting this expression into equation (20) and ensure that the linear combinations of v t in the space spanned by A 0 are stationary, it must be true that the basis Π 0 satis es:
so that any rotation of Π 0 must also satisfy this condition. Now note that the VAR(p) de ned in equation (13) can be written as
[I 3 C(B)B] v t = e t :
Premultipling both sides of equation (26) Evaluating this expression at B = 1, we nd that:
[I 3 C(1)]W (1) = 0 3 3 ; which shows that all the rows of [I 3 C(1)] are in the space spanned by the basis Π 0 . From equation (25), it is clear that all the 1 3 vectors spanned by this basis must have zeros in their rst q 0 columns, which implies that the rst q 0 columns of the matrix [I 3 C(1)] must be composed of zeros. In turn, this requires that the rst q 0 columns of C(1) are identical to the corresponding columns of the identity matrix I 3 .
