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ABSTRACT 
 
Kristbaum, Joseph Patrick Ph.D., Engineering Ph.D. Program, Department of Biomedical, 
Industrial and Human Factors Engineering, Wright State University, 2019.  Strategic Decision 
Facilitation: An Exploration of Alternative Anchoring and Scale Distortion Optimization in 
Multi-Attribute Group Decision Making. 
 
Choosing between alternatives, regardless of the decision context in an organizational group 
setting is a difficult task.  The integrity of the decision is under constant scrutiny and rarely are 
we ever able to characterize the magnitude of that with which we are consciously or 
subconsciously concerned: personal bias.  This leads to long, drawn out timelines and loosely 
trusted decisions.  This dissertation research focuses on using a traditionally, negatively viewed 
anchoring bias strategically in a series of experiments with a hypothesis that it can be used to 
positively reduce personal biases such as preference bias and judgement rooted in ambiguous or 
asymmetrically available information or replace them with more appropriate biases for the 
decision context.   
Anchoring has significant impacts on judgement.  A decision maker will make judgements 
and adjustments favoring a dominant anchor rooted in numerical priming or selective 
accessibility of information.  If information is unbalanced or irrelevant to the decision due to 
conflicting evaluability of alternatives, selective accessibility can result in preference bias.  Part 
of this dissertation research explores the threshold between the causes of different anchors in a 
commonly debated topic: Minivan vs SUV.  By presenting alternatives with inherently strong 
user preferences, we are able to make conclusions about the efficacy of specific information 
presentation modes and procedures and their ability to effectively reduce preference bias between 
alternatives.  We reveal how different decision processes, as described in General Evaluability 
Theory, promote selective accessibility of irrelevant information; and which ones favor selective 
accessibility of alternative requirements and numerical anchoring between value judgments.  
Results show that joint evaluation significantly reduces preference bias and comparisons of 
alternative values are consistent with numerical anchoring.  Additionally, we uncover how 
anchoring occurs at multiple levels and across multiple dimensions within a multi-criteria 
decision.  These results prompted further experimentation with presentation mode as well as 
another critical factor in decision making: rating scales.   
Varying numerical-type rating scales has shown to affect the value of judgement on the full 
range of a given scale.  However, the theory of scale distortion proports that the decision maker 
 iv 
defines scale range within scale boundaries using anchoring and adjustment when making 
consecutive judgements.  This dissertation research presents multiple phases of experiment that 
examines the use of specific mode presentation and varying scale range to determine how value is 
determined in the pairwise comparisons of alternatives against specific requirements.  When 
considering value ratings of the expected rank order of alternatives subgroups (indicating strong 
criteria independence), results show that decision makers use consistent comparison ratios 
regardless of scale range.  Furthermore, when comparing the same set of subgroups to the 
subgroups of biased responses, although ratios are different, the same general trend of 
comparison exists within subgroup.  Providing evidence that mode can facilitate more consistent 
value comparisons between compatible decision makers allows for the identification of and 
adjustment of disparities due to bias and potential lack of incremental scaling detail.   
Every decision maker’s internal scale is different based on a myriad of possible factors 
unique to that decision maker. Conflicting criteria within and between alternatives in multi-
criteria decision making can create negative effects within the weighting schemes and amplify 
preference biases and scale disparities between decision makers.  Additionally, the weighting of 
group decision making frameworks can intensify the already skewed criteria values.  When 
making judgements against requirements, it may be preferable to reduce scale trend distortions 
between decision makers as much as possible.  Previous research supports that certain 
information presentation modes can significantly reduce preference bias and strengthen criteria 
independence against requirements through cross alternative anchoring.  The final chapter in this 
dissertation research proposes a new optimization model for strengthening criteria independence 
and consensus in group decision making.  
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1. INTRODUCTION 
1.1.  Government Acquisition  
The fiscal year 2019 Department of Defense (DoD) budget is $717B; of which $520B is 
allocated to operations and system sustainment, research and development, and procurement of 
major weapon systems. As legacy systems age, sustainment costs rise, making the need for 
replacement next generation systems more critical.  Additionally, system and program office 
carrying costs are amplified by lengthy acquisition processes.  An acquisition program can take 
24-36 months just to award a source.  Depending on the maturity and lifecycle stage of the system 
technology, the program may not reach initial operational capability for over a decade.  Figure 1 
(Defense Acquisition University, DAU.mil) depicts the Department of Defense Acquisition 
Process. 
 
 
Figure 1: Department of Defense acquisition lifecycle 
 
Programmatic issues are not materiel exclusive.  Many simple personnel and manning contract 
awards are constantly delayed or under tight timelines to prevent breaks in service.  Delays are 
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caused by a mixture of procedural and decisional issues throughout the system acquisition 
process.  Just as in most product design processes, many of the decisions made early in the 
lifecycle can have major impacts in later stages.    
The purpose of presenting Figure 1 is not to explain in detail how the acquisition cycle 
works, but to illustrate its complexity and highlight the vast opportunity for organizational 
decision-making improvement.  As a nation, we spend too many tax dollars to afford to get it 
wrong; and miniscule fractions of the budget spent on overruns or dead-end projects are 
unacceptable considering the state of our current national debt.  To put it into perspective, the 
DoD spends an average of $1.75B per day. It is the largest employer in the world at 2.8 million 
employees.  The number of critical decisions made on a daily basis is vast.  Delaying decisions 
based on interpersonal trust issues or decisions rooted in personal bias has dramatic financial 
repercussions.   
The DoD has a rich history of plagued programs resulting in extensive schedule and cost 
overruns.  As an example, the F-35 Joint Strike Fighter program was $163B overspent and seven 
years behind schedule just 8 years into a planned 25 year incremental production and delivery 
(Government Accountability Office, 2014).  While many of the problems stem from engineering 
design and program procedures, it can be argued that better decision making could have 
prevented a significant number of systematic and programmatic issues.  Even if a better decision 
process were to reduce the damage by a small percentage, we are still in the realm of billions of 
dollars and months if not years of schedule.  Think about how many tax dollars could be saved or 
used to increase jobs, just from one program.  The need for better decision support systems in 
government and industry partners' acquisition cycles is paramount.   
 
1.2. Purpose 
This dissertation research focuses on the use of anchoring bias strategically in multi-criteria 
decision making (MCDM) and Group Decision Making (GDM), with the intent to create a new 
thread in foundational decision principles and leverage experimental lessons learned in an 
updated group decision support system leveraging optimization techniques.  There are several 
major decision-making shortcomings we intend to mitigate: preference bias, information bias, and 
criteria dependence, as evidenced in scale distortion disparities between decision makers, and 
resulting scale detail limitations.  Accomplishing this requires a tightly coupled combination of a 
specifically formulated decision process and mathematical corrections to alternative ratings.   
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Method of alternative and criteria presentation has dramatic effects on ratings and 
hierarchies.  In organizational group decision-making settings, solution requirements are 
generally used as benchmarks to guide the decision process.  If alternatives and corresponding 
criteria are not presented appropriately, cross-dimensional (intra-criteria) weighting produces 
inaccurate representations of criteria as they satisfy requirements.  This intra-criteria anchoring 
can also be defined as criteria dependence - a violation of a critical assumption of MCDM. Figure 
2 depicts the different anchoring dimensions of an individual decision maker in a MCDM matrix.  
The solid arrows depict when cross-criteria dependencies exist.  In these situations, it is 
impossible to know the magnitude of weights assigned to one criteria independent of another.  
Ideally, criteria are judged independently across alternatives as depicted with the dashed line. 
 
 
 
Figure 2: Cross dimensional anchoring 
 
Instances of criteria dependence are difficult to identify.  If criteria independence is falsely 
assumed, effects can be dramatic as weights are applied through MCDM and GDM processes.  If 
one criterion is rated based on the characteristic of another, the dependency is compounded as 
criteria are weighted.  The findings presented in this research indicate that through strategic 
questioning and information presentation modes, specifically a mixed mode of joint and separate 
presentation as shown in Figure 3, not only is preference bias between alternatives significantly 
reduced, but stronger criteria independence is achieved by promoting inter-criteria anchoring 
across alternatives.   
 
 
  Alternatives 
Criteria A1 A2 A3 … Ai 
C1 a11 a21 a31 … ai1 
C2 a12 a22 a32 … ai2 
C3 a13 a23 a33 … ai3 
. . . 
Cj 
. . . 
a1j 
. . . 
a2j 
. . . 
a3j 
. . .  … 
. . . 
aij 
problematic intra-criteria anchoring 
beneficial inter-criteria anchoring 
  
. . 
. 
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Figure 3: Mode descriptions 
Furthermore, hierarchies of criteria ratings as criteria satisfy requirements were more consistent 
amongst decision makers which indicates higher occurrences of consensus.  These findings are 
supported by experiments with statistically significant results from analyses of variance 
(ANOVA).   
While hierarchies were more consistent, relative ratings varied.  These findings are 
consistent with scale distortion theory (Frederick & Mochon, 2012) in that each decision maker 
defined the range within the scale differently by anchoring in pairwise comparisons.  Therefore, 
we found it necessary to characterize and compare the rating habits of decision makers when 
faced with decisions between alternatives presented in mixed mode.  What was found was that 
compatible decision makers rated alternatives within criteria using significantly similar ratios 
regardless of scale range.   
Motivated by these findings, we propose a new distance-based decision support system 
(DSS) coupled with mixed mode presentation to reduce bias and achieve stronger independence 
and group consensus.  The DSS formulation is an optimization-based correction of the rating 
values based on estimation of the underlying bias and disparities in incremental detail caused by 
scale distortions.  This estimation is determined using the difference between an individual 
decision maker’s ratio scaling of alternatives and the average ratio scaling of alternatives of the 
majority of compatible decision makers in the group.  The focus of the optimization is to 
minimize the scale distortion disparities, represented by the difference in scale ratios between 
alternatives, between decision makers in a GDM scenario.  The formulation leverages a modified 
MCDM matrix as shown in Figure 4. 
 
Mode Description 
Joint Alternatives and criteria are presented and judged side-by-side  
Separate Alternatives and criteria are presented and judged separately 
(sequentially) 
Mixed  Alternatives presented and judged side-by-side within 
criterion.  Different criteria presented and judged separately 
(sequentially) 
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Figure 4: Optimization matrix for individual criteria 
This dissertation research is comprised of background research in the field of decision 
making and several journal papers.  The background research found in Chapter 2 is a 
comprehensive literature review of decision making and recent, widely accepted practices and 
research conducted on the topic.  It covers the following: 
1. General Decision Making 
2. Multi-Criteria Decision Making 
3. Weight Elicitation 
4. Group Decision Making 
5. Anchoring and Scale Distortion 
6. Information Presentation 
7. Decision Support Systems (DSS) 
   
Paper 1 is presented in Chapter 3.  It is focused on how anchoring and adjustment affects 
decision making.  The experiment presented in this section explores the threshold between 
anchoring to alternative ratings of pairwise comparisons as they satisfy requirements and subject 
preferences.  It proceeds by presenting survey subjects a commonly debated topic: Minivan vs 
SUV.  By presenting an alternative with an inherently strong preference bias, we witnessed how 
different decision processes, as described in General Evaluability Theory, promote anchoring in 
preference versus anchoring with regard to third party requirements.  Additionally, we analyzed 
the resulting data to examine how varying factor combinations of subject evaluability and mode 
effect preference bias and anchoring.  What was found was that specific mode significantly 
impacts the bias observed in the scenario.  Surveys presented in separate evaluation mode 
rendered results showing evidence of strong preference bias while surveys presented in joint 
evaluation mode rendered results much more consistent with numerical anchoring and criteria 
  Alternatives 
Decision Maker A1 A2 A3 … Ai 
DM1 a1j1 a2j1 a3j1 … a1j1 
DM2 a1j2 a2j2 a2j2 … a2j2 
DM3 a1j3 a2j3 a3j3 … a3j3 
. . . 
DMm 
. . . 
a1jm 
. . . 
a2jm 
. . . 
ai3m 
. . .  … 
. . . 
aijm 
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ratings strongly tied to requirements.  An example of joint evaluation presentation is shown in 
Figure 5. 
 
 
Figure 5: Joint evaluation presentation 
 
However, further analysis shows that order of criteria ratings in joint mode impacts the magnitude 
of scores; therefore, we cannot assume a critical MCDM assumption: criteria independence.  This 
prompted further analysis that can be found in Chapter 4.   
Paper 2 is presented in Chapter 4.  This section continues to build upon previous results by 
experimenting with mode mixtures to effectively reduce negative biases such as preference bias 
in favor of anchoring in pairwise comparisons while strengthening criteria independence 
demonstrated in Figure 2.  Results provide evidence that mixed mode presentation significantly 
reduces preference bias while strengthening criteria independence.  Furthermore, the experiments 
were also designed to characterize the alternative comparison process used by decision makers in 
mixed mode by conducting the same studies using multiple different rating scale ranges.  By 
comparing results between compatible decision maker subgroups (i.e. alternative hierarchies were 
consistent) across varying scales, we were able to make conclusions about the consistency of 
decision processes used in mixed mode.  What was found was that compatible decision makers 
used consistent ratio scaling between alternatives regardless of scale range.  These results are a 
significant contribution to the field of decision making.   
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Paper 3 is presented in Chapter 5.  The purpose of Paper 3 is to present a new DSS that 
identifies and adjusts for scale distortion disparities in a multi-alternative GDM situation using 
optimization techniques.  Figure 6 depicts consensus conflict between decision makers.  Decision 
maker 4 disagrees on hierarchy with the majority consensus of the other three decision makers.  
Therefore, there is an imbalance between decision makers in how scales are distorted.  Figure 7 
depicts the imbalance of ratio scaling between alternatives.  Notice how ratio index 2 is less than 
zero.   
 
 
Figure 6: Unbalanced distorted scale scores between decision makers for a criterion 
 
Figure 7: Unbalanced distorted scale ratios between decision makers 
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Because results from previous chapters provide evidence that compatible decision makers use 
consistent ratio scaling between alternatives, we can leverage those trends in the building of 
constraints in an optimization formulation to minimize scale distortion disparity between decision 
makers.  Constraints are built around the average ratio scale of the majority consensus.  Excel’s 
solver toolkit was used to build and solve the optimization cases.  The optimization formulation 
rendered very positive results.  Through 21 test cases, total distortion disparity between decision 
makers was reduced on average 57%.  15 of the 21 cases were considered to have extreme 
disparity or bias between decision makers in the group.  In those cases, total distortion disparity 
was reduced on average 54% and in cases not considered to be extreme 66%.   
This effort acknowledges that it is impossible to eliminate preference bias completely or 
perfectly balance bias between individuals within a group.  However, a deepened understanding 
of relevant biases and corresponding sources, and the procedures focused on mitigation of their 
affects to achieve stronger independence and more consistent group consensus will contribute to 
the research literature supporting decision making.  Additionally, by exploring new applications 
of known and accepted effects of human bias, we can continue to build better decision support 
tools and decision processes that will reduce acquisition timelines and ultimately program 
lifecycle costs. 
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2. LITERATURE REVIEW 
   Decision Making 
Decision making is an innate ability.  As thinking beings, we all have varying capacities to 
reason and choose between alternatives.  There are many layers of influence within a decision.  
The decision maker’s experience and familiarity with the decision context effects their working 
knowledge of the alternatives, which in turn effects their preferences, which in turn effects how 
they value or see utility in the alternatives.  Finally, these factors influence the risk levels of the 
alternatives and the DM’s willingness to accept them.  Decision making often occurs in the face 
of uncertainty about whether a DM’s choices will lead to benefit or disaster.  Risk is the potential 
that a decision will lead to a loss or an undesirable outcome.  In fact, almost any human decision 
carries some risk, but some decisions are much riskier than others. Risk and decision making are 
two inter-related factors in organizational management, and they are both related to various 
uncertainties (Lu et al, 2012).  
Every decision-making process involves the same key components.  A decision is centered 
around an individual or group that has to choose between multiple options or alternatives.  Each 
individual will possess varying levels of information uncertainty and experience to all or some of 
the alternatives and/or criteria within the decision context.  To account for the holes in 
information a DM will use heuristics, or rules of thumb, to reduce uncertainty or fog from the 
decision process.  As a result, alternative values tend to be biased or unbalanced and inaccurate.  
As the phenomenon of decision making continues to be explored, layers are added and 
categorized into steps to formalize processes and optimize the relationships between these critical 
components.  Many papers and textbooks introduce new, more detailed developments to the 
decision process in an effort to guide the DM through foggy or unbalanced junctures and mitigate 
uncertainty, bias, and unfair judgement.  For example, a formalized requirements procedure is 
common practice in most decision-making processes as shown in Figure 8 (Sabaei et al, 2015) .   
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Figure 8: General decision-making process 
 
Requirements effectively create a benchmark to which alternatives can be compared.  
Additionally, strategic presentation of alternatives and pertinent information can alter DM 
preference at the time of judgement.  However, if the decision framework is not designed to 
appropriately utilize formalized procedures such as comparison of alternatives against 
requirements, their purpose may be lost and rendered ineffective.  Decision making can be 
complicated.  Many times, we are making decisions under misunderstood or unbeknown 
influences.  If a decision can be facilitated in a fashion that accounts for a balanced, accurate 
working knowledge of all alternatives at the time of judgement, fairer judgements of alternatives 
may be achieved.  If not, DMs will account for missing information with irrelevant factors that 
can influence choices, such as the presence of a prior gain, the salience of one option over 
another, and so forth (Thaler, 2016).		
 Bias and Heuristics 
It is important to understand the difference between a bias and a heuristic when studying and 
practicing decision making.  Generally speaking, heuristics are the rules or processes that lead to 
the effect of bias in a decision.  Biases that result from improperly formed mental models lead to 
systematic deviations in decision-making, as do associated heuristics (rules of thumb) that often 
Select decision 
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oversimplify the mental calculations necessary to properly evaluate scenarios and form decisions 
(Bendoly, 2015). 
Heuristics can lead to a multitude of bias effects that misguide judgement and skew results.  
Many times, multiple biases share effects of a single decision.  For example, missing or uncertain 
information is a common source of bias.  Because the DM is missing pertinent information 
necessary to make the most informed decision, they account for the missing information and 
adjust using heuristics leading to bias such as: preference bias in favor of a more familiar 
alternative, stereotype bias based on inaccurate, unjustified supporting information, or framing 
bias that favors a particular alternative based on the mode of questioning or information 
presentation.  Certain decision frameworks such as group decision making models are more 
susceptible to different types of bias.  If individuals do not share the same opinions or 
judgements, important information they possess may be withheld leading to information bias.  
Strong personalities or authority positions can impact group judgement in favor of individual 
preferences. 
This research is primarily focused on leveraging, accounting for, and adjusting several 
strong types of bias: preference, information, framing, and anchoring and adjustment.  These 
biases can be defined as follows: 
 
• Preference Bias: Showing favor toward a specific alternative(s) due to unbalanced 
experience and knowledge with all of the alternatives.  Preference is rooted in 
confirmation bias which leads to the tendency of favoring an alternative with 
which one is familiar with; hence confirming what they already believed in 
(Schwind and Buder, 2012). 
• Information Bias (AKA misclassification): Distortion in results due to errors in 
measurement of alternatives, at times as a result of missing critical information 
(Tripepi et al, 2010). 
• Framing Bias: Showing favor toward a specific alternative due to how the 
alternatives are presented.  (Morstratter et al, 2018) (Kreiner & Gamliel, 2017).  
For example, as related to Prospect Theory (Kahneman & Tversky, 1979) (Ganegoda 
& Folger, 2015) which purports that loss is perceived as more significant, and thus worthier 
of avoiding, than an equivalent gain.  Therefore, if an alternative is presented as losing X 
rather than gaining Y, it is judged differently  
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• Anchoring and Adjustment Bias:  An insufficient adjustment from a rooted, primed value.  
Primers can be in the form of given numerical values or concepts. (Turner & Schley, 2016) 
(Mochon & Frederick, 2013) 
 
DMs rely on heuristics to fill in the blanks when they lack a complete knowledge of every 
alternative.  These four resulting biases are some of the strongest known in decision making and 
often are used to rationalize a decision they are directly linked to information uncertainty.   
2.2.1.   Decisions Under Uncertainty 
We make decisions under uncertainty on a daily basis.  From the mundane, “should I bring 
an umbrella?” to the “should I buy this new house while interest rates are low?” type of decisions, 
we are constantly making choices with imperfect or missing information.  Every person 
approaches decisions under uncertainty differently.  Some are calculating, others tend to go with 
their gut, while others may act out of panic in time-sensitive situations.  Whether we are aware of 
how we account for missing information or not, we as humans will account for the missing 
information via heuristics resulting in biased responses.   
Decisions under uncertainty is synonymous for decisions with risk.  To rephrase the above, 
no decision is without risk.  The main objective of all decisions regardless of level of uncertainty 
is to maximize utility whether you believe in the axioms of utility theory or not.  Additionally, 
every decision is bounded by rationality (Simon, 1957).  That is, every decision is limited by the 
amount of rational information available and therefore never optimal.  We do not live in a 
deterministic world, and so every decision is dependent on the probability of some chance 
occurrence(s).  According to this view nothing is truly random, and probability can only be used 
when we do not have enough information or sufficient calculation capabilities (Gilboa, 2009).   
There are several common methods in practice to assign subjective probability distributions 
to factors of importance to a decision.  These include direct assessment, betting methods, and 
reference lotteries (Clemen & Reilly, 2014).  Direct assessment is simply a matter of making an 
educated guess based on previous experience.  The betting and reference lottery methods are 
slightly different in structure but they both consider a fictitious scenario where the decision maker 
wagers X and wins Y, and the probabilities of winning/losing are adjusted until the decision 
maker is indifferent to the outcome; at which point the properties of the distribution are 
calculated.  Other continuous probability assessment methods include point estimations such as 
the Extended Swanson-Megill method to determine distribution properties.  Regardless of the 
probability assessment method, the more basic questions in which we are interested are how did 
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the decision maker determine the probabilities and why are some people more averse to risk 
while others throw caution to the wind?  A decision maker’s risk characteristics can be defined by 
risk attitudes. 
2.2.2.   Risk Attitudes 
The response to varying levels of uncertainty can be classified into three main risk attitudes 
(Hillson & Webster, 2007): 
• A risk averse person is very uncomfortable with uncertainty and has a low tolerance for 
information ambiguity.  They tend to be more practical and seek resolution and security 
in any decision.  In situations with higher levels of risk, they typically fail to see 
opportunities and underrate their value. 
• A risk neutral person is neither risk averse nor risk seeking; however, they understand the 
potential payoff in risk taking and tend to approach opportunities abstractly and 
creatively.  This is thought to be the most mature, ideal risk attitude. 
• A risk seeking person welcomes uncertainty and is not afraid to take chances without 
thinking twice.  They are typically resourceful and take a causal approach towards 
threats. 
 
The utility functions of the risk attitudes are depicted in Figure 9, Figure 10, and Figure 11 
(Granger, 2017).  The trends represent the amount of risk the DM is willing to accept with the 
utility of the uncertain payoff (U(W)) by the uncertain payment (W).  Utility is defined as the 
value or measure of satisfaction of the DM.  Further explanation of the variables is included 
below. 
• CE = Certainty equivalent: the guaranteed amount of money that an individual would 
view as equally desirable as a risky asset 
• E(U(W)) = Expected utility value: the long-run average return of value from many 
repetitions of the experiment  
• W = Uncertain payoff: the uncertain value of the decision 
• E(W) = Expected value of uncertain payoff:  expected value of the decision 
• U(CE) = Utility of certainty equivalent 
• U(E(W)) = Utility of expected value of uncertain payoff 
• U(W0) = Utility of minimal payoff 
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• U(W1) = Utility of maximum payoff 
• W0 = Minimal payoff 
• W1 = Maximum payoff 
• RP = Risk premium: the minimum amount of payoff by which the expected return of a 
risky asset must exceed the known return on a risk-free asset 
 
 
Figure 9: Utility function of risk averse individual 
 
As shown in Figure 9, a risk averse DM demands a higher utility in the expected uncertain 
payoff than the expected value of the utility of the uncertain payoff and utility of certainty 
equivalent in order to accept the risk.  Additionally, there is a diminishing return on utility as the 
payoff gets large.  A risk seeking DM, Figure 11, is willing to accept a lower utility in the 
expected value of the uncertain payoff than expected utility value of uncertain payoff.  In this 
circumstance, there is a diminishing return on utility as payoff gets large.   
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Figure 10: Utility function of risk neutral individual 
 
Figure 11: Utility function of risk seeking individual 
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Although the shapes (i.e. concave, convex, or linear) of these functions are consistent with 
the general definitions of risk approaches, the severity of attitudes and subsequently shape of the 
functions, can vary.  Therefore, it may not be clear into which category some decision makers 
will fall.  For example, a DM may be risk averse up to a certain payoff value threshold and risk 
seeking above that threshold.  This can make classifying a real-world decision maker a difficult 
task.  However, it is important to understand and recognize risk attitudes in group or 
organizational decision settings so that we know if the risk attitude of the individual decision 
maker matches the risk intent of the organization.  This leaves us with two mutually inclusive, 
basic concerns: risk attitude and bias susceptibility.  Most identified and accepted cognitive biases 
could be placed along the risk attitude curves using intuition.  However, matching risk attitude 
with bias type is not heavily supported in the literature and requires further research due to the 
discrete nature of both.  This is certainly an area for growth in the field of bias and heuristics and 
would support the theory of strategic biasing and criteria anchoring. 
As organizational leaders and/or stakeholders, if we could understand and identify with 
confidence the risk profile and bias susceptibility of our supporting decision makers, we could 
design decision processes to align personal risk profiles and values with organizational risk 
attitudes and values.  Every situation will warrant a unique, desirable risk profile.  In the absence 
of information or uncertainty, people are guided by their risk attitude, and risk attitude is rooted in 
bias and heuristics.  Therefore, if we can manipulate the guiding heuristic in the decision, we can 
potentially moderate the risk attitude of the decision maker.  For example, if a person had a bad 
experience with a particular brand consumer product in the past and are risk averse, they may 
tend to over inflate competitors’ products in future comparisons or in other product lines, even if 
they don’t have experience with the other brands.  It may be possible to refocus the risk approach 
and more accurately assess the value of the competing products.  This could be through the use of 
strategic biasing in the way the alternative products’ information are presented and rated.  
Alternatively, this can be accomplished through strategic conceptual anchoring through framing. 
Human decisions under uncertainty represent a very complex system characterized by 
decision makers with countless intertwining risk and bias profile combinations.  Stakeholders 
require an understanding of the decision maker’s risk attitude and bias susceptibility in order to 
place sufficient trust in the decision.  Sometimes trust comes with time and repetition, but many 
times decisions are not afforded those luxuries.  Further research is required to better understand 
the relationship between the risk attitudes and bias surrounding a decision.  With that knowledge 
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it may be possible to construct dynamic decision-making models to account for decision maker 
specific profiles and align personal values with organizational values. 
2.2.3.   Utility Theory and Value 
Utility and value have been defined many different ways.  Early economists such as Jeremy 
Bentham and John Stuart Mills initially defined utility as the measure of satisfaction of an 
individual considering the sacrifice or suffering of others or an action or decision that maximizes 
the benefit of the world (Mills, 1861).  Since the early introduction of utilitarianism, utility theory 
has evolved in the form of mathematical models representing utility as a function.  Utility theory 
holds that decisions are based on lotteries between alternatives and the probabilities that certain 
alternatives are better because of the following axioms (von Nuemann and Morgenstern, 1953): 
1. Completeness: For alternatives A and B, either A ³ B or B ³ A 
2. Transitivity: For alternatives A, B, and C, if A ³ B and B ³ C, then A ³ C 
3. Independence: For alternatives A, B, and C, if A ³ B and C is irrelevant, then A is still ³ 
B 
4. Continuity: For alternatives A, B, and C, if A ³ B and B ³ C, then there is a probability p 
that the mix of A and C is indifferent to B.   
 
These axioms have been studied and contested by many other theories of utility and the 
applicability and rationality of utilitarian principles such as the Generic Utility Theory 
(Miyamoto, 1988) and some of the more recent development under multi-attribute utility theory 
(MAUT).  MAUT supports the general ordinal axioms and lottery probabilities of alternatives 
considering the value of alternatives as the probabilities of additive or multiplicative attribute 
preferences of the alternative.  However, regardless of utility function, there exists more 
foundational issues in the probability calculations and alternative comparisons: preference 
elicitation and the use of appropriate scales. 
2.2.4.   Rating Scales 
Decision processes can be sensitive to even the slightest design flaws that impact how the 
user interprets the content, rendering unintended or negatively biased responses.  Whether its 
stars, letter grades, or numerical scales, rating systems relate to a variety of things such as student 
performance, consumer preference, satisfaction, and even pain.  Some of these responses are 
more sensitive than others because the situation will dictate the consequence of the response.  
According to Myers and Winters (2002), users of rating scales should not blindly assume that 
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traditionally, well-known scales are appropriate for their application.  Proper rating scale design 
can help alleviate many of the negative, unintended, or false responses resulting from complex 
situations.  It is necessary to consider psychometric properties during scale development.  
In the medical and behavioral science arenas, rating scales provide crucial measurements and 
quantifiable information for a variety of symptoms.  They can help education providers with 
traceable records of performance amongst peers to design better school curriculum.  They can 
characterize employee satisfaction and morale in the workplace to build a safer, more enjoyable 
working environment.  If designed properly they can even help the users understand and admit 
that some sort of intervention is necessary for their development or well-being.  However, there 
are drawbacks to rating scales.  If the subject is uncomfortable with the matter in question, it 
could result in false or inaccurate responses.  These are usually most prevalent in systems that 
require the subject to self-report (Myers & Winters, 2002).  If a subject is asked to rate their 
physical or emotional feelings, cognitive biases will influence the response depending on the 
attitude towards the consequences.  Additionally, the ability of the DM to understand the 
intricacies of scales and ratio disparities can be an issue.  So, although understanding a scale in 
itself is not a difficult task, it is critical to know and leverage the key psychometric properties that 
influence the scale. 
Psychometric properties include three main characteristics: reliability, validity, and 
normative data.  In order to be reliable, a scale must be consistent across all items being 
measured, as well as throughout multiple administrations.  Also known as test-retest reliability or 
stability (Corcoran & Fischer, 2000).  If it is not appropriate to measure different items on the 
same scale, then one must consider either using multiple scales, which can create a different set of 
potential problems, or removing the less important metric to be captured.  Using multiple scales 
can create confusion, and cause the subject to disengage or create more heavily anchored 
measurements in certain responses leading to lopsided results.   
Scale validity implies that the scale captured what it was intended to capture.  When 
designing for validity, one must consider the possibility of variability.  Two common mistakes 
when designing for validity is designing the scale without a representative population sample or 
the possibility of a diverse sample and not accounting for possible variability in symptoms (i.e. a 
scale may be appropriate to characterize one symptom but not another).  If the scale cannot detect 
upward/downward trends over time, that is if a categorical scale doesn’t allow for easier 
predictions, it is not valid and the data is not useful.  If designed properly, rating scales can ensure 
systematic coverage of behaviors, thereby reducing variability in data collection (Myers & 
Winters, 2002).   
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Finally, normative data is important because it allows us to leverage the assumptions of 
normality in statistical analysis when making conclusions about the data set.  Problems with data 
size and narrowly focused demographics can create skewed distributions which make results 
unclear.  Therefore, this reiterates the importance of sampling a true representation of the 
population.   
2.2.4.1.  Cognitive Bias and Psychometric Properties 
Understanding of cognitive bias and heuristics is crucial when considering the psychometric 
properties during scale design.  First and foremost, demographic variability can be extremely 
sensitive to certain cognitive bias such as social stereotypes, anchoring, and fear bias (Moskowitz 
et al, 2018).  For example, a child’s responses to a physician’s questions about pain or health can 
be heavily rooted in fear or hindsight bias because their only experiences in a doctor’s office have 
resulted in a shot or relatively uncomfortable situation.  So, not only is it important that the 
questioning approach is valid but also the scale can relate to the actual status of the patient and 
elicit accurate responses.  In this situation, a child may be more comfortable identifying the 
appropriate emoji or emotional face that corresponds with their condition rather than a numerical 
scale.  Furthermore, this scale must be reliable and repeatable across multiple patients of varying 
characteristics.  From a different perspective, sometimes scales are required to rate potential 
reactions from subjects during a confrontation; such as a police officer during a traffic stop.  This 
situation can get complicated very quickly despite the amount of training the officer has 
completed.  Likely, there will be bias in how both the officer and perpetrator react.  
Characteristics such as vehicle type, ethnicity, or even geographical location may affect the 
officer’s biased reaction in the situation.  It may be difficult to rate the reaction of the perpetrator 
depending on track record and the fact that even those with clean records are likely to be nervous 
or anxious in this situation.  Perhaps, this type of situation requires a sliding probability 
distribution type of scale to predict adverse reactions or outcomes.  Regardless of how well the 
questioning or decision construct is designed, if the rating scale does not account for 
psychometric properties, the responses could be negatively rooted in cognitive bias; or in the 
more likely case, where bias is unavoidable, does not allow for flexibility in accounting for it.   
2.2.4.2.  Experimental Example Demonstrating Psychometric Effects 
Throughout the initial stages of this dissertation research, survey design was a major focus.  
This section describes issues related to survey design and psychometric considerations.  Consider 
this example from a failed pilot study survey:  The intention of the survey was to capture 
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students’ preferences in smart phone and laptop brands, and draw conclusions about the presence 
of certain biases such as anchoring, halo effect or brand stereotyping based on the initial 
qualification questions.  The following figures depict a sample of the series of questions, survey 
layout, and rating scales.  
 
 
Figure 12: Questions with categorical rating scale 
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Figure 13: Questions with numerical rating scale 
*subject was presented one of the phones shown in Figure 1 
 
 
After this survey was administered and the data was analyzed, no conclusions could be made 
about the presence or absence of the biases of interest.  The lack of results was later determined to 
be due to problems of poor question design and conflicting rating scales.   
The first problem was that the qualifying questions that included the categorical scales 
shown in Figure 12 did not account for a crucial aspect: the typical student’s budget.  This 
shortcoming can be alleviated in one of two ways (1) reword the question to instruct the subject 
that price is no object when considering preference or (2) change the rating scale from a 
categorical scale that included selecting a brand to rating each brand on a numerical scale. 
As the survey continues, the rating scale switches to a numerical scale as shown in Figure 
13.  This causes the subject to switch mindsets and they are thinking with regard to a theoretical 
situation where they are purchasing the item given certain requirements on behalf of a friend.  If 
the initial questions were scaled correctly, the subsequent line of questioning and scaling could 
have been appropriate, but without an accurate understanding of the subject’s preferences, the 
numerical scale data captured is rendered useless.   
This survey violated several psychometric properties required to lead to a successful 
experiment.  The rating scales were not valid because they did not account for the demographic 
polled and, consequently, the data that was intended to be captured was lost.  Additionally, the 
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scale was not reliable because while price may not be an issue for some demographics which may 
overlook price, this does not apply to a diverse population.  Therefore, it fails to meet test-retest 
reliability.  Finally, the data was not normative due to small sample size and a categorical rating 
scale that forced the majority of the responses into a single category.  It is critical to take careful 
consideration in the inclusion of psychometric properties and how the relevant cognitive biases 
play a role in the scale design.   
Cognitive bias and heuristics directly affect the psychometric properties of a decision 
process and corresponding rating scales.  Without a thorough understanding of the decision 
context and the biases that can come into play, the validity, reliability, and data distribution can 
very easily be violated, rendering entire experiments unavailing.  Throughout this dissertation 
research, I have experienced first-hand such fruitless endeavors.  However, through a 
comprehensive literature review of cognitive bias and its impact on decision analysis, process 
improvement, and the psychometric tradeoffs required for a balanced experiment, as well as 
iterative administrations, the experiments in this dissertation captured insightful results. 
  Multi-Criteria Decision Making 
2.3.1.   MCDM Overview 
Multi-Criteria Decision Making (MCDM) is the process of choosing the best alternative(s) 
given multiple attributes.  For instance, choosing between two different competing consumer 
products based on price and features.  The decision maker(s) (DM) is forced to determine, or 
perhaps it is predetermined, the hierarchy of criteria importance, assigning various weights to the 
criteria.  Additionally, it is generally considered good practice if the MDCM method follows the 
axioms of utility previously outlined; especially Preferential Independence.  Many factors of the 
alternative details and DM profile, which are not mutually exclusive, influence the decision.  
These include DM experience or lack of experience with one or several of the alternatives, 
personal preferences, differences in product quantity, price discounts, etc.  Perhaps the DM has 
experience with a product but previously purchased it when it was on sale and now it is regular 
price.  There are many conflicting relationships in the MCDM process and in most circumstances, 
they are dynamic.  According to Triantaphyllou (2000), there are several assumptions 
surrounding a multi-criteria decision: 
 
• Alternatives represent a set of finite different choices  
• Each alternative has multiple attributes or criteria to be considered in the decision 
• Inter-alternative and intra-alternative criteria are conflicting 
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• Different criteria may be associated with different units of measure 
• Criteria are weighted 
 
Additionally, considering these assumptions, there have been a multitude of MCDM 
methods developed to assist the DM(s) in making the “best” decision.  Every method can be 
summarized in four basic steps (Lu & Lai, 2012): 
 
1. Criteria selection:  For any given decision-making problem, a number of suitable 
evaluation criteria should be first determined. Very often different decision problems 
have different evaluation criteria. However, a MCDM process must have a number of 
evaluation criteria beforehand. If there are too many criteria for a decision-making 
problem, it is necessary to extract a subset of criteria from out of a vast number of 
criteria.  
2. Alternative formulation: In the process of MCDM, some feasible decision alternatives 
should be formulated so that a suitable number of decision alternatives can be used for 
evaluation, in terms of a set of decision criteria. Meantime, different utility values or 
evaluation scores (evaluation values) are assigned to each alternative in terms of different 
criteria.  
3. Criteria weight determination:  In MCDM process, determination of the importance of 
various criteria is a critical step in formulation of the MCDM. In the existing literature, 
there are many methods to determine criteria weights in the MCDM process. Typical 
approaches for criteria weight determination include expert method, Delphi method, AHP 
method, variation coefficient method and entropy-based method. In these approaches, the 
first three methods involve the subjective influence of the decision-maker, while the latter 
two are ascertained without direct participation of the decision-maker.  The main 
advantage of the latter two methods over the former three methods is that they remove 
the subjectivity of the decision-maker in determining criteria weights, and are very useful 
in cases where decision-makers disagree on values of weights.  Therefore, the latter two 
approaches are often considered as objective methods, which are more reliable than the 
former three subjective methods.  Meantime, another objective distance-based method is 
also proposed for criteria weight determination.  
4. Alternative evaluation:  In many cases, the alternatives are evaluated as the weighted sum 
of scores or weighted average.   
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Figure 14 shows the general flow of the MCDM process which includes these steps.   
 
 
 
Figure 14: General MCDM process 
 
The base trait of all Multi Criteria Decision Making (MCDM) methods is a decision table.  
For a problem with N criteria (C) and M alternatives (A) the decision table will be drawn as in  
Table 1 while amn is the score of alternative n related to criteria m (Sabaei et al, 2015). 
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Table 1: MCDM decision matrix 
  
There is a multitude of methods available to assist in the execution of a multi-attribute 
decision.  Since the inception of MCDM there have been more than 70 methods proposed (Singh 
& Malik, 2015).  How final alternative scores are determined varies, but the most common 
methods used in research and industry (Singh & Malik, 2015)(Sabaei et al, 2015)(Govindan & 
Jepsen, 2015) include simple methods such as weighted sum (WSM) and weighted product 
models (WPM), Analytical Hierarchy Process (AHP), Elimination and Choice Expressing Reality 
(ELECTRE), Preference Ranking Organization Method for Enrichment of Evaluations 
(PROMETHEE) and Technique for Ordered Preference by Similarity to Ideal Solution (TOPSIS).  
For this reason, it is these methods that will be discussed with greater detail in the proceeding 
sections. 
2.3.2.  Weighted Methods 
The WSM and WPM are the simplest and most widely used methods of MCDM (Ramon 
San Cristobal Mateo, 2012).  These models require two simple variables: the score of each 
alternative’s criteria aij for i=1,2,3…n and j=1,2,3…m (established from the decision matrix) and 
the relative importance of each criteria or weight wj (typically pre-determined by individual or 
organizational requirements).  Once the weights have been defined and scores assigned, the 
scores of the alternatives are calculated using Equations 1 and 2: 
 
 𝑊𝑆𝑀:		𝐴' =) *𝑤,	𝑎',.,														
0
,12
	𝑓𝑜𝑟	𝑖 = 1,2,3…𝑛   (1)   
 
The WPM is used to compare two alternatives, AK and AL from the set of alternatives Ai for i = 
1,2,3…n. 
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)GE,0,12 									𝑓𝑜𝑟	𝐾, 𝐿 = 1,2,3…𝑛  (2) 
  𝑖𝑓	𝑃 =>?
>@
A 	≥ 1, 𝑡ℎ𝑒𝑛	𝐴N 	≥ 	𝐴O 
 
2.3.3. Analytical Hierarchy Process 
The Analytical Hierarchy Process (AHP) was proposed by Thomas Saaty (1980).  The AHP 
is used to organize complex decisions by breaking the problem into subparts and creating a 
hierarchy of importance of criteria (Mu & Pereyra, 2017) (Brunnelli, 2015).  A special scale, 
Table 2, is used to compare alternatives with fixed criteria and entered into a matrix.  An example 
of the scoring matrix is show in Table 3. 
 
Intensity of Importance Definition 
1 Equal Importance 
3 Moderate Importance 
5 Strong Importance 
7 Very Strong Importance 
9 Extremely Important 
2,4,6,8 For the intermediate values 
Reciprocals For vice versa comparison, if i to j is 3, then j 
to i is 1/3 
Table 2: AHP ranking scale 
 
Criteria j Alternative 1 Alternative 2 Alternative 3 
Alternative 1 1 2 8 
Alternative 2 1/2 1 6 
Alternative 3 1/8 1/6 1 
Sum of Scores 13/8 19/6 15 
Table 3: AHP scoring matrix 
 
The scoring matrix is then normalized with values rij as shown in Table 4. 
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Criteria j Alternative 1 Alternative 2 Alternative 3 
Alternative 1 0.615 0.632 0.533 
Alternative 2 0.500 0.316 0.400 
Alternative 3 0.677 0.513 0.067 
Table 4: Normalized AHP scoring matrix 
 
The eigenvectors of the alternative comparisons are then calculated using Equation 3. 
 
 
   𝑐' = 1/𝑛∑ 𝑟',S'12 	     (3) 
𝑤ℎ𝑒𝑟𝑒	𝑛	𝑖𝑠	𝑡ℎ𝑒	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒 
 
Next, the scores and eigenvectors of the criteria comparisons are calculated using the same 
procedure.  Equation 4 is used to calculate the eigenvectors for the criteria. 
 
  𝑐, = 1/𝑚∑ 𝑟',0,12      (4) 
   𝑤ℎ𝑒𝑟𝑒	𝑚	𝑖𝑠	𝑡ℎ𝑒	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎    
 
Finally, the scores are calculated using Equation 5 and the highest score is chosen. 
 
 
   𝐴'	 = 	∑ 𝑐' 𝑐,       (5) 
   𝑓𝑜𝑟	𝑖 = 1,2,3…𝑛	𝑎𝑛𝑑	𝑗 = 1,2,3…𝑚    
2.3.4.   ELECTRE 
The ELECTRE methods are a family of software applications that execute specific 
outranking methods in two phases: aggregation and exploitation.  In the aggregation phase, within 
a Multi-Criteria Aggregation Procedure (MCAP) the concordance and non-discordance concepts 
are used to make pairwise comparisons of the alternatives, the alternatives being characterized by 
their performances on the different criteria (Govindan & Jepsen, 2015).  The pairwise 
comparisons lead to outranking relationships that are characterized by preference, indifference, 
and incomparability.  The exploitation phase is specific to the ELECTRE method chosen and is 
utilized to exploit the outranking relation previously constructed by the MCAP.  It is aimed at 
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constructing and presenting the type of results that are expected for the given problem (Figueira 
et al, 2013).		In most cases, ELECTRE is used to reduce the set of alternatives to an acceptable or 
appropriate number before utilizing another MCDM method.   
2.3.5.   PROMETHEE 
The PROMETHEE family of MDCM methods were first developed by Brans (1982) 
(Behzadian et al, 2010).  Much like the ELECTRE method, the functions were designed to create 
a ranking structure between alternatives.  There have since been several versions created for 
different, more complex decision contexts: 
• PROMETHEE I: Partial ranking of alternatives (Brans, 1982) 
• PROMETHEE II: Complete ranking of alternatives (Brans, 1982) 
• PROMETHEE III:  Ranking by interval (Brans & Mareschal, 1992)  
• PROMETHEE IV:  Ranking of partial or complete alternatives with continuous 
variable solutions ((Brans & Mareschal, 1992) 
• PROMETHEE V:  Ranking of alternatives with segmented constraints (Brans & 
Mareschal, 1992) 
• PROMETHEE VI: Algorithm representing the human brain (Brans & Mareschal, 
1995) 
• PROMETHEE GDSS: Algorithm for group decision making (Macharis et al, 1998) 
• Geometrical Analysis for Interactive Aid (GAIA): Graphical representation of 
PROMETHEE to assist in complex decisions (Brans et al, 2005) 
• PROMETHEE TRI:  Algorithm for sorting alternatives (Figueira, 2004) 
• PROMETHEE CLUSTER: Algorithm for nominal cluster identification of 
alternatives (Figueira, 2004) 
Of these methods, the most widely used is the PROMETHEE II method; however, all of 
them require the same basic variables: criteria scores for each alternative and criteria weights.  
Once these variables are defined, each PROMETHEE method leverages a specific preference 
function to calculate rankings between alternatives.  Figure 15: PROMETHEE II process shows 
the process of the PROMETHEE II algorithm (Behzadian et al, 2010). 
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Figure 15: PROMETHEE II process 
 
The procedure begins with conducting pairwise comparisons of alternatives to identify 
differences and allow for the application of the preference function.  From the preference 
function, a global preference index is formed and applied to the alternative set to determine the 
ranking structure of alternatives. 
2.3.6. TOPSIS 
The TOPSIS method was first introduced by Hwang and Yoon (1981).  This method is built 
on the premise that the criteria score should be closest to the ideal score (highest scoring 
alternative within that criteria) and farthest from the non-ideal score (lowest scoring alternative 
within that criteria).  The procedure is conducted in seven steps (Singh and Malik, 2014): 
Step 1: First, the criteria j for each alternative i are scored (xij) as shown in Table 5 with 
corresponding weights. 
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 Criteria 1 
0.4 
Criteria 2 
0.1 
Criteria 3 
0.5 
Alternative 1 9 6 6 
Alternative 2 7 7 8 
Alternative 3 9 8 7 
Table 5: TOPSIS criteria scoring matrix 
 
Step 2:  Calculate xij2, S xij2, and (S xij2)1/2 as shown in Table 6. 
 
 Criteria 1 
0.4 
Criteria 2 
0.1 
Criteria 3 
0.5 
Alternative 1 81 36 36 
Alternative 2 49 49 64 
Alternative 3 81 64 49 
S xij2 211 149 149 
(S xij2)1/2 14.526 12.206 12.206 
Table 6: TOPSIS table showing xij2, Sxij2, (Sxij2)1/2 
 
Step 3: Normalize values using Equation 6 and multiply by weights.  Results are shown in Table 
7. 
 
   𝑍', = 	𝑥',/(∑𝑥',_ )2/_     (6) 
 
 Criteria 1 Criteria 2 Criteria 3 
Alternative 1 0.248 0.049 0.246 
Alternative 2 0.193 0.057 0.328 
Alternative 3 0.248 0.066 0.287 
Table 7: Normalized and weighted values 
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Step 4: Determine ideal (I*) set and non-ideal (I’) set 
 
 I* = {0.248, 0.066, 0.328} 
 I’ = {0.193, 0.049, 0.246} 
 
Step 5:  Calculate separation from I* and I’ and square the values as shown in Table 8 and Table 
9 respectively. 
 
 Criteria 1 Criteria 2 Criteria 3 
Alternative 1 02 0.0172 0.0822 
Alternative 2 0.0552 0.0092 02 
Alternative 3 02 02 0.0412 
Table 8: Separation from ideal 
 
 Criteria 1 Criteria 2 Criteria 3 
Alternative 1 0.0552 02 02 
Alternative 2 02 0.0082 0.0822 
Alternative 3 0.0552 0.0172 0.0412 
Table 9: Separation from non-ideal 
 
Step 6: Sum rows for I* and I’ and take the roots to find T* and T’ as shown in Table 10. 
 
 T* T’ 
Alternative 1 0.08374 0.05500 
Alternative 2 0.05582 0.08239 
Alternative 3 0.04100 0.0706 
Table 10: T* and T' for ideal and non-ideal solution 
 
Step 7:  Calculate choice using Equation 7. 
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𝐶' = 𝑇a/(𝑇∗ − 𝑇a)	    (7) 
 
Alternative 1: 1.9137 
Alternative 2: -3.1008 
Alternative 3: -2.3851 
 
Alternative 1 is the best choice because it has the highest positive score.   
 
   Weight Elicitation 
Weight elicitation is a critical phase in every MCDM process.  It is necessary to know the 
hierarchy and relative importance of each criteria as determined by the decision maker(s) or 
facilitating organization prior to the decision-making process.  Previous studies provide evidence 
that the elicitation method has significant effects on the resulting hierarchy and magnitude of 
weights when used to support individual subject decisions (van Til et al, 2014).  MCDM methods 
prescribe varying weight elicitation methods ranging from strict to flexible.  The concept of 
weight can only be defined with regard to a specific theory of preference (Weber & Borcherding, 
1993).  Several weight determination methods within MCDM have become the industry 
standards.  Many of them share common practices or theories. 
2.4.1. Expert Method 
The expert weight determination is exactly as the name implies: determining importance of 
criteria by an expert or panel of experts in the decision context.  This is the most traditional form 
of weight determination in MCDM.  There have been several methods of determining and 
reconciling weights between multiple experts proposed (Yue, 2012) to include using influence 
relations between group members (French, 1956) and correlation concepts when the member’s 
inefficacy is measurable (Theil, 1963).  More recent and widely used forms of resolving weights 
between DMs include methods such as Saaty’s multiplicative preference relation (Saaty, 
1980)(Yue, 2012). 
Expert methods have been found to be prone to significant amounts of subjectivity.  
Depending on how the weights are elicited from each expert, it can lead to a myriad of issues to 
include information bias resulting in unbalanced or improper weighting of criteria.  It is important 
that elicitation procedures allow for independent assessments of criteria importance before 
aggregation and integration. 
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2.4.2. Delphi Method 
The Delphi Method is an iterative process that allows experts to provide anonymous input to 
critical components in a decision through a series of questionnaires (Borden et al, 2017).  Every 
round, experts are allowed to adjust previous assessments and information based on information 
provided by other experts in previous rounds.  As information is gathered from an array of 
different experts, members have a greater understanding of the decision context and weights are 
honed in.  There are obvious benefits to this type of weight elicitation.  First, experts are allowed 
to provide input without reprisal to help provide their complete understanding and expertise of the 
decision which is shared with the rest of the panel of experts.  Second, experts tend to provide 
information from a specific expertise as well as a general understanding that others share.  
Additionally, inputs are typically aggregated by a third party as preferences and weight values 
converge.  However, the Delphi method can be lengthy and tedious.  It is important that the 
questionnaires are administered in a way that elicits thorough responses.   
2.4.3. Variation Coefficient Method  
The variation coefficient method is a statistical measure of relative variability of weights 
between DMs (Sheret, 1984).  This method can be used in conjunction with other methods such 
as the Delphi method to reconcile any remaining discrepancies.  The method is simple.  The 
standard deviation and mean of normalized criteria j scores are first calculated.  Then variation 
coefficients are calculated using Equation 8. 
 
  𝐶𝑉, = e
fgE
hiE
j ∗ 100     (8) 
 
The criteria weights can then be calculated using Equation 9. 
 
  𝑤, =
lmE
∑ lmE	nEop
				      (9) 
2.4.4. Entropy Based Methods 
Entropy can be defined as a lack of predictability.  The purpose of entropy weighting is to 
identify the amount of useful information within the data provided (Zou et al, 2006).  When the 
difference of the value between alternative criteria on the same scale is high, while the entropy is 
small, the entropy indicator provides more useful information, and the weight of this criteria 
should be set correspondingly high.  Contrarily, if the delta is smaller and the entropy is higher, 
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the relative weight would be smaller (Qiu, 2002).  The process of calculating entropy weights 
begins with normalizing the criteria value scores (Cj’) across alternatives i and proceeds with the 
following equations (Yu & Lai, 2011). 
 
   𝐸, =	−𝑘∑ 𝐶a,S'12 ∗ log	(𝐶a,)     (10) 
    𝑤ℎ𝑒𝑟𝑒	𝑘 = 1/log	(𝑚) 
 
   𝜑, = 1 −	𝐸,       (11) 
 
   𝑤, =	𝜑,/∑ 𝜑,S,12       (12) 
 
2.4.5. Distance Based Methods 
There are many distance-based methods to weighting.  The basic premise to distance-based 
weighting is determining an appropriate criteria weight based on a measurable distance between 
two set points.  Some methods determine weights from the tails of distributions such as the 
optimistic and pessimistic criteria values in Yu and Lai’s (2011) distance-based method, while 
other’s base weights from the distance to means, medians, medoids, or centroids of criteria scores 
between alternatives and/or DMs, similar to methods used in clustering.   
2.4.6. Best Worst Method 
The Best Worst Method (BWM) is a multi-criteria decision-making method that uses two 
vectors of pairwise comparisons to determine the weights of criteria (Rezaei, 2016).  The weights 
are calculated in five steps: 
Step 1:  Determine decision criteria 
Step 2:  Determine the best (most desirable/important) criteria and worst (least 
desirable/important) criteria. 
Step 3:  Determine preference of best criteria compared to others (BO) by assigning values from 
1-9 to all criteria.  Resulting vector should be: 
 AB = {aB1, aB2, aB3… aBn} 
Step 4:  Determine preference of worst criteria compared to others (WO).  Resulting vector 
should be: 
 AW = {a1W, a2W, a3W… anW}T 
Table 11depicts a best worst input table with vectors AB and AW. 
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BO Criteria 1 Criteria 2 Criteria 3 
Best Criterion:  Criteria 3 3 5 8 
OW   Worst Criterion: Criteria 1 
Criteria 1 
 
8 
 
Criteria 2 
 
5 
 
Criteria 3   3   
Table 11: Best worst table 
 
Step 5:  Find optimum weights using non-linear minmax optimization model such that the 
maximum absolute differences | xy
xE
− 	𝑎z,| and |
xE
x{
−	𝑎x,| for all j are minimized. 
2.4.7. Fuzzy Sets 
Fuzziness in decision making can be defined as uncertainty or having vague or imprecisely 
defined criteria in comparison to other members of the set.  Fuzzy sets are widely studied in 
clustering since data may possess characteristics that only partially resemble those of other 
members in one or multiple clusters.  Fuzzy set theory provides a strict mathematical framework 
in which vague conceptual phenomena can be precisely and rigorously studied (Zimmerman, 
2010).  Fuzzy theory applies to weighting in so much that it is important to know how to manage 
data or DMs that are slight departures from the general group consensus.  Fuzzy weighting, 
specifically the fuzzy weighting average (FWA) method, is primarily used in hierarchical MCDM 
methods.  Fuzzy weighting utilizes weighted average methods and normalization to smooth 
distributions where data is too intermingled or uncertain that it is impossible to assign a 
specific weight to an individual criterion. 
   Group Decision Making  
Group decision making (GDM) is no different than individual decision making in that it 
takes many forms and every situation has its own unique set of complications.  Fitting a single 
model to an infinite array of possible GDM situations is unwise.  GDM requires a set of flexible 
weighting schemes as well as best practice methods, and they need to be paired properly.  
Understanding judgement in a group dynamic and applying the proper weights is extremely 
difficult.  Different approaches apply weights at different stages in the decision process; however, 
it may be more appropriate to first understand the individual judgements of criteria first and apply 
weights separately before applying MCDM and aggregating judgments.   
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2.5.1. The GDM Paradigm 
In general, GDM is an extension of MCDM.  Most GDM processes follow an established 
MCDM methodology with the added layers of choosing the DMs, weighting the DMs, and 
summing or averaging scores across criteria.  Figure 16 depicts a general GDM process (Yu & 
Lai). 
 
 
 
Figure 16: Group decision making process 
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Although it seems to be an easy process, choosing the right GDM scoring and weighting 
schemes is far from a trivial and transparent task.  Every DM brings unique perspectives to the 
decision such as expertise in one or several criteria or alternatives, personality types, and even 
familiarity and proximity to the other team members.  Conflict is expected and many times is 
projected into the value of the decision at hand.  In a group setting, a single member may have 
unique expertise or, perhaps because of how tasks were assigned, have access to information that 
no one else in the group has.  Research studies in group decision making indicate that information 
known only to one member prior to group discussion is not evaluated as highly or mentioned as 
often as information that is known by several members prior to discussion.  This phenomenon is 
sometimes referred to as the shared information bias (Forsyth, 2009).   
Information bias and other types of prevalent bias such as preference bias is commonly 
overlooked and unaccounted for in GDM.  Figure 16 depicts the general stages where criteria and 
DM judgements are weighted; however, it is missing one or possibly multiple critical stages of 
weighting that occurs internal to the DMs.  Information bias and preference bias can lead to 
decision mismanagement and issues with team trust, including in situations regarding the 
aforementioned geographically separated or unacquainted team resulting in another phenomenon, 
known as “sticky information”.   
2.5.1.1.  Information Transfer and Sticky Information 
“Sticky” information refers to the inability to successfully transfer knowledge from one 
person to another without associated costs.  Typically, this term is used when organizations need 
to transfer knowledge between geographically separated locations, such as between research and 
development branches to production branches or program management, during product 
development or critical GDM making processes.  It also can apply in situations where key 
personnel are turning over and their working knowledge is required for operations to continue to 
run smoothly.  The recent boom in big data and data mining have helped alleviate some of the 
issues with data availability and response times, but where the major issue still remains is in the 
ability to be able to transfer the “understandability” of the information and the complete 
knowledge of the problem.  Learning curves in this environment can be painfully gradual, 
resulting in heavy, recurring costs for the organization.   
Sticky information is troublesome because many times people do not realize that critical 
components are missing until well into analysis or design.  They do not know what they do not 
know; and if they don’t realize that critical information is missing, they cannot account for the 
risk of the missing information and decisions are potentially biased toward certain alternatives.  
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This inevitably leads to unproductive efforts that require rework, revisiting prior stages in design 
or decision processes, or abandoned efforts all together.  The stickier the information, the costlier 
the efforts.  Additionally, the problem is compounded because sometimes the transferring party 
doesn’t understand that the receiving party doesn’t have the information they need to make 
timely, educated decisions.  Other times, the transferring party may feel like the receiving party 
doesn’t share the same values or preferences and therefore critical information can be withheld.  
There are many assumptions being made in the transfer of sticky information. 
Trust is a cornerstone in any organization.  It requires delicate balance in order to create an 
environment for success.  Trust is based on three components: dependability (expectation that the 
partner will act in the alliance’s best interests), predictability (consistency of actions), and faith 
(partner will not act opportunistically) (Young-Ybarra & Wiseman, 1999).		Sticky information is 
partially due to trust issues, both inter-personal and intra-personal.  Trust facilitates frequency and 
quality of communication between parties (Sankowska, 2013).  A common cause of sticky 
information is lack of quality communication.  Frequency of communication is a moot point 
without quality.  Additionally, trust can be used as a heuristic in quality knowledge transfer, 
minimizing the necessary resources required to determine the credibility of the information 
(McEvily et al, 2003).  Risk attitudes affect individual’s levels of trust placed in both the 
organization as a whole and between team members.  Therefore, in order to lessen the effects of 
sticky information, information uncertainty, information bias, and improve information transfer, 
we need to facilitate a decision framework and group dynamic that allows for optimum inter-
personal trust and cooperation.   
Unfortunately, inter-organizational trust remains a difficult characteristic to measure.  A 
reliable metric and process continues to elude even the most successful organizations.  Despite 
the increased interest in creating an environment centered on trust, a theoretical and empirically 
coherent process to measure trust has yet to be attempted (Seppenan et al, 2007).  Perhaps, the 
best measurement of trust is not in a trust metric itself, but in a correlation to how well an 
organization transfers knowledge.  By measuring the stickiness of information through the direct 
resources spent on handling sticky information, we can make a direct correlation to the amount of 
trust within an organization.  If strategic anchoring can be used to reduce the amount of sticky 
information, knowledge transfer and trust levels would effectively increase simultaneously.   
The social exchange heuristic implies that most people prefer mutual cooperation in social 
dilemmas if they expect others to do so as well (Mannemarr, 2011).  This seems like a great 
starting point in investigating potential remedies to sticky information.  If those who are 
providing information feel as if those who are requesting aren’t mutually cooperative, it opens the 
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door to information uncertainty; giving credit to the adage “you scratch my back and I’ll scratch 
yours”.  If we can conceptually anchor the approach of requesting information in this social 
exchange, trust heuristic, it may be possible to reduce the effects of sticky information.  This is 
not to say that the mentality should be “what’s in it for me?” but more like “what’s good for the 
goose is good for the gander” or rather “what’s good for the gander is good for the goose”.  If the 
exchange begins with a request that is anchored in mutual trust and mutually shared values, the 
knowledge transferor may take greater care in ensuring the receiving party understands the 
information, which leads to better quality communication.  Better quality communication will 
render steeper learning curves.   
Many of the inter-personal issues may be able to be resolved through promoting mutual 
cooperation and trust.  When considering the intra-personal trust issues, it is important to 
understand the risk attitudes of the individuals involved in the knowledge transfer; especially that 
of the transferor.  The type of risk attitude may affect their ability and willingness to share 
information.  Understanding information uncertainty from the perspective of the source is crucial.  
For example, engineers are typically risk-averse people and may withhold information from other 
key stakeholders if they aren’t fully aware of its intended use.  So, if we can frame the request 
around how an engineer would approach the task, we may not get the data in a useable form, but 
we may get complete data and an understanding of how to transform it.  Strategically facilitated 
decision processes and information transfer processes may help frame the perspectives of the 
parties involved to ensure optimum understanding.   
Sticky information can mean the difference in the ability to meet schedules, stay within 
budget, or even accomplishing a project.  Major sources of sticky information include trust and 
differences in personal values and preferences.  Trust is rooted in individual risk attitudes.  It is 
not fully understood how information uncertainty affects risk attitudes.  Further research may 
suggest that individual risk attitudes may affect the ability and willingness to relay complete and 
coherent information.  In order to reduce levels of information uncertainty in knowledge transfer, 
it is critical to understand how we can strategically anchor the exchange in trust and/or mutually 
agreed upon values between parties.  These conclusions would lend well to the theory of strategic 
anchoring.  By structuring the exchange around mutual cooperation and using bias to adjust the 
risk profiles of key information transfer stakeholders, it may be possible to significantly reduce 
sticky information and thus improve information transfer.    
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   Anchoring and Scale Distortion 
 In 1974, Tyversky and Kahneman pioneered the theory of anchoring and adjustment.  
Their initial studies surrounded the phenomena that caused decision makers to affix a certain 
value to a number as a starting point and insufficiently adjust their estimate from the starting 
point as they rated or determined the value of some item.  Their theory was proven time and again 
since its introduction through experiments that tested subject’s numerical estimates of various 
topics as simple as the length of the Mississippi River or the number of African countries that are 
members of the United Nations.  Researchers such as Mochon & Frederick (2012, 2013), 
Oppenheimer et al (2007), and Mussweiller & Strack (1999,2001, 2005) have dedicated much of 
their efforts to the study of anchoring and have offered a new extension to the heuristic: 
conceptual anchoring and semantic priming.  Conceptual anchoring and semantic priming theory 
states that a decision maker will place great value in a concept that weighs heavily into a decision.  
Those concepts may be rooted in stored memory from past experiences or in working memory 
such as ambiguous information or semantics such as someone stating “this item is the best”.  
Unfortunately, these concepts are prone to large amounts of bias.  Therefore, conceptual 
anchoring can take the form of many different types of bias such as the halo effect, framing, 
stereotyping, fear bias, etc.   
In conjunction with conceptual anchoring theory, Mochon and Frederick (2012) proposed 
scale distortion theory.  Scale distortion occurs when a subject has anchored a decision in an 
extreme numerical value or concept.  In many instances preference bias or semantic priming can 
create such an anchor, resulting in a distorted scale and ultimately inaccurate estimates and 
skewed evaluations of subsequent items or alternatives.  Scale distortion can also occur between 
decision makers in a GDM context.  This can lead to disparities in preference ordering of 
alternatives which violates the preferential independence axiom.  Figure 17 depicts a distorted 
scale of an individual, which causes a distortion between DM’s and skews results.  Notice the 
difference in preference for DM3 for Alternatives 1 and 2 compared to the other DMs.  It is 
difficult to determine if the anchor is more prevalent in Alternative 1 or 2 for DM1.  One could 
argue that both scores are biased due to some complex relationship between the two or they are 
individually biased.  It could also be argued that the other DMs are biased in Alternative 2 
creating the distortion and inter-group preference disparity.   
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Figure 17: Scale distortion between decision makers 
   
There are many different factors such as time, risk, and group dynamics that can negatively 
affect the decision process by creating extreme anchors.  This dissertation research is focused on 
answering the following questions: 
1. How anchoring can counteract certain cognitive biases and mitigate negative effects? 
2. How can we identify and adjust scale distortion within and between decision makers?   
 
2.6.1. Anchoring in Dynamic, Time-Critical Environments 
 Decisions in time-critical environments are extremely sensitive to the value of available 
and unavailable working information.  This is exacerbated when the situation is highly dynamic.  
One might think about a soldier in a combat situation who has to decide whether to move or 
maintain position.  Many environmental and cognitive factors are at play.  Certainly, the soldier 
will have to decide quickly and likely will not be able to rely on previous experience because the 
terrain is unfamiliar and enemy positions may be unknown.  Those environmental conditions 
become concepts that trigger extreme amounts of emotional bias.  Let us assume that moving is 
the right decision.  In a chaotic situation, fear can anchor a decision, or in the very least, distort 
the decision scale enough to cause hesitation until the environment changes and a new decision 
needs to be made; at which point a move is less safe but necessary.  This can prove to be a 
catastrophic series of events.  In order to overcome the negative fear bias and tendency to 
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hesitate, it is necessary to create a positive conceptual anchor that overwhelms the fear.  This is 
an extremely raw prescription and needs a lot of research and refinement dependent upon the 
context.  Additionally, this does not include movement with purpose.  That is a different ball of 
wax entirely.  What we are focusing on is the need for a quick decision.   
 Risk aversion behaviors and tendencies have been thoroughly explored by researchers 
such as Coombs & Lehner, Mandel, and Kahneman & Tyversky.  A resounding conclusion from 
much of the research is that risk aversion behaviors are highly influenced by contextual framing.  
For instance, in the classic Asian disease problem (ADP), participants are told that a disease is 
expected to kill 600 people (Tversky & Kahneman, 1981). Participants then choose between the 
following two options.  If Program A is adopted, 200 people will be saved.  If Program B is 
adopted, there is a one-third probability that 600 people will be saved and a two-thirds probability 
that nobody will be saved. In this description, the options are positively framed.  That is, the 
description refers to the number of lives that would be saved by each program, whereas the 
complementary number of people that would die is implicit.  Alternatively, the options can be 
negatively framed by making the number who would die explicit and leaving the number saved 
implicit (Tombu & Mandel, 2015). When the options were positively framed, most participants 
(72%) chose the sure option, whereas when the options were negatively framed, most (78%) 
chose the uncertain option (Tversky & Kahneman, 1981).  Framing is rooted in prospect theory 
that supports the idea that the decision maker adjusts their risk aversion levels based on their 
immediate perception of events and not the actual long-term outcomes.  In situations where 
decisions need to be made quickly and frequently, framing as a form of strategic conceptual 
anchoring may be an effective form to combat other negative biases that can create costly delays 
in time-sensitive environments.   
2.6.2. Anchoring in Sequential Decision Making Without Time Constraints 
 In stark contrast to the previous decision context where the decision maker will likely act 
based almost entirely on the factors that hold the highest (negative or positive) value, decisions 
without time constraints may become clouded by minuscule details.  Decision analysis tools such 
as probabilistic decision trees have helped to make decisions given chance occurrences easier to 
understand on the surface.  However, it is in the transparent details of determining probability 
splits where the bias lies.  In these situations, lack of experience or data can create the thought 
that correlation proves causality, and therefore, probability distributions aren’t true to life.  
Additionally, risk attitudes can greatly affect the distributions based on the decision maker’s 
perception of the consequences. The same general predispositions appear in situations where a 
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decision maker is comparing alternatives.  Selective accessibility, or the amount of information 
available to the DM and used in judgment, plays a significant role in the decision because the 
decision maker is able to take full consideration to all the information that is available and not 
available.  Bias is necessary and allows the decision maker to account for missing information.  In 
a perfect world we would know the outcomes before deciding, eliminating the need for bias.  
However, we will never be able to predict with 100% accuracy the probability of chance 
occurrence in a dynamic environment or know if the alternative we choose is the correct one.   
Unlimited time can be a detriment to a decision maker without structure and an 
understanding of how bias will affect the decision.  A process designed around sequential 
judgements could assist a decision maker and give them structure such that they are forced to 
break the process into smaller, manageable mental workloads.  There are issues with these 
designs if not properly formulated around priorities and the decision maker’s qualifications for 
the decision context.  In situations in which numerical ratings are assigned sequentially to criteria 
within a single alternative or comparative numerical ratings between alternatives, anchoring is 
found to be significant even if they are on different scales (Mochon & Frederick, 2013).  
Therefore, if the initial rating is heavily weighted by a conceptual anchor, the effect cascades 
throughout the decision process.  This is not to say that a conceptual anchor cannot break the 
cycle and overwhelm a numerical anchor.  In fact, there has been very little research conducted 
on this topic.  The term “sequential judgements” in experimental design is also very vague in the 
literature.  Further research is required in the arena of sequential judgements, mostly with regard 
to anchoring and varying selective accessibility between alternatives in sequential judgements.  
Understanding and controlling bias in this environment is a gargantuan task.  Much more research 
is required to analyze every step of a sequential decision process to understand which bias is 
present and how we design the process to inject the most favorable bias to judge alternatives 
appropriately. 
2.6.3. Anchoring Between Multiple Decision Makers 
 Coincidentally, this is also another topic with very little supporting peer reviewed 
research.  A decision framework with multiple decision makers is extremely complex because 
now we are dealing with multiple risk attitudes, experience profiles, ideologies, etc. that have to 
achieve consensus.  Many bias combinations are possible in this environment.  In a framework 
where a group of decision makers have to arrive at a unanimous decision, leader-follower effects 
can dominate judgements.  In frameworks where majority rules, individuals can lose sight of 
group goals and bias their decisions in favor of personal agendas.  Anchoring the judgement of 
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one decision maker to the bias of another in these types of frameworks would be extremely 
difficult to measure and control.  Perhaps, the better approach is a modified group majority 
construct wherein the process is strategically designed around each individual decision maker and 
their individual decision profiles so their decisions are focused on group goals.  The number of 
possible factor combinations in this setting is endless.  It is important to establish and anchor in 
decision criteria priorities, and design the process so they are clear and measurable in the result.   
 Another crucial factor in group decision environments is trust.  Trust has been considered 
an important factor influencing the consensus process in group decision making, and therefore, 
can be used to encourage group experts to reach consensus (Liu et al, 2017).  Decision makers 
must share commonality in judgement if trust is to be achievable.  However, every decision 
maker has their own internal decision process, and personal preference and weighting of criteria 
are not uncommon; especially in the absence of an organized process.  Therefore, it is important 
that every person in the group sees the decision criteria from the same perspective.  Hence, the 
importance of a strategic process to control individual and group biasing.   
Designing a decision process is a complex endeavor that can lead to a deeply flawed 
conclusion if one doesn’t take into careful consideration the decision context, individual decision 
maker profiles, and the resulting potential bias inherent in that combination.  Decisions are never 
free of bias despite our best efforts.  Every decision will be different, and therefore it is necessary 
to have a dynamic process that considers all of these factors to include strategically controlling 
bias.  The need for further research on the presence, effects, and strategic uses for these cognitive 
biases and heuristics is absolutely critical.  Anchoring is more than just a bias, it has the potential 
to be a decision process control tool. 
   Information Presentation 
Information presentation can have dramatic effects on judgement.  As previously mentioned 
in Section 2.2, framing can create effects so significant that it causes preference reversals.  Other 
research supporting the General Evaluability Theory (GET) (Hsee & Zhang, 2010) suggests that 
modes can greatly affect judgement.  Evaluability refers to the amount of relevant reference 
information the decision maker considers when making a judgement.  An attribute that is 
inherently evaluable requires little to no learning or social comparison such as the ambient 
temperature in which one is comfortable.  The GET considers several different factors when 
determining value and posits that the combination of said factors can determine how sensitive the 
decision maker is to each criterion and the likely preference outcome.  The three main factors 
include Mode (format of questioning or information presentation, mainly joint (JE) or 
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single/separate (SE)), Knowledge (range of information one acquires about the attributes through 
learning), and Nature (level of inherent evaluability of the attributes).  In JE, decision alternatives 
are presented side-by-side and judged at the same time.  In SE, decision alternatives are presented 
and judged sequentially.  Table 12 pairs the evaluability levels with the mode, knowledge, and 
nature of the decision context.   
 
Factor Low-evaluability level High-evaluability level 
Mode Single evaluation (SE) Joint evaluation (JE) 
Knowledge Poor Rich 
Nature Inherently inevaluable Inherently evaluable 
Table 12: General Evaluability Theory table 
 
By altering the mode, DMs were found to have judged alternatives differently; even at times, 
reversing preferences.  This demonstrates that decisions are sensitive to even the smallest of 
details.  Anchoring is a major factor in decision outcomes when considering modes.  When 
switching modes, the knowledge and nature of the alternatives change, thereby anchoring 
judgement in different, stronger influences.  The working knowledge of the DM can create tighter 
relationships between alternatives or it can open the door to irrelevant influences.  In SE, working 
knowledge is poor, meaning there is greater opportunity for the DM to create comparisons with 
outside influences to include experiences and perceptions that are irrelevant to the comparison of 
relevant alternatives.  When the working knowledge is rich, DMs will anchor judgement in 
relevant information between alternatives.   
   Decision Support Systems 
Decision support systems (DSS) are very useful tools that can help guide a decision maker 
through a decision process, as well as provide valuable feedback to those who are monitoring the 
fidelity of the process.  They can be designed as surveys to gather information about specific 
demographics or consumer experiences to probabilistic decision analysis trees to robust 
computational user interfaces in quality control environments.  Additionally, they can be designed 
to report on a variety of metrics to include response time, response accuracy, subject 
qualifications, and even the presence of subject bias.  While not all of these metrics are studied 
specifically in this dissertation research,  they are captured to ensure the suitability of the data.  
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Without knowledge of critical components such as these, it is impossible to know if your data is 
useful.   
There are many proposed approaches and DSS that attempt to reduce the negative effects of 
heuristics and biases such as the DSS introduced by George et al (2000) and the training 
techniques to mitigate anchoring effects proposed by Adame (2016).  The SARA model takes a 
different approach in that its goal is to help explain and predict the effects of anchoring and 
hindsight bias by forcing the decision maker to recall stored information (long-term memory) 
while injecting anchors (working memory) through an iterative process.  In the first phase of the 
process, a subject is asked to estimate the value of something given a range of options; Pohl et al 
(2003) provided the example of a subject estimating the age of Goethe at the time of his death.  
After a period of time, allowing ample time for information decay, the subject was asked to recall 
their initial estimate while also being presented a new anchor.  Using this empirical data, the 
strength of the memory “images” in comparison to the strength of the anchor was calculated, and 
the SARA simulation model was built to predict an estimate from knowledge of subject memory 
and anchor values.   
Although the experiments conducted by Pohl et al (2003) certainly provide evidence that the 
SARA model does fairly accurately predict the magnitude of anchoring and hindsight effects, it is 
difficult to apply this framework exclusively or in its current form to the problem with which my 
research is concerned.  They also do not share the same ambitions; however, there is applicability 
in so much as to possibly use the probabilistic sampling approach of the model to predict the 
magnitude of anchoring effects between the different information presentation approaches in my 
research and compare the results to the empirical data to support my theory of strategic 
anchoring. 
 The objective of my research is founded in the understanding and betterment of multi-
criteria, multi-alternative decision making.  I acknowledge the presence and effects of human bias 
in decision making.  They are well documented through centuries of psychology and decision 
science research; however, the majority of the work only attempts to capture and explain the 
phenomena.  Additionally, traditional studies of cognitive bias, and in particular anchoring and 
adjustment, are one-dimensional and not concerned with cross-dimensional effects of multiple 
criteria of multiple alternatives.  The experiment conducted by Pohl et al (2003) is no exception.  
Although the internal process of the decision maker considers multiple criteria to weigh into the 
decision, that decision results in a value estimation of a single subject or alternative.  These 
effects are easily identified and explainable within the decision context.  But when a decision 
maker is forced to make evaluations of multiple alternatives with multiple criteria, biasing effects 
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are much more difficult to categorize.  In the comparison of multiple alternatives, rarely is the 
complete working or long-term memory knowledge of every alternative available to fairly 
compare the items.   
In the absence of information, a decision maker will fill the void by anchoring either in the 
knowledge of a different criteria, knowledge of that same criteria of a different alternative, or 
inversely by their lack of knowledge in that criteria.  The process of information presentation 
dictates how the decision maker will fill that void.  Throughout this dissertation research, 
experiment results reveal how mode impacts comparison values.  Joint evaluation allowed for 
significant reductions in preference bias, and a mixed mode of joint and separate evaluation 
allowed for significant reductions in preference bias and promoted strong criteria independence.   
Mochon and Frederick (2013) introduced the theory of conceptual anchors, which are always 
present regardless of numerical anchor influence.  Conceptual anchors can take the form of many 
different types of bias which include but are not limited to: stereotyping, framing, hindsight bias, 
availability, familiarity, ambiguousness, etc.  For example, let us consider the scenario where a 
grocery shopper is comparing two different brands of soup; one of them is a household brand 
name the subject has purchased before and the other is a generic brand the subject has never 
before purchased.  A quick look at the ingredients and nutritional facts while holding both cans at 
the same time would tell the shopper that these two products are exactly the same and the 
likelihood that they purchase the generic brand will increase possibly to the point where the 
difference in price would sway the decision.  However, if the shopper were to pick up either can 
first and read the label, set it back on the shelf and proceed to pick up the other brand and read the 
label, the likelihood the shopper will choose the name brand is significantly higher because of 
familiarity with one or conversely lack of familiarity with the other.   
If the SARA model was modified to account for the strength of available and missing 
information in the same fashion as the recollection of long-term memory in comparison to the 
strength of the anchors initiated by the information presentation, it is possible to create a 
prediction tool for value estimates between alternatives for each presentation style.  The design of 
a modified SARA model for predicting alternative estimates would require large amounts of 
empirical data to determine the strength coefficients for many different scenarios (i.e. varying 
number of alternatives, differences in cross-alternative criteria, etc.), or a combination of 
empirical data analysis and subject matter expert probabilistic determinations.  Finally, the most 
critical factor in determining estimates using the SARA model is the knowledge of the subject’s 
memory.  In order to build their model, Pohl et al (2003) had to provide the long-term memory 
information to the subject.  If applying the model or modified model to real world decision 
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situations, the decision makers would have to be qualified prior to evaluations to determine their 
knowledge of the decision factors.   
2.8.1.   Anchoring Mitigation through DSS 
As previously mentioned, many of the current philosophies and decision support tools are 
focused on mitigating bias.  It may be a futile effort.  Every decision is weighted by the decision 
maker’s perception of the available and unavailable information.  If we attempt to mitigate one 
bias, we are inevitably just making room for another.  By introducing new information or 
enlightening the decision maker, as was done in the George et al (2000) experiment, we are only 
swaying the decision estimate through the creation of a new anchor; either numerical or 
conceptual.  Perhaps, it would be more appropriate to replace negative bias with appropriate bias 
instead. 
The value of the data obtained in these experiments is only as good as the design of the 
experiment itself.  In George et al (2000), the anchoring warnings built into the DSS resulted in 
no significant reduction in anchoring because they incidentally just shifted the anchor.  By 
notifying the subjects that they were anchoring, they likely lost focus on the purpose of the 
exercise, which was to determine a value of the home, and simply started adjusting from their 
initial estimate until they were outside of the threshold.  The data gathered in these experiments 
was used to build an optimization DSS, but instead of alerting the user to the presence of their 
inherent bias, it adjusts their judgement based on their decision characteristics and biasing to the 
decision context.  
Decision support systems are excellent tools to help decision makers, management, and 
researchers better understand the response and underlying factors if the decision process and 
decision context is appropriately framed.  Traditional anchoring experiments support the theory 
that anchoring, whether numerical or conceptual is unavoidable.  Because conceptual anchors can 
take the form of much more damaging biases, we need to control the process to ensure the bias 
effects are much more predictable and measurable.  Tools like SARA and the DSS proposed by 
George et al (2000) can be very effective tools if they are modified to measure and predict multi-
criteria, multi-alternative decision situations without directly creating negative anchors.  The 
purpose should be to promote positive (beneficial) anchoring based on the decision context.  
2.8.2.   Machine Learning and Big Data 
Machine learning algorithms in cognitive computing for decision making can help achieve 
significant solutions by generalizing a learned model from environmental pattern instances 
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(Chandiok & Chaturvedi, 2015).  The key words are generalizing and pattern.  Machine learning 
requires most decision processes to be general in that any DM would likely make the same 
decisions based on known, recurring patterns that are significant to the decision.  If indicator A 
happens, it is likely B will or should happen.  A simple example of a decision like this would be: 
If rain is in the forecast, then it is likely the DM will or should bring an umbrella when they go 
outside.  However, if the DM is doing an activity that requires the use of their hands, then they 
will or should wear a raincoat instead.  In order for these models to be accurate and confident, 
they rely on large amounts of supporting and recurring data within the same decision context.  
This is also known as “big data”.  There are many different machine learning algorithms that all 
rely on “big data”.  The most popular algorithms include linear and logistic regression, clustering, 
and Bayesian networks.   
2.8.2.1. Linear Regression 
Linear regression is the analysis of continuous data (Tripepi et al, 2008).  Linear regression 
attempts to model a relationship between variables by fitting the linear equation Y = mX + b to a 
data set, where X explains Y.  A scatterplot of 100 random normal data points with a fitted line 
created in Excel, as shown in Figure 18, helps to visualize the relationship.  
 
 
Figure 18: Linear fit to data (X,Y) 
 
Once the data set has been fitted for a regression line, the data is analyzed for outliers and 
residuals to see if certain data points do not fit with the set or if a linear model is the appropriate 
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fit for the set all together.  If points lie far from the line, they are considered outliers or erroneous 
data.  If a point is far from the other data points in the horizontal direction, it is considered an 
influential data point that impacts the slope of the line and misrepresents the true relationship of 
the variables.  The residuals, or deviations from the observed values to the line, are analyzed to 
determine if a linear relationship does in fact exist between the variables.  Figure 18 represents a 
poorly fitted linear model because so many points are far from the line.   
2.8.2.2.  Logistic Regression 
Logistic regression is the analysis between a binary variable and one or more nominal, 
ordinal, or interval-level variable (Tripepi et al, 2008).  Like all regression models, logistic 
regression is a predictive analysis.  Therefore, a logistic regression model considers the binary 
output variable Y by modeling the conditional probability Pr(Y = 1|X = x) as a function of x.  To 
continue with the example of rain in the forecast, a logistic regression model attempts to predict 
this type of question: Does the probability of rain affect the likelihood that a person will carry an 
umbrella (yes vs no)? 
2.8.2.3.  Clustering 
Cluster analysis is the method of grouping data that more closely resemble each other than 
members of other groups (Han et al, 2012).  Most clustering techniques use distance algorithms to 
associate and correlate data.  The most common method of cluster analysis is the K-means 
analysis; whereby the user determines into how many K clusters to group the data.  The algorithm 
computes the clusters in two iterative steps: 
Step 1: K centroids are calculated using the squared Euclidean distance of the data points in 
the set.   
Step 2: Centroids are updated by calculating the means of the data points in each cluster 
The algorithm will converge once data points stop changing cluster, the sums of minimum 
distances from the centroid is achieved, or a maximum number of iterations is reached.  Figure 19 
shows the iterations of the K-means clustering algorithm (Chen & Lai, 2016). 
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Figure 19: K-means clustering iterations 
2.8.2.4.  Bayesian Networks 
Bayesian networks (BNs), also known as belief networks, belong to the family of 
probabilistic graphical models.  Each node in the graph represents a random variable, while the 
edges between the nodes represent probabilistic dependencies among the corresponding random 
variables (Ruggeri et al, 2007).  Figure 20 is an example from the Encyclopedia of Statistics in 
Quality and Reliability that illustrates a Bayesian network to determine the probability and cause 
of an individual getting a backache. 
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Figure 20: Backache Bayesian network example 
 
As shown in Figure 20, the node Worker (W) is conditionally independent of node Back (B) 
given Chair (C), and Ache (A) is conditionally independent of C and S given B.  Therefore, the 
P(C,S,W,B,A) = P(C)P(S)P(W|C)P(B|S, C)P(A|B).  Bayesian networks are extremely popular in 
machine learning because as data points are added to the set over time, probabilities are updated 
and continue to converge. 
The common denominator in all machine learning, predictive techniques is data.  All of 
these models require large amounts of data to garner confidence in relationships between 
variables.  This dissertation research is focused on situations when decision variables are unique 
and big data is not realistic.  While machine learning techniques can be used to analyze decision 
making methodology and determine appropriate procedural courses of action, there is much work 
to be done to assist in the understanding and adjusting of judgement of unique decision variable 
combinations. 
  Insights from Background Research 
Decision making is complex.  There are several general nuances in decision making that are 
widely accepted to be true: 
1.  All decisions have a degree of information uncertainty 
2. Uncertainty alters the level of risk in the decision 
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3. Heuristics guide a decision maker through uncertainty 
4. Bias results from heuristics 
5. Information presentation alters richness of working knowledge and comparison of 
alternatives 
Additionally, there are several standards that define an appropriate decision framework: 
1. Axioms of utility are satisfied, especially preferential independence 
2. Weights of criteria are aligned with individual or organizational goals 
3. Weights of DMs in a GDM framework are appropriate based on responses 
4. Scales are relevant and appropriate for the decision context  
5. Responses are measurable 
6. Decision support systems and MCDM methods follow standards 1-5 
 
Many times, DSS and MCDM rely on recurring or “big data” sets to be able to leverage 
machine learning techniques such as Bayesian models to overcome bias.  However, in 
circumstances where “big data” is not realistic and every problem set is unique, there needs to be 
a way of identifying and adjusting for bias and accounting for varying levels of scale distortion to 
separate alternatives appropriately before regular MCDM methods are applied.  Based on this 
information, there is opportunity for improvement in decision making arenas such as source 
selections where unique group decisions are made in accordance with organizational 
requirements.  This research is divided into two phases.   
In Chapters 3 and 4, we explore how anchoring can be used strategically through established 
modes to effectively alter heuristics and reduce negative biases such as individual preference and 
information bias in favor of a richer working knowledge of criteria and requirements between 
alternatives.  The purpose of this research is to support the theory that anchoring is beneficial 
when an accurate hierarchy of alternatives is necessary and fulfills the axioms of utility.  
In Chapter 5, we present a DSS that pairs with best practice methods established in Chapters 
3 and 4.  The DSS leverages optimization techniques to analyze deltas between alternatives 
across DMs, identify where scores should be adjusted, and adjust scores to minimize scale 
distortion.  The purpose of this research is to present a method that allows for adjustment of 
scores in a unique decision when “big data” and machine learning techniques are not possible.  It 
is meant to be an extension to current MDCM methods that is applied before executing the 
chosen MCDM method in the process.   
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3. REDUCING PREFERENCE BIAS THROUGH INFORMATION 
PRESENTATION MODE: A SUPPORTING CASE FOR 
NUMERICAL ANCHORING 
    Introduction 
In decision making, anchoring and adjustment is the phenomena wherein tipping the scale 
with a priming value or concept yields a decision biased toward the primer (Tversky & 
Kahneman, 1974).  Anchoring tends to have a negative connotation due to its power and 
consistent ability to sway the decision maker, rendering judgement values that have been viewed 
as insufficient adjustments.  It is possible that information presentation formats, or modes, can 
dictate how the decision maker will anchor judgement in pairwise comparisons.  Furthermore, 
modes can influence a decision maker differently when evaluating and choosing between 
alternatives on behalf of a third party.  Although requirements may be established to guide the 
decision, personal preferences and other strong behavioral biases can anchor evaluations, leading 
to misrepresentation of alternatives’ true values.  This portion of the research focuses on results of 
experiments designed to identify the effects of anchoring when applied in a specific, more 
complex multi-criteria decision context.  The experiments incorporate an individual choosing 
between different, but seemingly equal vehicles that trigger strong preferences: minivan vs SUV 
under specific requirements provided by a third party.  The experiments compare results between 
groups of subjects who are presented information about vehicles in different modes as described 
in the General Evaluability Theory (Hsee & Zhang, 2010).  It is intended to not only capture 
preference across different modes, but also choice and value of criteria and alternatives.  
Additionally, the experiments reveal that multiple layers of anchoring in multiple dimensions can 
exist in a complex multicriteria decision.  They provide evidence that joint evaluation, rather than 
separate evaluation, can promote positive anchoring across alternatives and significantly reduce 
preference bias as reflected in alternative values.  They also provide evidence that different 
evaluation procedures within joint evaluation mode create conflicting anchoring effects across 
criteria.   
   Information Availability and Conceptual Relevance 
Anchoring and adjustment effects can be attributed to several causes: numerical priming, 
semantic priming, and selective accessibility.  Numerical priming (Strack et al, 2016; Wilson et 
al, 1996; Wong & Kwong, 2000)	is the phenomena wherein the decision maker adjusts a 
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judgement from an initial numerical value.  Semantic priming (Bahník & Strack, 2016; Chapman 
& Johnson, 1999; Englich & Soder, 2009; Ma et al, 2015; Mussweiler, 2003; Mussweiler & 
Strack, 1999, 2000a, 2000b; Neely, 1977; Strack & Mussweiler, 1997) occurs when the assessed 
value in a judgement is biased toward the perceptions of the decision maker based on available or 
given information.  Semantic priming led to the theory of selective accessibility (Chapman & 
Johnson, 1997; Mussweiler & Strack, 1999, 2000a, 2000b, 2001; Strack & Mussweiler, 1997).  
Selective accessibility proposes that subjects use hypothesis testing to confirm that the 
information accessed from memory (anchor) is relevant.  All assessments can be called into 
question when irrelevant information, but believed to be relevant, is accessed and used by a 
decision maker.  If an accessible concept differs largely from the target, it can be used as a 
standard of comparison, which produces a contrast effect (Strack et al, 2016).  This can lead to 
other negative effects such as preference bias.  Irrelevant information can affect the integrity of 
criteria independence, which is a desirable property.  Additionally, when a decision maker 
assesses the value of an alternative in a particular criterion relative to clear requirements, 
information accessed during the decision should only pertain to that specific criterion.  For 
example, the value assigned to alternative A considering a price criterion should be founded in 
alternative A’s price as it compares to personal values or organizational requirements and not the 
schedule/availability or performance of alternative A.  When presented with multiple alternatives, 
conceptual and numerical anchors can compete for dominance in the decision maker’s 
determination of the final assessed value.   
Many behavioral and cognitive biases are dependent or certainly correlated.  Preference bias 
is strongly rooted in information availability and ambiguity heuristics.  With availability of 
information comes an attachment to an experience or emotional state which leads to the tendency 
to overestimate judgement (Schwarz et al, 2016).  In contrast, a lack of information or ambiguity, 
leads to the tendency to avoid that option altogether.  When comparing alternatives from opposite 
ends of the spectrum, the effect is typically even more exaggerated.  The mode of evaluation can 
also create drastic disparities in assigned value, leading to the tendency to overestimate the 
goodness or badness of an alternative.  Known as distinction bias, this phenomenon is caused by 
the lack of knowledge of the comparative alternative(s) in single or separate evaluation modes 
(Hsee & Zhang, 2004).   
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 Multi-Criteria Decision Making 
Multi-criteria decision making (MCDM) requires choosing the best of a given set of 
alternatives based on a set of several decision criteria.  Given that, there are several basic 
assumptions surrounding such a decision context (Triantaphyllou): 
1. Alternatives represent a set of finite different choices  
2. Each alternative has multiple attributes or criteria to be considered in the decision 
3. Inter-alternative and intra-alternative criteria are conflicting 
4. Different criteria may be associated with different units of measure 
5. Criteria are weighted 
It is common to structure alternatives and criteria in multi-attribute decisions into a decision 
matrix as shown in  
Figure 21, where 𝑎0S  represents the performance of alternative 𝑚 in criteria	𝑛, weighted by 𝑤S 
 
Figure 21: Multi-attribute decision matrix with weights 
This experiment focuses on how decision makers with varying evaluability compare in an 
MCDM scenario across multiple modes of information presentation.  How a decision maker 
understands the information available and the perceived salient features of the information will 
vary based on their experience (Triantaphyllou, 2000).  One of the most critical steps in decision-
making is the process of assigning relative importance to each criterion within alternatives.  
Additionally, the informal process of weighting that occurs unobserved and internal to each 
decision maker based on personal experience (or lack thereof) is not well understood and often 
unaccounted for in the MCDM process.  Using the decision matrix to illustrate this argument, it is 
highly possible, based on our current understanding of heuristics, that the performance value 𝑎22 
assigned by a decision maker to alternative 𝐴2 may be skewed due to one or more of the 
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following: a wealth of experience with that alternative; lack of experience with that alternative; 
personal bias toward that alternative; personal bias toward another criterion.   
Understanding and controlling this process in pursuit of better decisions is a is a daunting 
task.  It begins with understanding how a decision maker accounts for information uncertainty.  
No multi-criteria decision is without information uncertainty.  Using heuristics, a decision maker 
may anchor alternative and/or criteria preference weighting and performance values on the 
information available to them at the time of the decision, regardless of relevance, ambiguity, or 
clarity.   
  Evaluability  
The General Evaluability Theory (GET) specifies when people are value sensitive and when 
people mispredict their own or others’ value sensitivity (Hsee & Zhang, 2010).  Evaluability 
refers to the amount of relevant reference information the decision maker considers when making 
a judgement.  The GET considers several different factors when determining value and posits that 
the combination of said factors can determine how sensitive the decision maker is to each 
criterion and the likely preference outcome.  The three main factors include Mode (format of 
questioning or information presentation, mainly joint or single/separate), Knowledge (range of 
information one acquires about the attributes through learning), and Nature (level of inherent 
evaluability of the attributes).  An attribute that is inherently evaluable requires little to no 
learning or social comparison such as the ambient temperature in which one is comfortable.  
Table 13 pairs the factor levels with their apparent level of evaluability.   
 
Factor Low-evaluability level High-evaluability level 
Mode Single evaluation (SE) Joint evaluation (JE) 
Knowledge Poor Rich 
Nature Inherently inevaluable Inherently evaluable 
Table 13: GET factor levels and corresponding evaluability 
 
Much of the GET is concerned with the comparison of factor combination levels and the 
prediction or misprediction of preference judgements.  Furthermore, in the comparison of 
multiple alternatives, preference reversal experiments have certainly proven that mode can alter 
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preference vs choice outcomes.  However, when judgements are made relative to third party or 
organizational requirements, assigned value can differ from decision maker to decision maker and 
preference doesn’t necessarily equate to choice.  Evaluability becomes increasingly complex in 
these evaluations of value, especially when made relative to requirements.  Within alternatives, 
there may be conflicting evaluability levels between criteria regardless of mode; for example, 
quantitative requirements in a decision such as price may be inherently evaluable compared to 
subjective criteria in the same decision such as performance which may be inherently inevaluable.  
Subjectivity plays a role in determining knowledge vs nature.  If the value assigned to a criterion 
is highly subjective, conflicting evaluability between alternatives may benefit from specific 
modes.  Additionally, richness goes beyond simple mode of presentation between alternatives.  
Conflicting experience can create strong conceptual anchors, overwhelming the fair comparison 
of alternatives.  It is important to understand how the varying levels of evaluability, preference, 
and mode of questioning anchor decisions.  In addition, it is important to determine if these biases 
influence the ability of the decision makers to achieve a desired outcome as defined by the third-
party requirements. 
This research explores the effect of mode on value judgements between alternatives and 
compares assigned values across different modes.  This is done in the light of a predetermined 
“preferred” or “correct” decision outcome as defined by established decision requirements in 
several criteria.  This is accomplished by asking subjects to score alternatives that are effectively 
identical in their required features, exploring the impact of experience, evaluability, mode, and 
the resulting biases on the scoring of alternatives.   
To quantitatively assess the effect of bias, we examine differences in overall scores between 
alternatives and different categories of decision makers.  Define 𝑎i0
',,  as the average score assigned 
by decision makers in category i using presentation mode j to score alternative m.  The magnitude 
and sign of difference 𝛿̅',, = 𝑎i2
',, − 𝑎i_
',, can be used to assess how scoring varied across 
alternatives 1 and 2 for decision makers in category i when using mode j in the evaluation 
process.  For alternatives that equally meet requirements, this difference should ideally be 0 when 
no biases across alternatives (or equal biases) are present.  A positive difference could indicate 
biases favoring alternative 1; a negative difference could indicate biases favoring alternative 2.  
Furthermore, when decision makers are separated into two categories (i = a, b), and two different 
modes (j = 1, 2) are used in the evaluation process, the signs and magnitudes of the differences in 
the four different category/mode pairings (𝛿̅D,2, 𝛿̅~,2, 𝛿̅D,_, 𝛿̅~,_) can be interpreted as above to 
assess the presence of biases.  We follow this approach in the following experiment. 
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The experiment described below collected scores assigned to an SUV and minivan in joint 
and separate evaluation modes by subjects with different levels of evaluability.  The following 
sections describe the experiment, the analysis of resulting data as well as the findings from the 
analysis.  Refer to Appendices A and B for data and detailed ANOVAs.    
   Experiment – Phase 1 
Phase 1 of this experiment presented a decision maker with two (2) alternatives and a set of 
specific third-party requirements.  By presenting the alternatives in different modes, Phase 1 
tested the following hypothesis: 
 
H1: Joint evaluation of alternatives can reduce preference bias in comparison to separate 
evaluation in subjects with conflicting evaluability by promoting cross-alternative numerical 
anchoring. 
 
The experiment used surveys administered to subjects using Amazon’s Mechanical Turk 
workforce.  Two surveys centered on a car buying scenario were administered to different groups 
as outlined in Table 14.   
 
Survey Description Number of 
Subjects 
  
GET Style 
 
1 Minivan and SUV information 
(price and features) presented 
side-by-side.  Subjects assign 
values to both vehicles at the 
same time.  
110  Joint 
Evaluation 
(JE) 
 
2 Subjects assign values with 
information updating.  First, 
Minivan price is presented and 
subject assigns score.  Then, 
Minivan features are presented 
and subject updates 
score.  Next, the subject 
assigns scores to an SUV in 
same fashion.  
129  Single 
Evaluation 
(SE) 
 
3 Subjects assign values with 
information updating.  First, 
SUV features are presented and 
subject assigns score.  Then, 
SUV price is presented and 
subject updates score.  Next, 
the subject assigns scores to a 
Minivan in same fashion. 
88  Single 
Evaluation 
(SE) 
 
Table 14: Experiment 1 survey descriptions 
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Each survey used a different set of subjects to avoid anchoring effects between the surveys. 
Each survey begins with a series of identical qualifying questions to determine each subject’s 
personal preferences and experience with different types of vehicles. In the qualifying questions, 
the subjects were asked (1) what types of vehicles they’ve driven or owned in the past, as well as 
(2) if they were to purchase a vehicle for themselves what type of vehicle would it be.  This 
information was used to categorize subjects into each of the specific factor combinations.  For 
example, if a subject had experience purchasing a minivan, they were considered to have a high 
evaluability level for minivans.  Similarly, if a subject had no experience purchasing a minivan, 
they were considered to have a low evaluability for minivans.  No anchoring stimuli pertaining to 
the scenario or types of vehicles to be valued were provided prior to the qualifying questions. 
3.5.1. Survey 1: Joint Evaluation (JE) 
The first survey explores the connection between value and preference in the joint evaluation 
of both vehicles.  The comparison of subjects with high evaluability of one alternative and low 
evaluability of the other alternative is of the highest interest.  For example, we compare the subset 
of subjects who have high evaluability of a minivan and low evaluability of the SUV to the subset 
of subjects containing the opposite factor combination.   
3.5.1.1.  Survey 1 Method 
Survey 1 presents subjects with a scenario in which they are purchasing a vehicle for a 
client, and are given a list of specific criteria they are to consider when evaluating the different 
vehicles.  The survey was designed around this “purchase for a client” scenario to remove as 
much personal bias as possible and thus level the playing field between the vehicles. The criteria 
they are provided are as follows: 
1. You have a budget of $500/month 
2. The vehicle must seat 5 people 
3. The vehicle must have an average fuel economy of 19 mpg 
4. The vehicle must have on board entertainment (DVD, Satellite Radio, Bluetooth, etc.) 
5. The vehicle must have front wheel drive and traction control or 4WD 
6. The vehicle must have a 2,500 lb. tow capacity 
7. You would like to have the vehicle within the next 2 weeks 
8. It would be nice if the vehicle was blue 
9. It would be nice if the vehicle had heated seats 
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10. It would be nice if the vehicle had a back-up assist camera 
11. Vehicle must be new 
After the subjects are exposed to the scenario and client’s criteria they are presented two 
different vehicles side-by-side to rate individually on a scale of 1 to 10 (10 being most likely to 
purchase).  Subjects were prompted with the scale range and trend, and allowed to enter any 
number (including decimals) in an empty text box.  Appendix A displays how subjects rated 
alternatives for experiments in Chapters 3 and 4.  Figure 22 depicts how the information is 
displayed to the subjects. 
  
 
Figure 22: Joint evaluation presentation 
 
Notice that the features are nearly identical, and both vehicles meet the client’s requirements, 
except for the price.  The price of both vehicles exceeds the client’s requirements equally.  Setting 
the price and performance features of the two vehicles equal was intentional: we wanted to isolate 
where differences in scores from subjects with and without personal experience (high and low 
evaluability) could be attributed to preference.  Additionally, by setting the price of each vehicle 
over the budget equally, the subjectivity of “how well each vehicle met the requirement” is easily 
removed from the decision process.  Therefore, scores as they pertain to price should be equal.  
Furthermore, price was set well above the budget and performance set to meet requirements so 
that scores for each criterion should be readily distinguishable.  Finally, equivalent vehicles in 
combination with the “purchase for a client” scenario should reduce the variation in score 
 62 
differences, thus rendering more confident conclusions of the presence of subject preference.  
Subjects were not primed with the knowledge of the types of vehicles they would be comparing 
before the survey began. 
3.5.2. Surveys 2: Separate Evaluation (SE) 
The next series of surveys change the format of the questioning and information presentation 
to separate evaluation.  Once again, the comparison of subjects with high evaluability of one 
alternative and low evaluability of the other alternative and how mode affects preference is of the 
highest interest.   
3.5.2.1.  Survey 2 Method 
Survey 2 presents the same information and scenario as Survey 1 to a new group of subjects, 
but the format of presentation is sequential rather than side-by-side.  Order of vehicle presentation 
was random.  Once again, subjects were asked to rate their interest on a scale of 1 to 10 (10 being 
most likely to purchase) on behalf of a client buyer.  After the subjects evaluated the first vehicle, 
the second alternative was presented, again with identical features.  The subject was then asked to 
rate the second alternative on the same scale.  Subjects were not primed with the knowledge of 
the types of vehicles they would be comparing before the survey began.  
3.5.3. Analysis – Phase 1 
The first phase of analysis examined three factors and their combinations to assess whether 
1. preference bias was evident in the data and 2. by changing the mode we could reduce 
preference bias.  In a completely unbiased or perfectly balanced biased decision, the value 
assignments would be equal or nearly so because both vehicles equally met or didn’t meet the 
client’s requirements.   
A total of 263 subjects were recruited through Mechanical Turk to complete the surveys 
(112 for JE and 151 for SE).  Subjects were prohibited from completing more than one of the 
surveys in the series to prevent potentially anchored responses. The factors that were examined to 
determine the presence of preference bias were Subject Evaluability of Minivans (High/Low), 
Subject Evaluability of SUVs (High/Low), and Mode (JE/SE).  In order to reduce the effect of the 
inter-subject scaling differences and alleviate the need to assimilate scales, the measured response 
was the delta between scores of the two vehicles.  In Phase 1, the measured response was the 
difference in overall scores (minivan score considering all criteria - SUV score considering all 
criteria).   
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A full factorial ANOVA was conducted using JMP software.  Results provide evidence that 
Subject Evaluability of Minivans has a significant impact on the score delta of the vehicles with a 
p-value of 0.0174.  A Post-hoc t-test is summarized in the connecting letters report in Table 15, 
revealing how Subject Evaluability of Minivans impacted the scores.  If the subjects had high 
evaluability of a minivan, the score was significantly in favor of the minivan as indicated by a 
positive Least square mean value.  If the subject had low evaluability of minivans, the score was 
significantly in favor of the SUV as indicated by a negative Least square mean value.  This is 
consistent with a preference bias towards the minivan, when a subject has a strong evaluability 
for minivans.   
 
Evaluability of Minivan 
 
Evaluability of Minivan Connecting Letter Least square mean 
High                     A 0.6276 
Low                            B -0.3696 
Table 15: Connecting letters report for Evaluability of Minivan 
*factor combinations not connected by the same letter are significantly different 
 
Because the subject evaluability of minivans was determined to be so influential, in the next 
step post-hoc pairwise comparisons were conducted incorporating mode to determine if mode 
reduced preference bias across subsets of subjects with conflicting levels of evaluability within 
alternative. The connecting letters report in Table 16 displays the results of post-hoc t-tests for the 
four factor combinations representing the interaction of Evaluability of Minivans and Mode.  In 
separate evaluation, for subjects with high evaluability for minivans, the average score difference 
was significantly higher (+1.16, favoring the minivan) compared to subjects with low evaluability 
for minivans (-0.36, favoring the SUV) with P = 0.0020.  This is consistent with a strong 
preference bias in separate evaluation mode for subjects with high evaluability for minivans.  
Conversely, the average score difference in joint evaluation was smaller (favoring the minivan 
less) for both levels of evaluability.  In addition, for joint evaluation, the average score 
differences were not significantly different between levels of minivan evaluability (P > 0.05).  
This is consistent with joint evaluation mode reducing preference bias that results from 
conflicting levels of evaluability. This supports the hypothesis that mode can reduce preference 
bias. 
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Evaluability of Minivan and Mode 
 
Evaluability of Minivan Mode Connecting Letter Least Square Mean 
High SE              A   1.1600 
High JE              A    B 0.0952 
Low SE                     B -0.3645 
Low JE                     B -0.3747 
Table 16: Connecting letters report for evaluability of Minivan*Mode 
*factor combinations not connected by the same letter are significantly different 
 
The Evaluability of the SUV factor by itself is not statistically significant in the ANOVA 
and in post-hoc pairwise comparisons.  So, whether the subject had low or high evaluability of an 
SUV had no significant impact on the average difference in scores between vehicles.  However, 
in continuing to build the model, we examined the three-factor interaction between the 
Evaluability of Minivan, Evaluability of SUV, and Mode to explore the anchoring effects across 
alternatives with conflicting levels of evaluability (Table 5).  When the subject has high 
evaluability for one vehicle and low evaluability for the other in SE, the average score differences 
are significantly different with a p-value of 0.0006.  Interestingly, regardless of evaluability 
conflict, when compared side-by-side in JE, score differences were not significantly different 
with LSM values much closer to 0.  These findings are consistent with mode reducing preference 
bias.  In addition, smaller magnitude (closer to 0) Least square means are consistent with 
beneficial numerical anchoring across alternatives in JE mode.  Additionally, the results in JE are 
consistent with subjects selectively accessing information provided by the requirements and 
comparing them in a targeted way to alternative specifications.  This is better than subjects only 
considering conflicting levels of relevant reference information without regard to the 
requirements.  
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Evaluability of Minivan * Evaluability of SUV * Mode 
Evaluability of 
Minivans 
Evaluability of 
SUV Mode 
Connecting 
Letter 
Least Square 
Mean 
High Low SE        A 1.3200 
High High SE        A    B 1.0000 
High High JE       A    B    C 0.3333 
Low Low SE              B    C -0.0986 
High Low JE       A    B    C -0.1429 
Low High JE              B    C -0.1613 
Low Low JE                     C -0.5882 
Low High SE                     C -0.6304 
Table 17: Connecting letters report for EvalMV*Mode 
*factor combinations not connected by the same letter are significantly different 
   Experiment – Phase 2 
Phase 2 of this experiment replicated Phase 1 in administering the surveys in JE and SE.  
410 subjects were recruited through Mechanical Turk.  The performance features and price for 
each vehicle were the same.  However, during this phase, subjects were first asked to score the 
individual criteria followed by assigning an overall alternative score.  The order of alternatives 
and criteria presented were randomized. New subjects were recruited through Mechanical Turk in 
an effort to replicate results from Phase 1 before analyzing the mode and anchoring effects in the 
criteria scores.  How factor combinations are connected was of the highest interest. Significant 
differences within mode may suggest inconsistencies with criteria independence across decision 
makers with conflicting levels of evaluability.   
3.6.1. Analysis – Phase 2.1 
It was important to first establish that results in Phase 2 surveys reflected the same trends as 
Phase 1 for the overall alternative scores.  As in Phase 1, subject score differences between 
minivan and SUV were consistent with a significant preference bias due to the evaluability of the 
minivan with a p-value of 0.00003.  Additionally, similar differences in JE were consistent with 
beneficial cross-alternative numerical anchoring.  Furthermore, if subjects had conflicting levels 
of evaluability, significantly different score differences favoring either the minivan or the SUV 
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were observed in SE with a p-value of 0.0008.  This is more consistent with conceptual anchoring 
in conflicting levels of reference information between alternatives without regard to the 
requirements and higher levels of preference bias.   
3.6.2. Analysis – Phase 2.2 
The measured response in Phase 2.2 was the difference in vehicle criteria scores.  If the 
difference was positive, subjects favored the criteria of the minivan.  If the difference was 
negative, subjects favored the criteria of the SUV.  Once again, the difference was used in order 
to reduce the effect of the inter-subject scaling variances and alleviate the need to assimilate 
scales between decision makers.  Because criteria scores were elicited as well as overall vehicle 
scores, we are able to investigate the relationships between these scoring processes and drill down 
into the relationship between criteria scores and overall scores and evaluability.  Phase 2.1 tested 
the following hypothesis: 
 
H2.1: Joint evaluation of criteria can reduce preference bias in comparison to separate 
evaluation in subjects with conflicting evaluability by promoting numerical anchoring 
 
Results from two different ANOVAs showed that there was no strong evidence to support 
hypothesis H2.1.  Recall (Figure 2) that both vehicles have an identical price ($550) and 
performance relative to the requirements.  The evaluability of the minivan is still significant in the 
analysis of the difference in scores assigned to vehicle price with a p-value of 0.0195.  When 
evaluability was high, scores were significantly in favor of the minivan based on the price 
criterion and when evaluability was low, scores were significantly in favor of the SUV based on 
the price criterion.  However, Mode had no significant impact on the difference in scores based 
on price and difference in scores based on performance for conflicting evaluability.  Recall that in 
Phase 1 when subjects rated the overall vehicle considering all criteria, scores were consistent 
with substantial bias in SE.  But in this Phase, when evaluating one criterion at a time, there was 
no evidence of bias in the individual criteria scores in either mode.   
3.6.3. Analysis – Phase 2.3 
Phase 2.3 of this analysis looks deeper into how mode affects how strongly the overall 
alternative value (vehicle score) is anchored in criteria value.  Because the price of both vehicles 
was equally, well above the budget, we hypothesize that alternative scores would be strongly 
anchored in that criteria.  It is important to note that in this phase the measured response is within 
 67 
vehicle, not between vehicles.  The measured response is the difference in criteria score and 
overall alternative score.  Phase 2.3 tested the following hypothesis: 
 
H2.2:  Mode affects to which criteria overall alternative value is anchored 
 
Post-hoc t-tests summarized in the connecting letters reports in Table 18-Table 21 reveal how 
mode affected criteria anchoring in the minivan and SUV. 
 
 
Overall Minivan Score – Minivan Price Score 
 
Mode Connecting Letter Least Square Mean 
JE                     A 2.1551 
SE                     A 1.9845 
Table 18: Connecting letters report for difference in minivan price scores 
*factor combinations not connected by the same letter are significantly different 
 
Overall Minivan Score – Minivan Performance Score 
 
Mode Connecting Letter Least Square Mean 
JE                     A -0.8022 
SE                     A -1.3993 
Table 19: Connecting letters report for difference in minivan performance scores 
*factor combinations not connected by the same letter are significantly different 
 
Overall SUV Score – SUV Price Score 
 
Mode Connecting Letter Least Square Mean 
SE                     A 1.6071 
JE                     A 1.4362 
Table 20: Connecting letters report for difference in SUV price scores 
*factor combinations not connected by the same letter are significantly different 
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Overall SUV Score – SUV Performance Score 
 
Mode Connecting Letter Least Square Mean 
JE                     A -1.5184 
SE                     A -2.2662 
Table 21: Connecting letters report for difference in SUV performance scores 
*factor combinations not connected by the same letter are significantly different 
 
Although there is not sufficient evidence to support hypothesis 2.2, it appears the source of 
the anchors may have been different between alternatives.  For the minivan, the absolute least 
square mean differences are smaller for performance (p > 0.05), indicating that subjects may have 
been anchored in the score of the performance criteria.  On the other hand, the absolute least 
square mean differences are smaller for the SUV price (p>0.05), indicating that subjects may 
have been anchored more strongly in price when scoring the SUV.  It is possible this is due to the 
preference bias detected in the scores of the minivan.  It is also possible that randomizing the 
order of criteria and alternatives may have produced different anchors within mode.  Phase 2.4 
investigates this idea further.   
3.6.4. Analysis – Phase 2.4 
Recall the major difference between Phases 1 and 2:  While information for each vehicle was 
presented in the same fashion for each mode, scoring procedures were different.  Indicators from 
Phase 2.3 analysis prompted us to focus on criteria scoring procedures within mode and within 
vehicle.  Data was separated into three (3) subsets of procedures: 1.  JE data from Phase 1 
(alternatives scored overall considering both criteria) 2. JE data from Phase 2 (price scored first, 
then performance, then overall considering both criteria) and 3. JE data from Phase 2 (alternative 
scored first, then price, then overall considering both criteria).  The measured responses are the 
overall scores of the minivan and SUV.  The analysis focused on the JE data to reduce the effect 
of preference bias and allow for significant differences to be more strongly connected to 
numerical anchoring.  Post-hoc t-tests are summarized in the connecting letters reports in Table 
22 and Table 23 allowing consideration of how procedure within JE mode affected criteria 
anchoring in the minivan and SUV. 
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Overall Minivan Score 
 
Procedure Connecting Letter Least Square Mean 
2                     A 7.1767 
1                            B 5.7418 
3                            B 5.2832 
Table 22: Connecting letters report for overall minivan score 
*factor combinations not connected by the same letter are significantly different 
 
Overall SUV Score 
 
Procedure Connecting Letter Least Square Mean 
2                     A 6.6095 
1                     A    B 5.8860 
3                            B 5.2777 
Table 23: Connecting letters report for overall SUV score 
*factor combinations not connected by the same letter are significantly different 
 
Both Minivan and SUV overall scores were significantly different between procedures 2 and 
3 with a p-values of 0.0015 and 0.0169 respectively.  When subjects scored the price of either 
vehicles before performance, the overall score was significantly higher.  When subjects scored 
performance of either vehicle before price, overall scores were significantly lower.  Evidently, 
when price, which was well above the budget, was considered directly before the overall score, 
values were much lower.  When performance, which met all requirements, was considered 
directly before overall score, values were significantly higher in comparison.  These results are 
consistent with numerical anchoring.  An important conclusion is that results were consistent 
across subjects.  
  Summary 
The decision processes modeled in this experiment are common during the evaluation of 
alternatives in MCDM.  There are a multitude of MCDM processes available to assist a decision 
maker in the assessment of alternatives and weighting of criteria.  However, in	MCDM theory the 
standard assumption is to assume that the criteria are independent, which makes optimal MCDM 
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solutions less useful than they could be (Carlsson & Fullér, 1995).  It is apparent from this 
experiment that not all criteria and/or alternatives are judged independently of one another.   
 Results from these experiments indicate that a decision maker is more likely to anchor their 
decision through selective accessibility of irrelevant information when they have conflicting 
levels of evaluability with alternatives in separate evaluation.  These findings are consistent with 
the GET and its application to low-evaluability situations.  In a MCDM scenario, it can be argued 
that value comparisons should be made across alternatives, not across criteria.  If this is true, it 
may open the door to the potential benefits of numerical anchoring between alternatives when 
assessing value.  We believe it was used effectively to reduce preference bias in this experiment 
comparing the values of the seemingly equal minivan and SUV against third party requirements.  
When subjects rated vehicles with all pertinent information presented side-by-side in JE, the 
differences in scores were found to be insignificant.  This is consistent with the anchor having 
shifted from one of a conceptual, preference bias to one more consistent with numerical 
anchoring between alternative values and semantic priming with the third-party requirements.  
However, when comparing overall vehicle scores across the different JE procedures in Phases 1 
and 2, values were significantly different when price was evaluated directly before overall score 
and when performance was evaluated before overall score.  These results are consistent with 
numerical anchoring between criteria and between criteria and alternatives 
More work is required to understand how decision processes can be designed to favor 
specific anchors and if and when it is beneficial.  It is likely that every decision process is unique.  
Additionally, most decisions are not afforded large sample sizes to effectively apply statistical 
analysis and successfully identify damaging biases.  If anchors are used strategically to support 
optimal or properly balanced biased valuations across alternatives on behalf of an organization, it 
is important to moderate and characterize the cross-dimensional (criteria) and cross-alternative 
anchoring of each individual decision maker so organizational weights can be adjusted to achieve 
the desired weighting.  This is not to say that it would be beneficial to design a decision 
framework to achieve criteria and/or alternative ranking reversals, per se.  However, in situations 
where personal preferences may cloud value and even choice judgments when considering 
requirements, it may be beneficial to identify areas for re-biasing to level the playing field 
between alternatives.  This may include strategic facilitation to ensure only relevant information 
is being provided to the appropriate judgement as well as post judgement adjustments in group 
contexts to strengthen consensus and criteria independence.  
One possibility that may lend well to strategic anchoring is mode in combination with 
optimal scaling.  Frederick and Mochon (2012) propose that anchoring is a scaling effect in that 
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the anchor changes how the response scale is used to evaluate an alternative.  Their experiments 
provided evidence that anchoring effects are significant when making sequential judgements 
comparing different items, especially amongst those with high conceptual similarity, on the same 
scale.  They also provide evidence that anchoring effects are minimized when making sequential 
judgments about different items using different scales.  In most situations, use of the same scale 
or at least type of scale, is unavoidable.  When decision makers compare alternatives with high 
conceptual similarity side-by-side, such as choosing the better consumer product in a single or 
multi-objective scenario, identical scales are natural between alternatives and corresponding 
criteria.  However, there may be merit in exploring conflicting ranges of the scale across criteria 
to re-baseline the decision maker when evaluating each criterion.   
Regardless of a predefined scale, every decision maker defines the range within that scale 
differently.  A 7 out of 10 to one decision maker may be a 5 out of 10 to another based on 
personal values and preferences.  This becomes significantly more complicated when making 
comparisons of multiple alternatives with multiple criteria paired with personal values and 
preferences.  How can we discern if and to what degree personal anchors affect the weight given 
to one criterion, independently of another?  In situations where weights are determined in a 
formal process by organizational values, how can we be confident judgment is consistent with 
organizational weights?   
In situations when organizational values give rise to heavier weights on certain criteria and 
the use of different scales is unavoidable, it may be preferable to make sequential judgements of 
criteria anchored to the highest priority criteria in joint evaluations where criteria are evaluated 
side-by-side based on value sensitivity (Hsee & Zhang, 2010).  By distorting the scale to favor the 
highest priority criteria, the anchoring effects could possibly mirror the weighting priorities. For 
example, if you are evaluating a product based on price and performance, and performance is the 
higher priority, it would be better to anchor and distort the scale in favor of the performance 
before evaluating the overall score when considering price as well.  Results from Phase 2.3 may 
support this theory.  Additionally, tailoring the range of the scale based on the number of 
alternatives and/or number of criteria may have significant impacts on how values are assigned.  
This may not only affect the level of thought and consideration attached to each score, but also 
force the rate of change of criteria values into closer, more predictable patterns between decision 
makers.  Furthermore, altering scale ranges per criterion could be used to reflect organizational 
priorities and weights.  However, there is a fine line between achieving a scale that reflects value 
and one that simply reflects rank order.  Value is important, and if a decision is strategically 
facilitated, the scale must allow for both.  
4. INCREASING ALTERNATIVE VALUE COMPARISON 
CONSISTENCY BETWEEN DECISION MAKERS THROUGH 
STRATEGIC DECISION FACILITATION 
4.1. Introduction 
Understanding how decisions are made, the factors that lead to specific decisions, and how 
we can use or improve upon specific decision processes is difficult.  Multi-criteria decision 
making (MCDM) and multi-criteria group decision making (GDM) processes have been widely 
used as decision support tools to navigate through the intertwined dimensions that are decision 
makers, alternatives, and criteria.  However, it seems that the paths taken through this extremely 
complex space thus far have done little to prove or satisfy a key assumption: criteria are judged 
independently.  Consistency in rank order of judgement between evaluators in organizational 
group decision making is critical.  It fosters confidence in unified consensus and provides 
stronger justification for MCDM assumptions and weight determinations.  Significant variations 
in judgement values and rank order of alternatives between decision makers indicates potential 
issues with different various heuristics that result in bias and violations of criteria independence.  
This is where strategic facilitation can help.  But first, we must characterize and understand how 
decision makers make judgements within specific facilitation modes.  When a decision maker’s 
judgements of a criterion across alternatives is compliant with requirements, they are considered 
to have strong criteria independence within that criterion. Comparing decision makers that exhibit 
these desirable behaviors is essential to characterizing an appropriate, beneficial decision process 
that includes mode of alternative and criteria presentation.    
In previous experiments, subjects evaluated a minivan and SUV against specific third-party 
criteria requirements.  Both vehicles either met or failed to meet criteria requirements equally; 
therefore, in this setting, the ideal response from a subject is a zero delta between alternative 
scores.  Any positive or negative delta between alternative scores is consistent with preference 
bias towards type of vehicle.  Results of the study revealed that by facilitating a decision through 
a specific information presentation mode (joint evaluation), preference bias could be significantly 
reduced regardless of the level of alternative evaluability (Hsee, 1996; Hsee & Zhang, 2010).  
Joint evaluation, opposed to separate evaluation, promoted more appropriate intra-criteria value 
deltas between alternatives.  Additionally, criteria rank order (determined by the values assigned) 
from this mode was more consistent across decision makers.  These results were consistent with 
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semantic priming (Bahník & Strack, 2016; Chapman & Johnson, 1999; Englich & Soder, 2009; 
Ma et al, 2015; Mussweiler, 2003; Mussweiler & Strack, 1999, 2000a, 2000b; Neely, 1977; 
Strack & Mussweiler, 1997) and selective accessibility (Chapman & Johnson, 1997; Mussweiler 
& Strack, 1999, 2000a, 2000b, 2001; Strack & Mussweiler, 1997) in criteria requirements and 
intra-criteria numerical anchoring (Strack et al, 2016; Tversky & Kahneman, 1974; Wilson et al, 
1996; Wong & Kwong, 2000) across alternatives.  Further analysis showed that alternative scores 
were significantly affected by the sequencing of criteria evaluation.  These results were consistent 
with inter-criteria numerical anchoring effects which indicates a cross-criteria dependence in 
values. 
The distinction between decision maker consistency in the intra-criteria anchoring across 
alternatives and the inter-criteria anchoring within alternatives is important.  Consistency across 
decision makers is beneficial since this is a sign of consensus. Inter-criteria dependency is not 
ideal since this may signal biases, especially those unique to each decision maker.  In MCDM, 
pairwise comparisons of alternatives are natural and criteria independence is assumed (Carlsson 
& Fullér, 1995).  Anchoring across alternatives is natural, yielding more accurate, independent 
values. On the other hand, anchoring across criteria creates issues in a decision process.  This in 
turn, leads to inaccurate weight distributions.  Table 24 depicts the MCDM matrix with the 
different dimensional anchoring. 
 
  Alternatives 
Criteria A1 A2 A3 … An 
C1 a11 a12 a13 … a1n 
C2 a21 a22 a23 … a2n 
C3 a31 a32 a33 … a3n 
. . . 
Cm 
. . . 
am1 
. . . 
am2 
. . . 
am3 
. . .  … 
. . . 
amn 
problematic intra-criteria anchoring 
beneficial inter-criteria anchoring 
  . . 
. 
Table 24: Cross dimensional anchoring 
 
Results from previous experiments in Chapter 3 have shown that a carefully (strategically) 
chosen mode can effectively reduce preference bias and foster beneficial cross-alternative 
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anchoring (inter-criteria).  This section is focused on addressing the next piece of the puzzle: 
inter-criteria dependency, by experimenting with a mode mixture as described in Table 25.   
 
Mode Description 
Joint Alternatives and criteria are presented and judged side-by-side  
Separate Alternatives and criteria are presented and judged separately 
(sequentially) 
Mixed  Alternatives presented and judged side-by-side within 
criterion.  Different criteria presented and judged separately 
(sequentially) 
Table 25: Mode descriptions 
 
Additionally, in the following analysis, subgroups of compatible decision makers are compared 
across different rating scale ranges to characterize the decision process and how scale impacts 
judgement.  A properly facilitated decision to include appropriate rating scales may allow for 
natural pairwise comparisons of criteria across alternatives while still maintaining criteria 
independence.   
4.2.   Rating vs. Ranking 
In multi-criteria group decision making (GDM), both rank and value are important in the 
comparisons of alternatives.  If rank order of criteria values within alternative and rank order of 
alternatives within criteria value are consistent across decision makers, consensus is generally 
implicit.  Additionally, if criteria values are independent, specific rating scale ranges may allow 
for more consistent, predictable differences in criteria values across alternatives while still 
maintaining sufficient value disparity.  For example, a rating scale range of 10 in the evaluation 
of three (3) alternatives may contain excessive gray area and may not render consistent 
differences between alternatives.  Whereas a rating scale range of five (5) may allow for clear, 
sufficient value disparity and render consistent differences in value between alternatives.  When 
values and differences in values become more predictable and consistent, forecasting and 
optimization techniques can be used as effective decision support tools.   
The differences between the common numerical scale ranges have been studied extensively.  
Value rating conversions have shown that value does not transfer from scale to scale (Preston & 
Coleman, 2000).  Data characteristics such as means, dispersions, and shape have been found to 
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show significant differences based on scale range (Dawes, 2008; Dawes, 2002; Peterson & 
Wilson, 1992; Johnson et al, 1982; Finn, 1972).  While data characteristics vary significantly 
considering the full range of the scale, Frederick and Mochon (2012) have shown that the 
response scale changes based on how a decision maker anchors judgement.  Their scale distortion 
theory provides evidence that value cannot be determined considering the full range of the scale; 
the decision maker determines the range of the scale.  Although data characteristics differ 
according to full scale range, what is missing from the literature is an understanding of the effects 
of scale range variation on value disparity in the pairwise comparison of alternatives considering 
that scales may be distorted and each decision maker uses the scale differently. Additionally, 
there is a lack of understanding on how scale range in combination with specific information 
presentation affects value comparisons.   
There are distinct advantages and disadvantages in each of the common situational 
judgement test (SJT) response formats.  Rating is considered to be the easiest type of SJT to 
administer.  However, research has shown that if the items being evaluated are thought to have 
value, ratings tend to be end-piled due to the inherent positive nature of value (McCarty & 
Shrum, 2000).  Additionally, rating SJT models are most susceptible to response distortion 
(Arthur Jr. et al, 2014).  Response distortion can is the result of alternative anchoring.  Ranking 
offers better measurement properties to differentiate between alternatives; however, ranking may 
force distinctions between values when none exist (Alwin & Krosnick, 1985; Krosnick & Alwin, 
1988; McCarty & Schrum, 2000; Miethe 1985; Reynolds and Jolly 1980).  Finally, rank-then-rate 
SJT formats attempt to reduce end-piling while allowing for differentiation between values 
(Crosby et al, 1990; Munson, 1984; Shrum et al, 1990).  It is the most difficult to administer and 
the most laborious of SJT formats. Also, research has shown that value ratings tend to be 
anchored to rank (in this format? In general?) (McCarty & Shrum 2000).    
A strategically facilitated decision may be able to leverage the benefits of each SJT response 
format.  Through the strategic presentation of alternative information, decision makers may be 
induced to rank-while-rate in pairwise comparisons of alternatives and still achieve criteria 
independence and consistent rank order of values.  Through strategic scaling, value assignments 
may become more consistent, and therefore predictable, while maintaining sufficient value 
disparities between alternatives.  This section presents the results of a multi-phase experiment that 
explores mixed mode presentation coupled with specific rating scales.   
To quantitatively assess the effect of bias on criteria independence, we examine differences 
in overall scores between alternatives and different categories of decision makers.  Define 𝑎iS0 as 
the average score assigned by decision makers in criteria category m using mixed presentation 
 76 
mode to score alternative n.  The magnitude and sign of difference 𝛿̅0 = 𝑎i20 − 𝑎i_0 can be used to 
assess how scoring varied across alternatives 1 and 2 for decision makers in criteria category m 
when using mixed mode in the evaluation process.  For alternatives that equally meet 
requirements, this difference should ideally be 0 when no biases across alternatives (or equal 
biases) are present.  A positive difference could indicate biases favoring alternative 1; a negative 
difference could indicate biases favoring alternative 2.  We follow this approach in Phase 1 in the 
following experiment. 
To quantitatively assess the effect of varying scales, we examine the ratios between overall 
scores of alternatives within criteria.  Define 𝑎iS
,0 as the average score assigned by decision 
makers in criteria category m using presentation scale l to score alternative n.  The relative score 
ratio ?̅?,0(𝑛2, 𝑛_) = 𝑎iSp
,0/𝑎iS
,0 can be used to assess how scoring varied across alternatives 𝑛2 
and 𝑛_ for decision makers in criteria category m when using scale l in the evaluation process.  
We follow this approach in Phase 2 in the following experiment. 
4.3.   Experiment - Phase 1 
Phase 1 of this experiment presented decision makers two (2) alternatives and a set of 
specific third-party client requirements.  As in previous experiments, subjects compared a 
minivan and SUV to specific third-party requirements.  Both alternatives either met or didn’t 
meet client criteria requirements equally.  This allows differences observed in the analysis of 
results to be associated with the presence of preference bias.  By presenting the alternatives in 
mixed modes, Phase 1 tested the following hypotheses: 
 
H1.1:  Mixed mode presentation and evaluation (joint intra-criteria across alternatives, 
separate inter-criteria across alternatives) reduces preference bias between alternatives. 
 
H1.2: Mixed mode presentation and evaluation (joint intra-criteria across alternatives, 
separate inter-criteria across alternatives) creates stronger criteria independence. 
4.3.1. Method – Phase 1 
Phase 1 administered a survey to 208 subjects using Amazon’s Mechanical Turk workforce.  
The survey collected responses to qualifying questions pertaining to the subject’s experience with 
each type of vehicle.  If subjects had prior experience with a type of vehicle in question, they 
were said to have high evaluability of that type of vehicle.  If subjects had no prior experience 
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with a type of vehicle in question, they were said to have low evaluability of that type of vehicle 
in comparison.  No anchoring stimuli pertaining to the scenario or types of vehicles to be 
evaluated were provided prior to the qualifying questions.   
Once the subjects answered the qualifying questions, they were presented with the “purchase 
for a client” scenario and given the following criteria requirements: 
 
1. You have a budget of $500/month 
2. The vehicle must seat 5 people 
3. The vehicle must have an average fuel economy of 19 mpg 
4. The vehicle must have on board entertainment (DVD, Satellite Radio, Bluetooth, etc.) 
5. The vehicle must have front wheel drive and traction control or 4WD 
6. The vehicle must have a 2,500 lb. tow capacity 
7. You would like to have the vehicle within the next 2 weeks 
8. It would be nice if the vehicle was blue 
9. It would be nice if the vehicle had heated seats 
10. It would be nice if the vehicle had a back-up assist camera 
11. Vehicle must be new 
 
 Subjects were then presented sequentially and in random order the two slides shown in Figure 23 
and Figure 24.  These allow the comparison of alternatives’ price side-by-side and 
performance/features side-by-side.  While viewing each slide, subjects were asked to rate the 
presented criterion for each vehicle on a scale of 1-10 based on how it met the client’s 
requirements. 
 
Figure 23: Joint presentation slide of vehicle price 
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Figure 24: Joint presentation slide of vehicle features/performance 
 
4.3.2. Analysis – Phase 1 
Multiple analyses of variance (ANOVA) were conducted in Phase 1 of this experiment.  The 
factor combinations of interest in both ANOVAs included the subject evaluability of the minivan 
(+/-), subject evaluability of the SUV (+/-), and procedure (1/2).  Procedure represents the order 
of slide presented to the subject (i.e. procedure 1 indicates price slide presented first and 
procedure 2 performance/features slide presented first).  The responses in the first series of 
ANOVAs were the value deltas, 𝛿̅0, within criteria m (price, performance) across alternatives.  
First and foremost, it was important to establish that there were no significant differences 
detected for average criteria values between alternatives in mixed mode presentation and 
evaluation.  This would indicate that preference bias towards either alternative was not significant 
in determining the values assigned to the criteria.  Results reveal there is no significant value 
delta between alternative ratings of price and no significant value delta between average 
alternative ratings of performance/features.  Therefore, there is not sufficient evidence to reject 
hypothesis H1 for this dataset.  These conclusions are supported by p-values 0.3979 and 0.7658 
respectively.   
The responses in the second series of ANOVAs were the value ratings of the criteria within 
alternative.  By establishing that there was no significant difference in criteria values within 
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alternatives across procedure, (comparing	𝑎iS
,', 𝑎iS
,  for each alternative n (minivan, SUV) 
across procedures l), we can make conclusions about criteria independence and lack of cross-
criteria anchoring in mixed-modes.  Recall, in previous studies of joint vs separate modes, the 
sequencing of criteria evaluation order (procedure) created significant anchoring effects between 
criteria.  The connecting letters reports shown in Table 26 - Table 29 reveal that there is no 
significant difference in value ratings of criteria within alternative across procedures in mixed 
mode.   
 
Price of Minivan 
 
Procedure Connecting Letter Least Square Mean 
2                     A 5.3028 
1                     A 5.2113 
Table 26: Connecting letters report for price of minivan scores 
*factor combinations not connected by the same letter are significantly different 
 
Price of SUV 
 
Procedure Connecting Letter Least Square Mean 
1                     A 5.3890 
2                     A 5.2601 
Table 27: Connecting letters report for price of SUV scores 
*factor combinations not connected by the same letter are significantly different 
Performance/Features of Minivan 
 
Procedure Connecting Letter Least Square Mean 
2                     A 6.1542 
1                     A 5.7747 
Table 28: Connecting letters report for performance/features of minivan scores 
*factor combinations not connected by the same letter are significantly different 
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Performance/Features of SUV 
 
Procedure Connecting Letter Least Square Mean 
2                     A 6.7899 
1                     A 6.2532 
Table 29: Connecting letters report for performance/features of SUV scores 
*factor combinations not connected by the same letter are significantly different 
 
The supporting ANOVAs do not indicate there is a significant anchoring effect across 
criteria.  This reveals the potential for using mixed mode presentation to reduce preference bias 
between alternatives by fostering natural anchoring in pairwise comparisons between alternatives 
within criteria.  Additionally, mixed mode promotes stronger criteria independence which 
supports critical assumptions in MCDM.  Therefore, there is not sufficient evidence to reject 
hypothesis H1.2 for this dataset.  However, when criteria between alternatives are conflicting, it is 
possible that other strong heuristics influence how value is assessed.  For further information 
regarding data and detailed ANOVAS refer to Appendices C and D.   
4.4.  Experiment – Phase 2  
Phase 2 of this experiment presented decision makers three (3) alternatives with conflicting 
criteria and a set of specific third-party client requirements.  Subjects were presented three 
different minivans in mixed mode presentation and asked to rate the criteria.  Additionally, the 
rating scale used to rate the alternatives was randomized between three (3) different ranges (1-5, 
1-7, and 1-10) to test the following hypotheses: 
 
H2.1: Mixed mode presentation renders consistent rank order values across alternatives 
within criteria as they compare to the requirements. 
 
H2.2:  Rating scale range affects the alternative value ratios of compatible decision makers. 
4.4.1. Method – Phase 2 
Phase 2 administered surveys to 210 subjects using Amazon’s Mechanical Turk workforce.  
Again, the surveys were based on a “purchase for a client” scenario.  This time, the client was 
looking for a used minivan that met the following requirements: 
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1. The budget must not exceed $300/month 
2. The vehicle must have an average fuel economy of 18 mpg 
3. The vehicle must have less than 50,000 miles 
 
Once subjects were given the client’s requirements, they were presented three minivan 
alternatives in mixed mode and asked to rate the criteria on one of three scales (randomly 
assigned to subjects).  Alternatives were presented in bullet format on separate slides as follows: 
Slide 1: Price 
• Alternative 1: $275/month 
• Alternative 2: $300/month 
• Alternative 3: $230/month 
 
Requirement:  
o Price must not exceed $300/month 
 
Slide 2: Performance 
• Alternative 1: 
o Fuel Economy: 19 mpg 
o 45,000 miles 
• Alternative 2: 
o Fuel Economy: 19 mpg 
o 30,000 miles 
• Alternative 3:  
o Fuel Economy: 19 mpg 
o 35,000 miles 
Requirements:  
o Vehicle must have average fuel economy of 18 mpg 
o Vehicle must have less than 50,000 miles 
 
4.4.2. Analysis – Phase 2 
In order to compare and characterize the decision process of compatible subjects, data was 
grouped into subgroups based on rank order of alternative values in each criterion.  If subjects 
were rating criteria independently based on requirements, rank order of alternative value 
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assignments from highest to lowest should have been 3-1-2 for price and 2-3-1 for performance.  
Subject data with alternatives rated equally within criteria were also considered. Table 30 
displays the conversion into subgroups.  
 
Case Subgroup Conversion* 
A1 = A2 = A3    3-1-2** 
A1 = A2 = A3      2-3-1*** 
A2 = A3 > A1 2-3-1 
A1 = A3 > A2 3-1-2 
A1 = A2 > A3 1-2-3 
A1 > A2 = A3 1-2-3 
A2 > A1 = A3 2-3-1 
A3 > A1 = A2 3-1-2 
* Each subject is identified to 2 subgroups (price and performance) 
** Price subgroup only 
*** Performance subgroup only 
Table 30: Subgroup conversion table 
 
Our analysis showed that rank order consistency was not achieved through mixed mode 
presentation.  In fact, only 21% of all subjects across all scale ranges correctly rated alternative 3 
highest and alternative 2 lowest for price, and 45% correctly rated alternative 2 highest and 
alternative 1 lowest for performance.  7% were converted to the expected subgroup due to all 
alternatives being rated equal for price and 8% for performance.  Therefore, we reject hypothesis 
H2.1 for this dataset.  Note that price was always presented first.  This indicates subjects assumed 
or considered irrelevant information to the criteria in question.  For example, it is possible 
subjects assumed an alternative was priced lower because it was less desirable or did not meet 
performance requirements.  Therefore, strategic facilitation through mode alone is not enough to 
achieve strong criteria independence when criteria between alternatives are conflicting.    
A closer look at how varying scale range affected the subset of subjects who demonstrated 
stronger criteria independence (i.e. rank order of values consistent with expectations) revealed 
interesting results.  In this subgroup, regardless of which rating scale range was used, ratios 
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between alternative values were consistent.  Therefore, we reject hypothesis H2.2 for this dataset.  
This is consistent with anchoring and adjustment between alternatives on distorted scales and the 
use of ratio value comparison.  The ratios analyzed for each criterion were the ratios from the 
outside (highest ranked, lowest ranked) alternatives to the middle alternative for the expected 
rank order.  For example, ratios A2/A1 and A3/A1 were analyzed for price (?̅?,'(2,1) and 
?̅?,'(3,1)) because the expected rank order is 3-1-2.  Similarly, ratios A2/A3 and A1/A3 were 
analyzed for performance (?̅?,(2,3) and ?̅?,(1,3)) because the expected rank order is 2-3-
1.  Table 31 - Table 34 show the connecting letters reports from the ANOVAs on the ratios 
between alternative values. 
Ratios Between Price Ratings (Alternative 2/Alternative 1) 
 
Scale Connecting Letter Least Square Mean 
7                     A 0.8176 
10                     A 0.8029 
5                     A 0.7549 
Table 31: Alternative 1- Alternative 2 price value ratio 
 
Ratios Between Price Ratings (Alternative 3/Alternative 1) 
 
Scale Connecting Letter Least Square Mean 
5                     A 1.2284 
10                     A 1.2181 
7                     A 1.1520 
Table 32: Alternative 1 - Alternative 3 price value ratio 
 
Ratios Between Performance Ratings (Alternative 2/Alternative 3) 
 
Scale Connecting Letter Least Square Mean 
7                     A 1.1781 
5                     A 1.1715 
10                     A 1.1626 
Table 33: Alternative 1 - Alternative 2 performance value ratio 
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Ratios Between Performance Ratings (Alternative 1/Alternative 3) 
 
Scale Connecting Letter Least Square Mean 
5                     A 0.7713 
7                     A 0.7519 
10                     A 0.7408 
Table 34: Alternative 1 - Alternative 3 performance value ratio 
 
Additional ANOVAs were conducted to compare the results of the ratios when all three (3) 
alternatives were consistent with expected rank order of values to when only 2 of 3 alternatives 
were consistent.  For example, the subset of subjects who rated all 3 alternatives for price in the 
expected rank order (3-1-2) were compared to the subset of subjects who only rated alternatives 
in rank order 1-2-3 and 1-3-2 for ratio A2/A1.  This is an interesting comparison because 
alternative 1 was valued higher than alternative 2 in all three (3) subgroups, although only 
subgroup 3-1-2 completely matched the expected rank order.  The purpose of this analysis was to 
identify if the instances of biased comparison in these subgroups (rank order of value not 
consistent with expected order) had any effect on the ratio observed in the unbiased comparison 
(rank order of value consistent with expected order) in the same subgroup.  Furthermore, if the 
biased alternative value affected the ratios of the other two, how did scale ranges differ, if at all?  
Results for price are shown in the connecting letters reports in Table 35 and Table 36. 
 
Comparison of Ratio A2/A1 Price (3-1-2 vs 3-2-1 & 2-3-1 rank orders) 
Scale Rank Order 
Subgroup 
Connecting Letter Least Square Mean 
5 1-2-3 A 0.8533 
10 1-2-3 A 0.8314 
7 3-1-2 A 0.8261 
7 1-2-3 A 0.8250 
10 3-1-2 A 0.8029 
5 3-1-2 A 0.7549 
5 1-3-2      A   B 0.6000 
7 1-3-2            B 0.4167 
10 1-3-2            B 0.3730 
Table 35: A2/A1 price ratio comparing expected vs biased rank orders 
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Comparison of Ratio A3/A1 Price (3-1-2 vs 3-2-1 & 2-3-1 rank orders) 
Scale Rank Order 
Subgroup 
Connecting Letter Least Square Mean 
5 3-2-1               A  2.7917 
10 3-2-1     A   B 2.7500 
7 3-2-1           B    2.3071 
10 2-3-1                   C    1.6571 
5 2-3-1                         C   D 1.5833 
5 3-1-2                               D 1.2284 
10 3-1-2                               D 1.2181 
7 3-1-2                               D 1.1647 
7 2-3-1                               D 1.0952 
Table 36: A3/A1 price ratio comparing expected vs biased rank orders 
 
In comparison ratio A2/A1 for price (?̅?,'(2,1)), when alternative 1 and alternative 2 
values were ranked in 1-2 order without alternative 3 in-between (1-2-3 & 3-1-2), comparison 
ratios are not significantly different across rating scale ranges.  However, when alternative 3 was 
rated between alternatives 1 and 2 for price (1-3-2), the ratio ?̅?,'(2,1) is significantly lower 
than the other rank order groups within scale range and across scale ranges.  This suggests that 
the bias was restricted to the pairwise comparisons of alternative 3 to alternatives 1 and 2 in these 
subgroups of subjects.   
Results for ratio A3/A1 for price (?̅?,'(3,1)) are similar when considering alternative 1 
and alternative 3 value ranking.  When alternative 3 and alternative 1 values were ranked 3-1 for 
price without alternative 2 in-between (2-3-1 & 3-1-2), ratios were not significantly different 
within scale range and across scale ranges.    
Trends in ratings of performance were similar.  Because the expected rank order of 
alternatives for performance was 2-3-1, the ratios analyzed were A1/A3 and A2/A3 (?̅?,(2,3), 
?̅?,(1,3)).  Results from the ANOVAs are shown in the connecting letters reports in Table 37 
and Table 38. 
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Comparison of Ratio A1/A3 Price (2-3-1 vs 3-1-2 & 3-2-1 rank orders) 
Scale Rank Order 
Subgroup 
Connecting Letter Least Square Mean 
7 3-2-1   A  0.8492 
5 3-2-1   A    0.8333 
10 3-2-1   A    0.7857 
10 2-3-1                 A                0.7713 
7 2-3-1   A               0.7519 
5 3-1-2   A                  0.7408 
10 3-1-2          A    B                   0.6556 
7 3-1-2                        B    C            0.4238 
5 2-3-1                           C 0.4167 
Table 37: A1/A3 performance ratio comparing expected vs biased rank orders 
 
Comparison of Ratio A2/A3 Performance (2-3-1 vs 1-2-3 & 2-1-3 rank orders) 
Scale Rank Order 
Subgroup 
Connecting Letter Least Square Mean 
5 2-1-3             A  2.5833 
10 2-1-3             A    2.1990 
5 1-2-3             A         2.1389 
7 1-2-3                   B          1.6296 
7 2-1-3                   B         1.6100 
10 1-2-3                   B    C         1.3213 
10 2-3-1                          C     1.1781 
7 2-3-1                          C      1.1715 
5 2-3-1                          C      1.1626 
Table 38: A2/A3 performance ratio comparing expected vs biased rank orders 
 
These findings are consistent with compatible decision makers using anchoring and 
adjustment and comparable criteria value ratios between alternatives.  Because results were 
consistent across different subgroups, this dataset provides evidence that it can be expected that 
decision makers that are compatible with certain subgroups (biased or unbiased) would value 
alternatives similarly.  That is to say, using mixed mode, subjects who rate criteria value 
independently do so using significantly similar rating procedures as other like-minded subjects.  
Similarly, subjects who rate criteria using mixed mode dependently (biased responses) do so 
using significantly similar rating procedures as other like-minded subjects. 
This study supports the use of different scale ranges for different criteria, if necessary, 
without concern of skewed value comparisons.  However, scales were limited to ranges of 5, 7, 
and 10 in this experiment; therefore, further research would need to be conducted to characterize 
trends on scales with less incremental detail (1-3), those with more incremental detail (1-100), 
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and comparing numerical scales to other types of scales such as Likert-type scales under the same 
circumstances.    
Providing evidence that compatible decision makers use ratio comparisons supports the use 
of optimization to adjust disparities between decision makers when value rankings or value 
comparisons are inconsistent.  In situations when requirements command a specific rank order of 
criteria values, constraints can be formulated around subjects who exhibit expected behavior to 
guide adjustment of distorted scales and/or biased responses to reveal consensus in value 
comparisons.  If it is possible to weight and adjust the individual decision maker based on these 
findings to achieve stronger criteria independence, the critical assumptions of MCDM can be 
better satisfied.  For further information regarding data and detailed ANOVAS refer to 
Appendices C and D.   
4.5.   Summary 
The experiments presented in this section and in previous sections show that it is possible to 
manage preference bias through specific, strategic information presentation mode.  Mixed mode 
performed well in reducing preference bias and promoting stronger criteria independence when 
comparing alternatives whose criteria were equal in all categories.  However, when criteria were 
conflicting, subjects appeared to access non-relevant information to the criteria in question and 
consistent value rank order and strong criteria independence was not observed; even in the 
context of specific criteria requirements.  However, when comparing alternative value ratios of 
subjects within rank order subgroups, subjects tended to make comparisons using consistent 
ratios across scale ranges.  This not only further supports the theory of scale distortion, but also 
reduces the importance of rating scale (limited to the scale ranges in this experiment) in the 
comparison of alternatives.  It is possible that a mixed mode of presentation facilitated beneficial 
distorted scales through anchoring and adjustment and the use of consistent comparison ratios.  
Further research is required to test different modes against varying scale ranges to test this 
hypothesis.  In any case, the results garnered in this experiment through mixed mode opens the 
door for future research on strategically facilitated decision contexts and more robust decision 
support designs.   
In GDM or aggregated individual decision maker contexts with a presiding facilitator or 
manager, such as organizational contract sourcing or resource allocation estimation vs 
expectation, it may be possible to reconcile differences between decision makers by constraining 
to facilitator expectations of rank order of values or setting boundaries using maximum and 
minimum ratio values across the group.  For example, there is evidence to support the use of 
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similar value comparison ratios amongst compatible decision makers.  So, in the case of a source 
selection, if the majority of the decision makers in the group rate the alternatives in identical rank 
order, optimization constraints can be set using the maximum and minimum allowable ratios.  
Furthermore, scores can be adjusted to reduce the value distortion between compatible and non-
compatible decision makers within alternative.  Decision makers disagreeing on ranking of 
alternatives within criteria when specific requirements are established is an indication of issues 
with criteria independence.  If through mode we can leverage scale distortion and the use of 
comparison ratios, it may be possible to quickly and accurately identify and adjust criteria 
dependence (bias) of individual decision maker value assignments within criteria using 
optimization before MCDM methods are applied.   
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5. STRENGTHENING CRITERIA INDEPENDENCE THROUGH 
OPTIMIZATION OF ALTERNATIVE VALUE RATIO 
COMPARISONS 
5.1. Introduction 
Group decision making (GDM) in a multi-criteria scenario is extremely sensitive to internal 
and external influences.  Many factors affect how each individual assigns criteria scores to 
include: personal experience with and preference for alternatives, varying expertise in criteria, 
baseline requirements, and as demonstrated in previous experiments, information presentation 
modes.  Mode or judgement format is also considered to be one of the four essential issues in 
GDM (Dong & Saaty, 2014).  These factors, if not carefully considered, can have significant 
effects on judgement and result in biased responses and violations of a critical assumption of 
multi-criteria decision making (MCDM): criteria independence.  Mode affects the dimensions in 
which decision makers anchor and adjust judgement in pairwise comparisons.  It also affects the 
type and amount of response bias.  Furthermore, mode has been shown to influence the response 
scale and the decision process in comparing alternatives.  Frederick and Mochon (2012) refer to 
this personal change in response scale as scale distortion.   
Another essential component of GDM is weighting.  There are many proposed decision flow 
charts for MCDM considering GDM.  We propose the flow chart shown in Figure 25 as a general 
process that includes multiple layers of criteria and DM weighting.  During the decision process, 
multiple different phases of weighting occur.  However, a key phase not generally accounted for 
in the formal process, is internal to the decision maker and occurs during the rating of alternatives 
in step 5.  We refer to this account of weighting as heuristic weighting.   
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Figure 25: Multi-criteria GDM process 
 
Any resulting bias from step 5 can create an inappropriate imbalance in criteria scores within 
alternatives and/or across alternatives.  It is these types of functional dependencies (Saaty, 1986) 
that are difficult to characterize.  Dependence between alternatives and within criteria and 
corresponding requirements is natural. Independence across criteria and corresponding 
requirements is ideal.  Methods to identify and correct for dependencies in decision contexts are 
generally unaccounted for in traditional MCDM.  Figure 26 depicts this type of scenario.  As 
shown, there are three alternatives judged against requirements for each criterion A, B, and C.  
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Alternatives 1, 2, and 3 are inter-dependent within criteria and within criteria requirements.  
Criteria A, B, and C are independent of each other.   
 
 
Figure 26: Ideal decision context against requirements 
 
If dependencies cross criteria boundaries and criteria are weighted through steps 6 and 8, bias 
effects are compounded and cascaded through the process.  It is difficult to trust judgement and 
weighted scores if criteria are not judged independently of each other.  Requirements, whether 
informal or formal, biased or unbiased, are often used as supporting benchmarks to guide the 
decision maker in the direction of stronger criteria independence.  However, it is a misconception 
that detailed decision, alternative, and criteria requirements alone are a sufficient mechanism to 
reduce bias and strengthen criteria independence.  This research supports the idea that strategic 
facilitation through mode not only affects heuristics but also method of alternative comparison.  
Results support that when using a mixed mode of information presentation and evaluation, as 
described in Table 39, subjects not only make alternative comparisons using ratio scaling, but 
compatible decision makers (having identical hierarchies of alternatives) use significantly similar 
ratios regardless of scale range.   
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Mode Description 
Joint Alternatives and criteria are presented and judged side-by-side  
Separate Alternatives and criteria are presented and judged separately 
(sequentially) 
Mixed  Alternatives presented and judged side-by-side within 
criterion.  Different criteria presented and judged separately 
(sequentially) 
Table 39: Mode descriptions 
 
If mode is to complement the criteria weighting method, the facilitation and formulations 
established in Step 5 of the process is critical.  DMs can be influenced by a multitude of factors 
when determining criteria values.  When comparing criteria against specific requirements, it is 
ideal that criteria considerations are independent of each other and match requirement criteria.  
For example, the value of the price of an alternative should be determined only by the limitations 
established by the price requirements, and not how other criteria such as performance do or do 
not justify the price.  If the latter occurs, it is extremely difficult to determine weight accuracy of 
criteria as they satisfy requirements within decision makers.  Certainly, a lack of criteria 
independence will cloud and skew the weighting of individual criteria and cascade effects 
through the GDM weighting.  This makes the marrying of strategic decision facilitation and 
weighting methods imperative to reduce the negative effects of conflicting criteria.   
5.2. Scale Distortion 
Mochon and Frederick (2012) propose that anchoring is a scaling effect in that the anchor 
changes how the response scale is used.  These experiments provided evidence that anchoring 
effects are significant when making sequential judgements comparing different items, especially 
amongst those with high conceptual similarity, on the same scale.  In contrast, Mochon and 
Frederick also provides evidence that anchoring effects are minimized when making sequential 
judgments about different items using different scales.   
In most situations, use of the same scale is unavoidable.  When a decision maker has to 
compare alternatives with high conceptual similarity side-by-side, such as choosing the better 
consumer product in a single or multi-objective scenario, identical scales are natural between 
alternatives and corresponding criteria.  Additionally, in most circumstances, and in the case of 
the research presented in this dissertation, alternatives are competing and so are considered to 
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have high conceptual similarity.  Regardless of a predefined scale, every decision maker defines 
the range within that scale differently.  A 7 out of 10 to one decision maker may be a 5 out of 10 
to another based on personal values and experiences.  Furthermore, how a decision maker assigns 
value in pairwise comparisons determines the range utilized within the full range of the scale.  
Therefore, value cannot be determined in relation to the full scale.  Value should be determined 
by the comparison ratios of alternative scores regardless of the potential value set in the range.  
This is especially true when aggregating and weighting scores from multiple decision makers in a 
GDM context.  Marley (1972) and Saaty (1986) have shown that a DM calculates a ratio when 
making pairwise comparisons of alternative.  Furthermore, current MCDM methods such as the 
Analytic Hierarchy Process (AHP) (Saaty, 1977) make relative comparisons of alternatives based 
on ratio scaling.   
Results from previous sections support that when presented alternatives in mixed mode, 
compatible subjects assigned value using significantly similar ratio comparisons regardless of 
scale range.  Additionally, there was a disproportionate difference in the numbers of subjects in 
the subgroup that rated alternatives in the ideal rank order as they compared to requirements to 
subgroups that were deemed to have extreme amount of bias (i.e. last alternative was ranked first 
and/or first alternative was ranked last).  That is, subjects with lower amounts of bias in their 
responses far outnumbered subjects with extreme bias in mixed mode.  Therefore, there is 
evidence that scales are distorted from judgement of the first alternative and adjusted using 
similar ratios amongst compatible decision makers in mixed mode.  In addition, evidence of 
extreme bias is significantly less prevalent in mixed mode. 
Even in situations when mode reduces preference bias and consensus is reached in hierarchy 
of alternatives, unbalanced scale distortions between decision makers can remain. This is due to 
both criteria dependence and limitations of the scoring scales. This in turn causes 
misrepresentation of true criteria values as they satisfy criteria requirements.  This is not to say 
that scores among decision makers should be as close as possible; however, it can be argued that 
the differences between alternative scores within decision makers should reflect similar ratios to 
other decision makers.    
Consider a group decision scenario with a set 𝐴 of alternatives, a set 𝐷𝑀 of decision makers 
(DMs), and a set 𝐶 of criteria.  Define 𝑁(𝑆) as the operator that gives the number in set 𝑆.  Now 
consider this case: 𝑁(𝐴) = 3 alternatives (i = 1, ..., 3),  𝑁(𝐷𝑀) decision makers (m = 1,…, 
𝑁(𝐷𝑀)) and 𝑁(𝐶) criteria (j = 1,… 𝑁(𝐶)).  Since ratios are being considered, define 𝜌0 (𝑥 =
	2, 3) as the ratio of scores for DM m between alternatives. (For 3 alternatives, there are 2 ratios 
for each criteria and decision maker.  For simplicity in notation, and without loss of generality, 
 94 
we assume 𝑖 = 1 is used in the denominator in each	𝜌0.  Thus, there are 𝑁(𝐴) − 1 unique ratios.)  
Figure 27 and Figure 28 depict scale trend distortions between four (𝑁(𝐷𝑀) = 4) DMs across 
hypothetical judgements of three (𝑁(𝐴) = 3) alternatives for a single criterion. 
 
 
 
Figure 27: Unbalanced distorted scale scores between decision makers for a criterion 
 
 
Figure 28: Unbalanced distorted scale ratios between decision makers 
Although the trends in the alternative 𝐴' scores seem relatively similar in Figure 27, closer 
inspection of the ratios 𝜌0  for DMm in Figure 28 reveal there is an imbalance between DMs.  
Ratios 𝜌20  (A2/A1) are relatively close between DMs; however, ratios 𝜌_0 (A3/A1) are much 
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further apart and 𝜌_ < 1.0 which indicates a disagreement in hierarchy and a potential issue with 
criteria independence.  Figure 29 and Figure 30 depict a scenario where scale trends display 
balanced distortions.  There is a clear agreement between DMs in hierarchy shown in in Figure 29 
supported by all 𝜌20 < 1.0 and all 𝜌_0 > 1.0 in Figure 30. 
 
 
Figure 29: Balanced distorted scale scores between decision makers 
 
 
Figure 30: Optimized distorted scale ratios between decision makers 
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5.3.  Optimization Method 
The use of ratio scaling in GDM to create consistency across DMs, stronger criteria 
independence, and positive cross alternative anchoring forces a restructuring of the MCDM 
process. This restructuring is designed to identify and adjust inconsistencies and bias disparities 
between DMs before relative ratings are plugged into the traditional MCDM matrix shown in 
Figure 31. 
 
  Alternatives 
Criteria A1 A2 A3 … Ai 
C1 a11 a21 a31 … ai1 
C2 a12 a22 a32 … ai2 
C3 a13 a23 a33 … ai3 
. . . 
Cj 
. . . 
a1j 
. . . 
a2j 
. . . 
a3j 
. . .  … 
. . . 
aij 
Figure 31: Traditional MCDM Matrix with alternative ratings from an individual DM 
 
The optimization formulation presented here is focused on identifying where we can minimize 
the ratio scale disparity.  This minimization must respect the boundaries of the ratio scales 
imposed by the DMs within the group. To accomplish this, we analyze the ratio scales across 
alternatives and within criteria for the group of DMs. The matrix of relative scores is shown in 
Figure 32. 
 
  Alternatives 
Decision Maker A1 A2 A3 … Ai 
DM1 a1j1 a2j1 a3j1 … aij1 
DM2 a1j2 a2j2 a2j2 … aij2 
DM3 a1j3 a2j3 a3j3 … aij3 
. . . 
DMm 
. . . 
a1jm 
. . . 
a2jm 
. . . 
a3jm 
. . .  … 
. . . 
aijm 
Figure 32: Optimization matrix for individual criterion 
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It is important to define the critical assumptions in the decision-making process in order to 
rationalize the optimization formulation used in this experiment: 
 
1. Alternatives have been vetted and reduced to only the viable, best competing solutions (in 
this case we use	𝑁(𝐴) = 3 alternatives) 
2. At least 50% of DMs in the group are compatible (defined below).  If not, there are very 
likely greater issues that need to be addressed in the process that are affecting relative 
ratings. 
 
Because previous research supports the process of consistent ratio scaling, optimization can be 
used to reduce the 𝜌0 ratio disparity between DMs in GDM situations with compatible DMs and 
situations that lack compatibility.  To quantify this disparity, define: 
 
𝜌0D = max0∈ 𝜌
0 
and 
𝜌0'S = min0∈ 𝜌
0 
 
 
For example, the difference 𝜌20D − 𝜌20'S  is the scale distortion disparity for 𝜌2 .  In order to 
reduce the total disparity and optimize the solution, we minimize the weighted sum of the ratio 
disparities as shown in Equation 13. 
 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒	 ∑ *𝜌0D − 𝜌0'S.
(>)2
12 𝑋    (13) 
 
 The variables in the optimization are the disparity weights	𝑋. 
 
Consistent hierarchies amongst DMs imply consensus.  In these situations, bias and 
dependency can still exist.  Additionally, insufficient incremental scale detail can lead to 
inaccurate ratio comparisons.  In this situation, because consensus is achieved, tighter imposed 
optimization constraints are appropriate.  When DMs do not agree on hierarchies, more extreme 
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bias exists and therefore constraints must be widened.  Thus, the formulation has two sets of 
constraints, one that is used in each of these situations as described below. 
Optimization for consistent hierarchies (all DMs have the same hierarchy) is subject to these 
constraints for criteria j: 
 
C1:	𝑎2,2 *𝜌20D − 𝜌_0'S. ≤ 𝑎_,2 𝑋2 − 𝑎,2 𝑋_ ≤ 𝑎2,2 *𝜌20'S − 𝜌_0D. 
C2:  𝑎2,_ *𝜌20D − 𝜌_0'S. ≤ 𝑎_,_ 𝑋2 − 𝑎,_ 𝑋_ ≤ 𝑎2,_ *𝜌20'S − 𝜌_0D. 
  ⋮ ⋮ 
Cm:  𝑎2,0*𝜌20D − 𝜌_0'S. ≤ 𝑎_,0𝑋2 − 𝑎,0𝑋_ ≤ 𝑎2,0*𝜌20'S − 𝜌_0D. 
 
Optimization of incompatible DMs (there are at least 2 different hierarchies among the DMs in 
this criteria) is subject to constraints for criteria j: 
 
C1:  𝑎2,2 𝜌20D ≤ 𝑎_,2 𝑋2 − 𝑎,2 𝑋_ ≤ −𝑎2,2 𝜌_0D 
C2:  𝑎2,_ 𝜌20D ≤ 𝑎_,_ 𝑋2 − 𝑎,_ 𝑋_ ≤ −𝑎2,_ 𝜌_0D 
 ⋮ ⋮ 
Cm:  𝑎2,0𝜌20D ≤ 𝑎_,0𝑋2 − 𝑎,0𝑋_ ≤ −𝑎2,0𝜌_0D 
  
After the optimization is solved, the 𝑋 variables are used to adjust the ratios.  In order to make 
those adjustments, we need the following definitions.  
First, define a set of compatible decision makers in a criterion as those DMs that share the 
same hierarchy of alternative scores in that criterion.  𝐻 is the set of unique hierarchies 
represented among all DMs ratings for that criterion.  For all of the DMs, let ℎ ∈ 𝐻 be one of 
these hierarchies, 𝐷𝑀(ℎ) be the set of DMs that indicated hierarchy ℎ and 𝑁(𝐷𝑀(ℎ)) be the 
number of compatible DMs that chose hierarchy ℎ.   
Now define: 
𝑁𝐷𝑀∗ = max
∈
𝑁(𝐷𝑀(ℎ))	 
ℎ∗ = 𝑎𝑟𝑔𝑚𝑎𝑥
∈
𝑁(𝐷𝑀(ℎ)) 
Notice that: 
o ℎ∗  is the most common hierarchy indicated by DMs for this criterion,  
 99 
o 𝑁𝐷𝑀∗  is the number of DMs that indicated ℎ∗  in their ratings and  
o 𝐷𝑀(ℎ∗ ) is the set of DMs that indicated ℎ∗ . 
Next, define ri(ℎ) as the average of ratio 𝑥	across a set of compatible DMs, 𝐷𝑀(ℎ), that chose 
hierarchy ℎ: ri(ℎ) = ∑ 𝜌
0
0∈g() 𝑁*𝐷𝑀(ℎ).⁄ .   
In order to proceed with the optimization of ratios, the following procedure is followed to 
leverage the information from compatible decision maker: 
 
Case 1:  If 𝑁𝐷𝑀∗ > 𝑁(𝐷𝑀)/2, then use only ratios from DMs in 𝐷𝑀(ℎ∗ ) to compute ri . 
ri = ri(ℎ
∗ ) = ) 𝜌0
0∈g*∗ .
𝑁𝐷𝑀∗¢  
 
Case 2a: If 𝑁𝐷𝑀∗ = 𝑁(𝐷𝑀)/2 and there are more than 2 hierarchies among the DMs (i.e. there 
is a unique hierarchy chosen by half the DMs) then use only ratios from DMs in 𝐷𝑀(ℎ∗ ) to 
compute	ri  (same computation as Case 1): 
ri = ri(ℎ
∗ ) = ) 𝜌0
0∈g*∗ .
𝑁𝐷𝑀∗¢  
 
Case 2b: If 𝑁∗ = 𝑁(𝐷𝑀)/2 and there are only 2 hierarchies, each chosen by an equal number 
(𝑁(𝐷𝑀)/2)	of DMs, then use all ratios in 𝐷𝑀 to compute	ri: 
 
ri = ) 𝜌
0
0∈g
𝑁(𝐷𝑀)¢  
 
For example, for Case 2b if 2 DMs out of 4 agree on a hierarchy and the other 2 also agree, then 
there are only 2 different hierarchies, thus the dominant hierarchy is unclear.  In this case all four 
DMs ratings are used in	ri .  
 
Case 3:  If 𝑁∗ < 𝑁(𝐷𝑀)/2 do not proceed.  A majority of the DMs are not compatible. 
Next define 𝑑0 , the original distance between ?̅?  and 𝜌0	for DM 𝑚 as follows: 
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 𝑑0 = 	ri − 𝜌
0 for 𝑥 = 1…𝑁(𝐴) − 1, 𝑚 = 1…𝑁(𝐷𝑀)  
 
Next, the adjusted distance 𝑑
0,D£, uses the corresponding optimization solution Xx as shown in 
Equation 14.   
 
 𝑑
0,D£, = 𝑑0𝑋 for 𝑥 = 1…𝑁(𝐴) − 1, 𝑚 = 1…𝑁(𝐷𝑀) (14) 
 
The adjusted ratios (𝜌
0,D£,) and ultimately adjusted alternative ratings (𝑎',
0,D£,) are then 
calculated using the adjusted distance (𝑑
0,D£,) from ri,(0)	as shown in Equations 15 and 16. 
 
 𝜌
0,D£, = ri − 𝑑
0,D£,  for 𝑥 = 1…𝑁(𝐴) − 1, 𝑚 = 1…𝑁(𝐷𝑀) (15) 
 𝑎',
0,D£, = 𝑎',0𝜌'2
0,D£, for 𝑖 = 2…𝐴, 𝑚 = 1…𝑁(𝐷𝑀) (16) 
 
The resulting MCDM matrix for a single DM after optimizing the ratio scales for all criteria is 
shown in Figure 33. 
 
DM1  Alternatives 
Criteria A1 A2 A3 … Ai 
C1 𝑎22 𝑎_2
D£, 𝑎2
D£, … 𝑎'2
D£, 
C2 𝑎2_ 𝑎__
D£, 𝑎_
D£, … 𝑎'_
D£, 
C3 𝑎2 𝑎_
D£, 𝑎
D£, … 𝑎'
D£, 
. . . 
Cj 
. . . 
𝑎2 
. . . 
𝑎_,
D£, 
. . . 
𝑎,
D£, 
. . .  … 
. . . 
𝑎',
D£, 
Figure 33: Optimized MCDM matrix for DM1 
5.4.  Analysis and Discussion 
As previously stated in the assumptions, test cases analyzed scenarios when at least half of 
the decision makers agreed on hierarchy.  It is important to note that, although adjustments were 
calculated using the average majority consensus, the members of the group who did not conform 
to the majority consensus were not discounted.  Every decision maker was used to construct the 
constraints and every decision maker was adjusted.  21 test cases were analyzed.  These 21 
 101 
contain each possible hierarchy combination that conflicts with hierarchy 3-1-2 (i.e. A3 rated 
highest and A2 rated lowest).  The optimization toolkit of Excel Solver is used to solve for X1 and 
X2.  Results are shown in Table 40.  
 
Case 
Original 
Hierarchy 
Subgroup A1 A2 A3 
A1 
Adjusted 
A2 
Adjusted 
A3 
Adjusted 
Adjusted 
Hierarchy 
Subgroup 
1 
  
3-1-2 7 4 9 7 4.22 9.00 3-1-2 
3-1-2 7 6 9 7 5.77 9.00 3-1-2 
3-1-2 6 4 8 6 4.06 7.96 3-1-2 
3-1-2 4 3 5 4 2.97 5.02 3-1-2 
2 
  
3-1-2 4 3 5 4 2.74 5.20 3-1-2 
3-1-2 2 1 3 2 1.26 2.80 3-1-2 
3-1-2 4 3 5 4 2.74 5.20 3-1-2 
1-3-2 7 4 5 7 4.51 7.57 3-1-2 
3 
  
3-1-2 7 5 9 7 4.91 8.89 3-1-2 
3-1-2 8 5 10 8 5.40 10.06 3-1-2 
3-1-2 4 3 5 4 2.85 5.03 3-1-2 
1-2-3 9 8 7 9 6.78 9.75 3-1-2 
4 
  
3-1-2 6 3 9 6 3.64 9.77 3-1-2 
3-1-2 4 3 8 4 2.79 7.49 3-1-2 
3-1-2 4 3 7 4 2.79 7.00 3-1-2 
2-3-1 5 8 7 5 5.01 7.89 3-2-1 
5 
  
3-1-2 4 2 5 4 2.19 5.31 3-1-2 
3-1-2 5 3 8 5 3.03 7.71 3-1-2 
3-1-2 4 3 6 4 2.78 5.92 3-1-2 
2-1-3 4 7 3 4 5.13 4.09 2-3-1 
6 
  
3-1-2 5 3 8 5 2.93 8.25 3-1-2 
3-1-2 5 2 7 5 2.80 7.99 3-1-2 
3-1-2 4 3 8 4 2.42 7.01 3-1-2 
3-2-1 3 4 7 3 2.04 5.51 3-1-2 
7 
  
3-1-2 4 3 5 4 2.43 4.34 3-1-2 
3-1-2 5 3 7 5 2.88 5.67 3-1-2 
1-3-2 3 1 2 3 1.57 2.68 1-3-2 
1-3-2 10 6 7 10 5.77 9.05 1-3-2 
8 
  
3-1-2 3 1 5 3 1.40 4.48 3-1-2 
3-1-2 4 3 5 4 2.87 4.73 3-1-2 
1-2-3 5 4 2 5 3.74 2.72 1-2-3 
1-2-3 5 4 3 5 3.74 3.47 1-2-3 
9 
  
3-1-2 5 3 7 5 5.48 7.56 3-1-2 
3-1-2 6 3 9 6 6.37 9.34 3-1-2 
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2-3-1 4 8 6 4 6.32 6.23 2-3-1 
2-3-1 3 7 6 3 5.09 5.32 3-2-1 
10 
  
3-1-2 5 3 8 5 4.13 7.08 3-1-2 
3-1-2 4 3 6 4 3.66 5.42 3-1-2 
2-1-3 4 7 3 4 6.01 3.59 2-1-3 
2-1-3 6 9 4 6 8.13 5.08 2-1-3 
11 
  
3-1-2 5 3 8 5 4.28 9.81 3-1-2 
3-1-2 5 2 7 5 4.14 9.55 3-1-2 
3-2-1 4 5 8 4 3.77 8.25 3-1-2 
3-2-1 3 4 10 3 2.86 7.20 3-1-2 
12 
  
3-1-2 5 3 6 5 3.17 6.82 3-1-2 
3-1-2 4 3 8 4 2.86 7.35 3-1-2 
1-2-3 7 6 3 7 5.42 6.35 1-3-2 
1-3-2 9 5 7 9 5.49 10.03 3-1-2 
13 
  
3-1-2 3 1 5 3 1.20 4.97 3-1-2 
3-1-2 5 3 8 5 2.66 8.05 3-1-2 
2-3-1 4 7 6 4 4.42 6.15 3-2-1 
2-1-3 6 8 4 6 5.38 5.67 1-3-2 
14 
  
3-1-2 5 2 6 5 1.89 6.20 3-1-2 
3-1-2 3 1 4 3 1.07 3.88 3-1-2 
1-3-2 8 4 7 8 3.30 8.87 3-1-2 
2-3-1 3 9 7 3 3.80 5.09 3-2-1 
15 
  
3-1-2 6 5 9 6 4.37 8.57 3-1-2 
3-1-2 5 2 6 5 2.53 6.36 3-1-2 
1-3-2 8 4 5 8 4.45 7.75 1-3-2 
2-1-3 5 6 3 5 4.58 4.78 1-3-2 
16 
  
3-1-2 7 4 10 7 4.74 9.91 3-1-2 
3-1-2 5 4 7 5 3.47 7.06 3-1-2 
1-3-2 9 3 5 9 5.92 11.59 3-1-2 
3-2-1 3 4 7 3 2.21 4.65 3-1-2 
17 
  
3-1-2 4 3 6 4 2.87 5.76 3-1-2 
3-1-2 3 2 4 3 2.09 4.18 3-1-2 
1-2-3 7 5 3 7 4.97 8.05 3-1-2 
2-3-1 2 6 5 2 2.54 3.42 3-2-1 
18 
  
3-1-2 4 3 6 4 3.20 5.72 3-1-2 
3-1-2 5 5 6 5 4.74 6.34 3-1-2 
1-2-3 7 5 4 7 5.46 6.50 1-3-2 
2-1-3 5 8 3 5 6.52 4.72 2-1-3 
19 
  
3-1-2 3 2 5 3 2.20 4.65 3-1-2 
3-1-2 6 5 8 6 4.61 8.69 3-1-2 
1-2-3 9 6 4 9 6.59 10.60 3-1-2 
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3-2-1 3 5 7 3 2.84 5.26 3-1-2 
20 
  
3-1-2 4 4 5 4 3.80 5.26 3-1-2 
3-1-2 7 6 10 7 6.35 9.55 3-1-2 
2-3-1 3 8 5 3 4.40 4.29 2-3-1 
3-2-1 3 6 7 3 3.78 4.85 3-2-1 
21 
  
3-1-2 5 3 6 5 3.18 7.18 3-1-2 
3-1-2 4 3 6 4 2.86 9.05 3-1-2 
2-1-3 6 8 4 6 6.12 6.59 3-2-1 
3-2-1 4 6 7 4 4.43 7.15 3-2-1 
Table 40: Original and Optimized test case results for a criterion 
 
The optimization formulation performed well when cases of bias were not extreme and consensus 
across all DMs was achieved, such as Case #11 shown in 
Figure 34 - Figure 37. 
   
 
Figure 34: Case #11 unbalanced distorted scales 
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Figure 35: Case #11 unbalanced distorted scale ratios 
 
 
Figure 36: Case #11 adjusted distorted scales 
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Figure 37: Case #11 adjusted distorted scale ratios 
 
In cases when bias was extreme (i.e. A3 rated lowest and/or A2 rated highest), consensus was 
generally not identified after optimization.  However, ratio disparities were minimized and 
alternative ratings and ratio scale trends were smoothed, such as in Case #18.  Refer to Appendix 
E for charts for all cases.   
 
 
Figure 38: Case #18 unbalanced distorted scale (extreme bias) 
 106 
 
 
Figure 39: Case #18 unbalanced distorted scale ratios (extreme bias) 
 
 
Figure 40: Case #18 adjusted distorted scales (extreme bias) 
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Figure 41: Case #18 adjusted distorted scale ratios (extreme bias) 
 
Table 41 shows the total reduction in scale distortion disparity for each case.  As shown, even in 
cases with extreme bias, average reduction was 54% with the tails being as high as 75%.  Notice 
that in all cases, reductions are greater than zero for each rx.  Additionally, average overall 
reductions of cases not containing instances of extreme bias was higher at 66%.  This is possibly 
due to the shape of the constraints in instances when consensus is stronger allowing for more 
confidence in bias reduction.  Reductions were calculated using Equations 17 and 18. 
 
 
r	𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 =
(¥¦n§¦	¥¦n¨©)(¥¦
n§¦,§ªE	¥¦
n¨©,§ªE)
(¥¦n§¦	¥¦n¨©)
      for 𝑥 = 1…𝑁(𝐴) − 1    (17) 
 
 
  𝑂𝑣𝑒𝑟𝑎𝑙𝑙	𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = ¥p	¬£­®'¯S°	¥	¬£­®'¯S
_
     (18) 
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Case r1 Reduction r2 Reduction 
Overall 
Reduction 
1 23% 14% 19% 
2 77% 59% 68% 
3* 70% 63% 67% 
4* 64% 51% 58% 
5* 41% 39% 40% 
6 87% 74% 81% 
7 79% 67% 73% 
8* 40% 25% 33% 
9* 65% 56% 61% 
10* 31% 39% 35% 
11 81% 59% 70% 
12* 46% 41% 44% 
13* 50% 29% 40% 
14* 66% 60% 63% 
15* 49% 47% 48% 
16 92% 85% 89% 
17* 76% 73% 75% 
18* 41% 46% 44% 
19* 79% 69% 74% 
20* 69% 72% 71% 
21* 56% 57% 57% 
Table 41: Optimization case distortion disparity reduction 
* Denotes cases of extreme bias or disparity 
 
5.5. Summary 
Consensus is often the measure of a sound group decision.  However, consensus doesn’t 
necessarily equate to balanced levels of bias across DMs nor does it account for insufficient scale 
detail.  Evidence exists to support the use of ratio scaling in pairwise comparisons of alternatives.  
Optimization may provide a solution to inconsistent hierarchies, unbalanced biases, and 
insufficient incremental scale detail.  The optimization formulation and resulting test cases 
provided in this dissertation research support using optimization to reduce disparities between 
DMs to achieve stronger criteria independence and make gains toward group consensus.  Further 
research is required to characterize different GDM contexts with varying, larger numbers of 
alternatives and DMs and the viability of optimizing such scenarios.  Additionally, if by 
expanding constraints to deemed “acceptable” boundaries by the group or group facilitator, it may 
be possible to achieve consensus in even extremely biased cases.  However, decision processes 
and support tools are only valid if they are trusted.  Trust is a cornerstone in every group decision 
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and it must be balanced and measured as optimization decision support tools such as this are 
developed and institutionalized.   
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6. CONCLUSIONS AND FUTURE RESEARCH 
 
Decision making is extremely sensitive.  Seemingly insignificant factors and inconsistencies 
in the decision process can render significantly different results.  In MCDM, we can divide the 
process into two critical phases that must be complimentary: the rating of alternatives and the 
MCDM weighting technique.  If critical assumptions of MCDM are not met throughout the rating 
phase, it is difficult to trust the relative weights assigned to criteria.  Criteria independence is one 
of those assumptions.  If criteria independence is not achieved, but assumed, bias is compounded 
through the weighting of criteria.  In GDM situations, effects can be even more drastic.   
What was found in this dissertation research was that heuristics rooted in information 
uncertainty that result in strong biases such as subject preference can be managed through 
specific modes of information presentation.  Ultimately, a mode mixture of joint and separate 
evaluation of alternatives was found to significantly reduce preference bias and promote stronger 
criteria independence.  By presenting alternatives and criteria in a mixed mode, subjects exhibited 
pairwise comparison trends consistent with the anchoring and adjustment heuristic.  Although 
traditionally observed as a negative bias, in the context of these experiments, it allowed for a 
reduction in other types of biases and created stronger independence.   
Strategic decision facilitation supported leveraging anchoring as a viable heuristic to combat 
other types of biases as well as generate higher consensus consistency between decision makers.  
This brought forward the importance of a critical extension of anchoring and adjustment: scale 
distortion.  A decision maker’s definition of value as it translates to a numerical rating can differ 
significantly from other decision makers in a group setting.  Therefore, it was critical to identify a 
common process in the anchoring and adjustment of pairwise comparisons of alternatives in 
mixed mode.  What was found was that regardless of scale range, compatible decision makers 
used consistent ratio scaling of alternative ratings.  When there is consistency in process, we can 
leverage optimization to reduce disparities.  Through the use of optimization, we were able to 
minimize the total scale distortion disparity between decision makers by constraining the group to 
the average ratio scale of each pairwise comparison within the majority consensus.  Reductions 
were staggering.  In cases where conflicting hierarchies were extreme, distortion disparities were 
reduced on average 54% and as high as 75%.  The application of strategic facilitation and 
optimization has the potential to save critical time and dollars in organization decision processes.  
Now, more than ever, are we in need of decision support tools that allow for quick decisions that 
strengthen group consensus as well as criteria independence; alleviating the need for costly 
rework or unnecessary time lost in debate.   
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There is much work to be done to further the concepts of strategic facilitation and the 
marrying with optimization DSS.  More experiments need to be conducted to characterize the 
effects of mixed mode presentations in specific decision contexts.  This research has only laid the 
foundational ground work on how mode effects principle decision assumptions.  Additionally, the 
optimization formulation is built on mean attributes of the group decision.  In its current form, the 
optimization formula is built around the group of decision makers.  In situations when a selection 
authority presides over the group, additional or entirely different constraints may be necessary.  
Other constraint formulations are possible and should be explored.  Furthermore, proper measures 
should always be taken in the facilitation to ensure gaming is optimally reduced.  Every decision 
will be unique and every process should be tailored to ensure the correct information is gathered, 
presented, and masked at appropriate times throughout.   
 Finally, no decision process or DSS are institutionalized if they are not trusted.  Measures of 
trust must be gathered on the processes of strategic facilitation to include presentation modes as 
well as the optimization DSS.  In order to improve the group decision process, we must heighten 
the shared trust between all parties involved.   
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APPENDIX A: RATING SCALE FORMAT 
 
 
Figure 42: Rating scale format for Chapter 3 & 4 experiments 
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APPENDIX B: EXPERIMENT 1 DATA TABLES 
Evaluability 
MV 
Evaluability 
SUV Minivan Score  SUV Score Delta Mode 
- - 8 6 2 JE 
- - 1 10 -9 JE 
- + 3 10 -7 JE 
+ - 8 6 2 JE 
- - 5 8 -3 JE 
- + 7 6 1 JE 
+ - 5 5 0 JE 
- + 7 9 -2 JE 
- - 5 3 2 JE 
- + 8 8 0 JE 
- + 1 1 0 JE 
- + 5 6 -1 JE 
- - 2 1 1 JE 
- - 1 1 0 JE 
- + 7 8 -1 JE 
- - 6 8 -2 JE 
- + 10 10 0 JE 
- - 3 7 -4 JE 
+ - 3 5 -2 JE 
- + 10 9 1 SE 
- - 3 3 0 SE 
- + 5 5 0 SE 
- - 1 1 0 SE 
+ - 4 3 1 SE 
- + 4 6 -2 SE 
- - 7 10 -3 SE 
+ - 8 7 1 SE 
- - 1 1 0 SE 
- + 5 8 -3 SE 
- - 10 8 2 SE 
+ - 6 4 2 SE 
- + 6 8 -2 SE 
Table 42: Portioned Data from Experiment 1 - Phase 1 
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Evaluability MV Evaluability SUV Minivan Score SUV Score Delta Mode 
- - 9 6 3 SE 
- - 2 4 -2 SE 
- - 9 8 1 SE 
- + 10 9 1 SE 
- - 3 3 0 SE 
- + 5 5 0 SE 
- - 1 1 0 SE 
+ - 4 3 1 SE 
- + 4 6 -2 SE 
- - 10 7 3 SE 
- - 8 10 -2 SE 
- - 8 8 0 SE 
- - 7 6 1 SE 
- - 7 10 -3 SE 
+ - 8 7 1 SE 
- - 1 1 0 SE 
- + 5 8 -3 SE 
- - 5 3 2 SE 
- - 4 8 -4 SE 
- - 10 8 2 SE 
- - 3 9 -6 JE 
- + 8 5 3 JE 
- + 8 10 -2 JE 
- - 4 5 -1 JE 
- + 7 9 -2 JE 
- - 9 7 2 JE 
- - 8 6 2 JE 
- - 10 10 0 JE 
- - 8 7 1 JE 
- - 3 9 -6 JE 
- - 9 5 4 JE 
- - 8 8 0 JE 
- + 7 7 0 JE 
Table 43: Portioned Data from Experiment 1 - Phase 2.1 
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EvalMV EvalSUV Mode 
MV 
Price  
SUV 
Price Delta Price MV Perf SUV Perf Delta Perf 
- - SE 7 6 1 7 9 -2 
- - SE 2 3 -1 9 8 1 
- - SE 7 9 -2 5 5 0 
- + SE 2 5 -3 5 8 -3 
- - SE 3 2 1 1 9 -8 
- + SE 1 1 0 5 6 -1 
- - SE 1 1 0 4 5 -1 
+ - SE 4 3 1 7 8 -1 
- + SE 6 7 -1 10 10 0 
- - SE 8 7 1 8 8 0 
- - SE 8 9 -1 5 6 -1 
- - SE 9 10 -1 4 6 -2 
- - SE 1 1 0 9 8 1 
- - SE 5 8 -3 10 9 1 
+ - SE 9 6 3 4 10 -6 
- - SE 1 1 0 5 10 -5 
- + SE 6 6 0 10 9 1 
- - SE 6 6 0 7 8 -1 
- - SE 1 9 -8 8 6 2 
- - SE 1 1 0 8 9 -1 
- - JE 2 9 -7 3 6 -3 
- + JE 4 4 0 10 10 0 
- + JE 10 10 0 6 10 -4 
- - JE 4 4 0 8 5 3 
- + JE 1 1 0 5 9 -4 
- - JE 10 9 1 9 8 1 
- - JE 5 7 -2 7 9 -2 
- - JE 1 1 0 9 5 4 
- - JE 7 7 0 6 8 -2 
- - JE 5 8 -3 9 8 1 
- - JE 4 7 -3 8 5 3 
Table 44: Portioned Data from Experiment 1 - Phase 2.2 
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EvalMV EvalSUV Mode FMVdPrice FSUVdPrice FMVdPerf FSUVdPerf 
- - SE 2 0 1 -1 
- - SE 0 1 -3 -3 
- - SE 2 -1 4 0 
- + SE 8 4 -1 -1 
- - SE 0 1 0 -5 
- + SE 4 4 0 0 
- - SE 0 0 -3 -2 
+ - SE 0 0 1 -1 
- + SE -2 -1 -2 0 
- - SE 2 0 -3 -3 
- - SE 0 1 1 1 
- - SE -1 -2 1 -4 
- - SE 6 5 0 0 
- - SE 2 2 -1 1 
+ - SE -1 1 3 -5 
- - SE 0 0 2 -7 
- + SE -1 2 -7 -7 
- - SE -1 -3 -4 -4 
- - SE 3 -1 1 0 
- - SE 9 7 -6 0 
- - JE 1 0 4 -2 
- + JE 4 1 -3 -3 
- + JE -2 0 -1 0 
- - JE 0 1 0 1 
- + JE 6 8 2 -1 
- - JE -1 -2 -7 -6 
- - JE 3 -1 -6 -3 
- - JE 9 9 -4 -3 
- - JE 1 0 -2 0 
- - JE -2 1 1 0 
- - JE 5 -2 -3 -2 
- - JE 6 6 1 -1 
- + JE 0 -1 0 1 
Table 45: Portioned Data from Experiment 1 - Phase 2.3 
 133 
EvalMV EvalSUV Minivan Score SUV Score Delta Mode Procedure 
- - 8 6 2 JE 1 
- - 1 10 -9 JE 1 
- + 3 10 -7 JE 1 
+ - 8 6 2 JE 1 
- - 5 8 -3 JE 1 
- + 7 6 1 JE 1 
+ - 5 5 0 JE 1 
- + 7 9 -2 JE 1 
- - 5 3 2 JE 1 
- + 8 8 0 JE 1 
- - 3 9 -6 JE 2 
- + 8 5 3 JE 2 
- + 8 10 -2 JE 2 
- - 4 5 -1 JE 2 
- + 7 9 -2 JE 2 
- - 9 7 2 JE 2 
- - 8 6 2 JE 2 
- - 10 10 0 JE 2 
- - 8 7 1 JE 2 
- - 3 9 -6 JE 2 
- - 9 5 4 JE 2 
- - 2 2 0 JE 3 
- + 6 9 -3 JE 3 
- - 6 5 1 JE 3 
- - 9 9 0 JE 3 
+ - 7 8 -1 JE 3 
+ + 3 3 0 JE 3 
- - 7 9 -2 JE 3 
+ - 3 2 1 JE 3 
- - 3 2 1 JE 3 
- - 3 3 0 JE 3 
+ + 1 1 0 JE 3 
Table 46: Portioned Data from Experiment 1 - Phase 2.4 
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APPENDIX C: EXPERIMENT 1 ANALYSIS OF VARIANCE 
Phase 1 
The response for Phase 1 analysis is the difference (delta) of the overall score for minivan 
and SUV. 
 
 
Figure 43: Experiment 1 – Phase 1 normal plot 
 
The normal plot of the full factorial in Figure 43 shows that only factors EvalMV and 
EvalSUV*Mode have significant effects on the response.  However, the EvalSUV*Mode has a p-
value that is less than marginal (0.2937).  The ANOVA of the full factorial is shown in Figure 44.  
The data shows that there is strong evidence that the delta is different for at least one factor 
combination for a = 0.05.  This conclusion is supported by the test statistic and p-value: 
 
F0 = 2.5448 > F0.05,7,255 = 2.0096 
P-value (0.0151) < 0.05 
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Figure 44: Experiment 1 – Phase 1 full factor ANOVA 
 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Although the residual variance of the subjects who had high 
evaluability of minivans (+) appears to be slightly smaller than those with low evaluability (-), the 
core residual variance of each factor level lies within the same range.  This may be due to the 
comparison sample size of subjects with varying levels of evaluability.  Additionally, the plot of 
the residual delta vs predicted delta shows a bell-shaped trend with a larger variance in residual 
values as predicted values drop below 0.  This may transpose what is seen in Figure 45 because a 
negative delta reveals favor toward the SUV; and it was observed throughout the experiment that 
those without minivan experience either highly favored the SUV in SE mode as reflected in much 
higher LSM values or slightly favored the SUV in JE mode as reflected in LSM values closer to 
0. 
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Figure 45: Experiment 1 – Phase 1 residual plot of Evaluability of Minivan 
 
 
Figure 46: Experiment 1 – Phase 1 residual plot of Evaluability of SUV 
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Figure 47: Experiment 1 – Phase 1 residual plot of Mode 
 
 
Figure 48: Experiment 1 – Phase 1 residual plot of predicted values 
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The normal quantile plot of the residuals shown in Figure 49 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
 
Figure 49: Experiment 1 – Phase 1 normal quantile plot 
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Phase 2.1 
The response for Phase 2.1 analysis is the difference (delta) of the overall score for minivan 
and SUV. 
 
 
Figure 50: Experiment 1 - Phase 2.1 normal plot 
 
The normal plot of the full factorial in Figure 50 shows that factors EvalMV, 
EvalMV*EvalSUV, and EvalMV*EvalSUV*Mode have significant effects on the response.  
However, EvalMV*EvalSUV, and EvalMV*EvalSUV*Mode have p-values of 0.0689 and 
0.0832 respectively.  The ANOVA of the full factorial is shown in Figure 51.  The data shows 
that there is strong evidence that the delta is different for at least one factor combination for a = 
0.05.  This conclusion is supported by the test statistic and p-value: 
F0 = 3.7256 > F0.05,7,402 = 2.0096 
P-value (0.0013) < 0.05 
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Figure 51: Experiment 1 – Phase 2.1 full factor ANOVA 
 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Although the residual variance of the subjects with high 
evaluability of minivans (+) appears to be slightly smaller than those with low evaluability (-), the 
core residual variance of each factor level lies within the same range.  This may be due to the 
comparison sample size of subjects with varying levels of evaluability.  Additionally, the plot of 
the residual delta vs predicted delta shows a bell-shaped trend with a larger variance in residual 
values as predicted values drop below 0.  This may transpose what is seen in Figure 52 because a 
negative delta reveals favor toward the SUV; and it was observed throughout the experiment that 
those without minivan experience either highly favored the SUV in SE mode as reflected in much 
higher LSM values or slightly favored the SUV in JE mode as reflected in LSM values closer to 
0. 
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Figure 52: Experiment 1 – Phase 2.1 residual plot of Evaluability of Minivan 
 
 
Figure 53: Experiment 1 – Phase 2.1 residual plot of Evaluability of SUV 
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Figure 54: Experiment 1 – Phase 2.1 residual plot of Mode 
 
 
 
Figure 55: Experiment 1 – Phase 2.1 residual plot of predicted values 
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The normal quantile plot of the residuals shown in Figure 56 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
Figure 56: Experiment 1 – Phase 2.1 normal quantile plot 
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Phase 2.2 
The response for the first ANOVA in Phase 2.2 is the difference (delta) between the scores 
of the price of the minivan and price of the SUV.  Because results were found to be insignificant 
in proving Hypothesis 2.1, further analysis of residuals and normality is not presented here.  
Figure 57 shows that evaluability of the minivan continued to be significant, however, mode had 
no effect on difference in price.  Additionally, the connecting letters report of the full factorial 
shown in Figure 58 provided no evidence to support Hypothesis 2.1. 
 
 
Figure 57: Experiment 1 – Phase 2.2 full factor ANOVA for price difference 
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Figure 58: Experiment 1 - Phase 2.2 connecting letters report for price difference 
 
The response for the second ANOVA in Phase 2.2 is the difference (delta) between the 
scores of the performance of the minivan and performance of the SUV.  Because results were 
found to be insignificant in proving Hypothesis 2.1, further analysis of residuals and normality is 
not presented here. Mode had no effect on difference in performance as shown in Figure 59.  
Additionally, the connecting letters report of the full factorial shown in Figure 60 provided no 
evidence to support Hypothesis 2.1. 
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Figure 59: Experiment 1 – Phase 2.2 full factor ANOVA for performance difference 
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Figure 60: Exp 1 - Phase 2.2 connecting letters report for performance difference 
Phase 2.3 
The responses in Phase 2.3 were the differences (deltas) between the overall score of the 
vehicle and the criteria score.  For example: Overall Minivan Score – Minivan Price Score.  The 
intention of this phase is to determine if mode promoted anchoring of the overall score to any one 
criterion.  Results were found to be insignificant in all four ANOVAs as shown in the following 
figures.  Therefore, further analysis of residual variance and normality are not presented here.  
However, least square mean values of deltas across modes indicate there may be significant 
effects within modes across different scoring schemes which will be shown in Phase 2.4.  A 
larger LSM value indicates that overall scores were farther from the criteria scores.  The four (4) 
responses measured are as follows: 
1. Overall Minivan Score – Minivan Price Score (FMVdPrice) 
2. Overall SUV Score – SUV Price Score (FSUVdPrice) 
3. Overall Minivan Score – Minivan Performance Score (FMVdPerf) 
4. Overall SUV Score – SUV Performance Score (FSVdPerf) 
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Figure 61: Experiment 1 – Phase 2.3 full factor ANOVA of overall MV Score - PriceMV 
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Figure 62: Experiment 1 – Phase 2.3 full factor ANOVA of overall SUV Score - PriceSUV 
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Figure 63: Experiment 1 – Phase 2.3 full factor ANOVA of overall MV Perf - PerfMV 
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Figure 64: Experiment 1 – Phase 2.3 full factor ANOVA of overall SUV Perf - PerfSUV 
 
 
 
 
 
 
 
 
 152 
Phase 2.4 
The measured responses are the Overall Minivan Score and the Overall SUV Score.  This 
phase included a new variable: Procedure.  Due to indicators in Phase 2.3, we decided to test if 
order of scoring criteria across the different surveys affected the overall scores of the vehicles.  
The mode of highest interest was JE because SE was already determined to contain significant 
amounts of preference bias in Phase 1.  Therefore, if any significant differences were detected 
across procedures in Phase 2.4, we wanted to be able to attribute them to procedure and not 
preference.  The Procedures used in JE throughout Phase 1 and Phase 2 of the experiment were as 
follows: 
1. Procedure 1: All criteria presented – subjects assign overall score 
2. Procedure 2:  Price scored first, then performance, then overall 
3. Procedure 3: Performance scored first, then price, then overall 
Analysis of the connecting letters report showed that sequencing the scoring of the criteria created 
a significant numerical anchoring effect.  The following is the analysis of residual variance and 
normality.  The first ANOVA analyzes the score of the minivan and the second analyzes the score 
of the SUV. 
 
 
 
Figure 65: Experiment 1 - Phase 2.4 normal plot of price delta 
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The normal plot of the full factorial in Figure 65 shows that factor combinations Procedure, 
EvalSUV, EvalMV*Procedure, and EvalMV*EvalSUV*Procedure have significant effects on the 
response.  However, factor combinations EvalSUV and EvalMV*EvalSUV*Procedure have p-
values that are less than marginal. The ANOVA of the full factorial is shown in Figure 66.  The 
data shows that there is strong evidence that the score is different for at least one factor 
combination for a = 0.05.  This conclusion is supported by the test statistic and p-value: 
F0 = 2.0906 > F0.05,11,290 = 1.7522 
P-value (0.0210) < 0.05 
 
 
Figure 66: Experiment 1 – Phase 2.4 full factor ANOVA 
 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Although the residual variance of the subjects with high 
evaluability of minivans (+) appears to be slightly smaller than those with low evaluability (-), the 
core residual variance of each factor level lies within the same range.  This may be due to the 
comparison sample size of subjects with varying levels of evaluability.  Additionally, it appears 
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there are no significant issues with the plot of residual scores vs predicted scores as shown in 
Figure 70. 
 
 
Figure 67: Experiment 1 – Phase 2.4 residual plot of Evaluability of Minivan 
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Figure 68: Experiment 1 – Phase 2.4 residual plot of Evaluability of SUV 
 
 
 
Figure 69: Experiment 1 – Phase 2.4 residual plot of Procedure 
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Figure 70: Experiment 1 – Phase 2.4 residual plot of predicted values 
 
The normal quantile plot of the residuals shown in Figure 71 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
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Figure 71: Experiment 1 – Phase 2.4 normal quantile plot 
 
The measured response for the second ANOVA in Phase 2.4 is the Overall Score of the SUV. 
 
 
Figure 72: Experiment 1 - Phase 2.2 Normal Plot of Price Delta 
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The normal plot of the full factorial in Figure 72 shows that factor combinations Procedure, 
EvalMV, EvalSUV, EvalMV*EvalSUV, EvalMV*Procedure, and EvalSUV*Procedure have 
significant effects on the response.  However, factor combinations EvalSUV and 
EvalMV*Procedure and EvalSUV*Procedure have p-values that are less than marginal. The 
ANOVA of the full factorial is shown in Figure 73.  The data shows that there is strong evidence 
that the score is different for at least one factor combination for a = 0.05.  This conclusion is 
supported by the test statistic and p-value: 
F0 = 3.5349 > F0.05,11,290 = 1.7522 
P-value (0.0001) < 0.05 
 
 
Figure 73: Experiment 1 – Phase 2.4 full factor ANOVA 
 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Although the residual variance of the subjects with high 
evaluability of minivans (+) appears to be slightly smaller than those with low evaluability (-), the 
core residual variance of each factor level lies within the same range.  This may be due to the 
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comparison sample size of subjects with varying levels of evaluability.  Additionally, it appears 
there are no significant issues with the plot of residual scores vs predicted scores as shown in 
Figure 77. 
 
 
Figure 74: Experiment 1 – Phase 2.4 residual plot of Evaluability of Minivan 
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Figure 75: Experiment 1 – Phase 2.4 residual plot of Evaluability of SUV 
 
 
 
Figure 76: Experiment 1 – Phase 2.4 residual plot of Procedure 
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Figure 77: Experiment 1 – Phase 2.4 residual plot of predicted values 
 
The normal quantile plot of the residuals shown in Figure 78 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
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Figure 78: Experiment 1 – Phase 2.4 normal quantile plot 
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APPENDIX D: EXPERIMENT 2 DATA TABLES 
 
Table 47: Experiment 2 price portioned data 
 
 
 
 
 
 
 
 
 
A1 Price 
Value 
A2 Price 
Value 
A3 Price 
Value Scale 
Price Ratio 
A2/A1 
Price Ratio 
A3/A1 Subgroup 
8 5 10 10 0.63 1.25 312 
8 7 8 10 0.88 1.00 312 
2 1 7 10 0.50 3.50 312 
8 7 8 10 0.88 1.00 312 
8 7 8 10 0.88 1.00 312 
3 3 3 10 1.00 1.00 312 
7 4 9 10 0.57 1.29 312 
7 6 9 10 0.86 1.29 312 
6 4 8 10 0.67 1.33 312 
8 7 8 10 0.88 1.00 312 
7 3 8 10 0.43 1.14 312 
9 8 10 10 0.89 1.11 312 
4 3 5 10 0.75 1.25 312 
7 5 2 10 0.71 0.29 123 
9 7 4 10 0.78 0.44 123 
10 10 7 10 1.00 0.70 123 
8 6 5 10 0.75 0.63 123 
9 8 7 10 0.89 0.78 123 
8 4 6 10 0.50 0.75 132 
9 8 5 10 0.89 0.56 123 
3 1 2 10 0.33 0.67 132 
6 1 5 10 0.17 0.83 132 
10 8 1 10 0.80 0.10 123 
3 1 2 10 0.33 0.67 132 
3 1 2 10 0.33 0.67 132 
6 4 5 7 0.67 0.83 132 
7 7 4 7 1.00 0.57 123 
3 1 2 7 0.33 0.67 132 
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Table 48: Experiment 2 performance portioned data 
A1 Perf 
Value 
A2 Perf 
Value 
A3 Perf 
Value Scale 
Perf Ratio 
A2/A3 
Perf Ratio 
A1/A3 Subgroup 
7 10 9 10 1.11 0.78 231 
3 8 5 10 1.60 0.60 231 
3 8 7 10 1.14 0.43 231 
9 9 9 10 1.00 1.00 231 
2 2 2 10 1.00 1.00 231 
6 7 6 10 1.17 1.00 231 
10 10 10 10 1.00 1.00 231 
4 9 8 10 1.13 0.50 231 
6 7 6 10 1.17 1.00 231 
6 10 9 10 1.11 0.67 231 
7 10 10 10 1.00 0.70 231 
5 10 7 10 1.43 0.71 231 
7 8 7 10 1.14 1.00 231 
2 7 6 10 1.17 0.33 231 
7 8 8 10 1.00 0.88 231 
8 10 9 10 1.11 0.89 231 
7 8 7 10 1.14 1.00 231 
3 3 3 10 1.00 1.00 231 
6 9 5 10 1.80 1.20 213 
9 7 5 10 1.40 1.80 123 
9 7 7 10 1.00 1.29 123 
6 8 4 10 2.00 1.50 213 
8 7 6 10 1.17 1.33 123 
9 9 8 10 1.13 1.13 123 
4 3 2 10 1.50 2.00 123 
8 6 5 10 1.20 1.60 123 
3 2 1 10 2.00 3.00 123 
2 3 1 10 3.00 2.00 213 
4 2 1 10 2.00 4.00 123 
7 6 6 10 1.00 1.17 123 
8 10 5 10 2.00 1.60 213 
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APPENDIX E: EXPERIMENT 2 ANALYSIS OF VARIANCE 
Phase 1 
There are multiple responses measured in Phase 1.  ANOVAs were conducted on the following 
responses: 
• Price of the Minivan 
• Price of the SUV 
• Performance of the Minivan 
• Performance of the SUV 
 
Price of the Minivan 
 
Figure 79: Experiment 2 – Phase 1 normal plot of PriceMV 
The normal plot of the full factorial in Figure 79 shows that factors Procedure and EvalSUV 
have significant effects on the response.  However, factors EvalSUV and Procedure have p-values 
that are less than marginal. The ANOVA of the full factorial is shown in Figure 80.  The data 
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shows that there is no strong evidence that the score is different for at least one factor 
combination for a = 0.05.  This conclusion is supported by the test statistic and p-value: 
F0 = 1.2418 < F0.05,7,200 = 2.0096 
P-value (0.2815) > 0.05 
 
 
Figure 80: Experiment 2 - Phase 1 full factor ANOVA for PriceMV 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Additionally, it appears there are no significant issues with the 
plot of residual scores vs predicted scores as shown in Figure 84. 
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Figure 81: Experiment 2 - Phase 1 residual PriceMV vs EvalMV plot 
 
 
 
Figure 82: Experiment 2 - Phase 1 residual PriceMV vs EvalSUV plot 
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Figure 83: Experiment 2 - Phase 1 residual PriceMV vs Procedure plot 
 
 
 
Figure 84: Experiment 2 - Phase 1 residual PriceMV vs predicted plot 
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The normal quantile plot of the residuals shown in Figure 85 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
Figure 85: Experiment 2 - Phase 1 normal quantile plot of residual PriceMV 
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Price of the SUV 
 
Figure 86: Experiment 2 - Phase 1 normal plot of PriceSUV 
 
The normal plot of the full factorial in Figure 86 shows that factor combinations 
EvalMV*EvalSUV*Procedure, EvalSUV, and EvalSUV have significant effects on the response.  
However, these factors have p-values that are marginal. The ANOVA of the full factorial is 
shown in Figure 87.  The data shows that there is no strong evidence that the score is different for 
at least one factor combination for a = 0.05.  This conclusion is supported by the test statistic and 
p-value: 
F0 = 1.9096 < F0.05,7,200 = 2.0096 
P-value (0.0697) > 0.05 
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Figure 87: Experiment 2 - Phase 1 full factor ANOVA of PriceSUV 
 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Additionally, it appears there are no significant issues with the 
plot of residual scores vs predicted scores as shown in  
Figure 91. 
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Figure 88: Experiment 2 - Phase 1 residual PriceSUV vs EvalMV plot 
 
 
 
Figure 89: Experiment 2 - Phase 1 residual PriceSUV vs EvalSUV plot 
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Figure 90: Experiment 2 - Phase 1 residual PriceSUV vs Procedure plot 
 
 
 
Figure 91: Experiment 2 - Phase 1 residual PriceSUV vs predicted plot 
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The normal quantile plot of the residuals shown in Figure 92 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
 
Figure 92: Experiment 2 - Phase 1 normal quantile plot of residual PriceSUV 
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Performance of Minivan 
 
Figure 93: Experiment 2 - Phase 1 normal plot of PerfMV 
 
 
The normal plot of the full factorial in Figure 93 hows that factor combinations 
EvalMV*EvalSUV*Procedure, EvalMV*Procedure, and Procedure have significant effects on 
the response.  However, these factors have p-values that are less than marginal. The ANOVA of 
the full factorial is shown in Figure 94.  The data shows that there is no strong evidence that the 
score is different for at least one factor combination for a = 0.05.  This conclusion is supported 
by the test statistic and p-value: 
F0 = 1.5306 < F0.05,7,200 = 2.0096 
P-value (0.1587) > 0.05 
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Figure 94: Experiment 2 - Phase 1 full factor ANOVA of PerfMV 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Additionally, it appears there are no significant issues with the 
plot of residual scores vs predicted scores as shown in 
Figure 98. 
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Figure 95: Experiment 2 - Phase 1 residual PerfMV vs EvalMV plot 
 
 
 
Figure 96: Experiment 2 Phase 1 residual PerfMV vs EvalSUV plot 
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Figure 97: Experiment 2 - Phase 1 residual PerfMV vs Procedure plot 
 
 
 
Figure 98: Experiment 2 - Phase 1 residual PerfMV vs predicted plot 
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The normal quantile plot of the residuals shown in Figure 99 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
 
Figure 99: Experiment 2 - Phase 1 normal quantile plot of residual PerfMV 
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Performance of SUV 
 
Figure 100: Experiment 2 - Phase 1 normal plot of PerfSUV 
 
The normal plot of the full factorial in Figure 100 shows that factor Procedure has significant 
effects on the response.  However, this factor has a p-value that is less than marginal. The 
ANOVA of the full factorial is shown in Figure 101.  The data shows that there is no strong 
evidence that the score is different for at least one factor combination for a = 0.05.  This 
conclusion is supported by the test statistic and p-value: 
F0 = 1.2090 < F0.05,7,200 = 2.0096 
P-value (0.2993) > 0.05 
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Figure 101: Experiment 2 - Phase 1 full factor ANOVA of PerfSUV 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Additionally, it appears there are no significant issues with the 
plot of residual scores vs predicted scores as shown in Figure 105. 
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.  
Figure 102: Experiment 2 - Phase 1 residual PerfSUV vs EvalMV plot 
 
 
Figure 103: Experiment 2 - Phase 1 residual PerfSUV vs EvalSUV plot 
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Figure 104: Experiment 2 - Phase 1 residual PerfSUV vs Procedure plot 
 
 
Figure 105: Experiment 2 - Phase 1 residual PerfSUV vs predicted plot 
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The normal quantile plot of the residuals shown in Figure 106 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
Figure 106: Experiment 2 - Phase 1 normal quantile plot of residual PerfSUV 
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Phase 2 
Phase 2 of Experiment 2 analyzes the impact of scale range on pairwise comparisons and individual 
decision making procedures.  The responses that are measured are the ratio scales between 
alternatives: 
• A2/A1 for price 
• A3/A1 for price 
• A1/A3 for performance 
• A2/A3 for performance 
The first four (4) ANOVAs in Phase 2 were single factor ANOVAs.  The purpose of these 
ANOVAs was to determine how scale range impacted ratio scaling within compatible decision 
makers. 
A2/A1 Price Ratio 
The ANOVA of the single factor is shown in Figure 107.  The data shows that there is no 
strong evidence that the score is different for at least one factor combination for a = 0.05.  This 
conclusion is supported by the test statistic and p-value: 
F0 = 0.5287 < F0.05,2,54 = 3.1504 
P-value (0.5924) > 0.05 
 
 
Figure 107: Experiment 2 - Phase 2 single factor ANOVA of A2/A1 
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After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Additionally, it appears there are no significant issues with the 
plot of residual scores vs predicted scores as shown in Figure 109. 
 
.  
Figure 108: Experiment 2 - Phase 2 residual A2/A1 price vs scale plot 
 
 
Figure 109: Experiment 2 - Phase 2 residual A2/A1 price vs predicted plot 
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The normal quantile plot of the residuals shown in Figure 110 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
Figure 110: Experiment 2 - Phase 2 residual A2/A1 price normal quantile plot 
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A3/A1 Price Ratio 
The single factor ANOVA is shown in Figure 111.  The data shows that there is no strong 
evidence that the score is different for at least one factor combination for a = 0.05.  This 
conclusion is supported by the test statistic and p-value: 
F0 = 0.1887 < F0.05,2,54 = 3.1504 
P-value (0.8286) > 0.05 
 
 
Figure 111: Experiment 2 - Phase 2 single factor ANOVA of A3/A1 price 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Additionally, it appears there are no significant issues with the 
plot of residual scores vs predicted scores as shown in Figure 113. 
. 
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Figure 112: Experiment 2 - Phase 2 residual A3/A1 price vs scale plot 
 
 
Figure 113: Experiment 2 - Phase 2 residual A3/A1 price vs predicted plot 
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The normal quantile plot of the residuals shown in Figure 114 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
 
Figure 114: Experient 2 - Phase 2 residual A3/A1 price normal quantile plot 
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A2/A3 Performance Ratio 
The single factor ANOVA is shown in Figure 115.  The data shows that there is no strong 
evidence that the score is different for at least one factor combination for a = 0.05.  This 
conclusion is supported by the test statistic and p-value: 
F0 = 0.0883 < F0.05,2,109 = 3.0718 
P-value (0.9156) > 0.05 
 
 
Figure 115: Experiment 2 - Phase 2 single factor ANOVA of A2/A3 performance 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Additionally, it appears there are no significant issues with the 
plot of residual scores vs predicted scores as shown in Figure 117. 
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Figure 116: Experiment 2 - Phase 2 residual A2/A3 performance vs scale plot 
 
 
Figure 117: Experiment 2 - Phase 2 residual A2/A3 performance vs predicted plot 
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The normal quantile plot of the residuals shown in Figure 118reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
 
Figure 118: Experiment 2 - Phase 2 residual A2/A3 performance normal quantile plot 
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A1/A3 Performance Ratio 
The single factor ANOVA is shown in Figure 119.  The data shows that there is no strong 
evidence that the score is different for at least one factor combination for a = 0.05.  This conclusion 
is supported by the test statistic and p-value: 
F0 = 0.2210 < F0.05,2,109 = 3.0718 
P-value (0.8021) > 0.05 
 
 
Figure 119: Experiment 2 - Phase 2 single factor ANOVA of A1/A3 performance 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Additionally, it appears there are no significant issues with the 
plot of residual scores vs predicted scores as shown in Figure 121. 
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Figure 120: Experiment 2 - Phase 2 residual A1/A3 performance vs scale plot 
 
 
Figure 121: Experiment 2 - Phase 2 residual A1/A3 performance vs predicted plot 
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The normal quantile plot of the residuals shown in Figure 122 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
Figure 122: Experiment 2 - Phase 2 residual A1/A3 performance normal quantile plot 
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A2/A1 Price Ratio Full Factorial 
 
Figure 123: Experiment 2 - Phase 2 A2/A1 price ratio full factor normal quantile plot 
 
The normal plot of the full factorial in Figure 123 shows that factor combinations 
Scale*Subgroup and Subgroup have significant effects on the response.  The ANOVA of the full 
factorial is shown in Figure 124.  The data shows that there is strong evidence that the score is 
different for at least one factor combination for a = 0.05.  This conclusion is supported by the test 
statistic and p-value: 
F0 = 6.7740 > F0.05,8,76 = 1.7219 
P-value (0.0001) < 0.05 
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Figure 124: Experiment 2 - Phase 2 A2/A1 price ratio full factor ANOVA 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Although the residual variance of the subjects in Subgroup 312 
appears to be slightly larger than those in Subgroups 123 and 132, the core residual variance of 
each factor level lies within the same range.  This may be due to the comparison sample size of 
subjects in each subgroup.  Additionally, it appears there are no significant issues with the plot of 
residual scores vs predicted scores as shown in Figure 127. 
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Figure 125: Experiment 2 - Phase 2 residual A2/A1 price vs scale plot 
 
 
Figure 126: Experiment 2 - Phase 2 residual A2/A1 price vs subgroup plot 
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Figure 127: Experiment 2 - Phase 2 residual A2/A1 price vs predicted plot 
 
The normal quantile plot of the residuals shown in Figure 128 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
Figure 128: Experiment 2 – Phase 2 residual A2/A1 price ratio normal quantile plot 
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A3/A1 Price Ratio Full Factorial 
 
Figure 129: Experiment 2 - Phase 2 A3/A1 price ratio full factor normal quantile plot 
 
The normal plot of the full factorial in Figure 129 shows that factor combinations 
Scale*Subgroup, Scale, and Subgroup have significant effects on the response.  The ANOVA of 
the full factorial is shown in Figure 130  The data shows that there is no strong evidence that the 
score is different for at least one factor combination for a = 0.05.  This conclusion is supported 
by the test statistic and p-value: 
F0 = 17.0126 > F0.05,8,83 = 1.7219 
P-value (0.0001) > 0.05 
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Figure 130: Experiment 2 - Phase 2 A3/A1 price ratio full factor ANOVA 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Although the residual variance of the subjects in Subgroup 312 
appears to be slightly smaller than those in Subgroups 231 and 321, the core residual variance of 
each factor level lies within the same range.  This may be due to the comparison sample size of 
subjects in each subgroup.  Additionally, it appears there are no significant issues with the plot of 
residual scores vs predicted scores as shown in Figure 133. 
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Figure 131: Experiment 2 - Phase 2 residual A3/A1 price vs scale plot 
 
 
Figure 132: Experiment 2 - Phase 2 residual A3/A1 price vs subgroup plot 
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Figure 133: Experiment 2 - Phase 2 residual A3/A1 price vs predicted plot 
The normal quantile plot of the residuals shown in Figure 134 reveals that the majority of the 
data lies close to the line and is within the error boundaries.  Therefore, there is no strong 
evidence to reject normality for this experiment. 
 
 
Figure 134: Experiment 2 - Phase 2 residual A3/A1 price ratio normal quantile plot 
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A2/A3 Performance Ratio Full Factorial 
 
Figure 135: Experiment 2 - Phase 2 A2/A3 performance ratio full factor normal quantile plot 
 
The normal plot of the full factorial in Figure 135 shows that factor combinations 
Scale*Subgroup and Subgroup have significant effects on the response.  The ANOVA of the full 
factorial is shown in Figure 136.  The data shows that there is strong evidence that the score is 
different for at least one factor combination for a = 0.05.  This conclusion is supported by the test 
statistic and p-value: 
F0 = 15.0266 > F0.05,8,146 = 1.7219 
P-value (0.0001) < 0.05 
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Figure 136: Experiment 2 - Phase 2 A2/A3 performance ratio full factor ANOVA 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Although the residual variance of the subjects in Subgroup 231 
appears to be slightly smaller than those in Subgroups 123 and 213, the core residual variance of 
each factor level lies within the same range.  This may be due to the comparison sample size of 
subjects in each subgroup.  The data in Subgroup 231 is also much tighter which may indicate 
issues with bias in the other subgroups.  Additionally, it appears there are no significant issues 
with the plot of residual scores vs predicted scores as shown in Figure 139. 
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Figure 137: Experiment 2 - Phase 2 residual A2/A3 performance vs scale plot 
 
 
Figure 138: Experiment 2 - Phase 2 residual A2/A3 performance vs subgroup plot 
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Figure 139: Experiment 2 - Phase 2 residual A2/A3 performance vs predicted plot 
The normal quantile plot of the residuals shown in Figure 140 reveals that the majority of the 
data lies close to the line and is within the error boundaries.  Therefore, there is no strong 
evidence to reject normality for this experiment. 
 
 
Figure 140: Experiment 2 - Phase 2 residual A2/A3 performance ratio normal quantile plot 
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A1/A3 Performance Ratio Full Factorial 
 
Figure 141: Experiment 2 - Phase 2 A1/A3 performance ratio full factor normal quantile plot 
 
The normal plot of the full factorial in Figure 141 shows that factor combinations 
Scale*Subgroup, Scale, and Subgroup have significant effects on the response.  The ANOVA of 
the full factorial is shown in Figure 142.  The data shows that there is no strong evidence that the 
score is different for at least one factor combination for a = 0.05.  This conclusion is supported 
by the test statistic and p-value: 
F0 = 3.7273 > F0.05,8,128 = 1.7219 
P-value (0.0006) < 0.05 
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Figure 142: Experiment 2 - Phase 2 A1/A3 performance ratio full factor ANOVA 
 
After analyzing the ANOVA, an analysis of residuals was conducted to ensure the 
experiment met the assumptions of variance.  There does not appear to be any significant issues 
with variance in this experiment.  Additionally, it appears there are no significant issues with the 
plot of residual scores vs predicted scores as shown in Figure 144. 
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Figure 143: Experiment 2 - Phase 2 residual A1/A3 performance vs scale plot 
 
 
Figure 144: Experiment 2 - Phase 2 residual A1/A3 performance vs subgroup plot 
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Figure 145: Experiment 2 - Phase 2 residual A1/A3 performance vs predicted plot 
The normal quantile plot of the residuals shown in Figure 146 reveals that all of the data lies 
close to the line and is within the error boundaries.  Therefore, there is no strong evidence to 
reject normality for this experiment. 
 
 
Figure 146: Experiment 2 - Phase 2 residual A1/A3 performance ratio normal quantile plot 
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APPENDIX F: SCALE DISTORTION OPTIMIZATION TABLES 
AND CHARTS 
 
Case Subgroup A1 A2 A3 
A1 
Adjusted 
A2 
Adjusted 
A3 
Adjusted 
Adjusted 
Subgroup 
1 
  
3-1-2 7 4 9 7 4.22 9.00 3-1-2 
3-1-2 7 6 9 7 5.77 9.00 3-1-2 
3-1-2 6 4 8 6 4.06 7.96 3-1-2 
3-1-2 4 3 5 4 2.97 5.02 3-1-2 
2 
  
3-1-2 4 3 5 4 2.74 5.20 3-1-2 
3-1-2 2 1 3 2 1.26 2.80 3-1-2 
3-1-2 4 3 5 4 2.74 5.20 3-1-2 
1-3-2 7 4 5 7 4.51 7.57 3-1-2 
3 
  
3-1-2 7 5 9 7 4.91 8.89 3-1-2 
3-1-2 8 5 10 8 5.40 10.06 3-1-2 
3-1-2 4 3 5 4 2.85 5.03 3-1-2 
1-2-3 9 8 7 9 6.78 9.75 3-1-2 
4 
  
3-1-2 6 3 9 6 3.64 9.77 3-1-2 
3-1-2 4 3 8 4 2.79 7.49 3-1-2 
3-1-2 4 3 7 4 2.79 7.00 3-1-2 
2-3-1 5 8 7 5 5.01 7.89 3-2-1 
5 
  
3-1-2 4 2 5 4 2.19 5.31 3-1-2 
3-1-2 5 3 8 5 3.03 7.71 3-1-2 
3-1-2 4 3 6 4 2.78 5.92 3-1-2 
2-1-3 4 7 3 4 5.13 4.09 2-3-1 
6 
  
3-1-2 5 3 8 5 2.93 8.25 3-1-2 
3-1-2 5 2 7 5 2.80 7.99 3-1-2 
3-1-2 4 3 8 4 2.42 7.01 3-1-2 
3-2-1 3 4 7 3 2.04 5.51 3-1-2 
7 
  
3-1-2 4 3 5 4 2.43 4.34 3-1-2 
3-1-2 5 3 7 5 2.88 5.67 3-1-2 
1-3-2 3 1 2 3 1.57 2.68 1-3-2 
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1-3-2 10 6 7 10 5.77 9.05 1-3-2 
8 
  
3-1-2 3 1 5 3 1.40 4.48 3-1-2 
3-1-2 4 3 5 4 2.87 4.73 3-1-2 
1-2-3 5 4 2 5 3.74 2.72 1-2-3 
1-2-3 5 4 3 5 3.74 3.47 1-2-3 
9 
  
3-1-2 5 3 7 5 5.48 7.56 3-1-2 
3-1-2 6 3 9 6 6.37 9.34 3-1-2 
2-3-1 4 8 6 4 6.32 6.23 2-3-1 
2-3-1 3 7 6 3 5.09 5.32 3-2-1 
10 
  
3-1-2 5 3 8 5 4.13 7.08 3-1-2 
3-1-2 4 3 6 4 3.66 5.42 3-1-2 
2-1-3 4 7 3 4 6.01 3.59 2-1-3 
2-1-3 6 9 4 6 8.13 5.08 2-1-3 
11 
  
3-1-2 5 3 8 5 4.28 9.81 3-1-2 
3-1-2 5 2 7 5 4.14 9.55 3-1-2 
3-2-1 4 5 8 4 3.77 8.25 3-1-2 
3-2-1 3 4 10 3 2.86 7.20 3-1-2 
12 
  
3-1-2 5 3 6 5 3.17 6.82 3-1-2 
3-1-2 4 3 8 4 2.86 7.35 3-1-2 
1-2-3 7 6 3 7 5.42 6.35 1-3-2 
1-3-2 9 5 7 9 5.49 10.03 3-1-2 
13 
  
3-1-2 3 1 5 3 1.20 4.97 3-1-2 
3-1-2 5 3 8 5 2.66 8.05 3-1-2 
2-3-1 4 7 6 4 4.42 6.15 3-2-1 
2-1-3 6 8 4 6 5.38 5.67 1-3-2 
14 
  
3-1-2 5 2 6 5 1.89 6.20 3-1-2 
3-1-2 3 1 4 3 1.07 3.88 3-1-2 
1-3-2 8 4 7 8 3.30 8.87 3-1-2 
2-3-1 3 9 7 3 3.80 5.09 3-2-1 
15 
  
3-1-2 6 5 9 6 4.37 8.57 3-1-2 
3-1-2 5 2 6 5 2.53 6.36 3-1-2 
1-3-2 8 4 5 8 4.45 7.75 1-3-2 
2-1-3 5 6 3 5 4.58 4.78 1-3-2 
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16 
  
3-1-2 7 4 10 7 4.74 9.91 3-1-2 
3-1-2 5 4 7 5 3.47 7.06 3-1-2 
1-3-2 9 3 5 9 5.92 11.59 3-1-2 
3-2-1 3 4 7 3 2.21 4.65 3-1-2 
17 
  
3-1-2 4 3 6 4 2.87 5.76 3-1-2 
3-1-2 3 2 4 3 2.09 4.18 3-1-2 
1-2-3 7 5 3 7 4.97 8.05 3-1-2 
2-3-1 2 6 5 2 2.54 3.42 3-2-1 
18 
  
3-1-2 4 3 6 4 3.20 5.72 3-1-2 
3-1-2 5 5 6 5 4.74 6.34 3-1-2 
1-2-3 7 5 4 7 5.46 6.50 1-3-2 
2-1-3 5 8 3 5 6.52 4.72 2-1-3 
19 
  
3-1-2 3 2 5 3 2.20 4.65 3-1-2 
3-1-2 6 5 8 6 4.61 8.69 3-1-2 
1-2-3 9 6 4 9 6.59 10.60 3-1-2 
3-2-1 3 5 7 3 2.84 5.26 3-1-2 
20 
  
3-1-2 4 4 5 4 3.80 5.26 3-1-2 
3-1-2 7 6 10 7 6.35 9.55 3-1-2 
2-3-1 3 8 5 3 4.40 4.29 2-3-1 
3-2-1 3 6 7 3 3.78 4.85 3-2-1 
21 
  
3-1-2 5 3 6 5 3.21 6.42 3-1-2 
3-1-2 4 3 6 4 2.83 5.66 3-1-2 
2-1-3 6 8 4 6 5.78 6.32 3-2-1 
3-2-1 4 6 7 4 4.15 6.09 3-2-1 
Table 49: Scale distortion optimization results 
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Figure 147: Case #1 balanced distorted scales 
 
 
Figure 148: Case #1 balanced distorted scale ratios 
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Figure 149: Case #1 optimized distorted scales 
 
 
Figure 150: Case #1 optimized distorted scale ratios 
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Figure 151: Case #2 unbalanced distorted scales 
 
 
Figure 152: Case #2 unbalanced distorted scale ratios 
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Figure 153: Case #2 optimized distorted scales 
 
 
Figure 154: Case #2 optimized distorted scale ratios 
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Figure 155: Case #3 unbalanced distorted scales 
 
 
Figure 156: Case #3 unbalanced distorted scale ratios 
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Figure 157: Case #3 optimized distorted scales 
 
 
Figure 158: Case #3 optimized distorted scale ratios 
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Figure 159: Case #4 unbalanced distorted scales 
 
 
Figure 160: Case #4 unbalanced distorted scale ratios 
 
 223 
 
Figure 161: Case #4 optimized distorted scales 
 
 
Figure 162: Case #4 optimized distorted scale ratios 
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Figure 163: Case #5 unbalanced distorted scales 
 
 
Figure 164: Case #5 unbalanced distorted scale ratios 
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Figure 165: Case #5 optimized distorted scales 
 
 
Figure 166: Case #5 optimized distorted scale ratios 
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Figure 167: Case #6 unbalanced distorted scales 
 
 
Figure 168: Case #6 unbalance distorted scale ratios 
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Figure 169: Case #6 optimized distorted scales 
 
 
Figure 170: Case #6 optimized distorted scale ratios 
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Figure 171: Case #7 unbalanced distorted scales 
 
 
Figure 172: Case #7 unbalanced distorted scale ratios 
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Figure 173: Case #7 optimized distorted scales 
 
 
Figure 174: Case #7 optimized distorted scale ratios 
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Figure 175: Case #8 unbalanced distorted scales 
 
 
Figure 176: Case #8 unbalanced distorted scale ratios 
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Figure 177: Case #8 optimized distorted scales 
 
 
Figure 178: Case #8 optimized distorted scale ratios 
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Figure 179: Case #9 unbalanced distorted scales 
 
 
Figure 180: Case #9 unbalanced distorted scale ratios 
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Figure 181: Case #9 optimized distorted scales 
 
 
Figure 182: Case #9 optimized distorted scale ratios 
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Figure 183: Case #10 unbalanced distorted scales 
 
 
Figure 184: Case #10 unbalanced distorted scale ratios 
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Figure 185: Case #10 optimized distorted scales 
 
 
Figure 186: Case #10 optimized distorted scale ratios 
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Figure 187: Case #11 unbalanced distorted scales 
 
 
Figure 188: Case #11 unbalanced distorted scale ratios 
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Figure 189: Case #11 optimized distorted scales 
 
 
Figure 190: Case #11 optimized distorted scale ratios 
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Figure 191: Case #12 unbalanced distorted scales 
 
 
Figure 192: Case #12 unbalanced distorted scale ratios 
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Figure 193: Case #12 optimized distorted scales 
 
 
Figure 194: Case #12 optimized distorted scale ratios 
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Figure 195: Case #13 unbalanced distorted scales 
 
 
Figure 196: Case #13 unbalanced distorted scale ratios 
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Figure 197: Case #13 optimized distorted scales 
 
 
Figure 198: Case #13 optimized distorted scale ratios 
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Figure 199: Case #14 unbalanced distorted scales 
 
 
Figure 200: Case #14 unbalanced distorted scale ratios 
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Figure 201: Case #14 optimized distorted scales 
 
 
Figure 202: Case #14 optimized distorted scales 
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Figure 203: Case #15 unbalanced distorted scales 
 
 
Figure 204: Case #15 unbalanced distorted scale ratios 
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Figure 205: Case #15 optimized distorted scales 
 
 
Figure 206: Case #15 optimized distorted scale ratios 
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Figure 207: Case #16 unbalanced distorted scales 
 
 
Figure 208: Case #16 unbalanced distorted scale ratios 
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Figure 209: Case #16 optimized distorted scales 
 
 
Figure 210: Case #16 optimized distorted scale ratios 
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Figure 211: Case #17 unbalanced distorted scales 
 
 
Figure 212: Case #17 unbalanced distorted scale ratios 
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Figure 213: Case #17 optimized distorted scales 
 
 
Figure 214: Case #17 optimized distorted scale ratios 
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Figure 215: Case #18 unbalanced distorted scales 
 
 
Figure 216: Case #18 unbalanced distorted scale ratios 
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Figure 217: Case #18 optimized distorted scales 
 
 
Figure 218: Case #18 optimized distorted scale ratios 
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Figure 219: Case #19 unbalanced distorted scales 
 
 
Figure 220: Case #19 unbalanced distorted scale ratios 
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Figure 221: Case #19 optimized distorted scales 
 
 
Figure 222: Case #19 optimized distorted scale ratios 
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Figure 223: Case #20 unbalanced distorted scales 
 
 
Figure 224: Case #20 unbalanced distorted scale ratios 
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Figure 225: Case #20 optimized distorted scales 
 
 
Figure 226: Case #20 optimized distorted scale ratios 
 
 256 
 
Figure 227: Case #21 unbalanced distorted scales 
 
 
Figure 228: Case #21 unbalanced distorted scale ratios 
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Figure 229: Case #21 optimized distorted scales 
 
 
Figure 230: Case #21 optimized distorted scale ratios 
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