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SOMMAIRE
La probabilité de fixation d’un nouveau gène mutaiit pour un modèle diploïde
simple de Wright-Fisher avec sélection est approximée par un processus de dif
fusion. Cette approximation est comparée, lorsque la taille de la population est
grande, à la probabilité de fixation obtenue par une méthode exacte en utilisant
la théorie de la coalescence. Ensuite, le calcul de la probabilité de fixation dans
un modèle de viabilité pour une population diploïde de Wright-Fisher avec auto-
fécondation partielle et intéraction entre les individus est obtenu avec une autre
méthode qui, elle, utilise le lemme de lVI5hle en plus de la théorie de la coales
cence. Cette probabilité est utilisée pour obtenir les stratégies stables au cours
de l’évolution (ESS) dans cette population. On fait de même pour un modèle
diploïde de fertilité.
Mots-clefs : Probabilité de fixation, Stratégies stables au cours de l’évolution,
Modèle de Wright-Fisher, Modèle d’autofécondation partielle, Théorie de la coa
lescence, Approximation par un processus de diffusion, Lemme de Môhle, Théorie
dynamique des jeux.
iv
$UMMARY
The fixation probability of a single new mutant is obtained by a diffusion
approximation for a simple diploid population following the Wright-Fisher model
with selection. This approximation is compared, when the population is large but
fuite, to the probability found by an exact method that uses coalescent theory.
Then, the fixation probability in a diploid viability model of the Wright-Fisher
type with partial selfing and interaction between individuals is obtained with
a method that uses Môhle’s lemma and coalescent theory. Evolutionarily stable
strategies (E$$) are deduced from this probability. This is also done for a fertility
model.
Keywords : Fixation probability, Evolutionarily stable strategies, Wright-Fisher
model, Partial selfing model, Coalescent theory, Diffusion approximation, M5h1e’s
lemma, Evolutionary game theory.
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INTRODUCTION
Charles Darwin (1809-1882) a fait prendre tout un tournant à la théorie de
l’évolution avec la sélection naturelle ([Dj). Avant celle-ci, c’était la théorie de
Jean-Baptiste de Lamarck (1744-1829) qui était adoptée. Selon cette théorie, les
caractéristiques génétiques des individus se perfectionnent par un usage répété et
s’altèrent ou disparaissent si l’individu n’utilise pas ce caractère ([LI). Donc, d’une
certaine manière, tous les individus peuvent “choisir” d’évoluer. Avec la théorie de
Darwin, ce ne sont pas les individus qui sont les maîtres de leur évolution. Selon
lui, les individus les mieux adaptés à leur environnement ont plus de chances de
survivre et de se reproduire et donc, à long terme, les caractères qui restent dans
la population sont ceux qui avantagent les individus. Ce sont donc les lois de la
nature et les mutatiolls qui seraient à la base de l’évolution.
De nos jours, la théorie de Darwin est, sans conteste, la théorie préférée des
évolutionistes. Cependant, après avoir accepté cette théorie, on peut se poser une
question intéressante t Quelle est l’intensité de l’avantage sélectif qu’un nouveau
gène mutant doit avoir pour rester dans la population et éliminer les autres gènes
moins avantageux? En fait ce n’est pas automatique que le nouveau gène mutant
reste dans la population même s’il est beaucoup favorisé car comme il est nouveau,
il n’est représenté qu’une seule fois dans toute la population. Il risque donc de
disparaître et ce, très rapidement. Cela amène à une probabilité. Une probabilité,
pour ce gène, de rester dans la population et d’éliminer ses compétiteurs t c’est
la probabilité de fixation.
3Beaucoup de travaux ont été faits à propos de cette probabilité. Il y a plu
sieurs façons de la trouver et aussi beaucoup de modèles de population auxquels
on peut l’appliquer (voir tKÏ, LEI, f Le(2)j et ILL]). Jusqu’à présent, la probabi
lité de fixation a une utilité plutôt théorique ca.r elle sert d’outil pour trouver des
résultats plus intéressants. Pour une population de taille finie par exemple, on
peut utiliser la probabilité de fixation pour trouver des stratégies stables au cours
de l’évolution (voir [HSJ). Ces dernières sont des stratégies, employées par les
individus d’une population lors de rencontres ou de conflits, telles qu’il n’existe
pas de stratégie meilleure pouvant les supplanter. Avec les stratégies stables au
cours de l’évolution (E$$), on peut aussi comprendre la stabilité des états d’une
population dynamique.
Dans ce mémoire, on s’intéressera aux méthodes pour trouver la probabilité de
fixation et aux ESS. Au premier chapitre, on donnera une explication du modèle
de population neutre de Wright-Fisher ([FI, [\V]) et de la théorie de la coalescence
([Ki(a)f, [Ki(b)j), deux éléments fondamentaux de la génétique mathématique en
population finie. Ensuite, au chapitre deux, on introduira la sélection et on verra
l’approche approximative par le processus de diffusion (comme dans [Le(2)1) que
l’on comparera à l’approche directe et exacte (par la théorie de la coalescence)
de la probabilité de fixation ([LL}). Enfin, au chapitre trois, on passera par la
théorie de la coalescence pour trouver la probabilité de fixation, qui, elle, nous
aidera à trouver des stratégies stables au cours de l’évolution (voir tLe(2)I) dans
le contexte de la théorie dynamique des jeux (jVMf). Dans ce dernier chapitre
dont le travail est original, nous utiliserons deux modèles de Wright-Fisher avec
autofécondation partielle : un dans lequel la sélection s’exprimera à travers des
différences de viabilité et l’autre dans lequel elle s’exprimera à travers des diffé
rences de fertilité.
Chapitre 1
MODÈLE NEUTRE DE WRIGHT-FI$HER
1.1. DEscRIPTIoN DU MODÈLE
Le modèle de Wright-Fisher ([FI en 1930 et [W] en 1931) est un des modèles
les plus simples pour simuler l’évolution de la composition génique d’une popula
tion. Supposons une population diploïde (i.e. chaque individu a deux ensembles
complets de gènes) de taille fixe N, donc de 2N gènes, des générations discrètes
sans chevauchement, et absence de mutation d’un type à un autre et absence
d’avantage sélectif d’un type sur un autre. On suppose aussi que la nouvelle gé
nération remplace la précédente qui disparaît. Supposons qu’on a, au locus (la
localisation du gène) considéré, seulement deux allèles A et B (types de gène
ayant des effets différents). Il y a donc trois génotypes différents dans la popu
lation : AA, ilB et 33. Soient c = i/2N la fréquence de A à la génération t et
(1 — x) (2N — i)/2N celle de B. Chaque individu diploïde transmet une copie
de l’un de ses deux gènes du locus considéré à chaque gamète qu’il produit (les
gamètes contiennent seulement un ensemble complet de gènes). De plus, chaque
individu de la génération t produit un nombre infini de gamètes et les gamètes
de tous les individus sont regroupées ensemble. Les fréquences de A et B restent
donc les mêmes. Les gamètes sont ensuite réunis au hasard en paire. La fréquence
des paires AA est donc x2, celle des paires AB est 2x(1
—
r), et celle des paires
33 est (1 — x)2. On pige ensuite au hasard N paires de gamètes qui formeront
la génération t + 1. Le nombre de gènes de type A à la génération t + 1 suit une
5loi binomiale (2N, cc), puisque la probabilité de passer de i à j gènes de type A
de la génération t à la génération t + 1 est
(2N)itï
— x)2N_i, O <j < 2N,
alors que les nombres d’individus de génotype AA, AB, 33, respectivement, suivent
une loi multinomiale, i.e. que la probabilité qu’il y ait t individus de type AA, m
de type AB, et n de type 33 est
(t,
N ) (x2)’(2x(1 — x))m((1 — x)2),
où t,rn,n O et t+m+n = N.
1.2. ELÉMENTS DE LA THÉORIE DE LA COALESCENCE
La théorie de la coalescence est utilisée depuis une vingtaine d’années ( [Ki(a)],
[Ki(b)1 ) en génétique des populations. Elle permet d’observer les relations gé
néalogiques d’un échantillon de gènes. Une coalescence entre deux gènes est une
jonction des lignées de ceux-ci lorsqu’on remonte le temps. Voici un exemple
pour bien l’illustrer. On prend deux individus humains (diploïdes), des soeurs
par exemple, et on s’intéresse à un seul locus. Chaque fille a cieux gènes à ce
locus, un qui vient du père et un qui vient, de la mère. Si les deux gènes prove
nant. de la mère (un appartenant à la première fille et l’autre à la deuxième) sont
issus cm même gène maternel (car la mère a aussi deux gènes à ce locus et pour
chaque enfant, elle n’en transmet qu’un), alors ils ont le même gène “ancêtre”. En
inversant l’échelle du temps, on observe que les deux gènes se fusionnent, on dit
qu’il y a coalescence. En fait, dans la théorie de la coalescence, comme on veut
6étudier les relations généalogiques d’un échantillon de gènes, on doit obligatoire
ment observer leur passé et donc remonter le temps.
Considérons un échantillon de 2N gènes suivant le modèle de Wright-Fisher
sans mutation ni sélection. Supposons que la génération t + 1 est composée des
enfants des individus de la génération t. En remontant le temps, la probabilité
ciue deux gènes en particulier de la génératioll t + 1 coalescent à la génération
t est 1/2N car, connaissant le gène parental du premier, la probabilité que le
deuxième ait le même est 1/2N (voir la figure 1.1). On a donc que la probabilité
que le nombre de générations jusqu’à la coalescence à partir de deux gènes soit
plus grand que r est (1 — 1)T
passé
2N gènes à la
génération t
tfI2N même
gène
parental ./ 1-112N autre
I F -gene parental
/
I •.—
‘F.
2N gènes à la
génération t+1
- présent
FIG. 1.1. Probabilités pour les gènes parentaux de deux gènes de
la génération t + 1.
Soit T2 le temps jusqu’à la coalescence de deux gènes en nombre de 2N géné
rations (donc si T2 = 3 alors T2 correspond à 6N générations). Cette période de
temps est intéressante, car c’est celle-ci qui sépare les deux gènes de leur ancêtre
commun le plus récent. On peut donc associer cette période à une mesure de
divergence entre les deux gènes. Pour tout t > O, on a
zPT(T2 > t)
= Pr(nombre de générations jusqu’à coalescence à partir de 2 gènes > [2Nt])
/ 1 \[2Nt} Nzœ
-t
=1_]
— e
où [2Nt] désigne la valeur entière de 2Nt. Donc, T2 suit asymptotiquement une
loi exponentielle de paramètre 1.
Maintenant, soit Tk le temps jusqu’à la première coalescence dans un ensemble
de k gènes en nombre de 21V générations. Pour trouver la distribution de Tk, on
doit passer par plusieurs étapes. Trouvons premièrement la probabilité que k
gènes aient k
— 1 parents. On a
Pr(k gènes aient k — 1 parents)
= Pr(seulement deux des k gènes coalescent en une génération)
=
_
= +o(1/N), (1.2.1)
où o(1/N) est une fonction petit ordre de 1/N. Maintenant, la probabilité que k
gènes aient j parents, pour 1 <j < k — 2, est
Pr(k gènes aient j parents) 1(1
—
) (i — 2N).(1 — i_1) (2N)i
où est le nombre de façons de répartir k gènes distincts en j groupes non-
vides. C’est un nombre de Stirling de deuxième espèce. En définisant ri comme
le nombre de gènes de la génération suivante provenant du parent i, on a
8( kJ!
On peut transformer la somme ci-dessus ainsi
(ri, r2..., r.)
= — + À2 — ... + (1)i_1\ (1.2.2)
rI
où
Ào=jk À1 ()t_ ;)k À2= ()(j_2)k...
Le membre de droite de l’équation (1.2.2) est obtenu en considérant qu’il peut y
avoir des groupes r vides. En effet, le terme À0 = j’ du membre de droite est le
nombre de façons de répartir k gènes distincts en j groupes (vides ou non) alors
que À1 est le nombre de façons de répartir k gènes distincts en (j — 1) groupes
(vides ou non) lorsqu’il y a un groupe vide (un des j groupes). De façon semblable,
À2 est le nombre de façons de répartir k gènes distincts en (j — 2) groupes (vides
ou non) lorsqu’il y a deux groupes vides (deux des j groupes) et ainsi de suite
jusqu’au terme À_1 qui est le nombre de façons de répartir k gènes distincts en
1 groupe (nécessairement non-vide) lorsqu’il y a (j — 1) groupes vides (j — 1 des
j groupes). Donc, pour obtenir le nombre de façons de répartir k gènes distincts
en j groupes non-vides ( c’est le membre de gauche de l’équation (1.2.2)), on
doit donc soustraire À1 de À0. Cependant, on soustrait alors deux fois À2. On doit
donc ajouter une fois À2 mais ce faisant, on ajoute une fois de trop À3. Il faut
donc soustraire À3 et on continue ainsi de suite jusqu’à À_1. En répétant cette
procédure d’inclusion-exclusion, on obtient
9(i) l(jk
- () (j - 1) + () (j - 2)k - ... + (_i)i-1
Par conséquent, on a
r ir 2 / j—1 1 1kPr(k genes aient j parents) < 1
—
1
—
— 2N ,) (2N)k_i y
= o(l/N),
(1.2.3)
pour 1 j < k — 2.
En utilisant les probabilités (1.2.1) et (1.2.3), on obtient la probabilité sui
vante
Pr(k gènes aient k parents) = 1 + o(1/N)
Avec cette dernière probabilité, il est possible de trouver la distribution limite de
Tk lorsque N — oc, car
PT(Tk > t) = Pr(nhre gén. jusqu’à 1-ère coalescence à partir de k gènes > [2Ntj)
k [2Ntl
= (i_ + o(1/N)) N- e)t.
Donc on a que 1). suit asymptotiquement une loi exponentielle de paramètre
(k) k(k—1) représentée par Exp( k(k_1)). Maintenant qu’on a les distributions
asymptotiques des Tk, on peut regarder la forme d’un arbre de coalescence pour
disons cinq gènes (voir la figure 1.2). On débute initialement avec cinq gènes et
on suit les lignées ancestrales jusqu’à la première coalescence (T5 sera le temps
10
jusqu’à la première coalescence) pour se retrouver avec quatre gènes. On continue
jusqu’à la deuxième coalescence (T4 sera le temps entre la première et la deuxième
coalescence) et on se retrouve avec trois gènes. On continue ainsi à remonter le
temps jusqu’à l’ancêtre commun le pltis récent (MRCA pour “most recent common
ancestor”) des cinq gènes. L’arbre de coalescence est donc associé à une mesure
de divergence entre les gènes de l’échantillon.
passé
T2
T3
T4
T5
FIG. 1.2. Arbre de coalescence pour cinq gènes.
En connaissant la distribution des temps entre chaque coalescence, on peut
facilement calculer le temps jusqu’au MRCA. On définit W, le temps en nombre
de 2N générations jusqu’au MRCA à partir de n gènes et on fait tendre n vers
l’infini. Alors on a que 11%, Z—2 Tk et que
E(W) = E(Tk)
= k(k-1) = 2(k11_),
= 2(1_i) 2.
MRCA
‘Ï
Donc lorsque n tend vers l’infini, le temps moyen avant d’atteindre le MRCA est.
2. Il est. intéressant de le comparer au temps moyen jusqu’au MRCA à partir de
deux gènes (W2). Puisque l12 = T2, alors
E(W2) E(T2) = E(Erp(1)) 1
C’est la moitié de l’espérance du temps de T’Va lorsque n tend vers l’infini!! En
effet, plus il y a de gènes, plus rapidement il y aura une coalescence et la décrois
sance, E(T2) > E(T3) > ... > E(T_i) > E(T,), est très rapide.
Ce qui a été considéré jusqu’à présent n’est pas le processus de coalescence
mais plutôt un processus de mort. associé à ce dernier. Dans le processus de coales
cence, on ne s’intéresse pas seulement au nombre de gènes ancestraux à différents
moment.s mais aussi à la descendance des individus, c’est-à-dire qu’on doit savoir
de qui descend chaque individu ([T]). Pour un processus avec n individus et à
chaque génération t, on fait cela en définissant une relation d’équivalence entre les
n individus. Deux individus sont dans la même classe d’équivalence s’ils ont un
ancêtre commun à la génération t. Le nombre de classes d’équivalence représente
donc le nombre d’ancêtres à la génération t et les individus d’une même classe
sont tous des descendants de l’ancêtre représenté par la classe. À la génération
dans laquelle l’échantillon de n individus a été pris, il y a donc n classes d’un seul
individu ({{1}, {2}. ..., {n}}) alors qu’à la génération du MRCA, il n’y a plus
qu’une seule classe qui contient. tous les individus ({{1, 2,
..., n}}). Le processus
de coalescence est donc un processus sur les partitions d’un ensemble.
La théorie de la coalescence peut être étendue à des populations avec sélection,
mutation et recombinaison (voir IBBCI). Dans notre cas, elle nous sera plus tard
12
d’une grande utilité pour trouver les probabilités des différents génotypes pour
un individu.
Chapitre 2
$1LECTION ET PROBABILIT1 DE FIXATION
2.1. MODÈLE DE SÉLECTION
On a vu le modèle neutre de Wright-Fisher au chapitre 1.1 dans lequel 011 ne
considère pas l’avantage sélectif que peut présenter un type de gène par rapport
à un autre. Dans beaucoup de cas, les modèles avec sélection conviennent mieux
à la réalité. En ajoutant la sélection au modèle du chapitre 1.1, c’est-à-dire si
la valeur sélective (viabilité) des individus est différente pour chaque génotype,
le tirage des N paires de gamètes est modifié. Chaque individu produit encore
un nombre infini de gamètes qui s’unissent au hasard mais les proportions des
génotypes sont par la suite modifiées proportionnellement aux valeurs sélectives
qui affectent la viabilité. Si qjj est la fréquence du génotype ij (ij peut être Ail,
A3 011 33) avant la sélection et si Wj est la valeur sélective du génotype ij, alors
la proportion de celui-ci après la sélection est
q73
— (AA X WAA) + (q X WAB) + (BB X WBB)
On se retrouve donc avec
— (AA X WAA) + (1/2)(qAB X WAB)
— (AA X WAA) + (q X WAB) + (BB X q)
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comme nouvelle fréquence de A clans la population après la sélection. Le nombre
de gènes de type A à la génération suivante suit alors une loi binomiale (21V, )
alors que les nombres d’individus de génotype AA, AB, BB, respectivement, suivent
une loi multinomiale de paramètre (N, AA, qAB, qBB) telle que la probabilité qu’il
y ait t individus de type AA, in de type AB, et n de type BB est
ÏNN m n
(qAA)(qAB) (qBB)
où t,7n,n >0 et t+m+n N.
2.2. APPROXIMATION DE LA PROBA3ILIT DE FIXATION PAR UN
PROCESSUS DE DIFFUSION
On considère le modèle de Wright-Fisher appliqué à une population de N
individus diploïdes (donc 2N gènes). Les générations sont discrètes et ne se che
vauchent pas et à chaque génération, il y a ‘V individus. On observe un locus
qui a seulement deux allèles, A et 3, et on suppose qu’il n’y a pas de mutation.
La fréquence de l’allèle A peut prendre les valeurs 0/2N, 1/2N, 2/2N, ..., (2N
—
1)/2N, 2N/2N à chaque génération et si une des valeurs extrêmes (0/2N ou
2N/2N) est atteinte, la fréquence de A ne change plus par la suite. En effet, si
cette fréquence atteint 0/2N, il y a extinction de l’allèle A et il ne pourra pas
revenir dans la population. Si la fréquence atteint 2N/2N, il y a extinction de
l’allèle B qui ne pourra pas revenir dans la population et donc fixation de l’allèle
A. Ayant une population de taille fixe et finie, la fréquence de A sera égale à l’une
ou l’autre de ces deux valeurs lorsque le nombre de générations tendra vers l’infini
(voir la démonstration à la page 25). La probabilité de fixation de l’allèle A est
la probabilité que la fréquence de A soit égale à 2N/2N lorsque le nombre de
générations tend vers l’infini. C’est donc la probabilité qu’elle atteigne la valeur
2N/2N avant la valeur 0/2N.
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Pour trouver la probabilité de fixation, mi utilisera une méthode directe en
passsant par la théorie de la coalescence (voir les sections 2.3 et 3.2.1). Cepen
dant, avant de se lancer dans cette méthode directe, il est bien d’examiner un peu
une autre méthode qui est plus souvent utilisée (voir [Le(2)]) l’approximation
par un processus de diffusion. Voici la définition du processus de diffusion ([KTI)
Définition 2.2.1. Un processus de diffusion X est un processus de Markov à
temps continu et à trajectoires continues presque sûrement.
Pour un petit t positif et étant donné X x, le changement =
—
X doit avoir une distribution de moyenne
= x) z(x)t + o(At) , (2.2.1)
et il faut aussi que
E[(X)2X = xj v(r)At + o(t). (2.2.2)
Souvent, le changement satisfait aussi la condition suivante
E[(AX)jjX = o(At), r = 3,4,5 (2.2.3)
On définit parfois un processus de diffusion comme un processus de Markov tel
que les conditions (2.2.1) et (2.2.2) sont satisfaites et tel que l’équation (2.2.3) est
valide pour au moins un r > 2. La fonction z(r) est appelée la moyenne infinité
simale ou fonction de dérive alors que v(x) est appelée la variance infinitésimale
ou fonction de diffusion.
Dans le cas qui nous intéresse, le processus X1 représente l’approximation par
diffusion de la fréquence de l’allèle A dans la population. Pour y arriver, on passe
d’un procesus à temps discret à un autre à temps continu en prenant 2N généra
tions comme unité de temps (donc t = 1/2N) et en faisant tendre N vers l’infini
(donc At = 1/2N tend vers O et devient ît). Maintenant qu’on a un processus
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de diffusion X(t), il faut trouver comment exprimer la probabilité de fixation de
l’allèle A pour un cas homogène (le processus e dépend pas de t, il dépend de
t) comme le ilôtre.
Soit fA(x, t) la probabilité que l’allèle A se fixe dans la population après un
temps t sachant que sa fréquence initiale X(O) est c. Comme X(t) est markovien,
on a (voir [K])
FA(x, t + 6t)
= f f(x, x + 6x, 6t)fA(.r + 6x, t) d(Sx),
f f(x. + 6.x. 6t) t) + 8FA(, t) (6)
+
32FA(x,t) (6x)2
+
a3FA(7,t) (6x)
d 62! 8x 3!
où f(x, x + 6x, 6t) est la fonction de densité du passage de x à x + 6x pendant
6t et ‘y est compris entre x et x + 6x. En supposant qu’on peut sortir les dérivées
partielles de l’intégrale, on a alors
FA(x,t+6t) = 4(xt)ff(xx+6x6t) d(6x)
+ 8F4(x,t) f f(x,x+6x.6t)(6x) d(6x)
+
t) f x + 6.x, 6t) (àŒ)- d(Sx)
+ t) f f(x, x + 6x, 6t) (6x)3
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= FA(x, t) + f f(x, x + x, t)(x) d(x)
+ f f(x, x + Sx, t) d()
+ 3 ff(xx+t)
En mettant FA(x, t) à gauche de l’équation. en divisant par t et en prenant la
limite lorsque t —* O, on trouve
_______
— .
FA(x,t+5t)—fA(x,t)
(aF(xt) f f(x.x+ 6x,t)(x) d(x)
+ O2F, t) f f(x, x + x, t) (x)2 d(&x)
+
t) f f(x, x + x, t) (6) d(x))
— aFA(X,t) u(x) 62FA(x,t) 224— z(x) +
‘ ( )
en négligeant le terme dans lequel Sx est d’ordre supérieur à cieux, où
z(x) = lim E(xx) = 11m / f(x, x + , 6t)(x) d(x),
et
v(x) = 11m E[(x)2jx] = 11m f f(x, x + x, t)()2 d().
1$
Comme on veut trouver la probabilité de fixation éventuelle, c’est-à-dire FA(x) =
lim_ fA(x, t) (donc FA(x,t) O), l’équation (2.2.4) à résoudre devient l’équa
tion différentielle ordinaire
z(x) dF(x) + &F(x) (2.2.5)
avec FA(O) = O et FA(1) = 1 comme conditions aux frontières. En posant tb(x) =
d(x)
et en réorganisant les termes de (2.2.5) comme suit
___
— 2
z(x)
(x) — v(x)
ce qui implique
f Ïog[(x)] dx=_2f dxdx v(x)
on déduit que
FA(x) =
f(y) dy (2.2.6)
f0 (y) dy
où
(y) = exp (—2 fY dx) . (2.2.7)
La forme de la probabilité de fixation (équation (2.2.6)) permet de laisser indé
finie l’intégrale de l’équation (2.2.7). En effet avec nue intégrale définie, il y a
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apparition d’une constante qui s’annule dû à la division dans (2.2.6).
Donnons maintenant un exemple d’approximation par le processus de diffu
sion. Soit la population diploïde décrite au début de cette section. Supposons que
les génotypes n’ont pas tous le même avantage sélectif, plus précisément que les
valeurs sélectives sont les suivantes
WAA 1 +
Wjj 1 + S A3
w33 = 1 + s u33
où s est d’ordre plus petit que 1/2N (disons s d/2N avec d petit) et représente
l’intensité de la sélection. Soit 1/2N la fréquence initiale de A dont on veut la
probabilité de fixation éventuelle. On compte le temps en nombre de 2N généra
tions et alors une génération équivaut à At = 1/2N. Par la suite, on obtient z(x)
et v(x) par les équations (2.2.1) et (2.2.2). Il nous faut donc calculer l’espérance
et le deuxième moment de AX
— X étant donné que X = x. Pour
l’espérance, on trouve
—
= z) = E(X,+jX1 = x) — z,
— z2 w + (1/2) 2z(1
—
z) w43
—
— X2WAA + 2z(1 — z)w43 + (1
—
z)2w3B
— x2 (1 + 5ZLAA) + (1/2) 2z(1
—
z) (1 + SA3) —
— 1 + z2(suA4) + 2z(1
—
z)(suAB) + (1 — X)2(SflBB) X
Le premier terme à droite de la dernière égalité est de forme a/(1 — r), où r < 1
pour s suffisamment petit. On peut donc le transformer en série géométrique
r’. On obtient alors
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= x) = [x2 (1 + SUAA) + (1/2) 2x(1 — x) (1 + SUAB)]
X [1
—
— 2c(1
— x)(su3) — (1 — x)2(su) + o(s)] —
= [x2(i
—x)n4A+x(1 —.E)(1—2X)flAB —x(1 —x)2UBB]s+o(s)
(2.2.8)
Puisque s d/2N et Lt = 1/2N, on conclut, en comparant les équations (2.2.1)
et (2.2.8), que
z(x) = dx(1
—
X) [EflAA + (1
— 2x)UAB — (1
—
Pour trouver v(x), on calcule la variance de AX étant donné que X = x, puisque
Var(/XtXt = x) = E((AX)2X = x) — E2(ZXX =
= x) —
et alors
Var(XtjXt
=
X) = u(x)/2N + o(s).
On trouve
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Var(AXtX = X) Var(X+. — = z)
= Var(Xt+xXt
=
z) + Var(—XtX = x)
+ 2Cov(Xt+At, —xx = x)
= Var(X+tXt = x)
+ =
où Q par exemple désigne la fréquence du génotype AA à la génération t. On
a alors
Var(Qt + =
= Var(QXt ) + Var(QXt = + 2Cov(Q =
= var(nx = + Var(nXt
=
z)
+ Cov (n z)
où représente le nombre d’individus de génotype ij à la génération t + Ai.
On a vu à la section 2.1 que les nombres d’individus de génotype AA, A3, 33,
respectivement, suivent une loi multinomiale de paramètre (N, 4B BB) où
est la fréquence des individus de génotype ij après la sélection juste avant le
tirage des N individus pour former la génération t + Ai. On en conclut que
T-4A(i AA rrA3/i -A3 —AA-AB
- ‘ç7AB y — — ‘lt q — q q qy art+t
-
—
X)
— N2 4N2 — N2
Puisque
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-AA — X W44
— 9 9
xw + 2x(1 — x)w3 + (1 — x)wp,
= x2 + 0(s)
et
-AB — 2x(1 — x) w43
— X2WAA + 2x(1 — x)w43 + (1 — x)2w33
= 2x(1 — x) + 0(s),
avec s = d/2N, on a finalement
Var(XtXt = x) = x(1 — x2) + (1/2)x(1 — x)— x2(1 — x)2 — 2x3(1 — + o(Ï/N),
x(1—x)
+ o(i/N), (2.2.9)
cl’ où
v(x) = x(1 — x)
La prochaine étape est d’évaluer la fonction
‘(g) (voir (2.2.7)). On trouve
/ ZX’
b(y) exp t — 2 I dx
\ j v(x)
= exp (— 2df [xuAA + (1 — 2x)UAB — (1 — X)UBB] dx)
= exp (— 2d(—uAA + y(l — Y)AB — (2 — Y)UBB))
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Il ne reste maintenant qu’à trouver la probabilité de fixation (voir (2.2.6)). Ce
pendant, pour arriver facilement à cette probabilité, on développe ?/‘(y) en série
de Taylor pour ensuite intégrer les termes d’ordre 1 ou d et négliger les autres.
C’est une bonne approximation, car on suppose que cl est petit. On a donc
f(y) dy
FA(x) = f01b(y)dy
[ï — 2d(uAA + y(l — Y)AB — (2 — Y)UBB)] dy
— 2d(uAA + y(l — y)UAB — (2
— Y)UBB)]
1 — 2d(uAA + AB — t3B)
On a encore une expression de la forme a/(1 — r) avec r < 1. On l’écrit sous la
00 jforme a r , et on trouve finalement
1 X 21 XF1(x) = [
— 2d(nAA +x2(
—
— x —
x [ï + 2d(uAA +
— 3B) + 0(d)]
1 x2 1 X X2 1 X X2
= X+2dX[( -
+ ( - + + (- + - -)u] +o(d).
(2.2.10)
L’approximation par le processus de diffusion fonctionne bien si on considère une
population de taille très grande. Avec une population de petite taille, il faut plu
tôt utiliser la méthode de la section suivante, plus directe.
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2.3. APPROCHE DIRECTE POUR LA PROBABILITÉ DE FIXATION
PAR LA THÉORIE DE LA COALESCENCE
La probabilité de fixation d’un allèle A dépend de sa fréquence à la génération
initiale et de sa valeur sélective. On suppose qu’il y a seulement un gène de type
A dans la population à la génération initiale (X(O)
=
1/2N). La. probabilité
de fixation de A peut alors s’exprimer en fonction de l’intensité de la sélection s
uniquement (FAts)). Si elle est continue et deux fois dérivable en s, on a
FAts) = FA(O) + sF(O) + o(s) x0 + sF(O) + o(s), (2.3.1)
où o(s) désigne une fonction petit ordre de s. Montrons d’abord que dans une
population diploïde de taille 2N suivant le modèle de Wright-Fisher sans muta
tion et sans sélection, la probabilité de fixation de A est sa fréquence initiale,
c’est-à-dire, FA(O) = Xo.
Démonstration. Soit Y le nombre de gènes de type A à la génération n. On
a donc Y0 = xo x 2N 1. On suppose qu’il n’y a pas de sélection. Dans ce cas,
à chacun des 2N tirages pour former la nouvelle génération, la probabilité de
piger un gène de type A est exactement égale à la fréquence de A à la génération
courante. Pour un m particulier, si Y. yin, alors }‘ suit une loi binomiale
(2N, y/2N). Il s’ensuit que {Y}>0 est une martingale bornée, car O < Y, < 2N
pour n > O et
7 Yrn
= y) 2I’ X = 11m.
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Soit maintenant T le temps d’arrêt défini par T = min{n : Y = O ou 2N}. On
suppose pour l’instant que Pr(T < oc) = 1 et on le prouvera par la suite.
On peut alors utiliser le théorème d’arrêt pour les martingales bornées (voir [Du])
qui garantit que E(YT) = E(Y0). En explicitant, 011 trouve que
x0 x 2N = E(Y0) E(YT) = 2N x FA(O) + O x (1 — FA(O)) = 2N x FA(O)
Il s’ensuit que FA(O) = xo.
D
Il reste à montrer que la fréquence de A sera égale soit à O, soit à Ï lorsque le
nombre de générations tendra vers l’infini, c’est-à-dire que Pr(T < oc) = 1.
Démonstration. Soit la même situation que dans la démonstration précédente
avec les mêmes définitions pour Y, et T. On rappelle qu’il n’y a pas de sélection.
On sait que T> O, car Yo Ï, et on suppose T> m, où m> O est fixé et fini. Il
y a trois cas à considérer.
Cas Ï.
Si Ym = N, alors
]\T 2N 2N
PT(Ym+i = 2NYm N) () ()
et donc
2N
Pr(T<m+ÏYm=NT>n)=Pr(T=m+1Ym=N,T>m)>()
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car
Pr(T=m+1Ym=N,T>m)=Pr(Ym+i=2NouOYm=N).
Cas 2.
Maintenant, si 2N> Ym > N, alors
N 2N 1 2N
PT(Ym+i = 2NYm > N)> () = ()
et donc
1 2N
Pr(T<m+lIYm>NT>rn)=Pr(T=m+lYm>NT>m)>()
Cas 3.
Enfin, si O <Ym < N, alors
[\i 2N 1 2N
OYm < N)> () = ()
et donc
1 2NPr(T<m+1<N,T>m)=PrtT=m+1Yrn<N,T>rn)>()
Dans tous les cas, on trouve que Pr(T < in + 1T > rn) >
(l)2N
> o, et donc
il y a une borne inférieure positive pour la probabilité qu’il y ait soit fixation,
soit extinction de A à la prochaine génération (la génération rri + 1) peu importe
la valeur de O < Ym < 2N. On définit le temps d’arrêt Tm = T — m sachant
que T > m. On a donc que Tm. prend des valeurs positives non-nulles et que
2iV
Pr(I < 1T > m) > () > O. On peut maintenant utiliser le lemme du
piéton (voir [Dul) et on a
27
2N ‘
Pr(Tm>nT>m)<(l_() )
En prenant la limite lorsque n œ et en utilisant le fait que (i
— (l)2N)
< 1,
on trouve que
Pr(Tm=œ)=0.
On a donc
Pr(T=œ)=Pr(Tm+in=oo),
=0,
car I, et m sont positifs et finis, ce qui implique que
Pr(T<Do)=1-Pr(T=oo)=1.
D
On revient à l’équation (2.3.1). 11 ne nous reste qu’à trouver F(0). Pour ce
faire, nous allons utiliser une méthode directe et exacte tirée de [LLI.
On considère une population de N individus diploïdes (donc 2N gènes) qui
suit le modèle de Wright-Fisher avec sélection mais sans mutation. On suppose
qu’il n’y a que deux allèles, A et B, au locus considéré, et que la fréquence initiale
de A est 1/2N. On suppose aussi que les valeurs sélectives sont de la forme
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WAA = 1 + S,
WAB = 1 + sh
WBB = Ï
où O < h < 1 et s représeilte l’intensité de la sélection. Pour trouver F(O), on
exprime FA(s) d’une autre manière. On a vu plus tôt qu’à long terme, soit A se
fixe (i.e., la fréquence de A est 2N/2N = 1), soit il disparaît de la population
(i.e., la fréquence de A est O/2N = O). Si X est la fréquence de A à la génération
t, on a donc que X converge en probabilité vers{ 1 avec probabilité FA(s),
— O avec probabilité 1
— FA(s),
lorsque t —* oc (voir la démonstration un peu plus haut). Puisque {X}>0 est
uniformément borné, limt+œ E8(X) existe et vaut Es(Xœ) = FA(s), où E est
l’espérance dans le cas où l’intensité de la sélection est s. On peut écrire
— X0) = lim E5(X1, — X0)
k—œ
ce qui implique que
E5(X)
— E8(X0) = lim E [(x+1 — Xi)]
kœ
=E.[Z(X+1 —Xi)]
Il est montré dans [LLÏ qu’on peut entrer l’espérance dans la somme et que la
dérivée de la somme est la somme des dérivées pour Ufl modèle plus général dans
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des conditions de régularité qui sont ici vérifiées. Dails ce qui suit, on reprend
les arguments présentés dans ILLI et on les applique au cas particulier qui nous
occupe. En utilisant l’espérance conditionnelle, on a
Es(Xœ) — E8(x0)
=
E9(Xti
— x)
=E.9(Es(Xt+i—XtIXt))
=E3(g(X))
où g(X) = E8(X11
—
Puisque E8(X0) = = 1/2N, on obtient que
4(s) = +E8(g8(X)). (2.3.2)
On définit maintenant (s) la probabilité que la fréquence de A passe de i/2N
à j/2N en une génération. La matrice de transition D est telle que Dt = D(t), où
D(t) est la matrice de transition dont les entrées sont les probabilités de passer
d’un état à un autre en t générations. On a alors que
2iV
Es(gs(xt)) = gs()D(s). (2.3.3)
On déduit ensuite F(O) des équations (2.3.2) et (2.3.3). On dérive d’abord l’équa
tion (2.3.2) et on obtient
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f(s)
oc 2N
= [Zs()D(s)]
=
[(g(xt)) + Es(g(xt))], (2.3.4)
OÙ
et
E(g(X))
= gs() D(s), (2.3.5)
E(g(X)) =
Puisque g8(Xt) = O lorsque s = 0, on en tire que l’équation (2.3.5) est égale à O
lorsque s = 0, et donc
oc 2N
F(0) [(s())] D?(o)
t=O j=O s=O
Puisqu’on a le même modèle qu’à la page 19, la valeur de g(X) peut être trouvée
facilement à partir de l’équation (2.2.8) en remplaçant AA, uAB et UBB respecti
vement par 1, h et 0. Si X = x, on a
g5(x) = E8(X+1
—
= x)
= (x2(1—x)+x(1—x)(1—2x)h]s+o(s),
= si(1
— x)(x + h — 2hx) + o(s).
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On obtient donc
00 2N
f(O) x D(o)
t=O j=O s=O
œ 2N
=
- )(+- 2h()) D(o)]
E9 (xti — x)(x + h — 2hX))
=E0((X—X?)(h+(1—2h)X))
00
= h Eo(X — X) + (Ï — 2h) E0(X — X) . (2.3.6)
La prochaine étape est de trouver E0(X — X’) pour i = 1, 2. On peut
exprimer X sous la forme
xt=(tht),
où
1 si le gène provenant du père de l’individu 1 à la génération t est de type A,
o sinon,
et
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1 si le gène provenant de la mère de l’individu Ï à la génération t est de type A,
77t=
O sinon.
On a alors que
= (2N)
N°
. N)
N
+
= (2N)
N>°
.,jN) ())]
il+i2+...+iNi
(2N)’
O [(jl,.,jN) OOkO
il+i2+...+iNi
En prenant l’espérance de X lorsque s = O, on obtient
E0(X)
= (2N)
N°
[(il,.,jN) DkO
= (2N)
z>o o [(jy...,jV)
(1)...(N)EO( 1i1-k1 kN1NkN)]
= (2N)’
iii2 N>° O kO ,
k1,
..
kjv, j1y — kr)
x Eo(hi1_k1... _k)]
etenposantkN+l=il—ky,kN+9=io—k2 k2N=N—kN,ona
rnin(i,2N)
1E0(X) z [(2N)t] (t)(2N)i
1=1
z
Tl,T2 ,..,Ti1
(ri,r2,...,r,)
(2.3.7)
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= (2N) z z ... z [( ....k2N)E0(1hh1)],NO kl.kN+l>O kN,k2NO
tj+i2+...+tN=Z kI+kN+l=il kN+k2N=iN
= (2N)
kl,k2k2NO [(k1,
La dernière équation peut se simplifier car les 2N variables et Tin, 1 < ri < N
sont échangeables lorsque s O. En général, on dit que des variables Z1 , Zr
sont échangeables si pour tout 1 < n < 2N, la distribution de (Zmi , Zmj
est la même en dépit des permutations de variables présentes dans celle-ci ([Bi]).
C’est le cas des 2N variables et
,
1 < n < N, dans le modèle neutre de
Wright-Fisher dû au tirage au hasard. En notant
sinN,
T1nN sin>N,
et puisque
=
si k > 1 et 1 si k = O, on trouve
où (2N)111 = 2N x (2N —1) x ... x (2N — t + 1) et est un nombre de Stirling de
deuxième espèce qui représente le nombre de façons de répartir i gènes distincts
en t groupes non-vides, c’est-à-dire
34
On a aussi
=Pro(1=1,...,j=l),
Pro(Tj <t)
2N —
où I est le nombre de générations qu’il faut remonter avant d’arriver au MRCA
à partir de t gènes à la génération t et Pr0 désigne la probabilité lorsque s O.
Le MRCA des t gènes, s’il existe, doit être de type A, car pj = 1 seulement si le
gène j est de type A. La probabilité que le MRCA des t gènes soit de type A est
1/2N, car c’est la fréquence de A initialement. On a alors
1 1
et donc
E0(X’)
rnin(i,2N) min(i,2N)
= (2N)+1 [()[q
3(t)]
— (2N)+’ [(2N)[t] $1Pro( > t)]
Le premier terme du membre de droite de l’équation ci-dessus peut être simplifié,
car on a
min(i,2N) min(i,2N)
[(2N)[tÏ (t)] [(21v) ($(i) x Ï!)],
= (21v)’.
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En effet, (2N)Z est le nombre de façons de placer i éléments clans 21V groupes
(vicies ou non) distincts. On peut aussi arriver à ce nombre en passant par des
étapes bien spécifiques. On pose t étant le nombre de groupes non-vides. Pour
chaque valeur de t, on doit alors compter le nombre de façons de choisir t groupes
parmi 2N (c’est (2N)) et pour chacun de ces choix, on doit compter le nombre de
façons de placer i éléments dans les t groupes non-vides distincts (c’est St) x t!).
On obtient alors
min(i,2N)
E0(X) =
—
(2N)’ [y
St)Pro( > t)]
d’où
oc oc rnin(i+1,2N)
ZEo( -X’) ((2N) [11 S1Pro(Ti > t)]
rnin(i,21V)
—
(2N)+’ [2Nti S’Pro( >
min(i+1,2N) oc
(2N)+2 [t Pro( > t)]
rnin(i2N) oc
- (2N)1 [ti s1 Pro(T1 > t)]).
Puisque
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Pro( > t)
= Pro( > O) + Pro(Tt > 1) + ... + Pro( > k) +
= [Pro(Tt = 1) + Pro( 2) +
...] + [Pro(Tt =2) + ...] +
=(1xPro(Ti=1))+(2xPro(=2))+...+(kxPro(=k))+...,
= E0(7fl,
et que E0(T1) = O, on obtient finalement
min(i+1,2N) 3(t)
E0(X-X’) = ((2N)[l][(2+2
- (2N)i+l]E0tT).
On revient à l’équation (2.3.6). On peut maintenant évaluer les deux sommes. On
a d’abord, en supposant 2N> 2,
inin(2,2N)
S1 3(t)
E0(X - X) = ((2N)[ll L2 - (2N)2] E0())
= (2N)(2N
- ‘)[(2i)3 - (T)2] E0(T).
- (n+1) (2)Par 1 equation (2.3.7), on deduit que $, = O pour n > O, donc S = O, et
que
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S2) =
(T1T
T1,T21
—
T1 +r2=2
l(’2
2!1,1
=1,
d’où
— X) = 2N—1 E0(T2).
L’espérance de T2 lorsqu’il n’y a pas de sélection peut facilement être calculé de
manière exacte pour notre modèle de population. Dans la section 1.2, on a vu
que pour une population diploïde de taille N (2N gènes) suivant le modèle neutre
de Wright-Fisher, la probabilité que cieux gènes en particulier coalescent en une
génération est 1/2N. On a donc
E0(T2) t x Pro(deux gèlles en particulier coalescent en t génératiolls)
=tx
(1)t1(1)
=tx
(i)t-1
(1- [1 _1/(2N)])2’
Le calcul exact des espérances de Tk lorsque s O n’est pas très compliqué si k = 2
ou 3. Cependant. dès que k = 4, ce calcul devient trop difficile et il vaut mieux
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trouver une approximation pour ces espérances. En ayant trouvé l’espérance de
T2, on peut maintenant conclure que
2N—1
E0(X1 —X) (2N)2 2N
1
=‘-.
On peut mainteiiant s’attaquer à la deuxième somme de l’équation (2.3.6). On a,
en supposant 2N > 3,
E0(X -X)
t=o
_______
2
rnin(3,2N)
((2N)[l] [ Çl(l) Q(1) )(2N)4 - (2N)3] E0(T1)t=2
— 3 2
____
(2N)[2] E Q(2) Q(2) ] E0(T2 (3)- (2N)4 - (2N)3 ) + (2N) [(2)4 - (2N)3] E0(T3).
On sait que (2)
— 1 E0(T2) = 2N et que s3 = O. De plus, on a2’
S(2)1 (3 ),
r1,r2>1
2
ri +T23
1i3! 3!
ïiïiï)
=3,
et,
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=
r,r2r3>1
(r1,r2,r3)
r7 +T2+T3=3
1 3!
= 3!1!1!1!]
=1.
Le calcul exact de l’espérance de T3 lorsque s = O est fait de manière analogue à
celui de l’espérance de T2. Ce calcul, étant fastidieux, est présenté à l’annexe A.
On obtient
d’où
- X)
= 2N(2N
— 1)
— (2N)3]2N
+ (2N)(2N- 1)(2N_2)[(2)4 o]AT(j,
— 1 — 2N
— 2 — 6N
On peut maintenant évaluer l’équation (2.3.6) et on trouve
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F(O)=h(1_) +(1_2h)(Z),
—4 (1+h)N2+6hN+2N—2h
— 4N(1—3N)
et donc, de l’équation (2.3.1), on obtient
1 ï—4 (1 + h)N2 + 6hN + 2N — 2hN
FAts)
=
+ s
4N(1 — 3N) ) + o(s). (2.3.8)
Pour comparer l’approche directe pour la probabilité de fixation par la théorie de
la coalescence avec l’approximation par le processus de diffusion (section 2.2), on
doit évaluer l’équation (2.2.10) lorsciue u = 1, u = h, VBB = 0, s = d/2N et
x = 1/(2N), et on doit la comparer avec l’équation (2.3.8) lorsque N est grand.
Pour l’approximation par le processus de diffusion, on obtient
/1 1 t1+h
FAÇ- .5) =-+sÇ ] +o(s)
et, par l’approche directe, on trouve
t’ 1 tÏ+h\
s) =+s ) +o(s).
On obtient donc le même résultat avec les deux méthodes lorsque la taille N de
la population est grande.
Chapitre 3
PROBABILITÉ DE FIXATION DANS UN
MODÈLE DE SÉLECTION AVEC
INTÉRACTION ET CONSANGUINITÉ
3.1. THÉoRIE DYNAMIQUE DES JEUX
La théorie dynamique des jeux (IVMI) a beaucoup d’applications dans la vie
de tous les jours; elle peut même nous aider à prendre certaines décisions! Plus
près de ce qui nous intéresse, elle nous permet aussi de comprendre l’évolution
d’une population. Puisqu’on se servira de la théorie des jeux dans la section 3.2.1,
voici un exemple tiré de [HSI qui permet de l’introduire tout en montrant son
utilité.
On suppose qu’il y a deux comportements possibles lors d’une compétition
pour l’accouplement d’une espèce en particulier. Le premier comportement consiste
à se montrer de plus en plus agressif jusqu’à ce qu’il y ait un blessé ou jusqu’à
ce que l’adversaire abandonne et le deuxième comportement consiste seulement à
s’afficher et à abandonner si l’adversaire devient plus aggressif. On appelle “fau
con” le premier comportement et “colombe” le second. On suppose qu’il n’y a
pas plus que cieux prétendants qui s’affrontent en même temps. Le gagnant peut
s’accoupler, et par conséquent il augmente sa valeur sélective, disons de G, alors
qu’une blessure réduit la valeur sélective, disons de C.
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Lorsque deux individus “colombe” se rencontrent, ils s’affichent et s’intimident
jusqu’à ce qu’il y en ait un qui parte (les cieux individus ont la même probabilité
1/2 de gagner). Le gagnant augmente sa valeur sélective de G, alors que celle
du perdant ne change pas, car il n’est pas blessé. Le changement moyen de la
valeur sélective d’un individu lors d’un tel affrontement est donc G/2. Lorsqu’un
individu “colombe” rencontre un individu “faucon”, le dernier a raison du premier
à coup sûr, car l’individu “colombe” s’enfuit dès que l’individu “faucon” devient
trop agressif. La valeur sélective de l’individu “faucon” augmente de G, alors que
celle de l’individu tcoloInbe ne change pas. Enfin, lorsqu’il y a affrontement entre
deux individus “faucon”, il y une bagarre et nécessairement un blessé (les deux
individus ont la même probabilité 1/2 de se blesser). Le gagnant (celui qui n’est
pas blessé) a une valeur sélective augmentée de G, alors que le perdant (celui qui
est blessé) a une valeur sélective diminuée de C. Le gain moyen en valeur sélective
par un individu “faucon” lors d’un tel affrontement est donc (G
— C)/2, qui est né
gatif la majorité du temps, car une blessure entraîne souvent un effet négatif plus
fort que le bénéfice de l’accouplement. On peut représenter l’ensemble des chan
gements moyens de valeur sélective par la matrice de paiement de la figure 3.1.
Il est à spécifier que ce sont les changements moyens de valeur sélective associés
aux individus à la gauche de la figure 3.1.
On peut constater que l’avantage d’un type de comportement dépend de la
composition de la population. Si la population est composée presque exclusive
ment d’individus “colombe” (colonne “colombe” du tableau 3.1), alors un individu
“faucon” est très avantagé, car presque tous ses affrontements se solderont par
une victoire sans combat. En effet, on voit dans la matrice de paiement que les
individus “faucon” augmenteront leur valeur sélective de G lors de presque tous
les affrontements, alors que les individus “colombe” augmenteront la leur de seule
ment G/2. Cependant, si la population est composée majoritairement d’individus
“faucon” (colonne “faucon” du tableau 3.1), alors les individus “colombe” sont
avantagés, car ils évitent les combats et les blessures, ce qui n’est pas le cas des
individus “faucon”. On constate dans la matrice de paiement que les individus
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faucon colombe
faucon CG-C) G
2
colombe O
2
FIG. 3.1. La matrice de paiement
“faucon” gagnent (G — C)/2 (on devrait dire perdent G — C/2 si C > G) en
valeur sélective, alors que celle des individus “colombe” ne change pas.
Dans une population infinie avec une fréquence x d’individus “faucon” et une
fréquence (1
—
r) d’individus “colombe”, et des intéractions aléatoires entre indi
vidus, le changement moyen de valeur sélective sera
G-C
2 )+(1—x)G
pour les individus “faucon” et
(i-x)
pour les individus “colombe”. Comme ces dernières équations sont égales si x
G/C, les individus “faucon” sont avantagés si x < G/C (et donc x devrait aug
menter par la suite), alors qu’ils sont désavantagés si x > G/C (x devrait diminuer
par la suite). La composition de la population devrait se stabiliser et rester en
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équilibre lorsque x G/C.
Dans le dernier exemple, chaque individu avait une seule possibilité de com
portement et il gardait ce comportement jusqu’à la fin de sa vie. C’était une
situation avec des comportements pures ou stratégies pures. Il existe aussi des
situations avec des comportements mixtes ou stratégies mixtes. Ce sont des si
tuations dans lesquelles chaque mclividu opte pour un certain comportement avec
une certaine probabilité. En voici un exemple avec une population de deux types
d’individus, “bons” et “mauvais”, dans laquelle il est possible d’opter pour deux
comportements lorsqu’on rencontre un compétiteur un comportement “faucon”
et un comportement “colombe”. On a p tp31,p52) comme stratégie pour les
individus “bons”, où Psi est la probabilité de choisir un comportement cfaucoll
et P52 celle de choisir un comportement “colombe”. On a aussi p = (PM1,pM2)
comme stratégie pour les individus “mauvais”, où PM1 est la probabilité de choisir
un comportement “faucon” et P1112 celle de choisir un comportement “colombe”.
On utilisera les stratégies mixtes à la section 3.2.1.
Une stratégie est dite stable au cours de l’évolution (evolutionarily stable stra
tegy - ESS) si, lorsqu’elle est présente dans toute la population, il n’existe pas
d’autre stratégie meilleure pouvant la déloger par la sélection naturelle ([HS]). On
associe ici stratégie avec génotype, c’est-à-dire que la stratégie d’un individu est
déterminée à partir de son génotype. L’intérêt de l’étude des ESS est que celles-ci
aident à mieux comprendre l’évolution dans une population. Pour vérifier si une
stratégie est ESS lorsqu’on travaille avec une population infinie, on peut se servir
de conditions de stabilité et des valeurs sélectives. Définissons U1, U2, U3, ..., U,,
comme étant n stratégies pures et w1, w2, w3, ..., w7, les valeurs sélectives associées
t rappelons que les valeurs sélectives Wk, 1 k < n, dépendent de la compo
sition de la population). On peut dire qu’une stratégie mixte est une stratégie
dans laquelle le choix de U1, U2, U3, ..., U,, se fait avec les probabilités respectives
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P1,P2 .,p. On a que pk O et que = 1. Soit V, l’ensemble des vecteurs
p (P1,P2, ...,p,,) de stratégies mixtes possibles et la stratégie moyenne dans
la population. Les Wk dépendent de car on suppose des intéractions aléatoires
entre les individus. La valeur sélective d’un individu adoptant une stratégie p est
donc
Pkwk() = p • {w(p)],
où w() = (w1(), w2(), w3(p), ..., w()) et wk() est la valeur sélective asso
ciée à la stratégie pure k, 1 < k < n, lorsque la stratégie moyenne de la population
est . Si on a une situation qui consiste en des rencontres aléatoires, on peut sup
poser que les wk(p) sont linéaires en i. On a alors
= (M)j = mjj
où M = (mj) est une matrice de paiement de taille n, et rnjj est le paiement d’un
individu utilisant la stratégie i lors d’une rencontre avec un individu utilisant la
stratégie j. On peut donc exprimer la valeur sélective d’un individu utilisant la
stratégie p comme
p •
=
= p m .
Supposons maintenant qu’on a une population composée d’une petite fraction e
d’individus adoptant la stratégie 5 et d’une fraction 1 — e d’individus adoptant la
stratégie p. Alors, la stratégie p est une stratégie stable au cours de l’évolution
si pour tout j E V, tel que p p, on a
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• M (e + (1 — e)p) <p • M (e + (1 — e)p) (3.1.1)
pour tout e > O pins petit qu’un certain e(). En écrivant la dernière équation
sous la forme
(1—e)(p.Mp—.Mp)+e(p.M—.Mj)>O,
on trouve que p est une stratégie stable au cours de l’évollltion si et seulement si
les conditions suivantes sont satisfaites (voir [HSJ)
(a) la condition d’équilibre
• Mp <p • Mp, pour tout dans V (3.1.2)
(b) la condition de stabilité
.]1’I<p.IIj si j5pet.1’ip=p.i’vfp. (3.1.3)
La condition d’équilibre signifie que p doit être la meilleure stratégie à adopter
fasse à un individu dont la stratégie est p. La condition de stabilité est cependant
nécessaire, car il peut y avoir d’autres stratégies aussi efficace que la stratégie
p lors d’une telle rencontre. La condition de stabilité signifie que dans les cas
où il y a égalité dans la condition d’équilibre, avec une stratégie j5 par exemple,
la stratégie p doit être la meilleure stratégie à adopter, et ce, sans qu’elle n’ait
d’égale, fasse à un individu dont la stratégie est
.
Ces conditions nous amènent
au théorème suivant
Théorème 3.1.1. Une stratégie p est une ES$ si et seulement si
p•Mr> r.Mr,
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pour tout r p dans un voisinage de p dans 4,.
Démonstration. (voir [ilS])
Supposons que p est une ESS. Comme on veut r dans un voisinage de p, on peut
exprimer r ainsi : r ej5 + (1 — e)p pour un certain dans V,-, et un certain
e > O assez petit. On peut même prendre la stratégie telle que appartient
à l’ensemble compact C = {r V,jr = O pour j e supp(p)}, où supp(p) est
l’ensemble des indices k tels que Pk > O, qui est l’ensemble des “faces” de V,-, qui
ne contiennent pas p. On a donc que pour tout e C, l’inégalité (3.1.1) s’applique
pour O < e < e(). On peut choisir e() de manière à ce qu’il soit continu et alors
poser O < e rnill{e(p)p C}. On a donc que l’inégalité (3.1.1) s’applique
pour tout O < e < e et alors
j5.M (e+(1—e)p) <p.M (e+(1—e)p)
ce qui entraîne
e[.M (c+(1—e)p)] <e[p.M (e+(1—e)p)].
En ajoutant (1
— e)p • M ( + (1 — e)p) des deux côtés de l’inégalité ci-dessus
et en utilisant r = e + (1 — e)p, on trouve finalement l’inégalité
r. Mr < p • Mr
pour tout r p dans un voisinage de p. Inversement, supposons que
r. Mr <p • Mr
pour tout r p dans un voisinage de p. Pour tout e V,, tel que p, il existe
un e() tel que
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r = e + (1
—
est dans le voisinage de p pout tout O < e < e(). On a alors
[e + (1 — e)p] • M[e + (1 — e)p] <p • M[e + (1 — c)p].
On soustrait ensuite (1
— e)p • M[e + (1 — e)p] des deux côtés de l’inégalité pour
obtenir
ce qui est équivalent à
p.M[ep+(1—e)p] <p.11/i[ep+(1—e)pJ
Cette inégalité étant satisfaite pour tout i e V tel que p et pour tout
O < e < e(), on en conclut que p est une ESS.
D
On a déjà vu à la section 2.3 que chaque allèle, dans une population finie, se
fixe ou disparait à long terme. Puisqu’un génotype est associé à une stratégie,
la probabilité de fixation est aussi la probabilité qu’une stratégie se fixe dans
la populatioll. On peut donc utiliser la probabilité de fixation pour trouver des
stratégies optimales dans des populations finies. Une probabilité de fixation, d’un
allèle particulier A, plus grande que sa fréquence initiale est synonyme d’avantage
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sélectif de cet allèle. On peut alors se demander quelle stratégie a un avantage
sélectif sur toute atitre et si cette stratégie correspond à un ESS telle que définie
précédemment.
On utilisera les matrices de jeux avec les stratégies mixtes dans le chapitre 3.2.1.
On considérera une population dans laquelle il y aura deux stratégies possibles.
1 et 2. On aura trois types d’individus selon le génotype (1111, 113 ou 33), et
chacun aura un vecteur de probabilité différent qui contiendra la probabilité de
choisir la première stratégie et celle de choisir la seconde. Ces vecteurs repré
senteront donc trois stratégies mixtes différentes, qui seront associées aux trois
génotypes. On aura aussi une matrice de paiement M22 dont chaque élément Mj
représentera un paiement pour l’utilisation de la stratégie i lors d’une rencontre
avec un autre individu utilisant la stratégie j.
3.2. PROBABILITÉ DE FIXATION DANS UNE POPULATION AVEC AU
TOFÉCONDATION PARTIELLE
3.2.1. Probabilité de fixation dans une population avec autofécon
dation partielle et intéraction
On suppose une population de N individus diploïdes (donc 2N gènes), clans
laquelle les générations sont discrètes et ne se chevauchent pas. À chaque géné
ration, il y a N individus. On observe un locus où il y a deux allèles A et 3.
On s’intéresse à la probabilit.é de fixation de l’allèle A sachant que sa fréquence
initiale dans la population est 1/2N. Soit o’ la probabilité qu’un individu se repro
duise avec lui-même (autofécondation) et donc 1-o’ celle qu’il se reproduise avec
un autre individu au hasard. Cela est possible et fréquent dans les populations
hermaphrodites. On suppose qu’il y a intéraction entre les jeunes ainsi produits
et qu’il y a deux stratégies possibles, disons Ï et 2, déterminées au locus consi
cléré. Les valeurs sélectives associées aux trois différents génotypes sont alors les
suivantes
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WAA(t) 1 + s PAA • M(t)
WAB(t) 1 + s PAB • M(t) , (3.2.1)
WBB(t) 1 + s • M(t)
où s représente l’intensité de la sélection, M est une matrice de jeu contenant
les paiements lors de rencontres entre différents stratégistes (voir la section 3.1),
et p
= (pij. 1
—
pu), où Pij est la probabilité qu’un individu de génotype ij
choisisse la stratégie 1. La stratégie moyenne parmi l’infinité de jeunes produits
par les adultes de la génération t, avant la sélection est représentée par
(t) = (X(t))2pAA + 2X(t)(1
— X(t))pAB + (1
—
X(t))2p,
où X(t) est la fréquence de l’allèle A à la génération t. Pour simplifier les calculs,
on suppose que le modèle est additif, c’est-à-dire
1 1
PA3 = PAA +
et dans ce cas
i’(t) = (PAA — p33)X(t) +
Le cycle d’une génération à la suivante, avec entre parenthèses la notation utilisée
pour les fréquences des génotypes ij à chaque étape, est résumé dans le tableau
suivant
- -
reproduction . .
. / sélectionN adultes de la generaton t (Q(t)) ‘ infimte de jeunes (Q(t))
infinité d’adultes ((t)) N adultes de la génération t + 1 (Q(t + 1)).
L’effet de la reproduction sur les fréquences des génotypes est
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QA(t) = + QilB(t)) + (1 ) (x2(t))
3(t) = (QAB(t)) + (1- ) (2 X(t)(1 - x(t))) (3.2.2)
Q3(t) = + QAB(t)) + (1- - X(t))2.
Notons que X(t) = QAA(t) + QAB(t).
Après la reproduction, il y a sélection entre les jeunes, ce qui transforme les
fréquences des génotypes comme suit
WAA(t) x QA(t)
QAA(t)
= (WAA(t) x QA(t)) + (WAB(t) x Q3(t)) + (WBB(t) x
fL’\ f/X AB
= ((t) x Q4Att)) + (w43(t) x Q’4B(t)) + (WBB(t) x
(-\ rV
- X
QBB t)
= (WAA(t) X QA(t)) + (w113(t) X QB(t)) + (WBB(t) X
(3.2.3)
Ensuite, on tire N individus qui seront les adultes de la génération t + 1. Comme
le tirage se fait au hasard, on a
E(Q(t + 1)QAA(t), QAB(t), QBB(t)) = E((t)QAA(t), QAB(t), Q33(t)).
(3.2.4)
Ce qui nous intéresse est la probabilité de fixation de A et on a vu à la
section 2.3 qu’on peut l’exprimer comme suit (voir l’équation (2.3.1))
fA(s) = F4(O) + sF(O) + o(s) + sF(O) + o(s).
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Il ne nous reste donc qu’à trouver F(O). À la section 2.3, on passait par le calcul
exact de l’espérance des Tk (lorsque s = O) pour obtenir F(O), où Tk représentait
le nombre de générations qu’il faut remonter avant d’arriver au MRCA à partir
de k gènes à la, génération t. On avait alors un modèle de population sans autofé
condation partielle ni intéraction et tel que le calcul exact de l’espérance des Tk
n’était pas très difficile à calculer, du moins lorsque k était petit. Ici, puisqu’on
étudie un modèle avec autofécondation partielle et intéraction, le calcul exact de
l’espérance des T,. serait plus compliqué à obtenir. On remplacera donc le calcul
exact de l’espérance par une approximation de celle-ci en supposant que N est
grand. Reprenons donc à partir du commencement la démarche de la section 2.3
proposée initialement dans [LLI pour trouver F(O). Comme on a vu plus tôt, à
long terme soit A se fixe (i.e., la fréquence de A est 2N/2N = 1), soit il disparaît
de la population (i.e., la fréquence de A est O/2N = O). En fait, la variable X(t)
converge en moyenne vers la variable
1 avec probabilité FA(s),
X(oo)=
O avec probabilité 1
— FAts),
lorsque t —* oc (voir la deuxième démonstration du chapitre 2.3) et
E3(X(oc))
- E5(X(O)) = E8[X(t+ 1) _X(t)].
Puisque E8(X(oc))
= fAts) et E3(X(O)) = = 1/2N, on a
fA(s)=+ES[X(t+1)-X(t)].
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En conditionaiit sur les fréquences des génotypes à la génération précédente, on
se retrouve finalement avec l’expression suivante pour la probabilité de fixation
xPr5(Q(t)=q),
t=O q
où Q(t) = {QAA(t), QAB(t), Q33(t)} et q
= {qAA, qAB, qBB}. Notons qu’on a
alors X(t) = x = AA + qAB/2. En dérivant (dans des conditions de régularité, la
dérivée de la somme est la somme des dérivées, voir [LLj) et en évaluant à s = O,
on obtient que
= [(8(xtt + 1)- X(t)Q(t)
= q)) x Pr(Q(t) = q)
t=O q
+ E(x(t+1) - X(t)Q(t) q) x (Prs(Q(t) = q))]
= [(E(x(t+1) -X(t)Q(t) = q)) = x Pro(Q(t) = q)]
tO q sO
(3.2.5)
où
Pro(Q(t) = q) = Pr(Q(t) =
et
[E8(x(t +1) - X(t)Q(t) = q) x (Pr5(Q(t) = q))]
car, sans sélection (w,4A = WAB = WBB = 1), la fréquence de A ne change pas
puisque
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E5(X(t+ 1)Q(t)
= q)
= Eo(AA(t) + AB(t)Q(t) q),
= Eo(QÀ(t) + Q3(t)jQ(t) = q),
= E0 [(QAA(t) + QABt)) + (1- ) (X2t)
+ (3tt) +1; (2 X(t) [1- X(t)]) Q(t)
= q],
=x+(1—)(x2+x(1—x))
= X.
Il faut noter qu’en préseilce de sélectioii, l’espérance de (X(t+1)—X(t)Q(t) q)
dans (3.2.5) est différente selon le modéle utilisé. Pour notre modèle de population
avec autoféconclation partielle et intéraction entre les individus, en utilisant les
équations (3.2.4), (3.2.3), (3.2.2) et (3.2.1), on trouve
E(X(t +1) - X(t)Q(t) = q) = (a/b) - x,
où
a = x + [(AA + AB) (X 8PAA •
— PBB) + 3PAA • Mp55)
+ (AB) ( 3PBB • M(pAA
— PBB) + SPBB MPBB)]
+ (1
— ) [(X2 + ) ( SP • M(p — PBB) + 3PAA MPBB)
+
(X(1 X))(
SPBB • M(PAA
— PBB) + SPBB
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et
b = 1 + x2 Sp •
— PBB) + • “PBB
+ x(1 — x) 8P33 • MtPAA
— Pi) + (1 — x) 5P33 • Mp33
L’expression a/b est de la forme où r < 1 pour s suffisamment petit, et
alors on peut utiliser le fait que = a r. On trouve alors
E8(X(t + 1)
- X(t)IQ(t) = q)
= s[ai PAA • MtPAA
— P33) + b1 PAA • Mp33
+ C1 P33 • M(PAA
— P33) + U1 P33 • Mp33] + o(s)
où o(s) est une fonction petit ordre de s et
3 1 2 X(1—x) 1
= x(q + AB)] + t — + 2 )] — X
3 2 x(1—x) 2byc qAA+qA3 +(1—c) X +
2
—X
X2(1—X)
C1 1AB +(1—c) 2
_x2(1_x),
1 x(1—x)U1=c +(i)
2
—x(1—x).
En dérivant par rapport. à s et en évaluant à s = O, on obtient
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E(X(t +1) - X(t)Q(t) = q)
= a1 PAA • M(PAA P33) + b1 PAA • MP55
+ Cl P33 • M(pAÀ
— P33) + d1 P35 • MP55.
En remplaçant r par AA + on trouve
E5(X(t +1)
- X(t)IQ(t) = q) L=
= a2 PAA • M(PAA
— P33) + Pi •
+ C2 P33 •
— p) + d2 • Mp55
où
2 (1 3€N ti f’ 1 oN
a2= +)q+ +)AAA3+
t 3 3c 2 t 3 3N 2 1 cN+ qAulQ43 +
—
qqA3 + — qAB
ti c\ ti c\ t 1 2 t 1 a’\b2 = + q + + Q4B +
—
Q +
—
AAA3
t 1 2
q43,
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t 1 \ 2 t 1 3cN t 1 a /1 c’\C2 = qAA +
—
AAA3 +
—
qB +
+
qAA
t3 3\ 2 t3 3’\ 2 ti cN
++)AAA3+
t1 c’\ /1 c\ t’ t’ \
=
AA +
—
AB + + qA + + qAAqAB
2
Finalement, en multipliant par Pro(Q(t) = q) et en sommant sur t et q, on a
F(O) a3Eo(QA4(t)
- QA(t)) +b3Eo(QAB(t)) +C3Eo(QA(t) - QA(t))
tO tO
+ d3 Eo(QAA(t)QAB(t)) + C3 E0(Q3(t)) + 93 E0 (QA(t)QAB (t))
tO tO tO
+ h3 Eo(QAA(t)Q1B(t)) + h;3 Eo(QB(t)),
tO tO
(3.2.6)
où E0(Q(t)) est l’espérance de Q(t) sous l’hypothèse qu’il n’y a pas de sélection
(s = O) et
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G + (P — PB) •
ti QNb3 = + tPA4 — P33) • Mp33
f’ aN
C3 = + (PAA — p33) • M(pAA P33)
fi 3aNU3 = + (P. — Pis) • M(PAA
— P35)
f 1 aN
+
— (p1A — PBB) • Mp33,
e3 + tpii — PB3) • MtPAA
— P33)
+ (— — — P33) •
f 3 3a
=
—
(Pjt P3B) • M(pAA
— P33)
h3
= (— — — P33) • M(pAA — p33)
k3
= —
— Pss) • M(PAA — P33)
Pour calculer les sommes des espérances ci-dessus, on utilise le processus de coa
lescence. En effet, pour le deuxième terme de l’équation (3.2.6) par exemple, on
peut constater que
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Eo(QAB(t)) = E0 (k(t)
tD tO
où
I 1 si l’individu k est A3 à la génération t,
10 sinon.
Comme les 7/k (t) ont la même distribution pour tout k, on a
ZEO(QAB(t)) = ZE0((t)) =
tO t>O k=1 t>O
= Pro(l’individu k soit AB à la génération t).
t>o
On se servira du processus de coalescence car nous suivrons les gènes ancestraux
de l’individu k de la génération t à la génération O pour connaître la probabilité
que l’individu k soit de génotype AB sachant qu’à la génération 0, la fréquence
de l’aflèle Â est X(0) = . On aura besoin de la matrice de transition fi sur l’en
semble de toutes les configurations possibles de gènes ancestraux d’une génération
à la précédente en incluant l’éventualité de coalescence. Par la suite nous pourrons
considérer W, la t-ième puissance de H, qui permettra de calculer la probabilité
qu’un individu k de la génération t soit de génotype AB. En considérant toutes
les espérances à calculer, on aura une matrice H sur quinze états au total, car il
y a au maximum six gènes ancestraux à suivre. En effet, ayant à considérer des
espérances de termes de degré trois au maximum dans l’équation (3.2.6), on aura
à suivre les gènes ancestraux cl’au plus trois individus diploïdes de la génération
t, donc d’au plus six gènes. Voici les quinze configurations possibles numérotées
de 1 à 15 (les ovales représentent des individus et les petits cercles représentent
des gènes, les gènes ancestraux étant en noir)
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(15) (D (D (D
FIG. 3.2. Les quinze états possibles pour la configuration ances
trale de six gènes.
En utilisant la matrice H et la t-ième itérée, 11 on obtient que
E0(QA3(t)) = [tllt [3,21 +
(t)1331]
, (3.2.7)
tO tD
où (Ht)
[3i]
est la probabilité de passer de l’état 3 à la génération t, à l’état j à la
génération 0, car, premièrement, en remontant le temps, on doit commencer par
suivre les lignées ancestrales des deux gènes d’un individu AB de la génération
t (l’état de la matrice H qui représente deux gènes ancestraux dans un individu
est l’état 3), et deuxièmement, ces deux gènes étant de type différent (A et B), ils
ne peuvent coalescer ensemble. Il doit donc encore y avoir deux gènes ancestraux
que l’on suit à la génération O (état 2 ou 3). En fait, on verra plus loin qu’eu pra
tique, lorsque N est grand, la seule possibilité d’état pour les gènes ancestraux
à la génération O est celle où il y a deux gènes qui ne sont pas dans le même
individu (état 2 de la matrice Ht). La figure 3.3 illustre le chemin de ces deux
lignées ancestrales. On doit ensuite multiplier par 1/2N car c’est la probabilité
qu’une des lignées soit de type A, sachant que la fréquence de A à la génération
O est 1/2N (l’autre lignée est alors automatiquement de type B).
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passé
génération
À AB
génération 1
•
A B
FIG. 3.3. Façon d’avoir le génotype AB à la génération t.
En supposant N gralld, nous ferons maintenant appel au lemme C.O.1, cité
et expliqué dans l’annexe C. Ce lemme, qui est de Mihle (voir [Ml), peut être
utilisé, car on pellt écrire la matrice fi sous forme H + cNRN. où les éléments de
la matrice H sont déduits logiquements et cN est une suite de constantes qui tend
vers O lorsque N tend vers l’infini (CAr = 1/2N dans notre cas). Les matrices H
et RN sont des matrices de même taille (et avec les mêmes états) que E et leurs
éléments, qui ont été obtenus à partir des éléments de la matrice H, sont donnés
respectivement dans les annexes 3.1 et 3.3. La matrice H contient la partie des
probabilités de transition de la matrice fl qui est associée à l’autofécondation,
alors que la matrice RAr contient la partie des probabilités de transition de la
matrice H qui est associée à la reproduction au hasard. Puisque nous utiliserons
la deuxième partie du lemme C.O.1, nous avons besoin de l’existence de deux
autres matrices, les matrices R et P. La matrice R, où R = limN RAT, existe
car on peut constater, à l’annexe B.3, que la limite, lorsque N tend vers l’infini,
des éléments de converge. De plus, puisque P = limn,oe H, on peut constater
que P existe et trouver ses éléments à partir de la matrice H. Les éléments des
matrices P et R sont donnés respectivement dans les annexes B.2 et 3.4 et ont
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été obtenus en calculant les limites. On peut donc utiliser la deuxième partie du
lemme C.O.1 de Mêhie, duquel on tire que
lim 11[2Nr] = PeTPI’ pour tout T O,
N—œ
où [2 Nr] désigne la valeur entière de 2NT. Plus d’explications sur ce lemme sont
données dans l’annexe C. Les éléments de la, matrice eTl sont donnés dans
l’annexe 3.5 et ont été obtenus à partir des matrices P et R. En appliquant ce
résultat à l’équation (3.2.7), on obtient
11m Eo(QAB(t)) P[3.2]f(ePT)[2,2] dT, (3.2.8)
où P[321 est l’élément de la troisième ligne et de la deuxième colonne de la matrice
P, et (eI3IT)22y est l’élément de la deuxième ligne et de la deuxième colonne de
la matrice Le terme (flt)[33] de l’équation (3.2.7) disparaît en passant à
la limite car la probabilité que les deux lignées se retrouvent dans le même indi
vidu à la génération O tend vers O lorsque N tend vers l’infini. L’équation (3.2.8)
est due au fait qu’on peut représenter la somme sur t O de (Ht),j x par
celle d’aires de rectangles dont la base est 1/2N et la hauteur est (Ht)[]. Par le
lemme C.O.1, cette somme peut être approximée par l’intégrale de
sur r O lorsque N tend vers l’infini en prenant t = [2Nr]. Pour déterminer
quels éléments des matrices P et e’ doivent être utilisés dans l’intégrale, on
doit bien savoir ce que représente ces deux matrices. L’annexe C décrit plus en
profondeur les caractéristiques de celles-ci. Ici. on se contente d’expliquer que les
états 1 à 15 peuvent être séparés en deux classes. En effet, le temps passé dans
les états dans lesquels il y a deux gènes ancestraux dans un même individu (états
3, 5, 7, 8, 10, 11, 13, 14 et 15) est beaucoup plus court, en moyenile, que celui
passé dans les états dans lesquels les gènes ancestraux sont dans des individus
différents (états 1, 2, 4, 6, 9 et 12) car, rapidement, soit les gènes ancestraux dans
un même indivkÏu coalescent. soit ils se séparent clans des individus différents.
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Ces deux phénomènes représentent des changements d’état qu’on dit instantanés.
Le temps passé dans un état dans lequel les gènes ancestraux sont dans des indi
vidus différents est beaucoup plus long, car il faut beaucoup de temps pour que
deux de ces gènes ancestraux se rencontrent dans un même individu lorsque N
est grand. Ces deux classes d’états amènent deux échelles dc temps différentes. La
matrice P devant l’intégrale représente la première transition instantanée à partir
de la configuration des gènes ancestraux du temps T et en remontant le temps,
sachant que l’allèle A n’est présent qu’une fois à la génération O. La matrice
représente le reste du processus constitué de passages à plus longs termes (voir
figure 3.4).
passé
temps o (EB
transition :
instantanée
t
temps r
f1G. 3.4. façon d’avoir la génotype AB au temps T en nombre de
2N générations lorsque N tend vers l’infini.
Dans le cas ci-haut par exemple, on a deux gènes ancestraux (un A et un
B) dans un individu au temps T. On débute donc à l’état 3. Rapidement, en
remontant le temps, ces deux gènes ancestraux, étant dans le même individu,
vont donc soit coalescer, soit se séparer. Puisque les gènes sont de types différents,
ils ne peuvent coalescer. donc ils se sépareront assurément, clans cieux individus
A B
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différents. La configuration de ces gènes passera donc rapidement et certainement
de l’état 3 à l’état 2 d’où le fait que c’est l’élément 13,21 de la matrice P (avec
probabilité 1) qui est devant l’intégrale. Ensuite, ces deux lignées ne pouvant
coalescer, il devrait y avoir encore deux liguées au temps O (clans des individus
différents car on fait tendre N vers l’infini et donc la probabilité de se retrouver
dans un même individu tend vers O). On doit donc rester à l’état 2 jusqu’au
temps O d’où le fait que c’est l’élément [2,21 de la matrice elT qui est utilisé.
En revenant à l’équation (3.2.8), l’évaluation de la limite donne
lirnEo(QABQ))
2(1—û)
x
1>0
2(1—û) 2—cm
= 2—û 2
lû.
La. même marche à suivre peut être appliquée pour calculer les autres sommes
d’espérances. Les voilà donc, dans l’ordre d’apparition de l’équation (3.2.6).
a) On considère
Eo(QAA(t) - Q4(t)) = Eo[QAA(t)(1 -
1>0 1>0
= Eo[QAA(t)(QAB(t) +
1>0
= Eo(QAA(t)QAB(t)) + Eo(Q.4A(t)QBB(t)).
1>0 1>0
De manière analogue au cas cjui précède, on a
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Eo(QAA(t)QAB(t))
Pro(l’individu k1 soit ÀA et Findividu k2 # k1 soit AB à la génération t),
= t(ti + (Ht)[83]] I
passé
A
tempso
transition
instantanee
t
temps r
passé
A
tempsû
transition
instantanée
t
temps t
f 1G. 3.5. Façons d’avoir deux individus de génotypes AA et AB
au temps r en nombre de 2N générations lorsque N tend vers l’in-
A B
B
A A AB
A B
A A AB
fini.
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Cependant, lorsque N tend vers l’infini, le terme (Ht)[$,31 disparaît car la probabi
lité que deux lignées se retrouvent dans le même individu à la génération O tend
alors vers O . En procédant comme précédemment et en tenant compte des deux
façons pour deux individus d’être de génotypes AA et AB au temps T (figure 3.5),
on obtient que
lim Eo(QAA(t)QAB(t))
t>o
= P[8,4]
(i f (ePRPT)42] UT) + P[s,61 (2 f (ePRPT)[62] UT)
La configuration des gènes ancestraux est en effet à l’état 8 au temps T car il y a
quatre gènes à suivre (AA, AB) dans deux individus. Puisque l’état 8 est un état
dans lequel il y a, deux fois, deux gènes ancestraux clans un même individu, il y
aura rapidement une transition “instantanée” (représentée par la matrice P) à un
autre état. Dans ce cas particulier, il y a deux possibilités de transitions instanta
nées qui sont représentées à la figure 3.5. Puisqu’il ne peut y avoir de coalescence
entre A et B, les deux gènes de l’individu de génotype AB se sépareront assuré
ment. Les deux gènes de l’individu de génotype AA peuvent soit coalescer, soit se
séparer. S’ils coalescent, il y a une transition instantanée de l’état 8 à l’état 4 (ce
cas est représenté par le premier terme du membre de droite de l’équation ci-haut
et par le dessin du haut de la figure 3.5) alors que s’ils se séparent, la transition
instantanée sera de l’état 8 à l’état 6 (ce cas est représenté par le deuxième terme
du membre de droite de l’équation ci-haut et par le dessin du bas de la figure 3.5).
Après la transition instantanée, les changements d’état plus long sont caractérisés
par la matrice e]3RIT. Puisqu’il n’y a qu’un allèle A au temps O, tous les gènes
ancestraux de type A doivent coalescer ensemble, que ce soit dans l’un ou l’autre
des deux cas après la transition instantanée. Puisqu’il n’y a qu’un gène ancestral
de type B après la transition instantanée et que les allêles de type A ne peuvent
coalescer avec les allèles de type B, la lignée ancestrale de type B doit rester
jusqu’au temps O. Il doit donc y avoir un gène ancestral de type A et un gène
6f
ancestral de type B à la génération O (l’état 2) et ceci est valable dans les deux cas
de transition instantanée. Cela explique le choix des éléments de la matrice ePT.
Cependant, lorsqu’elles dorme la probabilité de passer d’une configuration à une
autre par des coalescences, les matrices P et eP1{UJT ne tiennent pas compte des
différents types de gènes (A et B) qui ne peuvent coalescer ensemble. On multiplie
donc les intégrales par la probabilité de choisir deux gènes de même type pour
qu’il puisse y avoir une coalescence. Ici, puisqu’il y a deux chemins possibles pour
les lignées (les deux dessins de la figure 3.5), on note ces probabilités par et
t2. Chacune de ces probabilités est trouvée en deux étapes, car on doit tenir
compte du type des gènes ancestraux lors des deux passages (représentés par les
matrices P et ePT) dont l’échelle de temps est différeilte. Par exemple, pour 1u,
lors du passage instantané (P[8,4]), les gènes ancestraux de l’individu de génotype
AB ne peuvent coalescer ensemble. Il faut donc multiplier la probabilité P[84]
par la probabilité que ce soit les gènes de l’individu de type AA qui sont choisis
pour coalescer et non ceux de l’individu AB. Cette probabilité est 1/2. Ensuite,
lors du passage plus long, représenté par la matrice il faut encore que le
passage de A, A, B à A, B gènes ancestrallx soit compatible avec une coalescence.
Il faut donc multiplier la probabilité (ePT)[4,2j par 1/3, car il y a 1/3 des chances
de choisir le couple AA pour que la coalescence se produise. En rassemblant ces
deux résultats, ii = 1/2 x 1/3 1/6. Pour ce qui est de [12, il n’y a pas de
coalescence lors de la transition instantanée. Il n’y a donc pas de restriction en ce
qui coiicerne la transition P[8,6] (la probabilité de la possibilité de cette transition
est donc 1). Ensuite, lors du long processus, les cieux coalescences doivent être
entre des gènes de type A. Il y a donc 3/6 des chances de choisir un couple de
gènes de type A pour que la première coalescence se produise et ensuite, 1/3 des
cha.nces de choisir un couple de gènes de type A pour que la deuxième coalescence
se produise. Alors, [‘2 1 x 3/6 x 1/3 1/6. L’évaluation de la limite donne
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4(1
—
x f (e_2T/(2_) (i — e_4n/(2_) dr[2_]2 \6 J0 2
+
[2(l_)]2 (1 f (e_2T/(2_) (3—5 e_4n/(2_ + 2 e_mn/(2_)
4c(l—c) /1 2—c 2(1—ci) 2/1 2—ce
= I—x 1+ I—x[2—c]2 \6 2 ) 2—cv \6 2
= (l
—
+
[2(1 —
3(2—ce) 12(2—cv)
De manière analogue et en se référant aux figures 3.6 et 3.7, on a
11m E0 (Q 4A (t)QBB (t))
t>0
= P[s,2] f (ePT)[22] dr + 2 p8.t1 (tt3 J (eP]T)[zl,2Ï dr)
+ P[s,o] (4 fœ(ePRPT)[6,2] dr) + P[841 (t15 f (ePRPT)t44] dr)
+ 8,6] (6 f(ePT)[6,l] dr) . (3.2.10)
En effet, ces termes peuvent s’associer aux six façons, représentées par les fi
gures 3.6 et 3.7, d’avoir deux individus de génotypes AA et BB au temps r
sachant que la fréquence de A au temps O est 1/2N. Dans tous les cas, l’état dans
lequel les gènes ancestraux se trouvent au temps r est l’état 8, car il y a deux
individus avec deux gènes ancestraux. Le premier terme du membre de droite de
l’équation (3.2.10) est associé avec le dessin du haut de la figure 3.6. Dans ce cas, il
y a un passage instantané de l’état 8 à l’état 2 (P[s,2]), qui est possible car les deux
gènes de chaque individu sont de même type donc ils peuvent coalescer. Ensuite,
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les cieux gènes ancestraux restant. étant de type différent, la seule possibilité pour
la suite est de rester à l’état deux jusqu’au temps O (d’où (ePT)122j). Comme le
type des gènes ancestraux ne donne pas de restriction sur la possibilité des coa
lescences, il n’est pas nécessaire de multiplier par une probabilité
. Le deuxième
terme de l’équation (3.2.10) est associé avec les deux dessins du milieu et du bas
de la figure 3.6. Ces deux dessins représentent deux possibilités de chemins sy
métriques (il n’y a que le type des gènes ancestraux qui change). Donc, plutôt
que de trouver ces deux probabilités de possibilités de chemin et de les addition
ner, on peut se permettre de n’en trouver qu’une pour ensuite multiplier cette
probabilité par cieux pour aussi représenter l’autre possibilité. Référons-nous au
dessin du milieu de la figure 3.6 par exemple. D’abord, la transition instantanée
se fait de l’état $ à l’état 4 (P1841). En considérant les génotypes, la probabilité
pour que ce soit les gènes de l’individu BB qui coalescent lors de la transition
instantanée (probabilité qui fait partie de p3), et non pas ceux de l’individu AA,
est égale à 1/2. Pour le reste du chemin, il y a passage de l’état 4 à l’état 2 ( d’où
(ePlT) [4,21 ) par une coalescence. En tenant compte du type des gèlles, ce dernier
passage n’est possible que si ce sont. les deux gènes ancestraux de type A, parmi
les gènes A, A, B, qui coalescent ensemble et cette probabilité est 1/3. On obtient
donc que ,u3 1/2 x 1/3 = 1/6.
Le troisième terme de l’équation (3.2.10) représente la possibilité de trajet des
lignées ancestrales illustrée par le dessin du haut de la figure 3.7. La transition
instantanée se fait de l’état 8 à l’état 6 (P18,61), car les deux gènes des deux
individus se séparent, ce qui ne dépend pas du type des gènes. Ensuite, alors
que chaque gène ancestral est seul dans un individu, le reste cm chemin se fait de
l’état 6 à l’état 2 ( d’où (eT)1621) par deux coalescences. Ces deux coalescences
ne pouvant se produire entre n’importe quels gènes, il faut tenir compte de la
probabilité /14 qui représente la probabilité d’une coalescence entre les deux gènes
de type A et une autre entre les deux gènes de type 3. On trouve alors [L =
1/9, car il y a cIeux paires de gènes ancestraux sur les six paires possibles, à
partir de A, A, B, 3, qui peuvent coalescer ensemble et ensuite, pour la deuxième
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coalescence, il reste une paire sur trois ce qui fait 2/6 x 1/3 = 1/9. Le quatrième
terme de l’équation (3.2.10) représente le dessin du milieu de la figure 3.7. On
remarque qu’il est en effet possible d’avoir plus qu’un gène ancestral de type B
au temps O (la fréquence de B est 1 — 1/2N). L’important, c’est qu’il n’y ait pas
deux gènes ancestraux dans le même individu car cette probabilité tend vers O
lorsque N tend vers l’infini (c’est le cas ici). Considérant ce terme, on a d’abord
une transition instantanée dans laquelle il y a un passage de l’état 8 à l’état 4
(P84y). Cependant, pour avoir deux gènes ancestraux de type B au temps 0, il
faut absolument que ce soit les gènes de l’individu de génotype AA du temps T qui
coalescent ensemble. La probabilité de cela est 1/2 et fait partie de p. Ensuite,
avec une échelle de temps plus grande, les gènes ancestraux restent à l’état 4
jusqu’au temps O ( d’où (eP°T)[4,4]). Puisqu’il n’y a pas de coalescence lors de
cette dernière étape, le type des individus n’y apporte aucune restriction et donc,
/15 1/2. Le dernier terme de l’équation (3.2.10) est associé avec le dessin du
bas de la figure 3.7. 11 y a d’abord une transition instantanée de l’état 8 à l’état
6 (P[s,6]) pour laquelle il n’y a pas de coalescence, donc le type des gènes n’a
pas à être considéré. Ensuite, dans une autre échelle de temps, il y a coalescence
et passage de l’état 6 à l’état 4 ( d’où (eT)[6,4]). Cette coalescence peut se
produire seulement entre des gènes de même type. Puisqu’il reste encore deux
gènes ancestraux de type B au temps 0, la coalescence ne peut se produire qu’entre
les deux gènes de type A parmi les paires possibles avec les gènes A, A, B, B. Cela
fait donc une probabilité de 1/6 d’où /6 = 1/6. Notons que les intégrales de
(eT)[2,2], (ePWT)4,21 et (eP]T)[G,2] avaient déjà été trouvées un peu plus haut.
En évaluant la limite, on a
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lim ‘ Eo(QAA(t)Q33(t))
N-œ
tO
2t a 1 f—a 4a(1—a) i 2—a’\
=[2_a] 2 )+2x [2_a]2 2 J
[2(1_a)]2 ri 2_a) 4a(i—a) 71 T+ I — x + x e_GT/(2_ dr)2—a \9 2 [2_a]2 2
t2(1_a)12 7;
+ I (— x / 2 (e_6n/(2_) (ï e_GT/(2_j dT)[ 2—a j 6 10
2
+ I t—xt a 1 7 — a’\ 8a(1 — a) /1 2— a” [2(1 a)72 i 2—[2_a] 2 [2_a]2 2 J 2-a] 9 2 )
+ t-x + x
4a(i — a) 1 2 — a) [2(1 — a)] 2 (1 2 — aN
[2—a]2 \\2 6 2—a 6 6 )
a2 a(1 - a) [2(1 - a)]2 (3.2.11)
2 +—a 12(2—a)
En additionnant maintenant les équations (3.2.9) et (3.2.11), on obtient
lim Eo(QAA(t)
- QA(t))
N—co
t0
9 2
- a(1 - a) [2(1 - a)] a a(1 - a) [2(1 - a)]2
+ + + +
— 3(2 — a) 12(2 — a) 2(2 — a) 2 — a 12(2 — a)
a2 4a(1 — a) [2(1 — a)]2
2(2 — a) + 3(2 — a) + 6(2 — a)
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FIG. 3.6. Trois façons d’avoir deux individus de génotypes liA et
33 au temps r en nombre de 21V générations lorsque N tend vers
l’infini.
FIG. 3.7. Trois autres façons d’avoir deux individus de génotypes
AA et 33 au temps r en nombre de 2N générations lorsque N
tend vers l’infini.
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b) On considère par la suite
Eo(QA(t) - QA(t)) = Eo[QA(t)(1 - QAA(t))],
tD t0
= E [QA(t) (QAB(t) +
t>0
= Eo(QA(t)QAB(t)) + Eo(QA(t)QBB(t)).
t0 t0
On a d’abord, en utilisant le lemme C.O.1 de Mhle, que
lim > Eo(QA(t)QAB(t))N—+oo
i>0
00 00
P[15,121 (7 f (ePT)[l2,2] + 15,9] (8 f (ePRPT)[92] dT)
+ P156 f00(ePT)fo2y dT) . (3.2.12)
Il y a en effet trois possibilités de chemins qui constituent la probabilité quil y
ait deux individus AA et un AB au temps T sachant qu’il n’y a qu’un gène de
type A au temps O. Dans tous les cas, l’état des gènes ancestraux au temps T est
15 car on doit suivre les lignées de six gènes de trois individus (voir la figure 3.2).
Le premier terme du membre de droite de l’équation (3.2.12) correspond aux pos
sibilités de lignées dans lesquelles il y a une transition instantanée de l’état 15
à l’état 12 (P[;s,12]) ce qui implique qu’il n’y a pas de coalescence instantanée et
que les trois paires de gènes ancestraux se séparent dans six individus différents.
Puisque le type des gènes ancestraux ne change pas la possibilité de réaliser cette
transition, on n’a pas a mutiplier par une probabilité qui serait incluse dans
Suite à la transition instantanée, il reste six gènes ancestraux A, A, A, A, A, B.
Ensuite, la seule façon d’arriver au temps O avec seulement un gène ancestral de
type A est que tous les gènes de type A coalescent entre eux. C’est un passage
de l’état 12 à l’état 2 ( d’où (ePT)i2,21). Il faut cependant multiplier par la
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probabilité de choisir, à quatre reprises, une paire de A, parmi les autres paires
de gènes ancestraux, pour qu’il y ait coalescence. On trouve que cette probabilité
est égale à 10/15 x 6/10 x 3/6 x 1/3 = 1/15 et donc, ji 1/15.
Le deuxième terme du membre de droite de l’équation (3.2.12) correspond aux
possibilités de lignées dans lesquelles les cieux gènes de type A d’un des indivi
dus AA du temps r coalescent rapidement alors que les quatre autres gènes se
séparent. C’est un passage instantané de l’état 15 à l’état 9 (P115,9]). Puisqu’il y
a deux individus de génotype AA au temps T et que l’un ou l’autre peut être
celui dont les gènes coalescent mais qu’on ne peut choisir les gènes de l’individu
de génotype AB pour coalescer, on doit donc multiplier P[15,9] par 2/3, où 2/3
fait partie de 11s• Par la suite, l’échelle de temps devient plus grailde et le pas
sage juscyu’au temps O se fait de l’état 9 à t’état 2 ( d’où (CJ3T)921) par trois
coalescences. Il faut donc multiplier par la probabilité de choisir. à trois reprises,
une paire de A, parmi les a.utres paires de gènes ancestraux, pour qu’il y ait
trois coalescences de gè;res de type A. On trouve que cette probabilité est égale à
6/10 x 3/6 x 1/3 = 1/10 et alors, on conclut que 11s = 2/3 X 1/10 = 1/15. Enfin, le
dernier terme à droite de l’équation (3.2.12) est associé aux possibilités de lignées
dans lesquelles il y a une transition instantanée de l’état 15 à l’état 6 (P115,61) qui
amène, toujours en remontant le temps, aux gènes ancestraux A, A, A, B. Puis
qu’il y a 1 chance sur 3 que ce soit les deux individus de génotype AA qui soient
choisis pour coalescer, ce 1/3 contribue donc à 11• Ensuite, par un processus plus
long et jusqu’au temps 0, il ne peut y avoir qu’un passage de l’état 6 à l’état 2 (
d’où (eI?IzT)[6,2j ) qui ne peut être ciue la cause de deux coalescences. Pour que
cela soit possible, il faut que ces coalescences soient parmi les gènes de type A. On
multiplie donc par la probabilité de choisir une paire de A, à deux reprises, parmi
les autres paires de gènes ancestraux restant. On trouve que cette probabilité est
égale à 3/6 X 1/3 = 1/6, et donc, que 119 = 1/3 x 1/6 = 1/18. On peut mainte
nant poursuivre le calcul et puisque l’intégrale de (eIT)162j avait déjà été trouvée
dans le calcul de la limite lorsque N tend vers l’infini de
l’évaluation de la limite donne
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lim Eo(QA(t)QBB(t))
A t>o
fœ(ePRPT)(12,4]
UT) + P[i5,9} (p11 fœ UT)
+ P[15,6] (îL12 fœ(ePRPT) UT) + P[15,121 (p13 f (ePRPT)[12,2] UT)
+ P[15,9] (p14 fœ(ePRPT)[9,2] UT) + P[15,G] (p15 f(ePT)[G,2] UT)
+ P[15,g] (I16
fœ(ePT)[g,2l UT) + 15,6j (b117 f (ePT)[6,2l UT)
+ P[;5,41 (ais f (ePRPT)[4,2] UT) . (3.2.14)
Les termes du membre de droite de cette équation représentent toutes les possibi
lités de chemins pour des lignées ancestrales, de deux individus de type AA et un
de type 33 au temps T, sachant qu’il n’y a qu’un allèle A au temps O. Dans tous
les cas, l’état des gènes ancestraux à la génération T est 15 car on doit suivre les
six gènes appartenant à trois individus. Le premier terme de l’équation (3.2.14)
correspond aux possibilités de lignées dans lesquelles il y a une transition ins
tantanée de l’état 15 à l’état 12 (P[15,12]) et ensuite un lent passage de l’état 12
vers l’état 4 au temps O. Il n’y a donc aucune coalescence instantanée et les trois
paires de gènes ancestraux se séparent dans six individus différents. Puisque la
possibilité de réaliser cette transition ne change pas avec le type des gènes ances
traux, on ne mutiplie pas par une probabilité qui serait incluse dans Suite
à la transition instantanée, il reste six gènes ancestraux A, A, A, A. 3, 3 dans six
individus différents. Ensuite, la seule façon d’arriver au temps O avec seulement
un gène ancestral de type A et deux de type B est que tous les gènes de type A
coalescent entre eux et que ceux de type B ne coalescent pas. C’est un passage
de l’état 12 à l’état 4 ( d’où (ePT)1i2,4j). Il faut cependant multiplier par la
probabilité de choisir, à trois reprises, une paire de A, parmi les autres paires de
gènes ancestraux, pour qu’il y ait des coalescences compatibles. On trouve que
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cette probabilité est égale à 6/15 x 3/10 x 1/6 = 1/50 et donc, rn = 1/50.
Le deuxième terme du membre de droite de l’équation (3.2.14) correspond aux
possibilités de lignées dans lesquelles les cieux gènes de type A d’un des indivi
dus AA du temps T coalescent rapidernellt alors que les quatre autres gènes se
séparent, pour aboutir à A, 3, 3 au temps 0. C’est une transition instantanée
de l’état 15 à l’état 9 (P[is,9]). Puisqu’il y a deux individus de géiotype AA au
temps T et que l’un ou l’autre peut être celui dont les gènes coalescent ruais qu’il
e faut pas que ce soit les gènes de l’individu de génotype 33 qui soient choisis
pour coalescer, on doit multiplier P115,91 par 2/3. Cette dernière probabilité fait
partie de Par la suite, l’échelle de temps devient plus grande et le passage
jusqu’au temps O se fait de l’état 9, avec A, A, A, 3, 3. à l’état 4, avec A, B, B,
(d’où (ClT)[9,4]) par deux coalescences entre des gènes ancestraux dc type A. Il
faut donc multiplier par la probabilité de choisir, à deux reprises, une paire de A,
parmi les autres paires de gènes ailcestraux, pour qu’il y ait deux coalescences de
gènes de type A. On trouve que cette probabilité est égale à 3/10 x 1/6 = 1/20.
On obtient donc que un 2/3 x 1/20 = 1/30. Le troisième terme de droite de
l’équation (3.2.14) est associé aux possibilités de lignées dans lesquelles il y a une
transition instantanée de l’état 15 à l’état 6 (P115,61) qui amène aux gènes ances
traux A, A, 3, B, et ensuite, un passage jusqu’au temps O avec A, B, B. Puisqu’il
y a 1 chance sur 3 que ce soit les deux individus de génotype AA qui soient choi
sis pour coalescer instantanément, ce 1/3 contribue donc à ji12. Ensuite, par le
processus plus long et jusqu’au temps 0, il y a un passage de l’état 6 à l’état 4
( d’où ) qui ne peut être que la cause d’une seule coalescence. Pour
que cela soit possible, il faut que cette coalescence soit parmi les gènes de type A.
On multiplie donc par la probabilité de choisir une paire de gènes de type A parmi
les paires possibles de l’ensemble A, A, 3, 3. On trouve que cette probabilité est
égale à 1/6, et donc, que i12 = 1/3 x 1/6 1/18.
Le quatrième terme de l’équation (3.2.14) correspond aux possibilités de lignées
dans lesquelles il y a une transition instantanée de l’état 15 à l’état 12 (P115,121)
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et ensuite un lent passage de l’état 12 vers l’état 2 au temps O. Donc, lors de la
transition instantanée, les trois paires de gènes ancestraux se séparent dans six
individus différents. La possibilité de réaliser cette transition ne change pas avec
le type des gènes ancestraux, alors /113 ne sera pas affecté par la transition ins
tantanée. Suite à celle-ci, il reste six gènes ancestraux A, A, A, A, 3, 3. Ensuite,
lors du processus plus long, la seule façon d’arriver au temps O avec seulement
un gène ancestral de type A et un de type 3, est que tous les gènes de type A
coalescent entre eux et que les deux gènes de type B le fassent aussi. C’est un
passage de l’état 12 à l’état 2 ( d’où (eT)[i2,2]). Cependant, il faut multiplier
par la probabilité que le passage de A, A, A, A, B, B à A, B gènes ancestraux soit
compatible avec quatre coalescences. Puisque cette probabilité est 2/75, or a que
[L13 2/75. Le cinquième terme à droite de l’équation (3.2.14) correspond aux
possibilités de lignées dans lesquelles il y a un passage instantané de AA, AA, 33
à A,A,A,B,B (P115,91), et un passage plus lent de A,A,A,B,B à A,B ( d’où
(ePR)[9,2]). On doit multiplier P115,91 par 2/3 car il y a deux chances sur trois
que ce soit un individu de génotype AA, qui soit choisis parmi les individus du
temps r, dont les gènes coalescent instantanément. Cette probabilité fait partie
de Le dernier passage jusqu’au temps O se fait de l’état à l’état 2 par trois
coalescences entre des gènes ancestraux de même type. Il faut donc multiplier par
la probabilité de choisir, à trois reprises, une paire de gènes ancestraux dc même
type parmi toutes les paires possibles, pour qu’il y ait deux coalescences de gènes
de type A et une de gènes de type B. On trouve que cette probabilité est égale à
1/20. On obtient donc que /114 = 2/3 x 1/20 = 1/30.
Le sixième terme de l’équation (3.2.14) est associé aux possibilités de lignées dans
lesquelles il y a une transition instantanée de l’état 15 à l’état 6 (P115,G1) qui amène
aux gènes ancestraux A, A, B, B, suivie d’une lente transition vers A, B au temps
0. Puisqu’il y a 1 chance sur 3 que cc soit les deux individus dc génotype AA, au
temps r, qui soient choisis pour coalescer instantanément, ce 1/3 contribue donc
à Ensuite, par le processus plus long et jusqu’au temps O, il y a un passage de
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l’état 6 à l’état 2 ( d’où (elT)ç6,2j ) qui ne peut être que la cause de cieux coa
lescences. Pour que cela soit possible, il faut que ces coalescences soient parmi des
gènes de même type. On multiplie donc pat la probabilité de choisir des gènes de
même type, parmi les paires possibles avant chaque coalescence, pour que le pas
sage de A, A, B, B à A, B gènes ancestraux soit compatible avec deux coalescences.
On trouve que cette probabilité est 1/9, et donc, que bL = 1/3 x 1/9 = 1/27.
Le septième terme de l’équation (3.214) correspond aux possibilités de lignées
dans lesquelles il y a une transition instantallée dc l’état 15, avec AA, AA, BB. à
l’état 9, avec A, A, A, A, B, (P[159]), par une coalescence des gènes de l’individu de
génotype 33 au temps T, et ensuite un lent passage de l’état 9 vers l’état 2, avec
A, B, au temps 0. Puisque la probabilité de choisir l’individu de génotype 33
parmi les trois au temps r est 1/3, la part de la transition instantanée dans ,u16 est
1/3. Suite à la transition instantanée, il reste les gènes ancestraux A, A, A, A, B.
La seule façon d’arriver au temps O avec seulement un gène ancestral de type A,
et un de type B, est que tous les gènes de type A coalescent entre eux. C’est
donc un passage de l’état 9 à l’état 2 d’où (ePT)[92]). Il faut cependant mul
tiplier par la probabilité de choisir, à trois reprises, une paire de A, parmi les
autres paires de gènes ancestraux, pour que les coalescences puissent se produire.
On trouve que cette probabilité est égale à 1/10 et donc, p16 = 1/3 x 1/10 = 1/30.
Le huitième terme de l’équation (3.2.14) est associé aux possibilités de lignées
dans lesquelles il y a une transition instantanée de l’état 15 à l’état 6 (P[156]) qui
amène aux gènes ancestraux A, A, A, 3 et ensuite un lent passage vers A, B au
temps 0. Puisqu’il y a 2 chances sur 3 que les deux individus. au temps r, qui
soient choisis pour coalescer instantanément soient de génotype AA et 33, ce 2/3
contribue donc à iy7. Par la suite, lors du processus plus long et jusqu’au temps
0, il y a un passage de l’état 6 à l’état 2 d’où (eT)162 ) qui ne peut être que la
cause de deux coalescences. Pour que cela soit possible, il faut que ces coalescences
soient parmi des gènes de type A. On multiplie donc par la probabilité de choisir
des paires de gènes dc type A, avant chaque coalesccicc, pour que le passage
de A, A. A, 3 à A, 3 gènes ancestraux soit compatible avec deux coalescences.
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On trouve que cette probabilité est 1/6, et donc, que /I7 = 2/3 x 1/6 = 1/9.
Enfin, le dernier terme du membre de droite de l’équation (3.2.14) représente les
possibilités de lignées dans lesquelles il y a une transition instantanée de l’état 15
à l’état 4 (P[15,4]) par trois coalescences instantanées. Le génotype des individus
au temps r n’ayant pas d’effet sur la possibilité dc réaliser celles-ci, on ne mutiplic
pas par une probabilité qui ferait partie de /1. Après ces coalescences, les gènes
ancestraux restant sont A, A, B. Ensuite, le passage plus lent jusqu’au temps O
ne peut être que de l’état 4 à l’état 2 ( d’où (eJT)[4,2j ) par la coalescence des
deux gènes ancestraux de type A restant. La probabilité de choisir la paire de
type A parmi A, A, B étant 1/3, = 1/3. Puisqu’on a déjà trouvé la valellr de
toutes ces intégrales sauf les deux premières, l’évaluation de la limite donne
[2(1 — a)] f 1 N 12(1 — a)2a t 1I I (—x131+ I—xI4
t 2—a j \5O J (2—a) \3O
6(1
— a)a2 t 1 2 — aN 2(1 — a) t 2 2 — a
+ I—x 1+ I—x(2—a)3 \18 6 j 2—a \75 2
12(1
— a)2a t 1 2 — aN 6(1 — n)a2 (1 2 — a
+ I—x 1+ I—x(2 — a)3 \3O 2 J (2 — a)3 \27 2
12(1 — a)2a 1 2 — a 6(1 — a)a2 1 2 — a
± [2a](
x2 a
+ (2
— a’)3 2
cc 5 —6r/(2—c)
I f 21 ( + 27 el4T2 — 7 e24 + 15) Ur,
et
14
= f (e_GTR2_) ( — 7 + 3 + 4) dr
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On obtient donc que
lllnNœ Eo(QA(t)QBB(t))
t>o
2(1—a)]3 / 1 2—a 12(1—a)2a /1 2—a
2-a j X 6 (2-cE)3 6
6(1—a)a2 ti 2—aN 2(1—a) /2 2—a
+ (—X 1+ (—X(2—cv)3 \\18 6 j 2—a \75 2
12(1 — )2a t 1 2 — cv\ 6(1
—
a)cv2 t 1 2 — cv
+ (2- cv) j5 X 2 ) + (2- cv) X 2
12(1 cv)2a t 1 2— aN 6(1 — a)cv2 ti 2—cv
+ (2- a) X 2 ] + (2- cv) X 2
cv ti 2—a
H- (-X2—cv \3 2
3 2 2 3[2(1—cv)] 7cv 2(1—a) (1—cv) cv cv
_60(2_cv)2+60 2—a + 2 2—cv +6(2)2
En additionnant maintenant les équations (3.2.13) et (3.2.15), on obtient
lirnEo(QA(t)
— QA(t))
t>o
— [2(1
— a)]3
+
a[2(1 — cv)]2
+
a2(1
— cv)
— 30(2
— cv)2 10(2 — cv)2 6(2 — cv)2
[2(1 — cv)]3 7cv 2(1
—
2 (1
— ) 2
+6O(2_a,)2+ 2—a + 2 2—a +6(2cv)2
[2(1
— cv)]3 13cv 2(1 — cv) 2 2(1 — cv) cv 2 cv3
= 20(2—a)2 2—cv + 3 2—cv + 6(2—a)2
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c) On connaît déjà l’approximation de la somme sur t O de l’espérance de
QAA(t)QABtt). En effet., lors de l’approximation de Zt>oEo(QAAtt)
— QA(t))
plus haut, en (a), on a trouvé que
11m Eo(QAA(t)QAB(t)) = + [1).
t>o
d) Encore de manière analogue aux cas précédents, on a
00 00
11m Eo(QB(t)) = P[8,6] f (ePT)[6,2] dr + [2O f (ePRPT)[64]t>o o o
(3.2.16)
Il y a ici deux possibilités de chemins qui constituent la probabilité qu’il y ait
deux individus de génotype AB au temps T sachant qu’il n’y a qu’un allèle A au
temps O. Dans ces deux cas, puisqu’on doit remonter les lignées ancestrales des
deux gènes de deux individus au temps T, la configuration de départ de ces gènes
est représenté par l’état 8. La seule possibilité de transition instantanée est celle
de l’état 8 à l’état 6 (Pts,61) car les deux gènes de chaque individu étant de type
différent au temps t, il est impossible qu’il y ait coalescence. Suite à ce passage
instantané, les quatre gènes ancestraux A, A, B, B sont dans quatre individus dif
férents et ce, dans les deux cas.
Dans le premier cas (représenté par le premier terme dans la parenthèse du
membre de droite de l’équation (3.2.16)), il y a deux coalescences des gènes
de même type lors du processus plus lent. C’est un passage de l’état 6, avec
A, A, B, B, à l’état 2, avec A, B, au temps O (d’où (eT)[o,2J ). Puisque le type
des gènes ancestraux importe lors de ces coalescences, il faut multiplier par la
probabilité que le type de ceux choisis pour coalescer soit le même. Cette proba
bilité est i19 1/9. Le deuxième cas (représenté par le deuxième terme dans la
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parenthèse du membre de droite de l’équation (3.2.16)), est la possibilité qu’il n’y
ait qu’une coalescence lors du processus lent. Il y a alors un passage de l’état 6,
avec A, A, B, B, à l’état 4, avec A, B, B, (d’où (ePT)(6,tj ), car il doit y avoir un
seul gèlle de type A au temps O. Il faut donc multiplier par /2o 1/6 qui est la
probabilité de choisir le couple de gènes de type A, parmi tous les autres couples
possibles, pour que la coalescence ait lieu. Puisqu’on a déjà trouvé la valeur des
cieux intégrales, l’évaluation de la limite donne
2(1-a) 2 2- + 2- - [2(1_)]2
2—Œ \,,9 2 J 6 )) — 12(2—ce)
e) On a déjà trouvé l’approximation de la somme sur t > O de l’espérance de
Q4A(t)QAB(t). En effet, lors de l’approximation de Zt>oEo(QA(t) —
en (b), on a trouvé que
Eo(QA(t)QAB(t))
= (2)2
+
)j2 +
t>o
f) On approxime maintenant la septième somme de l’équation (3.2.6). On a
11m E0 (QAA(t)QB (t))
t>o
= P[15,121 (L21 f(ePT)[l2,4} dT) + P[15o] (tt22 f(ePT)[o,4] dT)
œ oc
+ P[15’21 (p23 f (ePT)[loo] + P[15,g] (t24 f (ePT)991
(3.2.17)
Le premier terme du membre de droite de cette équation correspond aux pos
sibilités de lignées dans lesquelles il y a une transition instantallée de l’état 15,
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avec AA, AB, AB, à l’état 12, avec A, A, A, A, B, B (P[15,12]) et ensuite un lent
passage de cet état 12 vers l’état 4, avec A, B, B, au temps 0. Les trois paires de
gènes ancestraux se séparent donc dans six individus différents lors de la transi
tion instantanée. Ne dépendant pas du type des gènes ancestraux, la probabilité
de la réalisation de cette transition est 1. Lors du processus plus long, la seule
façon d’arriver au temps O avec seulement un gène ancestral de type A et deux
de type B, est que tous les gènes de type A coalescent entre eux sans que ceux
de type B le fassent. C’est un passage de l’état 12 à l’état 4 ( d’où (e’--’)[i2,4]).
Il faut cependant multiplier par la probabilité que le passage de A, A, A, A, B, B
à A, B, B gènes ancestraux soit compatible avec trois coalescences. Puisque cette
probabilité est 1/50, on a que [L21 = 1 x 1/50 1/50. Le deuxième terme de
l’équation (3.2.17) représente les possibilités de lignées dans lesquelles les gènes
de l’individu AA du temps r coalescent rapidement alors que les quatre autres
gènes se séparent. C’est une transition instantanée de l’état 15, avec les géno
types AA, AB, AB, à l’état 9, avec A, A, A, B, B (P[15,g]). On doit alors multiplier
la probabilité de cette transition par 1/3, car il y a une chance sur trois que ce soit
l’individu de génotype AA, qui soit choisi parmi les individus du temps r, dont
les gènes coalescent instantanément. Cette probabilité fait partie de [L22. L’échelle
de temps devient, par la suite, plus grande et le passage jusqu’au temps O se fait
de l’état 9 à l’état 4 ( d’où (ePT)[9,4j ) par deux coalescences entre les gènes
ancestraux de type A pour aboutir avec les gènes ancestraux de type A, 3, 3. Il
faut donc multiplier par la probabilité de choisir, avant chacune des deux coales
cences, une paire de gènes ancestraux de type A, parmi toutes les paires possibles,
pour que les deux coalescences soient possibles. On trouve que cette probabilité
est égale à 1/20. On obtient donc que [L22 = 1/3 x 1/20 = 1/60.
Le troisième terme du membre de droite de l’équation (3.2.17) est associé aux
possibilités de lignées dans lesquelles il y a une transition instantanée de l’état
15, avec AA, AB, A3, à l’état 12, avec A, A, A, A, B, B, (P[15,12]) et ensuite un
lent passage de cet état 12 vers l’état 2, avec les gènes de type A, B, au temps 0.
Lors de la transition instantanée, il n’y a pas de coalescence donc la probabilité
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de la réalisation de cette transition est 1. Par la suite, le passage plus lent de
l’état 12 vers l’état 2 ( d’où (ePRPT)[1221) se fait par quatre coalescences. Puisque
celles-ci doivent se produire entre des gènes ancestraux de même type, on mul
tiplie donc par la probabilité de choisir une paire de gènes de même type parmi
toutes les autres paires possibles, et ce, avant chaque coalescence. On trouve que
cette probabilité est 2/75, et alors I23 = 1 x 2/75 = 2/75. Enfin, le dernier terme
de l’équation (3.2.17) correspond aux possibilités de lignées dans lesquelles il y
a une transition instantanée de l’état 15 à l’état 9 (P[15,g]) suivi d’un lent pas
sage de l’état 9 vers l’état 2 au temps 0. La probabilité P[5,gJ, de 1111, 113,113 à
A, A, A, B, B, doit être multipliée par 1/3, qui est la probabilité de choisir l’in
dividu de génotype AA, parmi les trois individus au temps r, pour qu’il y ait
vraiment une coalescence possible. Lors du procesus lent, le passage de l’état 9
vers l’état 2 d’où (ePR’T)[g,21), de A, A, A, B, B à A, B, est caractérisé par trois
coalescences entre gènes de même type. Il faut donc multiplier par 1/20 qui est la
probabilité que le passage de A, A, A, B, B à A, B soit compatible avec les trois
coalescences. On a alors que ,u24 = 1/3 x 1/20 = 1/60.
Précédemment, on a déjà trouvé la valeur des intégrales de l’équation (3.2.17).
On a alors que
lim Eo(QAA(t)QB(t))
N—oo t>o
2(1
— ) (1 2 — 12(1 — a)2 (1 2 —
= 2 — 50 6 ) + (2 — c)3 60 X 6
2(1
— ) t 2 2 — 12(1 — )2 t 1 2 —
+ t—x 1+ t—x2—cv \\75 2 j (2—)3 \60 2
- [2(1-)] 2(1-a) 2
— 60(2 — )2 + 30 2 —
g) Enfin, en approximant la dernière somme de l’équation (3.2.6), on a
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lim
t>o
= P115,12j ( f (ePT)i2,6j dT + [t26 fœ(ePT)tl2,4] dT + [t27 f(ePRPT)[l2,2] )
(3.2.18)
Il y a ici trois possibilités de chemins qui constituent la probabilité qu’il y ait
trois individus de génotype AB au temps T sachant qu’il n’y a qu’un allèle A au
temps 0. Dans tous ces cas, puisqu’on doit remonter les lignées ancestrales des
deux gènes de trois individus au temps T, la configuration de départ de ces gènes
est représenté par l’état 15. Puisque les deux gènes de chaque individu sont de
type différent au temps T, il est impossible qu’il y ait coalescence instantanée,
donc la seule possibilité de transition instantanée est celle de l’état 15 à l’état 12
(P[1512]). Suite à ce passage instantané, les six gènes ancestraux A, A, A, B, B, B
sont dans six individus différents et ce, dans les trois possibilités de chemins.
Le premier terme dans la parenthèse de Féquation (3.2.18) représente un lent
passage de l’état 12, avec A, A, A, B, B, B, à l’état 6, avec A, B, B, B au temps
O ( d’où (eP?PT)[l2,6] ). Puisque le type des gènes ancestraux importe lors de ce
passage, il faut multiplier par la probabilité que les paires choisies pour coalescer
soient toutes de type A. Cette probabilité est t25 3/150. Le deuxième cas
(représenté par le deuxième terme dans la parenthèse du membre de droite de
l’équation (3.2.18)), est la probabilité d’un passage de l’état 12 à l’état 4 ( d’où
(eT)[l24] ). Il y a alors trois coalescences lors du processus lent. Il faut donc
multiplier par la probabilité que le passage de A, A. A, B, B, B à A, B, B soit
compatible avec les trois coalescences. On trouve que cette probabilité est [L26 =
3/100. Le dernier terme dans la parent.hèse de l’équation (3.2.18) correspond à.
un lent passage de l’état 12, avec A, A, A, B, B, B, à l’état 2, avec A, B, d’où
(ePT)[l22y ) en passant. par quatre coalescences. Puisque ces coalescences doivent
se produire entre des gènes ancestraux de même type, on multiplie donc par la
probabilité de choisir une paire de gène de même type parmi toutes les autres
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paires possibles, et ce, avant chaque coalescence. Cette probabilité est /27 1/50.
En évaluant la limite, on obtient
[2)]3 x[: 9 8a) 4 e18T/t2 +5) dT
2(1—cv) / 3 2—c’\ t 3 2—c\ tl 2—cv
= I—x I+(—x 1+1—x2—o 15O 12 ) \10O 6 ) \\50 2
- [2(1-)]
— 60(2 —
En revenant finalement à l’équation (3.2.6) et en remplaçant les sommes d’espé
rances par leurs limites, on a
lim F(0)
N—oo
/ 2 4c(1 - c) [2(1
-
3(2—a) + 6(2—a) ] +b3(1—)
([2(1—)J3 13 2(1_)12 2(1—a) 2
+C3 20(2_)2 2— j + 3 2— + 6(2_)2
- ) [2(1 - )]2 /[2(1 -+d3 3(2—) + 12(2—a)) +e3 Ï2(2—)
t [2(1 — c)] c[2(1
—
)J2 2(i
—
c)
+ g3 30(2 — )2 + 10(2 — )2 + 6(2 —
([2(1 - )]3 2(1
-
/[2(1 -
+ 60(2 — )2 + 30 2 — ] + k3 60(2 — )2
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En réorganisant l’équation par rapport aux termes (PAA — P33) • M(pAA
— P33)
et (PAA
— P33) • Mp33, on trouve
(86— 52a — 52 + 12c —
lirnFA(O) 240(2 — )2 ] (P — • M(pAA — P33)
t 5—cv N
+ I8(2
— ) (pA — P) • 1VIp33 . (3.2.19)
Finalement, on obtient l’approximation
1 t86 — 52a — 52 + 12c3 — o4N
FA(s)
=
+ s 240(2 — )2 J (PAA — P53) • M(pAA — P33)
+ (8)) (PAA — P) • + o(s). (3.2.20)
en supposant que s est d’ordre 1/N.
3.2.2. Analyse de la probabilité de fixation
On peut analyser cette probabilité de fixation de manière à trouver une stra
tégie optimale. On sait que sans sélection, la probabilité de fixation d’un allèle
est égale à la fréquence initiale de celui-ci (voir le chapitre 2.3). On peut donc
comparer la probabilité de fixation lorsqu’il y a sélection avec celle du modèle
neutre pour savoir si elle augmente ou diminue. La probabilité de fixation dans
notre cas avec sélection peut s’exprimer ainsi
FA(o, s) = Xo + s x F(VAA, 1)33) + o(s)
où z.’jj est la probabilité qu’un individu ij choisisse d’utiliser la stratégie 1, c’est
à-dire, p (ujj, 1
—
1)jj). Pour que la stratégie soit une ESS, il faut qu’elle
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respecte les conditions d’équilibre (voir l’inégalité (3.1.2)) et de stabilité (voir
l’inégalité (3.1.3)). On rappelle qu’on travaille avec une population finie clans
laquelle la fréquence initiale des gènes de type A est 1/2N et celle des gènes de
type B est 1 — 1/2N. On a soulevé, dans la section 3.1, qu’avec une population
finie, on peut trouver une stratégie optimale à partir de la probabilité de fixation
et la comparer à une stratégie stable au cours de l’évolution (E$S). On doit
cependant adapter les conditions d’équilibre et de stabilité. D’abord, puisque sans
sélection, FA(xo) = x0, et que la stratégie P33 doit être avantagée sélectivement
par rapport à la stratégie PAA (pour que la stratégie P33 soit optimale), il faut
que FA(xo) <x0 et donc que f(vAA, 1)33) <0. Ensuite, on doit avoir que
F(vAA, 1)33)
3AA 114 A “BB
pour l’équilibre, et aussi que
2 (1)AA, 1)33) <0,
UVAA
“AA”BB
pour la stabilité, en faisant fît des cas de dégénérescence. Ces deux dernières
conditions signifient que la probabilité de fixation de A atteint un maximum
local lorsque p
=
p et donc que la stratégie P33 est la meilleure stratégie à
adopter contre elle-même. Ces conditions signifient aussi que P33 est la meilleure
stratégie à adopter contre une stratégie PAA telle que p1lA est assez près, mais
différente de p. Ces conditions sont donc équivalentes aux conditions (3.1.2)
et (3.1.3). En exprimant la matrice de jeux sous la forme
= (mii m12
\7T12l rn22)
et en utilisant l’équation (3.2.20), on a
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F(VAA, 1)33)
/86—52—52+12c3—c4’\ 2
240(2 )2 ) (‘ — 1)33) (mii — — m12 + Tfl22)
+ (8(2_a)) (AA — UBB) [UBB(rnll — m12) + (1 — v33)(m12 —
On trouve donc
8
F(VAA, 1)BB)
8AA VAAVBB
t 5—cv ‘\
= 8(2
— )) [v33(mi; — m21 — m12 + m22) + m12 — rn22]
qui est égale à 0, pour O < c < 1, si et seulement si
—in12 + m2
1)33 =
m11 — — m12 + in22
Pour la dérivée seconde, on trouve
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2
1)AA VAAVB5
/86 — 52cr — 52 + 12c3 —
= 2
240(2 — )2 ] (mii — in21 — in12 + m22)
qui est négative si et seulement si
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m11 — — ni12 + m22 < O
car, puisque O < c < 1, on a que
8652ci5ci2+Ï2ci3c4>O.
En combinant le tout, si m — m21 — m12 + m22 < O alors
f —m12 + m22 m11 — m21
PBB
= m11 — m21 — m12 + m22’ m11 — m21 — m12 + m22
est une stratégie optimale. IViais puisque les composantes de PBB doivent être
entre O et 1, il faut donc que —m12 + m22 < O (autrement on pose la première
composante de p33 = O) et que m1; — ‘2l <O (autrement on pose la deuxième
composante de P33 O). On remarque que c n’entre pas dans la composition du
vecteur PBB et qu’alors, un changement dans la probabilité d’autofécondation ne
change pas la valeur de la stratégie optimale.
3.2.3. Probabilité de fixation dans une population avec autofécon
dation partielle sans intéraction
Calculons maintenant la probabilité de fixation pour un cas particulier du
dernier modèle on suppose qu’il y a encore de l’autofécondation partielle mais
pas d’intéraction.
Le calcul de cette probabilité de fixation est un peu plus simple. En considérant
le même cycle que celui de la page 50, la même valeur initiale de la fréquence de A
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(10 = 1/2N), la même méthode que celle employée précédemment et les valeurs
sélectives
WAA(t) = 1 + s UAA
WA3(t) = 1 + s u
WBB(t) = 1 +
car il n’y a pas d’intéraction, où
uAA + UBB
2
et donc WAB = (WAA + wBB)/2, on trouve
f(O) = BB) (1+ )] E0 (QAA(t - QA(t))
t>0
+ [(UAA - UBB) (1
+
Eo(QAB(t))
t>0
+ [(3 UAA) (1+ ] E0 (QAAtQBBt)
t>0
+ [(3B UAA) 1 + )] E0 (Q5(t)).
Pour calculer les sommes d’espérances ci-dessus. on utilise le lemme C.O.1 (de
Mêhie) et on a besoin de la matrice H qui rassemblent les probabilités de transition
des configurations possibles de gènes ancestraux d’une génération à la précédente.
Dans ce cas cependant, on a seulement à considérer huit états (et non quinze),
car on a quatre gènes ancestraux à suivre au maximum (et non six). On travaille
donc avec une sous-matrice de la matrice H considérée précédemment dans le cas
avec intéraction. En effet, dans les deux cas, on a de l’autofécondation partielle et
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on veut les probabilités de transition lorsqu’il n’y a pas de sélection (s O), donc
les entrées correspondantes des deux matrices seront les mêmes. Il s’en suit que
les matrices H, P, R, eT ont les mêmes éléments que ceux des matrices
correspondantes dans le cas avec intéraction et donc que l’approximation des
sommes d’espérances ci-dessus ont la même valeur que précédemment. Il s’ensuit
que
11m f(O) = [(4A UBB)t + )] 6(2-a)
+ [(U)(i+)](i)
rruBB—uAA 1 1—cv
2 )‘]3(2-)
rtuBB UAA 1 1 — 2 + 2
+ 8 )(1+)] 3(2-a)
5—ci
= (uAA — u55)8(2—ce)
Donc la probabilité de fixation de A dans un modèle additif d’une population
diploïde avec autofécondation partielle mais sans intéraction est approximée par
1
____
N
FA(s) +sÇ89 )(UAA—uBB)) +o(s),
dans le cas où l’intensité de sélection s est d’ordre 1/N et N est grand. Comme
il n’y a pas de stratégie dans ce modèle, on ne peut évidemment pas trouver
de stratégie stable au cours de l’évolution. Cependant, on peut observer que la
probabilité de fixation est plus petite que la fréquence initiale de A seulement si
u55 > UAA. Donc, plus les individus de type 33 sont avantagés, plus la proba
bilité d’extinction de A est élevée.
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3.2.4. Probabilité de fixation dans un modèle de fertilité
Considérons maintenant un modèle dans lequel c’est la fertilité, contraire
ment à la viabilité, qui diffère selon le génotype. Le cycle d’un tel modèle n’est
pas le même que celui de la page 50, car la sélection vient avant la reproduc
tion. On considère une population diploïde de taille N (donc de 2N gènes) avec
autofécondation partielle (la probabilité d’autofécondation est ). On veut en
core la probabilité éventuelle de fixation de A sachant qu’à la génération initiale
la fréquence de A est 1/2N (X(0) = 1/2N). On suppose, pour la fertilité, un
grand nombre d’affrontements entre les individus adultes avant la reproduction
donc, comme un individu ne peut s’affronter lui-même, on a les valeurs sélectives
suivantes
1 + 5PAA . i((t) — PAA)
WAB(t) = 1 + 5PAB • iw((t) — 3)
WBB(t) = 1 + 5PBB . M((t)
—
où s = d/(N — 1) et d est petit, PAB = (p + PAA)/2, et donc
(t) = X(t)(p4
— PBB) + PBB•
On utilise la même méthode que précédemment, mais en inversant l’ordre de la
sélection et de la reproduction. On a encore que
FA(s) = + sF(0) + o(s),
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où
= [(s(xtt +1) - X(t)Q(t)
= q)) x Pro(Q(t) = q)]
t=O q s=O
avec Q(t) = (QAA(t), QAB(t), QBB(t)) et q
= (qAA, qAB, On trouve que
E(X(t + 1) — X(t)Q(t) q) = [a4 PAA • MpAA + b4 PAA • MpBB
+ C4 PBB • MPAA + d4 MpB3] s + o(s)
(3.2.21)
où
AA t 2 3 3 r 1 3qqAB+ 1 +
— qAA— 1 +
— 2
1 1 2 3qAAqB qAB
7Ç7)’JAB 4 ——g—,
2 1 t 1 ‘ t7 1 3q4qABb4
=
— 2qAA + AA + — — — + 2
3 1 ‘\ 2 3qAAqAB qAB
4 +——,
2 3 AB t3 1 ‘ 3qqAB 1 1
‘ 2C4
= —qAA + qAA — — — ]AAAB + 2 — —
3qAAq q3
+ 4 +8
t ‘ t ‘2 3 r’ 3 r7 5d4 = — 1
—
AA + 2
—
qAA — qAA — AB +
—
AAAB
3qjqAB r, 1’\ 2 3qAq2 q3
— 2 4
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En dérivant, l’équation (3.2.21) par rapport à s et en évaluant à s O, on obtient
[s(xtt + 1) — X(t)Q(t) q)] = a4 PAA • MPA.4 + b4 PAA • MPBB
+ C4 PBB • MPAA + c14 PBB •
Finalement, en multipliant par Pro((Q(t) = q)) et en sommant sur t et q, on
trouve
F(O) = E0(Q44(t)
-
Q4(t)) + b Eo(QA(t)
- QAtt)) + C Eo(QAB(t))
tD tO to
+ d5 > Eo(QAA(t)QAB(t)) + e5 E0(Q3(t)) + g Eo(QA(t)QAB(t))
tO to to
+ 115 Eo(Q4A(t)QB(t)) +115 E0(Q5(t)), (3.2.22)
iO tO
où
a5
= —(PAA . MpAA) + (p • MPBB) — (i
—
)PBB MPBB)
b5
= (PÀÀ • 1WPAA)
— (PAA • IWPBB)
— (i • MP4A) + (PBB • 1WPBB)
c5
= —(PAA. 1WPAA) +
—
)PAA• MPBB)
— (PBB MP)
— (—)PBB.il’iPBB,
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d5 = (1 + • MpAA)
— ( — )(PAA Mp5)
— ( — )t “PAA) + ( — )(PBB
e5 = (i + • MPA.4)
—
— )(PAA• A/1p33)
— (i
—
tPBB • MPAA) + (i
—
tp •
95 = (PAA • Mp) + • Mp33) + •
— (PBB MP33)
= tPAA PAA) + (PAA ‘iPBB) + • MpAA)
— (PBB MPBB)
k5
= (PAA Mp) + • MPBB) + • MPAA) —
Ce sommes d’espérances peuvent, être approximées de la même façon qu’à la
section 3.2.1 avec la théorie de la coalescence et le lemme C.O.1 de Méhle. Le fait
qu’on travaille ici avec un modèle de fertilité ne change pas la précédente valeur
trouvée des sommes de l’équation (3.2.22), car on approxime celles-ci lorsque
s = O. Les éléments et la taille des matrices H, P, RN, R, et eZjWT du modèle de
fertilité sont donc les mêmes que ceux du modèle de viabilité. En remplaçant les
sommes d’espérance par leur limite, on trouve
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5(—30 + 17cv + 3cv2 — 2cv3) + N(56 — 53cv + 18cv2 — cv3)
FAtO)
= 120 N(2
— cv)2 PAA • MPAA
5(—6 + 13cv 9cv2 + 2cv3) + N(124 — 97cv + 12cv2 + cv3)
+
120 N(2 — )2 PAA • MpBB
5(—6 + 13cv — 9cv2 + 2cv3) — N(56 — 53cv + 18cv2 — cv3)
+
120 N(2 — cv)2 PBB • MPAA
5(42
— 43cv + 15cv2 — 2cv3) — N(124 — 97cv + 12cv2 + cv3)
+
120 N(2
— cv)2 PBB • Mp33.
En prenant la matrice A[ = M — (M + MT), on obtient que
FAts) = + s [i (Pi — PBB) • (PAA
— PBB)
+
4(2) (PAA — PBB) MPBB] + o(s), (3.2.23)
où
K
— 5(—30 + 17cv + 3cv2 — 2cv3) + N(56 — 53cv + 18cv2 — cv3)
— 120 (—2 + N)(2 — cv)2
La forme de l’équation (3.2.23) est la même que celle de l’équation (3.2.20) si
on considère N grand. Dans ce cas, les conclusions pour trouver une stratégie
optimale sont semblables.
CONCLUSION
On a vu plusieurs façons de calculer la probabilité de fixation d’un nouveau
gène mutant d’une population diploïde de taille 2N. Premièrement, dans la sec
tion 2.2, on a présenté une méthode approximative par le processus de diffusion sur
un modèle avec sélection seulement. Pour utiliser cette méthode, on doit prendre
2N générations comme unité de temps et supposer une population de taille très
grande. Cette méthode est employée souvent et il est possible d’en voir d’autres
exemples dans jLe(2)]. Le résultat de cette dernière a ensuite été comparé à celui
de la méthode exacte à la section 2.3 pour une population de taille arbitraire. On
a pu observer leur similitude lorsque N est grand. La. méthode exacte, utilisée
avec une population de taille grande mais finie, est plus récente. L’expansion de
Taylor, par rapport à l’intensité de la sélection s, de la. probabilité de fixation est
employée, en supposant la dérivabilité et la continuité en s de celle-ci. Le désa
vantage de cette méthode est la complexité du calcul des espérances des temps
de coalescence qui apparaissent dans le coefficient de s. Pour des modèles simples
comme celui dc la section. 2.3, on a seulement l’espérance des temps de coales
cence de deux et trois gènes à calculer. Mais plus les modèles sont complexes,
plus le nombre de gènes dans le calcul des temps de coalescence est élevé, et plus
le calcul est compliqué.
Au chapitre trois, on a d’abord vu un modèle de viabilité avec intéraction
entre les individus et autofécondation partielle. Ce modèle étant plus complexe
que les précédents, la méthode exacte n’a pas été employée. On a quand même
utilisé l’expansion de Taylor pour la probabilité de fixation, mais c’est dans le
calcul des termes de l’expansion qu’on a dû changer la. manière de procéder. On
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s’est encore servi de la théorie de la coalescence, mais cette fois, on a dû exprimer
la probabilité de fixation autrement et utiliser le lemme de Mdhle ([M]) pour
calculer la somme sur t de la probabilité du génotype d’un individu de la généra
tion t. Ce calcul aussi est compliqué et il serait bien de le comparer à celui de la
méthode exacte pour différents modèles.
Après avoir trouvé la probabilité de fixation pour ce dernier modèle, on a pu
analyser celle-ci pour voir si une stratégie stable au cours de l’évolution (ESS)
est optimale par rapport à la probabilité de fixation. Les valeurs de la stratégie
optimale trouvée changent avec les valeurs de la matrice de paiement M, car
cette matrice donne les avantages sélectifs correspondants aux différentes stra
tégies employées. Cette stratégie ne dépend cependant pas de c, le coefficient
d’autofécondation partielle et correspond à un ESS. On a par la suite calculé la
probabilité de fixation dans le modèle de fertilité avec intéraction et autofécou
dation partielle. On a vu que les mêmes conclusions que celles du cas précédent
se présentaient si on posait lvi = M
— .(M + MT).
On a donc étudié l’intensité de l’avantage sélectif qu’un nouveau gène mutant
doit avoir pour rester dans la population et éliminer les autres gènes moins avan
tageux. On s’en ait servi pour trouver des stratégies optimales et donc un peu
mieux comprendre l’évolution de certains modèles de population. Dans le futur, il
serait intéressant de calculer la probabilité de fixation de plusieurs autres modèles
diploïdes. Le modèle de Moran ainsi que celui avec des sous-populations et de la
migration pourraient être envisagés.
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Annexe A
CALCUL EXACT DE L’ESPÉRANCE DE T3
LORSQUE $ = o
On suppose une population diploïde de N individus (clone 2N gènes) qui suit
le modèle de Wright-fisher. Soit T3 le nombre de générations qu’il faut remonter
avant d’arriver à l’ancêtre commun le plus récent (MRCA) de trois gènes. On
veut trouver l’espérance exacte de T3 lorsqu’il n’y a pas de sélection.
Soit ,djj la probabilité de passer de i à j gènes ancestraux en une génération
en remontant le temps (j j) lorsqu’il n’y a pas de sélection. Avec trois gènes
ancestraux à suivre au maximum, on utilisera les probabilités /333, /332, /331, /322 et
/321 pour trouver l’espérance de T3. On a vu à la section 1.2 que /321 = 1/2N et
que /322 = 1
— /321 = 1 — 1/2N. De la même façon, on a
/331 1/4N2
car la probabilité que le gène parental du second gène ancestral soit le même que
celui du premier est 1/21V. Puisque la probabilité que le troisième gène ancestral
ait aussi le même parent. est 1/2N, la probabilité que les trois gènes ancestraux
aient le même parent est donc 1/2N x 1/2N = 1/4N2. Ensuite, pour passer de 3 à
2 gènes ancestraux en une génération en remontant le temps, il faut qu’exactement
deux des trois gènes ancestraux aient le même gène parental. Puisqu’on doit
choisir cieux gènes ancestraux qui vont coalescer parmi trois, on a
A-ii
/332= —(i— 1
(3) 1 1) 3( 1
2 2N = -
Enfin, POllf /333, Ofl a que
3 2
B33=133l—/339=1—7+
=(‘-)(‘-).
On peut maintenant commencer le calcul exact de l’espérance de T3 lorsqu’il n’y
a pas de sélection. On a que
E0(T3) 1 X /331 + 2 x (/333 /331 + /332 /321) + 3 x ( /331 + /333 /332 /321 + /332 /322 /321)
t—2
nt—i—2
+ + t (‘ /3i + (/33 P22 /321)) +
i=O
-— oo t—2
= /331+ [t /331] + [t (/33 /332 /3lZ2
t=2 1=2 i=O
t—2
3’±3’(ti _33)2 — i)
+ /332/321
[t/31
//33N 1
t=2 \J322) j/322
car 0 </333 < 1. Puisque
//3)Z (1)i
11
on a citie
A-iii
( 1333) Z i(i)t1 -
N
N[1 — (i_ 1)1_1]
j)—
et il s’ensuit que
1
1)
+
1332 131 1 131N(1 (1 — 1)1_1)]E0(T3) = 13i + 3’(ti 1333)2
— 1322 1=2 L j
1331+1331(
1
= (1 — 1333)2 — )
œ
+N13321321[Z(l131)_l (1322 (‘)) ],1322
1331+1331(
1
= (1_1333)2 _)
+N13321321Lz(t131) _i_t ( (1_))t1+1]1322
1331 +1331
( 1
i) + N 1332 1321 t 1 1 1
1 21’= (1 _1333)2
— 1322 [t’ _1322)2 [1—1322 (1 N)]
car 1322 et 1322(1 — 1/N) sont entre O et 1. En remplaçant les 13jj par leur valeur
respective, on obtient
3ti 1’\ 1
_
2’ 2N)2N
- 1 1
2N
— i) + (4N2 f 4N 2N
1
4N2
4N2
+ (6N — 2)2 —
1 2N3
(6N—2)2
— N(96N2 — 68N + 12)
— (6N—2)2
— N(8N
— 3)
— 3N—1
1 1
4N2 4N2 ( 1(-N)3 22
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Annexe B
LES MATRICES
3.1. MATRICE H DANS LE CAS DE L’AUTOFÉCONDATION PAR
TIELLE
Soit fi la matrice de transition lorsqu’on suit les gènes ancestraux dans une po
pulation diploïde avec autofécondation partielle. On peut écrire fi = H + RN/2N
et H contient les probabilités de transition (d’ordre 1) associées à l’autoféconda
tion. Pour trouver les éléments de H, on trouve d’abord ceux de la matrice fi qui
sont relativement simples à trouver. L’élément ij de H est constitué des termes
de l’élément ij de H qui ne dépendent pas de N. Voici les éléments de H qui est
une matrice 15 x 15
H11,11 = 1, H111 O, pour j > 2,
H12,11 = O, H12,21 = 1, H12,1 O, pour j > 3,
H13,11 = -, H13,21 1 — c, H13,31 =
DD
_
iz
D
D
D
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H[io,] = 0, ROUf j 6, 9, 10,
= T’ H[11,6] (1 — c)o, H[11,7[ =
H[ii,9] (1 — H]11,10[ = (1 — c)c, H[i1,11]
o, pour j 4, 6, 7, 9, 10, 11,
H[12,12] = 1, H[j2,] = 0, pour j 12,
11[13,9] , 1 — €, “[13,13] =
= o, pour j 9, 12, 13,
H[14,6]
=
H[14,9[ = (1 — H[14,lo]
H]14,12] (1
— H[14,13[ = (1 — c)c, H[14;4]
H[14,j[ = 0, pour j 6, 9, 10, 12, 13, 14,
H[15,4[ = , H[15,6]
= 32(1
—
33
H]154 , ,7[ =
3c(1 — )2 32(1
—
c) 3c3H[15,9[
2 2= H[15,1o[
= H[15,11[ =
B-iv
H[15,12j = (1 — H[15,13] 3(1
— 32(1
—
2 I{[15,14] = 4
H[15,151 = H[15,] = O, pour j = 1, 2, 3, 5, 8.8’
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3.2. MATRICE P DANS LE CAS DE L’AUTOFÉCONDATION PAR
TIELLE
Pour utiliser le lemme de IVIêhle (lemme Col), on doit trouver la matrice
P telle que P[j,j] = 11m œ(H)[i,j]. Puisque les éléments de la matrice H sont
donnés dans l’annexe Bi, ceux de la matrice P peuvent donc être calculés. Voici
les éléments de P qui est aussi une matrice 15 x 15
= 1, P[i,j] = O, pour j > 2,
P[2,lj = O, P[2,2] = 1, P[2,] = O, pour j > 3,
= 2 —
P[3,2]
= 2(1—a)
P3,j = O, pour j 3,
P[4,4] = 1, P[i,J = O, pour j 4,
____
9(1—a)
P[5,2] = , P[5,4] = , P[5,jj = O, pour j 2, 4,2—a 2—a
= 1, P[6,j] = O, pour j 6,
2—a’
P[r6] 2(1—a) P[T.j]=O, pourj #4,6,
/ \2 /
a 4(1
—
a)a 2(1
—
a)
[8,21 k\2
—
a) ‘ [8,4[ (2 — a)2 ‘ [8,6[ = 2 — a ]
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= O, pour j 2, 4, 6,
= 1, = O, pour j 9,
P[109] — 2(1 — c)P[io,6]
= 2 = O, pour j 6, 9,
— ‘
— 2—
___
4(1—c)c (1—c)N2
_________
P[llg] (2
\ 2
(2
—
‘ P[ii,6]
= (2 — ‘ ‘ = 2 — )
= O, pour j 4, 6, 9,
P[12,12] 1, P[i2,] = O, pour j 12,
_ __
2(1—o)
= 2
P[13,12]
2 —
P[13,] = O, pour j 9, 12,
—ci
2 4(1—c)c /2(1—ce)
2—
)2,
(2 P[14,g] = (2 — )2
= O, pour j 6, 9, 12,
6(1 — )2 12(1 —
15,4J
= (2
—
= (2 — ‘ P[15,9] (2 —
P[1512] (2(1
—
= 2 — ) , = O, pour j 4, 6, 9, 12.
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3.3. MATRICE RN DANS LE CAS DE L’AUTOFCONDATION PAR
TIELLE
La matrice RN contient les probabilités de transition associées à la reproduc
tion au hasard telle que fi = H+RN/2N. Puisque c’est le produit P(limN RN)P
qui nous intéresse, on peut ne trouver que les éléments des ligues 1, 2. 4, 6, 9, 12
de RN, car les colonnes correspondantes de P sont les seules qui soient non nulles.
Pour trouver les éléments de RN, on doit d’abord trouver ceux de la matrice H
(ils sont relativement faciles à trouver). Puisque l’élément ij de H est constitué
de termes d’ordre 1/ATk, k > O, alors l’élément ij de RN est constitué des termes
d’ordre 1/Nk, k > 1, de fl[y qu’on multiplie par le facteur 2N. Voici ces éléments
de RN qui est une matrice 15 x 15
= O, pour tout j,
RN[2,1] = 1, RN[2,2] —2, RN[2,3] = 1,
RN[2,] = O, pour j > 4,
RN[4,1] 1/2N, RN[4,2] = 3 — 3/N, RN[4,3] 3/2N,
= —6 + 4/N, RN[4,5] 3 — 3/N, RN[4] = O, pour j 6,
RN[6,11 = 1/(4N2), RN[6,2]
= 22 RN[6,3] = Z/(4N2).
6(—2 + N)(—1 + N) 9(—1 + N)
RN[6,4]
= N2 RN[6,51 = N2
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2(—6 + liN — 6N2) 6(—2 + N)(—1 + N)
RN[6,6]
= N2 RN[6,7] = N2
3(—l + N)
= 2N2 ‘ RN[6,J O, pour j > 9,
15(—l + N)
= l/(8N3),
= 4N3 ‘ = 15/($N3),
25(—2 + N)(—l + N) 75(—1 + N)
RN[9,4]
= 2N3 RN[9,5] 4N3
lot—3 + N)(—2 + N)(—l + N) 3O(—2 + N)(—l + N)
RN[9,6]
= N3 = N3
l5(—l + N) 4$ — 100N + 70N2 — 20N3RN[9,8]
= 2N3
RAT [9,9[
= ]\T3
lot—3 + N)(—2 + N)(—l + N) 15(—2 + N)(—l + N)
RN[9,lo]
= N3 = 2N3
RN[9,] = O, pour j > 12,
RN[12,1] = l/(l6N4), RN[122] = 3l(—l + N)
R1112,31 = 31/(16N4), RN[124] = 45(—2 + N)(—l + N)2N4
135(—l + N) 65(—3 + N)(—2 + N)(—l + N)
RN[12,5[ 41V4 RN[12.6] = 2N4
195(—2 + N)(—1 + N) — 195(—1 + N)
RN[12,7[
= 21V4 RN[12,8] —
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15(—4 + N)(—3 + i\T)(—2 + N)(—1 + N)
RN[12,9]
= 1T4
75(—3 + N)(—2 + N)(—1 + N)
RN[12,1Oj
= N4
225(—2 + N)(—1 + N)
= 4N4
—2(120 — 274N + 225N2 — 85N3 + 15N4)
= N4
15(—4 + N)(—3 + N)(—2 + N)(—1 + N)
RN[1213]
= T\T4
45(—3 + N)(—2 + N)(—Ï + N)
RN[12,14]
= 2N4
15(—2 + N)(—1 + N)
RN[12,15]
= 4N4
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B.4. fVIATRICE R DANS LE CAS DE L’AUTOFÉCONDATION PAR
TIELLE
La matrice R est la matrice telle que limNœ RN = R. La matrice R contient
donc les probabilités limite de transition associées à la reproduction au hasard.
L’élément ij de R est obtenu en prenant la limite, lorsque N tend vers l’infini, de
l’élément ij de la matrice RN. On a déjà indiqué, puisque c’est le produit PRP
qui nous intéresse, qu’on peut ne trouver que les éléments des lignes 1, 2, 4, 6,
9, 12 de R, car les colonnes correspondantes de P sont les seules qui soient non
nulles. Voici ces éléments de la matrice R qui est de taille 15 x 15
R[i,] O, pour tout j,
R[2,i] = 1, R[2,21 = —2, R{23] 1,
R2.1 = O, pour j > 4,
R[4,21 = 3, R[4,4] = —6, R[4,5] = 3,
= O, pour j 2,4,5,
R[6,41 = 6, R[6,6] = —12, R[671 = 6,
O, pour j 4, 6, 7,
R[g,61 = 10, R[9,91 = 20, R[9,1o] = 10,
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= O, pour j 6, 9, 10,
R[12,g] = 15, —30, R[12,13] = 15,
R[12,] = O, pour j 9, 12, 13.
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3.5. MATRIcE ePT DANS LE CAS DE L’AUTOFÉCONDATION PAR
TIELLE
Les termes de la matrice ePT doivent être trouvés pour utiliser le lemme de
M5hle (C.O.1). Ayant déjà les éléments des matrices P et R (voir B.2 et B.4), on
peut trouver la matrice G telle que G = PRP. En multipliant cette dernière par
le scalaire r et en prenant ensuite la matrice exponentielle, on obtient la matrice
ePJ?PT. Voici les éléments de celle-ci, qui est de taille 15 x 15
,“
PRPr ( PRP
e )[111 = 1, e )[‘,j] = O, pour j > 2,
—2r/(2—c)PRPT\
— e_2T2_, (eP?)T)[2,2]
= e(e )[2,1] 1
= O, pour j > 3,
2(1 — e2T/(2_))(1
— c) PRPr 2(1 — e2T/(2))(Ï —(e )[3,1] = , e )[3,2] =
—
___________________________
2—ce 2—o
( PRPe )[3,3] = 1, (e )[3,j} = O, pour j > 4,
PRPr 1(e )[4,1J = (1 — e_2n/t2_)2(2 + e2T2_J,
PRPT 3(e )[4,2] (e2T2) (1 — e_4T2_),
PRPr’ —6r/(2—)\e ][4,4] e
( PRPr\e )[4,j] = O, pour j 1, 2,4,
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PRPr 1
(e )7,4 2— c (— 1 + e_6T2_) (4 e_6T2( — 1) + ),
i PRPr 2
e )[7,6} = ti — e_l2T2_) (c — 1),2—cv “
PRPr(e )[7,7] = 1,
/ PRPTe )[7,j] =0, pour j 1,2,4,6,7,
e2n/(2)(11c2
— 42cv + 36) 2 e_6T/(2_)(1 — c)PRPr’(e ,[8,1]
— 5(2 — + 2
—
4 e’2/(2)(c — 1)2
+1,
— 5(2_)2
f PRPr 1
e )[8,2]
= 5(2 — )2
(e_2T 2_)(112
— 42 + 36) — 30 e_6T2_( — 2)( — 1)
+ 24 e_l2T2_( — 1)2 — 52)
4PRPr
_______
(e )[8,4]
= (2 — )2 (1
— e_6TR2_) ( — 1) (2 e6T2_ ( — 1) + ),
4f PRPr\
_
e )[s,6] (2 — )2 H 1 + e_l2T2_) ( — 1)2,
/ PRPre )[8,sJ = 1,
/ PRPre )[8,j] 0, pour j 1,2,4,6,8,
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f PRPr’
)[9,1] = (—28 e_2T2_ + 20 e_6TR2_ — z + e_2OT2 + 14),
PRPT\
= 2 e22 — + 3 e122 — e_20T2_,(e )[9,2]
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PRPr 5 12T/(2_a))
t1 — e8T2_(e )t9,6] = te J,
( PRPr = e_20ni2_,e )[9,9]
PRPr(e )[9,j] = 0, pour j 1, 2,4, 6,9,
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Annexe C
LEMME DE MÔHLE ET AUTOF1CONDATION
PARTIELLE
Soient H[,] les éléments de la matrice H. On définit la norme
max
Soit [T] le plus grand entier plus petit que T.
Lemme C.O.1. Lemme de M6hte : (voir [M])
Soient des constantes T, K > O et soit {CN}NEN une suite de nombres ‘réels
positifs telle que limN CN = O. Soit H une matrice telle que Hf = 1 et que
P 1in H existe. Alors
lim sup (H + CNR)[T — (P + CNR)[Tk = O.
Nzœ IRII<K
Si {RN}NCN est une suite de matrices telle que G limpj PRNP existe,
alors
lim (H + cNRN)[Tj = P — I + eTG = PeTG V T O.
Nœ
C-ii
Il est à noter que dans les cas où R limN Riv existe, alors G = PRP.
Expliquons la façon dont on se sert de la deuxième partie de ce lemme.
Soit H la matrice de transition SIIf l’ensemble de toutes les configurations
possibles de gènes ancestraux d’une génération à la précédente incluant l’éven
tualité de coalescence. En faisant ainsi, le nombre de gènes ancestraux ne peut
augmenter, il ne fait que diminuer par des coalescences. On veut fJt x
où t est une variable représentant les générations discrètes. Puisque H est souvent
une matrice de taille considérable, on cherche à simplifier le calcul. D’abord, on
passe d’un comptage par nombre de générations à un comptage par nombre de
2N générations, c’est-à-dire que le nouveau temps r correspondra à 2Nr généra
tions. La matrice de transition de O à r dans le passé est alors H2NT si 2Nr est un
entier. Si 2Nr n’est pas un entier, on prend comme matrice de transition H[2Nr]
où [2Nr] est la valeur entière de 2Nr (voir la figure C.Ï). le lemme de Méhle est
utilisé avec CN 1/2N et H sous forme H + cNRN = A + . On aura alors
lim H[2NT] = lim (H + RN)
[2Nr]
PeTG.
N—œ N— 2N
Comme la somme sur t O de (Ht)[,] x peut être représentée par celle
d’aires de rectangles dont la base est 1/2N et la hauteur est (Ht)[,], cette somme
sera alors approximée par l’intégrale de [PeTGj[ij] sur r > O lorsque N tend vers
l’infini.
Voici un exemple tiré de [Ml mais un peu modifié. On considère le modèle de
Wright-Fisher appliqué à une population de N individus diploïdes (2N gènes).
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état i
état j I
état k I
I génération 1 génération
I I I II temps
1 2 I2Nt] [2Nz] +1
2N 2N 2N 2N
t
FIG. C.1. fl[2Nr]
On suppose qu’il y a autofécondation partielle, c’est-à-dire qu’un individu se
reproduit avec lui-même avec probabilité c et avec un autre individu au hasard
avec probabilité 1 — c. On s’intéresse à un seul locus pour lequel il y a deux
allèles : A et B. On prend un échantillon de deux gènes parmi les 2N à partir
desquels nous suivrons les gènes ancestraux. Avec cieux lignées au maximum dans
une population diploïde, il y a trois configurations possibles de gènes ancestraux
(les gènes ancestraux sont en noir)
(1)
, (2) , (3)
FIG. C.2. Les trois états possibles pour la configuration ancestrale
de deux gènes.
Dans la première configuration, il n’y a qu’un gène ancestral restant; dans la
deuxième, les deux gènes ancestraux sont dans deux individus différents; dans
la troisième, les deux gènes ancestraux sont dans le même individu. Ces confi
gurations sont les trois états de la matrice H dans l’ordre. Voici donc la matrice
H:
C-iv
1 0 0
fi = 1/2N 1 — 1/N 1/2N
o/2 1—c’ c/2
On voit que H peut s’écrire sous forme H + cNRN = H + , où
1 0 0 000
Hr= 0 1 0 , RN=R= 1 —2 1
c/2 1—cv c/2 O O O
La matrice H contient les probabilités de transition asssociées à l’autofécon
dation, alors que la matrice RN contient. les probabilités de transition associées à
la reproduction au hasard. Ces deux matrices représentent deux échelles de temps
différentes car le mécanisme associé à la matrice R est d’ordre N et donc plus
lent que celui associé à la matrice H. On a
1 0 0
P=limHTrrrllm 0 1 0
1—(a/2)’ 1 — 1—(c/2)’2 1—c/2 2)
1 0 0
0 1 0.
c 2(1—a) o2—a 2—a
La matrice P représente la matrice de transition “instantanée” lorsque N tend
vers l’infini. On a vu en effet que le mécanisme associé à la matrice R est plus
lent que celui associé à la matrice H et donc les changements d’état attribués au
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mécanisme de H paraissent instantanés à la limite, lorsque N tend vers l’infini.
Par ce fait, les états dans lesquels il y a deux gènes ancestraux dans le même
individu (l’état 3 ici) paraissent instantanés, car très rapidement pour ces états,
en remontant le temps, soit les lignées dans le même individu vont coalescer, soit
ils vont se séparer clans deux individus différents. On peut maintenant appliquer
le lemme C.O.1
lim 11[2Nr] — lim (H + R/2N)[2NT] = PeTP,
N— oc N-œ
où la matrice P, devant eT°, représente la première transition instantanée au
temps r alors que la matrice eTPRP représente le processus plus lent, jusqu’au
temps O. On obtient que
1 0 0
lim fJ[2NT] 1 — e2t/(2) e2t/(2) O
1 — 2(1—c)e2/(2) 2(1_oe_2t/(2_) o2—c 2—c
