Abstract. Let S L 2 (F q ) be the special linear group over a finite field F q , V be the 2-dimensional natural representation of S L 2 (F q ) and V * be the dual representation. We denote by
Introduction
Let K be a field and V be an n-dimensional faithful representation of a finite group G over K. Let One of the purposes in invariant theory is to find explicit generators and relations among them for the invariant ring K[V ⊕ V * ] G . We recommend [1, 7, 8, 13] as general references for invariant theory of finite groups.
In this paper, we shall study the modular invariant ring K[V ⊕ V * ] G for some finite linear group G with its natural modular 2-dimensional representation V. There are two motivations which lead us to consider the modular case. Firstly, the non-modular invariant ring K[V ⊕ V * ] G is of importance in representation theory of Cherednik algebras and the geometry of Hilbert schemes. Especially in the situation where k is the field of complex numbers and G is a finite reflection group, it has been studied intensively and affected in many research papers over the last twenty years (see [9, 10, 11, 2] and references therein). However, very few results seem to be known in the modular case. The second reason comes from the modular vector invariant theory. A well-known fact asserts that F q [V ⊕ V] U n (F q ) , the ring of vector invariants of 2 copies of V, is not Cohen-Macaulay where n ≥ 3 and V is the natural module of U n (F q ), the group of all upper triangular matrices over a finite field F q . On the other hand, a recent result due to Bonnafé and Kemper [2] asserts that the invariant ring F q [V ⊕ V * ] P n (F q ) is complete intersection and so Cohen-Macaulay. This interesting example indicates that there may be a big difference between In what follows we assume that K = F q is a finite field with q = p r elements, where p is a prime and r ≥ 1 is a positive number. We denote by U n (F q ) the group of all upper triangular matrices in the special linear group S L n (F q ) and by P n (F q ) the group of all upper triangular matrices with 1's on the main diagonal. Recall that P n (F q ) is the Sylow p-subgroup of U n (F q ), S L n (F q ) and the general linear group GL n (F q ). In the recent paper [2] by Bonnafé and Kemper, the invariant rings
were calculated, and the conclusions assert that two invariant rings are both complete intersection, where V is the natural representation. In last section of the same paper, the authors have raised the following conjecture.
Bonnafé and Kemper verified this conjecture for some special n and q by various computations in the computer algebra system magma. However, they did not give any mathematical proof for this conjecture (even in the case n = 2).
As we know, a basic and very complicated task in modular invariant theory is to determine the structure of the invariant ring F q [V ⊕ V * ] G for a finite group G and a modular representation V. We consider G = S L 2 (F p ) and F q = F p is a prime field. Since the 2-dimensional natural representation V 2 is self-dual, the invariant ring
. Recently, the latter was computed by Campell et al. in [6] . (Actually, a set of minimal generators for
was constructed.) Apart from this, it seems there are no more advances in investigating the structure of the invariant ring F q [V ⊕ V * ] G for a finite linear group G with its natural module V, even for the most important groups S L n (F q ) and GL n (F q ).
The main purpose of this paper is to construct a free module basis over some homogeneous system of parameters for
respectively. Some calculations for the Hilbert series of the two rings of invariants allow us to show that they are Gorenstein algebras. As an application, we confirm a special case (n = 2) of the above conjecture.
For simplicity, in the rest of this paper we write P 2 , S L 2 , and GL 2 for P 2 (F q ), S L 2 (F q ), and GL 2 (F q ) respectively. The symbols P 2 2 , S L 2 2 and GL 2 2 will be employed to denote the products is also a Gorenstein algebra.
Preliminaries
We use the same abbreviations as in the Introduction, such as P 2 = (detA)
We define an involution * : is a polynomial algebra and generated by the Dickson invariants and their * -images:
The following two lemmas are useful in our discussion (see the proof of Proposition 3.1 in [3] and Theorem 1 in [4] for the detailed proofs). . By Lemma 2.1, the corresponding ranks are equal to q(q 2 − 1) 2 and q(q 2 − 1) respectively.
Lemma 2.1. Let R be the polynomial ring over a field K and G act on R as a K-automorphism group. If H is a subgroup of G such that the subring of fixed elements R H is Cohen-Macaulay and R G a polynomial ring, then R H is a free module over R G of rank [G : H].

Lemma 2.2. Let P be a Sylow p-subgroup of a finite group G acting linearly on R, a polynomial algebra over a field. If the invariant ring R P is Cohen-Macaulay, then also is R G .
We define
, and
, it is proved that the invariant ring R P 2 2 is a hypersurface and generated by {φ 1 , φ 2 , φ * 1 , φ * 2 , u 0 } with the single relation
It is easy to verify that as the elements in a free basis. Moreover, it follows from (2.3) that the powers of u 0 larger than q − 1 do not appear in a free basis. The set of all monomials not eliminated from a free basis is just P. We observe that P has exactly q(q 2 − 1) 2 elements, thus it must be a free basis.
S L 2 -Invariants
The purpose of this section is to construct a free R and thus belong to R S L 2 2 . Moreover, it is not difficult to check the following identities from the definitions:
We also define
Obviously, h * s = h q−1−s for all s. In particular, h 0 = c * 2,1 and h q−1 = c 2,1 .
Proof. It follows from (3.4) that u s+1 
In particular, we have
Proof. Indeed, it follows from (3.7) that
Similarly, one can prove the other identities.
We are now ready to construct a free R 
Proof. Let I P and I S denote the homogeneous ideals generated by d 2 respectively. To prove that the q(q 2 − 1) elements in S form a free basis, we have to verify two conditions:
(1) these elements do not belong to I S ; and (2) they are linearly independent modulo I S . are not zero modulo I P . We now are working on modulo I P , and we check them one by one. First of all, it follows from (3.5) and (3.6) that
does not belong to I P because the latter is an element of the free basis P by Proposition 2.4. Secondly, from (3.2) we have (u
is not an element in I P . Finally, it follows from (3.5) and (3.6)) that , we obtain the resulting sum: 
By (2.4) and (2.5), we eventually deduce that
Let k 0 is the least integer for which a i 0 j 0 k 0 0. We then multiply the left side of (3. 2 . We recall that the Hilbert series of a graded algebra Table 1 . 
Hence we get the Hilbert series of R
where
We conclude this section with an application of the Hilbert series. From a well-known theorem due to Stanley ([14] , Theorem 4.4 or [13] , page 145), we deduce that the invariant ring R is a Gorenstein algebra.
Proof. Indeed,
as desired. -module on the following set (3.15) The functions H 1 (t), H 2 (t) and H 3 (t) are "symmetric" in t and
is a Gorenstein algebra by Stanley's theorem.
A Special Case of Bonnafé-Kemper's Conjecture
In this section, we shall apply the same techniques to the case of GL 2 . First we need the notion of "relative trace map" of a group relative to its subgroup, which is an important tool in calculating the invariant ring. Let H ≤ G be two finite groups acting linearly on the polynomial algebra R and {g t } be a set of right representative for H in G. If the index [G : H] is invertible in the ground field, then the relative trace map Tr
for all f ∈ R H . It is easy to verify that Tr G H is an epimorphism of R G -modules. 
Proof. We choose g z S L 2 , z ∈ F * q as a set of right coset representatives for S L 2 in GL 2 , where g z = z 0 0 1 . We write φ := Tr 
is an epimorphism of R GL 2 2 -modules. Since the set D has exactly (q 2 − 1)(q 2 − q) elements, it suffices to prove that the image of G lies in the R GL 2 2 -module spanned by D. We observe that φ fixes u * 1 , u 0 , u 1 and
Assume that a is a positive integer and recall the following well-known identity (see ([5] , Lemma 9.4) for a proof) 
