Abstract-In this note, we revisit fixed-interval Kalman like smoothing algorithms. We have two results. We first unify the family of existing algorithms by deriving them in a common Bayesian framework; as we shall see, all these algorithms stem from forward and/or backward Markovian properties of the state process, involve one (or two) out of four canonical probability density functions, and can be derived from the systematic use of some generic properties of Gaussian variables which we develop in a specific toolbox. On the other hand the methodology we use enables us to complete the set of existing algorithms by five new Kalman like smoothing algorithms, which is our second result.
I. INTRODUCTION

A. Background: Fixed-Interval Kalman Like Smoothing Algorithms
Let us consider the state space system xn+1 = Fnxn + Gnun y n = H n x n + v n (1) in which xn 2 n is the state, yn 2 n the observation, un 2 n the process noise and v n 2 n the measurement noise. The processes u = fungn2 and v = fvngn2 are zero-mean, independent, jointly independent and independent of x0. Fixed-interval Kalman smoothing aims at estimating x n from y 0:N for 0 n N . In the literature, various algorithms have been derived by using such different methods as calculus of variations [1] , maximum a posteriori [2] , [3] , orthogonal projections [4] , the innovations approach [5] , the two-filter form [6] , [7] , complementary models [8] or the Bayesian approach [9] , [10] (modern surveys can also be found e.g. in [8] , [11, ch. 10] or [12] ). The most well-known algorithms are now the Bryson-Frazier algorithm [1] , the Rauch-Tung-Streibel (RTS) algorithm [3] and the two-filter algorithm [6] , [7] .
B. Contributions
In this note, we propose a unifying methodology which enables us to gather and extend the family of existing smoothing algorithms. More precisely, we first adopt the Bayesian point of view, and we use both forward and backward Markovian properties of the state process x = fx n g in order to derive three families of four smoothing algorithms for general continuous state hidden Markov chains (HMC). We then further particularize to the Gaussian case; our twelve algorithms reduce to seven known Kalman like smoothing algorithms, as well as to five new ones.
Let us give some comments on the originality of our contribution. Of course, as is well known, the Bayesian point of view in Kalman is far from being new [13] . We believe however that our classification of existing smoothing algorithms as specific entries of three two-by-two arrays, which are built from forward and backward Markovian properties of x, and on the use of one (or two) out of four canonical probability density functions (pdf) n , n , n and n (see Tables III-V), is original. Also, a practical advantage of this new classification is that it provides (as a byproduct) five original smoothing algorithms, which happen to be just specific empty entries in these arrays. So our classification happens to be both a way to unify the existing algorithms as well as a tool for proposing new ones. Finally, the actual algorithms are systematically derived by applying some generic properties of Gaussian variables which we develop for our purpose in a separate toolbox (see the Appendix). This note is organized as follows. In Section II we derive the general smoothing algorithms. In Section III we particularize to the Gaussian case and we comment on the algorithms we get. The algorithms we obtain (either new or original) are systematically derived by using some results in Gaussian variables gathered in the Appendix; for illustrative purposes Section IV is devoted to a worked example.
II. BAYESIAN SMOOTHING ALGORITHMS FOR
CONTINUOUS STATE HMC Let (1) hold. Let x 0:n = fx 0 ; 1 1 1 ; x n g, y 0:n = fy 0 ; 1 1 1 ; y n g, and let p(x0:n) (respectively, p(xnjy0:n)), say, denote the pdf (w.r.t. Lebesgue measure) of x 0:n (respectively, of x n given y 0:n ); other pdfs of interest are defined similarly. As is well known, model (1) is an HMC, i.e. the following properties hold:
p(x n+1 jx 0:n ) =p(x n+1 jx n ) (2) p(y 0:n jx 0:n ) = n i=0 p(y i jx 0:n ); (3) p(y i jx 0:n ) =p(y i jx i ) for all 0 i n:
The aim of this section is to compute the smoothing pdf p(x n jy 0:N ) for all n, 0 n N . The algorithms we propose can be classified into three families: 1) Backward recursive algorithms (see Section II-B). These are two-pass algorithms, in which p(xnjy0:N) is computed from p(x n+1 jy 0:N ) (whence the term "backward") via p(xnjy0:N) = p(xn+1jy0:N )p(xnjxn+1; y0:N )dxn+1 (5) and p(x n jx n+1 ; y 0:N ) in (5) is computed in the forward direction (i.e., for increasing values of n);
2) Forward recursive algorithms (see Section II-C). These are two-pass algorithms, in which p(x n+1 jy 0:N ) is computed from p(xnjy0:N) via p(x n+1 jy 0:N ) = p(x n jy 0:N )p(x n+1 jx n ; y 0:N )dx n (6) and p(xn+1jxn; y0:N) in (6) is computed in the backward direction; 3) Non-recursive algorithms (see Section II-D). In these algorithms, p(x n jy 0:N ) is computed from two pdfs; one of them is computed recursively in the forward direction and the other in the backward direction. As we are going to see, further classification is obtained from two considerations. First, it happens that each of the three families of algorithms above contains one algorithm which only uses the forward HMC transition pdfs (i.e., the forward Markov transition pdf p(x n+1 jx n ) and the observation transition pdf p(y n jx n )), one 0018-9286/$25.00 © 2008 IEEE algorithm which only uses the backward HMC transition pdfs (i.e., the backward Markov 1 transition pdf p(x n jx n+1 ) and the observation transition pdf p(y n jx n )), and two algorithms which use both. Next, any algorithm out of Sections II-B, II-C or II-D makes use of one (or two) out of the four pdfs n def = p(x n jy 0:n01 ), n def = p(y n:N jx n ), n def = p(x n jy n+1:N ) and n def = p(y 0:n jx n ). These pdfs, in turn, can be computed recursively (in the forward direction for n and n , in the backward direction for n and n) from the (either forward or backward) HMC transition pdfs; so for sake of clarity we first gather these recursions in Section II-A. Proofs of (7)- (22) are obtained from Bayes's rule and (2)-(4).
A. Recursive Algorithms for n, n, n and n
The algorithm described in Proposition 1 (respectively, Proposition 2) propagates n (respectively, n ) in the forward direction, n (respectively, n) in the backward direction, and only uses forward (respectively, backward) transition HMC pdfs.
Proposition 1: Assume that (2)- (4) hold, and that we are given p(xn+1jxn) and p(ynjxn). Then the one-step ahead prediction pdf n = p(x n jy 0:n01 ) and filtering pdf n = p(x n jy 0:n ) can be propagated from n = 0 to N (with 0 = p(x 0 )) as
on the other hand, the likelihood functions n = p(yn:N jxn) and n = p(y n+1:N jx n ) can be computed from n = N to n = 0 (with N+1 = 1) as n = p(x n+1 jx n ) n+1 dx n+1 n = p(y n jx n ) n :
Proposition 2: Assume that (2)- (4) hold, and that we are given p(x n jx n+1 ) and p(y n jx n ). Then the likelihood functions n = p(y 0:n jx n ) and n+1 = p(y 0:n jx n+1 ) can be computed from n = 0 to N (with 0 = 1) as n = p(ynjxn)n n+1 = p(x n jx n+1 ) n dx n (9) on the other hand, the backward one-step prediction pdf n = p(x n jy n+1:N ) and filtering pdf n+1 = p(x n+1 jy n+1:N ) can be computed from n = N to n = 0 (with N = p(x N ; y N )=p(y N )) as n = p(x n jx n+1 ) n+1 dx n+1
B. Backward Recursive Computation of the Smoothing pdf
The aim of this section is to compute the backward conditional transition pdf p(x n jx n+1 ; y 0:N ) in (5). From (2)-(4), y n+1:N and x n are independent conditionally on (xn+1; y0:n), so p(xnjxn+1; y0:N) = p(x n jx n+1 ; y 0:n ). Now p(x n jx n+1 ; y 0:n ) can be computed in the forward direction by combining appropriately ( n ; n ) or ( n ; n ) with either the forward or backward HMC pdfs, which leads to four different algorithms. Algorithm (11) (respectively, (12)) only uses forward (respectively, backward) HMC pdfs, and algorithms (13) and (14) use both.
1 Since x is a Markov Chain (MC), x is also an MC in the backward direction,
i.e. p(x jx ) = p(x jx ).
Proposition 3:
Assume that (2)- (4) hold, and that we are given the forward and/or the backward HMC pdfs. Then n and n (respectively, n and n ) can be computed in the forward direction by (7) (respectively, (9)), and next p(xnjxn+1; y0:n) by p(x n jx n+1 ; y 0:n ) = p(xn+1jxn)n p(x n+1 jx n ) n dx n (11)
Finally p(xnjy0:N ) can be computed by (5), initialized by p(x N+1 jy 0:N ) = N+1 in case of (11) and (13), or by N+1 p(x N+1 )=p(y 0:N ) with p(y 0:
case of (12) and (14).
C. Forward Recursive Computation of the Smoothing pdf
This section is parallel to Section II-B. Our aim here is to compute p(xn+1jxn; y0:N ) in (6) . From (2)- (4), y0:n and xn+1 are independent conditionally on (x n ; y n+1:N ), so p(x n+1 jx n ; y 0:N ) = p(x n+1 jx n ; y n+1:N ). Now p(x n+1 jx n ; y n+1:N ) can be computed in the backward direction by combining appropriately (n; n) or (n; n) with either the forward or backward HMC pdfs, which leads to four different algorithms. The algorithm (15) [respectively, (16) ] only uses forward (respectively, backward) HMC pdfs, and the algorithms (17) and (18) use both. Proposition 4: Assume that (2)-(4) hold, and that we are given the forward and/or the backward HMC pdfs. Then n and n (respectively, n and n ) can be computed in the backward direction by (8) (respectively, (10)), and next p(x n+1 jx n ; y n+1:N ) by p(x n+1 jx n ; y n+1:
Finally p(xnjy0:N ) can be computed in the forward direction by (6), initialized by p(x 0 jy 0:N ) = 0 p(x 0 )=p(y 0:N ) with p(y 0:N ) = 0 p(x 0 )dx 0 in case of (15) and (18), or by 0 in case of (16) and (17).
D. Non Recursive Computation of the Smoothing pdf
Let us finally see that p(x n jy 0:N ) can be computed as a (normalized) product of (n; n) (or (n; n)) and (n; n) (or (n; n)), which leads to four algorithms. The algorithm (19) (respectively, (20)) implicitely uses forward (respectively, backward) HMC pdfs only, and (21) and (22) use both.
Proposition 5:
Assume that (2)- (4) hold, and that we are given the forward and/or backward HMC pdfs. Then p(x n jy 0:N ) can be computed as p(xnjy0:N ) = n n nndxn = n n nndxn (19) = n n n n dx n = n n n n dx n ;
in which n (respectively, n ) is computed in the forward direction by (7) [respectively, (9)], and ( n , n ) [respectively, ( n , n )] is computed in the backward direction by (8) [respectively, (10)].
III. THE GAUSSIAN CASE
In this section (2)- (4) still hold, but we now further assume that the state-space model is Gaussian, i.e., that The general algorithms of Propositions 3 to 5 compute p(x n jy 0:N ) from n (or n) and/or n (or n). In the Gaussian case, this amounts to computing the parameters of p(x n jy 0:N ) from the parameters of n (or n ) and/or n (or n ). More precisely, (7)-(22) reduce to equations which compute arg maxx p(xnjy0:N ) (i.e., x nj0:N ), and the associated covariance matrix, from arg max x n = x nj0:n01
(or arg max x n ) and/or arg max x n = x njn+1:N (or arg maxx n), as well as the associated covariance matrice(s). In practice, these equations can be derived by systematically applying some simple results for Gaussian variables which are gathered in the Appendix (see Propositions 7 to 11); each one of the twelve general algorithms in Propositions 3, 4, and 5 then reduces to a particular Kalman smoothing algorithm. The main result of this paper is that some of these algorithms already exist, but to our best knowledge some others are original. For want of space, we shall not write down all of them explicitly (however for illustrative purposes, we give the algorithm (20) in Section IV). Let us nevertheless comment on how to get them, and on their originality (the comments in Sections III-A-III-D below are also summarized in Tables I-V. A. Recursive Algorithms for n, n, n and n
• Using Proposition 7 [(52), (53), covariance (respectively, information) form] in (7) provides the Kalman filter in covariance [14] (respectively, information [11] , [15] ) form; 
B. Backward Recursive Computation of the Smoothing pdf
In the Gaussian case, the backward recursive propagation (5) n+1 ) is computed (i.e., via (11)- (14)). More precisely:
• 
] we get two other backward smoothing algorithms. To our best knowledge, these algorithms are original.
C. Forward Recursive Computation of the Smoothing pdf
As in Section III-B, the forward recursive propagation (6) of p(x n jy 0:N ) reduces to the forward recursive propagation of its parameters, i.e. to the equations (15)- (18) 
D. Non Recursive Computation of the Smoothing pdf
• In the discrete case, (19) is nothing but the Forward-Backward or BCJR algorithm [17] , [18] . In the Gaussian case, using Proposition 7 [(53), information form] in (19) provides the two-filter algorithm by Mayne [6] (see also [7] ); tion parameters and P of p(x jy ), which results to variations of the algorithm (the same remark also holds later for the forward computation of p(x jy )).
• (20) reduces to an algorithm (given explicitly in Prop. 6, see Section IV) which to our best knowledge is original; • Using Proposition 10 in (21) provides the General two-filter algorithm (already derived from the innovations approach [11, Theorem 10.4.1]); • Finally, using Proposition 11 in (22) provides an algorithm which is similar to that obtained in [8, section 3.3] by using complementary models.
E. Comments and Remarks
• The algorithms of Section III-A-III-D hold under simple conditions which however vary from one algorithm to another. Let us begin with Section III-A. For all four algorithms we assume that Rn is positive definite (> 0). Furthermore the information Kalman filter (respectively, the Gaussian forms of (9) and (10), in which we first compute the parameters of the backward model)
can only be derived if P n+1j0:n > 0 (respectively, Pn > 0) for all n. Both conditions, in turn, hold if P 0 > 0 and F n is invertible for all n, or if P0 > 0 and Q n = GnQnG T n > 0 for all n. Finally the Gaussian form of (8) requires that Q n > 0.
Though the smoothing algorithms of Sections III-B-III-D rely on the algorithms of Section III-A some further restrictions may apply. For instance the information form of algorithm (11) relies on the information Kalman filter, but its derivation from Proposition 7 holds if Q n > 0. 4 The results are summarized in Tables I-V. • Comparing the computational cost of one algorithm w.r.t. another depends on the position of nx versus nu and ny. However if both forms are available, the computational cost of an information form algorithm always exceeds that of the covariance version. On the other hand, the forward and backward models are theoretically equivalent, but if p(x n jx n+1 ) is not available computing its parameters from (1) and (23) costs O(4n 3 x +(n 2 x nu=2)+nxn 2 u ) elementary operations (see Section IV-A below); this point explains, for instance, the difference between the computational cost of the information form of (9) [respectively, (10)] w.r.t. that of (7) [respectively, (8) ].
• As is well known (see, e.g., [12] ) the maximum a posteriori and maximum likelihood estimators coincide in the so-called non informative case, which corresponds to an (improper) flat prior distribution. This can be seen from the information form of (53) (see Proposition 7), which relates the information parameters associated with the a posteriori pdf p(xjy) to those of the prior p(x) and of the likelihood p(yjx). As a consequence if P 01 0 is set equal to 0 then some of the Gaussian algorithms (in information form) above coincide. More precisely, (10) [respectively, (7)] reduces to (8) [respectively, (9)]; and consequently the backward algorithms (11)- (14) coincide, the forward algorithms (15)- (18) coincide, and the non recursive algorithms (19)- (22) coincide.
IV. A WORKED EXAMPLE
For illustrative purposes we address the actual computation of (20). To compute p(xnjy0:N ) via (20) we need to propagate n in the backward direction (via (10)) and n in the forward direction (via (9)). Both algorithms use the backward HMC parameters, so we first have to compute p(xnjxn+1). Let us address these different points.
A. Computing the Backward HMC Transition pdfs
From (1) and (23) we have p(x n+1 jx n ) N(F n x n ; G n Q n G T n ) and p(xn) N(xn; Pn), with xn+1 = Fnxn and Pn+1 = FnPnF T n + GnQnG T n for all n 0. Using Proposition 7 ((53), covariance form), the backward Markov transition pdf p(x n jx n+1 ) is Gaussian with p(x n jx n+1 ) N(F n+1 x n+1 + c n+1 ; Q n+1 ) Fn+1 = PnF T n P 01 n+1 c n+1 = I n 0 P n F T n P 01 n+1 F n x n ; Q n+1 = P n 0 P n F T n P 01 n+1 F n P n
in which I n is the n x 2 n x identity matrix. On the other hand p(yn+1jxn+1) N(Hn+1xn+1; Rn+1):
(32)
B. Propagating n in the Forward Direction
The forward computation of n (respectively,n) reduces to a forward maximum likelihood algorithm which consists in propagating the information vector n (respectively, n ) and matrix 0 n (respectively, 0~ n ) of n (respectively, n ), see Prop. 7, (50) and (51). From Prop. 9
(respectively, Prop. 8) as well as (50) and (51), the first (respectively, second) equation of (9) 
Now, by applying Proposition 7 [(52), information form] and using (38), the first equation of (10) 
V. CONCLUSION Our aim was twofold. We first unified some existing Kalman like fixed-interval smoothing algorithms by deriving them from a common Bayesian point of view. The first step in our derivations consisted in appropriately exploiting Markovian properties of the state-space model for proposing algorithms for general continuous state HMC. They all involve one (or two) out of four canonical pairs of pdfs (n;n), ( n ; n ), ( n ; n ) and ( n ; n ). The second one consisted in obtaining the actual Kalman like algorithms by further injecting the Gaussian assumption; in order to facilitate the derivations we developed a specific toolbox of generic properties of Gaussian variables which were used recurrently and systematically in the derivations. Moreover, the methodology we introduced enabled us to fill some gaps by completing the set of existing solutions by five new Kalman like smoothing algorithms.
APPENDIX
The algorithms of Section III are directly obtained from Prop. 7 to 11. Prop. 8 to 11 can be derived from Prop. 7 which is the basic result; detailed proofs are omitted due to lack of space. Proposition 7: Let p(x) N(x; P x ) and p(yjx) N(Ax + b; P jx ). Then the following holds:
• maximum likelihood: Let X(y) def = arg max x p(yjx). Then X satisfies A T P 01 jx A X = A T P 01 jx (y 0 b):
By analogy with (26) 5 we thus define the information matrix 0x and information vector x = 0 x X associated with p(yjx) as x = A T P 01 jx (y 0 b); This analogy results from the fact that the covariance matrix P = E((X(y)0x)(X(y)0x) ), if invertible, is equal to (A P A) . (Note however that the algorithms in this paper do not require P to be invertible.) x jy = x + K(y 0 y); P jy = Px 0 KPyK T -Information form:
P 01 jy x jy = P 01 x x + x ; P 01 jy = P 01 x + 0x:
Proposition 8: Let (x; y; z) be Gaussian in which conditionally on z, y and x are independent. Let p(zjx) N(Ax + b; P jx ) and let x and 0x (respectively, z and 0z) be the information parameters of p(yjx) (respectively, p(yjz)) (see Prop. 7). Then p(yjx) = p(zjx)p(yjz)dz; x = A T P 01 jx P 01 jx + 0z 01 (z 0 0zb); 0 x = A T P 01 jx P jx 0 P 01 jx + 0 z 01 P 01 jx A: 
