The global exponential stability is investigated for neural networks with interval time-varying delays. Based on the Leibniz-Newton formula and linear matrix inequality technique, delaydependent stability criteria are proposed to guarantee the exponential stability of neural networks with interval time-varying delays. Some numerical examples and comparisons are provided to show that the proposed results significantly improve the allowable upper and lower bounds of delays over some existing ones in the literature. © 2007 American Institute of Physics. ͓DOI: 10.1063/1.2771082͔
I. INTRODUCTION
Neural networks have great potential in practical applications, such as static image processing, signal processing, etc. However, in the neural networks, the interactions between neurons are generally asynchronous, which inevitably results in time-varying delays. Furthermore, time delay is frequently a source of instability and deterioration of a system's performance; therefore, the stability analysis of timedelayed systems has received considerable attention over the past several years. Recently, dynamical properties of delayed neural networks ͑DNNs͒ have proven to be important in practical applications, such as image shadowing, system identification, and pattern recognition. [1] [2] [3] [4] [5] Consequently, the stability analysis of DNNs has emerged as a new and attractive research field in neural networks, such as delayed cellular neural networks ͑DCNNs͒, delayed Hopfield neural networks ͑DHNNs͒, and delayed Cohen-Grossberg neural networks ͑DCGNNs͒. Many profound theories and methodologies have been developed to deal with this issue. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] The globally exponential stability, 6 ,7 the existence of periodic solutions [10] [11] [12] [13] of DCNNs and DCGNNs have been presented and the dynamic behaviors of DHNNs have been extensively investigated in Refs. 14-18. In Refs. 19 and 20, some sufficient conditions for global stability of DCGNNs have been provided, yet only constant delays are allowed in their results. Hence, the stability of neural networks with timevarying delays has become more interesting than that of ones with constant time delays. [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] However, the constraint ͑t͒ Ͻ 1 on time-varying delay was imposed in Refs. [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . Such a restriction is very conservative and has physical limitations.
On the other hand, interval time-varying delays 0 Յ m Յ j ͑t͒ Յ M are used to indicate that the propagated speed of signals is finite and uncertain in systems, such as network control systems. 33 Under the interval time-delay condition, the robust H ϱ control design for linear systems was studied in Ref. 34 , the delay-dependent robust stability for uncertain linear systems was proposed in Ref. 35 , and the stability analysis and control synthesis of uncertain systems via Takagi-Sugeno fuzzy modes were presented in Ref. 36 . Therefore, this paper contributes to the development of globally exponential stability criteria for the neural networks with interval time-varying delays. The obtained results are derived based on the Lyapunov theory, the linear matrix inequality ͑LMI͒ technique, and the Leibniz-Newton formula.
Furthermore, the requirement ͑t͒ Ͻ 1 is not necessary in the proposed scheme. Finally, two illustrative examples are provided to verify that our results are less conservative than that reported in the literature. 21, 22, 24, 25 Notation. Note that throughout the remainder of this paper, the notation R n denotes the n-dimensional real space, R mϫn is the set of all real m ϫ n matrices, I is the identity matrix of appropriate dimension, C͓͑− M ,0͔ , R n ͒ denotes the set of all differentiable vector functions from ͓− M ,0͔ to R n , A T denotes the transpose of matrix A, ʈxʈ represents the Euclidean norm of vector x, A Յ B means that B − A is a positive semi-definite matrix, P = P T Ͼ 0 denotes that P is a symmetric positive definite matrix, P = P T Ͻ 0 denotes that P is a symmetric negative definite matrix, min ͑P͒ denotes the minimal eigenvalue of the matrix P, and max ͑P͒ denotes the maximal eigenvalue of the matrix P. The notation "*" in symmetric block matrices or long matrix expressions throughout the paper represents an ellipsis for terms that are induced by symmetry, e.g.,
II. PROBLEM FORMULATION AND MAIN RESULTS
The dynamics of the neural networks with interval timevarying delays are described by the following differential equation:
System ͑1͒ can be rewritten in the following form:
.. ,c n ͖ is a positive diagonal matrix, while A = ͓a ij ͔ nϫn and B = ͓b ij ͔ nϫn are known constant matrices, A is referred to as the feedback matrix, B represents the delayed feedback matrix with the time-varying delay j ͑t͒ and J is the external bias vector. In ͑1͒ and ͑2͒, it is assumed that 0 Յ m Յ j ͑t͒ Յ M and j ͑t͒ Յ D , for all 1 Յ j Յ n and t Ն 0. The initial condition of ͑2͒ is given by
T denotes the activation function vector of the neurons whose components are continuous with respect to x. Regarding the function f i , we make the following assumption: Assumption 1. Each function f i : R → R, i ͕1,2, ... ,n͖ is monotonically nondecreasing, bounded, and satisfies the Lipschitz condition with a Lipschitz constant Assume that an equilibrium point of ͑2͒ exists and is given as x * =͓x 1 * , x 2 * , ... ,x n * ͔ T . [29] [30] [31] [32] The aim of the paper is to propose some sufficient conditions to ensure the globally exponential stability with a convergence rate ␣ for the equilibrium point x * of system ͑2͒. Therefore, we make the following definition.
Definition 1 (global exponential stability). The equilibrium point x * of system (2) is said to be globally exponentially stable with a convergence rate ␣ if constants ␣ Ͼ 0 and Ն 1 exist such that
Shifting the equilibrium point to the origin and defining z͑t͒ = x͑t͒ − x * , where z = ͓z 1 , z 2 , ... ,z n ͔ T , then ͑2͒ can be transformed into the following form:
where
Note that the function f͑·͒ satisfies Assumption 1, and we have
and
Clearly, z = 0 is an equilibrium point of the system ͑3͒. If the origin of the system ͑3͒ is globally exponentially stable, then the equilibrium point x * of system ͑2͒ is also globally exponentially stable. Let ẑ͑t͒ = e ␣t z͑t͒; then system ͑3͒ can be transformed into the following form:
␣t ͕z͓t − ͑t͔͖͒, and ͑t͒ = e ␣t ͑t͒, t ͓− M ,0͔. Since the function ͑·͒ satisfies ͑4͒, we have 
Proof. The second inequality of ͑b͒ is a trivial result. Now the first inequality of ͑b͒ must be proven. For any scalar and vector ͑t͒ R n , we have
This implies
Since the above inequality is satisfied for any and t Ն 0, we can obtain the following condition:
Surveying above inequality, it is clear that the first inequality of ͑b͒ is always true for both = 0 and 0. Thus, the proof of the first inequality of ͑b͒ is completed, and via similar derivations, inequality ͑a͒ is also satisfied. ᮀ In the second, a delay-dependent criterion for the globally exponential stability of the system ͑3͒ with the same time-varying delays, i.e., i ͑t͒ = ͑t͒, i =1,2, ... ,n, is given in the following theorem. 
Proof. Define a Lyapunov functional
The derivatives of the quantities appear to the above functional ͑8͒ along the system ͑5͒ trajectories can be estimated by
By combining all above derivatives ͑10a͒-͑10f͒, the time derivative of the Lyapunov functional V͑ẑ t ͒ is computed as follows:
In the next step, the inequalities proven in Lemma 1 are used allowing to write for the two integrals of the previous equation, the expressions
͓from the inequality ͑a͒ of Lemma 1͔ and
͓from the inequality ͑b͒ of Lemma 1͔. By putting together the previous equalities and inequalities and by substituting the time derivative ͑t͒ with its maximum value D , the time derivative of the Lyapunov functional along the solution of the system ͑5͒ gets the form
From ͑5a͒ and ͑6͒, and for any matrices F 1 , F 2 , and F 3 , the quantity
is identified. Therefore, we have
The condition ⌽Ͻ0 in Eq. ͑7͒ implies that V ͑ẑ t ͒ Յ 0 for all t Ն 0. Furthermore, the following can be easily derived from Eq. ͑8͒:
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Hence, we have
Furthermore, from ẑ͑t͒ = e ␣t z͑t͒ and z͑t͒ = x͑t͒ − x * , we can conclude the following result:
Now, by = ͑1+␣͒ ͱ ␦ / min ͑P͒ and by Definition 1, the equilibrium point x * of system ͑4͒ is globally exponentially stable with convergence rate ␣. Therefore, this proof is completed.
ᮀ If the upper bound of the time derivative of time-varying delay ͑ D ͒ is unknown, we can obtain the following result. Corollary 1. The equilibrium point x * of system (2) associated with Assumption 1 and m Յ i ͑t͒ = ͑t͒ Յ M , i =1,2, ... ,n, is globally exponentially stable with convergence rate ␣ Ͼ 0, if there exist some symmetric positive definite matrices P, Q 2 , R 1 , R 2 , matrices F 1 , F 2 , F 3 , and some positive constants and such that the following LMI condition holds:
.. ,6͖ are defined in (7) . Proof. The result is easily derived from Theorem 1 by letting Q 1 =0. ᮀ Now we consider the delay-dependent criterion for the exponential stability of system ͑2͒ associated with Assumption 1 but with different time delays, i.e., i ͑t͒ j ͑t͒ if i j.
Theorem 2. The equilibrium point x * of system (2) (7) is satisfied.
Proof. Define the following Lyapunov functional:
In deriving the time derivative of the above function, the derivative of the term ẑ T ͑t͒Pẑ͑t͒ has been calculated previously. Regarding the time derivative of the other quantities that are estimated as follows:
III. NUMERICAL EXAMPLES
In the section, two numerical examples are given to show the effectiveness and feasibility of the proposed results. Example 1. Consider the system ͑2͒ associated with the following parameters, which are adopted from the Example of Refs. 22 and 25: ͬ .
In order to show the significant contributions of this paper, we summarize the comparisons between the obtained results with that of Refs. 22 and 25 in Table I .
Example 2. Consider the neural network ͑2͒ associated with the following parameters, which are adopted from Examples 1 and 2 of Refs. 21 
Some comparisons on upper bounds of time delay guaranteeing the global exponential stability of these systems are made in Table II. From the above comparisons, we conclude that the obtained results are less conservative than those derived in existing results.
IV. CONCLUSIONS
In this paper, several sufficient conditions guaranteeing the globally exponential stability for neural networks with interval time-varying delays have been proposed. Delaydependent criteria have been derived to guarantee the exponential stability of the considered neural networks. From the numerical comparisons, significant improvements over the recent existing results have been observed. 
