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A Cluster-Based Method for Test Construction
Ellen Boekkooi-Timminga
University of Twente
Several methods for optimal test construction
from item banks have recently been proposed using
information functions. The main problem with
these methods is the large amount of time required
to identify an optimal test. In this paper, a new
method is presented for the Rasch model that
considers groups of interchangeable items, instead
of individual items. The process of item clustering
is described, the cluster-based test construction
model is outlined, and the computational pro-
cedure and results are given. Results indicate that
this method produces accurate results in small
amounts of time. Index terms: information func-
tions, item banking, item response theory, linear
programming, test construction.
In 1968, Birnbaum suggested a procedure
based on item response theory for test construc-
tion using a target information function. This
procedure, which assumes the availability of a
calibrated, unidimensional pool of items, was
also mentioned by Lord (1977, 1980). Automat-
ed methods for item selection based on the use
of a target information function have been pro-
posed (Adema, 1990; Boekkooi-Timminga, 1987,
1989, 1990; Theunissen, 1985, 1986; van der Lin-
den & Boekkooi-Timminga, 1989). These meth-
ods approach test construction from a math-
ematical programming perspective, generally
using 0-1 linear programming methods. The
primary problem with these methods is the large
amount of computer time needed to select the
best test items, but this is a problem inherent to
0-1 programming problems (e.g., Lenstra & Rin-
nooy Kan, 1979).
Fast test construction methods are important,
especially when tests are constructed interac-
tively-a preferable feature of test construction
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systems. Here, a new test construction method
based on integer programming is proposed for
the Rasch model (e.g., Lord, 1980; Rasch, 1960)
that selects tests in small amounts of computer
time. It was designed to be implemented on
microcomputers, such as for classroom use. This
method is attractive for test construction
problems that consider a limited number of item
characteristics, and the larger the item bank, the
more computing time will be saved.
This new method, termed here the cluster-
based method, assumes that the items in the bank
have been grouped according to their item infor-
mation functions such that items within a group
(cluster) can be considered equivalent. Introduc-
ing this assumption may reduce the number of
decision variables in the model drastically. How-
ever, the approximate nature of the equivalence
assumption reduces the accuracy of this method;
yet this reduction is small.
Because of the above modification of the test
construction procedure, some of the usual con-
straints on item selection cannot be met. For in-
stance, inter-item dependencies (Theunissen,
1986) are difficult to handle. Requirements such
as this can be met, however, in an interactive test
construction system by adapting constraints and
fixing decision variables by the test constructor
during the test construction process. For exam-
ple, if a constructed test includes two items that
are not allowed to enter the same test, the test
construction process can be restarted, excluding
one item from being selected. A description of
an interactive test construction system is given in
Boekkooi-Timminga (1989).
Item Clustering
Items fitting the Rasch model can be clustered
using a simple procedure. The ability (0) scale
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is partitioned into C intervals (c = 1,..., C). All
items with difficulties in the same interval are
considered to belong to the same cluster. It is as-
sumed that the 0 scale is partitioned within a cer-
tain range, and items not falling within this range
are included in the outermost clusters.
The information function representing all
items in cluster c is computed using the mean
item difficulty be of the items in the cluster. Com-
putational results showed that this information
function differed very little from the mean item
information function of the items in a cluster for
cluster widths of .4 logits or less. For banks of
1,000 items with difficulty parameters drawn
from the distributions b -N(0,1), b -N (0,2),
and b -U(-3,3), this deviation was less than
1% at all 0 levels. The advantage of using the
mean item difficulty be is that less computational
effort is required.
Width of Intervals
The item bank should consist of as few clusters
as possible, containing as many items as possi-
ble, in order to profit the most from the cluster-
based test construction method; however, all
items in a cluster should remain interchangeable.
To determine the appropriate width of the
clusters, the maximum differences between item
information values of items located within the
same cluster were computed. For interval widths
of 
.5, .4, .3, .25, .2, .1, and .05 logits, the maxi-
mum differences were 6%, 3.88%, 2.2%, 1.56%,
1%, .24%, and .08%, respectively. For example,
accepting a maximum difference of 4%, interval
widths should not exceed .4 logits.
The appropriate widths also depend on the
number of items in the bank, and the dispersion
of the difficulty parameters. If it is desired, for
example, to have at least 20 items in each cluster,
a width of .4 is needed for an item bank of 300
items with b - U(-3,3). The clusters used for this
study were of the same width, but it was also pos-
sible to partition the 0 scale into clusters of differ-
ent widths. Wider clusters may be preferred when
small numbers of items are located in certain
parts of the 0 scale, and more narrow clusters may
be preferred when there are many items in ranges
of the 0 scale. How the clusters are actually select-
ed is arbitrary and at the discretion of the user,
who should decide on the inaccuracies that are
acceptable.
A Cluster-Based Test Construction Method
The cluster-based test construction method
consists of three stages. In the first stage, the
numbers of items to be selected from the clusters
are determined on the basis of the target test in-
formation function. Then additional practical
constraints (e.g., a maximum test administration
time) are considered. Finally, the test items are
selected from the clusters. Figure 1 provides a
flow chart of the method.
Stage 1: The Basic Model
The model is a generalized version of the max-
imin model proposed by van der Linden and
Boekkooi-Timminga (1989). Using this objective
function, only the relative heights of the target
function at some freely selected 0 levels need to
be specified. Test information is maximized un-
der the condition that this relative distribution
is fulfilled (i.e., z is maximized, subject to Equa-
tion 1). Formally, the target is characterized by
a series of lower bounds (r, z, ..., rK z), in which
z is an additional decision variable to be max-
imized, and r, is the relative information value
desired at 0 level k. In the Basic Model, z is max-
imized, subject to the following conditions:
The decision variable x, gives the number of
items to be included in the test from cluster c.
1,(0,) is the value of the information function
 by guest on July 28, 2015apm.sagepub.comDownloaded from 
343
Figure 1
Flow Chart of the Cluster-Based Test Construction Method
for cluster c at 0 level k. Equation 2 sets the num-
ber of items to be selected at N. The upper and
lower bounds for xc, u, (:5 max~), and lc (~ 0),
respectively, are specified in Equation 3; max~
gives the number of items in cluster c. The con-
straint in Equation 4 defines the lower bound for
decision variable z.
Subject Matter Aspects: The Extended Model
A unidimensional item bank may consist of
items on several subject matter aspects (e.g.,
learning objectives). In most practical test con-
struction situations, test specifications regarding
these aspects are required. Because the item
difficulty parameters of items reflecting a certain
aspect may not be equally spread over the 0 con-
tinuum, it is necessary to include constraints on
these aspects in the Basic Model.
Assume that within each cluster J, nonover-
lapping subject matter aspects can be distin-
guished. Transforming the variables x~, u,, and
Ic in Equations 1 through 4 into x~~, u~~, and 1~~,
where x,, defines the number of items on subject
matter aspect j ( j = 1, ..., J ) to be selected from
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cluster c, an extended model can be formulated.
In the Extended Model, z is maximized, subject
to
The exact, minimum, or maximum numbers of
items to be selected from each subject matter
aspect can be constrained in this model. For ex-
ample, Equation 7 defines the maximum num-
bers of items n, to be selected from subject matter
aspects j, where n, is not allowed to be greater
than the total number of items covering subject
matter aspect j (max~~). In this case, Equation 6
can become redundant.
Stage 2: Additional Test Specifications
In Stage 2, additional test requirements can
be taken into account (e.g., requirements address-
ing test administration time, frequency of previ-
ous usage of the items, and subject matter if not
related to item difficulty). The numbers of items
to be selected for the test from each cluster are
known from Stage 1. Those clusters from which
items need to be selected are further partitioned
on the basis of the aspects to be considered in
Stage 2. If more than one aspect needs to be con-
sidered, the newly formed partitions are parti-
tioned again.
Let each cluster c be partitioned into Q (q = 1,
..., Q) final partitions called item-aspect groups.
Adding many different item aspects results in a
large number of decision variables, which slows
down the cluster-based method. The number of
items to be included in the test from each item-
aspect group is determined using integer pro-
gramming, such that the additional test specifi-
cations are fulfilled best.
The following constraints are always required
in the Stage 2 model. They guarantee that the
numbers of items to be taken from each cluster
(x,), as determined in Stage 1, are actually select-
ed. This is formulated as
where V is the collection of clusters c and items
have to be selected from (xc > 0). The decision
variables yc, denote the number of items to be
selected from item-aspect group q in cluster c.
A solution in Stage 2 exactly fitting all con-
straints does not necessarily exist when con-
straints are added to Equation 10. In order to
anticipate this problem, a special type of objec-
tive function to be minimized is used, one that
considers a weighted sum of variables d, (d, ~ 0).
These variables indicate the degree to which the
test specifications are satisfied. As a result, the
solution most fitting the requirements will be ob-
tained. The general expression for the objective
function is
where L is the total number of unknown decision
variables d, (d, ~ 0) included in the model.
Weights w, can be used to indicate the serious-
ness of not satisfying the corresponding con-
straint : they are given by the test constructor. In
order to compensate for differences in right-
hand-side coefficient values bs (e.g., N in Equa-
tions 2 and 6, and n, in Equation 7), these con-
stants are introduced in Equation 11.
For each constraint, q, two variables can be
included, d,, and dq2 (d,,, dqz > 0), whose values
are minimized through the objective function. If
such variables are required, they can also be in-
cluded in Equation 10. The next set of possible
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constraints explicitly deals with the newly in-
troduced item aspects. These constraints state
that the number of items to be selected from item
aspect q should be as close to mq (the right-hand-
side coefficient value) as possible:
Several other kinds of constraints can be also in-
cluded in the model; examples of these can be
found in van der Linden and Boekkooi-Timminga
(1989). Finally, constraints on the upper and low-
er bounds of the decision variables Ycq are re-
quired to take into account the numbers of items
available in each item-aspect group.
Stage 3: Individual Item Selection
After the numbers of items to be selected from
the clusters have been determined, the individu-
al items need to be selected, which can be done
by random or optimal item selection. Random
item selection is preferred because it uses less
computer time; however, optimal item selection
is usually more accurate.
With optimal item selection, a 0-1 program-
ming model is formulated for the problem. For
example, minimizing the maximum distance y be-
tween the actual test information values and the
objective function value z* obtained from the ba-
sic model is formulated as minimizing y, subject
to
where i = 1, ..., I are the individual items in the
item bank, V is the set of items i within cluster
c, and xc is the number of items to be included
in the test from cluster c.
Computational Procedure
Integer programming problems can optimal-
ly be solved (e.g., Garfinkel & Nemhauser, 1972;
Taha, 1975) by (1) computing the relaxed version
(no integer constraints in Equations 9, 12, or 15)
of the integer programming problem (Simplex al-
gorithm) ; and (2) applying a branch-and-bound
strategy to find the best integer solution.
Two approximation algorithms were examined
in this study-the heuristic procedure of Adema,
and the optimal rounding strategy of van der Lin-
den and Boekkooi-Timminga (1989). The heuris-
tic of Adema is described in detail by Adema
(1989), and Adema, Boekkooi-Timminga, and
van der Linden (in press). Both procedures adapt
the original branch-and-bound procedure as
described by Land and Doig (1960).
It is well known that the objective function
value zLP of the relaxed integer programming
problem solution is an upper bound for the ob-
jective function value of the integer programming
problem. Adema (1989) considered two adapta-
tions. The first adaptation of the algorithm con-
cerns fixing decision variables with large and
small reduced costs at their lower (l~) and upper
bounds (u,), respectively, after the relaxed integer
programming solution is obtained. The reduced
costs r indicate the decrease of the optimal ob-
jective function value when the value of a non-
basic variable is increased by one unit, provided
the basis is not changed (Murtagh, 1981; Wil-
liams, 1978).
Two rules are used for fixing the decision
variables:
where r is the reduced cost for cluster c, and hl
(h, < 1) is a help variable whose value is chos-
en to be close to 1 by the test constructor.
However, setting h, can easily be implemented in
the computer program.
Adema’s other adaptation uses the fact that
the objective function values obtained from op-
timal integer programming and relaxed integer
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programming for test construction problems us-
ing the maximin model are very close. He exploits
this fact by initializing z+, the true lower bound
of the optimal integer programming objective
function value, by z+ = h2zLP (0 < < h2 < 1;
h, > h2) instead of z+ = -co. Then, the first in-
teger solution having an objective function value
z between h2zLP and zLP is accepted. This al-
gorithm should not be used when ZLP is equal to
0, as no solution will be obtained. It is possible
that no solution is found if h, or h2 is too
large-if so, these values should be lowered.
Optimally rounding the relaxed integer
programming solution is handled here slightly
differently than in van der Linden and Boekkooi-
Timminga (1989). For this study, all decision vari-
ables with reduced costs larger than 0 were fixed
at their lower bounds, and those with reduced
costs smaller than 0 were fixed at their upper
bounds (this is actually the same as taking
h, = 1 and h2 = 0 in the Adema heuristic). De-
cision variables with fractional values always have
reduced costs of 0. In addition, the branch-and-
bound procedure is continued until the best so-
lution is obtained. It is possible that no solution
will be obtained, because the constraints cannot
be met.
Computational Experiments
The cluster-based method tries to approximate
methods based on 0-1 programming. The man-
ner in which these experiments influenced the
speed and accuracy of the cluster-based test con-
struction method was studied; Stage 2 was not
applied. The Adema heuristic with h, _ .999
and h2 = .99 was used, as well as the optimal
rounding strategy taking h, = 1 and h2 = 0.
Three experiments were conducted with the
basic cluster-based method: (1) the objective func-
tion values and computing times were compared
for the relaxed 0-1 programming approach and
the cluster-based method; (2) the differences were
examined between the actual objective function
values computed after the individual items had
been selected at random and those obtained from
the cluster-based method, considering both the
cluster information functions and the relaxed 0-1
programming approach; and (3) the effect of the
upper bound u, (Equation 3) on computing time
was investigated.
Six test construction problems were analyzed.
The test specifications for each problem are
shown in Table 1. An item bank consisting of
1,000 items with item difficulty values drawn
from b -- N(0,2) was used. The interval widths
considered were .4, .3, .25, and .2. All computa-
tions were performed on an Olivetti M24 com-
puter (8 MHz) with a math coprocessor, except
for the relaxed 0-1 programming solutions, which
were computed on a DEC-2060 computer because
data storage limitations made it impossible to im-
plement them on the Olivetti M24. The comput-
ing times for the Olivetti M24 included the time
needed for the actual optimization and writing
of the output file. For the DEC-2060, these times
also included the time needed to read the input
file.
A solution was accepted (indicated by an aster-
isk in the tables) when all constraints were met
and an objective function value was obtained that
did not differ more than 1% from its upper
bounds ZLP’ If the LP solution was accepted, it
was the optimal solution, because it included only
integer decision variable values. If a solution was
found using the Adema heuristic, it was always
accepted.
0-1 Programming Versus the
Cluster-Based Method
For maximization problems, the objective
function value for the relaxed integer program-
ming problem is an upper bound to the objec-
tive function value of the optimal integer
programming problem. Results for the Rasch
model have shown that the objective function
values of maximin test construction problems us-
ing 0-1 programming are very close to the objec-
tive function values of the corresponding relaxed
problems (e.g., Boekkooi-Timminga, 1989). The
same phenomenon was noted for the cluster-
based method (compare zLp and z* in Table 3).
Thus, a comparison of the upper bounds for the
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Table 1
Objective Function Values (z,,) and Differences in Percent Between z and
ZLP of the 0-1 Solution (d,,) for the Relaxed Integer Solution (LP),
Adema Solution (AD), and Optimally Rounded Solution (RD) of the
Cluster-Based Approach, and the Solution to the Relaxed 0-1 Programming
Problem (I = 1,000; b -- N(0,2); u, = max~).
*Accepted integer solution.
relaxed 0-1 programming method and the cluster-
based method gives an indication how well the
cluster-based method approximates the optimal
0-1 programming method.
Table 1 gives the objective function values z
obtained for the six test construction problems.
The relaxed integer (LP), Adema (AD), and
optimal rounding (RD) solutions were obtained
for the cluster-based method. Only the results for
interval widths of .4 and .2 are included in the
table. In addition, the differences between the
objective function values (LP, AD, RD) and the
objective function value for the relaxed 0-1
programming problem are given in percentages
of the relaxed 0-1 programming problem. These
differences were small for all problems; differ-
ences slightly larger than 1% were found only for
Problems 1 and 3. Note that in the case of
Problem 6, the optimal objective function values
for the cluster-based method were higher than for
the 0-1 programming problem; this was caused
by the fact that the cluster-based method uses the
cluster information function during the optimi-
zation process.
Table 2 summarizes the computing times for
the problems in Table 1. For the cluster-based
method, computing time was very low. The
largest amount of time was needed for Problem
1 with interval width .2. In this case, however,
the optimal rounded solution was also accepted.
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Table 2
Computing Times (In Seconds) for the
LP, AD, and RD Solutions of the Problems
from Table 1 on an Olivetti M24 Computer,
and for the Corresponding Relaxed 0-1
Solutions on a DEC-2060 Computer
*Accepted integer solution.
The Actual Objective Function Values
After the numbers of items to be selected from
each of the clusters had been determined in Stage
1, the individual items were selected in Stage 3.
For Problems 1 to 6, comparisons were made be-
tween the actual objective function values after
the individual items had been selected. Also com-
pared were the objective function values z for the
0-1 programming problem, and the accepted in-
teger solutions of the cluster-based method. The
optimally-rounded solution was taken as the ac-
cepted solution when its objective function value
did not differ more than 1% from the relaxed ob-
jective function value; otherwise, the Adema so-
lution was taken. In the case of Problem 6, the
relaxed solutions were integer solutions.
The widths of the cluster intervals were .4, .3,
.25, and .2. The actual tests were selected in two
different ways: at random, and such that the
items selected from the clusters reflected the
cluster information function poorly. The latter
was determined as follows: (1) two tests were
selected to include the items located at the up-
per or lower ends of the cluster intervals, respec-
tively ; (2) the test with the worst objective
function value was considered. Table 3 summa-
rizes the objective function values for the relaxed
(zLP), accepted (z*), random (z,), and worst (zW)
solutions. The differences are also included be-
tween the objective function values obtained both
for the worst and the randomly selected tests, and
the relaxed 0-1 programming problem (Joi).
It was found that random selection almost al-
ways resulted in fairly accurate solutions. Except
for four cases, do, was always smaller than 1%,
and no difference was larger than 2%. For the
worst tests, these differences were much larger
(they varied between 0 and 6.5%). As could be
expected for worst item selection, the best results
were obtained for the smallest interval widths. For
random item selection, this trend was less con-
vincing.
The Effect of u, on Computing Time
The effect of a change in the upper bound u~
on computing time was examined. An interval
width of .3 was selected. The following five cases
were examined:
Going from Case 1 to 5, most item banks will
show a decrease of u,. For the six test construc-
tion problems, the computing times for finding
the relaxed integer (LP), Adema (AD), and op-
timal rounded (RD) solutions are summarized
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Table 3
Objective Function Values Computed After the Individual Items Were Selected
for the Accepted Integer Solution (z*) for the Worst Test (zW)
and Random Test (z,), Results From the Corresponding Relaxed 0-1
Programming Problem (z,,, and Differences (d) Between zW or Z,
and ZLP of the 0-1 Problem in Percentages
in Table 4. The table shows that a decrease of u,
generally resulted in a small increase of comput-
ing time. This occurred because fewer items were
allowed to be selected from the clusters than
desired. For example, the solution to Case 1 for
Problems 4 and 6 showed that 40 items were
desired to be selected from the middle cluster, but
it was never allowed to select more than 10 items
from the same cluster for the other cases.
Conclusions
These results indicate that the basic model for
the cluster-based test construction method works
well, in terms of both computing time and ac-
curacy. A small increase in computing time was
noted when the maximum number of items to
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Table 4
Effect of Varying u, on Computing Time in
Seconds for the Relaxed Integer Solution (LP),
Adema Solution (AD), and Optimally
Rounded Solution (RD)
*Accepted integer solution.
be included in the test from each cluster was
decreased. When the cluster intervals were nar-
rowed, the amount of computing time increased
because of the larger number of decision varia-
bles. This also caused an increase in accuracy;
however, for interval widths up to .4, the maxi-
mum difference between the &dquo;worst&dquo; test select-
ed from the clusters and the relaxed solution for
the 0-1 programming problem was smaller than
5% most of the time. In cases in which the tests
were randomly selected from the clusters, the
differences were even smaller ( < 2%).
For most problems, the optimal rounded so-
lution was accepted. When these optimal round-
ed solutions were compared to the rounded
relaxed solutions (which was not described here),
they were the same for most problems. For
Problem 6, the relaxed solution always gave an
integer result. This occurred because only one 0
level was considered. Thus, the N = 40 items
with difficulty levels closest to this 0 level were
selected. The same experiments were carried out
for item banks with difficulties taken from the
distributions b ~ N(0,1 ) and b - U(-3,3). How-
ever, no major differences could be noted, either
in computing time or in accuracy.
Example Applications
Construction of a Selection and a Diagnostic Test
For the following example, as well as the one
below, the same item bank was considered-a
Rasch item bank of 1,000 items with difficulty
parameters drawn from b - N(0,2) and a cluster
width of .25. The item bank covered 25 subject
matter aspects. The distribution of the items over
subject matter aspects and clusters is given in
Table 5.
Two tests were constructed: one for selection
(Test A), and the other for diagnostic purposes
(Test B). For Test A, maximum information was
required at 0 = 1. In addition, each of the sub-
ject matter aspects 15 to 20 had to be represent-
ed by five items in the test. For Test B, the
relative information values were required to be
the same at all levels 0 = 
-1, 0, 1. Hence,
r, = r2 = r3 = 1. From each of the 10 subject
matter aspects 8 to 10, 12 to 15, and 17 to 19,
three items had to be included in the test. Final-
ly, it was required that the total test administra-
tion time, T, for Tests A and B be as close as
possible to 150 minutes. The item administration
times (in minutes) were generated from a uni-
form distribution t -- U(2,12).
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Table 5
Maximum Number of Items to be Selected from Subject Matter Aspect j Within Cluster c,
Maximum Number of Items to be Selected from Cluster c (max~), and Maximum Number of
Items to be Selected from Subject Matter Aspect j (max~) [I = 1,000; b -- N(0,2); Width = .25]
In Stage 2, the clusters from which items had
to be selected were partitioned according to their
item administration times. Each cluster consist-
ed of five partitions with mean item administra-
tion times of 3, 5, 7, 9, and 11. The objective
function z = d, + d2 was used because the con-
straint for the test administration time was
Table 6 summarizes the characteristics of both
tests constructed. Computation times for the
selection test are smallest because only one 0 level
had to considered. The test administration time
for the diagnostic test was 150 minutes, whereas
the selection test took 174 minutes. In order to
find a selection test with a shorter test adminis-
tration time, the u,s in the test construction
model for Stage 1 should be lowered, such that
the items will be selected from different clusters.
There will then be a greater chance of finding a
test with a shorter test administration time in
Stage 2. Note the small difference between z, and
z* (see also Table 3).
The Construction of Four Weakly-Parallel Tests
Tests are considered to be weakly parallel if
their information functions are identical (Same-
jima, 1977). Four weakly-parallel tests were
determined, having the same target information
function as Test B in the previous example.
The tests were constructed simultaneously and
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Table 6
Computing Time (in Seconds), y for the Accepted Integer
Solution (z*), y for a Randomly Selected Test (z,), and
Total Test Administration Time in Minutes for the
Diagnostic and Selection Test
*Optimally rounded solution fit all requirements and was
accepted.
sequentially.
For simultaneous test construction, the model
was adapted slightly-ucJ in Equation 8 was
divided by the number of tests to be construct-
ed. After determining the number of items to be
selected from each cluster, the tests were ran-
domly selected from these clusters. When the
tests were constructed sequentially, the same test
construction model was used four times, adapt-
ing u~, after each run. Table 7 summarizes the
characteristics of the selected tests.
Table 7
Computing Time (in Seconds), y for the
Accepted Integer Solution (z*), and y
Computed for a Randomly Selected Test
(z,), for Four Parallel Tests Constructed
Simultaneously and Sequentially
*Optimally rounded solution fit all require-
ments and was accepted.
The tests were better when weakly parallel, and
less computer time was needed when they were
constructed simultaneously. For simultaneous test
construction, test content was also more parallel,
because the same numbers of items for each test
were taken from the same item aspect groups of
the same clusters. In the simultaneous case,
however, there is a larger chance of not finding
a solution because the problem is more con-
strained.
Conclusions
A new test construction procedure for the
Rasch model that uses integer programming was
described. With this new test construction proce-
dure, tests fitting the requirements can be select-
ed quickly from large item banks using a
microcomputer. The main advantages of the
method are the minimal amounts of computer
time and data storage needed in comparison to
the traditional 0-1 programming approach.
Two heuristic procedures were used in the com-
putational experiments. The optimal rounding
strategy produced acceptable results most of the
time. However, rounding the fractional decision
variable values of the relaxed integer solution to
the nearest integers often gave acceptable results,
as well. It is thus advisable to examine the round-
ed relaxed integer solution first, and if it is not
acceptable, then the optimally rounded solution
should be obtained. If this solution is not accept-
able, then the Adema solution should be
computed.
A cautionary remark is in order. If only the
first stage of the test construction process is used,
computing time will be short. However, if sever-
al additional test specifications need to be con-
sidered in the second stage, computing time will
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increase rapidly because of the rapid increase in
the number of decision variables. The method
will be most valuable for test construction prob-
lems that consider a limited number of item char-
acteristics. Because it is expected that the actual
number of item characteristics considered for test
construction for unidimensional item banks will
be small, this feature is not too problematic.
Although the method described here is not
able to consider all types of practical constraints,
it has some useful properties. First, it is easy to
construct parallel tests by adapting the model
slightly (see Example 2). Computational results
for linear programming methods show that there
is a trend toward selecting large numbers of items
with approximately the same difficulty (Baker,
Cohen, & Barmish, 1988; de Gruijter, 1990),
which is usually not desirable in practice. Using
the present method, this problem can easily be
precluded by setting low u, values.
The cluster-based method can also be applied
to two- or three-parameter logistic models.
However, it is expected that many clusters will be
needed in order to be able to consider the items
in a cluster as equivalent. As a result, the problem
might degenerate to the corresponding 0-1 pro-
gramming problem. The primary advantages of
the present method are its speed and its low com-
puter storage and memory requirements, in com-
parison to standard (0,1) linear programming
methods.
References
Adema, J. J. (1989). Implementations of the branch-and-
bound method for test construction problems (Research
Report 89-6). Enschede, University of Twente, The
Netherlands, Department of Education.
Adema, J. J. (1990). The construction of customized
two-stage tests. Journal of Educational Measurement,
27, 241-253.
Adema, J. J., Boekkooi-Timminga, E., & van der Lin-
den, W. J. (in press). Achievement test construction
using 0-1 linear programming. European Journal of
Operations Research.
Baker, F. B., Cohen, A. S., & Barmish, B. R. (1988).
Item characteristics of tests constructed by linear
programming. Applied Psychological Measurement,
12, 189-199.
Birnbaum, A. (1968). Some latent trait models. In F.
M. Lord & M. R. Novick (Eds.), Statistical theories
of mental test scores. Reading MA: Addison-Wesley.
Boekkooi-Timminga, E. (1987). Simultaneous test con-
struction by zero-one programming. Methodika, 1,
101-112.
Boekkooi-Timminga, E. (1989). Models for computer-
ized test construction. De Lier, The Netherlands:
Academisch Boeken Centrum.
Boekkooi-Timminga, E. (1990). The construction of
parallel tests from IRT-based item banks. Journal of
Educational Statistics, 15, 129-145.
de Gruijter, D. N. M. (1990). Test construction by
means of linear programming. Applied Psychologi-
cal Measurement, 14, 175-181.
Garfinkel, R. S., & Nemhauser, G. L. (1972). Integer
programming. New York: Wiley
Land, A. H., & Doig, A. (1960). An automated method
for solving discrete programming problems.
Econometrica, 28, 497-520.
Lenstra, J. K., & Rinnooy Kan, A. H. G. (1979). Com-
putational complexity of discrete optimization
problems. In P. L. Hammer, E. L. Johnson, & B.
H. Korte (Eds.), Discrete optimization I. New York:
North-Holland.
Lord, F. M. (1977). Practical applications of item
characteristic curve theory. Journal of Educational
Measurement, 14, 117-138.
Lord, F. M. (1980). Applications of item response the-
ory to practical testing problems. Hillsdale NJ:
Erlbaum.
Murtagh, B. A. (1981). Advanced linear programming:
Computation and practice. New York: McGraw-Hill.
Rasch, G. (1960). Probabilistic models for some intelli-
gence and attainment tests. Copenhagen: Danish In-
stitute for Educational Research.
Samejima, F. (1977). Weakly parallel tests in latent trait
theory with some criticisms of classical test theory.
Psychometrika, 42, 193-198.
Taha, H. A. (1975). Integer programming. New York:
Academic Press.
Theunissen, T. J. J. M. (1985). Binary programming
and test design. Psychometrika, 50, 411-420.
Theunissen, T. J. J. M. (1986). Some applications of
optimization algorithms in test design and adap-
tive testing. Applied Psychological Measurement, 10,
381-389.
van der Linden, W. J., & Boekkooi-Timminga, E.
(1989). A maximin model for test design with prac-
tical constraints. Psychometrika, 54, 237-247.
Williams, H. P. (1978). Model building in mathematical
programming. New York: Wiley.
 by guest on July 28, 2015apm.sagepub.comDownloaded from 
354
Acknowledgments
The author gratefully acknowledges the Netherlands
Organization for Scientific Research (N. W 0.) for funding
this project. This research was conducted while the author
was supported by a PSYCHON grant from this organization
(560-267-001), awarded to W J. van der Linden. Thanks
are also due to Wim J. van der Linden and Jos J. Adema,
Department of Education, University of Twente, for their
helpful comments during the preparation of this
manuscript.
Author’s Address
Send requests for reprints or further information to
Ellen Boekkooi-Timminga, University of Twente,
Department of Education, P.O. Box 217, 7500 AE
Enschede, The Netherlands.
 by guest on July 28, 2015apm.sagepub.comDownloaded from 
