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"Nothing would be done at all 
if a man waited till he could do it so well 
that no one could find fault with it" 
CARDINAL JOHN HENRY NEWMAN (1801-1890) 
Abstract 
Spatio-temporal models provide a mechanism for analysing data that occurs naturally 
in space and time such as pollution levels, functional magnetic resonance imaging data 
and temperature data. These models aim to capture the important features of the space 
time structure that can be overlooked by examining the spatial and temporal features 
separately. In this thesis a dynamic linear model (DLM) is used to describe a lattice 
Markov spatio-temporal system with Markov chain Monte Carlo (MCMC) techniques used 
to obtain estimates for the model parameters from the marginal posterior distributions. 
This thesis is concerned with the modelling of the latent structure of a Bayesian 
spatio-temporal model with a view to improving parameter inference, smoothing and 
prediction. The equilibrium distribution of a time stationary system will be examined, 
paying particular attention to edge effects and the effect of grid coarsening. In order to 
develop an effective MCMC algorithm the latent process is integrated out of the model. 
These techniques are illustrated using both simulated data and North Atlantic ocean 
temperature data. 
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Chapter I 
Background and Motivation 
1.1 Introduction 
Spatio-temporal models are used to describe data that is spread through space and time, 
e. g. Functional magnetic resonance imaging (FMRI) (Genovese 1999), pollution lev- 
els, wind speed (Haslett and Raftery 1989; Tonellato 1998) or other environmental data 
(Haung and Cressie 1996). Modelling the spatial or temporal component of the data is 
relatively easy however modelling the spatial and temporal parts simultaneously is signif- 
icantly more complex. Christakos (1991) discusses space time modelling and states; 
"Typically space time data processing problems have been handled under some con- 
venient but rather simplistic assumption of treating space and time separately ... in 
environmental pollution monitoring and research the existing models either apply tradi- 
tional methods of classical statistics that are incapable to capture important features of 
the space time structure, or have been designed to handle problems that are significantly 
different in nature than those arising in the spatio-temporal data processing context. " 
Spatio-temporal data is dealt with in two main ways; in a spatio-temporal framework 
as discussed in this thesis or with the examination of spatial and temporal trends sepa- 
rately. In the latter case, if either of the trends are found to be negligible then the data 
is examined in a purely spatial or temporal setting as in Haas (1995) and Handcock & 
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Wallis (1994). 
In this thesis spatio-temporal models are examined within the dynamic linear model 
(DLM) framework using Bayesian and Markov Chain Monte Carlo (MCMC) methods to 
identify the models on a spatial lattice grid evolving through time. Interest in spatio- 
temporal models originated in the mid 1970's and continues today. There have been 
numerous different approaches which have developed along side the development of com- 
puters with the increased use of Markov Chain Monte Carlo approaches. The main 
methods developed are presented briefly in chronological order in this chapter along with 
an introduction to Markov Chain Monte Carlo methods. This chapter concludes with a 
description of the structure of this thesis. 
1.2 A Brief History of Space Time Modelling 
Interest in spatio-temporal modelling started in the mid 1970's with the development 
of space-time auto-regressive moving-average (STARMA) models by Cliff & Ord (1975) 
and Pfeifer & Deutsch (1980d). Since then other methods have been developed and de- 
scribed in the literature including; linked time series models as in Haslett & Raftery (1989); 
space time random fields as in Christakos (1991); space time decomposition as in Host 
et al. (1995); the use of temporal pre-whitening and spatial deformation as in Meiring 
et al. (1998); hierarchical models using Markov random fields as in Waller et al. (1997) 
and Wikle et al. (1998); unobserved field and measurement error as in Brown et al. (2001) 
and Huang & Cressie (1996); process convolution as in Higdon (1998); dynamic models 
as in Stroud et al. (2001). 
The discrete space time formulation by Cliff & Ord (1975) and Pfeifer & Deutsch 
(1980d) develops a STARMA model of the form 
P Ak 
ZM =: 
EEOkIIV(I)Z(t- k) 
k=l 1=0 
q Mk 
EE OkIW(I)C(t- k) + c(t) 
k=l 1=0 
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where z (t) is the vector of observations at time t. The evolution of the observations is 
given by the sum of AR and MA models. WM is a weight matrix of order 1, ON and Oki 
are the AR and MA parameters respectively. F'urther details of this model are given in 
Chapter 2. The identification of STARMA models, the form of the covariance matrix and 
the stationarity of these models is examined in detail by Pfeifer & Deutsch in a number of 
different papers published in 1980, Pfeifer & Deutsch (1980c), Pfeifer & Deutsch (1980b) 
and Pfeifer & Deutsch (1980a). 
Haslett & Raftery (1989) examine a linked time series model for wind speed data from 
Ireland. Here interest is in the power available at each site which can be calculated from 
the wind speed data. Inference for mean wind speed at spatial location k is based on a 
single model for the entire space time process 
X, 
t = Itit + V-do (B)-1 0 (B) cit. 
Where B is the backwards shift operator defined such that Bqt = Ej, t-j, V= (1 - B), 
V-d is defined by the binomial series expansion of (1 - B) -d' pi, t is the mean wind speed 
at location i, time t and ct are independent identically distributed (i. i. d. ) multivariate 
Normal with mean zero and variance a. R where R is a matrix whose elements are defined 
to be a function of distance between sites. Estimation of power at a new site is done in 
two stages, firstly the distribution of wind speed is estimated and then it is translated 
to the associated kinetic energy. The second order moment structure of the space time 
process is approximately isotropic and stationary in space and time. The parameters in 
the model are estimated using maximum likelihood methods. 
Christakos (1991) develops a space-time random field (S/TRF) model. The aim of 
this method is to describe the correlation structure of space non-homogeneous/time non- 
stationary processes and derive the optimal estimators for data simultaneously in space 
and time. This model is a generalisation of the discrete model to the continuous space time 
context. The S/TRF model has been studied in more detail and applied to environmental 
data by Christakos (1992), Christakos & Bogaert (1996), Vyas & Christakos (1997), 
Christakos & VYas (1998) and Christakos (1998). 
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Host et al. (1995) develop a model using space time decomposition. The space time 
process Y(x, t) is decomposed into three random fields representing the mean M(x, t), 
standard deviation (or scale) S(x, t) and residual U(x, t), where U has mean 0 and vari- 
ance 1. 
Y(X, t) = M(X, t) + S(X, t)U(X, t). 
This method then goes on to treat M, S and U as independent stochastic fields and treats 
the spatial and temporal effects as separable. Hence for the separable model the mean 
field M(x, t) is given by 
M(x, t) = F(x) +, q(t) 1 
where TI(t) represents zero mean temporal noise and F(x) is the average mean spatial 
field. The scale field is defined by 
S(x, t) = H(x)r, (t) 
where r. (t) represents unit mean temporal noise and H(x) represents the time invariant 
spatial scale field. 
Hierarchical models have been used by a number of people including Waller et al. 
(1997) and Wikle et al. (1998), the two examples discussed here use a Bayesian approach 
to develop a hierarchical model to different data sets. Waller et al. (1997) introduce a 
Bayesian approach to model spatio-temporal disease rate data using a regression model, 
Itilt the parameter of interest is defined to be the log of the relative risk 
Itilt = logoilt. 
[tilt is modelled by 
Tp + ZTW + Oýt) 
ýt) 
Pat = X1 Iz+ 
oz 
where 1 is the subgroup, i the spatial location and t the time period, xT is the design I 
vector, 0 is a parameter vector, zj' is a specified parametric function, Oi(t) represents the 
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random effect and Oi (t) represents the spatial effect at spatial location i and time period 
t. The Bayesian modelling is carried out in three stages: 
1. Specify the likelihood for vector of observed counts y given the vector of relative 
risk 0. 
2. Specify a prior model over possible O's. 
3. Use MCMC to yield the marginal posterior distribution 7P ly. 
Wikle et al. (1998) also uses a Bayesian approach and the parameters are simulated using 
a Gibbs sampler with a nested Metropolis-Hastings step. The model is developed in five 
stages: 
1. Define the state process 
(y (S' t) U2 t) S, 
where the observational data Z (s, t) is modelled by a Normal distribution with 
2 
mean Y (s, t) (which is defined in Stage 2) and measurement error variances u,, t 
2. Define the large and small scale features via the definition of Y (s, t). 
(s, 0= IL (S) +m (t;, 6 (s)) +x (s, 0+ -Y (s, t) 
where p (s) is the site specific mean, M (t;, 6 (s)) defines the large scale temporal 
model with site specific parameters O(s), X (s, t) is the short time scale dynamic 
process and -y (s, t) represents the zero mean noise random variable. 
3. Define the spatial structures and dynamics. Assume the model is of STARMA 
form and p, 6 and X are mutuallY exclusive conditional on hyper-parameters 03 ý 
(01, ý , Oß , ox); 
[P)ß) X 1031 [PIOitl [ßloßl [X JOXI 
1 
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[I-tlO,, land [, 610p I are defined using Markov random fields and [XIOx I is defined as 
a stochastic model expressed as 
11 [X(t + 1) ix(t), ox I 
t 
4. Define prior distributions for parameters p, 0 and X. 
5. Define prior distributions for the hyper-parameters 03. 
Once the model has been fully defined a Gibbs sampler with nested Metropolis-Hastings 
step is used to simulate the parameter estimates. These two methods allow larger and 
more complex models to be analysed compared with previous methods. 
Temporal pre-whitening and spatial deformation is the method presented by Meiring 
et al. (1998) for the analysis of grid-cell hourly ozone levels. Their approach represents 
a non separable space time correlation structure which allows for spatially varying mean 
fields and diurnal variability in the correlation of residuals. This method uses three steps 
to develop the space time model: 
1. nansform the data so variations about the site mean are approximately symmetric; 
in this example an auto-regressive filter of order two is used to temporally pre-whiten 
the residuals after the removal of hourly means. 
2. Model the spatially varying mean structure and residual temporal correlation. The 
pre-whitened residual Yt (xi) is assumed to be uncorrelated in time but correlated 
in space. The model is given by 
Yt (x) = Qt (x) + et (x) 
where the spatial correlation between Qt(x) and Qt(u) is a smooth non stationary 
function of spatial location and Et(x) is the measurement error. 
3. Use a spatial deformation approach to model spatially non stationary spatial corre- 
lation in pre-whitened residuals. The spatial dispersion Dk(u, k) assumes that daily 
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Orr*OthirV kOMOIS and lalýt otld 
................. 
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................ ............... 
longitude 
Figure 1.1: Spatial locations of the underlying grid process are denoted by the black dots. 
One standard deviation ellipses corresponding to the covariance matrix of the Gaussian 
smoothing kernels are also shown. 
time slices of residuals for a given hour are independent spatial samples from the 
process Yt (x) at this time period thus providing replications to use in estimating 
the spatial correlation at each hour. 
Higdon (1998) develops a process convolution approach which focuses on the large 
scale properties of the field and changes over time on a lattice grid. The temperature field 
is defined by 
y(s, t) = Z(S, t) + c(s, t) 
where z(s, t) denotes a smooth Gaussian process which is defined to be the convolution of 
a Gaussian white noise process and e(s, t) is an independent error process. The smooth 
process z(s, t) is constructed by taking the convolution of a 3-D lattice process, 
z(s, t) =EK, (s - wj, t- Tj) - xj. The convolution kernels depend on location s. This 
paper considers a separable kernel so IC, is represented as a product of a spatial kernel and 
temporal kernel. The estimation of the kernel If, is achieved using MLE techniques which 
are computationally demanding so the kernel is estimated at a small number of spatial 
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locations and then interpolated for the remaining locations. The example in this paper 
models the temperature of the North Atlantic using eight kernels (see Figure 1.1), the 
size and shape of these kernels is related to the prior information about the temperature 
of the ocean and known currents in the area. The posterior distribution for this model is 
explored using MCMC techniques. 
Brown et al. (2001) and Huang & Cressie (1996) develop models which use an unob- 
served field and measurement error modelling spatio-temporal data. Brown et al. (2001) 
examines radar data which measures the amount of rainfall. In this example the pa- 
rameters are estimated using maximum likelihood. These parameters are then used to 
construct the mean square error predictors of the latent process A(x, t) and then predict 
the unobserved values of Y(x, t) as 
Y(X, t) =A 
(x, t) + )3p (x, t) 1ý-, t >0 
0 otherwise 
where A(x, t) is the latent process, pi, y = log Rt and Rt is the radar reading. By defining 
the model in this way they can take into account days with zero rainfall. Huang & Cressie 
(1996) examines snow water equivalent data where Y(x, t) is modelled as the sum of an 
unobserved field and a measurement error to give 
Y(X, t) = S(X, t) + E(X, t) 
where S(x, t) is expressed as a plh order AR process 
(s, t) Oi (s) Ai (t). 
S(x, t) is the unobserved field with spatio-temporal dependence, E(x, t) is the measure- 
ment error which is spatially and temporally uncorrelated, Oi(s) is the deterministic basis 
function and Ai(t) represents the univariate time series. 
Stroud et al. (2001) uses a dynamic linear model to define the process 
Yt = Xtj6t + ct, 
Gtflt-l + wt. 
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In this paper the authors are examining environmental data, they cast a locally weighted 
mixture model in a state space framework. This allows for the use of computationally 
efficient posterior inference for the Gaussian state space model and the inclusion of trends, 
seasonal effects and auto-regressions. Other authors who have used the DLM to define 
the spatio-temporal model include Wikle et al. (1997), Tonellato (1998), Wikle & Cressie 
(1999), Tonellato (2001) and Garside & Wilkinson (2003). The models discussed above 
represent a selection of methods for analysing spatio-temporal data. This is not an ex- 
haustive list nor are the examples listed the only reference for that technique. Other 
approaches include the use of Gaussian Markov random fields (Carrol et al., 1997) and 
Kalman Filtering (Wikle and Cressie, 1999). 
The model used in this thesis is a lattice-Markov spatio-temporal model which was 
considered by some of the above authors. This spatio-temporal model has computational 
advantages compared to the continuous field models. Many of the models described 
above use regressive parameters which are not used in the models in this thesis however 
these regressive parameters can be easily embedded into a larger hierarchical model as 
mentioned by Waller et al. (1997) and Wikle et al. (1998). The model described in the 
following chapters examines the main spatio-temporal process ignoring any other possible 
regressors which may influence the model. 
1.3 MCMC in Spatio-Temporal Models 
Markov Chain Monte Carlo methods have been used in spatio-temporal modelling by an 
increasing number of authors with the development of computers over the past ten years. 
MCMC techniques are used to explore the posterior distribution of the model parameters 
via stochastic simulation and are particularly useful in situations where the likelihood is 
not easily defined. Some of the examples in Section 1.2 used MCMC techniques whereas 
others used maximum likelihood estimation or Kalman filtering approaches. 
Hierarchical models similar to those used by Waller et al. (1997) and Wikle et al. 
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(1998) are popular approaches for using MCMC techniques in spatio-temporal modelling. 
This approach is used with a variety of different models for the spatio-temporal data. 
Knorr-Held & Besag (1998) combine models for existing longitudinal and spatial data 
into a binomial distribution and then use a Metropolis-Hastings algorithm for the simu- 
lation of parameters. Cressie & Mugglin (2000) and Mugglin et al. (2002) use a Markov 
random field representation for the spatio-temporal data and then apply the Metropolis- 
Hastings algorithm for the simulation of parameter estimates. Genovese (1999) also uses 
a hierarchical model with Metropolis-Hastings simulation techniques whilst Wikle et al. 
(1997) uses a hierarchical approach with the Gibbs algorithm for exploring the posterior 
distribution of the model parameters. 
Tonellato (1998) uses a dynamic linear model representation for spatio-temporal wind 
speed data, this paper examines the same data as Haslett & Raftery (1989). The parame- 
ter estimates were then estimated using a Gibbs sampler to allow a fully Bayesian analysis 
of the model. Carrol et al. (1997) also uses a Gibbs sampler for the MCMC parameter 
simulations. Sanso & Guenni (1999) use a truncated Normal distribution to represent 
the rainfall in Venezuela at 80 spatial locations recorded over ten years. They use the 
covariance structure to model spatial dependence and a data augmentation algorithm for 
the simulation from the joint posterior distribution of the parameters. 
1.4 Structure of the Thesis 
This thesis examines the structure of the spatio-temporal data by using the dynamic linear 
model (DLM) as described in Chapter 2. In this chapter the model is defined along with 
other basic definitions that are required for future chapters. The model described can 
suffer from edge effects where there is not a full set of spatial information available at the 
previous time period. Chapter 3 examines three methods for handling these edge effects: 
ignoring them by only using the information that is available; scaling the edge weights to 
take into account the reduction of information; and the use of a conditional representation 
10 
Structure of the Thesis 
that adjusts both the edge weights and the associated precision of the system for these 
edge nodes. MCMC techniques for the model estimation are introduced in Chapter 4. 
Three methods of simulation are considered; Gibbs sampling which exploits the use of 
conjugate priors but is not practical to use in 2+11) models, data augmentation which can 
suffer from poor mixing in models with a lack of data and finally a Metropolis-Hastings 
approach. One problem with spatio-temporal models is they tend to be large and thus 
are computationally time consuming. Chapter 5 examines a method for reducing the size 
of the model by considering a coarse grid approach as discussed in Higdon et al. (2003). 
The main property of the method discussed is the parameter estimates from this coarse 
model are consistent and share interpretation with the fine model developed in Chapter 3. 
Chapter 6 extends the examples from Chapter 4 by investigating the spatial and temporal 
dependency parameters. Chapter 7 contains two case studies which use the techniques 
developed in this thesis to examine two spatio-temporal data sets. The data is ocean 
temperatures taken from two different regions of the North Atlantic ocean. The results 
from the fine and coarse models are examined and resulting surface plots produced. This 
thesis concludes in Chapter 8 with a discussion and presentation of possible future work. 
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The Model and Notation 
2.1 Introduction 
This thesis examines dynamic lattice Markov models where the data is spread through 
space and time with the latent process being of a spatio-temporal auto-regressive (STAR) 
form. The model is initially described using observations through time at one spatial 
location (0+11) model), observations through time at a set of spatial locations in one di- 
mension (1+1D model) and finally a set of spatial observations in two dimensions through 
time (2+1D model). The dynamic linear model (DLM) is developed for these systems us- 
ing the standard notation as in West & Harrison (1997) with the conditional distribution 
for a given point in space at time t being dependent upon the same spatial location and 
its immediate neighbours at the previous time period. 
This chapter introduces the dynamic linear model and describes it in a spatio-temporal 
setting for the three models above. The underlying latent structure is then developed 
further for each of these models. The underlying latent structure is important in the 
building of this model as it describes how the system evolves. Once the structure of this 
process is understood it is necessary to introduce the notation that allows the process to 
be neatly described mathematically. The latent structure is a member of the STAR family 
which is described in Section 2.4. Once the general model has been defined the model 
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0(0) ) 0(l) ) 0(2) ) 
III 
X(O) XM X(2) 
Figure 2.1: Conditional independence graph for the DLM showing the relationship between 
the state parameters 0(') and observations X('). 
specific parameters can be developed (the evolution and design matrices) thus entirely 
defining the DLM for the spatio-temporal model. 
2.2 The Dynamic Linear Model 
Within the DLM the vector XM represents the observable data points and the vector 
0(t) represents the state of the system (or latent structure) at the given time t. The 
relationship between the observations and state parameters can be seen in the conditional 
independence graph shown in Figure 2.1. 
Each latent node OW depends on the latent node directly before it 0('-') and the obser- 
vations X(') depend on the latent node OW i. e. the observations at time t depend on the 
latent node at time t. This conditional independence graph is represented mathematically 
as 
0(') = GtO(t-1) + wt where wt -N (0,14, t) 
X(t) = FtO(t)+vt where vt-N(O, Vt), 
which is equivalent to 
0(t) I 0(t-1) -N 
(GtO(t-1), Wt) 
X(t) I O(t) -N 
(FtO(t), Vt) . 
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These two equations form the DLM and are referred to as the system equation (or 
latent structure) and the observation equation. Within the system equation 0(t) is a vector 
which has length N, where N is the number of spatial nodes at time t, which describes 
the underlying latent structure at time t. Gt is the transition (or evolution) matrix which 
has dimensions NxN, this matrix determines how information is transferred through the 
latent structure. 147t is a matrix containing the evolution error with dimensions NxN. 
Within the observation equation XM is a vector of length N containing the observations 
at time t if there is an observation available at each latent grid point. Ft is the design 
matrix which has dimensions NxN for a model with N observations and N latent grid 
points, it maps the observations to the latent structure while Vt is the matrix containing 
the observational error with dimension NxN. If there is not a full set of observations 
available the dimensions of Ft and Vt correspond to the length of the observation vector. 
These two equations fully determine the evolution of the DLM. Here the variances, 
evolution and design matrices are allowed to evolve through time. In this thesis a simpli- 
fied DLM is examined which is assumed to have constant variance and design matrices 
through time, the DLM is written as 
0(t) I 0(t-1) -N 
(GO(t-1), 
r, -'I) 
X(t) I O(t) -N 
(FO(t), Tc-ýIl) 
where -r, is the precision for the latent structure (state precision), -r', is the observational 
precision and I is an identity matrix. In this model setting the innovation variance to be 
white noise is a pragmatic choice. The spatial dependence in the model is introduced by 
convolving the process with the transition matrix G. Deviations from this white noise 
model may introduce identifiability issues as well as making the model computationally 
more complex. In the models considered in this thesis the two precisions are defined to 
be constant through space and time. The evolution and design matrix are defined for the 
spatial structure at each time period. These equations are used to define a number of 
different spatio-temporal models as elaborated below. 
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2.2.1 Examples 
The examples below illustrate the latent structure of three models, the purely temporal 
case and then two spatio-temporal cases which look at models with one and two spatial 
dimensions evolving through time. In the following examples it is assumed that there 
is a full set of observations available and the design matrix F is defined as the identity 
matrix with dimensions NxN. This design matrix maps the observations to the latent 
structure. 
Time series model (0+11) model) 
Consider an AR(1) model with noise, 
a0('-1) + et, et -N 
(0,0,2) 
where a is a constant and et represents white noise. The latent structure is a single spatial 
node for each time period where a single spatial node at time t is influenced by the spatial 
node at time t-1. 
. >. >. >.... 
Time 0 Time 1 Time 2 Time 3 
Figure 2.2: Evolution through time of the latent process in the 0+1D model. 
Figure 2.2 shows how information is passed through this system. Using the DLM this 
is depicted by Figure 2.1 where the superscript denotes the time period that the node is 
in. The design matrix here is a1x1 identity matrix as there is only one spatial node in 
the system, similarly the evolution matrix is a1x1 matrix. 
Space time model (i) (I+ID model) 
Extending the above model to a vector of latent nodes in space evolving through time 
yields the 1+11) model. 
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00 1- 
time 0 time 1 time 2 
0 
0 
Figure 2.3: Evolution through time of the latent process in the 1+1D model. 
Figure 2.3 shows a basic way in which information can be passed through this 1+1D 
system. The labelling for the DLM is now 0) and Xý') where t represents the time period zz 
and i represents the spatial location. Both X(I) and O(t) are ordered vectors of length N 
where N is the number of spatial nodes. The design matrix F is aNxN identity matrix, 
similarly the evolution matrix G is also an NxN matrix. 
Space time model (ii) (2+ID model) 
Extending the above model further develops the latent structure with nodes in two spa- 
tial dimensions evolving through time. Figure 2.4 shows an example of how this three 
.. 
.. 
""" 
""" 
""" 
""" 
"S" 
""S 
"SS 
0 
0 
0 
./ 
Figure 2.4: Evolution through time of the latent process in the 2+1D model. 
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dimensional problem can be depicted. Each time period has a spatial latent structure 
which is defined to be a square or rectangular lattice. The way in which information 
is transferred through the system is not shown here for simplicity, this is examined in 
more detail in section 2.6.3. The labelling for the DLM is now 0) and X(') where t id ij 
represents the time period and i and j are the spatial coordinates of the latent node 
or observation. Both X(') and O(t) are ordered vectors of length N, where N= nm 
and n is the number of spatial nodes in the horizontal direction whilst M is the num- 
ber of spatial nodes in the vertical direction. The latent vector at time t is given by 
0(t) = 'q(t) 0(t) n(t) 0(t) 0(t) 
(10,07 
0,11 10, m-1 3 1,0) n-I, m-1)) the observation vector at time t is simi- 
larly defined. The design matrix F is aNxN identity matrix, similarly the evolution 
matrix C is also an NxN matrix. 
2.3 Notation 
The notation for the latent system 
(OW ) 
and observations (X(t)) has been described in 
Section 2.2. This notation is now extended to fully describe the evolution of the system. 
The location of an observation X on the lattice is given by Xjýj where t denotes 
the time period, (ij) represents the spatial coordinate location on the two dimensional 
spatial lattice (in the 1+11) model the spatial location is given solely by i) and the vector 
of observations at time t is denoted by X(t). The latent structure is defined similarly 
with 0ý representing the latent node at time period t, the spatial location given by the 213 
coordinate (ij) and the vector of latent nodes at time t is given by 04). The evolution 
of a latent node is determined by the surrounding nodes at the previous time period. 
In a purely spatial setting these surrounding nodes are defined to be neighbours if 
the conditional distribution of Oi depends on them (Besag, 1974). These neighbours 
are then defined to be zero, one or two step (order) neighbours. In a spatio-temporal 
setting the zero step neighbour of node Oi('-") is defined to be the node Oi(') i. e. the IZ 
node itself at the previous time point, the one step neighbour is a direct neighbour to 
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node Oi(t) and a two step neighbour is a diagonal neighbour in models with two spatial 
dimensions as defined in Pfeifer & Deutsch (1980d). Cressie & Mugglin (2000) examine 
non lattice spatio-temporal data and define the first order neighbour if the sites share 
a common boundary and a second order neighbour to be a neighbour of the first order 
neighbour. These neighbours are then grouped into neighbourhoods, Pfeifer & Deutsch 
(1980d) define a neighbourhood of order 1 to be the set of all neighbours which are of order 
1. Whereas an extension of the purely spatial neighbourhoods defined by Besag (1974) to 
a spatio-temporal setting yields a first order neighbourhood defined as the set of zero and 
one step neighbours to a node (see Royle et al. (1998) for a spatial example and Bailey 
et al. (1997) and Wikle et al. (1998) for a spatio-temporal model) and a second order 
neighbourhood is defined as an extension of this first order neighbourhood by including 
the second order neighbours in the 2+11) model as in Garside & Wilkinson (2003). The 
extension of the spatial definition of neighbours to the spatio-temporal setting although 
possible is not ideal. In a purely spatial setting the neighbours of a given node are the 
same in both a directed and undirected graph whereas in the spatio-temporal setting 
the neighbours differ between the directed and undirected graphs. Figure 2.5 (a) shows 
that node P has one zero order and two first order neighbours from the previous time 
period whereas Figure 2.5 (b) shows node P to have eight neighbours from the previous, 
current and next time period comprising of four first order neighbours and four second 
order neighbours. This undirected graph shows the conditional independence graph which 
is used in Chapter 4. Instead of using the spatio-temporal extension of neighbours to 
describe the evolution of the system through time each node has a set of parents defined 
which allows the information to be passed through the system. 
Definition: Parents 
The arents of node 0) are denoted by pa and represent the set of nodes which the p%2 
(01) 
distribution of 0) is conditional upon. z 
As with the spatio-temporal extension of the neighbour structure define the parent 
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Figure 2.5: The parent structure for the 1+1D spatio-temporal model far (a) a directed 
graph (b) an undirected graph. 
nodes to be located zero, one or two steps from the node of interest. The zero step parent 
of node Oi(t+') is defined to be the node Oi(') i. e. the node itself at the previous time point, 
the one step parent is a direct neighbour to node Oi(') at the previous time period and 
a two step parent is a diagonal neighbour to the node of interest at the previous time 
period. Further model specific notation is introduced in later chapters as it is required. 
2.4 STAR Models 
The STAR model is a member of the family of STARMA (spatio-temp oral auto-regressive 
moving average) models. The latent process of the spatio-temporal models examined in 
this thesis are of STAR form Cressie (1991) and Pfeifer & Deutsch (1980d) observed 
irregularly and with error. 
2.4.1 STARMA models 
This family of models uses a hierarchical spatial ordering of neighbours of each site and 
a sequence of weighting matrices. Using the notation from Pfeifer & Deutsch (1980d) the 
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STARMA(p, \ . ..... \,, model 
takes the form 
P Ak 
EE Oki W (1) Z (t- k) 
k=l 1=0 
q Mk 
-EE Ok., W(')E(t - k) + c(t) (2.2) 
k=l 1=0 
where z(t) is the Nx1 vector of observations at the N spatial locations and time t, C(t) 
are i. i. d. zero mean random variables with variance o, 'I, p is the auto-regressive order, q 
is the moving average order, Ak is the spatial order of the k th auto-regressive term, Mk is 
the spatial order of the k th moving average term and Ok, and Ok, are parameters. WY) is 
1) 1th the weight matrix with elements wi(j that are non zero if and only if sites i and j are 
order neighbours, W(') is the identity matrix. The weights must reflect the hierarchical 
ordering of the spatial neighbours, i. e. first order neighbours are "closer" than second 
(1) order neighbours and thus should have a larger weight wi, j. 
When q=0 the model is a STAR model. The latent structure of the DLM OW 
GO('-') + -r,, -' can be written as a STAR(11) model with k=1,01 = oz12 and G= 
W(') + W(') if a first order neighbourhood structure is being considered for the model, 
i. e. 
Z(t) = olow(O)Z(t-l)+Ollw(')Z(t-l)+E(t). (2.3) 
The stationarity of STAR models is examined in Pfeifer & Deutsch (1980c), the STAR(11) 
model is stationary if 101ol + 10,11 < 1. In this DLM model 101ol + 10,11 =a where 
aE (0,1) thus the stationarity constraint is met and the DLM is a stationary STAR(11) 
model. Further work by Pfeifer & Deutsch (1980b) examines the residuals from STAR 
models and Pfeifer & Deutsch (1980a) examines how to identify and interpret first order 
STARMA models. 
2.5 The observation equation 
All of the examples used previously in this chapter have been described for models with a 
complete set of data where the design matrix is an NxN identity matrix. In situations 
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where there is not a full set of data available the design matrix F is a N,, xN matrix at each 
time period where N,, is the number of observations and N is the number of latent points 
with elements fij non zero if and only if there exists an observation at spatial location 
(ij) in that time period. In situations where the data does not naturally match to the 
grid structure of the underlying latent process each observation is mapped to the nearest 
grid location. Problems that can occur with multiple observations being assigned to the 
same grid point are examined in Chapter 5. The design matrix F provides a mapping of 
the data to the underlying latent structure. 
2.6 Problem specific declarations 
Before the system equation can be written for the 0+11), 1+11) and 2+11) models the 
evolution matrix needs to be determined. In order to define the evolution matrix the way 
in which information is passed through the latent structure must be determined. This is 
achieved by building the latent structure along a lattice grid which evolves through space 
and time using information from parent nodes. The evolution through space and time 
is developed as an extension to the purely spatial models as examined by Besag (1974) 
and Bartlett (1978) and the space time models of Pfeifer & Deutsch (1980d). 
2.6.1 The Latent structure 
The latent structure is developed on a lattice grid where the latent points occur at each 
intersection of the grid. Two models are developed further in this thesis, the 1+11) model 
and the 2+11) model, in both cases the conditional distribution of Oi(t) pa describes 
(0)) 
the evolution of the latent structure. 
I+ID model 
In the 1+11) model the parents pa 
(0)) 
of node 0) are 0-1) 0(t-1) and 0('-') The zz i-1 Ii i+1 I 
amount of weight to be given to each of these parent nodes is discussed in Section 2.6.2 
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2+113 models 
In the 2+11) model the parents pa 
(ON) 
of node 0ý are defined as the set of five nodes, '10 Id 
the spatial node itself and its four direct parent nodes at the previous time t-1 
t- (t-l) 0-1)ý pa (0)) = 
(0ý 'ý, 0-1) 0(t-') 0- "i 1-1,3 IJ-1 I ij ) i, 3+1 ) 'i+l, j 
This model is not ideal as it suffers from lattice coordinate system artifacts. A more 
obvious system is to use the second order parent nodes as well i. e. this model also includes 
information from the diagonal parent nodes, thus 0ý is conditioned on it parents. 1'3 
pa 
(0ý9) 
= 
(0ýt-1) Q(t-1) o(t-1) 0 (t-1) 0 (t-1) o(t-1) 0 (t-1) 0 (t-1) 0 (t-l? 
ZJ 2-1, j-1ýVi-l, j> i-Ij+V i, j-1) ij i i, j+l> i+I, j-13 i+l, jj i+I']+l3 ). 
Now the parents for node 0ý have been defined the evolution matrix G can be determined 213 
for these models together with some i. i. d. noise. 
The evolution of the latent structure is determined by the value of the latent structure 
at the previous time point. The latent structure is initialised at time t=0 as a grid of 
independent Normal values 
0(o) -N (p, 
where p is the mean of the system and -r, is the state precision. For t>0 0ý is defined by W 
a linear combination of its parents. The latent structure is allowed to run to equilibrium 
before including the observations and examining the space-time structures of the model, 
thus the initial choice of -r, -' as the precision of the latent structure at time t=0 is 
unimportant. 
2.6.2 Building the evolution weight matrix: I+ID model 
- -2 which is perfectly The introduction of a hidden layer to the model at time periods tI 
offset from the lattice at times t-1 and t (see Figure 2.6) allows information from a 
latent point at time t-I to be passed diagonally up or down to a node in the hidden 
layer and then passed diagonally up or down to the next time point. The introduction of 
this hidden layer provides a tool which simplifies the model building process and motivates 
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0 
0 
time t-I time t 
hidden layer 
Figure 2.6: The graphical representation of the hidden layer in the 1+1D model. 
the development of the binomial weight model. Let the proportion of information moving 
up be represented by p, and the proportion of information moving down be represented 
by P2 using these proportions the value of a given latent node can be expressed as 
ýt) 0. pa 
(Oi(')) 
=N 
(GO-1), 
-r, -' 
(P20ýt- 20(t-1) I 
1 1-1 % 
-1) +p (2.4) N 
(ce 1) + 2P020 2 i+l 
where Ej pi = 1. This model has three parameters; one free pij, a and 7,. The free pij 
controls the degree of anisotropy, a, an auto-regressive parameter, controls the temporal 
dependence and 7,, controls the degree of innovation noise. This model has three free 
parameters, one free pi, a and -r,. Where pi controls the degree of anisotropy, a is the 
auto-regressive parameter which controls the temporal dependence within the system and 
-r, is the state precision which controls the degree of innovation noise. 
Thus for a single node the weight matrix g is given by these proportions is 
2 Pi 
9= Cý 2PlP2 (2.5) 
2 P2 
The evolution matrix G is aNxN matrix where N is the total number of spatial nodes 
in the system. Define gi to be the ith element of g, using this definition the evolution 
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matrix G is given by 
92 93 0 
91 92 93 
00 
00 
91 92 93 
0 91 92 
I If Pl P2 .. ý -2 then the weight matrix g is 
1 
1 
0 
93 
91 92 
(2.6) 
This model is referred to as the isotropic binomial weight model. Further details of the 
conditional distribution of node Oi(t) are given in Chapter 3 where the evolution of nodes 
along the edge of the system is examined. 
2.6.3 Building the evolution weight matrix: 2+ID model 
As in the 1+11) model a hidden layer is introduced to the 2+1D model at time period 
1 (see Figure 2.8) to allow information to be passed between the time periods. This t- -2 
hidden layer is the same shape as the lattice for the model and is perfectly offset from 
the lattice at times t-1 and t. Imposing a first order (four parent) spatial model with 
edge weights pi, j (defined as in Figure 2.7) to this system and then marginalising out the 
hidden layer leads to the second order (nine parent) spatio-temporal model given below. 
The difference between the 1+1D and 2+11) model is that information is now passed in 
one of four directions as detailed in Figure 2.7. 
Using these proportions the distribution of a latent node conditional upon its parents 
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Pii P12 
Z\ 
P21 P22 
Figure 2.7: The four edge weights pil, P12; P2, and P22 for the hidden layer in the 2+1D 
model 
is given by 
( 210ýt-l) -1) + P2 -1) ON pa 
(0ý) 
=N 
(a 
P, -I, j-l 
+ 2p, 0120 At ZJI Z, j 2- Ij 1 1- 1, j+ 1 
+2PIlPlA + (2pllP22 + 2P21PI2) Oij 1) + 2pl2P220-1) ij-1 id I, j+l 
2 0(t-1) 
-1 
+ 2P2lP220(t-ll, j) +p20 
(t-1) +P21 i+lj i+ 22 i+l, j+l) (2.7) 
where Ei, jpi, j = 1. This model has five parameters; three free pij, a and -T,. The three 
free pij control the degree of anisotropy, a, an auto-regressive parameter, controls the 
temporal dependence and -r, controls the degree of innovation noise. Thus for a single 
node the weight matrix g is given by 
22 PH 2P11P12 P12 
g : -- a 2P1IP2j 2plIP22 + 2P21P12 2P12P22 (2.8) 
22 P21 2P21P22 P22 
The evolution matrix C is aNxN matrix where N= nm; the total number of 
spatial nodes in the system. The evolution matrix C is written in terms of the elements 
of g where gij is the (ij)" element of g. The evolution matrix is partitioned into four 
smaller matrices, 
A-B010... 
CAB0 
(2.9) 
0CAB 
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where 0 is the zero matrix and A B, and C are matrices defined by 
922 923 0 0 .. . 
912 922 923 0 .. . 
0 912 922 923 .. . 
0 0 912 922 .. . 
0 
... 912 922 
(2.10) 
932 933 0 0 .. . 
931 932 933 0 .. . 
0 931 932 933 .. . 
0 0 931 932 .. . 
0 
... 931 932 
(2.11) 
912 913 0 0 .. . 
911 912 913 0 .. . 
0 911 912 913 .. . 
0 0 911 912 
0 
... 911 912 
(2.12) 
If PH P12 --` P21 ý-- P22 then the weight matrix g is given 
by 
1 1 1 
TG 9 TU 
OZ 
Ta 8 It 
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This model is referred to as the isotropic binomial weight model. Further details of the 
conditional distribution of node Oý') are given in Chapter 3 where the evolution of nodes 
along the edge of the system is examined. 
The latent structure for both the 1+11) and 2+11) model is now fully defined. The 
weight matrix g has been given in the general form and in the isotropic binomial weight 
form for both models. Writing the latent structure for the 1+11) model with binomial 
weights in the form of Equation 2.3 yields 
0(t) = 0(ý, W(0)0(t-l) + 01, W(1)0(t-1) +c 
(t) 
aa where 00, Oil W(') is the identity matrix, W(l) has elements wi(jl) if t3 
site (i, j) is a first order neighbour of Ok(', and c(t) - N(O, -r,, -'). Thus the properties of 
stationarity and invertibility of the STARMA models apply to the latent structure of this 
, DLM. 
2.7 Discussion 
This chapter has defined the dynamic linear equation and the notation used in the analysis 
of spatio-temporal models. Early work on spatio-temporal modelling led to the develop- 
ment of STARMA models. The latent structure of the DLM can be expressed in STAR 
form. The evolution matrix G has been developed through the introduction of a hid- 
den layer which is then used in defining the conditional distribution 0) pa 0) which 
allows information to be transferred through the system. 
In the models discussed in the chapter a is the parameter controlling the temporal 
dependence in the model but there is not a parameter determining the spatial dependence. 
The spatial dependence parameter 3 is introduced and investigated in Chapter 6. 
These ideas form the basis for the work discussed in future chapters which examines 
the techniques used to describe the evolution of nodes which lie along the edge of the 
system, parameter simulation and the development of more time efficient methods such 
as the use of parallel computing clusters and coarsening the latent model. 
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E- 
ce 
1-4 
Figure 2.8: The graphical representation of the hidden layer in the 2+ID model for a 
second order parent system. 
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Chapter 3 
Edge Effects 
3.1 Introduction 
The model defined in Chapter 2 for both the 1+11) and 2+11) cases only relates to the 
distribution of internal nodes where there exists a complete set of parent nodes. Along 
the edge of a system a full set of parents is not available which reduces the amount of 
information that can be passed through the system as it evolves in time. In the 1+11) 
spatio-temporal model with n spatial nodes at each time period there are only two edge 
sites which are affected by this reduction in information, node 0 and node n-1. If there 
are 100 spatial nodes then 2% of the nodes at each time period after the initialisation of 
the system lie along the edge and do not have a full set of information from the parent 
nodes. In the 2+11) spatio-temporal model with a 10 x 10 spatial grid at each time period 
the total number of spatial nodes N is 100 here 36% of the nodes lie along the edges of 
the system for each time period after the initialisation of the system. Models with small 
N have a higher proportion of edge nodes than for those with large N, similarly as the 
number of dimensions increases so does the proportion of nodes along the edge of the 
system (for the same value of N). This reduction of information along the edge of the 
system is referred to as an edge effect. Within spatio-temporal models these edge effects 
are an important factor in the design of models due to the large proportion of nodes which 
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lie along the edge of these systems. 
There are several approaches to dealing with edge effects on finite lattices which are 
discussed in the literature including in Cressie (1991), Lawson et al. (1999), Besag & 
KooPerberg (1995) and Berliner et al. (1999). The methods discussed are generally ex- 
plained in relation to purely spatial models but they can be extended to the dynamic 
spa tio-temporal context. The main methods discussed are: to set the edge weights corre- 
sponding to missing edge nodes to zero i. e. ignore the missing nodes as in Cressie (1991) 
(referred to as the unadjusted model), to set the edge weights corresponding to missing 
nodes to zero and then scale the remaining edge weights appropriately as in Lawson et al. 
(1999) and Berliner et al. (1999) (referred to as the scaled model), to consider the con- 
ditional distribution for the edge sites as mentioned in Cressie (1991) (referred to as the 
adjusted model), to use a guard region i. e. embedding the model of interest into a larger 
grid as in Cressie (1991) and Lawson et al. (1999) or to define a new approach by expand- 
ing the spatial neighbourhood structure for edge nodes as defined in Besag & Kooperberg 
(1995). Embedding the model into a larger region is computationally infeasible for spatio- 
temporal models as tile guard region significantly increases the dimensions of the model 
under consideration and thus increases the computational cost considerably. Altering the 
neighbourhood structure along the edge of tile system as in Besag & Kooperberg (1995) 
is not easily extended to the spatio-temporal context and thus is not considered in this 
thesis. The first three methods listed above are examined in detail in this thesis. 
Consider a system which is approximately stationary in time, Figure 3.1 shows the 
precision surfaces for a simulated 2+11) model at T= 20 on a 10 x 10 spatial grid using 
a nine parent model with four different values for the temporal dependence a. Along 
the edge of the system the edge weights corresponding to missing parents were set to 
zero, this system is not stationary in space and the precision of the edges and corners is 
significantly larger than tile internal spatial points. As a --ý I this difference in precision 
becomes larger, the range of precision for the four cases is shown in Table 3.1. The size 
of this range increases from 0.0349894 for a=0.7 to 0.1946258 for a=0.99 with the 
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0.7 
0. 
0.9 
lou 
(b) 
0.95 a=0.99 
0. 
0. 
lou 100 
Figure 3.1: Precision of the system on a 10 x 10 spatial grid at time T= 20 with unadjusted 
edge weights for (a) a=0.7, (b) a=0.9, (c) ce = 0.95, (d) a=0.99. 
precision being greater than the stationary precision. Figure 3.1 shows that the precision 
is significantly larger along the edges and at the corners of the system, this is due to 
the reduction of information being passed through the system along the edges, thus a 
method which adjusts for these edge effects is required. The model under consideration 
is O(t) 10(t-1) ýN 
(GO(t-1), 
7-,, -11), where the state precision -r, is constant in space and 
time and G is the matrix of edge weights, it is this matrix which needs adjusting along 
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a Stationary Precision Range Size of range 
0.7 0.9119323 0.9119337 0.9469231 0.0349894 
0.9 0.8039998 0.8045777 0.9030634 0.0990563 
0.95 0.7429752 0.7482521 0.8876131 0.1393610 
0.99 0.627286 0.6781992 0.8728250 0.1946258 
Table 3.1: Stationary precision and the associated range for a 10 x 10 spatial model at 
time T= 20 with unadjusted edge weights. 
-1. 
a Stationary Precision Range Size of range 
0.7 0.9119323 0.8166405 0.9119270 0.0952865 
0.9 0.8039998 0.6202312 0.8036434 0.1834121 
0.95 0.7429752 0.5295794 0.7446787 0.2150993 
0.99 0.627286 0.4302563 0.6683411 0.2380848 
Table 3.2: Stationary Precision and the associated range for 10 x 10 spatial model at time 
T= 20 with scaled edge weights. 
the edges of the system to allow for the missing parent nodes. 
Table 3.1 gives the theoretical stationary precision for the four values of temporal 
dependence along with the range of values the state precision takes in the simulated 
system for the unadjusted model, the final column in the table gives the size of this range. 
These results are shown graphically in Figure 3.1. Here the edge weights for the corner 
node 0(') 0,0 are given by 
(1 O(t-1) 1 (O(t-1) + O(t-1) 
1 
1- 1) a+1,0 16 l" 8)+4 o', 't 0 
Similarly for the edge node 0(') the edge weights are given by 0,3 
(O(t-1) + o(t-1) +1 
(0o(t-1) 
+ o(t-1) +0 (t-1) 16 1,2 1,4 
)8,20,4 
1,3 
)4 
0o(t, 7 
)' 
For the internal nodes all nine parents are used in the calculation of the edge weights, for 
0ý where (i, are the coordinates of an internal node the edge weights are given by 
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lou 
(a) (b) 
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Figure 3.2: Precision of the system on a 10 x 10 spatial grid at time T=20 with scaled 
edge weights for (a) a=0.7, (b) a=0.9, (c) a=0.95, (d) a=0.99. 
(0ý + 0ý 
t-, ý 
+ 0(t-l)_ 
(t-l) 
16 2 Z-1,3+1 i+l, i 1+ 
oi+l, 
j+i 
(Oýt-l) 
+ 0(t-1) + Oýt-l) 0(t-1) +1 
0-. 1) 
8 I-Ij ij-1 z, j+l + i+1,3 
)4', 
J 
) 
The scaled model has the same edge weights for the internal nodes but the corner and 
16 4 edge weights are scaled by g- and 3 respectively to make the sum of the edge weights 
33 
3.2. The Conditional Distribution 
equal a. This scaled model results in edge effects which are still non stationary in space, 
see Figure 3.2. For this simple scaling Table 3.2 shows that the system is less stationary 
than the unadjusted model with the range of values being larger. The size of the range 
varies between 0.0952865 for ce = 0.7 and 0.2380848 for ce = 0.99 compared with 0.0349894 
and 0.1946258 for the unadjusted model. As the temporal dependence increases Figure 3.2 
shows the precision surfaces become more peaked. This suggests the scaled model over 
adjusts the edge weights as the precision is much smaller at the corners and along the 
edges of the system than for the internal nodes. 
The approach examined in this chapter uses modifications of the conditional distribu- 
tions along the edges of the system to define the latent structure. For known temporal 
dependence the process is linear Gaussian and the time stationary distribution is easily 
obtained. The stationary variance is required to calculate this conditional distribution 
for a specific model. Two examples are considered the 1+11) and 2+11) models with zero 
mean and unit precision and the parent structure defined by the binomial weight matrix. 
Two extensions for the model are then considered; non-unit precision and non-zero mean 
cases. 
3.2 The Conditional Distribution 
Examination of the conditional distribution of the system allows not only the distribution 
of the internal nodes to be known but also the distribution of the nodes along the edge. 
Recall that only adjusting the weights applied to the parents of a node in the scaled model 
caused the size of the precision range to be increased so now consider an approach that 
scales both the edge weights and the corresponding precision of the latent structure. 
Given a multivariate Normal distribution Z= (X, Y), where 
Z-N Px 
ýýJx ýýxy 
with sub-vectors X-N (p., Ex) and 
Py rIYX EY 
Y-N( I-Ly, Ey then the conditional distribution of XIY is given by 
XJY ,N (p,, + Ex, yry-l 
(X - py), Ex - E., ý, yEy-'Ey, x). 
(3.1) 
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This equation explicitly shows the relationship between X and Y in the conditional 
distribution with the mean of the distribution given by p,, + F,.,, vEV 
I (X - py) and the 
variance given by E., -Y 'Ey,,. The first term of this distribution is often described 
as the conditional expectation and the second as the conditional variance. 
The latent process OM represents a stochastic process such that the system equation 
is a time homogeneous Markov chain where 
(O(t) I 
0(t-1), O(t-2) 
I ... 10(0) 
)= (O(t) I 
0(t-1)) ,N 
(GO(t-1), Tý, -' 1) . 
This expression describes the conditional distribution adequately for the internal nodes 
but does not indicate how to handle edge effects. Define I to be the spatial location of 
0(t) a node and pa 
(I) to be the vector of parents of node 1 as defined in Chapter 2. The 
conditional distribution for the spatio-temporal dynamic linear model is given by 
O(t) 1 pa 
(O(t» 
-N 
(E (O(t» + Cov (O(t), pa 
(O(t) )) 
o(t) (t» -1 (pa (O(t» -E 
(pa (0, 
x Var 
(pa (, ». 
1 
Var (O(t) - Cov 
(O(t), 
pa 
(O(t) 
o(t) 
1 
O(t) o(t) x Var 
(pa (1 »- Cov (pa (1)1, 
» 
(3.2) 
This equation describes both the conditional distribution for the 1+11) model, where 1 is 
a single number representing spatial location and the 2+11) model where I is a coordinate 
representing the spatial location. 
3.2.1 The Stationary Variance Matrix 
In order to use the distribution defined by Equation (3.2) the time stationary variance 
matrix F, for the system is necessary. Rom equation (2.1) 0(t) = GO(t-") + Jt-1) where 
c('-') is white noise with E(E('-')) =0 and Var(E('-')) = T, -'I. Hence for the stationary 
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variance matrix E 
-1 Var 
(OW 
Var (GO(t-1) + TS I 
GVar (O(t-1) GI +, rs-11 
so that E GFG'+ 
this equation uses the identity Var (0(')) = Var (0('-')) for a stationary system. Trying 
a solution of the form E= -r; '(I - GG')-I gives 
GG')-'G'+ -F, -'I 
ý* (I - GG')-' = G(I - GG)-'G'+ I 
. ý* I= G(I - GG')-'G'(I - GGI) +I- GGI 
4-=> GG' = G(I - GG')-'G'(I - GG) 
e 
4=: ýG = G(I-GG)-'(I-GIG) 
. ýý I= (I - GG')-'(1 - G'G). 
This is true provided GG' = G'G, hence the stationary variance matrix is 
7*s-l(I - (3.3) 
The models considered in this chapter have the evolution matrix G which is defined 
with the property G= G', thus for all of the models considered in this thesis the variance 
matrix is given by Equation 3.3 since GG' = GG is satisfied. 
The stationary variance matrix depends on the temporal dependence parameter 
through the weight matrix G thus the edge weights applied by using Equation (3.2) also 
depend on the temporal dependence parameter. In order to reduce the computational 
time in the MCMC simulation a reference table with these edge adjustments is required 
otherwise for each iteration in the MCMC simulation new edge weights and conditional 
variances will need to be calculated if the temporal dependence is one of the parameters 
being simulated. 
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Creating a reference table 
Consider zero mean models with unit precision in either 1+11) or 2+11). Calculating the 
stationary variance matrix and then the conditional expectation and conditional variance 
for each iteration in MCMC simulation is computationally demanding so consider creating 
the table for aE [0,1) in steps of 0.01. A simple R routine (http: //www. r-project. org/) 
is used to calculate E= (I - GG)-' the stationary variance matrix for each a. This 
matrix is considered stationary when there is no noticeable change in the values obtained 
by increasing the system size. In this thesis the variance matrix is considered to be 
stationary when there is no change in the values obtained for the stationary variance 
matrix to seven decimal places by increasing the system size. Within R the relevant 
variance sub-matrix for a given latent point can then be read from E and the edge weights 
and conditional variances calculated using Equation 3.2. These results can then be output 
in tabular form as a reference table to be read into the MCMC simulation program. 
Edge Weights Precision Adjustment 
Edge nodes Corner Nodes Edge Corner 
2 Step 1 Step 
10 
Step 2 Step I Step 0 Step nodes nodes 
0.90 0.0615 0.1312 0.2476 0.0674 0.1380 0.2699 0.9741 0.9486 
0.91 0.0625 0.1336 0.2513 0.0688 0.1409 0.2751 0.9731 0.9465 
0.92 0.0635 0.1360 0.2551 0.0704 0.1440 0.2806 0.9721 0.9443 
0.93 0.0646 0.1386 0.2590 0.0721 0.1472 0.2863 0.9711 0.9419 
0.94 0.0657 0.1413 0.2631 0.0739 0.1508 0.2924 0.9700 0.9393 
0.95 0.0670 0.1443 0.2673 0.0760 0.1546 0.2990 0.9688 0.9364 
Table 3.3: Extract of the reference table for the 2+1D model with fine edge weights showing 
the edge and precision adjustments for six values of temporal dependence. 
Table 3.3 is an extract of the full reference table for the 2+11) model with six different 
values of temporal dependence, the full table is given in Appendix A. 1. The columns 
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relating to the edge weights give the conditional edge weights for the parents of nodes 
which lie along the edge or corner of the system. The zero, one and two step value relates 
to the spatial point at the previous time period, its first order parent nodes and its second 
order parent nodes. The precision adjustments, when multiplied by the precision for the 
model, give the conditional precision for nodes along the edge and at the corners of the 
system. The corresponding values for the internal nodes are obtained directly from the 
weight matrix (G) and the state precision. 
3.3 I+ID model 
Consider a 1+ID model with binomial weights and for simplicity, with zero mean and 
unit precision. The latent structure is defined by 
O(t) -N 
(GO('-'), 1) . 
Using the isotropic binomial weight model the evolution matrix G is defined as in Equa- 
tion (2.6) where the elements of G are given by the elements of the edge weight vector g. 
For this isotropic binomial weight model the edge weights for a particular node are given 
by, 
- 
2' 21j g_c(1 
11 
For the internal nodes pa 0)) = 
(0-1) 0 (t-1) 0 (t-1) where i is the spatial location of an 
(% 
Z-1 Ii) i+1 
) 
nW (t-1) (t-1) O(t) internal node and at the edges of the system pa 
(ýO )- (00 A) and pa 
( 
n-1 
0t -1 ) t-1) 
.(2 10. 
( 
1 
Figure 3.3 (a) and (b) show the precision plots for fixed temporal dependence a=0.9 
for the unadjusted and scaled models, this system is not stationary and the edge weights 
do need adjusting. In order to use Equation (3.2) we require the stationary variance and 
covariance for the model. Since G= G' the stationary variance for the full model can 
be obtained for fixed a using Equation (3.3) and the method described in Section 3.2.1. 
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From E the variance matrix or for a particular node is given by 
VO VI V2 
or VI VO V1 
V2 Vl VO 
Hence only three values are needed (vo, v, and V2) in order to calculate the covari- 
ance between nodes. Since an isotropic binomial edge weight model is being considered 
COV(0), 0-1) (0(') 0('-')) thus only two values are necessary for the conditional Iý -1 
) .. 1 C01) i, 41 
distribution (as defined in Chapter 2); 
0 Step 
Cov o(t) O(t-l) t-1) ýt-l) (t-1) i Cov 
(o + 20(t-') + ot 0i ( c4 
a (vi + 2vo + vi) 4 
a 
- (vi + vo) 2 
col 
1 Step 
Cov (0(t) o(t-1)) Cov (-0' (0-1) + 20(t-') +0 (t-1) 70 
(t-1) 
i) i+l 4 1-1 i i+l i+l 
a 
- 
(V2 + 2vi + vo) 4 
cl. 
These two values along with u provide all the information required to calculate the 
conditional distribution for the edge nodes. For the zero mean model both E 
(pa (01)) 
2 
and E equal zero. The conditional distribution for Oi(') I pa, 
(Oi(') ) 
can now be calcu- 
(01) 
lated using Equation (3.2). This allows the edge weights to be adjusted according to the 
number of parent nodes available as Nvell as adjusting the system variance to take into 
account the reduction of information available for nodes along the edge of the system. 
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Using Equation (3.2) the adjusted edge weight for node 0 is given by 
(t (t E(O(')Ipa(00(t))) Cov(00(t), pa(00(t)))Var pa(00))) pa 
(00)) 
0 
o(t), (t (t (t-l), O(t-1)) -I (O(t-l), O(t-1) Cov (0 (00-1), 01 Var 00 0 
(Col cl) VO V1 (O(t-1)) 
( 
V1 VO 
) 
The corresponding conditional variance is given by 
(t Var(00)Ipa(Oot») = Var 
(0 
0(ý 
t) Cov (O. (t) pa 
(0«)t) 
x Var 
(pa OW (0 Wl Cov (pa (OO(l» OO(t» 
= Var Cov 
(0o(t), (0o(t-1), O(t-1) 01 
(00 
1) 
(O(t-1) O(t-1» cov (t-1) o(t-1) x Var 01 
«00 OO(lt) 
VO VI 
-1 
vo 
- (Co, CI) ( Co ) 
Vl VO 
) 
ci 
1 VO -Vl VO - V, 2 -, 2 (CO' CI) C, vl -Vl VO ci )( Co ) 
1 Covo - Civ, = VO -2 -72- (CO) CI) v0 Vl ( 
-Cov, + Civo 
) 
I 
(C2 
vo - 2COCIv, + 
C2VO VO - -77 01 V02 V2 1 
VO - 
V02 V2 
([a 
(vl + vo)] 
2 
vo -2 
[a (vl + vo 22 
2 
X (V2 + 2v, + vo)] v, +- 
(V2 + 2vi + vo)] vo 41 
"4 
Since the binomial weight model is being used these equations are essentially the same 
for node n. For the internal nodes the edge weights are those defined by G and the 
conditional variance is unchanged. 
Both the conditional expectation and conditional variance depend on the value of the 
temporal dependence. If a model with fixed temporal dependence is being considered 
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then the above distribution only needs to be calculated once for the edges of the system. 
However if the temporal dependence is to be simulated the distribution would need to be 
calculated for each iteration, increasing the complexity and time required for the MCMC 
simulation. In this situation the reference table mentioned in Section 3.2 is a sensible 
approach. The routines used to create this reference table do not need to calculate the 
conditional distribution for the internal nodes as these are obtained directly from the 
evolution matrix and the state precision. 
3.3.1 Numerical Example 
Consider the zero mean unit precision 1+11) model with 100 spatial nodes evolving over 
twenty time periods defined for four values of temporal dependence using the unadjusted, 
scaled and conditional models. Table 3.4 shows the results for the unadjusted model, here 
the precision is over estimated for all values of the temporal dependence and the range 
of values increases as a -ý 1 from 0.0538716 for a=0.7 to 0.2371421 for a=0.99. The 
scaled edge weight model (see Table 3.5) shows that the range varies with a increasing for 
a=0.7 and 0.9 then decreasing for a=0.95 and 0.99. The third model which exploits 
the conditional distribution of the edge nodes and under estimates the true precision for 
each temporal dependence. The range of values is considerably smaller than for the other 
models 0.0000000 for a=0.7 and 0.0520667 for a=0.99 (See Table 3.6). These results 
can been seen in Figure 3.3 for temporal dependence a=0.95. Hence for the 1+11) 
model the scaled model over corrects for the edge effects and has a larger range than the 
conditional model so the conditional model produces the most stationary distribution in 
space. 
3.4 2+ID model 
The extension of the 1+11) model to the 2+11) model follows directly from the method 
above with the introduction of more parent nodes to the model. Here the spatial dimen- 
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Figure 3.3: Precision of the system for a 100 spatial node model at T= 20 and a=0.95 
with (a) no edge adjustments, (b) scaled weights and (c) conditional weights. 
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Ce Stationary Precision Range Size of range 
0.7 0.7713946 0.7713948 0.8252664 0.0538716 
0.9 0.5144359 0.5161237 0.6633636 0.1472399 
0.95 0.3854864 0.4009572 0.5963794 0.1954222 
0.99 0.1867609 0.2871524 0.5242945 0.2371421 
Table 3.4: Stationary Precision and the associated range for a 100 spatial node model at 
time T= 20 with no edge weights. 
a Stationary Precision Range Size of range 
0.7 0.7713946 0.6866929 0.7713948 0.0847019 
0.9 0.5144359 0.3963897 0.5161237 0.1197340 
0.95 0.3854864 0.2863019 0.4009572 0.1146553 
0.99 0.1867609 0.1903682 0.2871524 0.0967842 
Table 3.5: Stationary Precision and the associated range for a 100 spatial node model at 
time T= 20 with scaled edge weights. 
a Stationary Precision Range Size of range 
0.7 0.7713946 0.7713948 0.7713948 0.0000000 
0.9 0.5144359 0.514859 0.5161237 0.0012676 
0.95 0.3854864 0.3906899 0.4009572 0.0102673 
0.99 0.1867609 0.2350857 0.2871524 0.0520667 
Table 3.6: Stationary Precision and the associated range for a 100 spatial node model at 
time T= 20 with conditional edge weights. 
sions are represented by i and j and the temporal dimension by t where i=0,1, --., n-1, 
0,11 .... m-1 and t= 0) 1, ..., T-1. In this model the edge corrections need to be 
calculated for both corner nodes (e. g. (i = 0, j= 0), (i = 0, j=m- 1)) and edge nodes 
(e. g. (i=O, j= 1,2 ... m- 2)). In this example consider the nine parent model introduced 
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in Chapter 2 with zero mean and unit precision where the latent model is defined by 
O(t) -N 
(GO(t-1), 1) - 
Using the isotropic binomial weight model the evolution matrix G is defined as in 
Equation (2.9) where the elements of G are given by the elements of the edge weight 
vector g. For this isotropic binomial weight model the edge weights for a particular node 
are given by, 
TG -9 TG 
g=a 
TG 9 Tu 
For the internal nodes the vector of parent nodes is defined to be 
pa 
(0ý) 
= 
(0. -, 'ý-j 
1 tj 1- '3 
0-1), 0-1)+j, Oýt-') 0(t-1) 
t-', i 2-1, i t'j -1' i'j 
0(t-1) 0(t-1) ' 'Ij+1 3 '+"j- 0(t-1) O(t-jý l) i+1J ) i+l, 
-7+1) 
where 
is the spatial location of an internal node. Similarly for edge and corner nodes pa Oý 
represents the vector of parent nodes for node i, j where in this case i, j represents a node 
along the edge of the system. 
Again the stationary variance matrix E is needed, since G= G' this can be calculated 
using Equation (3.3) and the method described in Section 3.2.1. From E the variance 
matrix u for a particular node can be extracted 
or= I 
VOO Vol V02 Vol V11 V12 V02 V12 V22 i 1, j -1 
Vol VOO Vol V11 Vol V11 V12 V02 V12 
V02 Vol VOO V12 V11 Vol V22 V12 V02 + 
Vol V11 V12 VOO Vol V02 Vol V11 V12 ij 
Vii Vol vil Vol Voo Vol vil Vol Vii i, j 
V12 V11 V12 V02 Vol VOO V12 V11 Vol ij +1 
V02 V12 V22 Vol V11 V12 VOO Vol V02 i+ 
V12 V02 V12 V11 Vol V11 Vol VOO Vol i+ 
V22 V12 V02 V12 V11 Vol V02 Vol VOO j i++ 
Hence VOO, VO1, VO2, Vll, Vl2, and V22 are required in order to calculate the covariance 
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between individual points. These values are obtained by solving (3.3), this is easily done 
by using an R routine as in the I+ID case (see Section 3.3). 
In the isotropic binomial weight model all four edges have the same weight, as do the 
four corners, hence Cov 
(0ý, 0-'ý) 
= Cov 
(OYý' OY-1)) = Cov 
(o) 0(, -, )) - Cov 
(OW, OY-1)). w 1+ '3 213 2-1 JI i'j id- I 
Similarly the covariances between ON and the diagonal neighbours are the same, thus only 20 
CO=Cov (Oýtý' OY-. 1) =CDv 
(Oýq' Oy-1) ) and C2=Cov ON OY-1) the zero, one and 2 P3 W))C, 2,3 t+1'j 
( 
2,3 1 2+1J+1 
) 
two step covariances, respectively, need to be calculated; 
0 Step 
Cov o(t) O(t-l) a 0-1) - 1) + 0(t-1) - 1) - 1) 
ij I ij 
Cov + 20(t 1+ 20 + 40(t I-IJ-1 i-lj i-l, j+ T'j-1 ij 
1) (t-1) 0-1) +20-1) + 0-1) + 20(t- +01 't'i 
2 
(vil + 2vol + vil + 2vol + 4voo + 2vol + vil + 2vol + vii) 
a2 
y (4voo + 8vol + 4v, 1) 
a2 
- (voo + 2vol + vii) 4 
= Co, (3.4) 
1 Step 
o 0(t) 0 (t 1ý Cov a t-1) 
1) 
v 
(oi( 
I, j I+ 20-1) + 0(t-') + 20(t-- + 40- id) i+1,3) 
(-9 
-- i-Ij i-l, j+l i, j-l "i 
+20 ýt-l) + 20(t- 1) +0 (t-1) + 20(t- 1) 0(t-1) t, j+l i+l, j-1 i+l, j i+l, j+l) I i+l, j) 
2 
24 
(V12 + 2VO2 + V12 + 2vil + 4vol + 2vil + vol + 2voo + vol) 
2 
y (2voo + 6vol + 
2VO2 + 4vil + 2V12) 
oz 2 
-g (voo + 3vol + V02 + 2vil 
+ V12) 
= 
cil (3.5) 
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2 Step 
IQ (O! t-1) + 20(t-') + 0(t-') + 20-1) + 40i(t-i) ov 
(O(t) 0(t-l)+, cov 
z-l, j-1 i-l, j i-l, j+ ij-1 
c ij I i+l, j 
+20- + 20(t-') + 0(t-') + 20i( oi+l, j+ t, j+l i+l, j-1 i+l, j +I, j+l) 1 1) 
a2 
24 
(V22 + 2V12 + V02 + 2V12 + 4vil + 2vol + V02 + 2vol + voo) 
a (voo + 4vol + 2VO2 + 4vil + 4V12 + V22) 
24 
C2- (3.6) 
Using these values the conditional expectation and the conditional variance can be 
calculated along the edges and at the corners of the system using Equation (3.2). 
Conditional Expectation 
The symmetry of the chosen binomial weight model means the conditional expectation 
only needs to be calculated once for the corners and once for the edges. However if the 
model did not have this symmetry this value would have to be calculated individually for 
each corner and each edge. 
Using Equation (3.2) the conditional expectation is given by 
E (0) lpa (0))) =E 
(0) 
+ Cov 
(Oi(t?, 
pa 
(Oj(tý 
13 13 
O(q 
1 
xVar 
(pa ( 
i, 3 pa 
(0)) 
-E 
(pa (Oi ( 
i, j 13 
where pa 
(ON) is a vector of length four, six or nine depending upon the spatial location of 20 
0 i. e. a corner, edge or internal node. In this zero mean model E 
(0ý) 
and E 
(pa (ON)) 
213 213 1j 
equal zero'so the adjusted edge weights are given by 
(0) lpa (0))) 
= Cov 
(0) 
pa 
110 ) 
id 
(Oi, 
3 
xVar pa 
(0ý 
pa id Z13 
))-1( (0) 
(3.7) 
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Conditional Variance 
The conditional variance is required to update the edges of the system and due to the 
symmetry of this binomial weight model only one value for the corners and one value for 
the edges needs to be calculated. From Equation (3.2) the conditional variance is given 
by 
Var (ON I pa 
(0ý) Var (Oj(tý) - Cov 
(0), 
pa 
(0)) 
113 i'i "i ) 
(Oýt) Cov (pa ýt) 0ý x Var 
(pa 
t, j 
(0 
i'i 2,3) 
(3.8) 
Again pa 110 is a vector of length four, six or nine depending upon the spatial location 
(OiIj 
of 0-1) ZJ 
The conditional distribution fully describes the evolution of the latent model for the 
internal nodes and the edge nodes for fixed a. If a is allowed to vary then the reference 
table produced by R (see Section 3.2) for the 2+1D model should be used for the MCMC 
simulation. 
3.4.1 Numerical Example 
As with the unadjusted and scaled edge weight models examined in Section 3.2 this 
conditional edge weight model can be used to produce surface plots of the precision 
of these models. Consider a zero mean unit precision simulated 2+11) model at time 
T= 20 on a 10 x 10 spatial grid defined for four values of temporal dependence using the 
conditional distribution to calculate the edge adjustments. 
The results shown in Figure 3.4 and Table 3.7 show that the model is more stationary 
using these edge weights with the size of the range varying between 0.0009933 for a=0.7 
and 0.0416968 for a=0.99 compared with 0.0952865 and 0.2380848 for the scaled model 
and 0.0349894 and 0.1946258 for the unadjusted model (see Tables 3.1 and 3.2). This 
adjusted model still shows some non-stationarity at the edge of the system but not as 
pronounced as for the unadjusted model and it is also more tightly bounded than in the 
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Figure 3.4: Precision of the system on a 10 x 10 spatial grid at time t=20 with fine edge 
adjustments for (a) a=0.7, (b) a=0.9, (c) a=0.95 and (d) a=0.99. 
other two models (Figures 3.1,3.2 and 3.4). Both the scaled model (Figure 3.2) and 
the conditional model (Figure 3.4) show the precision along the edges to be larger than 
the precision for internal nodes suggesting they have over corrected for the edge effects, 
however the conditional model has lower precision at the corners and the size of the range 
is very small compared with the other two methods. Hence for the 2+1D model the 
conditional distribution approach yields the most stationary distribution of the methods 
considered. 
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Ce Stationary Precision Range size of range 
0.7 0.9119323 0.9116086 0.9126019 0.0009933 
0.9 0.8039998 0.8014747 0.8064991 0.0050244 
0.95 0.7429752 0.7388498 0.7468511 0.0080013 
0.99 0.627286 0.6306729 0.6723697 0.0416968 
Table 3.7: Stationary Precision and the associated range for 10 x 10 spatial model at time 
T= 20 with adjusted edge weights. 
3.5 Extensions 
The adjusted weights can be calculated for ce E [0,1) in steps of 0.01 using a basic R 
routine producing a reference table which can be used for any system where the state 
, precision equals one. It is highly unlikely that real data will have -r, =1 and so in this 
situation a method for converting the edge weights from T, =I to T,, * -7ý 1 is necessary. 
Much real life data is also unlikely to have zero mean e. g. mean ocean temperature or 
pollution levels, so knowing how to adjust for a non zero mean in the model would be 
very useful. 
3.5.1 Changing the state precision 
A generalisation of the model discussed in this chapter is to consider models with non 
unit precision. The development of this model follows as in Section 3.2. In order to 
develop the conditional distribution the stationary variance matrix is required. From 
Equation 3.3 the stationary variance matrix is given by -r,, -l (I - GG')-l. Define V to 
be the variance matrix with elements vi, j for the model with unit precision and 
f/ to be 
the variance matrix with elements f)i, j for the model with non unit state precision. The 
variance matrices are linked via the equation 
1 
Ts 
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i. e. the elements of the matrices are linked via the relationship 
f)i, j 
1 
vij. (3.9) TS 
Using this relationship the zero, one and two step covariances can be calculated as 
before; 
co, 
ýj(boo + 8, bo, + 4i), 1). 
Using (3.9) 
a voo 
-(- + 2v01 + 
v") 
4 Ts Ts 
a 
-(voo + 2vol + vli) 4, r, 
Co 
Ts 
where CO' is the zero step covariance for the model with -r, : ý4 1. Similarly 
C/ 
C, 
rs 
C2 
C2 
TS 
Now the stationary variance matrix and covariance relations have been defined for the 
general model the conditional distribution can be defined. The conditional expectation is 
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given by, 
(oý 1 
E(Oýt)Ipa(0ýtý» = Cov(0ýt), pa(0ýt) Var pa t) pa t) iä iä 2,3 1, i iä ))', i»- (oý = COVM9 (0--1) oýt-1) o(t-1) o(t-1) 2,33 Z, ] 3 2, j+1) i+I, jj i+l, j+1» 
x Var(0ýt-1), dt- 1) 0 (t-1) 0 (t-1) ý-1 iä zj+ll i+I, j) i+I, j+lj 
oi%lj 
I, j+l , Vi+i, j 7 Vi+i, j+ii 
(CO', Cl 
, 
Cl 
, 
C211) t-1) -1) O(t-1) oý 0 
t, j+1) z+l, jl i+I, j+l 
CO, cl, cl, C2) 
(1 
V) 
(TS 
Ts 7-s rs TS 
x (0ýt-1), o(t-1), 
(t-1) ýt 1) 
tä i0 10 
- 
1 i+ 1 li Z+iIi+I ) 
t-1) o(t-1) o(t-1) o(t-1) (CO, cl, cl) c2)7, V_l(oý tä , i, i+' 3 i+', i i+l, j+l 
(CO, Cl, Cl, C2)V ý, tj Ili, j+l i Lli+J, j j 
Oi+J, 
j+1) 
E (0ýtý 1 pa 
(0ýtý ))1 
tli 113 Tý=I 
(3.13) 
Equation 3.13 shows that the conditional expectation is unaffected by changes in the state 
precision. Similarly the conditional variance is given by, 
Var(0ý10ý) = Var(Oý Cov 
(Oj(tý, 
pa 
(0) 
t13 213 li Z, i 
t-1) t-1) 0(t-1) O(t 1) = f)"', - cov(ON 
k. 0ý 
ll'i 7 ", 3 7 2, j+l 7 i+l, j 7 i+l, j+l)) 
xVar(0ý'-1), 0('-1) 0('-1) Oýt-1) )-1 iä i, j+1) i+I, jl t+I, j+l 
xcov(oýtý, (0(t-1) O(t-1) O(t-1) o(t-1) 2,3 ij i i, j+ll i+I, j) i+l, j+1» 
11 -1 111 1) 1 '900 - (Co) Ci 7 
Ci 
j 
c2) f7 A, Cl 
, 
Cl 
, 
C2 
11111--1 
Voo - 
Co, ci 
, 
ci 
, 
c2) 
(1 
V) 
, r. 
(, 
rs r. 7-s Ts Ts 
x1 Co ,1 
ci 
,1 
cl, 
1 
C2) 
1 
(TS 
TS TS Ts =1 voo -1 (C0i Cl) Cl, C2)7sV-1 1 (CO j Cl) Cl 3 c2)1 Ts Ts r. 
=1 
(VOO 
- 
(CO 
i 
cl 
i 
cl 
j 
C2) V-1 (CO) Cl 
j 
cl 
3 
c2)1) 
Ts 
1 
Var (d9 1 pa 
(d9 (3.14) 
Ts 293 1,3 
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Equation 3.14 shows that the conditional variance is scaled by non unit precision. Hence 
once the updates for the model where T, =IVa are known the model for any value of 
T, can be updated by transforming the conditional precisions by 7ý- and using the same TS 
edge weights. 
3.5.2 Changing the Mean 
A further generalisation of this model is to consider models with non-zero mean. Return- 
ing to Equation (3.2) the conditional expectation is given by 
(0ý I pa 
(0-1)) E (0)) + Cov (Oj(tý, pa 
(Oi(tO ) Var (pa (00)-, 
Z, j id id 
aT 
x pa 
(0)) 
-E 
[pa (0-1))] 
i, j I, j 
where aT is the edge weights calculated in Section 3.4 giving 
E (0) +aT pa 
(0)) 
-E 
(pa (ON))] 
i, j 
)Ii, 
j 2,3 
E (0ý9) -aTE 
(pa (0))) +aT pa 
(0ý) 
2,3 "'i W 
p(l-a TI) + aTpa t) i'i 
(0ý ) 
for the stationary distribution. Note that a Tj is the sum of the edge weights and hence 
equals a for internal nodes. The system equation can now be expressed as 
0ý pa 
(ON) 
-N 
(G 
pa 
(ON) (1 - a) /j, Tý, -'I) (3.16) 10 
1 
I, j i, j 
for internal nodes and 
0ý 
pa 
(0ý9) 
-N 
(a T pa 
(0ý9) Tj) m3rs 1,3 
1W 
21, 
(1 -a (3.17) 
along the edges. 
Equations (3.16) and (3.17) give the distribution of the latent nodes for systems with 
non-zero mean, Equation (3.15) gives the conditional expectation for this model. The 
edge weights are given by the sum of [1 (1 - aTl) and the edge weights from the zero 
mean model. Thus models with zero mean can be easily extended to allow for non-zero 
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mean data by increasing the edge weights by y (I -a TI. ) . The conditional variance is 
unaffected by changes in the mean of the data. The table of edge weights generated for 
the zero mean model can still be used in this non-zero mean model along with the addition 
of p (1 -a Tj ) at each location. 
3.6 Discussion 
The way in which edge effects are handled affects the stationarity of the underlying latent 
model. This chapter has compared three approaches to dealing with these edge effects; 
unadjusted, scaled and conditional models. 
Setting the missing edge nodes to zero in both 1+11) and 2+11) models leads to a 
non stationary precision surface with the edges and corners having a considerably larger 
- precision associated with them. 
The scaled model produces precision surfaces which over correct for the edge effects. 
In the 1+11) model the size of the range appeared to be bounded, in the 2+11) model the 
size of the range Nvas larger for the scaled model than for the unadjusted model. 
The conditional model produced precision surfaces with the smallest range for both the 
1+1D and 2+1D situations. When the temporal dependence is small this model results 
in a stationary system. 
The edge weights and conditional variances are easily generated using an R routine 
for aG [0,1) in steps of 0.01 for a zero mean and unit precision. Sections 3.5.1 and 3.5.2 
provide the tools for transforming these edge weights and precisions for models with non 
zero mean and/or non unit precision, thus for a model with given G which is constant 
in space and time this reference table can be used in the MCMC schemes to allow for 
edge effects in any model. This is especially useful if the state precision and temporal 
dependence are variables being simulated. 
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Chapter 4 
Markov Chain Monte Carlo 
Simulation Techniques 
4.1 Introduction 
Spatio-temporal models defined by the DLM have a number of parameters which require 
estimation; the mean of the latent structure p, the precision of the latent structure -r,, 
observational precision T,, and temporal dependence parameter a. This chapter is an 
introduction to MCMC simulation for DLM's which initially concentrates on the estima- 
tion of the precision parameters. Later examples extend the simulation scheme to include 
the mean parameter. The spatial and temporal dependency parameters are examined in 
Chapter 6. 
Markov chain Monte Carlo (MCMC) methods provide a mechanism for simulating 
realisations from a target distribution, 7r (0). MCMC simulation generates a sample from 
7r (0) by simulating a Markov chain with this as its stationary distribution. Details of the 
theory behind MCMC simulations is widely covered in the literature both in a general 
form and described specifically for different applications. For a general introduction to 
MCMC see Camerman (1997), Besag et al. (1995) and Besag (2001). A selection of papers 
discussing MCMC methods in spatio-temporal modelling were discussed in Section 1.3 
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in a more general framework. Hurn et al. (1999) examine block updating in MCMC 
and Robert (1995) examines the convergence of MCMC chains. Wilkinson & Yeung 
(2002) and Wilkinson & Yeung (2001) both deal with Bayesian computation for large 
linear models. Parallel processing approaches for MCMC are discussed in Wilkinson 
(2004) and Whiley & Wilson (2002). Higdon et al. (2003) examines MCMC approaches for 
computationally intensive models and this issue is discussed in more detail in Chapter 5. 
The MCMC simulation techniques are used in the Bayesian framework to explore the 
posterior distribution of the model parameters. Parameter estimates derived from these 
simulations can then be used to completely specify a DLM for the model. Bayes theorem 
for the posterior probability density function of a parameter vector 0 given a data vector 
x is 
ir (0) L (0 Ix) 
x (0 Ix) f (x) 
ir (0) L (0 ix) 
7r (0) L (0 ix) dx 
where L (0 Ix) is the likelihood function, the function f (x) is not a function of 0 and is 
integrated over the sample space of 0. Hence the posterior can be written as 
ir (0 ix) oc ir (0) L (0 Ix) 
posterior cc prior x likelihood. 
The key difficulty here from an analytic viewpoint is the difficulty of performing the 
integration required to normalise this density and further integration is required to obtain 
marginal distributions of functions of 0 of particular interest. 
4.2 Gibbs Sampling 
Gibbs sampling generates samples from the posterior for 0 by sampling from the full 
conditionals for each component of 0 in turn. The components of 0 are defined as Oi 
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where i=1,..., d and d is the total number of model parameters. Simulation from the 
full conditional is given by 7 (0 10-j, x) where 0-i = 10i Oi-1) 
Oi+l) 
--- 
Odj- 
4.2.1 The Gibbs Algorithm 
Assume tile full conditionals are of closed form i. e. semi conjugate priors have been 
specified specified which means the full conditional distributions are of standard form, 
and further are of the same form as the independent prior specifications. The Gibbs 
algorithm is then 
0(0), 0(0) 1. Initialise counter to j=1. Initialise the state of the chain 0(0) =(Id) in 
the support of 7r (0 jx) 
2. Obtain a new value 0(j) from O(j-') by successive simulation from the full condi- 
tionals. 
o(i) , 7r 
(01 
-1) 0 2(j -ll Od'j 
2 ir 
(0, 
offl, 
13 .... d 
7 
R) OU) r 
(01 11 
)-7 d-l)X 
3. Increase counter to j+1 and repeat step 2. 
This algorithm was utilised by Geman & Geman (1984) for models with the Gibbs 
distribution and then extended to this general form by Gelfand & Smith (1990). 
4.2.2 Full conditionals for the lattice DLM 
In order to use Gibbs sampling for the lattice DLM model the full conditionals are re- 
quired. These are obtained by specifying semi-conjugate prior distributions for the pa- 
rameters. Consider the 1+11) model with known temporal dependence a and mean y and 
unknown precisions T, and -r,,. The model has T time periods (t = 0, T- 1) and n 
spatial nodes (i = 0,1, ..., n- 1). 
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The DLM for this model with isotropic binomial edge weights is given by 
o(t+1) ýt+1) 
i pa 
(0 )-N (g 
pa 
(0i(t+1» 
, -rý, -1) 
(4.2) 1ZZ 
X(t)lO(t) - N(FO(t), -r-1). (4.3) 
The evolution matrix g for a given node is defined as in Equation (2.5) where 
9/=a 
(41, 
-12, -41 
) 
and F is the design matrix that maps observations to the underlying 
latent structure. In this example the unadjusted edge weight model from Chapter 3 is 
used thus nodes which lie along the edge of the system are influenced only by the parent 
nodes which exist with no adjustments for the reduction of information available. 
oi-2 
-0 
t0 ýt oit+l) 
0i t- 1 10 
i 
t+l) 
0 
ýt- 
o(t) 0 (t+l) i+ / i+l 
oi+2 
Figure 4.1: The evolution of the 1+1D model showing both f67-ward and backward depen- 
dencies for the central node Oi('), 
Semi-conjugate prior distributions for this model are given by, 
-r, -r (a, b, ) , 
(4.4) 
Tý -r (a, b,, ) (4.5) 
ýt) 0. pa 
(Oi(t)) 
, T, -N 
(Oi(t); 
g pa 
(Oi(t)) 
, T, -') . 
(4.6) 
The likelihood L (0; X, T,, ) for this model where 0= (0(0), 0(1),..., 0-1)) and 
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(X(O), X('),..., X(t-1)) is given by 
T-1 n-1 
L (0; X, -r) == 1111 
( 
t=O i=O 
(X 7 
ý/2 
exp 
_To 
(Xi 
_ Oýt)) 
21 1[I (t) 'ro ) -2 1 exp z 21r 2 
T-1 n-1 
'r 0E( (t) 
_ Oýt))2 -- 
Tý xi (4.7) 
12 
t=O i=O 
I 
Thus the posterior distribution is given by 
T-1 n-1 2 
7r 01 , 7», 
r, x) 7ý exp 
ih- 
- O(t) 2 
r- r- (X( 
i) 
t=O i=O 
1 
T-1 n-1 2 
p 
(O(t» ] 
x rý 
/2 
ex 
[0) 
-g pa 2 
t=o =O 
(4.8) x -r'-, -r'o exp (- b, -r., ) exp b. -r) 
Fýrom the posterior distribution the full conditionals for the precision parameters can be 
I obtained and are given by 
24-ao-1 
T-1 n-1 
t) 2 
7, : TY exp b, + 
7'0 EZ (dt) 
- Xi' -12 
t=o =O 
) 11 
r 
(N , 
T-1 n-1 
(t» 2) (4.9) + a, b + xi -2 
EZ 
t=O i=O 
T-1 n-1 2 
2+a, -l 
Ts 
t=O i=O 
(Oýt) 
T, : Týl exp bý, +2 
[Oi(t) 
-g pa 
r 
(N 
+ as, k+ 
T-1 n-1 [Oýt) 
-gpa 
(Oýt) 2) (4.10) 
2 2EE 
t=O i=O 
Figure 4.1 depicts the conditional independence graph for a given node Oi(') and its 
"Markov blanket". The full conditional for any node depends on its parents, children and 
co-parents. This full conditional can be obtained by taking the nodes conditional density 
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and multiplying it by the conditional densities of its children: 
N (Xi('); Oýt) N (Oýt) (0) 1. ) , tt ;g pa 
(0ý')) 
, -r-' 2 
)N (0ý'+I) 
; gpa z 
(e+')) 
0(t+l) xN j+j ; gpa(Oýt+')) 2+1 ,, T., -')N(Oýt+'); gpa(Oýt+')), -r,, -'). 2-1 t-1 
1/2 70 (t) 7sl/2 
(t) (Oýt)) ]2 
- exp _(_ Oýt)) 
2] 
exp 
ý 
-Ts 
[Oi 
-g pa OC T" 2 
xi 
22 
1/2 Ts ýt+l) 
- 
(O(t+l) )] 
2 
XTS exp 2 
102-1 
gpa 
X 1/2 
Ts (t+') (Oýt+, )) 2 
75 exp 2 
[Oi 
-gpa . 
X 1/2 
Ts (t+') (O(t+, )) 2 
Ts exp 2 
[Oi+' 
-g pa i+l 
Interest is in 0) which is embedded in the last three terms of Equation (4.11). Firstly 2 
expand these terms to obtain an expression involving Oi(t) then substitute into Equa- 
tion (4.11) to obtain the full conditional for 0) 
Oýt+l) ýt+l) t+ t+ 
t+ 
g pa 0,7's-1) N 
(0ý 1) 0(t+l) g pa I T-1) N 
(Oi( 1); g pa T- i+l 2-1 
(0ý I1 
. 1; 
1) 
cc exp 
(- Ls ý [0+1) 
-g pa 
(Oýt+, ) 2+ [0+1) 
-g pa 0(t+l) 
2 
211 2+1 
( 
i+l 
)l 
+ [0+1) - gpa T-1 
ý_T, [QOi(t+j)2 
oc exp - 2 
+ 0(t+1)2 - 20(t+') 
Q 
i+l i+l 
+ Oýt+1)2 - 20(t+') 
Q 
1-1 i-i 
2 
20ýt+1) (dt), Oýt), ) + oýt)] + (0ýt) o(t) + 20ýt) 
2 
424 Z-1 i+1) 2 
ce (t) + oýt)2) + 
20ýt) 
-+ -O(t) 
]2ý) 
% 
Z+ l] 
+ 
[a (0ýt)O(t)2) 
24 i+ 2 "' 4 
(0' 
0 t) t) 
1- 1- 
] 21) ] 
2ý-2 
+ ozýJ +a Oýt)1 2 
t) ýt» + 2d 
4+ 
[2 (olý 
201 42 
Dropping the constant terms and expanding the end term for each part of the equation 
yields 
p-, ýee2o(t)2 
+ 
2a0ýt) [a (0ýt)1 + o(t)J)] _ 
2ce 
0( exp -0ýt)oýt+1) 24242 
2 
(t)2 2a ýt) aa 2a ýt)O(t+1) a% o(t) -0- i+I + -O(t) 0 + 16 
oi 
41 
(2 
4 i+2 TZ i+l 
+a 
2 
o(t)2 2a ýt) a ýt) 2a ýt)oýt+1) 
-. 
+0 -0 1+ 
201ýt)2 
-0 16 '4'(2 '- 4)4' '-' 
1) 
[_-r, (3 OZ2 0(t)2 (Oýt+2)) _ 
a2 [Oýt) t) 
oc exp - 20(t) 
ýg 
pa - iI i-1 + 
Oi(+t)l + 
(02ý-t)2 
+ oz% 
28'44 
)l 
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Expanding the rest of the full conditional and substituting back in gives 
7T 
(oi(t) 1. ) CX 
ý_I [Ts [oi(t) 2 
2 
-20) pai z 9( 
oc exp 
ý_j [Oýt)2 
2 
(Oýt+2)) 
+g pa z 
)2 
- X(t)) +- 
3a 2 
0(t)2 20)g pa 20(t) i 7s TiI 
(0+1))] 
+ 7- 
(o 
8 
Oýt+2) a2 
[Oýt) 
(t) t) (t) 
z1+ oi+i +4 
(02ý-2 
+ oi+2)] 
(Ts 
+ 
3Ce2 ]+T,, ) 
20i(t) (-r,, Xi(t) + 7, ýg pa 
(Oi(t) 
8 
a2 
[Oýt) 
+ O(t) + 
(Oýt) t) 
4 1-1 i+l 4 1-2 
+ Oiý+2 
o(t) 
(0ýt+2» a2 [oýt) 
+ o(t) + 
(0ýt) 
Xi(') + -Fý, ig pa +gpa 4 i+' 4 1-2 
+ oi+2 
N 
3a2 
8 
+ 
3a 2) 
+ To 
8 
(4.11) 
This expression is only valid for internal nodes, for nodes which lie along the edge of 
the system the full conditional needs to take into account the reduction in the number of 
parent nodes that are available. Thus the full conditional needs to be calculated separately 
along the boundaries of the system, taking into account the changed structure at both 
the spatial and temporal boundary. In each case nodes which do not exist are dropped 
from the expression. The boundaries which need to be considered are the initial and final 
time point, spatial locations 0,1, n-2 and n-1 as well as the spatial boundaries at 
time t=0 
Time t= 
71- 
(0ý(» N (Xi«»; Oi(», 7-) N 
(0j«»; 01 N (0j(1); g pa 
(0j(1» 
, 7-, -1) 
xN 
(0i(, l)l; gpa 
(Oi(+'), ), 
r, - 1)N 
(Oi(')1; 
gpa 
(0j(1), ), 
7-., - 1) 
(0)2+ 1» ]2+2 
oc exp 
[Oi(') 
-g pa g pa i rs oi oi 
1) )]2ý (0) 
g pa 
(W) + -r,, 
[Xi 
- OM] 2-1 1-1 z 
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Expanding as before yields 
('rý 
x«» (0ý2» _ 
a2 [oý0) 
+0 ý0) 
1 
+o(0) 0+ 7-, g pa z-1 - z-2 i+2 
3ce 2 
Ts +8)+ 70 
(4.12) 
, [F, (i + ": ") + -F-] -1 
The spatial boundaries also effect the distribution at t=0, since the model is isotropic 
the derivation at location n-1 at time 0 is easily obtained from the derivation at spatial 
location 0 at time 0 similarly the derivation of the distribution at spatial location n-2 
is easily obtained from the derivation at spatial location 1. 
Time t=0, spatial location i=0 
7r(O0(O)l-) - N(X. 
(0); Oo(0), 7-)N(0(0); 0,7-, -1)N(O. (1); gpa 0(') 
0 OM xN (0j(1); g pa (1), T, -1) 
2 (o(0) 
+ 
102 
o(2) (0» TOXOO) + TS pa 
N 
19 
044 
7» + 
5a2) 
+ 
16 
, 
IT. (i+ "" )+ 
'r-I 
-, 
(4.13) 
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Time t=0, spatial location i=n-1 
0 
-, T(0(0)11. 
) 
- N(X, 
(, 21; 0, (, ý11,7-,, )N(0(0)1; 0,7-, -')N(0(1)1; gpa 0(l) n- n- n- n-I 
) 
17 
xN on(l-)2; gpa 0(l) -1) 
( 
n-2 7-ý, 
(o pa 0(2) 
a0 21 + Ts 0 TOxn n-1 
(On(-)2 
+ On(-) 3) 
19 )-44 
T. 
(1+ 2) 
+70 
16 
16 
Time t=0, spatial location i=I 
N(X(o); 0(0), -r)N(0(0); 0,7-, -' N 0('); 111(1g pa 
(O(l) 
17 
0(') -g pa 0('» , -r, -1) 
N (0(1) -g pa 
(O(l» 
, -r, -1) xN 
(2200 
(o(2) a2 
7, X(O) +, r. g pa - 0«» + 0(0) +1 
(o(0) 
N1410243 
, rs + 
3a2) 
+To 
8 
, 
[rs (1 
+3 
a2 )+ 
ro] 
-1 
(4.15) 
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Time t=0, spatial location i=n-2 
o(1) 7r 
(on-2 
N 
(xn(022; 
O(o)2) 7"» N 
(On(-)2; 
01 «» 0 
n- 7-1 
1) N( n- OM -1) 2; g pa 
( 
n-2 
xN 0(') n- 1; g pa 0(') n- 1) , T, N O(l)3; g pa n- 0(') n-3 
) 
17 
2 
gpa 0(2) - 
[0(0) 
0) 
7'oxn(022 + Ts n-2) 
2ý 
n-3 
+ On(-1 + ýl 
(On(o-)4)] 
N42+4 
3a 
8 
Ts 
(1 
+ 
3a2) 
+ To 
]-1 
(4.16) 
8 
Spatial boundary 
As above once the distribution for spatial location 0 has been determined the distribution 
for spatial location n-1 is easily obtained, similarly once the distribution for spatial 
location 1 has been determined the distribution for spatial location n-2 is easily obtained. 
The full conditional distributions for nodes along the spatial boundary for time periods 
t>0 are given below. 
Spatial location i= 
t o(t) 0(t+l) 7r 
(00( N (Xo(t); 00(t), -r,, 
) N (00(t); g pa 0N 
(O(t+'); 
g pa -s- 1) 0(0 17 
0(t+l) 0(t+l) Ts xN( ; gpa 
(1 
o(t) +2) 
a2 (O(t) 
+ 
10(t))] (t) + pa 0+g pa 
(00(t 
-1-2 
N 
-r. xo -r,, 
19 )-44 
Ts 
(1 
+ 
5a2) 
+ To 16 
, 
[7"s (1 
+ 
5a2 )+ 
To] 
-1 
(4.17) 
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Spatial location i=n-1 
t 0(t+l) (0(') N (X,, ( 11; O(t) 1, -r, )) N O(t) 1; g pa O(t) 1) N 
(O(t+'); 
g pa -1) n- n- 
( 
n- n- n-1 n-I T, 
xN 0(t+l) ; gpa 0(t+l) n-2 n-2 
) 
17 
k2 pa 
(On( Ce2 (t 
To Xn(t 1 +7s 
týj +g pa 
(On(t-'-12)) 
-- 
(on! 
2 + 
lon(ý3)] 
N 
19 
Ts 
(1 
+ 
5C, 2 ) 
+To 
44 
16 
C', + (4.18) + 
'16 
Spatial location i=1 
(01-) N(X(t); O(t), -r,, N 0(t); gpa o(t) 7-ý, 
1 0(t+l) 0(t+l) -, r 
(01 
11 
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1N 
(i 
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17-s-1) 
+1) (t+l) (t xN (O(t g pa 
(02 
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(00 +l)) 
, 7, -') 2N 
(00 
o(t) (O(t+2) a2 t) 
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Spatial location i=n-2 
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(On(- 
n(t22; 
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n( 
12), 
-r., -1) N 
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g pa Irs 
1) t)21. ) -N 
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(On( 
n-2 n-2 
xN O(t+1) ;g pa 
(On(t+11» 
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-1 
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The final time period 
At time t-I the distribution is the same for all spatial locations and is given by, 
7r(O-1)J-) - 
N(Xj(t-l); 0-1), To N(0-1); gpa(0-1)), T, -l) (4.21) 
(t (t 
N( 
-r,, Xi -1) +, rgpa 
(Oi 
(TS + TO)-1 (4.22) 
TS +7o 
Now that the full conditionals have been determined for the entire model the Gibbs 
sampler can be applied. In each iteration the parameters are simulated in turn. In this 
1+11) model the parameters which need to be simulated are 
(To, 
TS , 
0(()) 0(0) 0(1) 0 (T-1) These parameters are simulated using the 10 7 ... 7 n-1) 0 7-7 n-1 
). 
algorithm above and the appropriate full conditional for updating the latent nodes. 
4.2.3 Implementation 
The implementation of the above Gibbs sampler is done using two approaches, using the 
BUGS package (Speigalhalter et al. 1996) and by writing the algorithm in 'C The BUGS 
package generates realisations from the posterior distribution. It builds the required full 
conditionals from the specification of the model, prior distributions, and data which are 
provided by the operator, once it has determined the full conditional it uses the Gibbs 
algorithm to generate realisations from the marginal posterior distributions. 
The operator has little control over the order in which the conditional distributions 
are sampled in BUGS and by writing the corresponding program in 'C I control in this 
ordering is possible. Using 'C' the full conditionals have to take account the boundary 
conditions in the model as the BUGS program does. Both approaches were used in the 
following model on the same set of data so that they could be compared. 
4.2.4 Example 
Consider a 1+11) model which is defined by Equation 2.1 with generated data. The 
data is generated from a model with mean p=0, state precision T, = 0.2, observation 
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precision 7-,, = 0.1 and temporal dependence parameter oz = 0.7 on 100 spatial nodes 
evolving over 20 time periods. The Gibbs sampler is used to simulate the two precisions 
from the model with known mean and temporal dependence parameter. The unadjusted 
edge weight model from Chapter 3 is used in this example. The results for this simulation 
are presented from both the BUGS code (Figure 4.2 and Tables 4.1 and 4.2) and the 'C' 
code (Figure 4.3 and Tables 4.3 and 4.4), for both methods the MCMC chains have 1000 
iterations as burn-in which has been removed and the plots are for the following 20,000 
iterations. The posterior distribution for the model generated by BUGS suggests -r, = 0.17 
and T,, = 0.11 whereas the posterior distribution for the model generated by the 'C' code 
suggests r, = 0.18 and -T,, = 0.11. Both methods give estimates of 7-,, which are slightly 
lower than the true value of 0.2 and both estimates of -r, are slightly higher than the true 
value of 0.1. 
Mean SD Naive SE Time-series SE 
T, 
T,, 
0.1716 
0.1116 
0.02608 
0.01170 
1.844e-04 
8.273e-05 
0.0003101 
0.0001426 
Table 4.1: The mean and standard deviation for the precision parameters along with the 
time series standard errorfOr the 1+1D model with 100 spatial nodes evolving through 20 
time periods using the Gibbs sampler implemented in BUGS. 
2.5% 25% 50% 75% 97.5% 
0.12886 
0.09168 
0.1538 
0.1036 
0.1685 
0.1105 
0.1858 
0.1183 
0.2328 
0.1380 
Table 4.2: The 2.51%, 25%, 50%, 75% and 97.51o quantiles for the precision parameters for 
the 1+1D model with 100 spatial nodes evolving through 20 time periods using the Gibbs 
sampler implemented in BUGS. 
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Figure 4.2: The trace, density and auto correlation plots for the two precision parame- 
ters r, and T,, for the 1+1D model with 100 spatial nodes evolving over 20 time periods 
generated using the Gibbs sampler implemented in BUGS with 20,000 iterations. 
Mean SD Naive SE Time-series SE 
7, 
-r,, 
0.1802 
0.1072 
0.02798 
0.01049 
0.0001978 
0.0000742 
0.0003510 
0.0001275 
Table 4.3: The mean and standard deviation for the precision parameters along with the 
time series standard error for the 1+1D model with 100 spatial nodes evolving through 20 
time periods using the Gibbs sampler implemented in'C' . 
4.2.5 Discussion 
Examination of the results from the two Gibbs sampler approaches suggests that the 
'C' program is simulating from the correct posterior distribution whilst providing more 
flexibility than the Gibbs sampler implemented in BUGS. The convergence of these chains 
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Figure 4.3: The trace, density and auto correlation plots for the two precision parame- 
ters -r, and r,, for the 1+1D model with 100 spatial nodes evolving over 20 time periods 
generated using the Gibbs sampler implemented in "C I with 20,000 iterations. 
2.5% 25% 50% 75% 97.5% 
0.1350 
0.0893 
0.16009 
0.09965 
0.1767 
0.1064 
0.1971 
0.1136 
0.2430 
0.1301 
Table 4.4: The 2.5%, 25%, 50%, 75% and 97.51% quantiles for the precision parameters for 
the 1+ID model with 100 spatial nodes evolving through 20 time periods using the Gibbs 
sampler implemented inC-' . 
can be examined using the CODA library in R. The convergence diagnostics used are the 
Geweke convergence diagnostic, Rafferty and Lewis convergence diagnostic and Heidel- 
berger and Welch stationarity and interval halfwidth test. The Geweke diagnostic tests 
for stationarity of chains by checking for a constant mean and variance along the entire 
Autocorrelation plot 
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length of the chain where large IZI scores represent a lack of convergence whilst small 
IZI indicate convergence may have been reached. The Rafferty and Lewis diagnostic esti- 
mates the length of the required burn-in and the minimum number of iterations required 
N. The efficiency of the chain can be assessed by considering the dependence statistic 1, 
values of I>5 indicate convergence problems. The Heidelberger and Welch convergence 
diagnostic tests the stationarity of the chain. The convergence diagnostics for the Gibbs 
sampler implemented in BUGS are: 
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GEWEKE CONVERGENCE DIAGNOSTIC (Z-score) 
Iterations used = 1001: 21000 
Thinning interval =1 
Sample size per chain 20000 
Fraction in 1st window 0.1 
Fraction in 2nd window 0.5 
taus tauo 
4.542 -6.128 
RAFTERY AND LEWIS CONVERGENCE DIAGNOSTIC 
Iterations used = 1001: 21000 
Thinning interval =1 
Sample size per chain = 20000 
Quantile (q) = 0.025 
Accuracy (r) = +/- 0.005 
Probability (s) = 0.95 
Burn-in Total Lower bound Dependence 
(M) (N) (Nmin) factor W 
taus 64 75664 3746 20.2 
tauo 49 48314 3746 12.9 
HEIDELBERGER AND WELCH STATIONARITY AND INTERVAL HALFWIDTH TESTS 
Iterations used = 1001: 21000 
Thinning interval =1 
Sample size per chain = 20000 
Precision of halfwidth test = 0.1 
Stationarity start p-value 
test iteration 
taus failed NA 0.000642 
tauo failed NA 0.001501 
Halfwidth Mean Halfwidth 
test 
taus <ND NA NA 
tauo <NA> NA NA 
The corresponding diagnostics for the Gibbs algorithm using the 'C I program are 
given below: 
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GEWEKE CONVERGENCE DIAGNOSTIC (Z-score) 
Iterations used = 1000: 20999 
Thinning interval =1 
Sample size per chain 20000 
Fraction in 1st window 0.1 
Fraction in 2nd window 0.5 
tau-s tau-o 
7.849 -9.000 
RAFTERY AND LEWIS CONVERGENCE DIAGNOSTIC 
Iterations used = 1000: 20999 
Thinning interval =1 
Sample size per chain = 20000 
Quantile (q) = 0.025 
Accuracy (r) = 0.005 
Probability (s) 0.95 
Burn-in Total Lower bound Dependence 
(M) (N) (Nmin) factor M 
tau-s 35 34560 3746 9.23 
tau-o 32 39352 3746 10.50 
HEIDELBERGER AND WELCH STATIONARITY AND INTERVAL HALFWIDTH TESTS 
Iterations used = 1000: 20999 
Thinning interval =1 
Sample size per chain = 20000 
Precision of halfwidth test = 0.1 
Stationarity start p-value 
test iteration 
tau-s failed NA 3.02e-03 
tau-0 failed NA 1.13e-05 
Halfwidth Mean Halfwidth 
test 
tau-s <NA> NA NA 
tau-o <NA> NA NA 
The Gweke convergence diagnostic for the Gibbs sampler implemented in BUGS (4.52 
and -6.128) is smaller than for the Gibbs sampler implemented in the 'C' program (7.89 
and -9.00) which suggests the Gibbs sampler implemented in BUGS approach has performed 
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better. In both models the dependence statistic I from the Raftery and Lewis convergence 
diagnostic is considerably larger than 5 which suggests convergence problems in the chains. 
Both models failed the Heidelberger and Welch stationarity and interval halfwidth tests. 
All of the tests above show that the convergence could be improved in these two models 
and that longer runs are required. 
The Gibbs algorithm was applied to the unadjusted edge weight model, which was 
shown in Chapter 3 to produce a non stationary precision surface. The adjusted edge 
weight model is a more realistic model to use in describing the evolution of the edge 
nodes, however this increases the complexity of the simulation code and does not seem 
feasible using the BUGS program. However it is possible to extend the 'C' code to take 
into account the conditional edge weights. The derivation of the full conditionals for 
nodes in the latent structure is straightforward once the full conditional independence 
graph and boundary conditions have been identified. Extending the Gibbs sampler to the 
2+11D model is possible but the posterior distribution is more complicated to determine 
due to the edge effects within the 2+11) spatio-temporal models. The order in which the 
the edge effects are described can prevent the full conditionals from being determined 
when using the BUGS package. The diagnostics for this Gibbs sampler has highlighted 
a convergence problem, a method which can improve the convergence of the chains is 
required. A tidier method which also has many other benefits for these high dimensional 
models is to consider a data augmentation approach. 
4.3 Data Augmentation 
Data augmentation is similar to Gibbs sampling, but in the lattice DLM model the nodes 
of the latent structure are updated in a block rather than individually by augmenting the 
model with the missing latent process. 
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4.3.1 Data Augmentation algorithm 
In the data augmentation method 0 is partitioned into ý and 77 with 0=---7 77k) 
where k +I =d and ý is a vector which is updated as a block. The algorithm is as follows; 
(0) (0) 
/ 
1. Initialise counter to j=1. Initialise the state of the chain 00) = 
(ý (0), 
711 2, *, I 71ý 
in the support of 7r (0) 
2. Obtain a new value 00) from 00-') by successive simulation of ý and 77. 
ý101 IQl, Yd-l ) 
(j) U-1) 
771 7r 
(771 
2(j .... 
ý, 772 d-1 
(j) (j) (j 
772 7F 
(771 
711 ) 773 77d(-11) 
7r 
(771 
3. Increase counter to j+I and repeat step 2. 
In the models examined in this thesis, represents the latent process 0 and 'qj represents 
the parameters in the model where i (1, k), k is the total number of Parameters of 
interest. This algorithm was developed by Tanner & Wong (1987). 
4.3.2 Implementation 
The implementation of the above data augmentation sampler is done by adapting the 
Gibbs algorithm written in 'C' for the previous section. The updates for the two preci- 
sion parameters remain the same whilst the update for the latent structure changes. In the 
Gibbs sampler each latent node is updated in turn whilst in the data augmentation method 
all of the latent nodes are updated in a block with the aid of GDAGsim a free software li- 
brary. This library is written for 'C I programmers who wish to analyse Gaussian directed 
acyclic graph models and is available from (http: //www. staf f. ncl. ac. uk/d. j. wilkinson/ 
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sof tware/gdagsim/). The software builds the sparse precision matrix for latent vari- 
ables conditional on observations. The library uses the GNU Scientific Library (GSL) 
(http//source. redhat. com/gsl/) and depends on the sparse matrix library Meschach 
(f tp: //f tpmaths. anu. ed. au/pub/meschach/meschach. html) however the user does not 
need to make direct calls to this library. GDAGsim makes it easy to implement MCMC 
schemes for large Gaussian systems without having to deal with the underlying matrix 
implementation. For more details and list of library functions see Wilkinson (2001). 
In order to update the latent structure as a block build this latent structure by calling 
the library functions gdag-add-root and gdag-add-node which are used to build the latent 
structure through space and time and gdag-add-observation to add the observations to 
the model. Once the latent process has been defined the precision parameters are updated 
as in the Gibbs 'C I program. 
4.3.3 Example 
Mean SD Naive SE Time-series SE 
0.1722 
0.1114 
1 
0.02687 
0.01175 
0.0002833 
0.0001238 
0.0004915 
0.0002158 
Table 4.5: The mean and standard deviation for the precision parameters along with the 
time series standard error for the 1 +1D model with 100 spatial nodes evolving through 20 
time periods using the data augmentation approach. 
Consider a 1+1D model which is defined by Equation 2.1 with simulated data. The 
data is simulated from a model with mean ji = 0, state precision T, = 0.2, observation 
precision -r,, = 0.1 and temporal dependence parameter a=0.7 on 100 spatial nodes 
evolving over 20 time periods. The data augmentation sampler is used to simulate the 
two precisions from the model with known mean and temporal dependence parameter. 
Again the unadjusted edge weight model from Chapter 3 is used in this example. 
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Figure 4.4: The trace, density and autocorrelation plots for the two precision parameters -F, 
and 7-,, for the 1+1D model with 100 spatial nodes evolving over 20 time periods generated 
using the data augmentation approach with 20,000 iterations. 
2.5% 25% 50% 75% 97.5% 
0.12863 
0.09174 
0.1533 
0.1031 
0.1692 
0.1100 
0.1877 
0.1183 
0.2328 
0.1383 
Table 4.6: The 2.51%, 25106,50105,7510'o and 97.5% quantiles for the precision parameters for 
the 1+1D model with 100 spatial nodes evolving through 20 time periods using the data 
augmentation approach. 
Figure 4.4 shows the MCMC chain for 20,000 iterations after the first 1000 iterations 
have been removed as burn-in and Tables 4.5 and 4.6 give the summary statistics and 
quartile ranges for the two chains. Both chains show good mixing and convergence. The 
posterior distribution suggests -r, = 0.17 which is lower than the true value of -r, = 0.2 
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and -r, = 0.11 which is higher than the true value of -r. = 0.1. These values are consistent 
with the estimates obtained using the Gibbs algorithm. 
4.3.4 Discussion 
The results for the data augmentation algorithm are given in Figure 4.4 showing the 
10,000 iteration chain with no burn-in and Tables 4.5 and 4.6. This model uses the 
unadjusted edge weights which account for the discrepancy between the true precision 
parameter values and the simulated ones. The mixing in this model is better than that of 
the simulations from the Gibbs algorithm with convergence occurring much sooner. The 
convergence diagnostics for this model are given below: 
GEWEKE CONVERGENCE DIAGNOSTIC (Z-score) 
Iterations used = 1000: 20999 
Thinning interval =1 
Sample size per chain 20000 
Fraction in Ist window 0.1 
Fraction in 2nd window 0.5 
tau-s tau-o 
3.767 -2.656 
RAFTERY AND LEWIS CONVERGENCE DIAGNOSTIC 
Iterations used = 1000: 20999 
Thinning interval =1 
Sample size per chain = 20000 
Quantile (q) = 0.025 
Accuracy (r) = 0.005 
Probability (s) 0.95 
Burn-in Total Lower bound Dependence 
(M) (N) (Umin) factor (I) 
tau-s 36 39432 3746 10.5 
tau-o 42 43458 3746 11.6 
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HEIDELBERGER AND WELCH STATIONARITY AND INTERVAL HALFWIDTH TESTS 
Iterations used = 1000: 20999 
Thinning interval =1 
Sample size per chain = 20000 
Precision of halfwidth test = 0.1 
Stationarity start P-Value 
test iteration 
tau-s failed NA 2.70e-06 
tau-o failed NA S. 86e-07 
Halfwidth Mean Halfwidth 
test 
tau-s <NA> NA NA 
tau-o <NA> NA NA 
The diagnostics for this model suggest that the convergence has not been reached and 
that a longer run is required. Comparing the diagnostics for this model with the ones from 
the Gibbs algorithm shows that the data augmentation approach has performed better. 
The IZI scores from the Geiveke convergence diagnostic are smaller for the data augmen- 
tation approach than the Gibbs algorithm as are the corresponding dependence factors 
from the Rafferty and Lewis convergence diagnostic whilst both the Gibbs algorithm and 
data augmentation approach failed the Heidelberger and Welch stationarity test. 
4.4 Metropolis-Hastings 
The Metropolis-Hastings approach originates from work by Metropolis et al. (1953) and 
Hastings (1970) and allows samples to be drawn from the distribution 7r via a Markov 
chain. A transition kernel p(o, () is constructed such that 7 is the equilibrium distribution 
of the chain. The transition kernel consists of two elements; the arbitrary transition kernel 
q(0, () and an acceptance probability A(O, (). Hastings (1970) proposed 
A(O, () = min 1,7r«)q«, 
0) ý 
7r (0) q (0, () 
1 
for the acceptance probability as it defines a reversible chain. If q(0, () is aperiodic and 
irreducible then the algorithm below defines a chain with transition kernel p and limiting 
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distribution 7r. 
4.4.1 Metropolis-Hastings Algorithm 
1. Initialise counter to j=I and set arbitrary initial values 00) 
2. Move chain to a new value ( simulated from the density q(O(j-1), . ). 
3. Evaluate the acceptance probability of the move A(O(j-'), (). If this move is accepted 
OW - C. If it is not accepted OU) = O(j-')and the chain does not move. 
4. Change counter from j to j+1 and return to step 2 until convergence. 
In the models considered so far in this chapter there have been two unknown variables, 
-r, and -r,,. MCMC techniques are used to to estimate these parameters. Consider a 
Metropolis-Hastings random walk update for each parameter and obtain the acceptance 
probability from the prior distributions as described in the following subsections. 
4.4.2 Independent Parameter Updates 
Assume the two precision parameters are independent and then consider Gamma priors 
for these parameters, 
ri , IP(ai, bi). (4.23) 
Using these priors the acceptance probability, A, for the update is 
[Xlo*] f (010*) 
(4.24) 
*II -r'* 
[Tsý ] [70] [X 10] f (0* 10) 
where f (0* 10) is the proposal density for the parameters. Since the proposal density is 
symmetric, then (4.24) becomes 
(4.25) 
*j [T*j [xlo*] 
[TS] [TO] [XIO] 
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To obtain a rapidly mixing chain, random walk updates are performed on the log precisions 
and so the density of the log of a gamma distribution is used in the acceptance probability. 
For numerical stability the log acceptance probability, a= log A, is used. 
a= [a,, Iogb,, -iogr(a, )+b, A*+a, expA*]-[a, logb, -iogr(a, ) ss 
+asAs + b, exp A, ] + [a,, log b,, - log F(a,, ) + a, A* + b,, exp A*] 00 
- [a log bo - log F (ao) + aX, + bo exp Ao] 
+marginal log likelihood ratio. (4.26) 
The marginal log likelihood ratio is calculated using one of the GDAGsim library func- 
tions. The ratio is obtained by subtracting the marginal log likelihood of the previous 
model from the marginal log likelihood of the proposed model. 
4.4.3 Dependent Parameter Updates 
Bad mixing in the above case can be due to high negative posterior correlation between the 
posterior distributions of the precision components. This can be improved by considering 
a bivariate update of these components. If the precisions have a posterior correlation of 
approximately -p consider an update of the form 
log -r, *, = log r. + Y, 
log -F, * = log -F, + Z, 
N(O, g-'), 
N 
(-PYI 
g(l 
1 
ý2) 
(4.27) 
where g is the precision for the random walk update and the log precisions are updated 
in the same way as for the independent model above. The random walk update is still 
symmetric with the prior distributions for the parameters unchanged, so the acceptance 
probability remains unchanged, and is given by Equation (4.26). 
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4.4.4 Implementation 
The Metropolis-Hastings algorithm is implemented using a 'C' program which calls the 
GDAGsim library. The latent nodes and observations are added in the same way as in 
the data augmentation method using the new parameter values that are obtained from 
the random walk updates. Once the model has been built the GDAGsim library function 
gdag-mloglik is used to obtain the marginal log likelihood of the observed data which is 
integrated over the distribution of the latent variables. This value along with information 
from the prior distributions of the parameters is used to calculate the acceptance proba- 
bility which determines if the new parameter values are to be accepted or if the previous 
parameter values are to be kept. 
4.4.5 Example: I+ID model 
Consider a 1+11) model which is defined by Equation 2.1 with simulated data. The data 
is simulated from a model with mean p=0, state precision -r, = 0.2, observation precision 
-r,, = 0.1 and temporal dependence parameter a=0.7 on a 100 spatial nodes evolving 
over 20 time periods. The Metropolis-Hastings sampler is used to simulate the two log 
precisions, where Ai = log(Ti) from the model with known mean and temporal dependence 
parameter. The adjusted edge weight model from Chapter 3 is used in this example along 
with random walk updates where 
A, + N(O, 400-1), 
A* = A,, + N(O, 400-1). 0 
The MCMC chain for 20,000 iterations with no burn-in is shown in Figure 4.5 the 
corresponding summary statistics and quartile ranges are given in Tables 4.7 and 4.8. 
In the Metropolis-Hastings method the algorithm simulates the log precisions thus the 
actual parameter estimates are log (-r, ) =-1.6094 and log (-r,, ) = -2.3026. The chains in 
Figure 4.5 show reasonable mixing and convergence. The posterior distribution suggests 
log(-r, ) = -1.7 which is lower than the true value of log(-r, ) and log(, r,, ) = -2.2 which 
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Figure 4.5: The trace, density and auto correlation plots for the two precision parameters 
T, and -r,, for the 1+1D model with 100 spatial nodes evolving over 20 time periods gen- 
erated using the adjusted edge weight model and the Metropolis-Hastings approach with 
20,000 iterations. 
Mean SD Naive SE Time-series SE 
log (T, ) -1.676 0.1523 0.0010770 0.001893 
log (-r,, ) -2.202 0.0976 0.0006902 0.001220 
Table 4.7: The mean and standard deviation for the precision parameters along with the 
time series standard error for the I +1D model with 100 spatial nodes evolving through 20 
time periods using the Metropolis-Hastings approach. 
is higher than the true value of log These values are equivalent to -r, = 0.182 and 
7-ý = 0.11 which are consistent with the estimates obtained using the Gibbs algorithm 
or the data augmentation algorithm. The convergence statistics for the 1+1D model are 
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2.5% 25% 50% 75% 97.5% 
log (-r, ) -1.950 -1.783 -1.684 -1.576 -1.365 
log (7-,, ) -2.382 -2.269 -2.207 -2.141 -1.999 
Table 4.8: The 2.5%, 25%, 50%, 75% and 97-5116 quantiles for the precision parameters 
for the 1+1D model with 100 spatial nodes evolving through 20 time periods using the 
Metropolis-Hastings approach. 
given below and it can be seen that this model has performed more efficiently than the 
previous two approaches. 
GEWEKE CONVERGENCE DIAGNOSTIC (Z-score) 
Iterations used = 1000: 21000 
Thinning interval =1 
Sample size per chain 20001 
Fraction in Ist window 0.1 
Fraction in 2nd window 0.5 
lambda-s lambda-o 
-2.447 2.528 
RAFTERY AND LEWIS CONVERGENCE DIAGNOSTIC 
Iterations used = 1000: 21000 
Thinning interval =I 
Sample size per chain = 20001 
Quantile (q) = 0.025 
Accuracy (r) = 0.005 
Probability (s) 0.95 
Burn-in Total Lower bound Dependence 
(M) (N) (Nmin) factor (I) 
lambda-s 28 29909 3746 7.98 
lambda-o 27 29602 3746 7.90 
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HEIDELBERGER AND WELCH STATIONARITY AND INTERVAL HALFWIDTH TESTS 
Iterations used = 1000: 21000 
Thinning interval =1 
Sample size per chain = 20001 
Precision of halfwidth test = 0.1 
Stationarity start p-value 
test iteration 
lambda-s passed 1000 0.0535 
lambda-o passed 1000 0.0877 
Halfwidth Mean Halfwidth 
test 
lambda-s passed -1.68 0.00371 
lambda-o passed -2.20 0.00239 
The diagnostics above show that this model has performed reasonably well but the 
chain length should be extended to 30,000 iterations. Comparing these diagnostics with 
those for the Gibbs algorithm and data augmentation approach shows that this Metropolis 
Hastings algorithm has lower JZJ score from the Geweke convergence statistics and the 
dependence factor from the Rafferty and Lewis diagnostic than either the Gibbs algorithm 
or the data augmentation approach. It is also the only method that has passed the 
Heidelberger and Welch stationarity test. The convergence diagnostics from this model 
show that the Metropolis-Hastings method has performed much better than either the 
Gibbs sampler or data augmentation approach. 
4.4.6 Example: 2+1D model 
Consider a 2+11) model which is defined by Equation 2.1 with simulated data. The 
data is simulated from a model with mean p=0, state precision -r, = 0.2, observation 
precision r,, = 0.1 and temporal dependence parameter oz = 0.7 on a 10 x 10 spatial 
grid evolving over 20 time periods. Both the Gibbs approach implemented in BUGS and 
the Metropolis-Hastings algorithm are used to generate the posterior distributions for the 
precision parameters. 
The results from the BUGS program are given in Figure 4.6 and Tables 4.9 and 4.10. 
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Figure 4.6: The trace, density and auto correlation plots for the two precision parameters 
T., and -r,, for the 2+1D model with a 10 x 10 spatial grid evolving over 20 time periods 
generated using the Gibbs sampler implemented in BUGS with 20,000 iterations. 
The summary statistics for the posterior distributions suggest -r, = 0.27 which is larger 
than the actual value of -r, and Y,, = 0.09 which is lower than the true value of -F,,. The 
difference between these parameter estimates and the true values is probably caused by 
edge effects, the BUGS program uses the unadjusted edge weights and takes no account of 
the reduction of information available. 
The Metropolis-Hastings sampler is used to simulate the two log precisions, where 
Ai = log(Ti) from the model with known mean and temporal dependence parameter, The 
adjusted edge weight model from Chapter 3 is used in this example along with random 
walk updates where 
As* = A, + N(O, 400-1)) 
A* = A,, + N(O, 400-1). 0 
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Mean SD Naive SE Time-series SE 
T, 0.28737 
0.09052 
0.10273 
0.01110 
0.0022971 
0.0002483 
0.0041160 
0.0004156 
Table 4.9: The mean and standard deviation for the precision parameters along with the 
time series standard error for the 2+1D model with a 10 x 10 spatial grid evolving through 
20 time periods using the Gibbs sampler implemented in BUGS. 
2.5% 25% 50% 75% 97.5% 
0.1551 
0.0739 
0.2140 
0.0824 
0.26822 
0.08854 
0.33336 
0.09674 
0.5678 
0.1175 
Table 4.10: The 2.51%, 2575,5016,75116 and 97.5% quantiles for the precision parameters 
for the 2+1D model with a 10 x 10 spatial grid evolving through 20 time periods using the 
Gibbs sampler implemented in BUGS. 
The results from this model generated with 10,000 iterations are shown in Figure 4.7 and 
Tables 4.11 and 4.12. In the Metropolis-Hastings method the algorithm simulates the 
log precisions thus the actual parameter estimates are log (, r, ) =-1.6094 and log (-r,, ) = 
-2.3026. The chains in Figure 4.5 show reasonable mixing and convergence. The posterior 
distribution suggests log (-r, ) =-1.2 which is higher than the true value of log (T, ) and 
log (T,, ) = -2.4 which is lower than the true value of log (7-,, ). These values are equivalent 
to T., = 0.3 and -r,, = 0.09 which are consistent with the estimates obtained using the 
Gibbs algorithm. 
Comparing Figures 4.6 and 4.7 the Metropolis-Hastings approach appears to have 
better mixing than the Gibbs algorithm. The autocorrelation plots also show that the 
Metropolis-Hastings approach has performed better than the Gibbs algorithm. Exami- 
nation of the corresponding figures for the 1+1D model (see Figures 4.2 and 4.5) shows 
that the trace plots look to be mixing equally as Nvell and that the autocorrelation plots 
are similar. As the models increase in size the convergence of the posterior distributions 
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Mean SD Naive SE Time-series SE 
log(-r, ) 
log(T,, ) 
-1.169 
-2.443 
0.3998 
0.1196 
0.0028268 
0.0008454 
0.007139 
0.001473 
Table 4.11: The mean and standard deviation for the precision parameters along with the 
time series standard error for the 2+1D model with a 10 x 10 spatial grid evolving through 
20 time periods using the Metropolis-Hastings algorithm. 
2.5% 25% 50% 75% 97.5% 
log (, r, ) 
log (-r, ) 
-1.808 
-2.644 
-1.451 
-2.528 
-1.223 
-2.452 
-0.9484 
-2.3699 
-0.2527 
-2.1829 
Table 4.12: The 2.5116,25%, 501%, 75% and 97.51056 quantiles for the precision parameters 
for the 2+1D model with a 10 x 10 spatial grid evolving through 20 time periods using the 
Metropolis-Hastings algorithm. 
becomes more of a problem. In a small 1+11) model the Gibbs sampler implemented 
using BUGS is a suitable approach for the simulation of the posterior distribution, whereas 
in larger 2+11) models the Metropolis-Hastings approach may be more suitable. 
4.4.7 Discussion 
The Metropolis-Hastings algorithm provides a tool for generating posterior distributions 
for the parameters in the DLM which can easily handle edge effects and allow them to be 
corrected. The results for both the 1+11) and 2+11) models show that the results from the 
Metropolis-Hastings algorithm is consistent with the results from the other approaches 
and that as in the data augmentation approach convergence occurs almost immediately. 
The Metropolis-Hastings algorithm is easier to implement than the Gibbs algorithm in the 
2+11) model as the full conditionals do not need to be calculated for model parameters and 
the GDAGsim library functions enable the complex marginal log likelihood to be obtained 
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Figure 4.7: The trace, density and autocorrelation plots for the two precision parameters 
T, and T,, for the 2+1D model with a 10 x 10 spatial grid evolving over 20 time periods 
generated using the Metropolis-Hastings algorithm. 
easily. 
The convergence diagnostics for the 1+11) model have shown that the Metropolis- 
Hastings algorithm performs much better than either the data augmentation approach or 
the Gibbs algorithm. The 2+11) model with a 10 x 10 spatial grid is affected by the edge 
effects and the parameter estimated are expected to be better for a model with a larger 
spatial area. Unfortunately increasing the spatial area also significantly increases the 
amount of memory the MCMC simulation program requires thus a method for reducing 
the computational time is needed. 
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4.5 Parallel chains approach 
The MCMC simulations described above are computationally intensive and the simulation 
sizes increases dramatically with the dimensions of the model. This implies that a method 
of reducing the computational time is required. Whiley & Wilson (2002) and Wilkinson 
(2004) examine the use of parallel algorithms for MCMC simulation which allows larger 
models to be analysed compared with the size of model that can feasibly be analysed on 
a serial machine. Both papers highlight the importance of convergence in the selection 
of the most appropriate method of parallisation for a model. There are two approaches 
to applying a parallel method to MCMC programs, to run the chain across n processors 
as a series process splitting the program between the n processors or to run the program 
in a parallel fashion where each of the n processors runs the same program and the 
resulting simulation chains can then be combined for analysis. Two further libraries 
are required for this parallel approach, MPI (http: //www-unix. mcs. anl. gov/mpi/) and 
SPRNG (http: //sprng. cs. f su. edu/). MPI is the message passing interface which allows 
information to be passed between each of the processor nodes whilst SPRNG is a random 
number generator which allows independent streams of random numbers to be generated 
for each processor. The MCMC chains examined in this chapter all had fast convergence 
which suggests that the parallel approach is suitable for these models, thus running the 
processes on a Beowulf cluster with eight processor nodes allows the number of iterations 
overall to be reduced and thus reduces the computation time required. 
4.5.1 Example 
Consider a 2+11) model which is defined by Equation 2.1 with simulated data. The data 
is simulated from a model with mean y=0, state precision -F, = 0.2, observation precision 
7,, = 0.1 and temporal dependence parameter a=0.7 on a 10 x 10 spatial grid evolving 
over 20 time periods. The Metropolis-Hastings algorithm is used to generate the posterior 
distributions for the precision parameters in a parallel setting which generates eight chains 
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Figure 4.8: The trace and density plots for the two precision parameters T. and TC, for the 
2+1D model with a 10 x 10 spatial grid evolving over 20 time periods generated using a 
parallel approach with eight chains each of 5000 iterations. 
with 5000 iterations for each chain. 
Figure 4.8 and Tables 4.13 and 4.14 give the results for this model using a paral- 
lel approach. Figure 4.8 shows good mixing and convergence of the eight chains after 
the removal of the burn-in period which was 250 iterations. This model suggests pa- 
rameter estimates of log(, r, ) = -1.2 which is higher than the true value of log(7, ) and 
log (-r,, ) = -2.4 which is lower than the true value of log (r. ). These estimates are the 
same as those suggested by the Metropolis- Hastings algorithm applied to a single chain. 
This parallel approach provides a mechanism for reducing the time needed to produce 
parameter estimators from the simulated posterior distributions. 
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I 
Mean SD Naive SE Time-series SE 
log (7, ) 
log (, r,, ) 
-1.166 
-2.440 
0.4403 
0.1292 
0.01468 
0.00431 
0.026634 
0.007756 
Table 4.13: The mean and standard deviation for the precision parameters along with the 
time series standard error for the 2+1D model with a 10 x 10 spatial 97-id evolving through 
20 time periods using the Metropolis-Hastings algorithm in a parallel approach. 
2.5% 25% 50% 75% 97.5% 
log (7-, ) 
log (-Fý, ) 
-1.838 
-2.662 
-1.475 
-2.529 
-1.223 
-2.455 
-0.9291 
-2.3626 
0.09757 
-2.16056 
Table 4.14: The 2.5%, 25106,501%, 751016' and 97.5% quantiles for the precision parameters 
for the 2+1D model with a 10 x 10 spatial grid evolving through 20 time periods using the 
Metropolis-Hastings algorithm in a parallel approach. 
4.6 Introducing the mean parameter 
The models examined previously have only been interested in sampling from the poste- 
rior distribution of the two precision parameters, in this section consider the 2+11) model 
where interest is in sampling from the precision and mean parameters posterior distri- 
butions. Assume the precision and mean parameters are independent and then consider 
Gamma priors for the precision parameters and a Normal prior for the mean parameter, 
-ri - r(ai, bi), 
It -N (c, d). (4.28) 
Using these priors the acceptance probability, A, for the update is 
U *] [T*] ['L*] [x'O*] f (010*) r' (4.29) [Ts] [7o] [p] [X 10] f (0* 10) 
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where f(0*10) is the proposal density for the parameters. Since the proposal density is 
symmetric, then (4.24) becomes 
-r, ' -r, 
*, ' [P*l [Xlo*l 
(4.30) 
[ *1 [ 
[Ts] [TO] [1-1] [XIO] 
To obtain a rapidly mixing chain, random walk updates are performed on the log precisions 
and so the density of the log of a gamma distribution is used in the acceptance probability. 
For numerical stability the log acceptance probability, a= log A, is used. 
a= [a, logb, -Iogr(a, )+b, A*+a, expA, *, ]-[a, logb, -Iogr(a,, ) s 
+a, A, + b, exp Aj + [a,, log b,, - log r(a,, ) + a, A* + b,, exp A*] 00 
- fao log bo - log F(ao) + aoAo + b,, exp A, ] -1 [IL* (/-t* - 2c)) 2d 
+1 [p (p - 2c)] + marginal log likelihood ratio. (4.31) 2d 
4.6.1 Example 
Consider a 2+11) model which is defined by Equation 2.1 with simulated data. The data 
is simulated from a model with mean y=0, state precision -r, = 0.2, observation precision 
Tý = 0.1 and temporal dependence parameter a=0.7 on a 10 x 10 spatial grid evolving 
over 20 time periods. The Metropolis-Hastings sampler is used to simulate the two log 
precisions and the mean parameter, where Ai = log(-ri) and [i are from the model with 
known temporal dependence parameter. The adjusted edge weight model from Chapter 3 
is used in this example along with random walk updates where 
+ N(O, 400-1), 
A* = A,, + N(O, 400-1), 0 
tt* =p N(O, 100-1). 
The MCMC chain for 10,000 iterations with no burn-in is shown in Figure 4.9 the 
corresponding summary statistics and quartile ranges are given in Tables 4.15 and 4.16. 
The Metropolis-Hastings method updates the log precisions thus the actual parameter 
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Figure 4.9: The trace, density and auto correlation plots for the two precision parameters 
-F,, T,, and the mean parameter p for the 2+1D model with a 10 x 10 spatial grid evolving 
over 20 time periods generated using Metropolis-Hastings. 
Mean SD Naive SE Time-series SE 
log (-r, ) -1.24535 0.3902 0.003902 0.006851 
log (, r,, ) -2.41882 0.1337 0.001337 0.002338 
11 0.09686 0.1328 0.001328 0.001940 
Table 4.15: The mean and standard deviation for the precision and mean parameters along 
with the time series standard error for the 2+1D model with a 10 x 10 spatial grid evolving 
through 20 time peHods. 
values are log (-r, ) = -1.6094 and log (-r,, ) = -2.3026. The chains in Figure 4.9 show 
reasonable mixing and convergence. The posterior distribution suggests log (-r, ) =-1.3 
which is higher than the true value of log (-r, ), log (-r,, ) = -2.4 which is lower than the 
true value of log (-r,, ) and it = 0.1 which is higher than the true value of 
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2.5% 25% 50% 75% 97.5% 
log (7, ) -1.8751 -1.523790 -1.28794 -1.0179 -0.3434 
log (, r, ) -2-6360 -2-510051 -2.43341 -2.3423 -2.1244 
1-t -0.1526 0.006876 0.09374 0.1867 0.3599 
Table 4.16: The 2.5116,251'o, 501%, 75106' and 97.5105 quantiles for the precision parameters 
for the 2+1D model with a 10 x 10 spatial grid evolving through 20 time periods. 
4.7 Discussion 
This chapter has compared three approaches for simulating the model parameters. The 
three approaches used were Gibbs sampling, data augmentation and a Metropolis-Hastings 
method. These three methods were compared using a 1+11) model with 100 spatial 
, nodes evolving over 20 time periods. The Gibbs algorithm uses the full conditionals to 
sample from the posterior distribution. The full conditionals are easy to obtain for the 
internal nodes in both the 1+11) model and 2+11) model however the corresponding full 
conditionals along the edges of the system can be more complicated to obtain. Data 
augmentation was the second approach considered, this model performed better than 
the Gibbs algorithm. The mixing and convergence of the parameter estimates was not 
ideal so the parameters were simulated using a Metropolis-Hastings approach. The chains 
obtained using this simulation technique mixed much better than those which used the 
Gibbs algorithm or the data augmentation approach. 
The Gibbs algorithm applied to the 1+11) model required 9.8 Megabytes of memory 
to run on a computer whereas the same model using data augmentation required 10 
Megabytes of memory and the Metropolis-Hastings method required 16 Megabytes of 
memory. Although the Metropolis-Hastings approach requires more computer memory 
the resulting chains performed better by the convergence statistics than the other two 
approaches and it required a smaller chain length. Computationally all three methods 
were easy to implement: the Gibbs algorithm due to the BUGS package which builds the full 
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conditionals for the model; the data augmentation and Metropolis-Hastings approaches 
rely on the GDAGsim library which is capable of calculating the maximum log likelihood 
of the model at each iteration. 
The examples examined in future chapters all use the Metropolis-Hastings approach 
for MCMC simulation, this method being easy to implement with the aid of the GDAGsim 
library. This approach has performed the best according to the convergence statistics and 
the increase in computational size is justified by the reduced chain size that is required. 
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Chapter 5 
The Coarse Model 
5.1 Introduction 
The model used in Chapter 3 adjusts for the edges of the system and in the case of the 
2+11) model produces an approximate stationary precision surface for the system which 
in turn leads to improved parameter estimation. This edge effect model is computation- 
ally demanding within the MCMC framework, so a method to reduce the computational 
time is desirable. One approach is to consider modelling on a coarse grid (Higdon et al. 
2003). In this coarse model every other spatial node is considered for the 1+11) system 
and one in four spatial nodes are considered for the 2+11) system at each time period 
(Figures 5.3 and 5.5). 
The aim of this model is to generate parameter estimates which are consistent and 
share interpretation between coarse and fine scales. The fine model can be approximated 
by a coarse model which is a Markov process of order two. In the 1+11) case each node 
has four parents. Here information is passed from three nodes at time period t-2 and 
one node from time period t-1 to the node of interest at time period t. Similarly the 
2+1D case uses a system with 10 parents with nine nodes from time period t-2 and one 
node from the time period t-1 to the node of interest at time period t. 
As in Chapter 3 the model can suffer from edge effects where parents are missing along 
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the edge of the system. These edge effects need to be considered and appropriate edge 
adjustments used, in this model there are more spatial nodes that lie along the edge of 
the system due to the second order dependence through time. All of the spatial nodes 
at time t=1 suffer from these edge effects as information can only be passed from the 
previous time period since the second order Markovian process can not be used in this 
time period. As well as dealing with a larger proportion of edge nodes in the coarse model 
the edge weights for the internal nodes are not as obvious as for the fine model. Not only 
do the weights have to be applied in space but due to the second order dependency they 
must also be applied across time periods. One approach is to calculate the conditional 
distribution for any node given its parents at time t-2 and t-I as in the method used 
for the fine model in Chapter 3. 
In order to generate the required edge weights and adjusted variances the stationary 
distribution is required. These values can be generated for a general zero mean unit 
precision model and then stored in a reference table ready to be read into the MCMC 
simulation program as described in Chapter 3 for the fine model. This stationary dis- 
tribution is obtained from the joint covariance matrix and then the rows and columns 
corresponding to the nodes of interest are used to form the variance covariance matrix 
for the coarse model. Numerical examples of the precision surfaces are given for both the 
1+1D and 2+11) models and the corresponding MCMC examples are given at the end of 
this chapter. 
5.2 The Second Order Markov Process 
To understand why a second order Markov process is required for the coarse model con- 
sider first the 1+11) model which uses every other spatial node at each time point (the 
circled nodes in Figure 5.1). If a first order Markov process was used to approximate 
the fine model, the latent node Oi(') would be conditional on one node Oi(t-') and this It 
model would be unable to describe the spatial dynamics of how the system evolves. The 
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use of a second order Markov chain allows information from nodes two time periods 
away to be used in the evolution of the system. Figure 5.1 shows the 1+1D model for 
three time periods and the hidden layers (see Chapter 2) at time periods t-1 and '2 
3 t-2. The circled nodes are the nodes which are available in the coarsened model 
and the arrows show the paths that can be used to pass information through the sys- 
tem. Node 0) has parents pa 
(Oýt)) 
= 
(Oýt-2) 
0(t-2) 0 (t-2) 0(t-1) The second order 2 1-2 )i)i 
Markov process can be similarly constructed for the 2+11) model, here 0ý has parents 
pa (OW) = 
(0 ýt_22 0 (t-2) 0(t-2) 0(t-2) 0(t-2) n(t-2) 9(t-2) O(t-2ý' O(t-2ý 0-1) 
- 1- J-21 i-2, j 7 i-2j+2i i2j-21 ij ) ý-ij+2) 'i+2, j-2) li+2, j i+2, j+2) i 
00 
00 
00 
00 
hidden layer 
time t-2 time t-1 time t 
Figure 5.1: The graphical representation of the hidden layer in the 1+1D model over two 
time periods. 
5.3 The Conditional Distribution 
For this coarse model the nodes of interest are every other node in each spatial dimension 
at each time period. In Figures 5.3 and 5.5 the nodes of interest for the 1+11) and 2+11) 
models have been circled. To distinguish between the coarse and fine models let 5 be 
nodes on the coarse scale and 0 be nodes on the fine scale. Therefore Oi(') is the node of 
interest and pa 
(Oiýýt) ) is the vector of its parents. The conditional distribution of interest 
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xyz 
0-0 
Figure 5.2: The second order Mark-ov process for the fine 1+1D model. 
is k') lpa (kýt)) which is given by 
Ö (t)Ipa(bi(t» - N(E(bi(t»+Cov(äi(t), pa(6i(t») i 0,1 
(t» x Var 
(pa (äi (pa E (pa (äi 
Var Cov (äi(t), pa 
(t» (t») (t») Cov (pa (bi x Var 
(pa (äi 
(5.1) 
The distribution of o, (') is not known however it can be determined form the joint 
distribution of the the second order Markov process for a fine model where, in the 1+11) 
situation the node of interest has eight parent nodes or in the 2+11) model it has thirty 
four parent nodes. Using the 1+11) model the coarse model can be formulated as follows. 
Consider the situation depicted in Figure 5.2 if node Z is normally distributed with mean 
0 and variance Vz = vo, Y is from a multivariate Normal distribution with the mean of 
each node being 0 and variance matrix 
VO 
V1 
V2 
VI V2 
Vo Vi 
Vi Vo 
and X is from a multivariate Normal distribution with the mean of each node being 0 
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and variance matrix 
VO VI V2 V3 V4 
V1 VO VI V2 V3 
VX V2 V1 VO VI V2 
V3 V2 VI VO V1 
V4 V3 V2 V1 VO 
Then the joint distribution of these three variables is multivariate Normal with mean 0 
for each node and joint variance matrix given by 
V. V. y V., ý 
VY - VY VY ý 
Y'. Vý Y V. 
The sub matrices V Vy and V are given above and V ., y, 
Vy, and V are the covariances 
between the three distributions. 
V--y = Cov (X, Y) (5.3) 
VY, = Cov (Y, Z) (5.4) 
Cov (X, Z) 
= Cov(X, Y)Var(Y)-'Cov(YZ), (5.5) 
since X is independent of Z given Y. Define B to be the evolution matrix which maps 
distribution X to distribution Y and D to be the evolution matrix which maps distribution 
Y to distribution Z. Then the covariances in Equation (5.2) are given by, 
Vx, y = Cov (X, Y) 
= Cov (X, BX + e) 
= Cov (X, BX) 
= VBll (5.6) 
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where c is a white noise factor. Similarly 
vy Z= Cov (Y, Z) 
= Cov (Y, DY + E) 
= Cov (Y, DY) 
V D' (5.7) y 
where D is a weight matrix. Using the properties of conditional independence 
VX, Z = Cov (X, Z) 
= Cov (X, Y) Var (Y)-1 Cov (Y, Z) 
v. y vy- , vy 
y 
V v-1 B' . 
Vy D' 
V BDi. (5.8) 
The coarse model is obtained by using the only the nodes which are parents in the 
coarse model. In this coarse joint model each node has mean zero and variance matrix 
obtained by extracting the lines and columns of variance matrix (Equation (5.2)) which 
relate to the parent nodes. The method above can be applied to Equation (5.1) where the 
joint distribution over the three time periods is developed. The three covariances required 
to develop the joint covariance matrix are 
Vt-2, t-I `- Vt-2B', 
Vt-,, t = Vt-, D', 
Vt-2, t ---: Vt-2B'D'. 
Using these identities the conditional distribution for the coarse model is obtained by 
using only the rows and columns of the variance covariance matrix which correspond to 
nodes which are parents in the coarse model along with the parents that are available 
at a given point. The 2+1D model is obtained in a similar manner by formulating the 
second order Markov process for the fine model and then extracting the corresponding 
coarse model covariance matrix. 
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5.3.1 Creating a reference table 
As in the previous Chapter it is computationally beneficial to have a reference table 
with the corresponding edge adjustments and conditional variances for various values of 
temporal dependence, a. Sections 3.5.1 and 3.5.2 showed how these values should be 
transformed for models with non zero mean or non unit precision. Again consider a 
reference table for aE [0,1) in steps of 0.01. The stationary variance matrix is given 
by E= (I - GG')-1 where G is the weight matrix for the fine model. The variance 
matrices Vt-2, Vt-1 and Vt are now defined using the elements from E. The covariances are 
calculated using Equations (5.6), (5.7) and (5.8) where B and D are given weight matrices, 
thus the joint covariance matrix is known. The adjusted expectation and conditional 
variance can now be calculated using Equation 5.1 with the associated edge weight for each 
parent and the conditional precision for each node for each value of temporal dependence 
being stored in the reference table (see Table A. 2). 
5.4 I+ID model 
Consider the zero mean 1+11D model with unit precision and binomial weights with n 
spatial nodes and T time periods as defined in Section 2.6.2. The corresponding coarse 
model for a node at time period t is defined by its parents at time periods t-2 and t-1. 
The 1+11) model with second order Markov process is shown in Figure 5.3 the parents of 
node 0) in the coarse model are those nodes which have been circled. 
By building the fine model depicted in Figure 5.3 (using all 9 nodes) the distribution 
of the coarse model can be determined from the corresponding second order fine model 
where the parents of Oi(') come from both time t-1 and time t-2 
(-ýt)) 
= 
(fiýt-2) -(t-2) fi(t-2) -ýt-l)) 
ýýý 
(0ýt-2), 
0ýt-2), 0(t-2), ýt-l) i. e. pa 0, ., 
Oi i+1 ) 0% 
01 Once the full 
1-1 %-2 2 i+2 
joint variance matrix has been determined the rows and columns corresponding to the 
coarse model can be extracted to form the joint variance matrix for the coarse model for 
use in the conditional distribution. 
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0 -(t-2 
time t-2 time t-1 time t 
Figure 5.3: The graphical representation of the 1+1D coarse model which uses the second 
order Mark-ov process. 
I The joint covariance matrix for the fine model is given by 
Vt-2 Vt-l, t-2 Vt, t-2 
Vt-i Vt, t-i (5.9) 
vt 
where Vt-2, Vt-,, and Vt, are known, hence only the covariances Vt-l, t-2, Vt, t-2 and Vt, t-I 
need to be calculated using Equations 5.6,5.7 and 5.8. 
Vt-l, t-2 " Vt-2B', 
Vt-,, t = Vt-, D', 
Vt-2, t Vt-2B'D' 
where B and D are isotropic binomial weight matrices for this model, for a given node 
the weight matrices are given by b and d; 
12100) Oi"-l' 
(t 01210 Oi - 1) ) 
00121 0-1) 1+1 
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a( 121 4 
The joint variance matrix is now known for the fine model, the variance matrix for the 
Oýt-2) 0(t-2) O(t-2) O(t-1) coarse model is obtained by extracting the values relating to -2 3i) ui+2 ) "i 
and 0). These values can now be used in Equation 5.1, e. g. if the node of interest is in T 
the centre of the system all 5 parents are used to calculate the conditional distribution 
for the model of interest however along the edges at time t=1, and spatial locations 0 
and n-1 fewer parents are available, thus the conditional distribution must be adjusted 
accordingly. 
5.4.1 Numerical Example 
The model above applied to a grid with 100 spatial nodes and 20 time periods yields the 
precision surfaces shown in Figure 5.4. Table 5.1 gives the theoretical stationary precision 
for the corresponding fine model along with the range of values the state precision takes 
in the simulated system for the coarse model, the final column gives the size of this range. 
Figure 5.4, along with Table 5.1, shows that the surface is approximately stationary with 
the size of the range being relatively small 0.001070816 for a=0.7 and 0.04086080 for 
a=0.99, which are slightly larger than the size of the range given by the fine model using 
conditional edge adjustments (see Table 3.6). 
a Stationary Precision Range Size of range 
0.7 0.7713946 0.7724805 0.7735514 0.001070816 
0.9 0.5144359 0.5229797 0.5310948 0.008115075 
0.95 0.3854864 0.4012195 0.4160731 0.01485352 
0.99 0.1867609 0.2365524 0.2774132 0.04086080 
Table 5.1: Stationary precision and the associated range for a 100 spatial node model at 
time T= 20 with coarse edoe weit7hts. 
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Figure 5.4: Precision of the 1+ 1D system for a 100 spatial node model at T=20 using the 
coarse model for (a) a=0.7, (b) a=0.9, (c) a=0.95, (d) a=0.99. 
5.5 2+ID Model 
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Figure 5.5: The graphical representation of the 2+1D coarse model which uses the second 
order Mark-ov process. 
For the 2+1D model the same procedure as in Section 5.4 is used but now the parents 
of node Of') come from a5x5 grid at time t-2 and a3x3 grid at time t-1. Tile circled 
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nodes in Figure 5.5 are the parent nodes of interest in the 2+ID coarse model. The joint 
covariance matrix is calculated in the same way as for the 1+11) model; 
Vt-l, t-2 :" Vt-2B', 
Vt-,, t = Vt-, D', 
Vt-2, t = Vt-2B'D. 
where B and D are weight matrices for the model and matrices b and d are the weight 
matrices for a given node. 
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The weight matrix for b is 
1116 
1 0 0 0 0 0 0 0 0 
2 1 0 0 0 0 0 0 0 
1 2 1 0 0 0 0 0 0 
0 1 2 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 
4 2 0 2 1 0 0 0 0 
2 4 2 1 2 1 0 0 0 
0 2 4 0 1 2 0 0 0 
0 0 2 0 0 1 0 0 0 
1 0 0 2 0 0 1 0 0 
2 1 0 4 2 0 2 1 0 
1 2 1 2 4 2 1 2 1 
0 1 2 0 2 4 0 1 2 
0 0 1 0 0 2 0 0 1 
0 0 0 1 0 0 2 0 0 
0 0 0 2 1 0 4 2 0 
0 0 0 1 2 1 2 4 2 
0 0 0 0 1 2 0 2 4 
0 0 0 0 0 1 0 0 2 
0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 2 1 0 
0 0 0 0 0 0 1 2 1 
0 0 0 0 0 0 0 1 2 
0 0 0 0 0 0 0 0 1 
17 
The weight matrix d is given by, 
d= Ta6- 
(121242121 
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The joint variance matrix is now known for the fine model, the variance matrix for 
the coarse model is obtained by extracting the values relating to 0(t-') 0(t-2) 0(t-2) i-2, j-2i i-2J7 i-2, j+2i 
Oýt-2) (t-2) q(t-2) (t-2) 0(t-2) O(t-2 
ij-2) 
Oij 
)1i, j+2,0 and 071) These values can now be used in i+2, j-2i i+2, j 7 i+2, j+2 i, 3 * 
Equation 5.1, e. g. if the node of interest is in the centre of the system then all 10 parents 
are used to determine the conditional distribution for that node. The approach used in 
Chapter 3 to deal with edge effects can be applied to this model using the appropriate 
number of parents depending on the nodes spatial location. 
5.5.1 Numerical Example 
The model above applied to a grid with a 10 x 10 spatial grid and 20 time periods (i. e. the 
coarse model uses a5x5 spatial grid) yields the precision surfaces shown in Figure 5.6. 
This figure along with Table 5.2 shows that the surface is approximately stationary with 
the size of range being relatively small 0.0002872 for a=0.7 and 0.0279085 for a=0.99, 
which are slightly larger than the size of the range given by the fine model using conditional 
edge adjustments (see Table 3.7). 
a Stationary Precision Range Size of range 
0.7 0.9119323 0.9121857 0.9124729 0.0002872 
0.9 0.8039998 0.8076038 0.8116600 0.0040562 
0.95 0.7429752 0.7518639 0.7614151 0.0095512 
0.99 0.627286 0.6571248 0.6850333 0.0279085 
Table 5.2: Stationary precision and the associated range for a 10 x 10 spatial model at 
time T= 20 using the coarse model. 
5.6 MCMC Example 
In this Section examples for both the 1+1D and 2+11) model are presented. Both exam- 
ples use the same generated data as in the examples from Chapter 4 to allow comparisons 
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Figure 5.6: Precision of the system on a 10 x 10 spatial grid at time T= 20 using the 
coarse model for (a) a=0.7, (b) a=0.9, (c) a=0.95, (d) a=0.99. 
between the fine and coarse methods when simulating from the posterior distribution of 
the precision parameters. This coarse approach will hopefully provide a good estimate 
for the precision parameters whilst reducing the computational time. 
5.6.1 1+ID model 
Consider a 1+11D model with 100 spatial nodes evolving over 20 time periods. The data 
was generated from a model with r, = 0.2, -r,, = 0.1, p=0.0 and oz = 0.7. In order to use 
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the coarse model on a 50 spatial node grid evolving over 20 time periods the data must 
be mapped to the coarse grid. This is done by mapping the data to the nearest coarse 
grid point prior to carrying out the simulations. The mean of the data and the temporal 
dependence are considered known whilst the two precisions are considered unknown and 
are simulated using the Metropolis-Hastings method discussed in Section 4.4. A Gamma 
prior is used for both precision values, F(O. 01,0.01). The random walk update for the two 
parameters where -ri* is the proposed value is given by, 
rs + 
+ 
where 
N(O, 100-1), 
N(O, 400-1). 
The memory used by the program for the coarse model is 16 Megabytes whereas the 
memory used by the fine model was 31 Megabytes, which results in aa considerable 
reduction in the computational time for the model if the coarse approach is adopted. The 
results for this model are shown in Figure 5.7. The mixing in this model is good however 
the chain has not converged on the correct values, log(-r, ) = -1.6 and log(-r,, ) = -2.3. 
Table 5.3 shows the summary statistics for the generated data, the log of the inverse 
variance is -2.77. Examination of Figure 5.7 suggests that the variance of the data has 
pulled the observational precision away from the true value. This is probably due to the 
increased number of observations at each spatial location, in this 1+11) model there are 
two observations at each spatial location in each time period. One approach is to consider 
thinning the data to the same size as the coarse grid. Repeating the above MCMC 
simulation with the coarsened data yields the trace and density plots in Figure 5.8. These 
plots show good mixing and the true parameter values lie within the range of the posterior 
distribution. 
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Figure 5.7: The trace and density plots for the two precision parameters 7-, and r,, for 
the 1+1D model with 100 spatial nodes evolving over 20 time periods generated using the 
coarse model with a complete set of data. 
Min. lst Qu. Median Mean 3rd Qu. Max. Var 
-13.95000 -2.81400 -0.06284 -0.11390 2.61300 12-51000 15.97770 
Table 5.3: Summary statistics for the generated 1+1D data. 
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Figure 5.8: The trace and density plots for the two precision parameters T, and T,, for 
the 1+1D model with 100 spatial nodes evolving over 20 time periods generated using the 
coarse model with thinned data. 
The reduction of grid points using the coarse model reduces the computational time 
required for the MCMC simulations, however for the simulations to converge in the right 
area the number of observations should not exceed the total number of grid points in the 
model. Tables 5.4 and 5.5 show summary statistics and quartiles corresponding to the 
model in Figure 5.8, from these results the model suggests that the parameter estimates 
for this model are log (-r,, ) = -1.7 and log (-r,, ) = -2.0. Using GDAGsim the corresponding 
fine model model on a 100 spatial node and twenty time period grid can be built with 
these estimates. The mean of the underlying latent model at time period t=4 is shown 
in Figure 5.9. The data was originally generated from a random distribution hence the 
random dispersion of the latent means through time is the expected distribution for the 
ill 
----- ----- 
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Mean SD Naive SE Time-series SE 
log(-r, ) 
log(T,, ) 
-1.730 
-2.018 
0.3058 
0.2585 
0.001368 
0.001156 
0.002376 
30.526755 
Table 5.4: The mean and standard deviation for the precision parameters along with the 
time series standard errorfor the 1+1d model with 100 spatial nodes evolving through 20 
time periods using the coarse model with thinned data. 
2.5% 25% 50% 75% 97.5% 
log (-r, ) 
log (-r,, ) 
-2.243 
-2.443 
-1.939 
-2.196 
-1.758 
-2.046 
-1.554 
-1.875 
-1.058 
-1.435 
Table 5.5: The 2.5%, 25%, 50%, 75% and 97 5% quantiles for the precision parameters for 
the 1+1d model with 100 spatial nodes evolving through 20 time periods using the coarse 
model with thinned data. 
latent structure. Similar plots from other time periods showed a similar random dispersion 
as did the plot for predictive time t= 20. 
5.6.2 2+ID model (1) 
Consider a 2+11) model with 100 spatial nodes on a 10 x 10 spatial grid evolving over 20 
time periods. The data was generated from a model with T, = 0.2, T,, = 0.1, y=0.0 and 
a=0.7. In order to use the coarse model on a5x5 spatial grid evolving over 20 time 
periods the data must be mapped to the coarse grid. This is done by mapping the data to 
the nearest spatial coarse grid point prior to carrying out the simulations. The mean of 
the data and the temporal dependence are considered known whilst the two precisions are 
considered unknown and are simulated using the Metropolis-Hastings method discussed in 
Section 4.4. A Gamma prior is used for both precision values, IP(O. 01,0.01). The random 
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Figure 5.9: Plots of the mean of the simulated latent structure at time period t=9. 
Mean SD Naive SE Time-series SE 
log (-r, ) 
log (T,, ) 
-1.873 
-1.985 
0.2505 
0.2423 
0.003653 
0.003534 
0.00651 
0.04177 
Table 5.6: The mean and standard deviation for the precision parameters along with the 
time series standard error for the 2+1D model with a 10 x 10 spatial grid evolving through 
20 time periods using a parallel approach with eight chains each of 5000 iterations. 
walk update for the two parameters where -ri* is the proposed value is given by, 
-r* = -r ,+X, 
-r, *, =7-,, +y 
where 
x N(O, 100-1), 
y N(O, 400-1). 
This coarse model is computationally much smaller than the fine model (5 Megabytes 
compared with 32 Megabytes). Figure 5.10 shows the MCMC simulation for the model 
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Figure 5.10: The trace and density plots for the two precision parameters 'T, and -r,, for 
the 2+ID model on a 10 x 10 spatial spatial evolving over 20 time periods generated using 
the coarse model with a complete set of data. 
2.5% 25% 50% 75% 97.5% 
log (7-,, ) 
log (T,, ) 
-2.301 
-2.369 
-2.050 
-2.156 
-1.900 
-2.011 
-1.717 
-1.854 
-1.319 
-1.406 
Table 5.7: The 2.5%, 25%, 50%, 75% and 97.5% quantiles for the precision parameters 
for the 2+1D model with a 10 x 10 spatial grid evolving through 20 time periods using a 
parallel approach with eight chains each of 5000 iterations. 
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Figure 5.11: The trace and density plots for the two precision parameters -r, and r,, for 
the 2+1D model on a 10 x 10 spatial spatial evolving over 20 time periods generated using 
the coarse model with thinned data. 
with a complete set of data, as in the 1+11) model the chains do not converge to the 
actual parameter values. Figure 5.11 shows the corresponding trace and density plots 
for the model with the thinned data where only one observation for each coarse grid 
point is used. Due to the small size of this coarse model (5 x5 spatial grid evolving 
over 20 time periods) the MCMC simulation is not perfect and better results would be 
expected from a larger model. Examination of Figure 5.11 suggests parameter estimates 
of log(-r,, ) = -1.6 and log(-r,, ) = -2.4, these estimates were chosen by examining the 
posterior distributions and selecting the mode of the model. The parameter estimates 
given by the summary statistics and quartile ranges in Tables 5.7 and 5.6 would suggest 
parameter estimates which are slightly different. Using these values from Figure 5.11 the 
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underlying latent structure can be generated along with the surface plots of the mean 
of the latent structure as shown in Figure 5.12. These plots show that the mean values 
are randomly spread through space as expected and there are no obvious patterns in the 
data. The predictive surface plot for time t= 20 (Figure 5.13) is much smoother as there 
is no information from data at that time period available. 
5.6.3 2+ID model (2) 
Consider a 2+11) model with 400 spatial nodes on a 20 x 20 spatial grid evolving over 
20 time periods. The data was generated from a model with 7-,, = 0.2, -r,, = 0.1, /-1 = 0.0 
and a=0.7. In order to use the coarse model on a 10 x 10 spatial grid evolving over 20 
time periods the data must be mapped to the coarse grid. This is done by mapping the 
data to the nearest spatial coarse grid point, the data is also thinned to the size of the 
latent grid prior to carrying out the simulations. The mean of the data and the temporal 
dependence are considered known whilst the two precisions are considered unknown and 
are simulated using the Metropolis-Hastings method discussed in Section 4.4. A Gamma 
prior is used for both precision values, r(O. 01,0.01). The random walk update for the two 
parameters where -ri* is the proposed value is given by, 
7- + X, 
7-, = 7-, 
where 
N(O, 25-1), 
y- N(O, 25-1) 
The results for the MCMC are given in Figure 5.14 and Tables 5.8 and 5.9 for this 
model, the distribution is less skewed than for the model with a 10 x 10 spatial grid evolving 
over 20 time periods and the parameter estimates form the posterior distribution for this 
model are log (T, ) =-1.9 and log (T,, ) = -2.0. Again these parameters can be used to 
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Thvw t-4 Tim t. 9 
X, 
(a) 
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Figure 5.12: Surface plots generated on the fine 10 x 10 spatial grid using the estimate 
from the coarsened model at (a) Time period 0, (b) Time period 4, (c) Time period 14 
and (d) Time period 19. 
Mean SD Naive SE Time-series SE 
log (, r, ) 
log (7-, ) 
-1.871 
-1.986 
0.2520 
0.2432 
0.008956 
0.008641 
0.01621 
0.01560 
Table 5-8: The mean and standard deviation for the precision parameters along with the 
time series standard error for the 2+1D model with a 20 x 20 spatial grid evolving through 
20 time periods using a parallel approach with eight chains each of 5000 iterations. 
(b) 
X20- 
Tim t. 19 
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Predictive time, Time t--20 
Figure 5.13: Predictive surface plot for the generated 10 x 10 model. 
2.5% 25% 50% 75% 97.5% 
log (T,, ) 
log (, r, ) 
-2.301 
-2.371 
-2.050 
-2.159 
-1.896 
-2.012 
-1.715 
-1-852 
-1-311 
- 1.409 
Table 5.9: The 2.51%, 25%, 50%, 75% and 97.5115 quantiles for the precision parameters 
for the 2+1D model with a 20 x 20 spatial grid evolving through 20 time periods using a 
parallel approach with eight chains each of 5000 iterations. 
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Figure 5.14: The trace and density plots for the two precision parameters -r, and 7,, for 
the 2+1D model with a 20 x 20 spatial grid evolving over 20 time periods generated using 
a parallel approach with eight chains each of 5000 iterations. 
generate mean surface plots of the latent structure but as in the previous model the data 
is generated randomly across the latent structure and no obvious patterns in the data can 
be seen. 
5.7 Discussion 
The model is developed in the same way as the fine model in Chapter 3 with the de- 
velopment of a reference table for edge weights and associated conditional precisions for 
each location within the model. Edge effects are increased in this model due to the in- 
creased number of nodes which are classified as edge nodes with the introduction of the 
second order Markov process; the first two time periods and the two nodes at each edge 
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of the 1+11) model or the first two time periods and the first and last two rows/columns 
of the spatial grid in the 2+11) model are edge nodes with an incomplete set of parent 
nodes available. This increased number of edge nodes does reduce the accuracy of very 
small models but the coarse model is designed for use with large models where the com- 
putation time is unacceptably long for the fine model. Once the parameters have been 
estimated these estimates can then be used in the corresponding fine model to generate 
the predictive distribution. 
This coarse model is computationally more efficient than the full model described in 
Chapter 3. It requires both the underlying latent grid and the observations to be thinned, 
if the data is not thinned the chains do not converge to the true parameter values due 
to the large influence from the data being mapped to locations where it did not originate 
from. 
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Chapter 6 
Examination of Temporal and 
Spatial Dependencies 
6.1 Introduction 
In Chapter 4a number of 1+1D and 2+1D models were examined using three MCMC 
methods for model simulation. The final example estimated both precision parameters 
and the mean parameter using the Metropolis-Hastings method. This chapter extends 
the model further by using the Metropolis-Hastings method to simulate the precision 
parameters, the temporal parameter a and an additional spatial parameter 6. This 
chapter is concerned with whether the spatial and temporal dependency parameters can be 
determined from the data or if they are too weakly identified to be estimated empirically. 
To develop the DLM for this model consider the 2+11) scaled edge weight model from 
Chapter 3 where the weights along the edge of the system are scaled so that they sum 
to 1. The spatial and temporal dependence parameters are initially examined separately 
and then this chapter concludes with an example that considers updating both of these 
dependency parameters together. 
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6.2 Temporal parameter 
The temporal parameter oz has been the only parameter controlling spatial and temporal 
dependence in the models examined previously. The model under consideration is again 
defined by Equation (2.1) and the evolution matrix C is defined as in Equation (2.9) by 
the elements of g. For a given node the weights are given by 
'S TG 
g=a (6.1) 
M9 TU 
where a is the temporal dependence parameter. This model has a "canonical" spatial de- 
pendence, i. e. for a fixed degree of temporal dependence, the degree of spatial dependence 
is fixed. 
6.2.1 Example 
Consider a 2+11) model with scaled edge weights, known mean but unknown precision and 
temporal dependence. The Metropolis-Hastings method is used to simulate the unknown 
variables, as in Chapter 4 the prior distribution for the precision parameter is a Gamma 
distribution. The prior distribution for the temporal dependence is chosen to be a Beta 
distribution since oz C- [0,1), 
-r, -r (0.01,0.01) 1 
-F - IP (0.0 1,0.0 1) , 
a- Beta(a, b). 
The model examined is generated on a5x5 spatial grid over ten time points, five different 
prior distributions for a are considered, a- Beta (1,1), a- Beta (2,3), a- Beta (3,2), 
a- Beta (1,5) and a Beta (5,1). The model uses generated data with parameters 
-r, = 0.2, -r,, = 0.1 and ce 0.7 which are to be simulated and IL =0 is considered known. 
Figures 6.1 to 6.5 show the results for the five different prior distributions applied to the 
temporal dependence parameter. The vertical line on each of the density plots represents 
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Figure 6.1: Trace and density plots for the state precision, observation precision and 
temporal dependency parameter from an MCMC run with 500,000 iterations. The prior 
distribution for the temporal dependency parameter is Beta(l, 1) and is shown by the 
dashed line on the density plot. 
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Figure 6.2: Trace and density plots for the state precision, observation precision and 
temporal dependency parameter from an MCMC run with 500,000 iterations. The prior 
distribution for the temporal dependency parameter is Beta(2,3) and is shown by the 
dashed line on the density plot. 
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Figure 6.3: Trace and density plots for the state precision, observation precision and 
temporal dependency parameter from an MCMC run with 500,000 iterations. The prior 
distribution for the temporal dependency parameter is Beta(3,2) and is shown by the 
dashed line on the density plot. 
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Figure 6.4: Trace and density plots for the state precision, observation precision and 
temporal dependency parameter from an MCMC run with 500,000 iterations. The prior 
distribution for the temporal dependency parameter is Beta(l, 5) and is shown by the 
dashed line on the density plot. 
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Figure 6.5: Trace and density plots for the state precision, observation precision and 
temporal dependency parameter from an MCMC run with 500,000 iterations. The prior 
distribution for the temporal dependency parameter is Beta(5,1) and is shown by the 
dashed line on the density plot. 
the true parameter value from the simulated data and the dashed line on the density plot 
for the temporal dependence parameter represents the prior distribution. These figures 
show that there are some mixing problems in the models. The trace and density plots for 
the two precision values show that even when the temporal parameter is well estimated 
these values are not, this is partly due to using the scaled edge weight model which is 
unable to correctly describe the evolution along the edges of the system. These figures 
also show that the posterior distribution for the temporal dependence parameter is very 
similar to the prior distribution used, thus the temporal dependency parameter is weakly 
identified by the data. 
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6.3 The spatial dependence parameter 
(t) 
I-2 
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i+l, j 
Time t Time t+l 
Figure 6.6: The five parent system for the 2+1D model. 
The spatial dependence parameter, 6 has not appeared explicitly in the model however 
I it is contained within the evolution matrix G. In order to introduce the spatial dependence 
parameter to the model consider a system with five parents (see Figure 6.6). Define the 
weight matrix g for a given node in this five parent model to be 
0 
g=a 
0 
4,3 
Where 6E [0,1) this representation allows the weight matrix to represent a number of 
situations from information only being passed from node 071) to node 0ý or to the W IJ 
model where none of the information comes from the node of interest at the previous time 
period. In the binomial weight model developed in Section 2.6.3 a nine parent model was 
developed where the second order parents had half the weight that the first order parents 
had. Extending this spatial dependence model to the nine parent model gives the weight 
matrix for a particular node as 
16 
0 
14 
Tf 
60 
- 7 
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if we make the simplifying assumption that the corners have half the weight of the edges, 
as for the canonical representation. The spatial dependency parameter is still defined as 
j6 E 
[0,1) and the nine parent model is capable of representing the nine parent isotropic 
binomial weight model as defined in Chapter 2. 
6.3.1 Example 
Consider a 2+11) model with scaled edge weights, known mean and temporal dependence 
but unknown precision and spatial dependence. The Metropolis-Hastings method is used 
to simulate the unknown variables, as in Chapter 4 the prior distribution for the precision 
parameter is a Gamma distribution. The prior distribution for the spatial dependence is 
chosen to be a Beta distribution since, 6 E [0,1). In order to use the generated data from 
the previous example the spatial dependence parameter for the binomial weight model 
needs to be calculated, 
O 1 1 1 
T :I TG 9 IG 
ce 0 T 
60 
-7- a 
0 
T21 T4 Ta 8 16 
when 6=0.875. 
The Metropolis-Hastings method is used to simulate the unknown variables, as in 
Chapter 4 the prior distribution for the precision parameter is a Gamma distribution. 
The prior distribution for the spatial dependence is chosen to be a Beta distribution since 
EE [0,1), 
log(TS) - 
log(T,, ) - IP(O. 01,0.01)) 
,3- 
Beta (a, b) . 
The model examined is on a5x5 spatial grid over ten time periods, five different 
prior distributions for 6 are considered, 0- Beta (1,1), 3- Beta (2,3), P- Beta (3,2), 
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,6- Beta (1,5) and 0- Beta (5,1). The model uses generated data with parameters 
T, = 0.2, -r,, = 0.1 and 0.875 which are to be simulated and 0 and a=0.7 are 
considered known. 
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Figure 6.7: Trace and density plots for the state precision, observation precision and 
spatial dependency parameter from an MCMC run with 500,000 iterations. The prior 
distribution for the spatial dependency parameter is Beta(l, 1) and is shown by the dashed 
line on the density plot. 
Figures 6.7 to 6.11 show the results for the five different prior distributions applied to 
the spatial dependence parameter. The vertical line on each of the density plots represents 
the true parameter value from the simulated data and the dashed line on the density plot 
for the spatial dependence parameter represents the prior distribution. These figures show 
that there are some mixing problems in these models. The trace and density plots for 
the two precision values show that even when the temporal parameter is well estimated 
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Figure 6.8: Race and density plots for the state precision, observation precision and 
spatial dependency parameter from an MCMC run with 500,000 iterations. The prior 
distribution for the spatial dependency parameter is Beta(2,3) and is shown by the dashed 
line on the density plot. 
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Figure 6.9: Trace and density plots for the state precision, observation precision and 
spatial dependency parameter from an MCMC run with 500,000 iterations. The prior 
distribution for the spatial dependency parameter is Beta(3,2) and is shown by the dashed 
line on the density plot. 
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Figure 6.10: Trace and density plots for the state precision, observation precision and 
spatial dependency parameter from an MCMC run with 500,000 iterations. The prior 
distribution for the spatial dependency parameter is Beta(l, 5) and is shown by the dashed 
line on the density plot. 
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Figure 6.11: Trace and density plots for the state precision, observation precision and 
spatial dependency parameter from an MCMC run with 500,000 iterations. The prior 
distribution for the spatial dependency parameter is Beta(5,1) and is shown by the dashed 
line on the density plot. 
these values are not, this is partly due to using the scaled edge weight model. These 
figures also show that the posterior distribution for the spatial dependence parameter is 
highly correlated with the prior distribution used thus the spatial dependency parameter 
is weakly identifiable from the data. 
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6.4 Examining the spatial and temporal dependen- 
cies together 
In this section two examples are examined as extensions to the previous sections, the first 
example is on a small generated data set described on a5x5 spatial grid over ten time 
periods with four of the parameters in the model treated as unknown (-r,, -[,,, a and 0) and 
the mean parameter /i treated as known. The second example is on a large generated data 
set described on a 10 x 10 spatial grid over twenty time periods and has four parameters 
in the model treated as unknown (-r,, -r,,, a and, 8) and the mean parameter /I treated as 
known. 
In both models the prior distributions are given by 
-rý, ,r (o. o 1, o. o i) , 
-r,, - IP(O. 01,0.01), 
Beta (1,1) 
, 
Beta (1,1) 
Le both the spatial and temporal dependency parameters have a weak prior associated 
with them. 
6.4.1 Example I: Small data set 
Figure 6.12 shows the trace and density plots for the small model. There are some 
mixing problems present and it can be seen that the marginal posterior distribution for 
the temporal dependency parameter is strongly influenced by the prior distribution. The 
parameter estimation for the spatial parameter is not as good as in the model with 
fixed temporal dependence however given these mixing problems the chain for the spatial 
dependence has performed reasonably well. 
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6.4.2 Example 2: Large data set 
Figure 6.13 shows the trace and density plots for the large model. There are some mixing 
problems present and it can be seen that the marginal posterior distribution for the 
temporal dependency parameter is strongly influenced by the prior distribution. The 
parameter estimation for the spatial parameter is not as good as in the model with fixed 
temporal dependence. 
6.5 Discussion 
The choice of prior distribution strongly influences the marginal posterior distributions 
of a and 8. Both a and 3 are only weakly identified by the data. When both tile spatial 
and temporal dependency parameters are simulated simultaneously the trace plots for 
both examples show that there are some mixing issues which require investigation. In the 
examples discussed in this chapter it appears as though the failure to identify the spatial 
or temporal parameters could be due to bad mixing involving the precision parameters. 
Further investigations which treated the precision parameters as known still highlighted 
these identifiability problems with spatial and temporal dependence parameters. This 
suggests that the approach adopted elsewhere in this thesis, using just one parameter to 
represent the spatio-temporal dependence is probably a sensible strategy. 
To extend this model to have conditional edge weights would require the reference 
table for edge adjustments to be extended so that there is a set of adjustments for each 
possible combination of a and 8. This would require the reference table to have 10,000 
rows of information. The calculation of such a database requires a significant amount of 
computational time as well as increasing the computational time of the MCMC simulation 
( C' code at each iteration and as a consequence it is not feasible to consider it in this 
thesis. 
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Figure 6.12: Trace and density plots for the state precision, observation precision spatial 
and temporal dependency parameter from an MCMC run with 500,000 iterations on a 
5x5 spatial grid over ten time periods. The prior distribution for the both the spatial 
and temporal dependency parameter is Beta(l, 1) and is shown by the dashed line on the 
density plots. 
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Figure 6.13: Trace and density plots for the state precision, observation precision spatial 
and temporal dependency parameter from an MCMC run with 500,000 iterations on a 
10 x 10 spatial grid over twenty time periods. The prior distribution for the both the 
spatial and temporal dependency parameter is Beta(l, 1) and is shown by the dashed line 
on the density plots. 
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Chapter 7 
Case Studies 
7.1 Introduction 
The models discussed in Chapters 3 and 5 have been tested in the context of simulated 
data. In this chapter these models are applied to two real data sets. These examples use 
ocean temperature data and apply both the fine and coarse models. The data used in 
this chapter has appeared in the literature. See Higdon (1998), Stroud et al. (2001) and 
Lavine & Loizier (1999). 
The first data set is a thin strip of the North Atlantic taken from 20 to 30 degrees 
latitude and -80 to -20 degrees longitude and the second set is a "square" region 
from 20 to 50 degrees north of the Equator and running from -30 to 0 degrees lon- 
gitude. The data is obtained from the National Oceanographic data centre (NODC) 
http: //www. nodc. noaa. gov/. This centre collects data from around the world which is 
available to download from the World Wide Web. Ocean station data (NANSEN) was 
considered for the two data sets from the variables available. Location (in degrees, min- 
utes and seconds), time of the observation (day, month and year), depth of the observation 
and temperature of the observation were the variables of interest. These variables were 
extracted from the NODC data file using a simple Python script (van Rossum & Drake). 
Python is available from http: //www. python. org/. The data was then converted into a 
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usable form in R. Here the observations were indexed according to their time and location 
for depths of approximately 100m. The resulting data file consists of the location index 
and the observation value ready to be read into an appropriate 'C' program for MCMC 
analysis. The data is continuous in both space and time and must be filtered so that it 
can be mapped onto the underlying latent grid. The data is filtered so that at most one 
observation exists for each latent grid point with resolution I degree by I degree. If more 
than one observation exists at a grid point then its spatial location defined by degrees 
minutes and seconds is used to identify the observation which is nearest to the grid point. 
If multiple observations exist at this spatial location only one of them is retained. This 
method for thinning the data is also used to map the data onto smaller grids to reduce 
the effect of having multiple observations at a grid location in the smaller models. 
Initially a fine grid analysis on a small sample of the data is used to determine suitable 
mixing parameters for the Metropolis Hastings algorithm. Then the coarse model is 
applied to the full set of data which corresponds a fine grid of resolution 1 degree by 1 
degree. The parameter estimates from the coarse model are then used to produce surface 
plots of the temperature, by carrying out interpolation using the fine model 
7.2 Case Study 1: Small Data Set 
The data in this example is taken from 20 to 30 degrees latitude and forms a rectangular 
region running from -80 to -20 degrees longitude. The data is recorded over 10 years 
from 1979 to 1988. In this model data is used from the entire year as temperatures at 
this latitude are approximately constant throughout the year. The location of the data is 
shown in Figure 7.1 where shade indicates time. The observations are indexed according 
to their time and spatial location for depths of approximately 100m. 
It is assumed that the data can be modelled by the DLM as defined in Chapter 2 with 
isotropic binomial edge weights. Interest is in simulating the posterior distributions for 
the state precision -r,, observation precision r,, and mean temperature p. The temporal 
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Figure 7.1: Spatial location of the data with shade representing time. 
dependence parameter is considered fixed as the data contains little information regarding 
the temporal dependence. For this example there is no expert information for the value 
of a thus in order to demonstrate this procedure the temporal dependence is fixed at 
a=0.9. Due to the large amount of data available In both examples in this chapter the 
prior distribution for the precision parameters has been changed to a more diffuse distri- 
bution. This prior distribution is more uninformative than the prior distributions used 
in the previous chapters. Vague prior distributions are considered for the two precision 
parameters and the mean parameter, 
Gamma (0.001,0.001), 
-r,, - Gamma (0.001,0.001), 
p, oo). (7.1) 
Recall the models examined in Chapter 4 all used the same random Nvalk update 
irrespective of the underlying latent grid size i. e. the model using a small grid is used 
to determine the random walk updates for the corresponding models on a larger latent 
grid. Thus in this chapter the initial analysis is done on a small spatial grid of dimensions 
3x8 evolving over the 10 years (one time period per year) to reduce the time needed to 
determine the random walk updates. This model reduces the spatial grid to one quarter 
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of its original size thus reducing the computational time required to determine a suitable 
value for the random walk update. Once the mixing parameters (random walk updates) 
have been determined a much finer grid can be used to describe the model and determine 
the parameter estimates. Three examples are presented in this study, the initial example 
is a test model run on a small (3 x 8) spatial grid using the fine model, the second example 
compares a fine model on a6x 15 spatial grid with the corresponding coarse model on 
a3x8 spatial grid and the final example uses the coarse approach on a6x 30 spatial 
grid which is equivalent to the fine approach on a1 degree by 1 degree grid for this data 
set the parameter estimates from this coarse model are then used to build surface plots 
of the temperature for the corresponding fine model. 
7.2.1 Results 
Initial model 
The first model uses a small grid and is used to determine possible mixing parameters for 
the Metropolis Hastings algorithm. The data is filtered to a6x 15 grid which results in 252 
observations being mapped onto the 3x8 grid. Filtering the data to this 3x8 spatial grid 
leaves only 82 observation for the analysis and the resulting MCMC simulation does not 
converge thus a larger data set is preferable. Using data from the 6x 15 spatial grid gives 
252 observations in the model. By using this larger data set it is possible for a grid point 
to have four observations associated with it at any given time and may cause the resulting 
MCMC chain to be heavily influenced by the data. The results for this model are shown 
in Figure 7.2 and Tables 7.1 and 7.2, these results were obtained using aN (0,100-') 
random walk update. The trace plots in Figure 7.2 have been thinned by a factor of 
10 for storage reasons, they show reasonable mixing and suggest that this random walk 
update is suitable for the larger models. Table 7.1 gives the mean and standard deviation 
for the precision and mean temperature parameters along with the associated time series 
standard error for these parameters. The mean temperature proposed from the posterior 
distribution of IL is 20.74 and the actual mean of the data is 20.75 which suggests that 
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the posterior distribution for 1L is correct. 
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Figure 7.2: Trace and density plots for ocean temperature data modelled using the fine 
model on a3x8 spatial gTid. 
Mean SD Naive SE Time-series SE 
log (-r, ) -0.7505 0.2025 0.005228 0.008316 
log (-r,, ) -0.4664 0.1246 0.003218 0.004116 
ft 20-7435 0.3611 0.009324 0.016868 
Table 7.1: The mean and standard deviation for the precision and mean temperature 
parameters along with the time series standard error for ocean temperature data modelled 
using the fine model on a3x8 spatial gTid. 
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2.5% 25% 50% 75% 97.5% 
log(-r, ) -1.1378 -0.8944 -0.7480 -0-6102 -0.3715 
log(T. ) -0.7212 -0.5452 -0.4637 -0-3809 -0.2368 
ft 20.0464 20.4917 20.7372 20.9947 21.4417 
Table 7.2: The 2.51o, 2516,5016,751'o and 97.51% quantiles for the precision and mean 
temperature parameters for ocean temperature data modelled using the fine model on a 
3x8 spatial grid. 
Figure 7.3: The coarse and fine grid points for the second model. 
Second model 
The second model compares a fine and coarse approach for the simulation of the posterior 
distributions. The fine model is developed on a6x 15 spatial grid and the corresponding 
coarse model is defined on a3x8 spatial grid. Figure 7.3 shows the grid lines for the 
fine model with the corresponding nodes for the coarse model represented by the bullet 
points. As in the above model the data is filtered to a6x 15 grid for the fine model which 
results in 252 observations being used in this model, the data for the the corresponding 
coarse model is mapped to a3x8 spatial grid which results in 82 observations being 
used. Both models use aN (0,100-1) random walk update for all three parameters and 
the prior distributions as listed in Equation (7.1). The results for the fine model are 
shown in Figure 7.4 and Tables 7.3 and 7.4, the corresponding results for the coarse 
model are shown in Figure 7.5 and Tables 7.5 and 7.6. Comparing the mean values 
for the posterior distributions of the three parameters shows a discrepancy between the 
two models. The fine model suggests log (-r, ) = -0.54, log (-r,, ) - 0.56 = and IL = 20.76 
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whereas the coarse model suggests log (-r,, ) = 0.01, log (-r,, ) = -0.82 and y= 20.71. This 
discrepancy is partially due to the difference in the data used, in both models the number 
of observations used is significantly smaller than the total number of latent nodes. 
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Figure 7.4: Trace and density plots for ocean temperature data modelled using the fine 
model on a6x 15 spatial giid. 
Mean SD Naive SE Time-series SE 
log (T, ) -0.5406 0.1592 0.0012997 0.002339 
log (, r,, ) -0.5576 0.1201 0.0009805 0.001783 
P 20.7589 0.2394 0.0019545 0.003433 
Table 7.3: The mean and standard deviation for the precision and mean temperature 
parameters along with the time series standard error for ocean temperature data modelled 
using the fine model on a6x 15 spatial gTid. 
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2.5% 25% 50% 75% 97.5% 
log (7-, ) -0.8382 -0.6524 -0.5448 -0.4353 -0.2063 
log (-r,, ) -0.7948 -0.6383 -0.5555 -0.4733 -0.3310 
/t 20.2891 20.5981 20-7618 20.9202 21.2268 
Table 7.4: The 2.5%, 25%, 50106,75% and 97.5116 quantiles for the precision and mean 
temperature parameters for ocean temperature data modelled using the fine model on a 
6x 15 spatial grid. 
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Figure 7.5: Race and density plots for ocean temperature data modelled using the coarse 
model on a3x8 spatial grid. 
Final model 
The final model uses a coarse approach applied to a6x 30 grid which corresponds to the 
fine model on a 12 x 60 grid which is a resolution of 1 degree x1 degree. The observations 
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Mean SD Naive SE Time-series SE 
log (7, ) 0.008574 0.4555 0.004559 0.008156 
log (-r,, ) -0.817392 0.2012 0.002014 0.003516 
ft 20.708989 0.2926 0.002929 0.005351 
Table 7.5: The mean and standard deviation for the precision and mean temperature 
parameters along with the time series standard error for ocean temperature data modelled 
using the coarse model on a3x8 spatial grid. 
2.5% 25% 50% 75% 97.5% 
log (, T, ) -0.7519 -0.3024 -0.03938 0.2664 1.0815 
log (-r,, ) -1.2245 -0.9513 -0.81133 -0.6762 -0.4421 
A 20.1172 20.5161 20.70965 20.9077 21.2793 
Table 7.6: The 2.5%, 25%, 50%, 751'o and 97.51% quantiles for the precision and mean 
temperature parameters for ocean temperature data modelled using the coarse model on a 
3x8 spatial grid. 
are mapped to the coarse grid which results in 358 observations being used. The MCMC 
simulation is run for 2000 iterations on 8 nodes, the first 250 results are discarded as burn 
in which leaves 14000 simulations for analysis. 
Mean SD Naive SE Time-series SE 
log (-r, ) -0-6065 0.12966 0.003099 0.005598 
log (, r,, ) -0.6175 0.09086 0.002172 0.003939 
A 20.6086 0.12274 0.002934 0.005280 
Table 7.7: The mean and standard deviation for the precision and mean temperature 
parameters along with the time series standard error for ocean temperature data modelled 
using the coarse model on a6x 30 spatial grid. 
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Figure 7.6: Trace and density plots for ocean temperature data modelled using the coarse 
model on a6x 30 spatial g7id. 
2.5% 25% 50% 75% 97.5% 
log (-r, ) -0.8487 -0.6961 -0.6088 -0-5216 -0-3496 
log (7-,, ) -0.7973 -0.6785 -0.6159 -0.5556 -0.4423 
A 20.3648 1 
20.5271 20.6093 20.6950 
1 
20-8448 
Table 7.8: The 2.5%, 25%, 50106,751% and 97.5% quantiles for the precision and mean 
temperature parameters for ocean temperature data modelled using the coarse model on a 
6x 30 spatial gn*d. 
Figure 7.6 shows the resulting MCMC chain for this model, Tables 7.7 and 7.8 show 
the summary statistics and quantile ranges for these posterior distributions. This model 
suggests the log precisions are -0.6 and the mean temperature is p= 20.6. These values 
are used to form the mean temperature surface plots for the fine model which are shown 
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in Figures 7.7,7.8,7.9 and 7.10. Figures 7.7,7.8 and 7.9 show the surface plots for years 
1982,1985 and 1988 all three plots show the back right corner to have a lower mean 
temperature than the surrounding area. There is a peak in the temperature towards the 
front of the surface at longitude -40 and a slight trough in the temperature surface at 
longitude -50 which corresponds to the mid Atlantic ridge. The final characteristic in all 
of these surface plots is a minor ridge occurring at longitude -60. The predictive mean 
surface in Figure 7.10 is smoother than the other plots due to there being no data available 
for this time period. The predictive surface does maintain the main characteristics which 
were listed for the surface plots from 1982,1985, and 1988. 
WS 
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Figure 7.7: Mean temperature surface for 1982 on a 12 x 60 spatial grid. 
wgRuae 
Figure 7.8: Mean temperature surface for 1985 on a 12 x 60 spatial grid. 
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Figure 7.9: Mean temperature surface for 1988 on a 12 x 60 spatial grid. 
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Figure 7.10: Predicted mean temperature surface for 1989 on a 12 x 60 spatial grid. 
7.3 Case Study 2: Large Data Set 
The data in this example is taken from 20 to 50 degrees north of the Equator and forms 
a "square" region running from -30 to 0 degrees longitude. The data is recorded over 30 
years from 1955 to 1984. The location of the data is shown in Figure 7.11 where shade 
indicates time. The observations are indexed according to their time and spatial location 
for depths of approximately 100m. Figure 7.11 shows all the data for the 30 years however 
in the analysis only data from the summer months (June, July and August) is used to 
avoid distinctive seasonal effects. 
It is assumed that the data can be modelled by the DLM as defined in Chapter 2 with 
isotropic binomial edge weights. Interest is in simulating the posterior distributions for 
the state precision -r.,, observation precision T,, and mean temperature It. The temporal 
dependence parameter is considered fixed at a=0.9 as the data contains little information 
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Figure 7.11: Spatial location of the data with shade representing time. 
regarding the temporal dependence. Vague prior distributions are considered for the tAvo 
precision parameters and the mean parameter 
Tý, - Gamma (0.001,0.001), 
, r,, - Gamma (0.001,0.001), 
[t -N (0,00) . (7.2) 
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Initial analysis is done on a small spatial grid of dimensions 4x4 evolving over all 
the time periods. This model reduces the spatial grid to one eighth of its original size to 
determine suitable mixing parameters for the Metropolis Hastings algorithm. Once these 
mixing parameters have been determined a much finer grid can be used. The models 
presented in this study are the initial fine model run on a4x4 spatial grid, the second 
model is for a8x8 spatial grid with results presented for both the fine and corresponding 
coarse model and then concludes with the coarse model on a 16 x 16 spatial grid which 
is equivalent to the fine model with resolution 1 degree by 1 degree. 
7.3.1 Results 
Initial model 
The first model uses a small grid and is used to determine possible mixing parameters for 
the Metropolis Hastings algorithm. The data is filtered to a8x8 grid which results in 
693 observations being mapped onto the 4x4 grid. Filtering the observations to a4x4 
spatial grid used 299 observations however the MCMC chain resulting from using this 
very small data set has problems converging thus the larger data set is used in this initial 
model. The results for this model are shown in Figure 7.12 and Tables 7.9 and 7.10, these 
results were obtained using aN (0,25-1) random walk update for p and log (-r, ) and, a 
N (0,100-') random walk update for log The trace plots in Figure 7.12 have been 
thinned by a factor of 10 for storage reasons. They show reasonable mixing and suggest 
that this random walk update is suitable for the larger models. Table 7.9 gives the mean 
and standard deviation for the precision and mean temperature parameters along with 
the associated time series standard error for these parameters. The mean temperature 
proposed from the posterior distribution of IL is 14.25 and the actual mean of the data 
is 14.3 which suggests that the posterior distribution for y has converged in the correct 
area. 
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Figure 7.12: Race and density plots for ocean temperature data modelled using the fine 
model on a4x4 spatial grid. 
Mean SD Naive SE Time-series SE 
log (-r, ) -0.8526 0.11220 0.0011220 0.002038 
log (-r,, ) -0.8154 0.06601 0.0006601 0.001205 
P 14.2521 0.30778 0.0030778 0.005522 
Table 7.9: The mean and standard deviation for the precision and mean temperature 
parameters along with the time series standard error for ocean temperature data modelled 
using the fine model on a4x4 spatial grid. 
Second model 
The second model compares a fine and coarse approach for the simulation of the posterior 
distributions. The coarse model is developed on a4x4 grid which corresponds to a 
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2.5% 25% 50% 75% 97.5% 
log (-r, ) -1.0596 -0.9256 -0.8513 -0-7847 -0.6393 
log (7-,, ) -0.9474 -0.8606 -0.8136 -0.7705 -0-6877 
P 13.6301 14.0434 14.2562 14.4611 14.8507 
Table 7.10: The 2.5%, 25196,50%, 75% and 97.51"ýo' quantiles for the precision and mean 
temperature parameters for ocean temperature data modelled using the fine model on a 
4x4 spatial grid. 
fine model run on a8x8 grid. The data is filtered to a8x8 grid which results in 693. 
observations being mapped onto the 4x4 grid for the coarse model. As in the above model 
if the data is filtered to the 4x4 spatial grid the coarse model has trouble converging thus 
the larger data set is used. Both models use aN (0,25-') random walk update for p and 
log (-r,, ) and aN (0,100-1) random walk update for log (7-,, ) and the prior distributions as 
listed in Equation (7.2). The results for the coarse model are shown in Figure 7.13 and 
Tables 7.11 and 7.12, the corresponding results for the fine model are shown in Figure 7.14 
and Tables 7.13 and 7.14. Comparing the mean values for the posterior distributions of the 
three parameters shows a discrepancy between the two models for the precision parameters 
although the posterior distribution for the mean parameter is consistent between the two 
models. The coarse model suggests log (7-, ) = -0.95, log (T,, ) = -0.82 and p= 14.4 
whereas the fine model suggests log (T, ) = -0.62, log (-r,, ) - 0.31 = and p= 14.46. This 
discrepancy is due to the data which is filtered to map onto a8x8 grid which means in 
the coarse model some locations are going to have more than one observation available 
which causes discrepancies in the simulated posterior distribution (Section 5.6.1). 
Final model 
The final model uses a coarse approach applied to a 16 x 16 grid which corresponds to 
the fine model on a 32 x 32 grid which is a resolution of 1 degree x1 degree. The data is 
filtered to a 16 x 16 spatial grid and results in 1377 observations being used. The MCMC 
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Figure 7.13: Trace and density plots for ocean temperature data modelled using the coarse 
model on a4x4 spatial grid after the removal of 100 iterations as bum-in 
Mean SD Naive SE Time-series SE 
log (T, ) -0.9497 0.10071 0.003201 0.004798 
log (, r, ) -0.8163 0.06535 0.002077 0.002240 
A 14.4240 0.19493 0.006195 0.008940 
Table 7.11: The mean and standard deviation for the precision and mean temperature 
parameters along with the time series standard error for ocean temperature data modelled 
using the coarse model on a4x4 spatial grid. 
simulation is run for 5000 iterations on 8 nodes, the first 500 results are discarded as burn 
in which leaves 36000 simulations for analysis. 
Figure 7.15 shows the resulting MCMC chain for this model, Tables 7.15 and 7.16 show 
the summary statistics and quantile ranges for these posterior distributions. This model 
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2.5% 25% 50% 75% 97.5% 
log(-r, ) -1.1480 -1.0201 -0.9553 -0-882 -0.7571 
log(-r,, ) -0.9494 -0.8608 -0.8170 -0.774 -0.6861 
11 14-0571 14.2988 14.4218 14-547 14-8151 
Table 7.12: The 2.51066,251'o, 50105,75106' and 97-5115 quantiles for the precision and mean 
temperature parameters for ocean temperature data modelled using the coarse model on a 
4x4 spatial g7%id. 
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Figure 7.14: Trace and density plots for ocean temperature data modelled using the fine 
model on a8x8 spatial grid. 
suggests log (-r, ) =-1.05, log (, r,, ) = -0.3 and p= 14.4. These values are used to form 
the mean temperature surface plots for the fine model which are shown in Figures 7.16 
and 7.17. Figure 7.16 shows the surface plots for years (a) 1959 (b) 1973 (c) 1979 and 
(d)1983, from these plots the area which represents Africa is easily spotted at the front 
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Mean SD Naive SE Time-series SE 
log (-r, ) -0.6214 0.07542 0.0007542 0.001367 
log (-F) -0.3075 0.05557 0.0005557 0.001002 
m 14.3871 0.19789 0.0019789 0.003580 
Table 7.13: The mean and standard deviation for the precision and mean temperature 
parameters along with the time series standard errorfor ocean temperature data modelled 
using the fine model on a8x8 spatial grid. 
2.5% 25% 50% 75% 97.5% 
log (-r, ) -0-7576 -0.6699 -0.6212 -0-5755 -0.4871 
log (T. ) -0.4136 -0.3414 -0.3055 -0.2716 -0.2130 
p 14.0077 14.2547 14.3891 14.5221 14.7663 
Table 7.14: The 2.5%, 251'o, 501'o, 751'o and 97.5% quantiles for the precision and mean 
temperature parameters for ocean temperature data modelled using the fine model on a 
8x8 spatial gTid. 
Mean SD Naive SE Time-series SE 
log (7-, ) -1.057 0.06379 0.002927 0.005261 
log (-r,, ) -0.301 0.05179 0.002376 0.003849 
P 14.424 0.11992 0.005502 0.009946 
Table 7.15: The mean and standard deviation for the precision and mean temperature 
parameters along with the time series standard error for ocean temperature data modelled 
using the coarse model on a 16 x 16 spatial grid. 
right hand corner bounded by a ridge of warmer water along the coastline. These surface 
plots also show a slight variation in the back left corner and an increase in temperature 
around the Canary Islands in the front left corner of the surface plots. The predictive 
surface plot in Figure 7.17 is similar to these surface plots and as in the small ocean 
157 
7.3. Case Study 2: Large Data Set 
Pace of log (q) 
1000 20DO 3000 40DO 
Iýi" 
Frace of log (7-,, ) 
IODD 20DO MOD 4OW 5m 
1ý- 
Race of 
low 2WO 30W 
It-10- 
Density of log 
(7-, ) 
-1 
13 
-1 
,21 
N-450 Bw**KM-001303 
Density of log (-r,, ) 
Ný450 BWXN, 41hý001054 
Density of p 
10 142 144 146 148 
N- 450 BandwKgh 0 025 
Figure 7.15: Trace and density plots for ocean temperature data modelled using the coarse 
model on a 16 x 16 spatial grid. 
2.5% 25% 50% 75% 97.5% 
log(-r, ) -1.1862 -1.1006 -1.0552 -1-0157 -0.938 
log (-r. ) -0.4054 -0.3348 -0.2998 -0.2641 -0.202 
A 14.1825 14.3426 14.4252 14.5070 14.654 
Table 7.16: The 2.5%, 2576,501916,75% and 97.5% quantiles for the precision and mean 
temperature parameters for ocean temperature data modelled using the coarse model on a 
16 x 16 spatial grid. 
example is much smoother due to there being no observations available for this predictive 
time . 
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Figure 7.16: Mean temperature surface for (a) 1959 (b) 1973 (c) 1979 (d) 1983 on a 
32 x 32 spatial 97id. 
7.4 Discussion 
Both studies described in this chapter have examined ocean temperature data and have 
used the approaches discussed in Chapters 3 and 5 for modelling the spatio-temporal data 
and using the techniques discussed in Chapter 4 to simulate the posterior distributions of 
the model parameters. 
The first data set was for a thin rectangular area of the Atlantic ocean where there was 
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Figure 7.17: Predicted mean temperature surface for 1985 on a 32 x 32 spatial grid. 
no land mass in the mode whereas the second model was for a square region of the North 
Atlantic which covered parts of Africa and Spain as well as the Atlantic ocean. The large 
amount of land in the second model (and the corresponding lack of temperature data) 
probably caused this model to perform less well than the first model. This land mass 
could also have contributed to the discrepancies between the coarse and fine models. 
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Discussion and Further work 
This thesis has described an hierarchical method for modelling the structure of spatio- 
temporal data by using a dynamic linear model with binomial weights applied to the 
parents of each node in the system. Two approaches have been discussed the first using 
a fine grid representation for the data the second applying a coarsened grid to the data 
to reduce the computational time. Model parameters are simulated from their posterior 
distributions using Markov chain Monte Carlo techniques. This thesis concluded with two 
examples using North Atlantic ocean temperature data. 
The spatio-temporal model was defined in Chapter 2, the evolution of the system 
through time is described by defining a set of parents for each node. In this thesis 
information was passed through the system by using binomial edge weights applied to the 
parent nodes. Initially three models were discussed the 0+1D model, 1+11) model and 
finally the 2+1D model. The latter two models were then discussed in further detail in 
later chapters. 
Chapter 3 examined three different approaches to dealing with edge effects and con- 
cluded that the use of conditional multivariate Normal methods to determine the edge 
adjustments was the best approach. This method adjusts both the edge weights and the 
associated state precision. The edge adjustments were generated using R and are listed in 
Table A. 1 for the fine model and Table A. 2 for the coarse model. The edge adjustments 
161 
Chapter 8. Discussion and Further work 
were also examined to see the effect of having non unit precision and non zero mean, 
changing the precision had no effect on the adjusted edge weight and it scaled the condi- 
tional precision. Altering the mean value results in the edge weights being increased by 
(I -. aTI) and no change to the conditional precision. 
The fine model from Chapter 3 whilst providing sensible parameter estimates via 
MCMC techniques was computationally intensive due to the number of latent points re- 
quired for spatio-temporal examples. Chapter 5 provides a way to coarsen the latent 
structure and reduce the computational time required to generate parameter estimates. 
This approach along with parallel processing techniques allows large data sets to be ex- 
amined in a relatively short space of time (compared with a serial processor with the fine 
model). Unfortunately the coarse model like the fine model is sensitive to edge effects 
and is unreliable for small models. 
The thesis concludes with a number of examples; the examination of temporal and 
spatial dependencies and two case studies. The first example concluded that the use of 
a single parameter to represent spatial and temporal dependence was adequate. The two 
case studies examined two different areas of the Atlantic ocean the first, near the equator, 
was entirely ocean whilst the second had large areas of land in the spatial grid. 
There are several natural extensions to the work presented in this thesis; further in- 
vestigation into the spatial and temporal dependency parameters, the optimisation of the 
coarse model including investigation into the minimum grid size for comparable solutions 
to the fine model and the use and comparison of other data sets. Chapter I gave a brief 
overview of spatio-temporal models which have appeared in the literature, many of these 
models included regression parameters which have not been examined in this thesis. A 
natural extension would be to develop this spatio-temporal model to allow for the simu- 
lation of regression parameters by embedding this model into a larger hierarchical model. 
Chapters 5 and 7 required observations to be mapped to lattice grid points, the way in 
which this is done is very important and requires further investigation, particularly in 
models where the observations occur irregularly in space and time. 
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A. 1 Reference table for the fine model 
Table A. 1 is the complete reference table for the edge adjustments used in the fine model 
with isotropic binomial weights applied to the internal nodes for oz E [0,1). The edge 
weights are given for nodes that lie along the edge of the system where 0 step is the 
weight applied to the spatial node itself at the previous time period, 1 step is the weight 
applied to the Spatial node which is a first order parent at the previous time period and 
2 step is the weight applied to the spatial node which is a second order parent at the 
previous time period. The precision adjustments are given in the last two columns of the 
table. Tile internal nodes have edge weights defined by the evolution matrix G and the 
precision is the unaffected. 
Edge Weights Precision Adjustment 
a Edge nodes Corner Nodes Edge Corner 
2 Step I Step 0 Step 2 Step I Step 0 Step nodes nodes 
0.01 0.0006 0.0013 0.0025 0.0006 0.0013 0.0025 1.0000 1.0000 
0.02 0.0013 0.0025 0.0050 0.0013 0.0025 0.0050 1.0000 1.0000 
0.03 0.0019 0.0038 0.0075 0.0019 0.0038 0.0075 1.0000 1.0000 
0.04 0.0025 0.0050 0.0100 0.0025 0.0050 0.0100 1.0000 0.9999 
0.05 0.0031 0.0063 0.0125 0.0031 0.0063 0.0125 0.9999 0.9999 
0.06 0.0038 0.0075 0.0150 0.0038 0.0075 0.0150 0.9999 0.9998 
0.07 0.0044 0.0088 0.0175 0.0044 0.0088 0.0175 0.9999 0.9998 
0.08 0.0050 0.0100 0.0200 0.0050 0.0100 0.0200 0.9998 0.9997 
0.09 0.0056 0.0113 0.0225 0.0056 0.0113 0.0225 0.9998 0.9997 
0.10 0.0063 0.0125 0.0250 0.0063 0.0125 0.0250 0.9998 0.9996 
0.11 0.0069 0.0138 0.0275 0.0069 0.0138 0.0275 0.9997 0.9995 
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Edge Weights Precision Adjustment 
a Edge nodes Corner Nodes Edge Corner 
2 Step 1 Step 0 Step 2 Step 
II 
Step 0 Step nodes nodes 
0.12 0.0075 0.0150 0.0300 0.0075 0.0150 0.0301 0.9997 0.9994 
0.13 0.0081 0.0163 0.0325 0.0081 0.0163 0.0326 0.9996 0.9993 
0.14 0.0088 0.0175 0.0351 0.0088 0.0176 0.0351 0.9995 0.9992 
0.15 0.0094 0.0188 0.0376 0.0094 0.0188 0.0376 0.9995 0.9990 
0.16 0.0100 0.0201 0.0401 0.0100 0.0201 0.0401 0.9994 0.9989 
0.17 0.0106 0.0213 0.0426 0.0107 0.0213 0.0427 0.9993 0.9987 
0.18 0.0113 0.0226 0.0451 0.0113 0.0226 0.0452 0.9992 0.9986 
0.19 0.0119 0.0239 0.0476 0.0119 0.0239 0.0477 0.9991 0.9984 
0.20 0.0125 0.0251 0.0502 0.0126 0.0252 0.0503 0.9991 0.9983 
0.21 0.0132 0.0264 0.0527 0.0132 0.0264 0.0528 0.9990 0.9981 
0.22 0.0138 0.0277 0.0552 0.0138 0.0277 0.0554 0.9989 0.9979 
0.23 0.0144 0.0289 0.0577 0.0145 0.0290 0.0579 0.9987 0.9977 
0.24 0.0151 0.0302 0.0603 0.0151 0.0303 0.0605 0.9986 0.9975 
0.25 0.0157 0.0315 0.0628 0.0157 0.0315 0.0631 0.9985 0.9973 
0.26 0.0163 0.0328 0.0654 0.0164 0.0328 0.0656 0.9984 0.9970 
0.27 0.0169 0.0340 0.0679 0.0170 0.0341 0.0682 0.9983 0.9968 
0.28 0.0176 0.0353 0.0704 0.0177 0.0354 0.0708 0.9981 0.9965 
0.29 0.0182 0.0366 0.0730 0.0183 0.0367 0.0734 0.9980 0.9963 
0.30 0.0189 0.0379 0.0755 0.0190 0.0380 0.0760 0.9978 0.9960 
0.31 0.0195 0.0392 0.0781 0.0196 0.0393 0.0786 0.9977 0.9957 
0.32 0.0201 0.0405 0.0807 0.0202 0.0406 0.0812 0.9975 0.9955 
0.33 0.0208 0.0418 0.0832 0.0209 0.0420 0.0838 0.9974 0.9952 
0.34 0.0214 0.0431 0.0858 0.0215 0.0433 0.0865 0.9972 0.9948 
0.35 0.0220 0.0444 0.0884 0.0222 0.0446 0.0891 0.9970 0.9945 
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Edge Weights Precision Adjustment 
a Edge nodes Corner Nodes Edge Corner 
2 Step 1 Step 0 Step 2 Step 
11 
Step 0 Step nodes nodes 
0.36 0.0227 0.0457 0.0910 0.0229 0.0459 0.0917 0.9969 0.9942 
0.37 0.0233 0.0470 0.0935 0.0235 0.0473 0.0944 0.9967 0.9939 
0.38 0.0240 0.0484 0.0961 0.0242 0.0486 0.0971 0.9965 0.9935 
0.39 0.0246 0.0497 0.0987 0.0248 0.0499 0.0997 0.9963 0.9931 
0.40 0.0253 0.0510 0.1013 0.0255 0.0513 0.1024 0.9961 0.9928 
0.41 0.0259 0.0523 0.1039 0.0262 0.0526 0.1051 0.9959 0.9924 
0.42 0.0265 0.0537 0.1065 0.0268 0.0540 0.1078 0.9957 0.9920 
0.43 0.0272 0.0550 0.1092 0.0275 0.0554 0.1105 0.9954 0.9916 
0.44 0.0278 0.0564 0.1118 0.0282 0.0567 0.1133 0.9952 0.9911 
0.45 0.0285 0.0577 0.1144 0.0289 0.0581 0.1160 0.9950 0.9907 
0.46 0.0291 0.0591 0.1171 0.0295 0.0595 0.1188 0.9947 0.9903 
0.47 0.0298 0.0604 0.1197 0.0302 0.0609 0.1215 0.9945 0.9898 
0.48 0.0305 0.0618 0.1224 0.0309 0.0623 0.1243 0.9943 0.9893 
0.49 0.0311 0.0632 0.1250 0.0316 0.0637 0.1271 0.9940 0.9888 
0.50 0.0318 0.0646 0.1277 0.0323 0.0651 0.1299 0.9937 0.9883 
0.51 0.0324 0.0659 0.1304 0.0330 0.0666 0.1328 0.9935 0.9878 
0.52 0.0331 0.0673 0.1331 0.0337 0.0680 0.1356 0.9932 0.9873 
0.53 0.0338 0.0687 0.1358 0.0344 0.0695 0.1385 0.9929 0.9867 
0.54 0.0344 0.0702 0.1385 0.0351 0.0709 0.1414 0.9926 0.9862 
0.55 0.0351 0.0716 0.1412 0.0358 0.0724 0.1443 0.9923 0.9856 
0.56 0.0358 0.0730 0.1439 0.0365 0.0739 0.1472 0.9920 0.9850 
0.57 0.0364 0.0744 0.1466 0.0372 0.0753 0.1501 0.9917 0.9844 
0.58 0.0371 0.0759 0.1494 0.0380 0.0768 0.1531 0.9913 0.9838 
0.59 0.0378 0.0773 0.1521 0.0387 0.0784 0.1561 0.9910 0.9831 
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Edge Weights Precision Adjustment 
a Edge nodes Corner Nodes Edge Corner 
2 Step I Step 0 Step 2 Step 
11 
Step 0 Step nodes nodes 
0.60 0.0385 0.0788 0.1549 0.0394 0.0799 0.1591 0.9906 0.9825 
0.61 0.0392 0.0803 0.1577 0.0402 0.0814 0.1621 0.9903 0.9818 
0.62 0.0398 0.0817 0.1605 0.0409 0.0830 0.1652 0.9899 0.9811 
0.63 0.0405 0.0832 0.1633 0.0417 0.0846 0.1683 0.9896 0.9804 
0.64 0.0412 0.0847 0.1661 0.0424 0.0861 0.1714 0.9892 0.9796 
0.65 0.0419 0.0863 0.1689 0.0432 0.0877 0.1745 0.9888 0.9789 
0.66 0.0426 0.0878 0.1718 0.0440 0.0894 0.1777 0.9884 0.9781 
0.67 0.0433 0.0893 0.1746 0.0448 0.0910 0.1809 0.9880 0.9773 
0.68 0.0440 0.0909 0.1775 0.0456 0.0926 0.1841 0.9875 0.9764 
0.69 0.0447 0.0924 0.1804 0.0464 0.0943 0.1874 0.9871 0.9756 
0.70 0.0454 0.0940 0.1833 0.0472 0.0960 0.1907 0.9867 0.9747 
0.71 0.0462 0.0956 0.1863 0.0480 0.0977 0.1940 0.9862 0.9738 
0.72 0.0469 0.0973 0.1892 0.0488 0.0995 0.1974 0.9857 0.9729 
0.73 0.0476 0.0989 0.1922 0.0497 0.1013 0.2008 0.9852 0.9719 
0.74 0.0484 0.1005 0.1952 0.0505 0.1030 0.2043 0.9847 0.9709 
0.75 0.0491 0.1022 0.1982 0.0514 0.1049 0.2078 0.9842 0.9699 
0.76 0.0498 0.1039 0.2013 0.0523 0.1067 0.2114 0.9837 0.9688 
0.77 0.0506 0.1056 0.2043 0.0532 0.1086 0.2150 0.9831 0.9677 
0.78 0.0514 0.1074 0.2074 0.0541 0.1105 0.2187 0.9826 0.9666 
0.79 0.0521 0.1092 0.2105 0.0550 0.1125 0.2225 0.9820 0.9654 
0.80 0.0529 0.1110 0.2137 0.0560 0.1145 0.2263 0.9814 0.9642 
0.81 0.0537 0.1128 0.2169 0.0570 0.1166 0.2302 0.9808 0.9629 
0.82 0.0545 0.1146 0.2201 0.0580 0.1187 0.2342 0.9801 0.9616 
0.83 0.0553 0.1165 0.2234 0.0590 0.1208 0.2382 0.9795 0.9602 
0.84 0.0561 0.1185 0.2267 0.0601 0.1230 0.2424 0.9788 0.9588 
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Edge Weights Precision Adjustment 
a Edge nodes Corner Nodes Edge Corner 
2 Step 1 Step 0 Step 2 Step 
11 
Step 0 Step nodes nodes 
0.85 0.0570 0.1205 0.2300 0.0612 0.1253 0.2466 0.9781 0.9573 
0.86 0.0578 0.1225 0.2334 0.0623 0.1277 0.2510 0.9773 0.9557 
0.87 0.0587 0.1246 0.2368 0.0635 0.1301 0.2555 0.9766 0.9541 
0.88 0.0596 0.1267 0.2403 0.0647 0.1326 0.2602 0.9758 0.9523 
0.89 0.0605 0.1289 0.2439 0.0660 0.1352 0.2650 0.9749 0.9505 
0.90 0.0615 0.1312 0.2476 0.0674 0.1380 0.2699 0.9741 0.9486 
0.91 0.0625 0.1336 0.2513 0.0688 0.1409 0.2751 0.9731 0.9465 
0.92 0.0635 0.1360 0.2551 0.0704 0.1440 0.2806 0.9721 0.9443 
0.93 0.0646 0.1386 0.2590 0.0721 0.1472 0.2863 0.9711 0.9419 
0.94 0.0657 0.1413 0.2631 0.0739 0.1508 0.2924 0.9700 0.9393 
0.95 0.0670 0.1443 0.2673 0.0760 0.1546 0.2990 0.9688 0.9364 
0.96 0.0683 0.1474 0.2718 0.0784 0.1590 0.3061 0.9674 0.9332 
0.97 0.0699 0.1509 0.2766 0.0813 0.1640 0.3142 0.9660 0.9295 
0.98 0.0718 0.1550 0.2818 0.0850 0.1701 0.3236 0.9642 0.9250 
0.99 0.0743 0.1602 0.2879 0.0906 0.1785 0.3358 0.9621 0.9189 
1.00 0.0807 0.1702 0.2977 0.1068 0.1988 0.3612 0.9580 0.9055 
Table A. 1: The reference table for the fine 2+1D model. 
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A. 2 Reference table for the coarse model 
Table A. 2 is the complete reference table for the edge adjustments used in the coarse 
model for aG [0,1). The edge weights are given for internal nodes, nodes along the edge 
of the system, nodes which are at a corner of the system and nodes that are in time period 
1 where 0 step is the weight applied to the spatial node itself at time period t-2,1 step 
is the weight applied to the spatial node which is a first order parent at the time period 
t- 21 2 step is the weight applied to the spatial node which is a second order parent at 
time period t-2 and t-1 the adjustment for the spatial node at the previous time period. 
The precision adjustments for these four situations are given in the last four columns of 
the table. 
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Appendix B 
Extracts from the computer code 
Extracts of the 'C' code used in the MCMC simulation is given below. The first extract 
is for the 1+11) Gibbs sampler. 
Gibbs functions (I + ID model) 
#define NUMOBS 2000 /* number of observations available */ 
/* helper function declarations 
int index(int i, int j); 
gsl-vector * add-obs(gsl-vector-int *, gsl-vector-int gsl-vector 
void read_data(char *, gsl_vector-int *, gsl-vector-int *, gsl-vector 
double update-tau-o(double, double); 
double update-tau-s(double, double, double); 
gsl-vector * latent-structure(double lat, double time, double prec); 
double latent-p(int int, double double 
double Foperation(int int); 
double Foperationl(int int); 
/* Global Variables */ 
int M, T; 
gsl-vector *observations, *latent; 
gsl-rng *rng; 
/* Gibbs algorithm */ 
int main(int argc, char *argv(]) 
f 
gsl-vector-int *t-vec, *i-vec; 
gsl-vector *data-voc; 
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Appendix B. Extracts from the computer code 
int i, t; 
double j, k, l, o, tau-s, tau-o, update, lambda-o, lambda-s; 
long iters, it; 
iters=atoi(argv[lj); 
M=100; /* spatial nodes 
T=20; /* time periods 
/*declarations*/ 
data-vec=gsl-vector-calloc(NUMOBS); 
t-vec=gsl-vector-int-calloc(NUMOBS); 
i-vec=gsl-vector-int-calloc(NUMOBS); 
observations=gsl-vector-calloc(NUMOBS); 
latent=gsl-vector-calloc(NUMOBS); 
read-data(II-Icodelresultslgeneratedll+ldlbugslgendatal+ID. dat'l, t-vec, i-vec, data-vec); /* read in data 
observations=add-obs(t-vec, i-vec, data-vec); /* put observations into structure 
gsl-vector-int-free(i-vec); 
gsl-vector-int-free(t-vec); 
rng=gsl-rng-alloc(gsl-rng-mtl9937); 
j=1.0; k=0.00001; /* prior for tau-s 
1=1.0; 0=0.00001; /* prior for tau-o 
tau-o=1.0; tau-s=1.0; latent=latent-structure(M, T, tau-s); /* initialisation 
printf("iters tau_s tau_o \n--); 
for (it=O; it<iters; it++) f /* main loop for MCMC simulation 
printf("%d ", it); 
tau-o=update-tau-o(j, k); /* calculates proposed observation precision 
for(t=O; t<T; t++) ( /* update loop for latent structure 
for(i=O; i<M; i++) ( 
update=latent-p(i, t, tau-o, tau-s); 
gsl-vector-set(latent, index(i, t), update); 
tau-s=update-tau-s(j, k, tau-s); /* update state precision */ 
printf("%f %f\n", tau_s, tau_o); /* print out MCMC parameter estimates 
I 
gsl-vector-free(latent); /* free memory 
gsl-vector-free(data-vec); 
return(o); 
I 
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/* helper functions 
/* read file data in 
void read-data(char *filename, gsl-vector-int *t-vec, gsl-vector-int *i_vec, gsl-vector *data-vec) 
/* declarations 
long i; 
int lat, time; 
double temp; 
FILE *s; 
s=fopen(filename, "r"); 
if (s == NULL) f 
perror(Ilfailed to open file"); 
exit(EXIT_FAILURE); 
I 
for (i=O; i<NUMOBS; i++) 
fscanf(s, "%d", &lat); 
fscanf(s, "%d", &time); 
fscanf(s, "%lf", &temp); 
gsl-vector-int-set(t-vec, i, time); 
gsl-vector-int-set(i-vec, i, (lat)); 
gsl-vector-set(data-vec, i, temp); 
I 
fclose (s) 
I 
/* adds obervations to the structure */ 
gsl-vector * add-obs(gsl-vector-int *t-vec, gsl-vector-int *i-vec, gsl-vector *data-vec) 
/* declation*/ 
int i; 
for (i=O; i<NUMOBS; i++) ( 
gsl-vector-set(observations, index(gsl_vector-int-get(i-vec, i), gsl-vector-int_get(t_vec, i)), 
gsl-vector-get(data_vec, i)); 
I 
return(observations); 
} 
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/* calculates proposed latent node using full conditionals 
double latent-p(int i, int t, double tau_o, double tau_s) 
/* declarations*/ 
double mu, sigma, a, partl, part2, update, sum, alpha; 
alpha=0.7; 
a=(tau-s*(l+(3*alpha*alpha/8))+tau-o); 
sigma=sqrt(l. 0/a); 
sum=0.0; 
if(i==O) 
zum=alpha*alpha*0.25*(gsl-vector_get(latent, index(i+l, t))+0.25*(gsl-vector-get(latent, index(i+2, t)))); 
I 
else if(i==l) 
sum=alpha*alpha*0.25*(gsl-vector_get(latent, index(i+l, t))+gsl_vector_get(latent, index(i-l, t))+0.25 
*(gsl-vector-get(latent, index(i+2, t)))); 
else if(i==M-2) 
sum=alpha*alpha*0.25*(gsl-vector_get(latent, index(i+l, t))+gsl-vector-get(latent, index(i-l, t))+0.25 
*(gsl-vector-get(latent, index(i-2, t)))); 
else if(i==M-1) 
sum=alpha*alpha*0.25*(gsl_vector_get(latent, index(i-l, t))+0.25*(gsl-vector-get(latent, index(i-2, t)))); 
else 
zum=alpha*alpha*0.25*(gsl-vector-get(latent, index(i+l, t))+gsl-vector-get(latent, index(i-l, t))+0.25 
*(gsl-vector-get(latent, index(i+2, t))+gsl-vector-get(latent, index(i-2, t)))); 
I 
partl=tau-o* gsl-vector-get(observations, index(i, t)); 
if (t==O) 
part2=tau-s*(Foperation(i, t+l)-sum); 
mu=(partl+part2)/((1+5*alpha*alpha/16)*tau_s+tau_o); 
update=gsl-raLn-gaussian(rng, sqrt(1.0/((1+5*alpha*alpha/16)*tau-s+tau-o)))+mu; 
else 
part2=tau-s*(Foperation(i, t+l)-sum); 
mu=(partl+part2)/a; 
update=gsl-ran-gaussian(rng, sigma)+mu; 
else if (t==T-1) 
part2=tau-s*Foperation(i, t-1); 
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mu=(partl+pa-rt2)/(tau-o+tau-s); 
update=gsl-ran-gaussian(rng, sqrt(1.0/(tau-o+tau-s)))+mu; 
I 
, lse if((i==0)11(i==M-1)) 
part2=tau-s*(Foperation(i, t-l)+Foperation(i, t+l)-sum); 
mu=(partl+part2)/((1+5*alpha*alpha/16)*tau-s+tau-o); 
update=gsl-ran-gaussian(rng, sqrt(1.0/((1+5*alpha*alpha/16)*tau-s+tau-o)))+mu; 
I 
else 
part2=tau-s*(Foperation(i, t-l)+Foperation(i, t+l)-sum); 
mu=(partl+pa, rt2)/a; 
update=gsl-ran-gaussian(rng, sigma)+mu; 
return(update); 
} 
/* calculates gpa( theta) at time t and spatial location i for use in full conditionals 
double Foperation(int i, int t) 
/* declaration 
double F; 
if (t<=O) T 
F=O. 0; 
I 
else if(t>T-1) 
F=0.0; 
else if (i==O) 
F=0.7*(O. S*gsl-vector-get(latent, index(i, t))+0.25*gsl-vector_get(latent, index(i+l, t))); 
I 
else if (i==M-1) 
F=0.7*(0.5*gsl-vector-get(latent, index(i, t))+0.25*gsl-vector-get(latent, index(i-l, t))); 
I 
else 
F=0.7*(0.5*gsl-vector_get(latent, index(i, t))+0.25*(gsl-vector_get(latent, index(i-l, t)) 
+gsl-vector-get(latent, index(i+l, t)))); 
I 
return(F); 
I 
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/* calculates proposed state precision */ 
double update-tau-s(double a, double b, double prec) 
/* declarations 
double tau_s, sumsq; 
int i't; 
gsl-vector*structure; 
structure=gsl-vector-calloc(M*T); 
for(t=O; t<T; t++) ý 
for(i=O; i<M; i++) 
gsl-vector-set(structure, index(i, t), Foperation(i, t-1)); 
gsl-vector-sub(structure, latent); 
gsl-blas-ddot(structure, structure, &sumsq); 
tau-s=gsi-ran-gamma(rng, a+0.5*NUMOBS, 1.0/(b+0.5*sumsq)); 
gsl-vector-free(structure); 
sumsq=O; 
return(tau-s); 
I 
/* calculates proposed observation precision 
double update-tau-o(double a, double b) 
I 
/* declarations 
double tau-o, sumsq, sum; 
gsl-vector *structure; 
structure=gsl-vector-calloc(M*T); 
sum=O; 
gsl-vector-memcpy(structure, latent); 
gsl_vector_sub (structure, observations); 
gsl-blas-ddot(structure, structure, &sumsq); 
tau-o=gsl-ran-gamma(rng, a+0.5*NUMOBS, 1.0/(b+0.5*sumsq)); 
sumsq=O; 
gsl-vector-free(structure); 
return((tau-o)); 
I 
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/* calculates indentity of nodes with (i, j) coordinates 
int index(int i, int j) 
f 
/* declaration 
int index; 
index=j*M+i; 
return(index); 
I 
/* reads in the initialisations for the latent structure */ 
gsl-vector * latent-structure(double lat, double time, double prec) 
/* declaration*/ 
FILE * file; 
long tj; 
gsl-vector * latent; 
latent=gsl-vector-calloc(M*T); 
file=fopen("-/code/test/datain. dat", "r"); 
if (file == NULL) ( 
perror("failed to open file"); 
exit(EXIT-FAILURE); 
I 
gsl-vector-fscauf (file, latent); 
fclose(file); 
return(latent); 
I 
The data augmentation algorithm for the 1+11) model is given below here the latent 
structure is updated in a block rather than each node individually. This program uses 
the GDAGsim library to build the structure. 
#define NUMOBS 2000 /* number of observations */ 
/* function prototypes */ 
void add-obs(Spat * spat gsl-vector-int *t-vec, gsl-vector-int *i_vec, gsl-vector *j-vec, 
gsl-vector *temp-vec); 
void read_data(char *filename, gsl-vector-int *t-vec, gsl-vector_int *i-vec, gsl-vector *j-vec, 
gsl-vector *temp-vec); 
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/* data auggumentation algorithm 
int main(int argc, char *argv[]) 
/* declarations*/ 
Spat *spat; 
gsl-vector-int *t-vec, *i-vec; 
gsl-vector * temp-vec, * mean, *j-vec, *scratch, *temp2, *s; 
gsl-rng *rng; 
long it, iters, pt, pt2, p, i, t; 
double a, mll, mll-p, lambda-s, lambda-s-p, lambda_o, lambda-o-p, var, mu, mu-p, x, j, k, l, o, sumsq; 
if (argc != 2) ( 
fprintf(stderr, "Usage: %s <iters>\n", ar&v[oD; 
exit(EXIT-FAILURE); 
I 
iters=atoi(argv[l]); /* The n=ber of MCMC iterations 
/*declarations*/ 
spat=spat-calloc(20,100,1); /* dimensions of latent model (time, latitude, longitude) 
temp-vec=gsl-vector-calloc(NUMOBS); 
t-vec=gsl-vector-int-calloc(NUMOBS); 
i-vec=gsl-vector-int-calloc(NUMOBS); 
j-vec=gsl-vector-calloc(NUMOBS); 
P=2000; /* total number of latent nodes*/ 
read-data(Illhomeln6l374831codelgendatal+lD. dat'l, t-vec, i-vec, j_vec, temp_vec); /* read data in from file 
rng=gsl-rng-alloc(gsl-rng-mtl9937); 
j=1.0; k=0.00001; /* prior for tau-s 
1=1.0; o=0.00001; /* prior for tau-o 
mu=0.0; tau-s=0.2; tau-o=0.1; /* inits 
scratch=gsl-vector-calloc(p); 
temp2=gsl-vector-calloc(p); 
printf("Iter tau-s tau-o \n"); 
/* MCMC loop*/ 
for (it=O; it<iters; it++) 
spat-set-zero(spat); 
spat-set-latent(spat, mu, 0.7, tau-s tau-o); 
add_obs(spat, t_vec, i-vec, j-vec, temp-vec); 
spat-process(spat); 
s=spat-sim(rng, spat); /* update for latent nodes 
187 
Appendix B. Extracts from the computer code 
gsl-vector-memcpy(scratch, s); /* update for obs-p 
gsl-vector-sub(scratch, temp-vec); 
gsl-blas-ddot(scratch, scratch, &sumsq); 
tau-o=gdag-ran-gnmma(rng, J+0.5*p, k+0.5*sumsq); 
gsl-vector-set-zero(scratch); 
gsl-vector-memcpy(scratch, s); 
s=sq=O; 
/* gpa(theta) at time t and location i*/ 
for (t=O ;t< 20 ; t++) ( 
for (i=O i< 100 ; i++) 
if(t==O) 
gsi-vector-set(temp2, i, 0.0); 
I 
/* two corner nodes 
else if ( (i==O)) ( 
gsl_vector_set(temp2,100*t+i, 0.25*gsl-vector-get(scratch, 100*(t-l)+(i+l)) 
+0.5*gsl-vector-get(scratch, 100*(t-l)+(i))); 
else if ( U==99)) ( 
gsl_vector_set(temp2,100*t+i, 0.25*gsl-vector-get(scratch, 100*(t-l)+(i-l)) 
+0.5*gsl-vector_get(scratch, 100*(t-l)+(i))); 
I 
/* interior nodes 
else ( 
gsl-vector-set(temp2,100*t+i, 0.25*(gsl-vector-get(scratch, 100*(t-l)+(i-1)) 
+gsl-vector-get(scratch, 100*(t-l)+(i+l)))+O. S*gsl-vector-get(scratch, 100*(t-l)+(i))); 
I 
gsl-vector-scale(temp2,0.7); 
gsl_vector_sub(scratch, temp2); 
gsl-blas_ddot(scratch, scratch, &sumsq); 
lambda-s=gdag-ran-gamma(rng, 1+0.5*p, o+O. 5*sumsq); /* update for state-p 
printf("%ld %f %f\n", it, tau-s, tau-o); /* Print out MCMC parameter estimates */ 
} 
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spat-free(spat); /*free memory*/ 
gsl-vector-free(temp-vec); 
gsl-vector-int-free(t-vec); 
gsl-vector-int-free(i-vec); 
gsl-vector-free(j-vec); 
return(EXIT_SUCCESS); 
} 
/* helper functions */ 
/* read in the file data 
void read-data(char *filename, gsl-vector-int *t-vec, 
gsl-vector-int *i-vec, gsl-vector*j-vec, 
gsl-vector *temp-vec) 
/* declarations 
long i; 
int lon, lat, year; 
double temp; 
FILE *s; 
s=fopen(filena. me, "r"); 
if (s == NULL) f 
perror("failed to open file"); 
exit(EXIT-FAILURE); 
I 
for (i=O; i<NUMOBS; i++) 
fscanf(s, "%d", &lat); 
fscanf(s, "7. d", &long); 
fscanf(s, "7d", &year); 
fscanf(s, "%lf", &temp); 
gsl-vector-int-set(t-vec, i, yezLr+O); /* read in spatio-temporal coordinates and value of observation 
gsl-vector-int-set(i-vec, i, (lat)); 
gsl-vector-set(j-vec, i, O); 
gsl-vector-set(temp-vec, i, temp); 
I 
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/* add the observations to the model */ 
void add_obs(Spat * spat, gsl-vector-int *t-vec, gsl-vector-int *i-vec, gsl-vector *j-vec, 
gsl-vector *temp_vec) 
f 
/* declaration 
long i; 
for (i=O; i<NUMOBS; i++) 
spat-add-obs(spat, 
gsl-vector-int-get(t-vec, i), 
gsl-vector-int-get(i-vec, i), 
gsl-vector-get(j-vec, i), 
gsl-vector-get(temp-vec, i)); 
I 
The Metropolis-Hastings model is given below with the helper functions for both 
the fine and coarse models. This program uses the same helper functions as the data 
argumentation algorithm to read in the observations from a file and to add the observations 
to the structure. 
#define NUMOBS 2000 /* number of observations available */ 
/* helper function declarations */ 
void read-data(char *filename, gsl-vector_int *t_vec, gsl-vector-int *i-vec, gsl-vector-int *J-vec, 
gsl-vector *temp-vec); 
void add-obs(Spat *spat, gsl-vector-int *t-vec, gsl-vector-int *i-vec, gsl-vector_int *j-vec, 
gsl-vector *temp-vec); 
/* Metropolis-Hastings algorithm 
int main(int argc, char *argv[]) 
/* declarations 
Spat *spat; 
gsl-vector-int *t-vec, *i_vec, *j-vec; 
gsl-vector *temp-vec; 
gsl-rng *rng; 
long it, t, pt, pt2, iters; 
double a, mll, mll_p, lambda-s, lambda_s_p, lambda-o, lambda-o-p, mu, mu-p, j, k, l, o, alpha; 
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if (argc 1= 2) ý 
fpriatf(stderr, "Usage: I/s <iters>\ul', argv[01); 
exit(EXIT-FAILURE); 
I 
iters=atoi(argv[ll); /* number of iterations for MCMC algorithm */ 
spat=spat-calloc(40,10,10); /* dimensions of latent model (time, latitude, longitude) 
temp-vec=gsl-vector-calloc(NUMOBS); 
t-vec=gsl-vector-int-calloc(NUMOBS); 
i-vec=gsl-vector-int-calloc(NUMOBS); 
J-vec=gsl-vector-int-calloc(NUMOBS); 
read-data("datain. dat'l, t-vec, i-vec, j_vec, temp-vec); /* location of data file 
rng=gsl-rng-alloc(gsl-rng-mti9937); 
j=0.01; k=0.01; /* prior for lambda-s 
1=0.01; 0=0.01; /* prior for lambda-o 
mu=0.0; lambda-s=-1.7; lambda-o=-2.0; mll=-leOS; alpha=0.7; /* inits 
printf("Iter lazbda-s lambda-o\n"); 
/* main MCMC simulation loop 
for (it=O; it<iters; it++) 
spat-set-zero(spat); 
mu-p = mu. + gsl-ran-gaussian(rng, 0.1); /* parameter updates 
lambda-s-p = lambda-s + gsl-ran-gaussian(rng, 0.1); 
lambda. o_p = lambda_o + gsl-ran-gaussian(rng, 0.1); 
spat-set-latent(spat, mu-p, alpha-p. exp(lambda-s-p), exp(lambda-o-p)); 
spat-prior-process(spat); 
add_obs(spat, t_vec, i-vec, j-vec, temp-vec); /* add observations 
spat-process(spat); 
mll-p = spat-mloglik(spat); /* calculate marginal log likelihood for proposed updates 
a=j* (lambda-s-p-lambda-s) -k *(exp(lambda-s-p) - exp(lambda-s)) /* acceptance probability 
+I* (lambda-o-p-lambda-o) -o *(exp(lambda-o-p) - exp(lambda-o)) 
mll-p - mll; 
if (gdag-accept-lp(rng, a)) ( /* keep proposed values if acceptance probability is true 
mu=mu-p; lambda_s=lambda-s-p; lambda-o=lambda_o_p; mll=mll-p; 
printf("%Id %f %f\n", it, lambda_s, lambda-o); 
I 
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spat-free(spat); /* free memory 
gsl-vector-free(temp-vec); 
gsl-vector-int-free(t-vec); 
gsl-vector-int-free(i-vec); 
gsl-vector-int-free(j-vec); 
return(EXIT-SUCCESS); 
I 
The fine model helper functions are given below. 
/* internal function prototypes */ 
size-t spat-index(Spat *self, size-t t, size-t i, size-t J); 
/* function definitions */ 
/* defines and initialises spat (spatio-temporal) structure 
Spat *Spat-calloc(size-t T, size-t n, size-t m) 
f 
Spat *self ; 
self=malloc(sizeof(Spat)); 
self->T = T; 
self->n = n; 
self->m = m; 
self->mu = 0.0; 
self->tauS = 0.0; 
self->tauO = 0.0; 
self->gdso = gdag-calloc(n*m*T); 
return(self); 
I 
/* frees memory */ 
void spat-free(Spat *self) 
f 
gdag-free(self->gdso); 
free(self); 
I 
/* sets spat structure to zero 
void spat-set-zero(Spat *self) 
f 
self->mu = 0.0; 
self->alpha 0.0; 
self->tauS 0.0; 
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self->tauQ = 0.0; 
gdag-set-zero(self->gdso); 
/* calculates index for each latent node */ 
size-t spat-index(Spat *self, size_t t, size-t i, size_t 
return( t*(self->n)*(self->m) + i*(self->m) +i); 
I 
/* adds ovbservations to spat structure */ 
void spat-add-obs(Spat *self, size_t t, size-t i, size-t j, double obs) 
gdag-usv *sp=gdag-usv-basis(spat-index(self, t, i, j)); 
gdag-add-observation(self->gdso, sp, 0.0, self->tauO, obs); 
gdag-usv-free(sp); 
/* processes structure so maginal log likelihood and other functions can be used 
void spat-process(Spat *self) 
gdag-process(self->gdso); 
void spat-prior-process(Spat *self) 
gdag-prior-process(self->gdso); 
I 
/* calculates marginal log likelihood for spat structure 
double spat-mloglik(Spat *self) 
f 
return(gdag-mloglik(self->gdso)); 
I 
/* defines latent structure */ 
void spat-set-latent(Spat *self, double mu, double alpha, double tauS, double tauO) 
FILE *file; 
size-t t, i, j; 
gdag-usv *sv; 
gsl-vector * edge-weight, *adj-weights; 
double b, tmp; 
int it, l; 
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b=(1.0-alpha)*mu; 
if((file = fopen("fine-edgeweights. dat", "r")) - NULL) 
printf("cannot open edgeweight. dat \n"); 
I 
adj-weights=gsl-vector_calloc(800); /* full reference table for edge weights 
gsl-vector-fscanf(file, adj-weights); 
fclose(file); 
edge-weight=gsi-vector-calloc(8); 
tmp=100.0*alpha; 
1=tmp; 
for(it=O; it<S; it++) j /* yields edge weights for given alpha */ 
gsl-vector-set(edge-weight, it, gsl-vector-get(adj-weights, (8*(1-1)+it))); 
I 
gsl-vector-free(adj-weights); 
self->MU = mu; /* record parameters in the object for future use 
self->alpha alpha; 
self->tauS tauS; 
self->tauO tauO; 
for (i=O; i < self->n; i++) I /* time zero layer 
for (j=O; j < self->m; j++) f 
gdag-add-root(self->gdso, spat-index(self, O, i, j), mu, tauS); 
for (t=l; t < self->T; t++) ( /* all other times 
for (i=O; i < self->n; i++) f 
for (j=O; j < self->m; j++) 
if ( (i==O)&&(j==O) )( /* four corners 
sv=gdag-usv-alloc(4); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edge-weight, 5)); 
gdag-usv-add(sv, spat_index(self, t-l, i, j+l), gsl-vector-get(edge-weight, 4)); 
gdag-usv-add(sv, spat-index(self, t-l, i+l, j), gsl-vector-get(edge-weight, 4)); 
gdag-usv-add(sv, spat-index(self, t-l, i+l, j+l), gsl-vector-get(edge-weight, 3)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edge-weight, 5) 
+2*gsl-vector-get(edge-weight. 4)+gsl-vector-get(edge-weight, 3)))*mu, 
gsl-vector-get(edge-weight, 7)*tauS); 
gdag-usv-free(sv); 
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else if ( (i==O)&&(j==(self->m)-I) 
sv=gdag-usv-alloc(4); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edge-weight, 5)); 
gdag-usv-add(sv, spat_index(self, t-l, i, j-1), gsl-vector-get(edge-weight, 4)); 
gdag-usv-add(sv, spat_index(self, t-l, i+l, j), gsl-vector-get(edge-weight, 4)); 
gdag-usv-add(sv, spat-index(self, t-l, i+l, j-1), gsl-vector-get(edge-weight, 3)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edge-weight, 5) 
+2*gsl-vector-get(edge-weight, 4)+gsl-vector-get(edge-weight, 3)))*mu, 
gsl-vector-get(edge-weight, 7)*tauS); 
gdag-usv-free(sv); 
I 
else if ( (i==(self->n)-I)&&(j==O) 
sv=gdag-usv-alloc(4); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edge-weight, 5)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j+l), gsl-vector-get(edge-weight, 4)); 
gdag-usv-add(sv, spat_index(self, t-l, i-l, j), gsl-vector-get(edge-weight, 4)); 
gdag-usv-add(sv, spat-index(self, t-l, i-l, j+l), gsl-vector-get(edge-weight, 3)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (I-(gsl-vector-get(edge-weight, 5) 
+2*gsl-vector-get(edge-weight, 4)+gsl-vector-get(edge-weight, 3)))*mu, 
gsl-vector-get(edge_weight, 7)*tauS); 
gdag-usv-free(sv); 
I 
else if ( (i==(self->n)-l)&&(j==(self->m)-l) 
sv=gdag-usv-alloc(4); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edge-weight, 5)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j-1), gsl-vector-get(edge-weight, 4)); 
gdag-usv-add(sv, spat-index(self, t-l, i-l, j), gsl-vector-get(edge-weight, 4)); 
gdag-usv-add(sv, spat-index(self, t-l, i-l, j-1), gsl-vector-get(edge-weight. 3)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edge-weight, 5) 
+2*gsl-vector-get(edge-weight, 4)+gsl-vector-get(edge-weight, 3)))*mu, 
gsl-vector-get(edge-weight, 7)*tauS); 
gdag-usv-free(sv); 
I 
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else if (i==O) ( /* four edges 
sv=gdag-usv-alloc(6); 
gdag-usv-add(sv, spat-indox(self, t-l, i, j), gsl-vector-get(edge-weight, 2)); 
gdag-usv-add(sv, spat-index(self, t-l, i+l, j), gsl-vector-get(edge-weight, l)); 
gdag-usv-add(sv, spat_index(self, t-l, i, j+l), gsl-vector-get(edge_weight, l)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j-l), gsl-vector-get(edge-weight, l)); 
gdag-usv-add(sv, spat-index(self, t-l, i+l, j+l), gsl-vector-get(edge-weight, O)); 
gdag-usv-add(sv, spat-index(self, t-l, i+l, j-1), gsl-vector-get(edge_weight, O)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edge-weight, 2) 
+3*gsl-vector-get(edge-weight, l)+2*gsl_vector-get(edge-weight, O)))*mu, 
gsl-vector-get(edge-weight, 6)*tauS); 
gdag-usv-free(sv); 
I 
else if (j==O) 
sv=gdag-usv-alloc(6); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edge-weight, 2)); 
gdag-usv-add(sv, spat-index(self, t-l, i+l, j), gsl-vector-get(edge-weight, l)); 
gdag-usv-add(sv, spat_index(self, t-l, i, j+l), gsl-vector-get(edge-weight, l)); 
gdag-usv-add(sv, spat-index(self, t-l, i-l, j), gsl-vector-get(edge_weight, l)); 
gdag-usv-add(sv, spat-index(self, t-l, i+l, j+l), gsl-vector-get(edge-weight, O)); 
gdag-usv-add(sv, spat-index(self, t-l, i-l, j+l), gsl-vector-get(edge-weight, O)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edge-weight, 2) 
+3*gsl-vector-get(edge-weight, l)+2*gsl_vector_get(edge-weight, O)))*mu, 
gsl-vector-get(edge-weight, 6)*tauS); 
gdag-usv-free(sv); 
I 
else if (i==(self->n)-1) 
sv=gdag-usv-alloc(6); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edge-weight, 2)); 
gdag-usv-add(sv, spat_index(self, t-l, i-l, j), gsl-vector-get(edge_weight, l)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j+l). gsl-vector-get(edge-weight, l)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j-1), gsl-vector-get(edge_weight, l)); 
gdag-usv-add(sv, spat-index(self, t-l, i-l, j+l), gsl-vector-get(edge-weight, O)); 
gdag-usv-add(sv, spat_index(self, t-l, i-l, j-l), gsl-vector-get(edge-weight, 0)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edge-weight. 2) 
+3*gsl-vector-get(edge-weight, l)+2*gsl_vector_get(odge-weight, O)))*Mu, 
gsl-vector-get(edge_weight, 6)*tauS); 
gdag-usv-free(sv); 
I 
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else if (j==(self->m)-I) ( 
sv=gdag-usv-alloc(6); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edge-weight, 2)); 
gdag-usv-add(sv, spat-index(self, t-l, i+l, j), gsl-vector-get(edge-weight, l)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j-l), gsl-vector-get(edge-weight, l)); 
gdag-usv-add(sv, spat-index(self, t-l, i-1, J), gsl-vector-get(edge-weight, l)); 
gdag_usv-add(sv, spat-index(self, t-l, i+i, j-1), gsl-vector-get(edge-weight, O)); 
gdag-usv-add(sv, spat-index(self, t-l, i-i, j-1), gsl-vector-get(edge_weight, 0)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edge-weight, 2) 
+3*gsl-vector-get(edge-weight, l)+2*gsl-vector-get(edge-weight, O)))*mu, 
gsl-vector-get(edge-weight, 6)*tauS); 
gdag-usv-free(sv); 
I 
else f /* interior */ 
sv=gdag-usv-alloc(g); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), alpha*0.25); 
gdag-usv-add(sv, spat-index(self, t-l, i+l, j), alpha*0.125); 
gdag-usv-add(sv, spat-index(self, t-l, i-l, j), alpha*0.125); 
gdag-usv-add(sv, spat-index(self, t-l, i, j+l), alpha*0.125); 
gdag-usv-add(sv, spat-index(self, t-l, i, j-1), alpha*0.125); 
gdag-usv-add(sv, spat-index(self, t-l, i+i, j+1), alpha*0.0625); 
gdag-usv-add(sv, spat-index(self, t-l, i+i, j-1), alpha*0.0625); 
gdag-usv-add(sv, spat-index(self, t-l, i-l, j+l), alpha*0.0625); 
gdag_usv-add(sv, spat-index(self, t-i, i-l, j-1), alpha*0.0625); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, b, tauS); 
gdag-usv-free(sv); 
} 
} 
} 
I 
gsl-vector-free(edge-weight); 
I 
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The coarse model uses the same main function as the fine model however some of the 
helper functions need to be redefined for this model. The coarse model helper functions 
are given below. 
/* function definitions */ 
/* defines and initialises spat structure 
Spat *spat-calloc(size-t T, size-t n, size-t m) 
f 
Spat *self; 
self=malloc(sizeof(Spat)); 
self->T = T; 
self->n = n/2; 
self->m = m/2; 
self->mu = 0.0; 
self->tauS = 0.0; 
self->tauO = 0.0; 
self->gdso = gdag-calloc(n*m*T/4); 
return(self); 
I 
void spat-set-latent (Spat *self, double mu, double alpha, double tauS, double tauO) 
gsl-vector *edgweight, *adj-weights; 
FILE *file; 
size_t t, i, j; 
gdag-usv *sv; 
double b, tmp; 
int l, it; 
t=O; 
b=(1.0-alpha)*mu; 
self->mu = mu; /* record parameters in the object for future use 
self->alpha alpha; 
self->tauS tauS; 
self->tauG tauO; 
if((file = fopen("-/code/test/testweight. dat'l, llr")) == NULL) 
printf("cannot open edges3dr. dat \n"); 
I 
adj-weights=gsl-vector-calloc(1700); /* full reference table for course model 
gsl-vector-fscanf(file, adj-weights); 
fclose(file); 
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edgweight=gsl-vector_calloc(17); 
tmp=100.0*alpha; 
1=tmp; 
for(it=O; it<17; it++) f /* edge weight for given alpha */ 
gsl-vector-set(edgweight, it. gsl-vector-get(adj-weights, (17*(1-1)+it))); 
I 
gsl-vector-free(adj-yeights); 
for (i=O; i < self->n; i++) I /* time zero layer 
for (j=O; j < self->m; j++) ( 
gdag-add-root(self->gdso, spat-index(self, t, i, j), mu, tauS); 
for (i=O; i < self->n; i++) ( /* time one layer 
for (j=O; j < self->m; j++) 
sv=gdag-usv-alloc(l); 
gdag-usv-add(sv, spat-index(self, O, i, j), gsl_vector-get(edgweight, 12)); 
gdag-add-node(self->gdso, spat-index(self, l, i, j), sv, (l-gsl-vector-get(edgweight, 12))*mu, tauS 
*gsi-vector-get(edgweight, 16)); 
gdag-usv-free(sv); 
for (t=2; t < self->T; t++) ( /* all other times 
for (i=O; i < self->n; i++) ( 
for (j=o; j < self->m; j++) ( 
if ( (i==O)&&(j==O) )I /* four corners 
sv=gdag-usv-alloc(5); 
gdag-usv-add(sv, spat-index(self, t-2, i, j), gsl-vector-get(edgweight, 10)); 
gdag-usv-add(sv, spat-index(self, t-2, i, j+l), gsl-vector-get(edgweight, 9)); 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j), gsl-vector-get(edgweight, 9)); 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j+l), gsl-vector-get(edgweight, 8)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edgweight. 11)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edgweight, 10) 
+2*gsl-vector-get(edgweight, 9)+gsl-vector-get(edgweight, 8)+gsl_vector-get(edgweight, ll))) 
*mu, tauS*gsl-vector-get(edgweight, 15)); 
gdag-usv-free(sv); 
I 
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else if ( (i-=O)&&(j==(self->m)-I) )ý 
sv=gdag-ýusv-alloc(5); 
gdag-usv-add(sv, spat-index(self, t-2, i, j), gsl-vector-get(edgweight, 10)); 
gdag-usv-add(sv, spat-index(self, t-2, i, j-1), gsl-vector-get(edgweight, 9)); 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j), gsl-vector-get(edgweight. 9)); 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j-l), gsl-vector-get(edgweight, 8)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edgweight, il)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (I-(gsi-vector-get(edgweight, 10) 
+2*gsl-vector-get(edgweight, 9)+gsl-vector-get(edg, weight, 8)+gsl-vector-get(edgweight, ll))) 
*mu, tauS*gsl-vector-get(edgweight, 15)); 
gdag-usv-free(sv); 
y 
else if ( (i==(self->n)-1)&&(j=-O) 
sv=gdag-usv-alloc(S); 
gdag-usv-add(sv, spat-index(self, t-2, i, j), gsl-vector-get(edgweigbt, 10)); 
gdag-usv-add(sv, spat-index(self, t-2, i, j+l), gsl-vector-get(edgweight, 9)); 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j), gsl-vector-get(edgweight. 9)); 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j+l), gsl_vector-get(edgweight, 8)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edgweight, ll)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (I-(gsl-vector-get(edgweight, 10) 
+2*gsl-vector-get(edgweight, 9)+gsl-vector-get (edgweight, 8) +gsl-vector-get (edgweight, 11))) 
*mu, tauS*gsl-vector-get(edgweight, 15)); 
gdag-usv-free(sv); 
I 
else if ( (i==(self->n)-l)&&(j==(self->m)-l) 
sv=gdag-usv-alloc(5); 
gdag-usv-add(sv, spat-index(self, t-2, i, j), gsl-vector-get(edgweight. 10)); 
gdag-usv-add(sv, spat-index(self, t-2, i, j-1), gsl-vector-get(edgweight, 9)); 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j), gsl-vector-get(edgweight, 9)); 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j-l), gsl-vector-get(edgweight, 8)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edgweight, ll)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edgweight, 10) 
+2*gsl-vector-get(edgweight, g)+gsl-vector-get(edgweight, B)+gsl-vector-get(edgweight, ll))) 
*mu, tauS*gsl_vector-get(edgweight. 15)); 
gdag-usv-free(sv); 
I 
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else if (i==O) ( /* four edges */ 
sv=gdag-usv-alloc(7); 
gdag-usv-add(sv, spat-index(self, t-2, i, j), gsl-vector-get(edgweight, 6)); 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j), gsl-vector-get(edgweight, 5)); 
gdag-usv-add(sv, spat-index(self, t-2, i, j+l), gsl-vector-get(edgweight, 5)); 
gdag-usv-add(sv, spat-index(self, t-2, i, j-1), gsl-vector-get(edgweight, 5)); 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j+l), gsl-vector-get(edgweight, 4)); 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j-1), gsl-vector-get(edgweight, 4)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edgweight, 7)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edgweight, 6) 
+3*gsl-vector-get(edgweight, 5)+2*gsl-vector-get(edgweight, 4)+gsl-vector-get(edgweight, 7))) 
*mu, tauS*gsl-vector-get(edgweight, 14)); 
gdag-usv-free(sv); 
I 
else if (j==O) 
sv=gdag-usv-alloc(7); 
gdag-usv-add(sv, spat-index(self, t-2, i, j), gsl-vector-get(edgweight, 6)); 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j), gsl-vector-get(edgweight, 5)); 
gdag-usv-add(sv, spat-index(self, t-2, i, j+l), gsl-vector-get(edgweight, 5)); 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j), gsl-vector-get(edgweight, 5)); 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j+l), gsl-vector-get(edgweight, 4)); 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j+l), gsl-vector-get(edgweight, 4)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edgweight, 7)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (I-(gsl-vector-get(edgweight, 6) 
+3*gsl-vector-get(edgweight, 5)+2*gsi-vector-get(edgweight, 4)+gsl-vector-get(edgweight, 7))) 
*mu, tauS*gsl-vector-get(edgweight, 14)); 
gdag-usv-free(sv); 
I 
, lse if (i==(self->n)-l) 
sv=gdag-usv-alloc(7); 
gdag-usv-add(sv, spat-index(self, t-2, i, j), gsl-vector-get(edgweight, 6)); 
gdag-usv-add(sv, spat_index(self, t-2, i-l, j), gsl-vector-get(edgweight, 5)); 
gdag-usv-add(sv, spaLt-index(self, t-2, i, j+l), gsl-vector-get(edgweight, 5)); 
gdag-usv-add(sv, spat-index(self, t-2, i, j-1), gsl-vector-get(edgweight, 5)); 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j+l), gsl-vector-get(edgweight, 4)); 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j-1), gsl-vector-get(edgweight, 4)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edgweight, 7)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edgweight, 6) 
+3*gsl-vector-get(edgweight, 5)+2*gsl-vector-get(edgweight, 4)+gsl-vector-get(edgweight, 7))) 
*mu, tauS*gsl-vector-get(edgweight, 14)); 
gdag-usv-free(sv); 
I 
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else if (j==(self->m)-1) 
sv=gdag-usv-alloc(7); 
gdag-usv-add(sv, spat-index(self, t-2, i, j), gsl-vector-get(edgweight. 6)); 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j), gsl-vector-get(edgweight, 5)); 
gdag-usv-add(sv, spat-index(self, t-2, i, j-l), gsl-vector-get(edgweight, 5)); 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j), gsl-vector-get(edgweight. 5)); 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j-l), gsl-vector-get(edgweight. 4)); 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j-1), gsl-vector-get(edgweight, 4)); 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(odgweight, 7)); 
gdag-add-node(self->gdso, spat-index(self, t, i, j), sv, (l-(gsl-vector-get(edgweight, 6) 
+3*gsl-vector-get(edgweight, 5)+2*gsl-vector-get(edgweight, 4)+gsl-vector-get(edgweight, 7))) 
*mu, tauS*gsl-vector-get(edgweight, 14)); 
gdag-usv-free(sv); 
I 
else f /* interior */ 
sv=gdag-usv-alloc(IO); 
gdag-usv-add(sv, spat_index(self, t-2, i, j), gsl-vector-get(edgweight, 2 
gdag-usv-add(sv, spat_index(self, t-2, i+l, j), gsl-vector-get(edgweight, l 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j), gsl-vector-get(edgweight, i 
gdag-usv-add(sv, spat-index(self, t-2, i, j+l), gsl-vector-get(edgweight, I 
gdag-usv-add(sv, spat-index(self, t-2, i, j-l), gsl-vector-get(edgweight, l 
gdag-usv-add(sv, spat_index(self, t-2, i+l, j+i), gsl-vector-get(edgweight, O 
gdag-usv-add(sv, spat-index(self, t-2, i+l, j-l)igsl-vector-get(edgweight, O 
gdag-usv-add(sv, spat-index(self, t-2, i-i, j+i), gsl-ývector-get(edgweight, O 
gdag-usv-add(sv, spat-index(self, t-2, i-l, j-1), gsl-vector-get(edgweight, O 
gdag-usv-add(sv, spat-index(self, t-l, i, j), gsl-vector-get(edgweight, 3 )); 
gdag-add-node(self->gdso. spat-index(self, t, i, j), sv, (l-(gsl_vector-get(edgweight, 2) 
+4*gsl-vector-get(edgweight, i)+4*gsl-vector-get(edgweight, O)+gsl-vector_get(edgweight, 3))) 
*mu, tauS*gsl-vector-get(edgweight, 13)); 
gdag-usv-free(sv); 
} 
} 
} 
} 
gsl-vector-free(edgweight); 
I 
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