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Ti substituting Ru in Sr2RuO4 in small concentrations induces incommensurate spin density wave
order with a wave vector Q ' (2pi/3, 2pi/3) corresponding to the nesting vector of two out of three
Fermi surface sheets. We consider a microscopic model for these two bands and analyze the cor-
relation effects leading to magnetic order through non-magnetic Ti-doping. For this purpose we
use a position dependent mean field approximation for the microscopic model and a phenomeno-
logical Ginzburg-Landau approach, which both deliver consistent results and allow us to examine
the inhomogeneous magnetic order. Spin-orbit coupling additionally leads to spin currents around
each impurity, which in combination with the magnetic polarization produce a charge current pat-
tern. This is also discussed within a gauge field theory in both charge and spin channel. This
spin-orbit coupling effect causes an interesting modification of the magnetic structure, if currents
run through the system. Our findings allow a more detailed analysis of the experimental data for
Sr2Ru1−xTixO4. In particular, we find that the available measurements are consistent with our
theoretical predictions.
I. INTRODUCTION
Motivated by the discovery of unconventional super-
conductivity, Sr2RuO4 has been studied extensively for
well over two decades due to its many intriguing prop-
erties [1–4]. However, the nature of the superconducting
phase as well as its underlying pairing mechanism are still
under debate. Due to its strongly correlated Fermi-liquid
properties in the normal state Sr2RuO4 with its single-
layer perovskite structure has been considered as a two-
dimensional analog of 3He [5, 6]. Moreover, it belongs to
a Ruddelson-Popper series whose end member is the fer-
romagnetic compound SrRuO3. Consequently, the pair-
ing was anticipated to be mediated by ferromagnetic fluc-
tuations. Interestingly, ferromagnetism is not the domi-
nant part of the spin correlations in Sr2RuO4. Instead,
incommensurate (IC) correlations have been experimen-
tally observed at the wave vector Q ' (2pi/3, 2pi/3) (lat-
tice constant taken as unit of length) [7–13], very consis-
tent with theoretical predictions [14–18].
The IC wave vector is attributed to the nesting of two
out of three Fermi surface (FS) sheets, which are domi-
nated by the 4d-t2g orbitals of the Ru
4+ ions. The dxy
orbital yields the two-dimensional γ band, while the dxz
and dyz orbitals give rise to the α and β bands, which in-
corporate quasi-one-dimensional features [19, 20]. Given
their one-dimensional character favoring Fermi surface
nesting, these latter two are responsible for the IC corre-
lation [17, 21].
Sr2RuO4 falls barely short of establishing magnetic
long-range order originating from the strong IC corre-
lations. It was, however, found that replacing some
Ru4+ by non-magnetic Ti4+ (3d0) induces magnetic or-
der already at rather low Ti concentrations, x > 0.025
in Sr2Ru1−xTixO4 [22]. Inelastic neutron scattering re-
veals a transition to a phase corresponding to a two-
dimensional IC spin density wave state, whose moments
are oriented along the c-axis and are modulated cor-
responding to wave vectors related to the Fermi sur-
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FIG. 1. Spin pattern obtained through the dominant eigen-
value of spin susceptibility matrix χzz(r, r
′) around a non-
magnetic impurity in the microscopic two-orbital lattice
model for the α-β sheets of the Fermi surface. The impu-
rity is located in the center and the system size is 9× 9.
face nesting [23, 24]. Naturally, Ti-doping suppresses
the unconventional superconducting phase rather quickly
even before magnetic order is established. Therefore
there is no direct interference between the two ordered
phases, although understanding magnetic correlations in
Sr2Ru1−xTixO4 could shed light on the magnetic fluctu-
ations of the pure compound.
Interestingly, non-magnetic impurities have been found
to cause magnetic order also in insulating spin systems
with antiferromagnetic short-range correlations and a
spin excitation gap. In particular, a series of cuprate
systems show this feature upon replacing some Cu-ions
by Zn impurities [25, 26]. This type of systems has been
investigated theoretically quite extensively in the context
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2of the concept order by disorder and the modification of
magnetic quantum phase transitions by impurities [27–
29]. The nucleation of a pattern of magnetic order around
a non-magnetic impurity observed in these model systems
is rather similar to our metallic case. However, there are
also obvious differences concerning the coupling of several
impurities and the fact that our system is metallic.
The aim of our study is to explore the formation of
magnetic order through non-magnetic impurities from a
microscopic point of view. Since the magnetic state is
clearly governed by the Fermi surface nesting of the α
and β sheets, we will neglect the third (γ) sheet for sim-
plicity in the following discussion. From the microscopic
model of the α-β band including spin-orbit coupling we
develop a mean field theory for a spatially dependent
magnetization of the two involved 4d-orbitals and deter-
mine the pattern of magnetic order around a single im-
purity. We find that the dominant magnetic correlation
in the pure system is connected with the four IC wave
vectors Q ' (±2pi/3, 0) and (0,±2pi/3), which, if strong
enough, would lead to a spin density wave state based on
these wave vectors.
A simple probe of the magnetic response in the pres-
ence of an impurity can be obtained by considering the
spin susceptibility χzz(r, r
′) in real space on a square
lattice using the electron structure of the α-β band with-
out interactions. We observe that the dominant spin
correlation yields a cross like pattern with the impu-
rity at the center, as displayed in Fig. 1. Each beam
of the cross can be attributed to one of the two orbitals,
4dyz and 4dzx, and the spin polarization is modulated
by the corresponding nesting vectors Q(x) ' (2pi/3, 0)
and Q(y) ' (0, 2pi/3) in x- and y-direction, respectively.
Moreover, the sign is reversed on the two beams such that
no net magnetic moment is associated with the impurity.
Indeed, we will show below that this is the basic struc-
ture, which appears spontaneously due to the interaction
around the impurities.
In the following, we will analyze the magnetic struc-
ture induced by non-magnetic impurities based on a mi-
croscopic model of the α-β-band including the effects of
spin-orbit coupling [Sec. II]. A first attempt using a the-
ory based on averaged impurity scattering does not indi-
cate any inclination of the system towards magnetic or-
der. Thus, we turn towards a mean field approach with
spatial resolution, which allows us to show that a non-
vanishing spin polarization appears around the impurity
due to the repulsive onsite potential. In order to further
analyze our findings we consider also the multi impurity
situation, which we examine using a phenomenological
Ginzburg-Landau formulation [Sec. III]. The Ginzburg-
Landau theory is subsequently supported by a field the-
ory derived from the microscopic model. The different
approaches fall very much in line and provide a clear pic-
ture of the structure of the impurity induced magnetic or-
der. Extending the field theory into a gauge field theory
of the charge and spin degrees of freedom reveals several
more features of the system, such as (impurity) potential
induced spin currents and the connection between spin
polarization and charge currents [Sec. IV]. These phe-
nomena may allow for interesting probes of the magnetic
properties of such a system.
II. MAGNETISM OF THE TWO-ORBITAL
SYSTEM
After introducing the basic two-band model we analyze
the magnetic properties first using a formalism based on
configuration-averaged impurity scattering and then by
focusing on a local mean field theory for a single impurity.
A. The model Hamiltonian
Our model Hamiltonian describes the α- and β-band
of Sr2RuO4, which are derived from the 4d-t2g-orbitals
dxz and dyz, labelled as ’x’ and ’y’ in the follow-
ing. It includes nearest-neighbor (NN) intra-orbital and
next-nearest neighbor (NNN) inter-orbital hopping cor-
responding to the pattern depicted in Fig. 2, onsite spin-
orbit coupling and Coulomb interactions. We split the
Hamiltonian into four parts,
H = Hb +HSO +HU +Himp, (1)
where Hb describes the tight-binding bands of the two
orbitals, HSO corresponds to the spin-orbit coupling, HU
to the onsite Coulomb interaction between electrons and
Himp is the impurity potential. These terms are given by
Hb = −t
∑
i,j,s
(
c†ijxsci+1jxs + c
†
ijyscij+1ys
)
−t′
∑
i,j,α,s
(
c†ijαsci+1j+1α¯s − c†ijαsci+1j−1α¯s
)
−µ
∑
i,j,α,s
nijαs + h.c, (2)
HSO = −λ
∑
i,j,s
isc†ijxscijys + h.c., (3)
HU = U
∑
i,j,α
nijα↑nijα↓ +K
∑
i,j,α
nijα↑nijα¯↓
+ (K − J)
∑
i,j,s
nijxsnijys, (4)
Himp = V
∑
i0,j0
∑
i,j,α,s
c†i0j0αsci0j0αs, (5)
where c†ijαs (cijαs) is the creation (annihilation) opera-
tor for electrons on site (i, j), in orbital α = {x, y} and
with spin s = {1 =̂ ↑,−1 =̂ ↓}. We use the notation
α¯ = {y, x} and restrict the lattice to 0 ≤ i, j < N , where
N is the linear system size. The chemical potential and
the spin-orbit coupling constant are denoted by µ and λ,
3FIG. 2. Illustration of all possible square lattice hopping
terms for the x and y orbitals. The intra-orbital (inter-orbital)
hopping matrix element is denoted by t (t′).
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FIG. 3. Example Fermi surfaces of the hole-like α (red) and
electron-like β (green) sheets for µ = 0.065.
respectively. Impurities at the positions (i0, j0) exhibit
an onsite scattering potential V , which is assumed to be
much larger than the band width. The interaction term
includes intra-orbital U , inter-orbital K and Hund’s rule
coupling J . For the last one we neglected the pair hop-
ping, for simplicity, without changing our results quali-
tatively. We also assume the standard relation between
interaction strengths, U = K + 2J .
From Hb and HSO we obtain the two-dimensional band
structure shown in Fig. 3, where the first Brillouin zone
(BZ) is given by kx, ky ∈ [−pi, pi] with the lattice constant
a = 1. In the following we take the NN hopping matrix
element t as the unit of energy and choose t′ = 0.1t and
λ = 0.1t. The chemical potential is fixed to keep the elec-
tron density at n = 8/3. Since the band structure is dom-
inated by the NN intra-orbital hopping, the band struc-
ture retains a strong one-dimensional character leading
to pronounced nesting wave vectors Q ' (2pi/3, 0) and
(0, 2pi/3).
B. Self-consistent T-matrix approximation
We first discuss the effect of Ti-impurities by consider-
ing configuration-averaged impurity scattering based on
the self-consistent T-matrix approximation. This scheme
uses the Green’s function formalism and allows us to cal-
culate straightforwardly the spin susceptibility,
χαα
′
zz (q, τ) = −〈TτSzα,q(τ)Szα′,−q(τ)〉 , (6)
where Szα,q = (1/N)
∑
k,s,s′ c
†
k+qαsσ
z
ss′ckαs′ with c
†
kαs
and ckαs denoting the creation and annihilation oper-
ators, respectively, for electrons of momentum k in or-
bital α with spin s. We restrict ourselves to the z-axis
spin polarization, because spin-orbit coupling yields an
anisotropy, which boosts the z axis component compared
to the inplane polarizability for q ≈ Q, which is most rel-
evant for the magnetic correlations in our discussion [17].
The bare electron Green’s function Gαα
′
0,ss′(k, τ) =
−i 〈Tτ ckαs(τ)δs,s′c†kα′s′(0)〉 allows us to express the static
spin susceptibility as
χαα
′
zz (q) =
1
4β
∑
s1,...,s4,n
Gαα
′
0,s2s3(k, iωn)
×Gα′α0,s4s1(k + q, iωn)σzs1s2σzs3s4 , (7)
with the Fermionic Matsubara frequencies ωn. The bare
Green’s function for our model can be found in App. B
in Eq. (B3): Gˆ0,ss′(k, iωn) = δss′Gˆ0,s(k, iωn), where the
hat symbol indicates a two-dimensional matrix in the or-
bital space. We define the susceptibility of the orbital α
as χαzz(q) =
∑
α′ χ
αα′
zz (q).
In line with the impurity potential introduced in the
Hamiltonian [Eq. (5)] we write the intra-orbital single-
impurity scattering term as
H ′imp =
∑
k,k′,α,s
Vk,k′c
†
kαsckαs, (8)
with Vk,k′ = V , which corresponds to s-wave scatter-
ing. The impurity scattering leads to the renormalized
Green’s function Gˆs(k, iωn) defined through the Dyson
equation,
Gˆ−1s (k, iωn) = Gˆ
−1
0,s(k, iωn)− Σˆs(k, iωn), (9)
where Σˆ(k, iωn) denotes the self-energy.
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FIG. 4. Static spin susceptibility χ
(α+β)
zz for (a) no impurities
and (b) a finite concentration nimp = 0.05 of impurities. The
susceptibilites are normalized with the Pauli susceptibility. In
(c) the peak maximum of the susceptibility is plotted against
the impurity concentration.
To account for a large impurity potential we employ
the T-matrix approach, which includes multiple scatter-
ings at the impurity [30–32]. Due to the s-wave character
of the scattering the momentum dependence drops out of
the self-energy, which is directly connected with the T-
matrix, Tˆ (iωn), through
Σˆs(iωn) = nimpTˆs(iωn). (10)
This relation is only valid for small impurity concentra-
tions nimp, where interference effects between scattering
events at several impurities can be neglected.
Inserting it in Eq. (9) we determine Tˆ (iωn) self-
consistently,
Tˆs(iωn) = V +
∑
k
V Gˆ−1s (k, iωn)Tˆs(iωn). (11)
In Fig. 4 the static spin susceptibility χ
(x+y)
zz (q),
summed over both orbitals, is depicted for the clean
(a) and the impurity-doped (b) system. In both cases
we observe pronounced peaks at the four wave vectors
Q = (±1,±1)Q0 with Q0 ≈ 2pi/3, which is not shifted
noticeably by disorder. This is obviously a feature orig-
inating from the Fermi surface nesting as mentioned
above. Impurity scattering introduces, however, a de-
crease in quasiparticle life time, which broadens the peaks
while simultaneously reducing their height. This behav-
ior is systematic as can be seen in Fig. 4 (c). Within this
approach we cannot explain the observed magnetic or-
dering due to Ti-doping. On the contrary, impurity scat-
tering yields apparently a weakening of magnetic correla-
tions. This is a shortcoming of the averaging procedure
we use here, which leaves the system formally transla-
tionally invariant. The magnetic order we will describe
below, however, is not at all homogeneous, but strongly
modulated in the system. Thus, a different approach is
necessary to analyze the magnetic instability.
C. Local mean field approximation
In contrast to the spatial average of the previous sec-
tion, we analyze now the magnetic properties around a
single impurity using a local mean field approach. For
this purpose we decouple the interaction term HU in our
Hamiltonian [Eq. (4)] by means of a Hartree-Fock mean
field approximation,
nijαs = 〈nijαs〉+ (nijαs − 〈nijαs〉) (12)
where 〈nijαs〉 denotes the expectation value for the
ground state. The resulting single-particle Hamiltonian
is then solved self-consistently for the spatially resolved
expectation values 〈nijαs〉, which yield the local spin po-
larization,
mijα = 〈nijα↑〉 − 〈nijα↓〉 . (13)
As mentioned above, the preference for z-axis orienta-
tion of the magnetic moments is caused by spin-orbit
coupling.
For our numerical calculation we choose the finite size
system of a N ×N -lattice with N = 21 and a single im-
purity in the center. The use of periodic boundary con-
ditions yields effectively a regular lattice of impurities,
which are N lattice constants apart. The fact that N
can be devided by 3 makes the cells commensurate with
the nesting vector Q0 = 2pi/3. In order to reduce other
finite-size effects we average over twisted boundary con-
ditions in the evaluation of the self-consistent equation,
introducing phase factors to the hopping matrix elements
through the boundaries.
Initially we use the following model parameters for the
band structure: t′ = λ = 0.1t, and for the Coulomb inter-
action U = 1.5t with J = 0 (keeping U = K + 2J). The
impurity potential V is several times the band width.
The basic result displayed in Fig. 5 (a) shows a cross-
shaped pattern of the mean field spin polarization with
the impurity position at the center. The narrow beam
along the x-axis (y-axis) is strongly dominated by the
x-(y-)orbital. The pattern has a basic oscillatory mod-
ulation with the wave vector Q0 in both directions and
5decays rather rapidely. The spin polarization has oppo-
site signs for the two beam directions. Hence, its sym-
metry follows the irreducible representation B1 of the
point group C4v of the square lattice with the basis func-
tion ΦB1(r) = x
2 − y2. This means that there is no net
magnetic moment associated with the impurity. This ba-
sic finding is entirely in line with the structure obtained
from the analysis of the local spin susceptibility around
an impurity, discussed in the introduction [Fig. 1].
To probe the influence of the different ingredients of
our model on the structure, we vary some of the model
parameters. The inter-orbital hopping t′ and the spin-
orbit coupling λ are essential for the opposite sign of
the magnetization in x- and y-direction (B1 symmetry).
Neglecting the two, t′ = λ = 0, leads to the degener-
acy with the structure where both beams have the same
sign (belonging to the irreducible presentation A1). In-
creasing the Coulomb repulsion U strengthens the spin
polarization keeping the same modulation [Fig. 5 (b)]
(note the color scales given for each figure). Turning
on the Hund’s coupling raises the spin polarization as
well [Fig. 5 (c)]. On the other hand, increasing the spin-
orbit coupling reduces the spin polarization [Fig. 5 (d)],
whereby the beams gain in width, a feature which is not
easy to observe in our figures, but has been tested in our
numerical results. The mechanism lies in the transfer of
the spin polarization to the orbital polarization through
spin-orbit coupling. The angular momentum operator,
〈Lz〉 ∝ i〈c†ijxscijys − c†ijyscijxs〉, involves both orbitals.
Thus, on the beam along the x-axis the spin polariza-
tion of the x-orbital is shifted to the y-orbital, which has
preference to extend along the y-axis. This shift yields a
reduction of the spin polarization directly on the beam
axis.
III. PHENOMENOLOGICAL APPROACH FOR
A SYSTEM WITH MANY IMPURITIES
The mean field theory of the previous section consid-
ered the spin polarization induced by a single impurity.
The fact that we used periodic (twisted) boundary condi-
tions for a finite system led effectively to a regular lattice
of impurities, which are rather far apart from each other
and, thus, weakly coupled. In this section we would like
to examine the interplay of impurities at nearby locations
and the effect on the magnetization pattern. While this
can, in principle, also be dealt with in our previous mean
field setup, a phenomenological approach is here more ef-
ficient. We formulate a Ginzburg-Landau theory, which
we compare with an effective field theory derived from
our microscopic model in the subsequent section.
A. Ginzburg-Landau theory
As in the mean field approach we consider the z-axis
spin polarization in each orbital (x and y) as a position
FIG. 5. Spin polarization (mi,j,x + mi,jy) around a single
impurity located at the center for different parameter values
of U , J and λ for a square of 21×21 lattice sites: (a) shows the
result of the basic parameter set; (b) the Coulomb repulsion
U is increased; (c) the Hund’s rule coupling J is turned on;
(d) the spin orbit coupling λ is increased. For the comparison
of the magnitude of the spin polarization note that the color
scale of each plot is different.
dependent order parameter, mx(r) and my(r). These
two order parameter components can be combined to
belong to two irreducible representations of the square
lattice point group C4h,
A1 : mA = mx +my, (14)
B1 : mB = mx −my, (15)
where mx and my can be considered to transform like the
basis functions x2 and y2, respectively. Following Lan-
dau’s scheme one could construct the Ginzburg-Landau
theory based on the two order parameters mA and mB ,
describing the spontaneous symmetry breaking in one of
the two representations. However, it is actually more ad-
vantageous to formulate the free energy expansion with
6mx and my. Eventually, multiple impurities will reduce
the point group symmetry and lead to a coupling of the
order parameters of the two representations.
The scalar free energy functional is given by
F [mx,my] :=
∫
d2rf(mx,my), (16)
with
f = a(T )(m2x +m
2
y) + 2cmxmy + b1m
4
A + b2m
4
B + b3m
2
Am
2
B
+K1
[−(∂xmx)2 + κ(∂2xmx)2 − (∂ymy)2 + κ(∂2ymy)2]
+K2
[
(∂xmy)
2 + (∂ymx)
2
]
+K3 [(∂xmx)(∂xmy)
+(∂ymx)(∂ymy)] + γ
∑
j
(m2x +m
2
y)δ(~r − ~Rj), (17)
where a(T ) = a′(T − T0) and c, b1,2,3 and K1,2,3 > 0.
Note that we used the combinations mA and mB for the
fourth order terms for compactness. The spatial modu-
lation of the order parameter with the wave vector Q0 is
introduced by including higher order derivatives into the
gradient terms where κ = 1/2Q2 with Q ≈ Q0 = 2pi/3.
The last term represents the effect of the impurities where
the coupling γ < 0 facilitates the local nucleation of the
order parameter. We ignore any internal structure of
the impurity sites and approximate it by a δ-function for
simplicity.
In order to analyze the nucleation of the impurity in-
duced magnetic pattern we restrict ourselves to the lin-
earized Ginzburg-Landau equation obtained through the
variation of F [mx,my] with respect to the two order pa-
rameter components and by neglecting non-linear terms
in mx,y,∑
α′
Aαα′(q, T )m
α′
q = −γ
∑
j
e−iq·RjΠα,j , (18)
which is written in q-space using the Fourier transforma-
tion
mα(r) =
∫
d2q mαq e
iq·r. (19)
The symmetric matrix Aαα′ in q-space reads
Aαα(q, T ) = a(T ) +K1(κq
4
α − q2α) +K2q2α¯, (20)
Axy(q) = Ayx(q) = c+
K3
2
(q2x + q
2
y) (21)
and the right hand side of Eq. (18) uses
Πα,j =
∫
d2q mαq e
iq·Rj . (22)
The linearized GL equation (18) includes also the bulk
instability. Setting γ = 0, the bulk instability to an
incommensurate spin density wave state occurs at the
temperature where the first of the two eigenvalues of
the 2 × 2-matrix Aˆ(q, T ) changes sign for a certain q
( ≈ Q0) from a positive to a negative value at a tem-
perature T = TN < T0. In Sr2RuO4 the bulk instability
condition would lead to TN < 0. We restrict ourselves
to a temperature range T > TN , where for all q the ma-
trix Aˆ(q, T ) is strictly positive definite. We introduce
ηˆ(q, T ) = Aˆ(q, T )−1 and solve Eq. (18) formally,
mαq = −γ
∑
j,α′
e−iq·Rjηαα′(q, T )Πα′,j , (23)
which with Eq. (22) leads to an eigenvalue equation,
Πα,j = −γ
∑
j′,α′
Λαα
′
jj′ (T )Πα′,j′ , (24)
where we define the coupling
Λαα
′
jj′ (T ) =
∫
d2q eiq·(Rj−R
′
j)ηαα′(q, T ) . (25)
From App. C we see that ηαα′(q) is related to the
spin susceptibility such that Λαα
′
jj′ has the features of an
RKKY-type of coupling between impurity sites, although
we deal with non-magnetic impurities.
We solve Eq. (24) as an eigenvalue equation, which
gives the criterion for the nucleation of magnetic order
around the impurities. In particular, it allows to deter-
mine the critical temperature T ′N (or the critical γ for
fixed temperature) together with the structure of the spin
polarization pattern through the eigenvector Παj and use
of Eqs. (19) and (23).
Before the discussion of the multi impurity problem in
the next subsection, we briefly analyze the single impu-
rity part of the magnetic instability, which leads to the
reduced equation∑
α′
[
δα,α′ + γΛ
αα′
jj (T )
]
Πα′,j = 0, (26)
where
Λαα
′
jj (T ) =
∫
d2q ηαα′(q, T ). (27)
By symmetry we find Λ(T ) = Λxxjj (T ) = Λ
yy
jj (T ) and
Λ′(T ) = Λxyjj (T ) = Λ
yx
jj (T ). Taking the single impurity
as the symmetry center the point group C4v is preserved
and we can separate the solutions according to the two
representations into
ΠA,j =
1
2
(Πx,j + Πy,j), (28)
ΠB,j =
1
2
(Πx,j −Πy,j), (29)
which yields two decoupled equations,[
1 + γ(Λxxjj (T ) + Λ
xy
jj (T ))
]
ΠA,j = 0, (30)[
1 + γ(Λxxjj (T )− Λxyjj (T ))
]
ΠB,j = 0. (31)
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FIG. 6. The sum over both order parameters in real space,
mx and my, derived from the GL theory for two impurities.
All distances are expressed in units of the correlation length.
In (a) to (d) the impurities are located on the horizontal line
defined by yi = 0. The magnetic moments are calculated
for different distances between the impurities, which we sym-
metrically distributed around the origin. In (e) and (f) one
impurity is rotated around the other one along a circle of
radius r = 4.
The comparison with the microscopic theory shows that
Λxxjj > 0, Λ
xy
jj < 0 and Λ
xx
jj − Λxyjj > 0 such that the
solution of the B1 representation would be the first to
nucleate in accordance with the finding of the previous
chapter. Returning to the real space magnetization using
Eq. (19) and (23) we find a cross-like pattern as shown
in Fig. 12 a).
B. Magnetic order with several impurities
In order to illustrate the interplay between different
impurities we consider the case of two impurities in mul-
tiple spatial configurations. In view of the solutions of
the local mean field calculation in the last chapter, we
use parameters yielding a correlation length of a few lat-
tice constants at the nucleation. This means also that the
inter-impurity interaction Λjj′αα
′
decays on this length
scale. Thus, we consider impurity arrangements in a
comparable range of distances as depicted in Fig. 6 (a-
f). In order to be closer to the microscopic description,
we use for these simulations not the matrix Aˆ(q) of the
Ginzburg-Landau description, but ˆ˜A(q), which we will
derive through an effective field theory in the next chap-
ter. This has the advantage that the q-dependence is
treated more adequately.
We analyze here the nucleation of magnetic order by
solving the corresponding eigenvalue equation, Eq. (24),
for the critical temperature, which is slightly different for
each configuration. From Πα,j we obtain the real space
magnetization pattern shown in Fig. 6.
It is important to note that the symmetries leading to
Eqs. (28) and (29) are lost in the presence of more than
one impurity. There may be still some residual symme-
tries depending on the relative location of the impurities.
This leads to a coupling of the two representations and a
discussion in terms of Πx,j and Πy,j is more accessible.
In Fig. 6 (a-d) we display configurations where the im-
purities are placed along a main axis (x-axis for yj = 0) at
different distances. For longer distances the cross struc-
ture of each impurity is like that of a single impurity. As
the impurities get closer the overlap of the magnetization
pattern increases such that the beam along the x-axis
grows in strength and the y-axis beam becomes compar-
atively weaker (note the color scales of each panel). A
further feature is the change of the relative sign of the
two impurity patterns, which is a result of the oscillatory
RKKY-like interaction structure and connected with the
wave vector Q0. Note that we do not include the effect
of electron depletion due to the impurity. Consequently,
the polarization is generally not suppressed at the im-
purity sites. Only if the polarizations of both orbitals
cancel each other, we find mx +my = 0 at the impurity
sites. Figs. 6 (e, f) show configurations where the two
impurities are placed along the different directions. This
then results in a more complex pattern, where the cross-
shape however is still visible. The increased polarization
between the two impurities goes in line with a slightly
enhanced nucleation temperature. The critical tempera-
ture T ′N for a single impurities is, therefore, on a mean
field level a lower bound for the nucleation temperature
of the many-impurity system, where the transition may
be rather inhomogeneous.
C. Effective multi impurity model
To derive an effective multi impurity model we choose
the magnetic nucleation centers around each impurity,
Πα,j , as the degrees of freedom with two Ising compo-
nents. Using the solution of the linearized Ginzburg-
Landau equation, Eq. (18), a corresponding free energy
8functional can be written in terms of these variables,
F = γ
∑
j,j′,α,α′
Πα,jΛ
αα′
jj′ Πα′,j′ +
∑
j,α
Πα,jΠα,j
+
∑
j
{
b˜1Π
4
A,j + b˜2Π
4
B,j + b˜3Π
2
A,jΠ
2
B,j
}
, (32)
where we introduced b˜1,2,3 as coefficients for the fourth
order terms. Note that we have approximated the fourth-
order terms to ΠA/B,j on the same sites, because inter-
site couplings would be small. As single-impurity terms
they obey again the symmetry constraints of the point
group C4v and have the same form as the fourth order
terms in Eq. (17). This functional contains the impor-
tant ingredients to describe a general situation with ran-
domly placed impurities, whereby the couplings Λαα
′
jj′ are
derived analogous to Eq. (25) or using the results of the
field theory of the next section,
Λαα
′
jj′ (T ) =
∫
d2q eiq·(Rj−R
′
j)χαα′(q, T ), (33)
with χˆ(q, T ) defined through Eq. (40). The detailed dis-
cussion of this type of model is beyond the scope of this
paper and will be given elsewhere.
IV. EFFECTIVE FIELD THEORY
In this chapter, we introduce a field theory based on
the microscopic model to validate our Ginzburg-Landau
approach. Also, it will allow us to consider further as-
pects of the system that have been omitted so far by
including U(1) and SU(2) gauge fields, which give access
to charge and spin currents in the system.
A. Formulation
Our starting point is the partition function Z expressed
as a path integral,
Z =
∫
DC†DC exp
[
−
∫ β
0
L(C†ijσ, Cijσ)dτ
]
, (34)
where β = 1/T , Cijσ = (cijxσ, cijyσ)
T and the La-
grangian L is based on the Hamiltonian in Eq. (1). In
a first step we perform a Hubbard-Stratonovich trans-
formation decoupling the Coulomb interaction with the
auxiliary field φij = (φ
x
ij , φ
y
ij), which are conjugate fields
to mijx = nijx↑−nijx↓ and mijy = nijy↑−nijy↓, respec-
tively. This leads to
Z =
∫
DφDC†DC
× exp
[
−
∫ β
0
L′(φ,C†ijσ, Cijσ)dτ
]
. (35)
For simplicity, we neglect the charge density fields, nijα =
nijα↑+nijα↓, which can be absorbed in the chemical po-
tential, and, thus, also neglect the effect of the repulsive
inter-orbital couplingK. We complement the Lagrangian
by introducing the electromagnetic U(1) gauge field A
and the spin SU(2) gauge field a, which couple to charge
and spin currents, as will be discussed later. The com-
plete Lagrangian is given in App. C in Eq. (C2).
After integrating out the fermionic degrees of freedom
we end up with an effective action. Neglecting the gauge
fields for now, we find up to second order in the auxiliary
field φαq ,
S
(2)
eff =
∑
q,iνl
∑
α,α′
φαq
[
U−1αα′ − χαα
′
0 (q)
]
φα
′
−q
+ V
∑
q,q′,
iνl,iνl′
∑
j,α,α′
ei(q−q
′)·Rjφαq Γα,α′(q, q
′)φα
′
q′ , (36)
with the bare susceptibility
χαα
′
0 (q) = −
1
β
∑
k,s,iωn
Gαα
′
0,s (k, iωn)
×Gα′α0,s (k + q, iωn + iνl) (37)
and
Γα,α′(q, q
′) =
1
β3/2
∑
k,s,iωn
∑
α˜
Gαα˜0,s(k + q
′, iωn + iνl′)
×Gα˜α′0,s (k + q, iωn + iνl)Gα
′α
0,s (k, iωn). (38)
Note that we use here the short notation q = (q, iνl).
Minimizing this action we obtain the mean field solution
for φαq , or for m
α
q , using App. D. More details on the exact
calculation are provided in App. C. From now on we only
consider the static case. The variational equations are
then concisely written as∑
α′
A˜αα′(q)m
α′
−q = −V
∑
j
eiq·Rj Π˜α,j(q), (39)
with
ˆ˜A(q) = ˆ˜χ(q)−1 =
[
1− Uˆ χˆ0(q)
]
Uˆ (40)
and
Π˜α,j(q) =
∑
q′
∑
α′,α′′,α′′′
e−iq
′·RjUαα′Γα′α′′(q, q′)
× Uα′′α′′′mα′′′−q′ . (41)
Note that Eq. (39) corresponds directly to the variational
equations obtained within the Ginzburg-Landau theory
[Eq. (18)]. However, we should be aware that Aˆ(q) is only
a qualitative approximation of ˆ˜A(q), since it is a small-q
expansion, but attempts to mimic the behavior around
Q0. After a comparison we find for the coefficients of
the gradient terms that K1 ∼ K3  K2. The essentially
vanishing K2 ensures the clear cross-structure.
9FIG. 7. Schematic spin current pattern around a single
impurity neglecting the local charge density modulation. In
(a) we plot all possible triangle paths for a single electron with
spin s and in (b) the resulting spin current pattern around the
impurity (black cross).
B. Correlation functions connecting gauge fields
and potentials
The Hamiltonian Hb + HSO in Eqs. (2) and (3) in-
corporates a peculiar feature. The topology of the tight-
binding matrix contains a hopping by one lattice constant
along the x(y)-direction for the x(y)-orbital. Together
with the diagonal inter-orbital hopping in the square pla-
quette a triangle path is formed. It can be closed in
the plaquette corner by spin-orbit coupling connecting
the two orbitals. Since spin-orbit coupling introduces a
phase spi/2 depending on the spin s, the triangles host a
circulating spin current (see Fig. 7). Combining all four
triangles of a plaquette leads to a net circular current
on the edges, while it cancels on the diagonals. In the
homogeneous system the circular currents of neighbor-
ing plaquettes compensate each other. Interestingly, an
impurity potential on a site interrupting four closed tri-
angular paths leads to a net circular spin current around
the impurity, as illustrated in Fig. 7.
This effect, which is due to the spin-orbit coupling and
the specific form of the inter-orbital hybridization, can
be incorporated into our effective field theory by means
of gauge fields. In Eq. (C7) we have included the U(1)
gauge field A and the SU(2) gauge field a, where for the
latter we restricted ourselves to the z-axis component of
the spin. The expansion to lowest order leads to new
terms, which couple the gauge fields to the potentials
for the charge and spin density. The extended effective
action takes the form
Seff = S
(2)
eff + S
g
eff , (42)
with
Sgeff =
∑
q,iνl
∑
α,µ
[
AµqC
µ
α(q)φ
α
−q + a
µ
qC
µ
α(q)V−q
]
+
∑
q,iνl
∑
µ,µ′
[
Aµq C˜
µµ′(q)Aµ
′
−q + a
µ
q C˜
µµ′(q)aµ
′
−q
]
, (43)
where we introduce the correlation functions
Cµα(q) =
1
β
∑
k,s,iωn
∑
α′,α˜
Gαα˜0,s(k−, iωn)s
(
Iˆµk
)α˜α′
×Gα′α0,s (k+, iωn + iνl), (44)
and
C˜µµ
′
(q) =
1
β
∑
k,s,iωn
∑
α,α′,α˜,α˜′
Gαα
′
0,s (k−, iωn)
(
Iˆµ
′
k
)α′α˜
×Gα˜α˜′0,s (k+, iωn + iνl)
(
Iˆµk
)α˜′α
. (45)
Note that in Eq. (43) we have already omitted those
terms which vanish entirely after summing over (k, n,
s). The finite terms are summarized in Table I.
Sgeff CF
AµqC
µ
α(q)φ
α
−q
aµqC
µ
α(q)V−q
Cµα(q)
CC− SD
SC− CD
Aµq C˜
µµ′(q)Aµ
′
−q
aµq C˜
µµ′(q)aµ
′
−q
C˜µµ
′
(q)
CC− CC
SC− SC
TABLE I. The lowest order coupling terms of Sgeff , which
appear by including the U(1) gauge field A and the SU(2)
gauge field a, and their respective correlation functions (CF).
The origin of each term is given in the last column (CD: charge
density, SD: spin density, CC: charge current, SC: spin cur-
rent).
We will work in the following with the density-current
part and list the current-current contribution just for
completeness. The correlation function Cµα(q) has the
form
Cxy (q) = −
1
βN2
∑
k
iλ
Dk+Dk−
[
(γk+ − γk−)V xk
−(ξy,k+ − ξy,k−)W xk
]
(46)
and
Cyx(q) =
1
βN2
∑
k
iλ
Dk+Dk−
[
(γk+ − γk−)V yk
−(ξx,k+ − ξx,k−)W yk
]
, (47)
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while Cxx (q) = C
y
y (q) = 0. It is worth noting that these
correlation functions include in the denominator the com-
bination of hoppings along the main axes (ξx/y,k → t)
and the plaquette diagonals (γk → t′), as well as the spin-
orbit coupling (λ), which constitute exactly the ingredi-
ents used above for the circular spin currents in Fig. 7.
A straightforward symmetry analysis of the expres-
sions for Cxy (q) and C
y
x(q) shows that(
Cxy (q)
Cyx(q)
)
=
( −iqyΥ(qx, qy)
iqxΥ(qy, qx)
)
, (48)
where the function Υ(qx, qy) is even in q and
Υ(−qx, qy) = Υ(qx, qy), Υ(0, 0) = 0 and generally
Υ(qx, qy) 6= Υ(qy, qx). We will use this property to
consider features such as the spin currents around an
impurity as anticipated above, but also the connection
between spin density polarization and charge currents,
which are suggested by our gauge field terms.
1. Impurity induced spin currents
We first consider the spin current pattern due to a
point like impurity potential. In this case the potential
is structureless, Vq = V , and the spin current is simply
obtained as(
jsx(r), j
s
y(r
)
= V
∫
d2q
(
Cxy (q), C
y
x(q)
)
e−iq·r. (49)
It is actually easier to consider the vorticity of this cur-
rent rather than the current pattern itself, i.e. Ωs(r) =
[∇× js(r)]z,
Ωs(r) = −iV
∫
d2q
[
qxC
y
x(q)− qyCxy (q))
]
e−iq·r,
= V
∫
d2q
[
q2xΥ(qy, qx) + q
2
yΥ(qx, qy)
]
e−iq·r. (50)
It is obvious that q2xΥ(qy, qx) + q
2
yΥ(qx, qy) has the full
symmetry of the point group C4v. The vorticity Ω
s(r)
as a function of r has thus the same symmetry, which
belongs to the irreducible representation A1, as Fig. 8
displays. This means that we find a circular spin cur-
rent around the impurity site analogous to the schematic
picture shown in Fig. 7. However, the correlation func-
tion has the property that it peaks for qx ≈ ±Q0 and
qy ≈ ±Q0, which yields an oscillation with distance such
that the spin current reverses sign several times for in-
creasing r until it fades away. It is also obvious from
Eq. (50) that the net (integrated) vorticity vanishes.
Furthermore, it is possible to verify these findings for
our square lattice model numerically, neglecting interac-
tions. Using the spin current operator Ĵs on each bond
of the 2d lattice, as defined in App. A, we determine
the bond currents around the impurity and obtain the
−1 0 1
y i−10
1
xi−1 0 1
y iy iy i
FIG. 8. The vorticity Ωs(r) of the impurity induced spin
currents. The distances are given in units of the correlation
length.
pattern shown in Fig. 9. Close to the impurity the cur-
rent pattern agrees qualitatively well with the picture of
Fig. 7, as shown in the enlarged picture. However, fur-
ther away the bond current pattern becomes less easy to
analyze. A better view is obtained by considering the
spin current density passing through the sites. In this
way the circular character of the current is well visible,
including its oscillations in size and orientation. Within
our numerical calculations we have tested that the sign
change of either t′ (inter-orbital hopping) or the spin or-
bit coupling λ lead to a reversal of the current pattern.
2. Charge currents induced by magnetization pattern
Apart from the impurity induced spin currents, we also
see that the spin polarization induces charge currents,
which are derived from the variation of Sgeff with respect
to the vector potential A,(
jcx(r), j
c
y(r
)
=
∫
d2q
(
Cxy (q)φ
y
−q, C
y
x(q)φ
x
−q
)
e−iq·r. (51)
It is again illustrative to look at the vorticity,
Ωc(r) = −i
∫
d2q
[
qxC
y
x(q)φ
x
−q − qyCxyφy−q
]
e−iq·r,
=
∫
d2q
[
q2xΥ(qy, qx)φ
x
−q + q
2
yΥ(qx, qy)φ
y
−q
]
e−iq·r.
(52)
We consider now the pattern around a single impurity.
For φαq , we have then the relation
φxqx,qy = −φyqy,qx , (53)
11
4 8 12
xi
FIG. 9. The spin currents calculated with the microscopic
lattice model. The black cross in the middle marks the impu-
rity site and the black dots the lattice sites. In (a) we depict
the currents across each bond and in (b) the net current at
each lattice site.
where both are even functions of q. In this way, it is ob-
vious that the expression in the integrand has the struc-
ture of a basis function of B1 in C4v, i.e. like x
2 − y2.
This is reflected by the vorticity pattern illustrated in
Fig. 10, which clearly exhibits the same B1 symmetry.
The charge currents generate the same magnetic field
pattern as the spin magnetization.
−1 0 1
y i−10
1
xi−1 0 1
y iy iy i
FIG. 10. The vorticity Ωc(r) of the charge currents induced
by the quadrupolar magnetization pattern around each im-
purity. The distances are given in units of the correlation
length.
3. Spin polarization induced by external charge currents
An interesting effect of the interplay between current
and spin polarization is found when we consider an exter-
nal current running through the system, which induces a
spin polarization above the nucleation temperature of the
magnetization. To illustrate this feature we use again the
expression for the charge currents given in Eq. (51). In-
stead of looking at the reaction of the system to a charge
current, we determine the current density for a specific
spin polarization, which extends from the impurity (at
the origin) along the y-axis and has opposite signs for
positive and negative y. Thus, we assume that
φy−q = qyf(qy), (54)
which involves strong localization along the x-direction.
Inserting φy−q and taking into account that the current
is source and drain free, i.e. ∇ · jc(r) = 0, requires that
also φx−q is finite. This leads to the current densities
jcx(r) =
∫
d2q q2yΥ(qx, qy)f(qy)e
−iq·r, (55)
jcy(r) = −
∫
d2q qxqyΥ(qx, qy)f(qy)e
−iq·r. (56)
The symmetry of the current density corresponds to the
pattern of a flow passing an obstacle (impurity) with
jcx(x, y) = j
c
x(x,−y) = jcx(−x, y) = jcx(−x,−y), (57)
jcy(x, y) = −jcy(x,−y) = −jcy(−x, y) = jcy(−x,−y). (58)
We may also invert the point of view. This means that
a uniform current parallel to a main axis in our system
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would induce a magnetization pattern around an impu-
rity, which is perpendicular to the current and antisym-
metric under reflection at the current axis.
To test this we go back to our mean field discussion
of the microscopic model and consider a square shaped
system with one impurity at the center. We induce a
current by means of a uniform vector potential along
the x-direction (Peierl’s phase φ on nearest-neighbor hop-
ping matrix elements), which then adapts to the situation
around the impurity site. Note that for technical reasons
we average over the twisted boundary conditions in order
to reduce finite-size effects.
In accordance with our previous discussion, a spin po-
larization pattern emerges around the impurity, which
extends as a narrow beam along the y-direction start-
ing at the impurity and has opposite signs on the two
sides of the impurity, as depicted in Fig. 11. Evidently,
the impurity acts again as a nucleation center facilitating
the appearance of a finite spin polarization. The results
shown are for two different currents, which correspond to
the Peierl’s phases φ = 0.06pi and 0.31pi. Analyzing the
model parameter dependence, we observe that the mag-
nitude of the pattern depends not only on the strength of
the current, but also strongly on t′ and λ such that the
pattern vanishes when one or both parameters are zero.
This affects also the distribution of the spin polarization
on the two orbitals.
V. CONCLUSION
The goal of our study has been to find the origin and
structure of the magnetic order induced by non-magnetic
impurities in Sr2Ru1−xTixO4. Surprisingly, already a
few percent of Ti-ions replacing Ru-ions lead to the mag-
netic instability [22–24], which can be described well
within a relatively simple model of two bands derived
from the 4d-t2g orbitals, dyz and dzx, of the Ru-ions. The
pronounced nesting feature of the two bands explains the
spatial modulation of the magnetization with wave vec-
tors |Q0| ≈ 2pi/3. Moreover, spin-orbit coupling is an
additional ingredient, which favors the spin polarization
to be along the z-axis, as discussed in Ref. [17]. Both
features agree very well with experimental findings [23].
Because a simple impurity averaged approach is not ca-
pable of capturing the impurity induced magnetic order,
we concluded that a more appropriate technique is nec-
essary. Restricting ourselves to the two relevant bands,
we could show based on a position-dependent mean field
theory that a repulsive impurity potential acts as a nu-
cleation center for the spin polarization. Around a single
Ti-impurity the magnetization pattern takes a cross-like
structure with beams along the crystalline main axis,
each of which is dominated by one of the two involved
orbitals. The orientation of the magnetization of the two
beam directions is opposite such that no net magnetic
moment arises. For these properties the inter-orbital hy-
bridization as well as the spin-orbit coupling are essential.
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FIG. 11. The charge current induced spin polarization around
the impurity. The current was applied along the x-axis and
we calculated the polarization for two different phases φ =
Arg(1 + iAx).
The mean field calculation also suggests that the nucle-
ation of magnetic order occurs at a temperature higher
than the transition to the incipient, uniform, incommen-
surate magnetic order. This would be consistent with the
notion of impurity induced order.
The interplay between different impurities is a com-
plex problem. In order to analyze it we introduced a
phenomenological approach based on a Ginzburg-Landau
free energy functional with a magnetic, two component
order parameter, mx and my, for the z-axis oriented mag-
netization of the two orbitals, dxz and dyz, respectively.
It is rather straightforward to formulate a free energy
functional reproducing the single impurity result of the
space-dependent mean field theory. Considering two im-
purities, we find that their relative position and orien-
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tation are highly important for the interaction. While
the beams along the crystal axis and their overlap play
a crucial role, also the matching of the nesting wave vec-
tor with the separation of the impurities influences the
emerging pattern. The analysis of the interaction incor-
porates features reminiscent of the RKKY-type coupling
among localized magnetic moments in a metal, despite
the fact that Ti enters as a nominally non-magnetic im-
purity. We show that one can map the Ginzburg-Landau
model to a model where each impurity has two Ising de-
grees of freedom, one for each orbital.
The Ginzburg-Landau functional can be derived
through a field theory based on the microscopic model,
which yields a more adequate spatial structure of the
magnetization. It confirms the basic structure and adds
details about the phenomenological parameters. In par-
ticular, it is obvious that the repulsive potential of the
Ti-impurity yields an ”attractive” nucleation center for
the magnetic moments.
The field theory allows us to uncover a few further as-
pects of the system, which were not noticed in the mean
field theory and the Ginzburg-Landau treatment. After
adding the U(1) and SU(2) gauge fields to the field the-
ory we examined the effects of charge and spin currents.
The particular topology of orbital hybridization and spin-
orbit coupling leads to circular spin currents around the
impurities, as any potential changing the electron den-
sity leads to spin currents. This kind of spin currents
has been previously noticed at surfaces [33]. At the same
time, we find that a non-vanishing magnetization yields
charge currents. We have investigated these for a sin-
gle impurity, where the magnetization yields a clover-like
current pattern. In addition to that, we also find that a
uniform charge current could induce a spin polarization
around an impurity even above the spontaneous nucle-
ation of the magnetization pattern. While this feature
may be too weak to be easily observed, it is interesting
to notice that currents could also influence and possibly
deform the magnetically ordered pattern.
With our theory we have illustrated that Ti-impurities
naturally lead to inhomogeneous magnetic order. The
complex structure of this order depends on the random
positions of the Ti-ions. Since we are interested here on
the possibility of nucleating magnetic order by Ti-doping,
we leave the discussion of the random multi impurity
system to future studies.
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Appendix A: The bond and site current pattern
We define the bond current operator for nearest neigh-
bor bonds as
Ĵ
nn
ijαs = it
(
xˆc†i+1jαsci,jαs + yˆc
†
ij+1αsci,jαs − h.c.
)
(A1)
for given spin s and orbital α = {x, y}. For next-nearest
neighbor bonds we obtain analogously,
Ĵ
nnn
ijαs =
it′√
2
{
(xˆ+ yˆ)c†i+1j+1αsci,jαs (A2)
+(xˆ− yˆ)c†i+1j−1αsci,jαs − h.c.
}
.
Charge (spin) currents are calculated by adding (sub-
tracting) the bond currents of different spins. For one
impurity in the center the bond spin currents are de-
picted in Fig. 9 (a) in the main text. The net current
passing through a particular lattice site is then obtained
by simply averaging over all bonds adjacent to the site.
For the diagonal transitions we separate out the horizon-
tal and vertical components. This procedure yields the
pattern displayed in Fig. 9 (b).
Appendix B: The Green’s function matrix and
current operator
The single-particle Hamiltonian for given spin s (= ±1)
in k- and orbital space is represented conveniently as a
2× 2-matrix,
Hˆk,s =
(
ξx,k γk − iλs
γk + iλs ξy,k
)
, (B1)
where we introduce the notation ξα,k = −2t cos kα − µ
and γk = 4t
′ sin kx sin ky. Note that the Hamiltonian is
spin diagonal. Therefore, it is straightforward to deter-
mine the Green’s function for fixed spin from the equa-
tion (
iωn1ˆ− Hˆk,s
)
Gˆ0,s(k, iωn) = σˆ0. (B2)
It takes the form
Gˆ0,s(k, iωn) =
1
Dk
(
iωn − ξx,k γk − iλs
γk + iλs iωn − ξy,k
)
, (B3)
with Dk = (iωn − ξx,k)(iωn − ξy,k)− (γ2k + λ2).
We introduce here also the current matrix in k-space,
defined through the relation,
Iˆk =
1
~
∇kHˆk,s. (B4)
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Setting ~ = 1 we find for the x- and y-component
Iˆxk =
(
V xk W
x
k
W xk 0
)
, Iˆyk =
(
0 W yk
W yk V
y
k
)
, (B5)
with V xk = 2t sin kx, V
y
k = 2t sin ky, W
x
k =
4t′ cos kx sin ky and W
y
k = 4t
′ cos ky sin kx. These cur-
rent matrices involve both the nearest and next-nearest
neighbor contributions and do not depend on the spin s.
Appendix C: Effective field theory: Variational
minimization
In this section we elaborate on the details of the deriva-
tion of the effective gauge field theory used in Sec. IV A,
starting with the functional integral form of the partition
function of the microscopic model.
We use the auxiliary fields φij = (φ
x
ij , φ
y
ij) to decou-
ple the Coulomb interaction by means of a Hubbard-
Stratonovich transformation, which results in the par-
tition function including the integral over φij ,
Z =
∫
DφDC†DC
× exp
[
−
∫ β
0
L′(φ,C†ijσ, Cijσ)dτ
]
, (C1)
with
L′ =
∑
k,q,s
C†k−,s
(
∂τ + Hˆk,s
)
δq,0Ck+,s
+
∑
k,q,s,s′
C†k−,s
(∑
s′
A−q · Iˆkσ0s,s′
)
Ck+,s′
+
∑
k,q,s,s′
C†k−,s
(∑
s′
a−q · Iˆkσzs,s′
)
Ck+,s′
+
∑
k,q,s
C†k−,s
(
V−q + sφˆ−q
)
Ck+,s
+
∑
i,j
∑
α,α′
φαijU
−1
αα′φ
α′
ij . (C2)
We use here the short-hand notation k± = k ± q/2 and
the interaction matrix
Uˆ−1 =
1
U2 − J2
(
U −J
−J U
)
(C3)
as well as
φˆ−q =
(
φx−q 0
0 φy−q
)
. (C4)
The Hamiltonian Hˆk,s and the current matrix Iˆk have
been introduced in App. B. The potential of the impu-
rities is given by V−q =
∑
j V e
iq·Rj , where Rj are the
impurity positions and V > 0.
After integrating over the fermionic degrees of freedom
we end up with the effective action, which allows us to
express the partition function as
Z =
∫
Dφ e−Seff , (C5)
=
∫
Dφ
{
exp
−∑
q,iνl
∑
α,α′
φαq (iνl)U
−1
αα′φ
α′
−q(−iνl)

× exp
[
Tr ln (M)(k−,iωn,s),(k+,iωm,s′)
]}
, (C6)
with
M(k−,iωn,s),(k+,iωm,s′)
=
[
(−iωn + Hˆk,s)δωn,ωmδq,0 +A−q · Iˆk + sa−q · Iˆk
+
1√
βV
V−q +
s√
βV
φˆ−q(iωn − iωm)
]
σ0ss′ ,
= −Gˆ−10,sσ0ss′
[
1− Gˆ0,s
(
A−q · Iˆk
)
− sGˆ0,s
(
a−q · Iˆk
)
− Gˆ0,s 1√
βV
V−q − Gˆ0,s s√
βV
φˆ−q(iωn − iωm)
]
. (C7)
The bare Green’s function denoted as Gˆ0,s is defined
through
(iωn − Hˆk,s)Gˆ0,s(k, iωn) = σˆ0, (C8)
with Fermionic (Bosonic) Matsubara frequencies, ωn =
(2n + 1)pi/β (νl = 2lpi/β). We may now expand the
ln(M) term using
ln(1− x) = −
∞∑
n=1
xn
n
. (C9)
Restricting ourselves to terms up to second order in the
field φαq , we obtain for the effective action the expression
given in Eq. (36), which can now be used to analyze the
magnetic stability of the system through variation with
respect to φαq in the static case,
0 =
∂S
(2)
eff
∂φαq
∣∣∣∣∣
iνl=0
=
∑
α′
[
U−1αα′ − χαα
′
0 (q)
]
φα
′
−q (C10)
+ V
∑
j
eiq·Rj
∑
q′,α′
e−iq
′·RjΓαα′(q, q′)φα
′
−q′ .
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This corresponds to a linearized version of a Ginzburg-
Landau theory.
Alternatively, we express S
(2)
eff of Eq. (36) in terms of
mαq using Eq. (D6),
S˜
(2)
eff =
∑
α,α′
∑
q
mαq A˜αα′(q)m
α′
−q (C11)
+ V
∑
α,α′
∑
q,q,j
ei(q−q
′)·Rjmαq Γ˜αα′(q, q
′)mα
′
−q′ , (C12)
with
ˆ˜A(q) = Uˆ [Uˆ−1 − χˆ0(q)]Uˆ = [1− Uˆ χˆ0(q)]Uˆ (C13)
and
ˆ˜Γ(q, q′) = Uˆ Γˆ(q, q′)Uˆ . (C14)
We may now use these expressions to estimate the param-
eters of the Ginzburg-Landau free energy functional given
in Sec. III A. The symmetric matrix ˆ˜A(q) can be com-
pared with Aˆ(q). The impurity term involves some spa-
tial structure not present in the Ginzburg-Landau the-
ory, where the impurity term is simply approximated by
a delta-function,
V ˆ˜Γ(q, q′)
approx.−→ γ1ˆ. (C15)
Most notably, we find that for positive V the average of
the left side is negative, which implies that γ < 0.
The analysis of the instability by means of the field
theory yields the result displayed in Fig. 12. We observe
qualitatively the same cross like structure as in the mean
field theory.
Appendix D: The relation between m and φ
We couple by a position dependent magnetic field to
the electron spin specifying even the orbital,
HZ = −
∑
i,j,s,α
Hαijsc
†
ij,s,αcij,s,α (D1)
= −
∑
k,q,s,α
Hα−qsc
†
k−,s,αck+,s,α,
which included in the effective action [Eq. (36)] leads to
S
(2)
eff =
∑
q,iνl
∑
α,α′
φαq (iνl)U
−1
αα′φ
α′
−q(−iνl)
−
∑
q,iνl
∑
α,α′
(φαq (iνl)−Hαq )χαα
′
0 (q, iνl)(φ
α′
−q(−iνl)−Hα
′
−q).
(D2)
−0.1 0 0.1
y i−10
1
xi−1 0 1
y i
FIG. 12. The sum of the magnetization of both orbitals
calculated exactly with the gauge field theory using ˆ˜A(q)
[Eq. (C13)]. We consider the static case with a single im-
purity in the center. The scattering parameter is positive,
V > 0. The distances in real space are again expressed in
units of the correlation length.
Ignoring the impurities, the saddle point equation in the
paramagnetic phase for the static field φαq is
0 =
∂S
(2)
eff
∂φαq
∣∣∣∣∣
iνl=0
=
∑
α′
{
U−1αα′φ
α′
−q − χαα
′
0 (q, 0)(φ
α′
−q −Hα
′
−q)
}
, (D3)
and the magnetic moment mα−q can be defined through
mα−q = −
∂S
(2)
eff
∂Hαq
∣∣∣∣∣
iνl=0
= −
∑
α′
χαα
′
0 (q, 0)(φ
α′
−q −Hα
′
−q). (D4)
Now combining Eqs. (D3) and (D4) we obtain for the
magnetization
mα−q =
∑
α′
{
χˆ0(q, 0)
[
1− Uˆ χˆ0(q, 0)
]−1}
αα′
Hα
′
−q,
=
∑
α′
χαα
′
(q, 0)Hα
′
−q, (D5)
which defines the renormalized susceptibility. On the
other hand, we can derive from the two Eqs. (D3) and
(D4) the relation between mαq and φ
α
q ,
mαq = −
∑
α′
U−1αα′φ
α′
q , (D6)
which we used in the previous section.
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