Native grasses interact spatially with themselves and their environment and can therefore be thought of as a system of dependent random variables. One method of modeling the spatial dependence of a multi-species population is a Gibbsian pairwise potential model. Since natural selection operates at the level of individual plants, the information obtained from such a model should provide a greater understanding of the intraspecific interactions in plant populations, while providing a theoretical basis for determining a plants' 'competitive zone' of influence. In this paper we fit a pairwise potential model to describe the spatial dependency of dominant grasses and forbs measured on a 1.5 x 1.5 m study plot located on a shortgrass prairie site near Fort Collins, Colorado. Dominant grasses included blue grama (Bouteloua gracilis), western wheatgrass (Agropyron smithii), Indian ricegrass (Oryzopsis hymenoides), and needle-and-thread grass (Stipa comata). Procedures for introducing spatial heterogeneity in the model is also discussed. © 1997 Elsevier Science B.V.
Introduction
Spatial statistics in vegetation ecology has not been used to its fullest potential due to the lack of understanding of these techniques and the Cressie, 1991) . The term 'Gibbsian interaction', is derived from statistical mechanics, where these models have been used for nearly a century to describe the behavior of gases (Ripley, 1990; Cressie, 1991) . Examples of spatial stochastic models that take into consideration the interaction among events include sequential packing models of non-overlapping discs by Matern (1980) , Bartlett (1974) , and Diggle et al. (1976) ; Poisson cluster models by Matern (1980) and Diggle (1979) ; and Strausstype and hard-core models by Strauss (1975) , Kelly and Ripley (1976) , Gates and Westcott (1980) and Westcott (1982) . While most of this work has been theoretical, the increase in computing power makes it possible to estimate the parameters of these models using theoretical approximations to the likelihood function or by using computer simulations (Fiksel, 1988; Ogata and Tanemura, 1981; 1984; 1985; Ord, 1990; Ripley, 1990 ). Approximate maximum pseudo-likelihood procedures provide reasonable parameter estimates and are somewhat easier than approximate maximum likelihood (Ripley, 1990) . Nonparametric estimations of pairwise-interaction point processes for similar problems have also been developed (Diggle et al., 1987) .
In a recent paper, Bonham et al. (1995) describe the large-scale spatial variability of biomass of blue grama with the biomass and density of other grass species and environmental variables. Environmental variables included soil pH, percent soil clay, elevation, slope, aspect, and rockiness. While this research provides valuable insight into the spatial relationship blue grama has with its environment, it does not provide any information on the small scale spatial variability such as species interactions. This type of information is important since an individual's fate is determined by local processes such as competition, predation, mutualism, and disturbances (Ricklefs, 1987) . Since natural selection operates at the level of individuals plants, such information should lead to a greater understanding of the evolutionary processes of native grasses (Kenkel, 1991) In the present paper, we fit a pairwise potential model describing the small-scale spatial variability of blue grama with itself and other plants common to the eastern plains of Colorado. We also discuss procedures for introducing spatial heterogeneity in the model to account for spatial variability in the landscape.
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Distance (era) Distance (cm) Fig. 2 . Observed point patterns of (a) blue grama (Naog r = 54), (b) western wheatgrass (NAgsm = 146), (c) Indian ricegrass (Norhy = 62), (d) needle-and-thread grass (Nstco = 57), and (e) forbs (Nforb s = 8) on the 1.5 x 1.5 m sample plot.
Methods

Study population
The data used in this study was obtained from a 1.5 × 1.5 m study plot located on a shortgrass prairie site near Fort Collins, Colorado (Reich et al., 1996) . Dominant plant species of the site were blue grama (Bouteloua gracilis-Bogr), western wheatgrass (Agropyron smithii-Agsm), Indian ricegrass ( Oryzopsis hymenoides-Orhy), and needle-and-thread grass (Stipa comata-Stco) . Blue grama grass often forms a continuous cover on sandy or sandy loam soils, but on this site, the species occurs essentially as small single bunchlike individual plants• Western wheatgrass, which is a single-stemmed plant formed from rhizomes is an associated species with blue grama. Indian ricegrass is a bunch grass found more often on dry-rocky sites. In contrast, needle-and-thread grass occurs as a much larger bunch-like plant. A map showing the location of the dominant plants on the sample plot is given in Fig. 1 , while Fig. 2 displays the location of the individuals species. The four grasses and assorted forbs accounted for approximately 91.0% of the basal cover and 99.6% of all plants found on the study plot.
Gibbsian interaction model
Suppose one has a map showing the location of N individual plants in a finite planer region, A, with coordinates X = {3(,. = (xi, yi)E A, I = 1, 2 ..... N}. One way to model the spatial distribution and association of the individual plants is to assume that the 'competitive influence' between individual plants depends on their relative, and not their absolute position. This implies a homogeneous environment. Let us also assume that we can model this competitive interaction, or poten- (Cressie, 1991) :
i~j is at a minimum. Thus, the observed point pattern, X can be regarded as being distributed according to a Gibbs canonical distribution:
where Z(~; N) is a normalizing constant such that the joint probability density integrates to 1. For a single species population, a positive potential energy ~P, represents a repulsion between individuals plants while a negative potential energy ~P(r)< 0 for some distance r, represents an attraction between individuals. This model can be expanded to include more than one species:
where W~(rq) and W2(ro. ) describe interaction between individuals of a given species and Udl2 (ro. ) describes interactions between the two species.
The approximate log likelihood of the pairwise potential (Eq. (2)) is given by:
which is easily solved using nonlinear optimization procedures. In this equation, 0 is a vector of model parameters and ]A] is the area of the mapped region. To use this relationship in describing the spatial distribution and association of individual plants, one must be able to mathematically describe the interaction potentials of a spatial point pattern. Three parameterized potential functions proposed by Tanemura (1981, 1985) are evaluated here to describe the interactions observed in the distribution of the dominant grass species and forbs:
The second cluster integral, a(O) for the three All three equations (Eqs. (5)- (7)) can model both repulsive and attractive forces. The pairwise potential models PF1-PF3 were fit to the point data for individual species and all pairwise combinations of the dominant grass species and the forbs using a nonlinear least squares procedure to obtain an estimate of the parameter vector 9 = (~, 13) or 0 = (~, B, ~r) that maximized the approximate log likelihood (Eq. (4)). Akaike's (Akaike, 1977) AIC, which is defined as: AIC = -2(max log likelihood) + 2(number of parameters)
was used to select the best model among the three possible models (PF1-PF3). While one could use the maximum likelihood as a criterion for selecting the model of best fit, there is a tendency to over parameterize the model. Thus, the second term in Eq. (11) can be thought of as a penalty for introducing additional parameters in the model (Brockwell and Davis, 1991, p. 287) . Using this criterion, a model with a smaller AIC is considered to be a better fit. In the case of a multi-species point pattern, each component of the total potential energy model (Eq. (3)) was fit independently of one another. This is possible because the approximate log likelihood with respect to the parameters is equivalent to the independent maximization of the individual components (Ogata and Tanemura, 1985) .
Simulating a Gibbsian point process
In simulating the multi-species point patterns, the point process was conditioned on N, the total number of plants observed in the study area, A (Ogata and Tanemura, 1984) . The first step is to randomly locate a plant within the bounds of the study plot. On the second and successive steps (t, t= 2, 3 ..... N), two trial states are chosen:
X'(t) = {x',(t), y',(t) ~ A; n = 2 ..... N} and X*(t) = {x*(t), y*(t)EA; n = 2 ..... N}. The total potential energies, U',(t) and U*(t) are computed using an equation similar to Eq. (3) and compared. If min {U',(t), U*(t)} < U,_l (t) the next state, X(t+ 1) is taken as min {U',(t), U*(t)}. If min {U'~(t), U*(t)} > U,_ ~(t), a uniform random number, (, on the interval (0, 1) 
.. N~(A))
were randomly assigned with probability proportional to their frequency of occurrence. The next step in the simulation is to apply the Metropolis algorithm (Cressie, 1991, p. 679; Ogata and Tanemura, 1984) to adjust the initial point pattern to a state of equilibrium. This is accomplished by choosing a trial state X'(t)= t p .
.-., {x,(t), y,(t)eA, n = 1, N} in such a way that the coordinates {x'r(t), y'r(t)} of a randomly chosen plant r, lie in some square with vertices at 
X(t).
The total potential energies are computed and compared using the procedure described above.
To ensure that the initial point pattern converges to an equilibrium point pattern, Cressie (1991) , p. 680 points out that 5, the maximum single step displacement allowed in passing from one state to the next, should be selected so as to reject one-half of the trial states. Other than this recommendation, no information is available in the literature on how many steps are required for convergence (Cressie, 1991, p. 680) . Ogata and Tanemura (1985) suggest one way to evaluate the equilibrium assumption is to examine the stationarity of the time series (t) of the total potential energy of the simulated point pattern. If we graph the change in total potential energy as a function of time, one would expect the sample mean of the time series to equal zero (Ogata and Tanemura, 1985) . If a significant bias exists, this would indicate the point process is unstable and alternative models should be considered.
Spatial analysis
The estimated potentials for the individual species were used to simulate the spatial distribution of the dominant grass species and the forbs using 327x200 Monte Carlo steps and a O=l cm (Ogata and Tanemura, 1981) . The goodness-of-fit of the stochastic spatial models for the individual species were assessed by comparing the empirical K functions (Ripley, 1977) , corrected for edge effect (Cressie, 1991, p. 615-618) , to K functions from 20 simulated realizations of the Gibbsian model. As noted by Rathburn and Cressie (1994) , this procedure does not generate simultaneous confidence bounds, but rather indicates possible departures from expectations.
To evaluate the validity of the overall model we simulated 20 multi-species point patterns using the estimated potentials and visually compared the simulated patterns to the observed pattern. For each of these simulations, we checked the equilibrium assumption by plotting the time series of the change in potential energy and tested the null hypothesis that the expected change is equal to zero. Finally, distance-based permutation procedures for randomized blocks were used to measure the spatial agreement between the observed and simulated multi-species point patterns (Reich et al., 1996) . Spearman's rho, a measure of correlation, was used to provide a descriptive measure of agreement:
where 6 is the modified multi-response permutation statistic for a randomized block design:
i=lj<k A(x, y) is the Euclidean distance between pairs of points, g is the number of species in the spatial point pattern, and b is the number of point patterns being evaluated, /~ is the mean of 6 under the null hypothesis of spatial independence (Reich et al., 1996) . In this case, the inferential measurement of agreement is the P-value based on the permutation procedure for randomized blocks. A small P-value would indicate a strong agreement between the b spatial point patterns.
Results and discussion
The estimated parameters of the model that minimized the AIC for model PF1-PF3 are given in Table 1 and their respective potential functions are illustrated in Fig. 3 . For blue grama, Indian ricegrass, needle-and-thread grass, and forbs, model PF2 was selected to be the best, based on the AIC value. The shape of the potential functions indicates an attractive potential (~ > 1, Eq. (6)). The larger the negative potential, the stronger the attraction between pairs of individual plants. Pairs of plants with a potential of zero are said to be spatially independent. In the case of the attractive model, the distance (r) at which the potential equals zero, is an indication of the size of the cluster of plants. For example, individual plants of blue grama (Fig. 2a) and needle-andthread grass (Fig. 2d ) occurred in clusters approximately 22 cm in size. There was an average of 6-7 individual blue grama plants per cluster. In contrast, Indian ricegrass forms clusters that average 40 cm in size (Fig. 2c) . Number of individual plants per cluster ranged from 1-30. These results agree with those obtained by Reich et al. (1996) . Forbs on the other hand, had a higher potential to cluster at a smaller cluster size (15 cm) compared with the grasses. In comparison, Reich et al. (1996) observed the forbs to be randomly distributed. As pointed out by Ogata and Tanemura (1981) this discrepancy may be due to differences in the scale used in the analysis. For instance, the pairwise potential models describe the local variability in the spatial pattern, while the K-function used by Reich et al. (1996) • . . .
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Distance ( duces more of a global estimate of the spatial pattern. The small number of forbs observed on the sample plot (n = 8) may explain why the Kfunction did not reject the null hypothesis of complete spatial randomness• Also, the clustering of forbs in the southeast corner of the sample plot (Fig. 2e) explains the selection of a purely attractive model to describe the spatial pattern• The shape of the potential model for western wheatgrass indicates both a repulsive and attractive range (~ > 0). Within the range of 0-0.8 cm, complete inhibition is exerted by western wheatgrass, while in the interval 0.8-2.0 cm an attractive potential exists between individual pairs• Compared with the other grasses, western wheatgrass occurs in smaller, more dense clusters (Fig.  2b) . This could be explained by asexual reproduction from rhizomes which produces single stems.
The transformed empirical K-function, (L(r)= {K(r)/r~} l/2) (Ripley, 1981) and 90% simulation envelopes are plotted in Fig. 4 . Except for a few instances with Indian ricegrass and the forbs, the empirical L-functions for the individual species were contained within the simulation envelopes. This shows that the pairwise potential models are capable of modeling the spatial distribution of the individual grasses and forbs on the study plot and in turn, provide a measure of spatial dependencies that exist among the individual species• Table 2 summarizes the estimated coefficients of the pairwise potential models that best described the spatial interaction between the grasses and forbs. These are illustrated in Fig. 5 . The distribution of Indian ricegrass is spatially independent of the blue grama and western wheatgrass. Blue grama showed a repulsive tendency toward western wheatgrass and needle-and-thread grass up to a distance of 3 cm. The downward sloping potential function suggest that the competitive effects between these two species decrease with increasing distance. The point at which the potential function equals zero (in this case 3 cm) provides an estimate of the competitive zone of influence around the individual plants. At distances larger than 3 cm, the distribution of these two species are spatially independent of one another. A similar pattern exists between Indian ricegrass and needle-and-thread grass as a pair, and the pair, western wheatgrass and forbs.
In contrast, both a repulsive and an attractive interaction exists between blue grama and forbs. The repulsive component is referred to as a 'hardcore' potential in that the probability is zero of observing blue grama and forbs at distances closer than 1 cm. Yet, between 1 and 3 cm there is an attraction between blue grama and forbs. Thus, there is a higher probability of observing a forb in close proximity to blue grama compared with finding western wheatgrass or needle-and-thread grass in close proximity. At distances larger than 3 cm, blue grama and forbs are spatially indepen- dent. The forbs group exhibited a similar spatial interaction with Indian ricegrass, but at a larger spatial scale. Needle-and-thread grass showed a very weak attraction to western wheatgrass, but a very strong repulsion to forbs; i.e. forbs never occurred in close proximity to any needle-andthread grass (Fig. 2) . Fig. 6 provide an example of one of the simulated multi-species point patterns. For the most part, the simulated point patterns were similar to the observed one (Fig. 2) . To test this assumption, randomized block permutation procedures was used to compare the spatial distribution and association of the simulated plant community with the observed plant community. The inferential measure of agreement p, ranged from 0.976 to 0.998. The large values associated with the measure of agreement provides strong evidence which suggest that the simulated and observed plant communities have a similar spatial structure with respect to the distribution and association of individual species on the study plot. This relationship can be seen by comparing the observed point patterns in Fig. 2 and the simulated ones in Fig. 6 for the individual species. Fig. 7 shows four of the 20 time series plots depicting the change in the total potential energy as a function of the number of simulations. The time series is based on a 1-in-327 systematic sample of 200 observations. The sample mean of the time series ranged from a low of -0.019 to a high of 0.016 with an average of 0.001. In all cases, the sample mean of the time series did not differ significantly from zero which indicates the model is unbiased.
Further remarks
A Gibbsian pairwise potential model was developed to describe the spatial distribution and association of dominant grasses and a group of forbs common to shortgrass prairie sites of eastern Colorado. While this study concentrated on modeling the small-scale spatial variability found in the distribution of native grasses, the procedures can be expanded to include components associated with the large-scale spatial variability. In the case of blue grama, or any other dominant grasses common to the shortgrass prairie, it may be possible to identify potential habitat of these species using environmental variables such as elevation, slope, aspect, precipitation, and soil characteristics. Even though one may be able to identify suitable habitat on a landscape level, this does not guarantee that a particular species will be present. The value of an area as a habitat for a given species is dependent upon the arrangement of both the small-and large-scale variability in the landscape (Ricklefs, 1987) . To include spatial heterogeneity in the model, the total potential energy can be redefined as follows: where ~bl(ri) and ~b2(r,) are measures of the largescale spatial interaction of individual grasses with their environment. If we can assume that the presence, or absence of an individual species is spatially correlated to a set of known environmental variables one can, for example, define habitat suitability as a ratio of the density of the species, 2(X), at some location X, to the maximum density observed in the study area. The potential energy associated with a given habitat can then defined as:
l { ~b(r) = -Og~ma--~X)) = f (environmental variables)
Large positive values would indicate unsuitable habitats while small values would indicate suitable habitats.
Treating the environmental variables as continuous allows one to introduce environmental heterogeneity into the model, and allows us to describe the spatial interaction between species both on a local and regional level. Such a model may be useful in simulating the effect that changes in the landscape have on the spatial dynamics of the plant population under study. By changing the environmental conditions, the model can be used to study the spatio-temporal behavior of the population as it converges to a new state of equilibrium, as well as obtaining insight about the relationship between environmental heterogeneity and species distribution. This approach to modeling the spatial dynamics of an individual species, or group of species with their habitat can be used in a variety of applications in which sufficient data is available. The information derived from such a model will undoubtedly benefit researchers interested in ecosystem processes by providing a better understanding of the influence of large-and small-scale spatial variability on the abundance and productivity of selected species.
