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Resumo
O conhecimento das caracter´ısticas dinaˆmicas de ma´quinas rotativas, tais como tur-
binas, bombas e compressores, e´ de grande importaˆncia tanto na sua fase de projeto, para
a predic¸a˜o e correc¸a˜o de fenoˆmenos vibrato´rios, como durante o seu funcionamento, para a
detecc¸a˜o de falhas. Neste contexto, modelos computacionais sa˜o empregados como ferra-
menta de predic¸a˜o, o que se popularizou com os avanc¸os de computadores mais eficientes
nas u´ltimas de´cadas. Entretanto, existe uma grande dificuldade na modelagem precisa de
alguns componentes, tal como os mancais que podem apresentar caracter´ısticas varia´veis
com a velocidade de rotac¸a˜o da ma´quina. Por outro lado, a identificac¸a˜o de modelos a
partir de dados experimentais e´ um desafio, visto a dificuldade de se excitar o sistema
adequadamente e devido ao limitado nu´mero de pontos onde e´ poss´ıvel realizar medic¸o˜es
de resposta em vibrac¸a˜o. O tema de identificac¸a˜o baseada em modelos parcialmente co-
nhecidos busca ajustar medic¸o˜es experimentais a um modelo da ma´quina que contempla
o conhecimento do comportamento dinaˆmico de alguns componentes. Bons resultados
foram alcanc¸ados, pore´m ainda se observa uma dificuldade em relac¸a˜o ao ajuste de mo-
delos com paraˆmetros na˜o-estaciona´rios. Em contrapartida, este u´ltimo tipo de ajuste foi
realizado com sucesso utilizando filtragem adaptativa, em especial os filtros RLS e QRD-
RLS, para a identificac¸a˜o de paraˆmetros modais. O objetivo deste trabalho e´ desenvolver
um me´todo de identificac¸a˜o de paraˆmetros f´ısicos de ma´quinas rotativas, tais como ri-
gidez e amortecimento, que permita o conhecimento do comportamento dos mancais e
do desbalanceamento presente a partir de medic¸o˜es da amplitude de vibrac¸a˜o devido a`s
forc¸as de desbalanceamento combinadas com um modelo previamente conhecido do rotor
e dos discos. Para permitir a identificac¸a˜o de paraˆmetros varia´veis com a velocidade da
ma´quina, o algoritmo do filtro adaptativo QRD-RLS e´ apresentado e implementado. A
validac¸a˜o do me´todo ocorre atrave´s de simulac¸o˜es de um rotor apoiado em mancais com
propriedades constantes e varia´veis. Os resultados indicam uma boa estimativa da rigidez
dos mancais e do desbalanceamento nos discos, pore´m uma grande dificuldade na identi-
ficac¸a˜o do amortecimento dos mancais. O me´todo proposto se mostra promissor e estudos
futuros sa˜o propostos com o intuito de se estender suas capacidades ao uso em ma´quinas
reais.
Palavras Chave: filtragem adaptativa; identificac¸a˜o de paraˆmetros; mancais; desbalance-
amento rotativo; ma´quinas rotativas.
Abstract
Knowledge on the dynamic characteristics of rotating machinery, as turbines, pumps
and compressors, is of great importance during project stage, for vibration phenomena
prediction and correction, and for running machines, for fault detection. In this context,
computational models can be employed as a prediction tool, which became popular due
to more efficient computers in the last decades. However, modeling some components,
such as bearings that can present speed-dependent characteristics, can be too complex.
On the other hand, model identification from experimental data is a challenge, as it is
difficult to adequately excite the system and due to the limited places where it is possi-
ble to measure the system response. The model-based identification research topic was
proposed by different researchers in the field, which aims at fitting experimental data to
the machine’s partially known model. Good results were achieved, but non-stationary
parameters still have not been accurately identified. However, this type of model adjust-
ment was successfully achieved through the use of adaptive filters, specially the RLS and
QRD-RLS algorithms, for the estimation of modal parameters. The goal of this work is
to develop an identification method of rotating machinery physical parameters, such as
stiffness and damping, which allows for the estimation of a bearing model and unbalance
characteristics through the unbalance response measured at the bearings combined with
a previously known model of the shaft and discs. In order to identify speed-dependent
parameters, the QRD-RLS filter algorithm is presented and implemented. Validation oc-
curs through simulations of a rotor supported on bearings with fixed and speed-dependent
parameters. Results indicate the possibility of correctly estimating the variable bearing
stiffness and disc unbalance. The proposed method is promising and future studies are
recommended in order to extend its capabilities and applications to real-world machines.
Keywords: adaptive filtering; parameter identification; bearings; unbalance; rotating ma-
chinery.
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1 INTRODUC¸A˜O
Ma´quinas rotativas sa˜o equipamentos utilizados em aplicac¸o˜es industriais, automo-
tivas, espaciais e no contexto de gerac¸a˜o de energia. Como exemplos, podem-se citar
as turbinas a ga´s, turbinas a vapor, bombas e compressores. Estes equipamentos se
caracterizam pela produc¸a˜o de alta poteˆncia devido a`s altas velocidades de rotac¸a˜o de-
senvolvidas pelos rotores. A Figura 1.1 ilustra um exemplo de turbina a vapor modelo
Siemens BB44FA, conforme apresentado por Cheski et al. (2005), com poteˆncia ma´xima
produzida de 680 MW. Por conta do grande porte e das altas velocidades desenvolvidas,
as caracter´ısticas dinaˆmicas destes equipamentos e seus componentes devem ser estudadas
e analisadas durante o projeto para se garantir a seguranc¸a da operac¸a˜o e minimizar a
manutenc¸a˜o requerida.
Figura 1.1: Exemplo de turbina a vapor, modelo Siemens BB44FA (Cheski et al., 2005).
Segundo Muszynska (2005) as vibrac¸o˜es podem ser divididas em treˆs categorias: as
vibrac¸o˜es excitadas, as livres e as auto-excitadas. As vibrac¸o˜es excitadas ocorrem em
resposta a uma forc¸a atuando no sistema. Como exemplo em equipamentos rotativos
pode-se citar o desbalanceamento, cujo efeito pode ser tratado como sendo a resposta
vibrato´ria da ma´quina na presenc¸a de uma forc¸a externa centr´ıfuga e s´ıncrona a` rotac¸a˜o.
O desbalanceamento, que pode trazer a reduc¸a˜o da vida u´til da ma´quina, esta´ presente
em menor ou maior grau em todos os equipamentos rotativos e ocorre pois a linha de
distribuic¸a˜o de massa do rotor, em geral, na˜o coincide com o seu eixo de rotac¸a˜o. As
vibrac¸o˜es livres se caracterizam por transientes causados por impactos ou condic¸o˜es ini-
ciais fora do equil´ıbrio esta´tico. A resposta vibrato´ria resultante deste caso conte´m todas
as propriedades vibrato´rias do sistema. Por fim, as vibrac¸o˜es auto-excitadas ocorrem
quando a forc¸a excitadora e´ dependente do movimento vibrato´rio do sistema e susten-
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tada por uma fonte constante de energia. No caso de ma´quinas rotativas esta fonte e´
a pro´pria rotac¸a˜o do equipamento. Como exemplo de mecanismos de auto-sustentac¸a˜o
podem-se citar o amortecimento interno, atrito entre partes mo´veis e estaciona´rias e o
flutter aerodinaˆmico.
1.1 Falhas em ma´quinas rotativas
Falhas podem ocorrer em equipamentos rotativos por diversos fatores, tais como
operac¸a˜o inadequada, manutenc¸a˜o ineficiente, sobrecargas, ma´ conservac¸a˜o do equipa-
mento, falha ele´trica, entre outros. Dentre os tipos de falhas que se desenvolvem, podem-se
citar as seguintes (Arco-Verde, 2008):
• Desbalanceamento: sempre presente em maior ou menor grau, ocorre quando a
distribuic¸a˜o de massa de uma ma´quina na˜o esta´ igualmente distribu´ıda ao longo de
seu eixo de rotac¸a˜o (desbalanceamento dinaˆmico) e quando o centro de massa do
conjunto na˜o coincide com o eixo de rotac¸a˜o (desbalanceamento esta´tico);
• Condic¸a˜o de ressonaˆncia: ocorrendo quando a frequeˆncia da forc¸a de excitac¸a˜o
esta´ pro´xima ou igual a uma frequeˆncia natural de alguma parte da ma´quina, pro-
vocando elevadas vibrac¸o˜es e, possivelmente, consequeˆncias catastro´ficas;
• Desalinhamento: pode ser paralelo, quando as linhas de centro de trechos da
ma´quina, como por exemplo um segmento de eixo entre um motor e um mancal,
na˜o coincidem, ou angular, quando as linhas sa˜o concorrentes, podendo ser causado
por montagem incorreta dos componentes da ma´quina, dilatac¸a˜o te´rmica, entre
outros;
• Empenamento: ocorre quando ha´ um arqueamento do eixo podendo causar gran-
des amplitudes de vibrac¸o˜es s´ıncronas a` rotac¸a˜o, similar ao desbalanceamento. Por
conta desta similaridade existe uma dificuldade em se distinguir a ocorreˆncia destas
duas falhas (Sanches, 2015);
• Roc¸amento: e´ o contato entre partes mo´veis e estaciona´rias, caracterizando uma
vibrac¸a˜o na˜o-linear;
• Oil-Whirl e Oil-Whip : o Oil-Whirl decorre das forc¸as geradas no filme de o´leo
de mancais hidrodinaˆmicos devido ao movimento do fluido, trazendo como con-
sequeˆncia vibrac¸o˜es na˜o violentas em aproximadamente metade da frequeˆncia de
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rotac¸a˜o. Ja´ o Oil-Whip ocorre quando a frequeˆncia do Oil-Whirl coincide com al-
guma frequeˆncia natural do sistema, podendo levar a consequeˆncias catastro´ficas
(Carneiro, 2014).
1.2 Predic¸a˜o da dinaˆmica de rotores
Tendo em vista os complexos fenoˆmenos e falhas que podem ocorrer em ma´quinas
rotativas, a predic¸a˜o do comportamento dinaˆmico destes equipamentos e´ essencial para
o prolongamento de sua vida u´til, garantindo simultaneamente o conforto e a protec¸a˜o
das pessoas que trabalham ao seu redor. Existe tambe´m grande interesse na predic¸a˜o
dos fenoˆmenos durante o funcionamento da ma´quina para se detectar poss´ıveis falhas no
decorrer de sua operac¸a˜o. Modelos computacionais confia´veis da dinaˆmica do sistema
sa˜o importantes para se obter predic¸o˜es confia´veis dos fenoˆmenos citados e, neste con-
texto, o me´todo dos elementos finitos se destaca como ferramenta para tal modelagem.
Estes modelos devem considerar a interac¸a˜o da parte rotativa, o rotor, com os mancais
e a fundac¸a˜o para a ana´lise dinaˆmica da ma´quina (Cavalca et al., 2005). Os mancais
hidrodinaˆmicos, normalmente empregados em ma´quinas de grande porte, sa˜o de dif´ıcil
modelagem, uma vez que efeitos fluidodinaˆmicos devem ser levados em conta, os quais
tornam suas caracter´ısticas dependentes da velocidade de rotac¸a˜o. Medic¸o˜es experimen-
tais do comportamento destes componentes e´ uma poss´ıvel forma de se obter modelos
dinaˆmicos, pore´m este procedimento requer o ensaio dos mancais em laborato´rio.
O desbalanceamento rotativo da ma´quina e´ um outro paraˆmetro cujo conhecimento
representa um desafio. Te´cnicas de balanceamento sa˜o realizadas com o intuito de alcanc¸ar
uma melhor distribuic¸a˜o de massa na ma´quina reduzindo as forc¸as de desbalanceamento, o
que ocorre atrave´s do uso de massas corretivas em posic¸o˜es espec´ıficas de tal forma que os
esforc¸os gerados compensem aqueles do desbalanceamento da ma´quina. O conhecimento
da amplitude e fase do desbalanceamento nos planos do rotor se faz necessa´rio para o
correto dimensionamento das massas de compensac¸a˜o, as quais sa˜o adicionadas ao sistema
em locais espec´ıficos com o intuito de balancear o equipamento. Este procedimento requer
mais de uma partida da ma´quina, o que pode levar a altos custos dependendo do seu
tamanho e aplicac¸a˜o (Ubinha, 2005).
Diversos autores estudaram formas de se extrair paraˆmetros de interesse a partir
de medidas de vibrac¸a˜o da ma´quina em operac¸a˜o. Idehara (2007) trouxe o uso do filtro
RLS, uma ferramenta tradicionalmente empregada na a´rea de telecomunicac¸o˜es, para
o contexto de identificac¸a˜o de paraˆmetros da dinaˆmica de estruturas e ma´quinas. O
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ponto interessante desta ferramenta e´ a capacidade de processar os dados em tempo
real, na˜o sendo necessa´ria a medic¸a˜o dos fenoˆmenos durante um intervalo de tempo,
armazenagem e posterior ana´lise. Outro benef´ıcio e´ a capacidade de se estimar paraˆmetros
que variam com o passar do tempo ou, no caso de ma´quinas rotativas, variam em func¸a˜o
da rotac¸a˜o. Em contrapartida estes filtros apresentam certa complexidade matema´tica e
risco de instabilidade. Uma outra abordagem envolve o uso de ferramentas puramente
estat´ısticas, como por exemplo redes neurais e modelos auto-regressivos que, apesar de
serem aplicados como ferramentas de detecc¸a˜o de falhas, na˜o sa˜o capazes de modelar
o aspecto f´ısico do problema, impossibilitando assim a predic¸a˜o do comportamento da
ma´quina em condic¸o˜es diferentes das treinadas (Lees et al., 2009).
Uma forma de se levantar predic¸o˜es confia´veis e´ atrave´s da combinac¸a˜o de mode-
los matema´ticos e te´cnicas de identificac¸a˜o de paraˆmetros experimentais. Na a´rea de
dinaˆmica estrutural e de rotores este tema e´ conhecido como Identificac¸a˜o Baseada em
Modelos (Model-based Identification) e visa utilizar medic¸o˜es experimentais da vibrac¸a˜o
do rotor para se calibrar partes de um modelo teo´rico parcialmente conhecido. Diversos
autores colaboraram para o crescimento deste campo atrave´s de novas formas de se cali-
brar modelos diferentes para cada tipo de problema, incluindo a identificac¸a˜o de fundac¸a˜o,
mancais e desbalanceamento. Pore´m, ainda nota-se dificuldade referente a precisa˜o dos
me´todos propostos, bem como o desafio de se estimar propriedades varia´veis com a rotac¸a˜o
da ma´quina, como ocorre em mancais hidrodinaˆmicos.
1.3 Objetivos
Visto a importaˆncia e dificuldade de se obter modelos dinaˆmicos de ma´quinas ro-
tativas, o objetivo deste trabalho e´ propor um me´todo de identificac¸a˜o de paraˆmetros de
mancais e desbalanceamento utilizando um modelo de elementos finitos da parte rota-
tiva da ma´quina e medic¸o˜es de vibrac¸o˜es em resposta ao desbalanceamento nas posic¸o˜es
dos mancais, pontos em que normalmente e´ poss´ıvel instalar sensores para realizar as
medic¸o˜es. O algoritmo do filtro RLS sera´ utilizado como te´cnica de soluc¸a˜o matema´tica
do problema, o que visa possibilitar a identificac¸a˜o de paraˆmetros varia´veis com a rotac¸a˜o.
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1.4 Estrutura do trabalho
A seguir e´ apresentada a estrutura do trabalho:
• Cap´ıtulo 2: Este cap´ıtulo traz uma revisa˜o sobre me´todos de identificac¸a˜o imple-
mentados com sucesso na literatura, onde sa˜o apresentados trabalhos nos contextos
de sistemas lineares invariantes no tempo, variantes no tempo, na˜o-lineares, rotati-
vos e aplicac¸o˜es de filtragem adaptativa.
• Cap´ıtulo 3: Neste cap´ıtulo os conceitos de estimadores o´timos e filtragem adap-
tativa sa˜o apresentados. A partir do estimador o´timo, o algoritmo do filtro RLS
e´ deduzido e uma variac¸a˜o numericamente eficiente e´ apresentada. Por fim, a for-
mulac¸a˜o para mu´ltiplas entradas e mu´ltiplas sa´ıdas e´ discutida.
• Cap´ıtulo 4: Neste cap´ıtulo a modelagem de rotores atrave´s do me´todo dos elemen-
tos finitos e´ apresentada e uma expressa˜o para a resposta ao desbalanceamento e´
determinada, a qual sera´ utilizada no processo de identificac¸a˜o.
• Cap´ıtulo 5: Este cap´ıtulo traz a metodologia de identificac¸a˜o de paraˆmetros
dos mancais e de desbalanceamento a partir do modelo conhecido do restante da
ma´quina. Um modelo polinomial para os mancais e´ apresentado e, por fim, e´
demonstrado como o algoritmo de filtragem adaptativa pode ser aplicado para a
soluc¸a˜o deste problema.
• Cap´ıtulo 6: Neste cap´ıtulo o me´todo de identificac¸a˜o e´ validado atrave´s de si-
mulac¸o˜es de um rotor conhecido no software X-Rotor. Sa˜o explorados os casos de
mancais com propriedades constantes e varia´veis segundo modelos polinomial e ex-
ponencial. O desempenho da te´cnica e´ avaliado atrave´s da variac¸a˜o dos paraˆmetros
de controle do me´todo, os quais sa˜o entradas do usua´rio.
• Cap´ıtulo 7: Este cap´ıtulo traz uma s´ıntese dos resultados obtidos e uma conclusa˜o
acerca do me´todo proposto. Propostas de trabalhos futuros sa˜o apresentadas.
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2 REVISA˜O BIBLIOGRA´FICA
O objetivo deste cap´ıtulo e´ contextualizar o tema de identificac¸a˜o de paraˆmetros e
aplicac¸o˜es de filtragem adaptativa. A princ´ıpio, te´cnicas de identificac¸a˜o para sistemas
lineares invariantes e variantes no tempo sa˜o discutidas, tanto no domı´nio da frequeˆncia
como no tempo. Em seguida, me´todos para sistemas na˜o-lineares e ma´quinas rotativas
sa˜o apresentados, cobrindo tanto a identificac¸a˜o de paraˆmetros modais como f´ısicos. Por
fim, algumas aplicac¸o˜es de filtragem adaptativa em problemas de vibrac¸o˜es mecaˆnicas sa˜o
abordadas.
2.1 Identificac¸a˜o de sistemas lineares invariantes no tempo
Na ana´lise de estruturas estaciona´rias lineares a Ana´lise Modal Experimental e´ a
te´cnica mais bem estabelecida. Trata-se de uma ferramenta para a determinac¸a˜o de
modelos dinaˆmicos para estruturas a partir de medic¸o˜es da resposta em vibrac¸a˜o a uma
dada excitac¸a˜o. O uso moderno da te´cnica conta com analisadores de espectros baseados
na FFT (Transformada Ra´pida de Fourier), sistemas de aquisic¸a˜o e processadores cada
vez menores e mais potentes (Maia et al., 1997).
Uma poss´ıvel forma de se modelar sistemas lineares invariantes no tempo e´ atrave´s
de se´ries temporais. Adotando uma formulac¸a˜o discreta e utilizando a teoria estat´ıstica,
a dinaˆmica de um sistema excitado por uma entrada aleato´ria pode ser descrita como
uma combinac¸a˜o linear da sa´ıda e seus valores passados, caracterizando um modelo auto-
regressivo (AR), e como uma combinac¸a˜o linear da entrada e seus valores passados, ca-
racterizando um modelo de me´dia movel (MA). A unia˜o destas duas parcelas constitui o
modelo ARMA e, na presenc¸a de excitac¸a˜o na˜o-aleato´ria, uma parcela referente a` entrada
exo´gena e´ adicionada, o que forma o modelo ARMAX (Ljung, 1999). Esta te´cnica, muito
popular na identificac¸a˜o de sistemas de controle, vem sendo utilizada por alguns autores
em aplicac¸o˜es estruturais. Park et al. (1989) identificaram um modelo ARMAX vetorial,
o qual pode representar sistemas MIMO ou MISO e mostraram como realizar a extrac¸a˜o
de paraˆmetros modais. Smail et al. (1999), atrave´s da formulac¸a˜o de espac¸o de estados,
utilizaram um modelo ARMA para a representac¸a˜o da dinaˆmica de estruturas gene´ricas
e compararam treˆs me´todos de identificac¸a˜o dos coeficientes da se´rie: o me´todo do filtro
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RLS, o me´todo do erro de sa´ıda (“Output Error”) e o me´todo da matriz de covariaˆncia
corrigida. Atrave´s da aplicac¸a˜o experimental do me´todo em uma viga flex´ıvel, os autores
mostraram a importaˆncia da frequeˆncia de amostragem e determinaram seu valor o´timo.
2.2 Identificac¸a˜o de sistemas lineares variantes no tempo
Muitos sistemas vibrato´rios podem ser modelados como sendo lineares pore´m com
paraˆmetros de massa, rigidez ou amortecimento variantes no tempo. Ma´quinas rota-
tivas podem ser representadas desta forma, uma vez que algumas de suas proprieda-
des dinaˆmicas sa˜o func¸a˜o da velocidade angular do rotor. Neste caso de sistemas na˜o-
estaciona´rios os me´todos de ana´lise modal tradicional na˜o podem ser utilizados, uma vez
que os paraˆmetros modais agora variam com o tempo.
Feldman (2011) apresentou uma revisa˜o sobre o uso da Transformada de Hilbert para
a ana´lise de vibrac¸o˜es. Trata-se de uma transformac¸a˜o integral, tal como a de Laplace
e de Fourier, que permite a representac¸a˜o de um sinal na sua forma anal´ıtica. Atrave´s
desta ferramenta e´ poss´ıvel extrair frequeˆncia e fase instantaˆnea do sinal de vibrac¸a˜o. O
uso da te´cnica em sinais de resposta livre leva diretamente a` identificac¸a˜o de paraˆmetros
modais instantaˆneos. Feldman (2014) aplicou a te´cnica em condic¸o˜es de vibrac¸o˜es livre e
forc¸ada onde, no u´ltimo caso, foi utilizada a Transformada de Hilbert da excitac¸a˜o e da
resposta. Bons resultados foram atingidos na identificac¸a˜o de um sistema de 1 GDL na
presenc¸a de uma mola com valor de rigidez varia´vel com o tempo segundo uma func¸a˜o
harmoˆnica, sendo poss´ıvel, neste caso simples, extrair o valor instantaˆneo da rigidez.
Para tratar de sinais com mu´ltiplas frequeˆncias, Huang et al. (1998) apresentaram
o conceito da Transformada de Hilbert-Huang (HHT), a qual utiliza o conceito da decom-
posic¸a˜o EMD (“Empirical Mode Decomposition””). Esta metodologia decompo˜e um sinal
de mu´ltiplas frequeˆncias em suas func¸o˜es intr´ınsecas IMFs (“Intrinsic Mode Functions”),
as quais podem ser transformadas pela Transformada de Hilbert. Shi et al. (2007) utili-
zaram a transformada HHT para propor uma metodologia de identificac¸a˜o de paraˆmetros
e sistemas com mu´ltiplos GDL. Os autores extra´ıram as matrizes variantes no tempo de
massa, rigidez e amortecimento utilizando a resposta livre para situac¸o˜es de variac¸o˜es sua-
ves, perio´dicas e abruptas dos paraˆmetros em questa˜o. Utilizando resultados de simulac¸o˜es
nume´ricas, os autores mostraram que a te´cnica e´ via´vel, pore´m na˜o e´ recomendada para
situac¸o˜es de variac¸o˜es ra´pidas.
Uma outra abordagem pode ser realizada atrave´s da transformada Wavelet. Tal
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procedimento consiste na decomposic¸a˜o de um sinal temporal em uma base composta por
func¸o˜es ortogonais. Estas func¸o˜es sa˜o definidas atrave´s de uma u´nica func¸a˜o ma˜e, que
gera as outras a partir da sua translac¸a˜o e dilatac¸a˜o no tempo. Ghanem et al. (2000)
aplicaram a transformada Wavelet nas equac¸o˜es diferenciais de movimento de um sistema
com mu´ltiplos GDL e paraˆmetros variantes no tempo, expandindo a equac¸a˜o em um
sub-espac¸o definido por um nu´mero finito de func¸o˜es de base. Desta forma, foi formado
um conjunto de equac¸o˜es alge´bricas em func¸a˜o dos coeficientes da transformada, o que
permitiu a identificac¸a˜o dos paraˆmetros na˜o-estaciona´rios atrave´s do me´todo dos mı´nimos-
quadrados.
2.3 Identificac¸a˜o de sistemas na˜o-lineares
Na˜o-linearidades existem em todos os problemas pra´ticos de engenharia, sendo o
caso linear uma particularidade de situac¸o˜es mais gene´ricas. Quando seus efeitos sa˜o
pequenos ou desprez´ıveis, te´cnicas para sistemas lineares podem ser empregadas para
a caracterizac¸a˜o da estrutura. Pore´m, quando na˜o podem ser desprezadas, os efei-
tos oriundos de na˜o-linearidades devem ser considerados. Em dinaˆmica estrutural, se-
gundo Kerschen et al. (2006), sa˜o comumente encontradas as seguintes na˜o-linearidades:
geome´tricas, ocorrendo quando a estrutura e´ sujeita a grandes deformac¸o˜es; de ine´rcia,
quando existem termos na˜o-lineares de velocidades ou acelerac¸o˜es; de material, quando a
relac¸a˜o tensa˜o/deformac¸a˜o na˜o e´ linear; de amortecimento, uma vez que a dissipac¸a˜o de
energia na˜o obedece uma relac¸a˜o linear; e de condic¸o˜es de contorno, relacionadas a folgas
e forc¸as de corpo externas.
Uma forma de se representar a relac¸a˜o entrada/sa´ıda de um sistema na˜o-linear e´
atrave´s da Se´rie de Volterra que, conforme descrito por Cheng et al. (2017), com as novas
tecnologias computacionais, passou a ser utilizada em aplicac¸o˜es de dinaˆmica dos flui-
dos, engenharia ele´trica, mecaˆnica e biome´dica. Em comparac¸a˜o com sistemas lineares,
cuja sa´ıda e´ representada pela convoluc¸a˜o da entrada com a func¸a˜o resposta ao impulso
unita´rio, o caso dos sistemas na˜o-lineares representa uma generalizac¸a˜o do caso linear.
Nesta classe de sistemas, a sa´ıda e´ composta pela soma de diversas convoluc¸o˜es multidi-
mensionais da entrada com os kernels de Volterra, que sa˜o extenso˜es multidimensionais
da func¸a˜o de resposta ao impulso. Estes kernels podem ser transformados para o domı´nio
da frequeˆncia atrave´s da transformada de Fourier multidimensional, gerando as chama-
das FRFs Generalizadas (GFRF), que, de forma semelhante a`s FRFs lineares, conteˆm
toda a descric¸a˜o de um sistema na˜o-linear. Estas func¸o˜es na˜o podem ser medidas dire-
tamente, uma vez que dependem umas das outras. O que pode ser medido, entretanto,
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sa˜o as FRFs de Alta Ordem (HOFRF), que sa˜o independentes entre si e sa˜o utilizadas
como aproximac¸o˜es das GFRF (Maia et al., 1997). Um problema associado a` se´rie e´ a
sua limitada regia˜o de convergeˆncia, o que pode ser remediado atrave´s do uso de kernels
ortogonais. Neste contexto, a Se´rie de Wiener pode ser utilizada, a qual e´ uma expansa˜o
ortogonal para sistemas na˜o-lineares representada por kernels ortogonais. Estes podem
ser utilizados para determinar os kernels de Volterra, portanto existe uma forte relac¸a˜o
entre os dois modelos. Existem ainda outras formulac¸o˜es da relac¸a˜o entrada-sa´ıda de
sistemas na˜o-lineares, como os modelos de Hammerstein e Wiener-Hammerstein, todos
relacionados ao modelo de Volterra.
Scussel (2017) apresentou o tema do uso da Se´rie de Volterra no contexto de identi-
ficac¸a˜o de sistemas mecaˆnicos com na˜o-linearidades polinomiais, como por exemplo uma
rigidez quadra´tica. Para tanto, o autor caracterizou os kernels atrave´s da expansa˜o da
se´rie em bases ortonormais de Kautz utilizando apenas informac¸o˜es de resposta em vi-
brac¸a˜o. Chatterjee et al. (2003) utilizou o modelo da Se´rie de Volterra e a te´cnica do
balanc¸o harmoˆnico para estimar a rigidez na˜o-linear de um sistema rotor-mancal. O
me´todo do balanc¸o harmoˆnico, por sua vez, consiste na utilizac¸a˜o de uma equac¸a˜o que
represente o sistema na˜o-linear e a avaliac¸a˜o da resposta desta equac¸a˜o em diferentes
frequeˆncias. Atrave´s das respostas avaliadas, as HOFRFs podem ser calculadas. Tang
(2010) utilizaram os kernels da Se´rie de Volterra como ferramenta de diagno´stico de fa-
lhas em ma´quinas rotativas. Utilizando dados de entrada (forc¸a) e sa´ıda (vibrac¸a˜o), os
autores computaram as GFRFs e, a partir de sua ana´lise, puderam extrair informac¸o˜es
que caracterizassem determinadas falhas no sistema rotativo.
2.4 Identificac¸a˜o de sistemas rotativos
Na a´rea de ma´quinas rotativas existe um grande interesse no desenvolvimento de
te´cnicas de ana´lise que tornem o reconhecimento de falhas mais ra´pido e que minimize o
nu´mero de partidas necessa´rias da ma´quina. Lees et al. (2009) apresentaram uma visa˜o
geral sobre me´todos de identificac¸a˜o baseados em modelos do rotor, a´rea conhecida como
“Model-based Identification”. Estes me´todos utilizam modelos matema´ticos completos
ou parciais da ma´quina e respostas em vibrac¸a˜o medidas experimentalmente, permitindo
assim identificac¸a˜o de falhas, o que representa um grande passo na a´rea de manutenc¸a˜o.
As diferentes abordagens envolvem a forma com que a estrutura e´ modelada, em termos
de paraˆmetros f´ısicos ou modais, o me´todo de determinac¸a˜o das forc¸as operacionais e o
tipo de medic¸a˜o utilizada. Uma poss´ıvel forma de realizar a modelagem e´ atrave´s de
modelos estat´ısticos e emp´ıricos, tais como os modelos auto-regressivos, pore´m estes na˜o
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modelam a f´ısica do problema. A identificac¸a˜o da fundac¸a˜o pode ser feita em coordenadas
modais, levando a` determinac¸a˜o dos paraˆmetros modais (frequeˆncias naturais, amorteci-
mento modal e modos de vibrar), ou em coordenadas f´ısicas, retornando as matrizes de
massa, rigidez e amortecimento.
Diferente do caso de estruturas estaciona´rias, onde a ana´lise modal experimental e´
aplica´vel a sistemas lineares, invariantes no tempo e rec´ıprocos, o caso de dinaˆmica de
rotores apresenta sistemas variantes no tempo e na˜o rec´ıprocos. Na presenc¸a de mancais,
eixo e discos flex´ıveis e anisotropia, as matrizes que regem a equac¸a˜o dinaˆmica do sistema
se tornam dependentes no tempo. Fora isto, o efeito girosco´pico torna as matrizes de
amortecimento e rigidez dependentes da velocidade de rotac¸a˜o.
Lee (1991) desenvolveu um me´todo baseado no uso de coordenadas complexas, as
quais permitem a percepc¸a˜o f´ısica dos modos de precessa˜o direta e retro´grada, e consegue
separar tais modos no domı´nio da frequeˆncia. Utilizando coordenadas reais, o auto-
problema associado ao sistema contendo matrizes assime´tricas apresenta autovalores a`
direita, a` esquerda e seus autovetores associados. Com estas informac¸o˜es, as Func¸o˜es de
Resposta em Frequeˆncia (FRF) podem ser determinadas. Pore´m, a informac¸a˜o destas
func¸o˜es contidas na regia˜o de frequeˆncias negativas e´ uma mera co´pia das informac¸o˜es na
regia˜o positiva.
Com o uso de coordenadas complexas na descric¸a˜o das equac¸o˜es de movimento,
a matriz de resposta em frequeˆncia pode ser particionada dois blocos de matrizes que
conteˆm as chamadas Func¸o˜es de Resposta em Frequeˆncia Direcionais (dFRF), as quais
devem ser avaliadas tanto em frequeˆncias negativas quanto em positivas, permitindo assim
a distinc¸a˜o entre modos de precessa˜o direta e retro´grada. Irretier (1999) apresentou os fun-
damentos matema´ticos para a realizac¸a˜o de ana´lise modal em rotores assime´tricos, onde as
matrizes sa˜o variantes no tempo. O autor utilizou autovetores variantes no tempo para a
descric¸a˜o modal, pore´m utilizando coordenadas reais. Suh et al. (2005) desenvolveram um
me´todo de ana´lise modal complexa para rotores com paraˆmetros periodicamente varia´veis
utilizando coordenadas moduladas, as quais permitem a transformac¸a˜o das equac¸o˜es di-
ferenciais variantes no tempo em equac¸o˜es invariantes no tempo equivalentes. As dFRFs
derivadas no trabalho sa˜o excelentes indicadores de presenc¸a de assimetria no rotor.
Diversos trabalho foram apresentados na a´rea de identificac¸a˜o de paraˆmetros f´ısicos
do conjunto, como os dados de desbalanceamento e rigidez e amortecimento de man-
cais. Lees et al. (1997) apresentaram um me´todo para a determinac¸a˜o da amplitude de
desbalanceamento e paraˆmetros de rigidez e massa da fundac¸a˜o utilizando conhecimento
pre´vio dos mancais, dos modos de vibrar do rotor e medic¸o˜es da resposta em vibrac¸a˜o
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no local dos mancais. Os autores constataram que os dados de desbalanceamento foram
identificados com sucesso mesmo na presenc¸a de ru´ıdo e quando os dados fornecidos dos
mancais apresentavam certo desvio dos dados nominais. Smart et al. (2000) apresentaram
um me´todo para a identificac¸a˜o de um modelo de fundac¸a˜o utilizando modelos do rotor e
mancais e conhecendo as caracter´ısticas do desbalanceamento e medic¸o˜es da resposta em
vibrac¸a˜o da fundac¸a˜o. Os autores propuseram a partic¸a˜o da matriz de rigidez dinaˆmica
do sistema rotativo e, atrave´s de manipulac¸o˜es matriciais, definiram uma equac¸a˜o a ser
resolvida para as inco´gnitas atrave´s do me´todo dos mı´nimos quadrados. Um modelo da
dinaˆmica da fundac¸a˜o foi proposto como sendo uma func¸a˜o de transfereˆncia cuja ordem
deve ser especificada pelo usua´rio. Bons resultados experimentais foram obtidos e im-
portantes concluso˜es acerca da ordem da func¸a˜o de transfereˆncia a ser estipulada e do
processo de regularizac¸a˜o das matrizes envolvidas foram tomadas. Este trabalho serviu
como base para o me´todo proposto por Ubinha (2005), que identificou os paraˆmetros
de desbalanceamento e da fundac¸a˜o simultaneamente. O autor analisou a influeˆncia das
diferentes regio˜es em frequeˆncia onde o processo de identificac¸a˜o ocorre, do nu´mero de
medic¸o˜es realizadas e da presenc¸a de ru´ıdo. O me´todo apresentou excelentes resultados
no caso de fundac¸a˜o isotro´pica, pore´m nos casos anisotro´pico e dissimilar apresentou altos
valores de erro na estimativa do amortecimento e amplitude de desbalanceamento.
Tiwari et al. (2004) apresentaram uma revisa˜o dos me´todos experimentais de identi-
ficac¸a˜o de paraˆmetros de mancais, principalmente dos hidrodinaˆmicos. Os autores discu-
tiram te´cnicas aplica´veis quando os mancais esta˜o isolados ou em operac¸a˜o com o restante
do rotor, cobrindo me´todos baseados no incremento de forc¸as esta´ticas, cargas dinaˆmicas,
excitac¸a˜o externa controlada, resposta ao desbalanceamento e ao impacto. Foi conclu´ıdo
que os modelos de rotor, utilizados nos processos de identificac¸a˜o, sa˜o suficientemente
precisos para realizar a extrac¸a˜o dos paraˆmetros de interesse e que me´todos no domı´nio
da frequeˆncia sa˜o prefer´ıveis. Pore´m, os autores salientaram que te´cnicas experimentais
devem ainda ser desenvolvidas, principalmente utilizando resposta ao desbalanceamento
como fonte de excitac¸a˜o. Tiwari et al. (2002) propuseram um me´todo similar a`quele
apresentado por Smart et al. (2000) para a identificac¸a˜o de paraˆmetros de mancais de-
pendentes da velocidade angular do rotor. Excelentes resultados foram obtidos, pore´m
com a necessidade do conhecimento dos paraˆmetros de desbalanceamento.
2.5 Aplicac¸o˜es de filtragem adaptativa
Filtros adaptativos sa˜o ferramentas da a´rea de processamento de sinais que po-
dem ser utilizadas no contexto de identificac¸a˜o quando os paraˆmetros envolvidos ou as
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condic¸o˜es de operac¸a˜o na˜o sa˜o constantes com o tempo. Estes filtros, conforme sera´
apresentado no Cap´ıtulo 3, buscam estimar um sinal atrave´s de um filtro discreto cujos
coeficientes sa˜o ajustados segundo uma lo´gica adaptativa, buscando a minimizac¸a˜o do
erro de estimac¸a˜o. Segundo Haykin (2013), o in´ıcio da teoria de estimac¸a˜o de paraˆmetros
pode ser atribu´ıdo a Gauss e Legendre que, de forma independente, criaram o me´todo
dos mı´nimos quadrados. No final da de´cada de 1930 comec¸aram os primeiros estudos
sobre estimac¸a˜o de processos estoca´sticos, o que levou ao filtro de Wiener. Nos anos 1960,
Kalman deduziu o observador de estados que leva o seu nome, o qual tambe´m e´ carac-
terizado como um estimador o´timo que leva em considerac¸a˜o um modelo da dinaˆmica
do processo. No final da de´cada de 1950 surgiram as aplicac¸o˜es adaptativas destes esti-
madores o´timos, o que deu origem aos famosos filtros RLS (“Recursive Least-Squares”),
que traz uma abordagem determin´ıstica e e´ oriundo do me´todo dos mı´nimos quadrados,
e LMS (“Least-Mean-Square”), que traz uma abordagem estoca´stica e e´ oriundo do fil-
tro de Wiener. As aplicac¸o˜es cla´ssicas de filtragem adaptativa encontram-se na a´rea de
telecomunicac¸o˜es, envolvendo equalizac¸a˜o de canais, predic¸a˜o de fala, e tambe´m como
ferramenta de ana´lise espectral e em cancelamento de ru´ıdo.
Na ana´lise de ma´quinas rotativas o filtro RLS pode ser aplicado como ferramenta
de “Order Tracking” (OT), utilizada para determinar o chamado mapa de ordens, o
qual conte´m informac¸a˜o sobre amplitude do sinal de vibrac¸a˜o ou ru´ıdo em func¸a˜o da
velocidade angular do eixo e da ordem. Bai et al. (2002) discutiram os problemas que
te´cnicas baseadas na FFT apresentam, tanto em condic¸o˜es na˜o-estaciona´rias quanto em
situac¸o˜es de velocidades angulares independentes em mu´ltiplos eixos, e utilizaram o filtro
RLS em conjunto com um modelo para determinar as amplitudes das ordens. Atrave´s de
simulac¸o˜es nume´ricas de diversas situac¸o˜es, os autores comprovaram a efica´cia do me´todo
na presenc¸a de amplitudes variantes no tempo com mu´ltiplos eixos e componentes de
frequeˆncia constante. Wu et al. (2009) utilizaram o algoritmo descrito anteriormente em
duas aplicac¸o˜es experimentais, um par engrenado e um turbocompressor de um motor
de combusta˜o interna. Na primeira aplicac¸a˜o foram utilizados sinais de vibrac¸o˜es e as
ordens foram filtradas atrave´s do filtro RLS. Esta informac¸a˜o extra´ıda, segundo os autores,
constitui um sistema de diagno´stico efetivo de falhas para este tipo de problema. Na
segunda aplicac¸a˜o os autores utilizaram sinais de ru´ıdo sonoro do sistema e, atrave´s das
ordens filtradas, conseguiram diagnosticar falhas.
Filtros adaptativos sa˜o utilizados na a´rea de monitoramento estrutural conhecida
como “Structural Health Monitoring” (SHM), a qual constitui o processo de implementac¸a˜o
de estrate´gias para detecc¸a˜o de danos em estruturas. Chase et al. (2005) utilizaram o filtro
RLS para identificar termos de rigidez que desviavam de um valor nominal. Este desvio,
segundo os autores, e´ um paraˆmetro que pode ser utilizado como indicador de falhas. O
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ajuste do filtro ocorreu baseado em um modelo de dinaˆmica estrutural em conjunto com
as matrizes nominais de massa, rigidez e amortecimento conhecidas e das grandezas de
deslocamento, velocidade e acelerac¸a˜o medidas. O me´todo foi validado experimentalmente
utilizando uma estrutura padronizada e a te´cnica foi capaz de identificar variac¸o˜es brus-
cas de rigidez. A vantagem deste me´todo em relac¸a˜o a outros ja´ estabelecidos no campo
de SHM e´ que a filtragem adaptativa pode ser implementada em tempo real com baixa
complexidade computacional. Da Silva et al. (2011) utilizaram o filtro RLS no contexto
de SHM baseado, agora, em um modelo do tipo recursivo auto-regressivo com entradas
externas (RARX). Segundo os autores, como os coeficientes do modelo esta˜o associados
aos polos do sistema, a presenc¸a de danos pode ser detectada analisando a variac¸a˜o destes
paraˆmetros no decorrer da operac¸a˜o. Assim, os autores definiram uma me´trica utilizando
os coeficientes ajustados, a qual foi utilizada como indicador de falha e, atrave´s de testes
conduzidos em um painel aerona´utico, foi constatado que pode ser utilizada como um
bom indicador de danos.
No contexto de identificac¸a˜o de paraˆmetros, tanto f´ısicos como modais, a filtragem
adaptativa tambe´m apresentou bons resultados. O filtro RLS com decomposic¸a˜o QR foi
utilizado por Idehara (2007) e Idehara et al. (2015) para a identificac¸a˜o de paraˆmetros de
estruturas e rotores em condic¸o˜es na˜o-estaciona´rias. No caso estrutural, o uso da filtra-
gem adaptativa permitiu a realizac¸a˜o de ana´lise modal experimental na presenc¸a de uma
excitac¸a˜o harmoˆnica de frequeˆncia conhecida, o que ocorre por exemplo quando se deseja
realizar tal ana´lise em uma dada estrutura com outros equipamentos em funcionamento.
No caso de ma´quinas rotativas, o me´todo mostrou-se capaz de extrair os paraˆmetros mo-
dais durante uma operac¸a˜o na˜o-estaciona´ria, como por exemplo na partida ou parada
da ma´quina. O procedimento de identificac¸a˜o e´ baseado em modelos de estados obtidos
atrave´s das equac¸o˜es de movimentos, envolvendo a identificac¸a˜o das submatrizes que for-
mam as matrizes de estados. Atrave´s de testes experimentais em uma estrutura padroni-
zada e em um rotor conhecido, os autores conclu´ıram que o me´todo apresentou excelentes
estimativas para os paraˆmetros modais da estrutura, pore´m os fatores de amortecimento
se mostraram muito sens´ıveis a ru´ıdo. Quanto a`s ma´quinas rotativas, o me´todo foi capaz
de identificar uma tendeˆncia dos paraˆmetros modais em func¸a˜o da rotac¸a˜o do rotor. Im-
portantes concluso˜es foram levantadas sobre o nu´mero de pontos de medic¸a˜o necessa´rio
para a identificac¸a˜o correta dos modos, onde foi relatado que e´ necessa´ria a aquisic¸a˜o de
um nu´mero de respostas de ao menos duas vezes o nu´mero de modos analisados.
Provasi et al. (2000) propuseram o uso do Filtro de Kalman Estendido (EKF) no
domı´nio da frequeˆncia como identificador de paraˆmetros modais de estruturas lineares e
invariantes no tempo na presenc¸a de mu´ltiplas excitac¸o˜es senoidais correlacionadas, com
o objetivo de um posterior uso da te´cnica para a identificac¸a˜o da fundac¸a˜o de ma´quinas
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rotativas em condic¸a˜o operacional. Atrave´s do equacionamento da resposta em frequeˆncia
de um determinado GDL em func¸a˜o dos paraˆmetros modais, os autores reformularam o
problema em espac¸o de estados utilizando os paraˆmetros modais como estados, o que
levou a equac¸o˜es na˜o-lineares. Para a identificac¸a˜o dos estados foi proposto o uso do
EKF, devido ao cara´ter na˜o-linear das equac¸o˜es. Atrave´s de testes em uma estrutura de
8 GDL os autores mostraram a efica´cia do me´todo, pore´m ressaltando a necessidade de se
conhecer as propriedades estat´ısticas do ru´ıdo de medic¸a˜o a priori. Seibold et al. (1996)
propuseram o uso de um banco de filtros EKF no domı´nio do tempo para a localizac¸a˜o de
trincas em rotores utilizando medidas de vibrac¸o˜es. Os autores utilizaram um modelo de
elementos finitos de um rotor trincado, o qual e´ governado por equac¸o˜es diferenciais com
paraˆmetros perio´dicos. A detecc¸a˜o da trinca se da´ atrave´s da ana´lise das inovac¸o˜es dos
diferentes filtros utilizados na estimac¸a˜o de estados. O uso de va´rios filtros foi proposto
com o intuito de se testar a hipo´tese de presenc¸a de trincas em locais diferentes, sendo cada
filtro responsa´vel por uma localizac¸a˜o. Utilizando simulac¸o˜es e testes experimentais, os
autores mostraram que o me´todo e´ eficaz e e´, tambe´m, capaz de determinar a profundidade
das trincas.
2.6 Considerac¸o˜es finais
Diferentes te´cnicas de identificac¸a˜o podem ser empregadas para ma´quinas rotativas.
No caso da identificac¸a˜o baseada em modelos e´ poss´ıvel estimar paraˆmetros f´ısicos atrave´s
de dados de vibrac¸o˜es em locais espec´ıficos da ma´quina, pore´m paraˆmetros variantes com
a rotac¸a˜o na˜o foram bem identificados em trabalhos passados. Ja´ o uso de filtragem
adaptativa, conforme apresentado por Idehara (2007), permite a identificac¸a˜o de sistemas
variantes com o tempo, pore´m na˜o foi poss´ıvel estimar paraˆmetros f´ısicos. Com o intuito
de se identificar paraˆmetros f´ısicos variantes com a rotac¸a˜o, o presente trabalho busca
combinar estas duas metodologias, utilizando filtragem adaptativa para o ajuste de um
modelo f´ısico parcialmente conhecido.
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3 ESTIMADORES O´TIMOS E FILTRAGEM ADAPTATIVA
De acordo com Haykin (2013), um filtro, ou estimador, e´ um sistema projetado para
extrair informac¸o˜es de um conjunto de dados medidos com ru´ıdo, podendo ser classificado
como linear, quando a sa´ıda do filtro e´ uma func¸a˜o linear das observac¸o˜es, ou na˜o-linear,
no caso contra´rio. Para a deduc¸a˜o do filtro o´timo para um dado problema, conta-se com
o conhecimento das propriedades estat´ısticas de me´dia e func¸o˜es de correlac¸a˜o dos sinais
observados e do ru´ıdo presente.
Uma poss´ıvel forma de se projetar um estimador vem da minimizac¸a˜o do quadrado
da me´dia do erro de estimac¸a˜o, o que leva ao chamado filtro de Wiener, mais adequado
a problemas estaciona´rios. Quando se trata de sistemas variantes no tempo, o filtro de
Kalman e´ o mais indicado. Pore´m, em situac¸o˜es reais, as propriedades estat´ısticas na˜o sa˜o
acess´ıveis, o que impossibilita o projeto de um filtro o´timo. O que e´ feito, enta˜o, e´ um filtro
adaptativo, o qual varia seus paraˆmetros utilizando regras de recursa˜o em tempo real e,
eventualmente, converge ao filtro o´timo (no caso de problemas estaciona´rios) ou consegue
acompanhar as variac¸o˜es temporais do sinal de entrada (caso na˜o-estaciona´rio). Diversos
algoritmos de recursa˜o foram desenvolvidos e a escolha do mais adequado depende de
fatores como a taxa de convergeˆncia, robustez e propriedades nume´ricas.
E´ necessa´rio estabelecer um filtro discreto linear como base para o adaptativo, o qual
relaciona a sua entrada e a sua sa´ıda atrave´s de uma equac¸a˜o de diferenc¸as. Tais filtros
podem ser classificados em filtro FIR (Finite Impulse Response) e filtro IIR (Infinite
Impulse Response). No caso do filtro FIR, a sa´ıda y(n) no tempo discreto n e´ uma
combinac¸a˜o linear das entradas em instantes anteriores e os M termos b0, b1, ..., bM−1,
sa˜o os coeficientes do filtro. A equac¸a˜o de diferenc¸as do filtro FIR e´ dada a seguir:
y(n) =
M−1∑
k=0
bku(n− k). (3.1)
No filtro IIR a sa´ıda e´ uma combinac¸a˜o linear das entradas atrasadas e de valores
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passados da sa´ıda, conforme equac¸a˜o a seguir:
y(n) =
M∑
k=0
bku(n− k) +
N∑
l=0
aly(n− l). (3.2)
A diferenc¸a entre os filtros FIR e IIR e´ a presenc¸a de realimentac¸a˜o da sa´ıda no
u´ltimo caso, o que introduz a possibilidade de instabilidade do filtro, enquanto a estrutura
FIR e´ sempre esta´vel.
O projeto destes filtros discretos consiste na determinac¸a˜o dos coeficientes que fazem
com que suas respostas em frequeˆncia atendam a`s necessidades do caso espec´ıfico. No
projeto de filtros IIR utilizam-se te´cnicas estabelecidas para o caso cont´ınuo, o qual pode
ser transformado em discreto. Ja´ o projeto de filtros FIR emprega, normalmente, crite´rios
de otimizac¸a˜o, de forma que os M coeficientes produzam uma func¸a˜o de resposta em
frequeˆncia que melhor se aproxime da desejada.
No caso de filtros adaptativos, os coeficientes dos filtros discretos apresentados sa˜o
atualizados a cada instante. Portanto o objetivo e´ determinar um algoritmo de adaptac¸a˜o
dos coeficientes de forma que os requisitos sejam atendidos. Sa˜o duas as principais famı´lias
de algoritmos de filtragem adaptativa:
• Famı´lia LMS (Least-Mean-Square): utiliza um filtro do tipo FIR como base e a
determinac¸a˜o de seus coeficientes vem da minimizac¸a˜o de uma func¸a˜o custo que
consiste na me´dia do quadrado do sinal erro, definido como a diferenc¸a entre o
sinal desejado e a sa´ıda do filtro. Os sinais sa˜o tratados como varia´veis aleato´rias e
os coeficientes do filtro sa˜o atualizados na direc¸a˜o negativa do gradiente da func¸a˜o
custo. Apesar de ser efetivo e simples, o me´todo apresenta uma taxa de convergeˆncia
lenta.
• Famı´lia RLS (Recursive Least-Squares): tambe´m utiliza um filtro FIR como base,
pore´m a func¸a˜o custo e´ definida como sendo a soma ponderada do quadrado dos
erros. Neste caso as varia´veis sa˜o determin´ısticas e a minimizac¸a˜o da func¸a˜o custo
e´ determinada por manipulac¸o˜es matriciais que envolvem uma matriz ganho. Este
me´todo apresenta taxa de convergeˆncia mais ra´pida, pore´m maior complexidade
computacional.
Por apresentar convergeˆncia mais ra´pida, a famı´lia de filtros RLS e´ utilizada neste
trabalho, uma vez que ha´ o interesse em identificar paraˆmetros de sistemas vibrato´rios
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em tempo real. Para a deduc¸a˜o do algoritmo, sa˜o considerados treˆs to´picos. O primeiro
envolve a determinac¸a˜o dos coeficientes o´timos do filtro FIR a partir do me´todo dos
mı´nimos quadrados. Em seguida sa˜o introduzidas as recurso˜es necessa´rias para que o
me´todo possa se adaptar em tempo real, levando ao algoritmo do filtro RLS. Por fim,
sera´ introduzido o filtro QRD-RLS, o qual apresenta melhores propriedades nume´ricas.
Os algoritmos dos filtros deduzidos neste trabalho seguem a formulac¸a˜o apresentada por
Haykin (2013).
3.1 Filtro FIR como estimador o´timo
Filtros discretos podem ser utilizados como estimadores de um sinal desejado d(n).
Aqui sera´ tratado o caso mais gene´rico de sinais complexos, pois apesar de os paraˆmetros
identificados serem reais a modelagem do problema dinaˆmico contara´ com grandezas com-
plexas, e o filtro utilizado sera´ do tipo FIR.
Os M coeficientes do filtro sa˜o armazenados no vetor w, o qual e´ dado por:
w =


w0
...
wM−1

 . (3.3)
A entrada e´ armazenada em um vetor u(n) contendo seus valores atrasados conforme
se segue:
u(n) =


u(n)
u(n− 1)
...
u(n−M + 1).


(3.4)
Desta forma, sendo wH o Hermitiano do vetor w (conjugado transposto), a sa´ıda
do filtro y(n) pode ser escrita da seguinte forma:
y(n) = wHu(n). (3.5)
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Utilizando o filtro como estimador, deseja-se que y(n) seja uma estimativa o´tima do
sinal desejado d(n). O erro desta estimac¸a˜o, e(n), e´ a diferenc¸a entre o sinal desejado e a
sa´ıda do filtro e e´ dado a seguir:
e(n) = d(n)− y(n) = d(n)−wHu(n). (3.6)
Um diagrama de blocos representando as operac¸o˜es e sinais anterior e´ ilustrado na
Figura 3.1, onde o asterisco corresponde ao conjugado do paraˆmetro em questa˜o.
PSfrag replacements
−
+
wH =
{
w∗0 w
∗
1 . . . w
∗
M−1
}u(n) y(n)
d(n)
e(n)
Figura 3.1: Filtro FIR como estimador de um sinal d(n).
O vetor de coeficientes o´timos wˆ e´ calculado atrave´s da minimizac¸a˜o de uma func¸a˜o
custo J , a qual e´ definida no caso de mı´nimos quadrados como sendo o quadrado do sinal
de erro. Esta func¸a˜o deve ser minimizada em um intervalo de tempo que, no caso do
me´todo dos mı´nimos quadrados, este intervalo e´ dado por [M . . .N ], onde N e´ o instante
de tempo discreto final, e a func¸a˜o custo e´ dada a seguir:
J =
N∑
n=M
e(n)e∗(n). (3.7)
O objetivo e´ minimizar J em relac¸a˜o ao vetorw de coeficientes complexos. Adotando
a como sendo o vetor contendo a parte real de w e b a sua parte imagina´ria, pode-se
escrever w = a + jb, onde j =
√−1. A minimizac¸a˜o e´ alcanc¸ada igualando o gradiente
de J em relac¸a˜o a w a zero, conforme se segue:
∇wJ = ∂J
∂a
+ j
∂J
∂b
= 0. (3.8)
Para um termo k qualquer do vetor de coeficientes, tem-se wk = ak+jbk e o gradiente
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em relac¸a˜o a este termo, utilizando a regra da cadeia, e´ dado por:
∇wkJ =
N∑
n=M
∂e(n)
∂ak
e∗(n) +
∂e∗(n)
∂ak
e(n) + j
∂e(n)
∂bk
e∗(n) + j
∂e∗(n)
∂bk
e(n) = 0. (3.9)
Expandindo o produto wHu(n) da Equac¸a˜o 3.6 em uma soma, pode-se escrever
expresso˜es para e(n) e e∗(n) em func¸a˜o de ak e bk conforme se segue:
e(n) = d(n)−
M−1∑
r=0
w∗ru(n− r) = d(n)−
M−1∑
r=0
(ar − jbr)u(n− r), (3.10)
e∗(n) = d∗(n)−
M−1∑
r=0
wru
∗(n− r) = d∗(n)−
M−1∑
r=0
(ar + jbr)u
∗(n− r). (3.11)
Para um termo k qualquer, as derivadas parciais sa˜o dadas por:
∂e(n)
∂ak
= −u(n− k), (3.12)
∂e(n)
∂bk
= ju(n− k), (3.13)
∂e∗(n)
∂ak
= −u∗(n− k), (3.14)
∂e∗(n)
∂bk
= −ju∗(n− k). (3.15)
Substituindo as Equac¸o˜es de 3.12 a 3.15 na Equac¸a˜o 3.9, o gradiente pode ser escrito
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conforme segue:
∇wkJ =
M∑
n=M
−u(n−k)e∗(n)−u∗(n−k)e(n)+j[ju(n−k)]e∗(n)+j[−ju∗(n−k)]e(n). (3.16)
Eliminando os termos em comum, a Equac¸a˜o 3.16 se reduz a:
∇kJ =
N∑
n=M
u(n− k)e∗(n) = 0. (3.17)
A Equac¸a˜o 3.17 representa uma relac¸a˜o de ortogonalidade entre a sequeˆncia do erro
e(n) e a sequeˆncia de entradas u(n− k), a qual e´ va´lida para k = 0, 1, . . . ,M − 1. Nesta
situac¸a˜o, o erro da estimac¸a˜o e´ mı´nimo e os coeficientes do filtro sa˜o o´timos. Substituindo
a Equac¸a˜o 3.11 na Equac¸a˜o 3.17, obte´m-se:
N∑
n=M
{
u(n− k)
[
d∗(n)−
M−1∑
r=0
wˆru
∗(n− r)
]}
= 0. (3.18)
A Equac¸a˜o 3.18 pode ser reescrita como se segue:
N∑
n=M
u(n− k)d∗(n) =
M−1∑
r=0
wˆr
N∑
n=M
u(n− k)u∗(n− r). (3.19)
Analisando a Equac¸a˜o 3.19, e´ poss´ıvel identificar duas func¸o˜es estat´ısticas. A pri-
meira e´ a func¸a˜o de correlac¸a˜o cruzada entre a entrada e o sinal desejado, dada pela
expressa˜o no lado esquerdo da igualdade, que sera´ definida pela func¸a˜o z(k) dada a se-
guir:
z(k) =
N∑
n=M
u(n− k)d∗(n). (3.20)
Ja´ a segunda func¸a˜o estat´ıstica encontra-se no lado direito da igualdade da Equac¸a˜o
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3.19 e corresponde a` func¸a˜o de autocorrelac¸a˜o da entrada, sendo definida como φ(r, k) e
representada a seguir:
φ(r, k) =
N∑
n=M
u(n− k)u∗(n− r). (3.21)
A Equac¸a˜o 3.19 pode ser reescrita utilizando as func¸o˜es estat´ısticas definidas nas
Equac¸o˜es 3.20 e 3.21. Isto leva a`s Equac¸o˜es Normais, que sa˜o utilizadas para a deter-
minac¸a˜o dos coeficientes o´timos, dadas a seguir:
z(k) =
M−1∑
r=0
wˆrφ(r, k). (3.22)
A Equac¸a˜o 3.22 deve ser satisfeita para k = 0, 1, . . . ,M−1. Busca-se agora reescrever
as Equac¸o˜es Normais matricialmente. Para tanto, o vetor de correlac¸a˜o cruzada z e a
matriz de autocorrelac¸a˜o Φ sa˜o definidos a seguir:
z =


z(0)
z(1)
...
z(M − 1)


, (3.23)
Φ =


φ(0, 0) φ(1, 0) . . . φ(M − 1, 0)
φ(0, 1) φ(1, 1) . . . φ(M − 1, 1)
...
...
...
...
φ(0,M − 1) φ(1,M − 1) . . . φ(M − 1,M − 1)

 . (3.24)
Os coeficientes o´timos sa˜o organizados em um vetor wˆ, dado a seguir:
wˆ =


wˆ0
...
wˆM−1

 . (3.25)
Desta forma, as Equac¸o˜es Normais sa˜o reescritas na forma matricial, a qual esta´
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indicada como se segue:
z = Φwˆ. (3.26)
Com os dados dispon´ıveis ate´ o instante N , e´ poss´ıvel construir o vetor z e a matriz
Φ e, assim, resolver o sistema da Equac¸a˜o 3.26 para determinar wˆ. Utilizando as Equac¸o˜es
3.20 e 3.21 e´ poss´ıvel escrever expresso˜es matriciais para a determinac¸a˜o do vetor e da
matriz citados anteriormente. Tais expresso˜es sa˜o dadas a seguir:
z =
N∑
n=M
u(n)d∗(n), (3.27)
Φ =
N∑
n=M
u(n)uH(n). (3.28)
Em conclusa˜o, foi apresentado o me´todo dos mı´nimos quadrados para a deter-
minac¸a˜o dos coeficientes o´timos do filtro FIR que estima a varia´vel desejada d(n). A
soluc¸a˜o das Equac¸o˜es Normais envolve a inversa˜o da matriz Φ e, para a soluc¸a˜o do
sistema, me´todos numericamente eficientes podem ser utilizados, como por exemplo a
decomposic¸a˜o em valores singulares (SVD) ou a decomposic¸a˜o QR.
3.2 Filtro RLS
O me´todo dos mı´nimos quadrados requer o conhecimento de um nu´mero elevado de
amostras para que o ajuste seja efetivo. Atrave´s do me´todo descrito anteriormente, busca-
se agora deduzir um algoritmo recursivo para a atualizac¸a˜o dos coeficientes w do filtro
FIR a cada instante de tempo n, reduzindo assim a quantidade de dados armazenados.
Para tanto, sera˜o introduzidas recurso˜es no ca´lculo da matriz de autocorrelac¸a˜o e do vetor
de correlac¸a˜o cruzada, de forma que seus valores no instante atual possam ser computados
baseados nos seus valores em um instante anterior, pore´m atualizados com a utilizac¸a˜o de
novos dados aquisitados. No contexto de identificac¸a˜o de uma varia´vel d(n), a Figura 3.2
ilustra um poss´ıvel arranjo do filtro RLS, que deve atualizar os seus coeficientes a cada
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instante de tempo de forma que a sa´ıda aproxime o sinal desejado, o qual e´ gerado como
resposta de um sistema de interesse ao conjunto de entradas u(n). Da forma ilustrada,
as entradas do filtro e do sistema sa˜o as mesmas, pore´m outas configurac¸o˜es podem ser
adotadas.
PSfrag replacements
−
+
wH =
{
w∗0 w
∗
1 . . . w
∗
M−1
}u(n) y(n)
d(n)
e(n)
Algoritmo RLS
Sistema de interesse
Figura 3.2: Filtro RLS como estimador recursivo de um sinal d(n).
A func¸a˜o custo e´, agora, uma func¸a˜o J(n) que varia com o tempo. Na sua definic¸a˜o,
e´ utilizado um fator multiplicativo λ, contido no intervalo [0, 1], que tem a func¸a˜o de dar
maior peso aos dados mais recentes e esquecer os dados passados mais distantes, com o
objetivo de permitir ao filtro seguir as variac¸o˜es estat´ısticas do sinal ao longo do tempo.
Este termo e´ chamado de fator de esquecimento. Sendo n o instante atual, a nova func¸a˜o
custo e´ dada a seguir:
J(n) =
n∑
r=1
λn−re(r)e∗(r). (3.29)
Realizando o mesmo procedimento utilizado para a deduc¸a˜o do me´todo dos mı´nimos
quadrados, a matriz de autocorrelac¸a˜o e o vetor de correlac¸a˜o cruzada podem ser determi-
nados e, por conta da nova func¸a˜o custo, sa˜o redefinidos utilizando o fator de esquecimento
conforme se segue:
Φ(n) =
n∑
r=1
λn−ru(r)uH(r), (3.30)
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z(n) =
n∑
r=1
λn−ru(r)d∗(r). (3.31)
E´ importante notar que, neste caso, a matriz Φ(n) de dimensa˜o MxM e o vetor
z(n) de dimensa˜o Mx1 sa˜o func¸o˜es do tempo n. A forma do vetor u e´ a mesma que foi
introduzida pela Equac¸a˜o 3.4 e as Equac¸o˜es Normais devem ser, agora, resolvidas para
cada instante n, a qual e´ dada a seguir:
z(n) = Φ(n)wˆ(n). (3.32)
Busca-se agora deduzir expresso˜es que calculem as func¸o˜es estat´ısticas Φ(n) e z(n)
a partir dos seus valores passados chamadas de equac¸o˜es de propagac¸a˜o. Isolando o termo
correspondente a r = n para Φ(n) na Equac¸a˜o 3.30, tem-se a expressa˜o a seguir:
Φ(n) =
n−1∑
r=1
λn−ru(r)uH(r) + u(n)uH(n) = λ
(
n−1∑
r=1
λn−r−1u(r)uH(r)
)
+ u(n)uH(n).
(3.33)
Reconhecendo que o termo em pareˆnteses e´ o valor da matriz em um instante anterior
n− 1, a equac¸a˜o de propagac¸a˜o de Φ(n) pode ser escrita como se segue:
Φ(n) = λΦ(n− 1) + u(n)uH(n). (3.34)
Realizando o mesmo procedimento para z(n), a equac¸a˜o de propagac¸a˜o de z(n) e´
dada a seguir:
z(n) = λz(n− 1) + u(n)d∗(n). (3.35)
Com as equac¸o˜es determinadas ate´ enta˜o, e´ poss´ıvel implementar o me´todo dos
mı´nimos quadrados em sua forma recursiva e calcular os coeficientes o´timos wˆ(n) a cada
instante. Pore´m este procedimento requer a inversa˜o de Φ(n) em todas as iterac¸o˜es, o
que e´ computacionalmente invia´vel. Para solucionar este problema, busca-se criar uma
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equac¸a˜o de propagac¸a˜o para Φ−1 diretamente. Para tando, utiliza-se o lema de inversa˜o
de matrizes. Para uma matrizA na˜o singular que possa ser escrita em func¸a˜o das matrizes
B, C e D tal que A = B−1 + CD−1CH , a sua inversa pode ser escrita como: A−1 =
B−BC(D+CHBC)−1CHB. Escolhendo A = Φ(n), B = λΦ(n−1), C = u(n), D = I
(Haykin, 2013), a propagac¸a˜o de Φ−1 e´ dada a seguir:
Φ−1(n) = λ−1Φ−1(n−1)
[
I − u(n) (1 + λ−1uH(n)Φ−1(n− 1)u(n))−1 uH(n)λ−1Φ−1(n− 1)] .
(3.36)
Expandindo o produto da Equac¸a˜o 3.36 e definindo a matriz P(n) = Φ−1(n), chega-
se na expressa˜o de propagac¸a˜o a seguir:
P(n) = λ−1P(n− 1)−
(
λ−1P(n− 1)u(n)
1 + λ−1uH(n)P(n− 1)u(n)
)
λ−1uH(n)P(n− 1). (3.37)
Definindo um vetor ganho k(n) de dimensa˜o Mx1 conforme se segue:
k(n) = P(n)u(n) =
λ−1P(n− 1)u(n)
1 + λ−1uHP(n− 1)u(n) , (3.38)
a propagac¸a˜o de P(n) pode ser escrita conforme equac¸a˜o a seguir:
P(n) = λ−1P(n− 1)− λ−1k(n)uH(n)P(n− 1). (3.39)
Substituindo as Equac¸o˜es 3.39 e 3.35 na Equac¸a˜o 3.32:
wˆ(n) =
[
λ−1P(n− 1)− λ−1k(n)uH(n)P(n− 1)] [λz(n− 1) + u(n)d∗(n)] . (3.40)
Expandindo o produto dos dois termos da Equac¸a˜o 3.40 e reconhecendo que P(n−
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1)z(n− 1) = wˆ(n− 1) e k(n) = P(n)u(n), tem-se:
wˆ(n) = wˆ(n− 1) + k(n) (uH(n)wˆ(n− 1)− d∗(n)) . (3.41)
Um erro a priori ζ(n) pode definido de forma a se mensurar o erro da estimac¸a˜o no
instante n antes da atualizac¸a˜o dos coeficientes do filtro, ou seja, utilizando wˆ(n− 1). A
expressa˜o deste erro e´ dada a seguir:
ζ(n) = d(n)− wˆH(n− 1)u(n). (3.42)
Desta forma, a atualizac¸a˜o dos coeficientes o´timos pode ser escrita conforme equac¸a˜o
a seguir:
wˆ(n) = wˆ(n− 1) + k(n)ζ∗(n). (3.43)
As Equac¸o˜es 3.43, 3.42, 3.39 e 3.38 representam o algoritmo RLS, para o qual
devem ser especificadas condic¸o˜es iniciais para wˆ(0), normalmente escolhido como um
vetor de zeros, e para a matriz P(0). No caso da inversa da matriz de autocorrelac¸a˜o, as
suas entradas iniciais apresentam grande influeˆncia na convergeˆncia dos coeficientes. E´
adotada uma matriz inicial conforme equac¸a˜o a seguir:
P(0) =
1
δ
I, (3.44)
onde δ e´ um fator de regularizac¸a˜o escolhido segundo a relac¸a˜o sinal-ru´ıdo (SNR) dos
dados de entrada. Para alto SNR, ou seja, pouco ru´ıdo em comparac¸a˜o com o sinal
medido, deve ser escolhido um pequeno valor positivo para δ. Para baixo SNR, deve ser
escolhido um alto valor positivo para δ.
Em resumo, o algoritmo do filtro RLS e´ dado a seguir:
• Inicializac¸a˜o: Escolher valor de δ e:
P(0) =
1
δ
I
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wˆ(0) = 0
• Algoritmo RLS: Apo´s aquisic¸a˜o dos sinais u(n) e d(n) no instante n:
1. Ca´lculo do vetor ganho:
k(n) =
λ−1P(n− 1)u(n)
1 + λ−1uH(n)P(n− 1)u(n)
2. Ca´lculo do erro a priori :
ζ(n) = d(n)− wˆH(n− 1)u(n)
3. Atualizac¸a˜o dos coeficientes do filtro:
wˆ(n) = wˆ(n− 1)− k(n)ζ∗(n)
4. Atualizac¸a˜o da inversa da matriz de autocorrelac¸a˜o:
P(n) = λ−1P(n− 1)− λ−1k(n)uH(n)P(n− 1)
3.3 Filtro QRD-RLS
Erros de truncamento e a presenc¸a de ru´ıdo nas medic¸o˜es sa˜o fatores que deterioram
a capacidade de convergeˆncia do filtro RLS. Isto ocorre devido ao mal condicionamento
da matriz de autocorrelac¸a˜o Φ(n) e sua inversa P(n), o que provoca a divergeˆncia dos
coeficientes do filtro. Uma poss´ıvel forma de se contornar este problema e´ impondo um
valor para Φ apo´s certo tempo, reiniciando o filtro, o que na˜o e´ adequado uma vez que
sera´ necessa´rio passar por transientes ate´ a estabilizac¸a˜o da soluc¸a˜o (Idehara, 2007).
Neste contexto, o algoritmo QRD-RLS surgiu, com o objetivo de tornar o sistema
das Equac¸o˜es Normais triangular superior, aprimorando o comportamento nume´rico na
presenc¸a de erros de truncamento e arredondamento. A decomposic¸a˜o QR e´ um me´todo
bem estabelecido que pode ser utilizado nesta operac¸a˜o de triangularizac¸a˜o. Diversos
algoritmos foram apresentados e ainda sa˜o estudados para a soluc¸a˜o deste problema.
Atrave´s da triangularizac¸a˜o, e´ poss´ıvel resolver as Equac¸o˜es Normais utilizando a retro-
substituic¸a˜o.
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A decomposic¸a˜o QR de uma matriz M resulta em duas matrizes: uma matriz
unita´ria Q, tal que QQH = I, e uma matriz triangular superior R, que satisfazem a
equac¸a˜o a seguir:
QM =
[
R
0
]
. (3.45)
Para a deduc¸a˜o do filtro, sera´ utilizada a decomposic¸a˜o de Cholesky a qual diz que
uma dada matriz A, positivo-definida, pode ser decomposta como sendo o produto de
uma matriz triangular inferior R e sua hermitiana: A = RRH , conforme apresentado por
Sayed (2011). Aplicando esta decomposic¸a˜o a` matriz Φ(n), pode-se escreve-la em termos
de uma matriz R(n) conforme se segue:
Φ(n) = R(n)RH(n). (3.46)
Por fim, sera´ utilizado tambe´m o lema da fatorac¸a˜o de matrizes: dadas duas matrizes
H e G, tem-se HHH = GGH se, e somente se, existir uma matriz unita´ria Θ tal que:
HΘ = G. (3.47)
Substituindo a Equac¸a˜o 3.46 na Equac¸a˜o 3.32, tem-se:
R(n)RH(n)wˆ(n) = z(n). (3.48)
Atrave´s da Equac¸a˜o 3.48 e´ poss´ıvel definir um novo vetor p(n) atrave´s do qual as
Equac¸o˜es Normais podem ser reescritas utilizando a matriz triangular superior RH(n).
Desta forma, as novas Equac¸o˜es Normais sa˜o dadas a seguir:
p(n) = RH(n)wˆ(n). (3.49)
Combinando as Equac¸o˜es 3.49 e 3.48, tem-se a seguinte expressa˜o para o vetor z(n)
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em func¸a˜o do vetor p(n):
z(n) = R(n)p(n). (3.50)
O objetivo agora e´ propor um novo algoritmo para a determinac¸a˜o do vetor p(n) e
da matriz RH(n), atrave´s dos quais pode-se determinar o vetor wˆ(n) utilizando a retro-
substituic¸a˜o. Atrave´s das Equac¸o˜es 3.34 e 3.35 de propagac¸a˜o de Φ(n) e z(n), respectiva-
mente, e´ poss´ıvel definir as propagac¸o˜es do vetor p(n) e da matriz RH(n). Substituindo
a Equac¸a˜o 3.46 na 3.34, tem-se:
R(n)RH(n) =
(
λ1/2R(n− 1)) (λ1/2RH(n− 1))+ u(n)uH(n). (3.51)
Utilizando agora a Equac¸a˜o 3.35, propagac¸a˜o de z(n), em conjunto com a Equac¸a˜o
3.50, tem-se:
R(n)p(n) = λR(n− 1)p(n− 1) + u(n)d∗(n). (3.52)
Realizando a fatorac¸a˜o λ = λ1/2λ1/2 da mesma forma realizada anteriormente:
R(n)p(n) =
(
λ1/2R(n− 1)) (λ1/2p(n− 1))+ u(n)d∗(n). (3.53)
Tendo em vista o lema da fatorac¸a˜o de matrizes, dado pela Equac¸a˜o 3.47, a Equac¸a˜o
3.51 e o Hermitiano da Equac¸a˜o 3.53 podem ser agrupados, termo a termo, em uma
matriz H e sua Hermitiana, de tal forma que o produto HHH represente as equac¸o˜es de
propagac¸a˜o termo a termo. Uma poss´ıvel forma de se agrupar as equac¸o˜es e´ atrave´s da
matriz dada a seguir (Haykin, 2013):
H =


λ1/2R(n− 1) u(n)
λ1/2pH(n− 1) dn
0T 1

 . (3.54)
A adic¸a˜o do vetor de zeros e do escalar 1, na u´ltima linha de H, e´ empregada para
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se computar outras duas propriedades do filtro: o erro a posteriori ζ(n) e um fator de
conversa˜o γ(n), que relaciona os erro a priori e o erro da estimativa e(n) atrave´s da
equac¸a˜o a seguir:
e(n) = γ(n)ζ(n). (3.55)
A matriz resultante do produto HHH pode ser fatorada pelo produto de uma matriz
G e sua Hermitiana. Desta forma, segundo o lema da fatorac¸a˜o de matrizes (Equac¸a˜o
3.47), deve existir uma matriz unita´ria Θ(n) que, para cada instante n, pode ser multi-
plicada por H produzindo G. A equac¸a˜o a seguir indica o formato da matriz G, que e´
triangular inferior:
G =


R(n) 0
pH(n) ζ(n)γ1/2(n)
uH(n)R−H γ1/2(n)

 . (3.56)
A decomposic¸a˜o QR pode ser utilizada tomando o Hermitiano nos dois lados da
igualdade da Equac¸a˜o 3.47. Trac¸ando paralelos com a Equac¸a˜o 3.45 e utilizandoΘH = Q,
pode-se escrever a expressa˜o de propagac¸a˜o do filtro QRD-RLS, dada na equac¸a˜o que se
segue:
Q
[
λ1/2RH(n− 1) λ1/2p(n− 1) 0
uH(n) d∗(n) 1
]
=
[
RH(n) p(n) R−1(n)u(n)
0T ζ∗(n)γ∗1/2(n) γ∗1/2(n)
]
. (3.57)
Desta forma, a decomposic¸a˜o QR atua no sentido de atualizar as propriedades do
filtro. Diversos algoritmos para o ca´lculo da decomposic¸a˜o foram propostos, como por
exemplo atrave´s do processo de ortogonalizac¸a˜o de Gram-Schmidt, reflexo˜es de Househol-
der e as rotac¸o˜es de Givens. Neste trabalho foi utilizado o comando ’qr’ do MATLAB
para o ca´lculo da decomposic¸a˜o, o qual utiliza as reflexo˜es de Householder como base para
os ca´lculos. Desta forma, o algoritmo do filtro QRD-RLS e´ dado a seguir:
• Inicializac¸a˜o: Escolher valor de δ e:
R(0) = δ1/2I
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p(0) = 0
• Algoritmo QRD-RLS: Apo´s aquisic¸a˜o dos sinais u(n) e d(n) no instante n:
1. Ca´lculo da matriz HH :
HH =
[
λ1/2RH(n− 1) λ1/2p(n− 1) 0
uH(n) d∗(n) 1
]
2. Ca´lculo da decomposic¸a˜o QR de HH , determinando GH :
GH =
[
RH(n) p(n) R−1(n)u(n)
0T ζ∗(n)γ∗1/2(n) γ∗1/2(n)
]
3. Atualizac¸a˜o dos coeficientes atrave´s da retro-substituic¸a˜o, utilizando os valores
atualizados de RH(n) e p(n):
p(n) = RH(n)wˆ(n)
3.4 Formulac¸a˜o vetorial do filtro QRD-RLS
Os me´todos discutidos anteriormente utilizam o filtro RLS para o ajuste recursivo
dos coeficientesw do filtro discreto que realiza o ajuste d(n) = wHu(n)+e(n) minimizando
o erro. A formulac¸a˜o vetorial e´ empregada quando se desejar realizar o mesmo ajuste
simultaneamente para N sinais d(n) em paralelo. Esta formulac¸a˜o e´ muito importante no
contexto de identificac¸a˜o de sistemas mecaˆnicos pois ela permite a ana´lise do ponto de vista
de mu´ltiplas entradas e mu´ltiplas sa´ıdas (MIMO). Aqui sera´ apresentada a formulac¸a˜o
utilizada por Idehara (2007), aplicada ao caso particular de N entradas e N sa´ıdas.
No caso MIMO, o ajuste a ser realizado e´ dado a seguir:
d(n) = U(n)w(n), (3.58)
onde agora tem-se um vetor de respostas desejadas d(n), de dimensa˜o Nx1, e uma matriz
de dados U(n), de dimensa˜o NxM .
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A propagac¸a˜o das matrizes e´ computada segundo a equac¸a˜o a seguir:
Q
[
λ1/2RH(n− 1) λ1/2p(n− 1) 0
U(n) d(n) ∆
]
=
[
RH(n) p(n) R−1(n)U(n)
0T ǫ(n) Γ1/2(n)
]
, (3.59)
onde o vetor ∆, de dimensa˜o Nx1, composto de zeros exceto pelo u´ltimo elemento que e´
unita´rio, e´ dado por:
∆ =


0
...
0
1

 . (3.60)
O vetor ǫ(n) e´ um erro normalizado, de dimensa˜o Nx1, e o vetor Γ e´ um fator de
conversa˜o, de dimensa˜o Nx1. Realizando a divisa˜o termo a termo dos elementos destes
vetores e´ poss´ıvel determinar o vetor de erro de estimac¸a˜o e(n). Portanto, o algoritmo do
filtro QRD-RLS MIMO e´ dado a seguir:
• Inicializac¸a˜o: Definir vetor ∆, escolher valor de δ e:
R(0) = δ1/2I
p(0) = 0
• Algoritmo QRD-RLS MIMO: Dados os sinais U(n) e d(n) no instante n:
1. Ca´lculo da matriz HH :[
λ1/2RH(n− 1) λ1/2p(n− 1) 0
U(n) d(n) ∆
]
2. Ca´lculo da decomposic¸a˜o QR de HH , determinando GH :
GH =
[
RH(n) p(n) R−1(n)U(n)
0T ǫ(n) Γ1/2(n)
]
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3. Atualizac¸a˜o dos coeficientes atrave´s da retro-substituic¸a˜o, utilizando os valores
atualizados de RH(n) e p(n):
p(n) = RH(n)wˆ(n)
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4MODELAGEM DE MA´QUINAS ROTATIVAS
No estudo da dinaˆmica de ma´quinas rotativas, normalmente, empregam-se modelos
simplificados de rotores para que um tratamento anal´ıtico possa ser realizado. O modelo
de Jeffcott e´ o mais utilizado pois, apesar de ser simples, permite a conclusa˜o de diver-
sos aspectos importantes sobre a dinaˆmica das ma´quinas rotativas, como por exemplo
a deduc¸a˜o de expresso˜es para as frequeˆncias naturais, consequeˆncias do amortecimento
interno e efeitos dos mancais que, nestas ana´lises simplificadas, sa˜o modelados utilizando
elementos de mola e amortecedor. Entretanto, estes modelos sa˜o incapazes de prever o
comportamento dinaˆmico de ma´quinas reais, onde um tratamento mais rigoroso se faz
necessa´rio (Genta, 2007).
Neste trabalho o me´todo dos elementos finitos e´ utilizado para a modelagem do
rotor, o qual se baseia na divisa˜o da estrutura em elementos, os quais sa˜o modelados de
acordo com o componente f´ısico de interesse. Na ana´lise de rotores, o sistema e´ dividido
nas seguintes sub-estruturas: eixo, discos, mancais e fundac¸a˜o. Pore´m aqui sera´ tratado o
caso de fundac¸a˜o r´ıgida, portanto na˜o sera´ levado em considerac¸a˜o o seu modelo dinaˆmico.
Uma vez que o me´todo de identificac¸a˜o proposto utiliza um modelo parcialmente
conhecido da ma´quina, o objetivo deste cap´ıtulo e´ apresentar a formulac¸a˜o que permite
a utilizac¸a˜o das matrizes previamente conhecidas para a determinac¸a˜o de amplitudes de
desbalanceamento e paraˆmetros dos mancais.
4.1 Modelagem da ma´quina completa
A modelagem da ma´quina ocorre atrave´s do Me´todo dos Elementos Finitos. Neste
trabalho o software X-Rotor e´ utilizado, no qual esta˜o implementadas as matrizes de
elementos finitos. Uma deduc¸a˜o detalhada do me´todo e´ apresentada no Apeˆndice A, a
qual indica a formac¸a˜o das matrizes e vetores utilizados no X-Rotor.
Sendo M, C e K as matrizes de massa, rigidez e amortecimento do sistema, q o
vetor de deslocamentos contendo todos os graus-de-liberdade do modelo e f(t) uma forc¸a
externa de excitac¸a˜o atuando nos no´s do modelo, a equac¸a˜o a seguir representa o modelo
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de elementos finitos:
Mq¨+ (C+ ΩG) q˙ +Kq = f(t). (4.1)
4.2 Resposta ao desbalanceamento
A resposta ao desbalanceamento representa a amplitude de vibrac¸a˜o da ma´quina
em resposta a` excitac¸a˜o provocada pelas massas desbalanceadas em movimento, presentes
tanto no eixo como nos discos. Em uma situac¸a˜o pra´tica esta curva e´ levantada acelerando
o rotor com uma acelerac¸a˜o conhecida e medindo a amplitude da resposta em func¸a˜o da
velocidade, pore´m neste trabalho sera´ considerada a resposta em regime permanente, isto
e´, para cada rotac¸a˜o e´ considerada amplitude apo´s dissipados os transientes oriundos da
acelerac¸a˜o angular. A forc¸a de desbalanceamento e´ representada por um vetor rotativo
com velocidade igual a` rotac¸a˜o do rotor Ω, cujas componentes em um referencial inercial
sa˜o func¸o˜es harmoˆnicas com frequeˆncia ω = Ω. Apesar de ser, normalmente, a maior
componente de forc¸a e de sempre estar presente em uma ma´quina rotativa, o desbalance-
amento na˜o e´ a u´nica excitac¸a˜o na pra´tica. O que se observa e´ a presenc¸a de componentes
com frequeˆncias mu´ltiplas da velocidade de rotac¸a˜o, como por exemplo 2Ω, 3Ω, ..., etc
(Genta, 2007).
Aqui sera´ levada em considerac¸a˜o apenas a forc¸a de desbalanceamento que, para
uma determinado no´ k do rotor, pode ser ilustrada segundo a Figura 4.1, onde αk e´ a
fase inicial do desbalanc¸o, mk e´ a massa desbalanceada neste plano, ek e´ a distaˆncia do
centro do eixo ao centro de gravidade da sec¸a˜o e Y e Z sa˜o os eixos do referencial inercial
utilizado para descrever o movimento.
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PSfrag replacements
Y
Z
y(k)
z(k)
Ωt
αkmkekΩ
2
Figura 4.1: Forc¸a de desbalanceamento no k-e´simo plano.
As componentes da forc¸a de desbalanceamento em cada direc¸a˜o sa˜o dadas pelas
equac¸o˜es que seguem:
fY k(t) = mkekΩ
2 cos (Ωt + αk) = mkekΩ
2 (cosΩt cosαk − sen Ωt senαk) , (4.2)
fZk(t) = mkekΩ
2 sen (Ωt + αk) = mkekΩ
2 (senΩt cosαk + cosΩt senαk) . (4.3)
O vetor de forc¸as de desbalanceamento fu(t) pode ser escrito segundo a seguinte
expressa˜o:
fu(t) = Ω
2 (fc cosΩt + fs sen Ωt) , (4.4)
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onde os termos fc e fs esta˜o representados pela equac¸a˜o a seguir:
fc =




...
mkek cosαk
...



...
mkek senαk
...


0
0


, fs =




...
−mkek senαk
...



...
mkek cosαk
...


0
0


. (4.5)
Para o procedimento de identificac¸a˜o a formulac¸a˜o complexa e´ mais adequada. A
Equac¸a˜o 4.4 pode ser reescrita conforme segue:
fu(t) = Ω
2gejΩt, (4.6)
onde a amplitude complexa g e´ dada pela expressa˜o a seguir:
g =




...
mkeke
jαk
...



...
−jmkekejαk
...


0
0


. (4.7)
A soluc¸a˜o da Equac¸a˜o 4.1 para a excitac¸a˜o dada pela Equac¸a˜o 4.6 pode ser deter-
minada propondo uma soluc¸a˜o no formato a seguir:
q(t) = qfe
jΩt. (4.8)
Substituindo a Equac¸a˜o 4.8 em 4.1 a formulac¸a˜o pode ser reescrita conforme a
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expressa˜o abaixo:
Zfqfe
jΩt = Ω2gejΩt, (4.9)
onde a matriz Zf de rigidez dinaˆmica e´ dada a seguir:
Zf = −Ω2M+ jΩ (C+ ΩG) +K. (4.10)
A resposta pode ser computada igualando os termos que multiplicam ejΩt. A res-
posta ao desbalanceamento e´, portanto, obtida atrave´s da soluc¸a˜o da equac¸a˜o a seguir:
Zfqf = Ω
2g. (4.11)
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5METODOLOGIA DE IDENTIFICAC¸A˜O
O objetivo deste cap´ıtulo e´ desenvolver a metodologia de identificac¸a˜o de paraˆmetros
f´ısicos de mancais e desbalanceamento a partir das curvas de resposta ao desbalanc¸o
avaliadas nos pontos do rotor que fazem conexa˜o com os mancais. O me´todo proposto
utiliza o modelo do rotor discutido no cap´ıtulo anterior e considera como inco´gnita a
matriz de rigidez dinaˆmica dos mancais e o vetor de paraˆmetros de desbalanceamento.
Apo´s as manipulac¸o˜es matriciais, a influeˆncia dos mancais e do desbalanceamento sera´
separada do resto do conjunto e tratada como inco´gnita a ser determinada. Por fim, o
filtro QRD-RLS vetorial sera´ utilizado para se determinar as inco´gnitas do problema de
forma recursiva para cada velocidade de rotac¸a˜o da ma´quina.
5.1 Procedimento de identificac¸a˜o
Para realizar a identificac¸a˜o dos paraˆmetros dos mancais e de desbalanceamento,
parte-se da Equac¸a˜o 4.11 considerando que o vetor qf e´ conhecido apenas nos GDLs dos
mancais, pois sa˜o os u´nicos pontos onde e´ poss´ıvel medir, em uma situac¸a˜o pra´tica, a
resposta em vibrac¸a˜o. Tambe´m sa˜o conhecidas as informac¸o˜es referentes ao eixo e ao
disco, obtidas atrave´s das matrizes definidas pelo me´todo dos elementos finitos. Segundo
Smart et al. (2000), o conjunto da ma´quina rotativa pode ser representado de acordo com
a Figura 5.1, onde fR,B sa˜o as forc¸as de conexa˜o entre o conjunto eixo-disco e os mancais,
e fB,F sa˜o as forc¸as de conexa˜o entre os mancais e a fundac¸a˜o.
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PSfrag replacements
Fundac¸a˜o
Rotor
Mancal 1 Mancal b Mancal Nb
fu
(1) fu
(k) fu
(Np)
. . . . . .
. . . . . .
fR,B
(1)
fF,B
(1)
fR,B
(b)
fF,B
(b)
fR,B
(Nb)
fF,B
(Nb)
Figura 5.1: Sub-conjuntos da ma´quina rotativa e suas forc¸as de conexa˜o (Adaptado de
Smart et al. (2000)).
A Equac¸a˜o 4.11 pode ser expandida separando o vetor qf em termos dos deslocamen-
tos dos no´s internos do rotor (qR,i), dos no´s de conexa˜o entre rotor e mancais (qR,B), dos
no´s de conexa˜o entre mancais e fundac¸a˜o (qB,F) e dos no´s internos da fundac¸a˜o (qF,i).
O vetor g definido no cap´ıtulo anterior tambe´m e´ separado nos GDLs citados e pode
ser escrito como sendo um vetor de forc¸as fR,i atuando nos GDLs internos no rotor e
zero nos demais GDLs. A expressa˜o expandida esta´ indicada pela equac¸a˜o a seguir: 5.1
(Smart et al., 2000).


ZR,ii ZR,iB 0 0
ZR,Bi ZR,BB + ZB −ZB 0
0 −ZB ZB + ZF,BB ZF,Bi
0 0 ZF,iB ZF,ii




qR,i
qR,B
qF,B
qF,i


=


fR,i
0
0
0


. (5.1)
As matrizes ZR,ii, ZR,iB, ZR,Bi e ZR,BB conteˆm apenas informac¸o˜es sobre o eixo
e o disco e sa˜o, portanto, conhecidas. Busca-se identificar a matriz de rigidez dinaˆmica
dos mancais, ZB, e o vetor fR,i. Como a fundac¸a˜o e´ tratada como r´ıgida, tem-se qF,B =
qF,i = 0. Desta forma, eliminando as linhas e colunas referentes aos GDLs da fundac¸a˜o,
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a Equac¸a˜o 5.1 pode ser reescrita como segue:
[
ZR,ii ZR,iB
ZR,Bi ZR,BB + ZB
]{
qR,i
qR,B
}
=
{
fR,i
0
}
(5.2)
Duas equac¸o˜es matriciais podem ser formuladas a partir da Equac¸a˜o 5.2, as quais
sa˜o dadas a seguir:
ZR,iiqR,i + ZR,iBqR,B = fR,i, (5.3)
ZR,BiqR,i + (ZR,BB + ZB)qR,B = 0. (5.4)
A partir da Equac¸a˜o 5.3 pode-se isolar o termo de resposta ao desbalanceamento
dos GDLs internos, conforme indicado a seguir:
qR,i = ZR,ii
−1 (fR,i − ZR,iBqR,B) . (5.5)
Substituindo a Equac¸a˜o 5.5 na Equac¸a˜o 5.4:
ZR,BiZR,ii
−1 (fR,i − ZR,iBqR,B) + ZR,BBqR,B + ZBqR,B = 0. (5.6)
Deixando as informac¸o˜es conhecidas de um lado da igualdade e as desconhecidas do
outro, a equac¸a˜o utilizada diretamente no processo de identificac¸a˜o e´ dada a seguir:
(ZR,BB −YZR,iB)qR,B = −ZBqR,B −YfR,i, (5.7)
onde a matriz Y e´ deda por:
Y = ZR,BiZR,ii
−1. (5.8)
O vetor fR,i conte´m os termos mk, ek e αk para k = 1, 2, . . . , Np, onde Np e´ o nu´mero
de planos de desbalanceamento, e conte´m zeros nos demais no´s do rotor, o que torna a sua
56
dimensa˜o igual ao nu´mero de GDLs do sistema, NGDL. Seguindo o mesmo procedimento
adotado por Ubinha (2005), este vetor pode ser reescrito em termos dos Np elementos de
interesse, reduzindo assim o nu´mero de varia´veis identificadas. Analisando o vetor g na
Equac¸a˜o 4.7, pode-se definir, para o k-e´simo plano, uma varia´vel complexa ak segundo a
equac¸a˜o que se segue:
ak = mkeke
jαk . (5.9)
Desta forma a forc¸a de desbalanceamento para o k-e´simo plano pode ser escrita
conforme expressa˜o a seguir:
fuk = Ω
2




0
...
1
...
0



0
...
−j
...
0


0
0


ak = Ω
2tkak. (5.10)
A forc¸a de desbalanceamento total, considerando todos os Np planos, e´ determinada
somando cada componente k da Equac¸a˜o 5.10 e e´ dada pela expressa˜o a seguir:
fu = Ω
2Ta, (5.11)
onde a matriz de distribuic¸a˜o T, de dimensa˜o NnxNp e´ dada por:
T =
[
t1 . . . tNp
]
, (5.12)
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e o vetor a, de dimensa˜o Npx1, e´ dado por:
a =


a1
...
aNp

 . (5.13)
A matriz ZB pode ser escrita em func¸a˜o das matrizes de amortecimento Cb e de
rigidez Kb dos mancais atrave´s da seguinte equac¸a˜o:
ZB = Kb + jΩCb. (5.14)
A matriz ZB poderia ser identificada diretamente, pore´m o conhecimento do seu
formato pode ser utilizado para reduzir o nu´mero de inco´gnitas do problema. A forc¸a
de reac¸a˜o nos mancais fb, primeiro produto do lado direito da igualdade da Equac¸a˜o 5.7,
pode ser expressa segundo a seguinte equac¸a˜o:
fb = ZB


y(1)
z(1)
y(2)
z(2)
...
y(Nb)
z(Nb)


, (5.15)
onde Nb e´ o nu´mero total de mancais e a matriz ZB expandida e´ dada a seguir:
ZB =


k
(1)
yy + jΩc
(1)
yy k
(1)
yz + jΩc
(1)
yz 0 0 . . . 0 0
k
(1)
zy + jΩc
(1)
zy k
(1)
zz + jΩc
(1)
zz 0 0 . . . 0 0
0 0 k
(2)
yy + jΩc
(2)
yy k
(2)
yz + jΩc
(2)
yz . . . 0 0
0 0 k
(2)
zy + jΩc
(2)
zy k
(2)
zz + jΩc
(2)
zz . . . 0 0
...
...
...
...
. . .
...
...
0 0 0 0 . . . k
(Nb)
yy + jΩc
(Nb)
yy k
(Nb)
yz + jΩc
(Nb)
yz
0 0 0 0 . . . k
(Nb)
zy + jΩc
(Nb)
zy k
(Nb)
zz + jΩc
(Nb)
zz


.
(5.16)
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Os termos k
(m)
yy , k
(m)
zy , k
(m)
yz e k
(m)
zz correspondem aos paraˆmetros de rigidez direta
e cruzada do m-e´simo mancal, enquanto os termos c
(m)
yy , c
(m)
zy , c
(m)
yz e c
(m)
zz correspondem
aos paraˆmetros de amortecimento direto e cruzado. Estes termos podem ser agrupados
nas matrizes de rigidez Kb
(m) e amortecimento Cb
(m) para o m-e´simo mancal, respecti-
vamente, conforme as seguintes equac¸o˜es:
Kb
(m) =
[
k
(m)
yy k
(m)
yz
k
(m)
zy k
(m)
zz
]
, (5.17)
Cb
(m) =
[
c
(m)
yy c
(m)
yz
c
(m)
zy c
(m)
zz
]
. (5.18)
Desta forma, a expressa˜o utilizada no procedimento de identificac¸a˜o pode ser rees-
crita pela seguinte equac¸a˜o:
(ZR,BB −YZR,iB)qR,B = −


Kb
(1)qb
(1)
...
Kb
(Nb)qb
(Nb)

−


Cb
(1)jΩqb
(1)
...
Cb
(Nb)jΩqb
(Nb)

− Ω
2YT


a1
...
aNp

 .
(5.19)
Existe um problema com relac¸a˜o a` forma com que as matrizes Kb
(m) e Cb
(m) sa˜o
identificadas. As matrizes sa˜o reais, pore´m na˜o e´ poss´ıvel impor esta restric¸a˜o ao me´todo
de identificac¸a˜o, que ira´ ajustar matrizes complexas sem sentido f´ısico. Para contornar
este problema, a matriz ZB e´ redefinida segundo a equac¸a˜o a seguir:
ZB = Z0 + ΩZ1. (5.20)
Utilizando a mesma forma de organizac¸a˜o das Equac¸o˜es 5.16 e 5.19, a nova expressa˜o
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utilizada no procedimento de identificac¸a˜o e´ dada pela seguinte equac¸a˜o como segue:
(ZR,BB −YZR,iB)qR,B = −


Z0
(1)qb
(1)
...
Z0
(Nb)qb
(Nb)

−


Z1
(1)Ωqb
(1)
...
Z1
(Nb)Ωqb
(Nb)

− Ω
2YT


a1
...
aNp

 ,
(5.21)
onde as matrizes Z0
(m) e Z1
(m) sa˜o dadas a seguir:
Z0
(m) =
[
Z0
(m)
yy Z0
(m)
yz
Z0
(m)
zy Z0
(m)
zz
]
, (5.22)
Z1
(m) =
[
Z1
(m)
yy Z1
(m)
yz
Z1
(m)
zy Z1
(m)
zz
]
. (5.23)
5.2 Modelo Polinomial Gene´rico
Para melhor representar a dependeˆncia da rigidez dinaˆmica dos mancais em relac¸a˜o a`
velocidade de rotac¸a˜o, um modelo mais gene´rio pode ser proposto. Um modelo polinomial
de ordem r para o m-e´simo mancal e´ indicado na expressa˜o a seguir, a qual pode ser
entendida como uma generalizac¸a˜o da Equac¸a˜o 5.20:
ZB
(m) =
r∑
i=0
Zi
(m)Ωi. (5.24)
Desta forma a Equac¸a˜o 5.21 pode ser reescrita conforme se segue:
(ZR,BB −YZR,iB)qR,B = −


∑r
i=0 Zi
(1)Ωi
...∑r
i=0 Zi
(Nb)Ωi

− Ω
2YT


a1
...
aNp

 . (5.25)
Como exemplo, a Figura 5.2 ilustra os coeficientes dinaˆmicos dos mancais analisa-
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dos por Pedreira (2007), onde os pontos discretos foram obtidos pelo autor e as linhas
cont´ınuas sa˜o polinoˆmios ajustados aos dados neste trabalho, no qual foi utilizado um
modelo de quinta ordem para a rigidez e de quarta ordem para o amortecimento. Esta
imagem mostra que um modelo polinomial pode ajustar com precisa˜o o comportamento
de mancais hidrodinaˆmicos, justificando assim a escolha da Equac¸a˜o 5.24.
Figura 5.2: Exemplo de rigidez e amortecimento de mancais (Pedreira, 2007).
5.3 Aplicac¸a˜o do filtro QRD-RLS MIMO
O algoritmo do filtro QRD-RLS MIMO pode ser utilizado como ferramenta ma-
tema´tica para a determinac¸a˜o das inco´gnitas do problema de identificac¸a˜o. Para tanto, a
Equac¸a˜o 5.25 deve ser escrita no formato de ajuste empregado no algoritmo do filtro, tal
como apresentado pela Equac¸a˜o 3.58. Em uma situac¸a˜o pra´tica de identificac¸a˜o, a res-
posta ao desbalanceamento deve ser levantada experimentalmente e, para tanto, avalia-se
a resposta em vibrac¸a˜o nos pontos de interesse para valores discretos de velocidade Ω.
Desta forma, ao inve´s de se utilizar sinais em tempo discreto, aqui sera˜o utilizadas as
informac¸o˜es de resposta ao desbalanceamento existentes para cada velocidade angular
amostrada Ω(n).
Para uma amostra n, o sinal desejado d(n) e´ dado pelo lado esquerdo da igualdade
da Equac¸a˜o 5.25, o que esta´ representado pela expressa˜o a seguir:
d(n) = [ZR,BB(Ω(n))−Y(Ω(n))ZR,iB(Ω(n))]qR,B(Ω(n)). (5.26)
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As inco´gnitas do problema devem ser alocadas no vetor de ponderac¸o˜es w(n), o qual
sera´ estimado recursivamente. Desta forma, o lado direito da igualdade da Equac¸a˜o 5.19
pode ser escrito como sendo o produto U(n)w(n), onde U(n) e w(n) sa˜o dados pelas
expresso˜es seguir:
U(n) =




Qb
(1) 0 . . . 0
0 Qb
(2) . . . 0
0 0
. . . Qb
(Nb)

(−Ω2YT)

 , (5.27)
w(n) =


v(1)
...
v(Nb)
a


, (5.28)
onde as matrizes Qb
(m), para m = 1, 2, . . . , Nb, sa˜o dadas pela expressa˜o a seguir:
Qb
(m) =
[
qb
(m) Ωqb
(m) . . . Ωrqb
(m) 0 0 . . . 0
0 0 . . . 0 qb
(m) Ωqb
(m) . . . Ωrqb
(m).
]
(5.29)
Os vetores v(b) conteˆm as inco´gnitas de cada mancal e sa˜o dados pela seguinte
equac¸a˜o:
v(m) =
{{
Z0
(m)
yy Z0
(m)
yz . . . Zr
(m)
yy Zr
(m)
yz
}{
Z0
(m)
zy Z0
(m)
zz . . . Zr
(m)
zy Zr
(m)
zz
}}T
.
(5.30)
Atrave´s destas definic¸o˜es, a matriz U(n) e os vetores w(n) e d(n) conteˆm in-
formac¸o˜es sobre o modelo de elementos finitos utilizado e sobre o desbalanceamento,
contido nas matrizes Y, T e do vetor a. Note que todos os elementos das matrizes
e vetores definidos anteriormente, apesar de na˜o explicitados, variam com a rotac¸a˜o, a
qual e´ utilizada no lugar do tempo discreto do algoritmo convencional. A matriz U(n)
apresenta dimensa˜o (2Nb)x((4r + 1)Nb + Np), independente do tamanho do modelo de
elementos finitos utilizado. O vetor d(n) e´ de dimensa˜o (2Nb)x1 e este tamanho repre-
senta o nu´mero de equac¸o˜es ajustadas simultaneamente. Por fim, o vetor w(n) apresenta
dimensa˜o ((4r + 1)Nb + Np)x1, o que representa o nu´mero de inco´gnitas que sera˜o esti-
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madas.
Apo´s a aplicac¸a˜o do filtro as matrizes Z0 . . . Zr e o vetor a podem ser extra´ıdos,
para cada amostra n, do vetor w(n) e, apo´s reconstruc¸a˜o de ZB atrave´s da Equac¸a˜o 5.24,
as matrizes de amortecimento e rigidez podem ser extra´ıdas atrave´s da Equac¸a˜o 5.14.
Um fluxograma das operac¸o˜es realizadas no procedimento de identificac¸a˜o e´ ilustrado na
Figura 5.3.
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Figura 5.3: Algoritmo de identificac¸a˜o proposto.
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6 RESULTADOS DE SIMULAC¸O˜ES
Neste cap´ıtulo o me´todo de identificac¸a˜o proposto sera´ avaliado atrave´s de aplicac¸o˜es
em rotores modelados no software X-Rotor. Para tanto, paraˆmetros de desbalanceamento
e dos mancais sera˜o fornecidos e, atrave´s dos modelos, as respostas ao desbalanceamento
sera˜o levantadas e utilizadas como entrada do me´todo de identificac¸a˜o. O desempenho da
te´cnica sera´ avaliado comparando-se os resultados retornados pelo procedimento com os
dados fornecidos. Sera˜o considerados mancais com propriedades invariantes e variantes
com a rotac¸a˜o.
6.1 Simulac¸a˜o de um rotor no X-Rotor
O modelo utilizado no X-Rotor da ma´quina estudada e´ dado pela Figura 6.1, onde
na parte superior esta˜o indicados os no´s e, na inferior, os elementos.
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Figura 6.1: Modelo de elementos finitos do rotor estudado.
O modelo e´ composto por um total de 27 no´s e 31 elementos. Os mancais esta˜o
localizados nos no´s 1 e 27, os discos nos no´s 5, 11 e 21, correspondentes aos elementos
27, 28 e 29. Os elementos 30 e 31 correspondem a` fundac¸a˜o, considerada r´ıgida. O
comprimento do eixo e´ de 1, 3m, possui sec¸a˜o circular de diaˆmetro 0, 1m e seu material
apresenta mo´dulo de elasticidade 2x109 N
m
, densidade 7800 kg
m3
e coeficiente de Poisson
0, 3. Os discos sa˜o feitos do mesmo material do eixo, sendo que o disco do no´ 5 apresenta
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diaˆmetro externo de 0, 24m e espessura de 0, 05m, o disco do no´ 11 apresenta diaˆmetro
externo de 0, 4m e espessura de 0, 05m e o disco do no´ 21 apresenta diaˆmetro externo de
0, 4m e espessura de 0, 06m. A Tabela 6.1 indica os valores de desbalanceamento presentes
nos discos apenas, os quais formam o vetor g da Equac¸a˜o 4.7 para k = 5, 11, 21. Este
rotor e´ baseado em um dos estudos realizados por Lalanne et al. (1998).
Tabela 6.1: Paraˆmetros de desbalanceamento.
No´ me (kg.m) α (◦)
5 0, 001 30
11 0, 002 20
21 0, 003 10
Os estudos conduzidos esta˜o divididos nos casos indicados na Tabela 6.2, onde em
cada situac¸a˜o e´ utilizado o mesmo rotor, alterando apenas o modelo dos mancais. Em cada
caso e´ analisada a influeˆncia do fator de esquecimento, da ordem do modelo polinomial e
das seguintes condic¸o˜es de amostragem:
• Nu´mero de amostras, N ;
• Direc¸a˜o da amostragem, onde e´ analisado o efeito de se ordenar os vetores de entrada
do me´todo de identificac¸a˜o conforme o aumento ou reduc¸a˜o da rotac¸a˜o;
• Amostragem em subida seguida de descida, onde e´ analisado o efeito de se reorgani-
zar os dados de entrada em relac¸a˜o a subida da ma´quina e, em seguida, em relac¸a˜o
a` descida, duplicando assim os vetores de entrada do me´todo.
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Tabela 6.2: Ana´lises simuladas
Casos Ana´lises Mancal λ r N Amostragem
1.1.a 0,99 1 10000 Subida
1.1.b 0,9999 1 10000 Subida
Caso 1 1.2.a Constante 0,99 0 10000 Subida
1.2.b 0,99 2 10000 Subida
2.1.a 0,99 1 10000 Subida
2.1.b 0,9999 1 10000 Subida
Caso 2 2.2.a Polinomial 0,99 2 10000 Subida
2.2.b 0,99 3 10000 Subida
3.1.a 0,99 1 10000 Subida
3.1.b 0,9999 1 10000 Subida
Caso 3 3.2.a Exponencial 0,99 2 10000 Subida
3.2.b 0,99 3 10000 Subida
3.2.c 0,99 5 10000 Subida
4.1.a 0,99 3 50000 Subida
4.1.b 0,999 3 50000 Subida
4.2.a 0,99 3 10000 Descida
Caso 4 4.2.b Exponencial 0,99 3 10000 Subida + Descida
4.3.a 0,999 3 50000 Subida + Segurador
4.3.b 0,999 3 100000 Subida + Descida + Segurador
6.2 Caso 1: Identificac¸a˜o de mancais com propriedades constantes
No primeiro caso sera˜o utilizados mancais com as propriedades constantes dadas
na Tabela 6.3, as quais compo˜em as matrizes Kb
(m) e Cb
(m) das Equac¸o˜es 5.17 e 5.18,
respectivamente, para m = 1, 2.
Tabela 6.3: Propriedades constantes dos mancais.
Mancal kyy
(
N
m
)
kyz
(
N
m
)
kzy
(
N
m
)
kzz
(
N
m
)
cyy
(
Ns
m
)
cyz
(
Ns
m
)
czy
(
Ns
m
)
czz
(
Ns
m
)
1 5x107 0, 5x107 1x107 7x107 500 50 100 700
2 6x107 1x107 0, 5x107 8x107 600 100 50 400
O diagrama de Campbell do sistema tratado neste Caso 1 e´ dado pela Figura 6.2,
onde esta˜o indicadas as frequeˆncias naturais fn no intervalo de 0 a 550 Hz em func¸a˜o da
velocidade de rotac¸a˜o Ω em rpm. A linha tracejada representa as frequeˆncias s´ıncronas
a` rotac¸a˜o da ma´quina e as intersecc¸o˜es desta linha com as frequeˆncias naturais sa˜o as
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velocidades cr´ıticas, que na faixa analisada sa˜o 3487 rpm, 3950 rpm, 9333 rpm, 12400
rpm e 14190 rpm.
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Figura 6.2: Diagrama de Campbell para o Caso 1.
As curvas de amplitude de resposta devido ao desbalanceamento nos no´s dos mancais
sa˜o dadas nas Figuras 6.3(a) e 6.3(b) para os mancais 1 e 2, respectivamente. Os gra´ficos
indicam a amplitude do vetor complexo qb
(m) em mm, definido pela Equac¸a˜o A.11, para
m = 1, 2. Este vetor conte´m os deslocamentos referentes aos eixos Y e Z, os quais sa˜o
ilustrados de forma superposta, utilizando linha cont´ınua para a componente em Y e
tracejada em Z. Para melhor visualizac¸a˜o as amplitudes foram representadas em decibe´is
(dB) referente a 1 metro. Os picos de deslocamento ocorrem nas velocidades cr´ıticas,
podendo ser mais proeminentes ou na˜o dependendo do amortecimento proveniente dos
mancais.
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Figura 6.3: Resposta ao desbalanceamento nos mancais com propriedades invariantes.
(a) Resposta no mancal 1, (b) Resposta no mancal 2.
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6.2.1 Influeˆncia do fator de esquecimento λ
Utilizando o procedimento de identificac¸a˜o apresentado no cap´ıtulo anterior, as res-
postas nos mancais sa˜o processadas em conjunto com o conhecimento das matrizes do
modelo do eixo utilizando o algoritmo do filtro RLS MIMO com decomposic¸a˜o QR. Um
fator de esquecimento de λ = 0, 99 e um fator δ = 1x10−7 foram escolhidos, enquanto a
estimativa inicial dos coeficientes foi zero, a ordem do modelo foi de r = 1 e o nu´mero
total de pontos amostrados das curvas de desbalanceamento foi de 10000. Os paraˆmetros
dos mancais e de desbalanceamento identificados sa˜o dados na Figura 6.4.
Tanto os valores de rigidez como os de amortecimento convergiram para os paraˆmetros
corretos dados na Tabela 6.3. No caso do amortecimento percebe-se uma grande variac¸a˜o
das estimativas com a rotac¸a˜o, pore´m a convergeˆncia ocorreu para o valor correto. Este
comportamento pode ser atribu´ıdo a` forma com que a estimac¸a˜o e´ realizada, dada pela
Equac¸a˜o 5.20. A matriz de rigidez dinaˆmica estimada dos mancais ZB e´ separada nas suas
partes real e imagina´ria, pore´m ha´ uma grande diferenc¸a entre suas ordens de grandeza, o
que vem do fato dos termos de rigidez serem da ordem de 107 e os de amortecimento, de
102. Desta forma as variac¸o˜es nas estimativas do amortecimento tornam-se muito altas.
Como a resposta ao desbalanceamento foi amostrada no sentido de aumento da rotac¸a˜o
(run-up), as estimativas partem do valor inicial nulo em Ω = 0 e sa˜o atualizadas conforme
o algoritmo recursivo ao passo em que a rotac¸a˜o aumenta. A estimativa dos paraˆmetros
de desbalanceamento convergiu para os valores corretos dados na Tabela 6.1.
Utilizando agora um fator de esquecimento maior, λ = 0, 9999, e mantendo o mesmo
valor para δ, r e para o nu´mero de amostras, o procedimento de identificac¸a˜o foi executado
novamente. Os paraˆmetros estimados sa˜o dados na Figura 6.5, enquanto as frequeˆncias
naturais calculadas a partir dos valores identificados esta˜o ilustradas na Figura 6.6 para
os dois n´ıveis de fator de esquecimento.
O aumento do fator de esquecimento mostrou n´ıtidas consequeˆncias na qualidade
das estimativas. A convergeˆncia dos valores para as curvas corretas ocorreu para todas
as grandezas identificadas, pore´m apenas em rotac¸o˜es mais altas. Como o procedimento
recursivo ajusta os paraˆmetros a cada amostra do sinal desejado, um certo nu´mero de
amostras deve ser processado antes que as estimativas passem a seguir as curvas corretas,
o que salienta o efeito da dinaˆmica do filtro adaptativo. Como a amostragem das respostas
ao desbalanceamento ocorreu no sentido de aumento da rotac¸a˜o, a convergeˆncia se mani-
festou em rotac¸o˜es elevadas. Este resultado tambe´m pode ser observado nas estimativas
das frequeˆncias naturais.
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(a) Rigidez do Mancal 1.
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(b) Rigidez do Mancal 2.
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(c) Amortecimento do Mancal 1.
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(d) Amortecimento do Mancal 2.
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(f) Fase do desbalanceamento.
Figura 6.4: Paraˆmetros estimados do Caso 1 utilizando λ = 0, 99 e r = 1, onde as linhas
tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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(a) Rigidez do Mancal 1.
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(b) Rigidez do Mancal 2.
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(c) Amortecimento do Mancal 1.
0 5000 10000 15000
Ω (rpm)
0
500
1000
1500
A
m
or
te
ci
m
en
to
N
s
m
cyy
cyz
czy
czz
(d) Amortecimento do Mancal 2.
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(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.5: Paraˆmetros estimados do Caso 1 utilizando λ = 0, 9999 e r = 1, onde as
linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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Figura 6.6: Frequeˆncias naturais calculadas do Caso 1 para r = 1 e (a) λ = 0, 99 e (b)
λ = 0, 9999
6.2.2 Influeˆncia da ordem do modelo r
Com o intuito de se observar a influeˆncia da ordem do modelo polinomial para a
rigidez dinaˆmica dos mancais, conforme Equac¸a˜o 5.24, as simulac¸o˜es foram conduzidas
utilizando r = 0, λ = 0, 99 e 10000 amostras. Os paraˆmetros estimados sa˜o dados pela
Figura 6.7.
Apesar da convergeˆncia da rigidez e da amplitude me aos valores corretos, o amor-
tecimento na˜o foi estimado corretamente. A fase do desbalanceamento na˜o convergiu,
pore´m permaneceu pro´xima ao valor correto. Empregando agora r = 2, os paraˆmetros
identificados sa˜o dados pela Figura 6.8, enquanto as frequeˆncias naturais calculadas para
os dois n´ıveis de r sa˜o dadas na Figura 6.9.
Neste caso o que se observa e´ a melhor estimativa de todos os paraˆmetros. No caso do
amortecimento percebe-se uma grande oscilac¸a˜o da estimativa antes da convergeˆncia para
o valor correto. Analisando todos os resultados apresentados ate´ o momento, o melhor
desempenho ocorreu para r = 1 e λ = 0, 99 conforme Figura 6.4, pois foi o que produziu
estimativas com precisa˜o necessitando de um menor nu´mero de amostras antes de atingir
a convergeˆncia. Sendo assim, foi a situac¸a˜o que produziu valores confia´veis em um maior
intervalo de rotac¸o˜es. Nota-se que a ordem r influencia tanto a convergeˆncia quanto a
precisa˜o das estimativas. Em se tratando de um modelo de paraˆmetros constantes, as
matrizes KB e CB da Equac¸a˜o 5.14 permanecem constantes, portanto ja´ era esperado
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(a) Rigidez do Mancal 1.
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(b) Rigidez do Mancal 2.
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(c) Amortecimento do Mancal 1.
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(d) Amortecimento do Mancal 2.
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(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.7: Paraˆmetros estimados do Caso 1 utilizando λ = 0, 99 e r = 0, onde as linhas
tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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(a) Rigidez do Mancal 1.
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(d) Amortecimento do Mancal 2.
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(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.8: Paraˆmetros estimados do Caso 1 utilizando λ = 0, 99 e r = 2, onde as linhas
tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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Figura 6.9: Frequeˆncias naturais calculadas do Caso 1 para λ = 0, 99 e (a) r = 0 e (b)
r = 2.
que o modelo r = 1 produzisse os melhores resultados. Nas situac¸o˜es de r = 0, modelo
subdimensionado em relac¸a˜o a` Equac¸a˜o 5.14, e r = 2, superdimensionado, as estimativas
convergiram devido ao cara´ter recursivo do me´todo, que permite que os paraˆmetros variem
a cada amostra. O amortecimento, pore´m, apenas foi bem estimado para r = 1 e r =
2. E´ importante notar que, apesar de o modelo polinomial se referir aos mancais, os
paraˆmetros de desbalanceamento foram estimados de forma diferente para cada valor de
r, o que significa que grandes oscilac¸o˜es na estimativa de uma varia´vel pode influenciar
no desempenho das demais.
Em relac¸a˜o ao fator de esquecimento, a situac¸a˜o com maior λ precisou de mais
amostras para convergir, limitando o intervalo de velocidades com estimativas confia´veis.
A influeˆncia do fator foi a mesma para todas as varia´veis estimadas.
6.3 Caso 2: Identificac¸a˜o de mancais com rigidez polinomial
O segundo caso considera um modelo de mancal com rigidez variante com a rotac¸a˜o
da ma´quina conforme uma func¸a˜o polinomial de segunda ordem. O amortecimento e´
mantido constante e com valores iguais aos do primeiro caso. A equac¸a˜o a seguir indica a
relac¸a˜o da rigidez k¯ij com a rotac¸a˜o Ω para ij = yy, yz, zy de zz, sendo que os paraˆmetros
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kij apresentam os mesmos valores que os apresentados na Tabela 6.3:
k¯ij =
kij
2
+
kij
150002
Ω2 (6.1)
A Figura 6.10 ilustra o diagrama de Campbell para este caso. O que se observa
e´ a presenc¸a de frequeˆncias naturais pro´ximas ao Caso 1 para baixas rotac¸o˜es, pore´m
seus valores tornam-se maiores ao passo que a velocidade aumenta. As cinco primeiras
velocidades cr´ıticas sa˜o 3258 rpm, 3642 rpm, 9264 rpm, 13607 rpm e 16930 rpm.
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Figura 6.10: Diagrama de Campbell da ma´quina para mancais com propriedades
varia´veis conforme modelo polinomial (Caso 2).
A resposta devido ao desbalanceamento nos mancais e´ dada pelas Figuras 6.11(a) e
6.11(b).
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Figura 6.11: Resposta ao desbalanceamento nos mancais com rigidez polinomial. (a)
Resposta no mancal 1, (b) Resposta no mancal 2.
76
6.3.1 Influeˆncia do fator de esquecimento λ
Utilizando um fator de esquecimento de λ = 0, 99, δ = 1x10−7, modelo de r = 1
e amostrando 10000 pontos da resposta ao desbalanceamento, o procedimento de identi-
ficac¸a˜o foi realizado. A Figura 6.12 ilustra os paraˆmetros estimados para esta situac¸a˜o.
A rigidez estimada oscilou em torno dos valores corretos, pore´m sem precisa˜o, en-
quanto os demais paraˆmetros na˜o foram estimados corretamente. As primeiras frequeˆncias
naturais foram estimadas de forma correta, pore´m nota-se uma maior dificuldade na
identificac¸a˜o de frequeˆncias mais altas. Utilizando agora um fator de esquecimento λ =
0, 9999, os paraˆmetros estimados sa˜o dados na Figura 6.13, enquanto as frequeˆncias na-
turais calculadas sa˜o ilustradas na Figura 6.14.
Nesta situac¸a˜o percebe-se que o aumento do fator de esquecimento na˜o levou a
uma melhora nas estimativas, pore´m as primeiras frequeˆncias naturais foram estimadas
corretamente.
6.3.2 Influeˆncia da ordem do modelo r
Utilizando agora λ = 0, 99, δ = 1x10−7 e 10000 amostras, a influeˆncia da ordem r
sera´ analisada. As estimativas da rigidez e amortecimento adotando r = 2 sa˜o dadas pela
Figura 6.15. Utilizando o modelo super-estimado r = 3 e mantendo os demais paraˆmetros,
as varia´veis identificadas sa˜o dadas pela Figura 6.16. As frequeˆncias naturais calculadas
sa˜o dadas na Figura 6.17 para os dois valores de r.
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(a) Rigidez do Mancal 1.
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(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.12: Paraˆmetros estimados do Caso 2 utilizando λ = 0, 99 e r = 1, onde as
linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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(a) Rigidez do Mancal 1.
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(b) Rigidez do Mancal 2.
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(c) Amortecimento do Mancal 1.
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(d) Amortecimento do Mancal 2.
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(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.13: Paraˆmetros estimados do Caso 2 utilizando λ = 0, 9999 e r = 1, onde as
linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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(a) λ = 0, 99
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Figura 6.14: Frequeˆncias naturais calculadas do Caso 2 para r = 1 e (a) λ = 0, 99 e (b)
λ = 0, 9999
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(a) Rigidez do Mancal 1.
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(b) Rigidez do Mancal 2.
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(c) Amortecimento do Mancal 1.
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(d) Amortecimento do Mancal 2.
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(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.15: Paraˆmetros estimados do Caso 2 utilizando λ = 0, 99 e r = 2, onde as
linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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(a) Rigidez do Mancal 1.
0 5000 10000 15000
Ω (rpm)
0
2
4
6
8
10
12
14
R
ig
id
ez
N m
×107
kyy
kyz
kzy
kzz
(b) Rigidez do Mancal 2.
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(d) Amortecimento do Mancal 2.
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(e) Amplitude do desbalanceamento.
0 5000 10000 15000
Ω (rpm)
0
10
20
30
40
50
60
70
α
(◦
)
Plano 5
Plano 11
Plano 21
(f) Fase do desbalanceamento.
Figura 6.16: Paraˆmetros estimados do Caso 2 utilizando λ = 0, 99 e r = 3, onde as
linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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Figura 6.17: Frequeˆncias naturais calculadas para (a) r = 2 e (b) r = 3.
Observa-se que as situac¸o˜es empregando r = 2 e r = 3 foram capazes de estimar
as propriedades e seguir o valor esperado. No caso de segunda ordem, e´ poss´ıvel notar
um pequeno pico na estimativa do amortecimento em, aproximadamente, 12050 rpm.
Este pico se manifesta na mesma velocidade para r = 3 pore´m em proporc¸o˜es maiores,
prejudicando a estimativa nas velocidades pro´ximas. Os paraˆmetros de desbalanceamento
e as frequeˆncias naturais na˜o foram afetados por esta oscilac¸a˜o. Assim como no Caso 1,
o me´todo na˜o foi capaz de estimar as varia´veis quando o modelo subdimensionado foi
adotado, ao passo que o superdimensionado conseguiu.
6.4 Caso 3: Identificac¸a˜o de mancais com rigidez exponencial
O terceiro caso considera mancais com rigidez variante com a rotac¸a˜o segundo o mo-
delo exponencial dado pela Equac¸a˜o 6.2 para m = 1, 2, onde k˜ij representa os paraˆmetros
varia´veis e kij sa˜o os mesmos da Tabela 6.3. A Figura 6.18 ilustra o diagrama de Camp-
bell do Caso 3, sendo que as cinco primeiras velocidades cr´ıticas sa˜o 3603 rpm, 4133 rpm,
9957 rpm, 13096 rpm e 15018 rpm.
k˜ij = kij + 0.5kije
−Ωx10−4 (6.2)
Este caso e´ de grande interesse na avaliac¸a˜o do me´todo de identificac¸a˜o, uma vez que
sera´ poss´ıvel verificar como ocorrera´ a estimativa de paraˆmetros regidos por uma equac¸a˜o
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Figura 6.18: Diagrama de Campbell da ma´quina para mancais com propriedades
varia´veis conforme modelo exponencial (Caso 3).
diferente do modelo polinomial de rigidez dinaˆmica empregado. As Figuras 6.19(a) e
6.19(b) indicam as respostas ao desbalanceamento nos mancais 1 e 2, respectivamente.
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Figura 6.19: Resposta ao desbalanceamento nos mancais com rigidez exponencial. (a)
Resposta no mancal 1, (b) Resposta no mancal 2.
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6.4.1 Influeˆncia do fator de esquecimento λ
Utilizando λ = 0, 99, δ = 1x10−7, modelo de r = 1 e 10000 amostras, os paraˆmetros
estimados sa˜o dados na Figura 6.20.
Utilizando agora λ = 0, 9999 e mantendo os demais paraˆmetros iguais, os paraˆmetros
estimados sa˜o dados na Figura 6.21 e as frequeˆncias naturais calculadas para os dois n´ıveis
de fator de esquecimento sa˜o ilustradas na Figura 6.22. Em relac¸a˜o ao caso de λ = 0, 99,
as estimativas de rigidez oscilaram em torno dos valores corretos, sendo que foram menos
acuradas para o Mancal 2. O amortecimento na˜o foi estimado, sendo que o filtro retornou
valores discrepantes. A amplitude de desbalanceamento identificada oscilou em torno dos
valores corretos, enquanto a fase foi bem estimada apenas nos planos 11 e 21. Nota-se
que o aumento do fator de esquecimento piorou as estimativas, que na˜o convergiram para
os valores corretos.
6.4.2 Influeˆncia da ordem do modelo r
Seguindo a mesma lo´gica dos casos anteriores, os paraˆmetros sa˜o fixados em λ =
0, 99, δ = 1x10−7 e 10000 amostras para diferentes ordens de modelo polinomial para a
rigidez dinaˆmica dos mancais. Para r = 2 as estimativas dos paraˆmetros sa˜o dadas na
Figura 6.23.
Utilizando agora r = 3 e mantendo os demais paraˆmetros, as estimativas das
varia´veis sa˜o dadas na Figura 6.24.
Em relac¸a˜o a` ordem do modelo, as estimativas dos paraˆmetros da ma´quina foram
melhor obtidas conforme r aumentou, com excec¸a˜o do amortecimento que na˜o foi identi-
ficado em nenhuma situac¸a˜o. Este caso e´ interessante uma vez que na˜o se pode falar em
modelo subestimado ou superestimado, uma vez que o modelo de estimac¸a˜o, polinomial,
e´ diferente dos paraˆmetros da ma´quina, exponenciais. Utilizando agora r = 5, as estima-
tivas dos paraˆmetros sa˜o dadas na Figura 6.25 e as frequeˆncias naturais calculadas para
os treˆs n´ıveis de ordem r sa˜o dadas na Figura 6.26.
Com base nos resultados de r = 5, e´ poss´ıvel concluir que existe um limite para a
ordem do modelo estimado, uma vez que os resultados tornaram-se insta´veis.
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(a) Rigidez do Mancal 1.
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(b) Rigidez do Mancal 2.
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(c) Amortecimento do Mancal 1.
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(d) Amortecimento do Mancal 2.
0 5000 10000 15000
Ω (rpm)
0
1
2
3
4
5
m
e
(k
g.
m
)
×10−3
Plano 5
Plano 11
Plano 21
(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.20: Paraˆmetros estimados do Caso 3 utilizando λ = 0, 99 e r = 2, onde as
linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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(a) Rigidez do Mancal 1.
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(b) Rigidez do Mancal 2.
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0 5000 10000 15000
Ω (rpm)
0
500
1000
1500
A
m
or
te
ci
m
en
to
N
s
m
cyy
cyz
czy
czz
(d) Amortecimento do Mancal 2.
0 5000 10000 15000
Ω (rpm)
0
1
2
3
4
5
m
e
(k
g.
m
)
×10−3
Plano 5
Plano 11
Plano 21
(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.21: Paraˆmetros estimados do Caso 3 utilizando λ = 0, 9999 e r = 2, onde as
linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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(a) λ = 0, 99
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Figura 6.22: Frequeˆncias naturais calculadas para r = 1 e (a) λ = 0, 99 e (b) λ = 0, 9999
88
0 5000 10000 15000
Ω (rpm)
0
2
4
6
8
10
12
14
R
ig
id
ez
N m
×107
kyy
kyz
kzy
kzz
(a) Rigidez do Mancal 1.
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(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.23: Paraˆmetros estimados do Caso 3 utilizando λ = 0, 99 e r = 2, onde as
linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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(a) Rigidez do Mancal 1.
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(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.24: Paraˆmetros estimados do Caso 3 utilizando λ = 0, 99 e r = 3, onde as
linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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(a) Rigidez do Mancal 1.
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(b) Rigidez do Mancal 2.
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(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.25: Paraˆmetros estimados do Caso 3 utilizando λ = 0, 99 e r = 5, onde as
linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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Figura 6.26: Frequeˆncias naturais calculadas para λ = 0, 99 e (a) r = 2, (b) r = 3 e (c)
r = 5.
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6.5 Caso 4: Ana´lise das condic¸o˜es de amostragem
Nesta sec¸a˜o busca-se analisar o desempenho da identificac¸a˜o em relac¸a˜o a`s diferentes
condic¸o˜es de amostragem do filtro utilizando os mancais com propriedades exponenciais
do Caso 3, fixando r = 3, δ = 1x10−7 e intervalo de velocidades de 0 a 15000 rpm. As
ana´lises realizadas sa˜o:
• Efeito do nu´mero de amostras;
• Amostragem em descida;
• Ana´lise em subida seguida de descida;
• Amostragem utilizando um segurador de amostras.
6.5.1 Efeito do nu´mero de amostras
Para esta ana´lise o nu´mero de amostras foi de 50000. Utilizando λ = 0, 99, a Figura
6.27 ilustra os valores estimados.
Utilizando λ = 0, 999 a Figura 6.28 indica os valores identificados, enquanto a
Figura 6.29 ilustra as frequeˆncias naturais calculadas utilizando os dois n´ıveis de fator de
esquecimento.
Note que a situac¸a˜o com λ = 0, 99 e´ igual ao Caso 3 (Figura 6.24) pore´m com maior
quantidade de amostras, o que retornou resultados completamente diferentes. Anali-
sando o mesmo modelo pore´m com λ = 0, 999, nota-se melhores estimativas. Este estudo
comparativo indica que o desempenho do me´todo e´ afetado na˜o apenas pelo fator de es-
quecimento ou pelo nu´mero de amostras isoladamente, mas sim em conjunto. Portanto,
para um bom desempenho, o usua´rio deve escolher o par fator de esquecimento e nu´mero
de amostras que promova a identificac¸a˜o das varia´veis de interesse no maior intervalo de
rotac¸o˜es poss´ıvel.
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(a) Rigidez do Mancal 1.
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(b) Rigidez do Mancal 2.
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(f) Fase do desbalanceamento.
Figura 6.27: Paraˆmetros estimados com 50000 amostras utilizando λ = 0, 99 e r = 3,
onde as linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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(a) Rigidez do Mancal 1.
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(b) Rigidez do Mancal 2.
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(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.28: Paraˆmetros estimados com 50000 amostras utilizando λ = 0, 999 e r = 3,
onde as linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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Figura 6.29: Frequeˆncias naturais calculadas com 50000 amostras para r = 3 e (a)
λ = 0, 99 e (b) λ = 0, 999.
6.5.2 Amostragem em descida
Neste caso, a resposta ao desbalanceamento nos mancais foi amostrada no sentido
de diminuic¸a˜o da rotac¸a˜o, de forma que a primeira amostra filtrada corresponde ao valor
em 15000 rpm e a u´ltima em 0 rpm. Utilizando 10000 amostras, λ = 0, 99 e r = 3, as
estimativas dos paraˆmetros sa˜o dadas na Figura 6.30, enquanto as frequeˆncias naturais
calculadas sa˜o ilustradas na Figura 6.31.
O uso da amostragem na direc¸a˜o das altas rotac¸o˜es para as baixas trouxe melhores
estimativas em baixas rotac¸o˜es, pois as primeiras amostras, em torno de 15000 rpm, ainda
esta˜o na fase de transiente do filtro, enquanto as u´ltimas ja´ convergiram. O que se nota,
pore´m, e´ que a evoluc¸a˜o das estimativas na˜o e´ um espelho do caso em que a amostra-
gem ocorre na direc¸a˜o de crescimento da rotac¸a˜o, portanto o processo de identificac¸a˜o e´
diferente dependendo da direc¸a˜o da amostragem.
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(a) Rigidez do Mancal 1.
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(b) Rigidez do Mancal 2.
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(e) Amplitude do desbalanceamento.
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(f) Fase do desbalanceamento.
Figura 6.30: Paraˆmetros estimados em ordem reversa utilizando λ = 0, 99 e r = 3, onde
as linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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Figura 6.31: Frequeˆncias naturais calculadas em ordem reversa λ = 0, 99 e = 3.
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6.5.3 Ana´lise em subida seguida de descida
Subida e descida direta
Este estudo analisa a influeˆncia de se amostrar em subida de 0 rpm a 15000 rpm
e, em seguida, realizar a descida de 15000 rpm a 0 rpm, utilizando 10000 amostras para
a subida e 10000 para a descida. A func¸a˜o de resposta ao desbalanceamento de entrada
do filtro e´ dada pela Figura 6.32, onde as curvas de subida e descida sa˜o espelhadas e
unidas formando apenas uma curva. Note que o gra´fico e´ dado em func¸a˜o do nu´mero da
amostra, totalizando 20000 amostras.
Figura 6.32: Entrada do filtro utilizando subida seguida de descida.
As estimativas de rigidez, amortecimento e desbalanceamento sa˜o dadas na Figura
6.33. Observa-se uma grande divergeˆncia das estimativas na amostra em que ocorre a
transic¸a˜o de subida para descida. Neste ponto as propriedades estat´ısticas do filtro sofrem
uma alterac¸a˜o repentina, causando a instabilidade do processo de filtragem.
Subida e descida separadamente
Neste caso e´ analisado o efeito de filtrar em descida utilizando as propriedades
estat´ısticas (matriz de autocorrelac¸a˜o e vetor de correlac¸a˜o cruzada) da subida. Este
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(a) Rigidez do Mancal 1. (b) Rigidez do Mancal 2.
(c) Amortecimento do Mancal 1. (d) Amortecimento do Mancal 2.
(e) Amplitude do desbalanceamento. (f) Fase do desbalanceamento.
Figura 6.33: Paraˆmetros estimados para subida e descida direta utilizando λ = 0, 99 e
r = 3, onde as linhas tracejadas representam os valores corretos e as cont´ınuas, os
estimados.
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procedimento e´ o equivalente a` utilizac¸a˜o de condic¸o˜es iniciais de estimativas iguais aos
paraˆmetros estimados no processo de subida. A Figura 6.35 ilustra os paraˆmetros identi-
ficados em descida para λ = 0, 99 e r = 3, enquanto a Figura 6.34 ilustra as frequeˆncias
naturais calculadas.
Figura 6.34: Frequeˆncias naturais calculadas em subida e descida λ = 0, 99 e = 3.
101
(a) Rigidez do Mancal 1. (b) Rigidez do Mancal 2.
(c) Amortecimento do Mancal 1. (d) Amortecimento do Mancal 2.
(e) Amplitude do desbalanceamento. (f) Fase do desbalanceamento.
Figura 6.35: Paraˆmetros estimados para subida e descida utilizando λ = 0, 99 e r = 3,
onde as linhas tracejadas representam os valores corretos e as cont´ınuas, os estimados.
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6.5.4 Amostragem utilizando um segurador de amostras
Neste caso sera´ analisado o efeito de se utilizar um segurador no processo de amos-
tragem, aumentando artificialmente o nu´mero total de amostras da curva de resposta ao
desbalanceamento. O objetivo deste artif´ıcio e´ de acelerar a convergeˆncia das proprieda-
des estat´ısticas do filtro sem a necessidade de se amostrar um nu´mero elevado de pontos.
Cada valor da curva e´ mantido constante por um nu´mero de S amostras. Como exem-
plo ilustrativo,a Figura 6.36 indica um trecho da resposta ao desbalanceamento utilizada
ate´ o momento, onde a curva tracejada representa a func¸a˜o a ser amostrada, os pontos
preenchidos correspondem a` amostragem utilizada ate´ o momento e os pontos vazios sa˜o
resultado do segurador de amostras proposto para S = 10.
Figura 6.36: Exemplo de entrada do filtro para S = 10, onde a curva tracejada
representa a curva a ser amostrada, os pontos preenchidos correspondem a` amostragem
normal e os pontos vazios sa˜o resultado do segurador de amostras.
Para se analisar o efeito deste artif´ıcio, quatro simulac¸o˜es sera˜o comparadas, todas
com λ = 0, 99 e r = 3:
• N = 250 amostras sem segurador de amostras (S = 0), estimativas na Figura 6.37;
• N = 250 amostras com segurador de amostras, S = 40, estimativas na Figura 6.38;
• N = 50 amostras com segurador de amostras, S = 200, estimativas na Figura 6.39;
• N = 50 amostras com segurador de amostras, S = 200, filtrando em descida apo´s
subida, estimativas na Figura 6.40;
O uso do segurador possibilitou a correta estimativa dos paraˆmetros, exceto pelo
amortecimento, quando um baixo nu´mero de amostras e´ utilizado. Isto representa um
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(a) Rigidez do Mancal 1. (b) Rigidez do Mancal 2.
(c) Amortecimento do Mancal 1. (d) Amortecimento do Mancal 2.
(e) Amplitude do desbalanceamento. (f) Fase do desbalanceamento.
Figura 6.37: Paraˆmetros estimados sem segurador de amostras utilizando N = 250,
λ = 0, 99 e r = 3, onde as linhas tracejadas representam os valores corretos e as
cont´ınuas, os estimados.
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(a) Rigidez do Mancal 1. (b) Rigidez do Mancal 2.
(c) Amortecimento do Mancal 1. (d) Amortecimento do Mancal 2.
(e) Amplitude do desbalanceamento. (f) Fase do desbalanceamento.
Figura 6.38: Paraˆmetros estimados com segurador de amostras S = 40 utilizando
N = 250, λ = 0, 99 e r = 3, onde as linhas tracejadas representam os valores corretos e
as cont´ınuas, os estimados.
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(a) Rigidez do Mancal 1. (b) Rigidez do Mancal 2.
(c) Amortecimento do Mancal 1. (d) Amortecimento do Mancal 2.
(e) Amplitude do desbalanceamento. (f) Fase do desbalanceamento.
Figura 6.39: Paraˆmetros estimados com segurador de amostras S = 200 utilizando
N = 50, λ = 0, 99 e r = 3, onde as linhas tracejadas representam os valores corretos e as
cont´ınuas, os estimados.
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(a) Rigidez do Mancal 1. (b) Rigidez do Mancal 2.
(c) Amortecimento do Mancal 1. (d) Amortecimento do Mancal 2.
(e) Amplitude do desbalanceamento. (f) Fase do desbalanceamento.
Figura 6.40: Paraˆmetros estimados com segurador de amostras S = 200, descida apo´s
subida, utilizando N = 50, λ = 0, 99 e r = 3, onde as linhas tracejadas representam os
valores corretos e as cont´ınuas, os estimados.
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excelente resultado, visto que, para se obter uma curva de resposta ao desbalanceamento
em regime permanente, e´ necessa´rio um procedimento lento de amostragem ponto a ponto.
Como exemplo, a Figura 6.41.
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Figura 6.41: Resposta ao desbalanceamento nos mancais com N = 50 amostras. (a)
Resposta no mancal 1, (b) Resposta no mancal 2.
O aumento artificial do nu´mero de amostras tem o efeito de permitir que o filtro
oscile as estimativas nas amostras que sa˜o mantidas constantes. A Figura 6.42 traz um
exemplo deste efeito, onde e´ ilustrada a evoluc¸a˜o da estimativa de α dentro de um intervalo
de 200 amostras seguradas, sendo poss´ıvel notar que as estimativas na˜o sa˜o seguradas.
Figura 6.42: Estimativa de α em um intervalo de amostras seguradas.
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6.6 Discusso˜es
Busca-se agora sumarizar as constatac¸o˜es realizadas atrave´s da ana´lise dos resulta-
dos. Os testes realizados buscaram avaliar o desempenho da identificac¸a˜o na presenc¸a de
treˆs modelos de mancais diferentes, variando os paraˆmetros operacionais do filtro, sendo
eles o fator de esquecimento λ e a ordem do modelo r. Outros fatores como o nu´mero de
amostras, a direcionalidade da amostragem e a adic¸a˜o de amostras artificiais, manifestada
pela varia´vel S, tambe´m foram explorados.
Em relac¸a˜o ao mancal com propriedades constantes, os resultados indicaram que e´
poss´ıvel extrair um modelo confia´vel do mancal e estimar o desbalanceamento com pre-
cisa˜o simultaneamente. Como o me´todo baseia-se em estimativas que evoluem de forma
recursiva, existe um transiente desde a condic¸a˜o inicial, especificada pelo usua´rio, ate´ a
convergeˆncia aos valores finais. Como as curvas de resposta ao desbalanceamento foram
amostradas em intervalos de rotac¸a˜o constante, este transiente provoca uma reduc¸a˜o do
intervalo de rotac¸o˜es em que se tem um valor confia´vel das estimativas. As frequeˆncias
naturais foram computadas utilizando-se o modelo estimado a cada amostra, sendo iden-
tificadas com sucesso apo´s o intervalo de rotac¸o˜es de transiente. E´ importante notar que,
embora o sistema tenha sido excitado apenas pela forc¸a do desbalanceamento (1xΩ), foi
poss´ıvel estimar as frequeˆncias naturais que na˜o foram excitadas.
Em relac¸a˜o ao caso do mancal com rigidez polinomial bons resultados puderam ser
alcanc¸ados dependendo das especificac¸o˜es de r e λ. Este modelo espec´ıfico foi levado em
conta pois, como o me´todo utiliza um modelo polinomial para a estimativa da rigidez,
foi poss´ıvel levantar concluso˜es acerca da ordem r em relac¸a˜o ao modelo. O melhor
desempenho ocorreu no caso em que as ordens de estimativa r e do modelo simulado
coincidiram. Para r maior que o simulado ainda foi poss´ıvel identificar os paraˆmetros,
pore´m com maior dificuldade no caso do amortecimento, enquanto que a situac¸a˜o para
r menor que o simulado retornou estimativas erradas. Nota-se ainda que o me´todo foi
capaz de estimar paraˆmetros constantes, como o amortecimento e o desbalanceamento, e
varia´veis com a rotac¸a˜o, rigidez, simultaneamente sem que uma estimativa prejudicasse a
outra.
Em relac¸a˜o ao modelo de mancal com rigidez exponencial, foi poss´ıvel observar o
desempenho do me´todo para uma situac¸a˜o mais pro´xima da real, ou seja, em que o modelo
da estimativa, polinomial, e´ diferente do simulado. Bons resultados foram alcanc¸ados para
as estimativas de rigidez e desbalanceamento, pore´m observou-se grande dificuldade em
relac¸a˜o ao amortecimento, o que se manifestou tambe´m nos casos anteriores. Pode-se
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concluir que existe um nu´mero o´timo para a ordem do modelo estimado r, uma vez que
um valor muito alto levou a estimativas mais insta´veis, enquanto o desempenho para r = 3
foi melhor que para r = 2.
Em todos os casos anteriores observou-se uma maior dificuldade na estimativa do
amortecimento. Isto pode ser atribu´ıdo ao fato de que a rigidez e o amortecimento sa˜o
identificados indiretamente apo´s o processamento da rigidez dinaˆmica dos mancais, a qual
e´ estimada diretamente pelo me´todo. Assim, os termos de maior ordem de grandeza, neste
caso a rigidez, convergiram antes dos termos de menor ordem, amortecimento.
Em relac¸a˜o ao fator de esquecimento, nota-se que seu efeito foi de tornar a con-
vergeˆncia mais lenta, assim reduzindo o intervalo de rotac¸o˜es na qual as estimativas sa˜o
confia´veis. Pore´m na situac¸a˜o em que se aumentou o nu´mero de amostras, para um
mesmo λ, observou-se uma piora nos resultados. Com isto, pode-se concluir que o de-
sempenho do me´todo depende destes dois paraˆmetros em conjunto, e na˜o de um ou outro
separadamente. De forma geral, foi observado que um maior nu´mero de amostras exige
um aumento no fator de esquecimento para que as estimativas evoluam com precisa˜o,
acompanhando as variac¸o˜es do modelo simulado. Pore´m o nu´mero exato de λ para um
dado aumento das amostras deve variar dependendo de qua˜o ra´pido a caracter´ısticas dos
mancais evoluem com a rotac¸a˜o.
Em relac¸a˜o a` amostragem das curvas de resposta ao desbalanceamento, foi poss´ıvel
notar que as estimativas evoluem de forma diferente dependendo da direc¸a˜o de amostra-
gem: quando ocorreu no sentido de aumento da rotac¸a˜o, a convergeˆncia foi alcanc¸ada em
rotac¸o˜es maiores, enquanto que na situac¸a˜o de amostragem no sentido de diminuic¸a˜o da
rotac¸a˜o, a convergeˆncia ocorreu em rotac¸o˜es menores. Portanto, para os mesmos dados
medidos diferentes estimativas podem ser extra´ıdas dependendo da amostragem.
Em relac¸a˜o aos estudos do Caso 4, importantes resultados foram obtidos ao se
introduzir as ana´lises de subida apo´s descida e o segurador de amostras. Na primeira
situac¸a˜o foi poss´ıvel estimar rigidez e os paraˆmetros de desbalanceamento em todo o
intervalo de rotac¸o˜es considerado. Isto ocorreu pois o resultado da subida foi tomado como
condic¸a˜o inicial da descida e, desta forma, na˜o ocorreu oscilac¸a˜o nas primeiras amostras da
descida. Esta situac¸a˜o so´ foi permitida devido a` convergeˆncia no processo de subida. Ja´ o
segurador de amostras possibilitou com sucesso a obtenc¸a˜o de boas estimativas utilizando
um nu´mero consideravelmente menor de amostras medidas. Como e´ utilizada a resposta
ao desbalanceamento em regime permanente, cada amostra e´ obtida apo´s os transientes
da ma´quina a cada rotac¸a˜o considerada, de forma que um nu´mero elevado de amostras
significaria um grande tempo de testes. Por fim, a amostragem em descida em seguida de
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subida em conjunto com o uso do segurador de amostras trouxe boas estimativas ao longo
de todo o intervalo de rotac¸o˜es considerado utilizando poucas amostras, com excec¸a˜o do
amortecimento que na˜o foi identificado corretamente.
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7 CONCLUSO˜ES E TRABALHOS FUTUROS
7.1 Concluso˜es
Este trabalho foi desenvolvido com o objetivo de se elaborar uma te´cnica de iden-
tificac¸a˜o de paraˆmetros f´ısicos de ma´quinas rotativas, sendo este um tema recorrente em
pesquisas da a´rea de dinaˆmica de rotores. A te´cnica proposta envolve a combinac¸a˜o de
medic¸o˜es de amplitude de vibrac¸a˜o em pontos espec´ıficos do rotor com um modelo co-
nhecido de partes da ma´quina, utilizando um algoritmo de filtragem adaptativa como
fundac¸a˜o matema´tica do ajuste das medic¸o˜es ao modelo matema´tico. Como explorado
na revisa˜o bibliogra´fica, a categoria de te´cnicas de identificac¸a˜o de rotores baseadas em
modelos de sub-componentes previamente conhecidos ja´ esta´ bem estabelecida, pore´m
com poucos resultados positivos no contexto de identificac¸a˜o de paraˆmetros varia´veis. Ja´
o uso de filtragem adaptativa como ferramenta de identificac¸a˜o foi proposto em trabalhos
anteriores com bons resultados para as estimativas de paraˆmetros modais. O presente
trabalho trouxe uma nova te´cnica de identificac¸a˜o que aproveita os pontos positivos de
cada me´todo citado acima, de forma que a identificac¸a˜o de paraˆmetros varia´veis com a
rotac¸a˜o tornou-se poss´ıvel.
Foi apresentado o algoritmo do filtro QRD-RLS e a sua utilizac¸a˜o no contexto de
identificac¸a˜o foi aplicada apo´s a deduc¸a˜o dos modelos matema´ticos que regem a dinaˆmica
de uma ma´quina rotativa sujeita a forc¸as de desbalanceamento presentes em diversos
planos. Desta forma foi elaborado um me´todo de identificac¸a˜o que, devido a natureza
recursiva com a qual as estimativas sa˜o calculadas, permite que poss´ıveis variac¸o˜es e
transientes oriundos da f´ısica do problema sejam refletidos nos paraˆmetros identificados. A
modelagem foi realizada tomando como inco´gnitas a serem estimadas o desbalanceamento
rotativo (amplitude e fase) e os termos diretos e cruzados de rigidez e amortecimento dos
mancais. Entretanto, o mesmo me´todo pode ser aplicado para outras inco´gnitas, como por
exemplo os termos referentes a` fundac¸a˜o, ou utilizando menos varia´veis conhecidas, por
exemplo levando em conta um desbalanceamento eventualmente conhecido. A validac¸a˜o
do me´todo foi realizada atrave´s de simulac¸o˜es de um rotor modelado pelo do me´todo dos
elementos finitos no software X-Rotor utilizando treˆs modelos de mancais.
O me´todo se mostrou capaz de estimar os paraˆmetros de desbalanceamento e dos
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mancais, tanto no caso de rigidez constante como no varia´vel. Pore´m foi poss´ıvel observar
que estimativas mais precisas podem ser obtidas dependendo dos paraˆmetros de entrada
do me´todo, como o fator de esquecimento e a ordem do modelo estimado. Uma breve
investigac¸a˜o dos efeitos de cada paraˆmetro de entrada foi conduzida, de forma a se extrair
paraˆmetros com maior precisa˜o em um maior intervalo de rotac¸o˜es. Vale notar que os
testes foram conduzidos utilizando um modelo conhecido do rotor, pore´m na˜o foi avaliada
a situac¸a˜o em que o modelo utilizado diverge do simulado. Um outro ponto que pode
influenciar as estimativas e´ a especificac¸a˜o dos planos de desbalanceamento e os efeitos
de os especificar em locais diferentes do simulado. Em conclusa˜o, o me´todo se mostra
interessante no contexto de identificac¸a˜o de paraˆmetros varia´veis, pore´m mais estudos
devem ser realizados para o adequar ao uso em ma´quinas reais.
7.2 Trabalhos futuros
Apesar dos bons resultados atingidos, alguns pontos ainda devem ser explorados
para que o me´todo proposto e a influeˆncia dos paraˆmetros de entrada sejam melhor
compreendidos. Com o objetivo de se aprimorar o desempenho do me´todo e de trazeˆ-lo
mais pro´ximo de aplicac¸o˜es reais, os seguintes temas devem ser considerados:
• Ana´lise de robustez: neste trabalho um modelo ideˆntico ao simulado foi utilizado
no processo de identificac¸a˜o, pore´m em situac¸o˜es reais este modelo pode conter incer-
tezas. Desta forma, os efeitos das incertezas no processo de identificac¸a˜o poderiam
ser analisados. Similarmente, os planos de desbalanceamento especificados foram
tomados como ideˆnticos aos da simulac¸a˜o, pore´m e´ importante avaliar os efeitos da
especificac¸a˜o de mais ou menos planos do que realmente e´ necessa´rio e avaliar os
impactos no processo de identificac¸a˜o;
• Validac¸a˜o experimental: testes experimentais com rotores trariam grande be-
nef´ıcio quanto a avaliac¸a˜o do desempenho do me´todo proposto em condic¸o˜es mais
pro´ximas da realidade, onde existe a dificuldade no posicionamento de sensores na
posic¸a˜o exata dos no´s do modelo e, tambe´m, onde medic¸o˜es com ru´ıdos tornam-se
inevita´veis;
• Medic¸o˜es em condic¸o˜es na˜o-estaciona´rias: neste trabalho foi considerado que
as medic¸o˜es de amplitude de vibrac¸a˜o nos mancais ocorrem, para uma dada rotac¸a˜o,
apo´s atingido o regime permanente. Esta condic¸a˜o na˜o e´ pra´tica quando se considera
o tempo necessa´rio de teste em uma situac¸a˜o real. Portanto, modelos que considerem
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a acelerac¸a˜o angular do rotor, ou seja, na˜o-estaciona´rios, poderiam ser explorados;
• Efeito das condic¸o˜es iniciais: diferentes condic¸o˜es iniciais poderiam ser propostas
para os paraˆmetros estimados, as quais devem provocar um diferente desempenho
para cada caso. O uso de paraˆmetros previamente conhecidos, como o desbalance-
amento, poderia ser investigado;
• Novos modelos de estimativa de mancais: neste trabalho o modelo polino-
mial foi adotado, pore´m outros formatos podem ser propostos, como por exemplo
o harmoˆnico. Neste contexto, formatos que privilegiem a estimativa de amorteci-
mento, o que neste trabalho se mostrou um desafio, podem ser investigados. Ainda
neste contexto, as matrizes de rigidez e amortecimento poderiam ser estimadas se-
paradamente com o objetivo de se identificar o amortecimento com precisa˜o;
• Me´tricas de desempenho: para a correta avaliac¸a˜o do desempenho do me´todo
e com o intuito de se comparar quantitativamente seu funcionamento na utilizac¸a˜o
de diferentes paraˆmetros de entrada, me´tricas de desempenho devem ser estabeleci-
das, de tal forma que os indicadores de capacidade de convergeˆncia e precisa˜o das
estimativas, por exemplo, possam ser avaliadas de forma quantitativa;
• Validac¸a˜o experimental: testes experimentais com rotores trariam grande be-
nef´ıcio quanto a avaliac¸a˜o do desempenho do me´todo proposto em condic¸o˜es mais
pro´ximas da realidade, onde existe a dificuldade no posicionamento de sensores na
posic¸a˜o exata dos no´s do modelo e, tambe´m, onde medic¸o˜es com ru´ıdos tornam-se
inevita´veis.
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Apeˆndice A - Modelagem Atrave´s do Me´todo dos Elementos Finitos
Para exemplificar a nomenclatura empregada neste trabalho, a Figura A.1 indica
um rotor modelado no X-Rotor o qual sera´ tomado como exemplo, onde esta˜o indicados,
na parte superior, a numerac¸a˜o dos no´s e, na parte inferior, a dos elementos utilizados.
Os elementos 20, 21 e 22 sa˜o modelados como mancais, os elementos 18 e 19 sa˜o discos e
os demais sa˜o modelos de eixo. O eixo X esta´ orientado na direc¸a˜o do rotor, sendo que
na figura e´ ilustrado o plano X-Y .
No caso de fundac¸a˜o r´ıgida, todos os no´s do modelo pertencem ao elemento de eixo.
Para organizar a numerac¸a˜o dos no´s no restante do trabalho, sera˜o utilizados vetores
para cada componente que indicam as incideˆncias dos seus no´s. Para o exemplo tratado
aqui, os no´s referentes aos mancais sa˜o agrupados em um vetor de incideˆncias nb, os
referentes ao disco em nd e os referentes ao eixo, que compo˜em todos os no´s do modelo,
em ns, dados abaixo. A seguir sera˜o apresentadas as equac¸o˜es de movimento de cada
componente modelado, as quais se baseiam nos modelos apresentados por Nelson et al.
(1976).
nb =
{
1 3 18
}T
(A.1)
nd =
{
7 13
}T
(A.2)
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Figura A.1: Rotor exemplo modelado no X-Rotor. Na parte superior esta˜o indicados os
no´s e, na inferior, os elementos.
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ns =


1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18


(A.3)
A.1 Elemento de eixo
Para o eixo sa˜o utilizados elementos de viga unidimensionais com dois no´s por ele-
mento (Lee, 1993). Cada no´ conte´m dois GDLs de translac¸a˜o, y e z, e dois de rotac¸a˜o, φy
e φz, totalizando 8 GDLs por elemento. Por conter dois no´s por elemento, pode-se dizer
que o i-e´simo elemento de eixo conte´m os no´s ns(i) e ns(i+ 1) do vetor ns. A Figura A.2
ilustra o i-e´simo elemento de viga utilizado.
Cada elemento de eixo i e´ modelado atrave´s de uma matriz de massa Ms
(i), uma
matriz de rigidez Ks
(i), uma matriz girosco´pica Gs
(i) e uma matriz de amortecimento
interno Cs
(i). As expresso˜es destas matrizes sa˜o func¸o˜es da densidade, comprimento,
diaˆmetro, rigidez e amortecimento de cada elemento.
Cada elemento i e´ conectado aos adjacentes, i− 1 e i+1, atrave´s de forc¸as internas
fs
(i). A Equac¸a˜o A.4 indica a equac¸a˜o de movimento para o i-e´simo elemento, onde o
vetor de deslocamentos qs
(i) de dimensa˜o 8x1, com refereˆncia aos GDLs apresentados na
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Y
XZ
y(ns(i))
z(ns(i)) y
(ns(i+1))
z(ns(i+1))
φ
(ns(i))
y
φ
(ns(i))
z
φ
(ns(i+1))
y
φ
(ns(i+1))
z
Figura A.2: Modelo do i-e´simo elemento de eixo utilizado na modelagem por elementos
finitos.
Figura A.2, e´ dado pela Equac¸a˜o A.5 e Ω e´ a velocidade angular do rotor.
Ms
(i)q¨s
(i) +
(
Cs
(i) + ΩGs
(i)
)
q˙s
(i) +
(
Ks
(i) + ΩCs
(i)
)
qs
(i) = fs
(i) (A.4)
qs
(i) =
{
y(ns(i)) z(ns(i)) φ
(ns(i))
y φ
(ns(i))
z y(ns(i+1)) z(ns(i+1)) φ
(ns(i+1))
y φ
(ns(i+1))
z
}T
(A.5)
A.2 Elemento de disco
Os discos sa˜o modelados como corpos r´ıgidos e, para o k-e´simo elemento, utiliza-se
uma matriz de massa Md
(k) e uma matriz girosco´pica Gd
(k), cujas expresso˜es sa˜o func¸o˜es
da massa e momentos de ine´rcia de cada disco. Neste caso os discos conte´m propriedades
independentes, diferente do modelo do eixo que apresenta elementos ideˆnticos. Portanto
as matrizes sa˜o diferentes entre si e devem fazer refereˆncia ao k-e´simo elemento.
Um vetor de forc¸as fd
(k) e´ utilizado para expressar as forc¸as de conexa˜o com o
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eixo e as forc¸as externas de desbalanc¸o. Por se tratar de um elemento discreto sem
deslocamento relativo em relac¸a˜o ao eixo, o vetor de deslocamentos qd
(k) e´ de dimensa˜o
4x1 e, em relac¸a˜o ao vetor de incideˆncias nd, conte´m os GDLs referentes ao no´ nd(k). O
vetor de deslocamentos e´ dado pela Equac¸a˜o A.7, enquanto as equac¸o˜es de movimento do
elemento de disco sa˜o dadas pela Equac¸a˜o A.6.
Md
(k)q¨d
(k) + ΩGd
(k)q˙d
(k) = fd
(k) (A.6)
qd
(k) =
{
y(nd(k)) z(nd(k)) φ
(nd(k))
y φ
(nd(k))
z
}T
(A.7)
A.3 Elemento de mancal
Os mancais sa˜o elementos de alta complexidade e foco de diversos trabalhos e pes-
quisas na a´rea de dinaˆmica de rotores. No caso de mancais de hidrodinaˆmicos as forc¸as de
reac¸a˜o podem ser determinadas a partir da distribuic¸a˜o de pressa˜o no filme de o´leo, o que
pode ser realizado utilizando as Equac¸o˜es de Reynolds (Vance, 1988). Estas sa˜o equac¸o˜es
diferenciais parciais e podem ser resolvidas numericamente ou atrave´s de simplificac¸o˜es,
que fornecem resultados aproximados para mancais curtos e longos. A partir destas ex-
presso˜es simplificadas e´ poss´ıvel obter uma expressa˜o de forc¸a linearizada em relac¸a˜o a`
posic¸a˜o de equil´ıbrio do eixo. Os coeficientes que relacionam as forc¸as aos deslocamentos,
velocidades e acelerac¸o˜es sa˜o os paraˆmetros de rigidez, amortecimento e ine´rcia dos man-
cais, respectivamente, e dependem da viscosidade do fluido utilizado, da folga radial entre
mancal e eixo, da carga esta´tica atuante nos mancais e, principalmente, da velocidade de
rotac¸a˜o Ω (Ubinha, 2005).
No X-Rotor na˜o existe um modelo de mancal hidrodinaˆmico, pore´m pode-se espe-
cificar as matrizes de rigidez e amortecimento dos mancais diretamente. No modelo de
elementos finitos sa˜o utilizadas matrizes de rigidez Kb
(m) e de amortecimento Cb
(m) para
o m-e´simo mancal, dadas pelas Equac¸o˜es A.8 e A.9 respectivamente, cujos coeficientes
podem variar em func¸a˜o da velocidade Ω. A Equac¸a˜o A.10 indica a equac¸a˜o de movi-
mento. O vetor de forc¸as fb
(m) e´ utilizado para expressar as forc¸as de conexa˜o com o eixo
e, uma vez que utiliza-se fundac¸a˜o r´ıgida neste trabalho, o vetor de deslocamentos qb
(m)
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e´ de dimensa˜o 2x1 e contem os GDLs referentes ao no´ nb(m), dado pela Equac¸a˜o A.11.
Kb
(m) =
[
k
(m)
yy k
(m)
yz
k
(m)
zy k
(m)
zz
]
(A.8)
Cb
(m) =
[
c
(m)
yy c
(m)
yz
c
(m)
zy c
(m)
zz
]
(A.9)
Cb
(m)q˙b
(m) +Kb
(m)qb
(m) = fb
(m) (A.10)
qb
(m) =
{
y(nb(m)) z(nb(m))
}T
(A.11)
A.4 Matrizes globais
Para se determinar a equac¸a˜o de movimento final do modelo de elementos finitos,
as equac¸o˜es de movimento de cada elemento devem ser resolvidas simultaneamente. Para
tanto, sa˜o definidas matrizes globais de massa, rigidez, amortecimento e efeito girosco´pico
para cada elemento e, enta˜o, sa˜o superpostas. Estas matrizes globais sa˜o escritas em
relac¸a˜o a um vetor de deslocamentos global, q, dado pela Equac¸a˜o A.12, que conte´m
todos os GDLs do modelo. Para um eixo com Nn no´s teremos um nu´mero total de GDLs
de NGDL = 4Nn. Os valores y
(i), z(i), φy
(i) e φz
(i) referem-se ao deslocamento linear e
angular no i-e´simo no´.
q =
{{
y(1) . . . y(Nn)
} {
z(1) . . . z(Nn)
} {
φy
(1) . . . φy
(Nn)
} {
φz
(1) . . . φz
(Nn)
}}T
(A.12)
As matrizes globais dos elementos sa˜o iguais a`s matrizes locais nas linhas e colunas
referentes aos GDLs definidos anteriormente e zero nos demais locais. As matrizes de
massa Mgs , rigidez K
g
s , amortecimento C
g
s e girosco´pica G
g
s do eixo sa˜o dadas pelas
Equac¸a˜o A.13. As matrizes com sobrescrito g referem-se ao vetor de deslocamentos global,
Ns e´ o nu´mero total de elementos de eixo no modelo e o ı´ndice i refere-se ao i-e´simo
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elemento de eixo.
Mgs =
Ns∑
i=1
Mgs
(i), Kgs =
Ns∑
i=1
Kgs
(i), Cgs =
Ns∑
i=1
Cgs
(i), Ggs =
Ns∑
i=1
Ggs
(i) (A.13)
O mesmo procedimento e´ utilizado para se determinar as matrizes globais de massa
Mgd e girosco´pica G
g
d dos discos dadas pela Equac¸a˜o A.14, sendo k o k-e´simo disco e Nd
o nu´mero de discos, e para as matrizes de rigidez Kgb e amortecimento C
g
b dos mancais
dadas pela Equac¸a˜o A.15, sendo m o m-e´simo mancal e Nb o nu´mero de mancais.
Mgd =
Nd∑
k=1
Mgd
(i)
, Ggd =
Nd∑
k=1
Ggd
(i)
(A.14)
Kgb =
Nb∑
m=1
Kgb
(i)
, Cgb =
Nb∑
m=1
Cgb
(i)
, (A.15)
As matrizes globais de massa M, rigidez K, amortecimento C e girosco´pica G sa˜o
dadas pelas Equac¸o˜es A.16, A.17, A.18 e A.19, respectivamente.
M =Mgs +M
g
d (A.16)
K = Kgs +K
g
b + ΩC
g
s (A.17)
C = Cgs +C
g
b (A.18)
G = Ggs +G
g
d (A.19)
A Equac¸a˜o A.20 indica a equac¸a˜o final de movimento do modelo de elementos finitos,
onde f(t) e´ um vetor de forc¸as externas. Note que as forc¸as de conexa˜o das equac¸o˜es de
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cada elemento se cancelam no processo de superposic¸a˜o.
Mq¨ + (C+ ΩG) q˙+Kq = f(t) (A.20)
As matrizes locais implementadas no X-Rotor seguem as deduzidas por Nelson et al.
(1976) e esta˜o indicadas no Apeˆndice B.
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Apeˆndice B - Matrizes de elementos finitos
As matrizes elementares empregadas no software X-Rotor sa˜o baseadas nas apre-
sentadas por Nelson et al. (1976) e esta˜o indicadas neste anexo.
Elementos de Eixo
As matrizes do i-e´simo elemento da Equac¸a˜o A.4 sa˜o dadas abaixo, desconsiderando
o amortecimento interno.
Ms
(i) =Ms
t +Ms
r
Ks
(i) =
EI
l3


12 0 0 6l −12 0 0 6l
0 12 −6l 0 0 −12 −6l 0
0 −6l 4l2 0 0 6l 2l2 0
6l 0 0 4l2 −6l 0 0 2l2
−12 0 0 −6l 12 0 0 −6l
0 −12 6l 0 0 12 6l 0
0 −6l 2l2 0 0 6l 4l2 0
6l 0 0 2l2 −6l 0 0 4l2


Gs
(i) = −2µr
2
120l


0 −36 3l 0 0 36 3l 0
36 0 0 3l −36 0 0 3l
−3l 0 0 −4l2 3l 0 0 l2
0 −3l 4l2 0 0 3l −l2 0
0 36 −3l 0 0 −36 −3l 0
−36 0 0 −3l 36 0 0 −3l
−3l 0 0 l2 3l 0 0 −4l2
0 −3l −l2 0 0 3l 4l2 0


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Onde l e´ o comprimento do elemento, µ e´ a densidade linear e:
Ms
t =
µl
420


156 0 0 22l 54 0 0 −13l
0 156 −22l 0 0 54 13l 0
0 −22l 4l2 0 0 −13l −3l2 0
22l 0 0 4l2 13l 0 0 −3l2
54 0 0 13l 156 0 0 −22l
0 54 −13l 0 0 156 22l 0
0 13l −3l2 0 0 22l 4l2 0
−13l 0 0 −3l2 −22l 0 0 4l2


Ms
r =
µr2
120l


36 0 0 3l −36 0 0 3l
0 36 −3l 0 0 −36 −3l 0
0 −3l 4l2 0 0 3l −l2 0
3l 0 0 4l2 −3l 0 0 −l2
−36 0 0 −3l 36 0 0 −3l
0 −36 3l 0 0 36 3l 0
0 −3l −l2 0 0 3l 4l2 0
3l 0 0 −l2 −3l 0 0 4l2


r = 2
√
I
A
Elementos de Disco
As matrizes do k-e´simo elemento de disco da Equac¸a˜o A.6 sa˜o dadas abaixo.
Md
(k) =


md 0 0 0
0 md 0 0
0 0 Id 0
0 0 0 Id


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Gd
(k) =


0 0 0 0
0 0 0 0
0 0 0 Ip
0 0 −Ip 0


Onde md, Id e Ip sa˜o a massa, momento de ine´rcia e momento polar de ine´rcia do
disco.
