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Abstract
WSN applications demand prolonged network operation in which manually replenishing
the scarce battery resources of sensor nodes are not usually possible. When the limited
energy of sensor nodes is completely exhausted, this leads to reduced coverage and may
cause network partitioning, which dramatically reduces the network lifetime. In this
respect, network lifetime enhancement is considered the most critical aspect of WSN
performance. Prolonging network lifetime requires mechanisms that provide energy
consumption balancing (ECB) in addition to energy efficiency (EE).
This thesis investigates network lifetime maximization problem and proposes solutions
to address both EE and ECB. The scope covers two separate but equally important
fronts: duty cycling mechanisms and maximum lifetime routing strategies. Duty cy-
cling significantly reduces the energy consumption of sensor nodes resulting from idle
listening. Meanwhile, maximum lifetime routing schemes aim at balancing traffic loads
and hence energy consumption among sensor nodes across the network.
In this regard, our contributions are in three-folds. First, a distributed sleep mechanism
is proposed for the non-beacon-enabled mode of the IEEE 802.15.4 MAC protocol, to
support energy-efficient operation in WSNs. In addition to achieving energy savings,
our mechanism helps reshape generated traffic so that the overall channel contention is
reduced. This effect in turns improves packet delivery ratio at the data sink.
Second, we propose a Control-theoretic Duty Cycle Adaptation algorithm (CDCA) to
adapt nodes duty cycle based on time-varying and/or spatially non-uniform data traffic
loads. The proposed mechanism is distributed; hence each node adjusts its duty cycle
independently. We introduce a novel concept called virtual queue, which provides bet-
ter insight into actual traffic conditions in comparison to existing schemes and prevents
excessive packet drop. Using NS-3 simulation, we demonstrate the performance im-
provements obtained from CDCA in comparison to the state of the art. Furthermore,
a stability analysis is conducted to investigate system stability conditions.
Third, we formulate the maximum lifetime routing problem as a minimax optimization
problem, and numerically obtain the upper bound network lifetime. Moreover, we pro-
pose a Distributed Energy-aware Fuzzy-Logic based routing algorithm (DEFL). DEFL
makes an appropriate trade-off between energy efficiency and energy consumption bal-
ancing and successfully extends the network lifetime under different network conditions.
The simulation results demonstrate that DEFL outperforms all tested algorithms and
performs very close to the upper bound.
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Balancing, MAC, Routing, Wireless Sensor Networks.
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Chapter 1
Introduction
In recent years, the use of the Internet in our daily life has taken a big leap from being a
luxury to a necessity. Internet of Things (IoT) is the next revolutionary technology that
will transform the Internet into a fully integrated Future Internet. The basic idea of IoT
is the pervasive presence of a variety of things or objects which are able to interact with
each other to achieve common goals. US National Intelligence Council NIC foresees
that “by 2025 Internet nodes may reside in everyday things - food packages, furniture,
paper documents, and more”. The IoT transforms these objects from being traditional
to smart by exploiting its underlying technologies such as ubiquitous and pervasive
computing, embedded devices, communication technologies, sensor networks, Internet
protocols, and applications. Radio-Frequency IDentification (RFID) and Near Field
Communication (NFC) together with Wireless Sensor Networks (WSNs) are considered
as the main technologies that will link the physical world with the digital world [1]. IoT
is expected to support numerous home and business applications which will contribute
to the quality of our life and will significantly develop world’s economic [2]. Smart home,
intelligent transportation systems, smart healthcare, industrial automation, smart grids
and smart city are some examples of IoT applications. In order to realize the full
potential of IoT and to meet the demands of its growing applications, a large research
effort is still required to overcome several challenges.
Wireless sensor network is one of the key technologies supporting the Internet of Things.
WSNs consist of a large number of sensing nodes often communicate in a multi-hop
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fashion to report the results of their sensing to a small number (usually only one)
of special nodes called gateways, which are also known as sinks [1]. An extensive
literature has been produced on WSNs in the recent past to address several problems
including some unique challenges. Main design objectives of the proposed solutions are
energy efficiency and lifetime maximization, scalability, reliability, and adaptiveness to
dynamic environments.
In WSNs, different applications have different requirements in terms of delay, reliabil-
ity, QoS, security, mobility, coverage and scalability. However, all these applications
demand prolonged network operation in which manually replenishing the scarce battery
resources of sensor nodes are not usually possible. Even applications that can toler-
ate battery replacement, their wide adoption may be prevented by the rapid depletion
of the battery. For this reason, network lifetime enhancement is considered the most
critical aspect of WSN performance.
1.1 Scope and Challenges
Recent advances in Micro-Electro-Mechanical Systems (MEMS) technology have made
available low-cost miniature sensor devices for use in remote sensing applications. While
these features improved the feasibility of large and dense deployments of WSNs, it
resulted in these devices having limited energy resources and processing capabilities,
as well as short communication ranges. The nature of WSN applications and the scale
of deployments have made it neither practical nor feasible to replace or recharge sensor
batteries.
When sensor nodes deplete their batteries, this results in coverage holes in the network,
i.e. such nodes become non-operational and can no longer collect data. This also leads
to connectivity loss at parts of a WSN, as communications paths may be broken as a
result of node failure events. This generally reduces the overall network lifetime. In
this respect, the energy efficiency of a node operation is crucial and essential in WSNs.
To prolong network lifetime, WSN communication protocols, which usually account for
a large proportion of energy consumption of a node, must be energy-efficient [3]. The
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lifetime of the network is defined in most of the literature as the time elapsed until the
first node in the network dies i.e. depletes its energy.
While focusing on energy efficiency alone minimizes the energy consumption of indi-
vidual sensor nodes, it does not guarantee an even distribution of energy consumption
across all sensors in the network. Energy consumption balancing (ECB) is an impor-
tant feature to achieve maximum network lifetime, where ideally all sensor nodes should
consume energy such that they reach the end of their operational lifetime at the same
time. However, variations in sensor activities and subsequently traffic loads may create
energy imbalance across the network. Moreover, multi-hop communication is widely
adopted in WSNs to achieve energy efficiency by ensuring short range transmissions.
On the other hand, this mode of communication may also induce an energy imbalance
across a WSN, as multi-hop communication paths naturally cause an unequal commu-
nication load on sensors, especially higher on those sensors closer to the data sinks.
As such, in order to maximize a WSN’s lifetime, besides reducing transmission ranges
via multihop communication paths, it is also necessary to balance energy consump-
tion in the WSN. Therefore, mechanisms and algorithms that ensure uniform energy
dissipation are highly desirable in order for a WSN to remain fully functional for the
maximum possible time period [4].
In this thesis, we focus on proposing solutions to address energy efficiency, energy
consumption balancing, and lifetime maximization objectives.
Extensive research efforts have been dedicated to proposing energy saving and lifetime
maximization techniques at different layers of the protocol stack. These techniques
range from radio optimization, data compression and aggregation, clustering and rout-
ing, sleep mechanisms and duty cycling techniques to energy harvesting, wireless charg-
ing, and node deployment optimization approaches. In this work, our scope covers MAC
layer duty cycling mechanisms and network layer maximum lifetime routing strategies.
These approaches were selected mainly because they are known to have more potential
in saving energy in addition to their high applicability in different types of applications
and network configurations.
Generally, the MAC layer operation and the network layer operation are tightly inter-
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dependent. Duty cycle decisions made at the MAC layer affect the energy consumption
of different nodes where energy-related metrics are used in routing algorithms. Mean-
while, routing decisions made at the network layer impact the traffic load at different
nodes which is in turn used to adjust the duty cycles of the nodes.
Some of the main challenges with regards to duty cycle mechanisms and maximum
lifetime routing strategies are listed below:
1. The IEEE 802.15.4 protocol is widely adopted as the MAC sub-layer standard
for wireless sensor networks, with two available modes: beacon-enabled and non-
beacon-enabled. The non-beacon-enabled mode could be more suitable for future
WSNs due to its simplicity and lack of synchronization requirements. However,
it lacks an explicit energy saving mechanism that is crucial for its deployment
on energy-constrained sensors. Therefore, there is a need to propose an energy
saving mechanism for un-slotted IEEE 802.15.4. In doing so, the main trade-off is
between two conflicting goals: (i) to meet the data delivery requirements of appli-
cations, i.e. high packet delivery ratio, and (ii) to minimise energy consumption.
2. Besides energy efficiency, it is important for MAC protocols to be adaptable to the
dynamic conditions often encountered in WSN deployments. Data traffic loads
on sensor nodes in a multi-hop WSN vary in time due to unpredictable changes
in packet generation rates and/or changes in network topology as a result of node
failures, additions, or inactivity. Furthermore, due to packet forwarding in multi-
hop networks, traffic load may quickly grow and get heavier at short hop distances
to the data sink. This requires nodes to stay active for extended periods of time
(i.e. fewer sleep opportunities) at such network locations. Therefore, the duty-
cycle of a sensing device should be adaptive to time-varying network conditions
and/or spatially non-uniform data traffic loads. Unfortunately, the IEEE 802.15.4
standard lacks this important feature.
3. While energy efficiency refers to energy saving or reduction in energy consump-
tion, energy consumption balancing signifies the uniform dissipation of energy
among all sensor nodes. These two features are often conflicting, since the reduc-
tion of energy consumption could be achieved by over utilizing specific nodes for
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packet forwarding resulting in uneven consumption of energy. Prolonging net-
work lifetime requires, in addition to energy efficiency, even dissipation of energy
among sensor nodes. On the other hand, spatial and temporal variations in sensor
activities create energy imbalance across the network. Therefore, it is important
to design routing algorithms that are able to make an appropriate trade-off be-
tween energy efficiency and energy consumption balancing to extend the network
lifetime.
1.2 Objectives and Contributions
This thesis aims at proposing MAC and Network layer algorithms that maximize net-
work lifetime in wireless sensor networks. The proposed algorithms should surely be
energy-aware, but should also be distributed to ensure scalability, and lightweight to be
suitable for resource-constrained sensor nodes. Additionally, they should be adaptive
to variable traffic conditions. Therefore, the main objectives of this research work are
as follows:
1. The first objective of the research work is to improve energy efficiency at MAC
layer without degrading the packet delivery performance.
2. The second objective of the research work is to adapt the duty cycle of different
nodes independently in order to meet the time-varying and/or spatially non-
uniform traffic loads. The proposed mechanism should aim at improving energy
efficiency while maximizing packet delivery performance under variable traffic
conditions.
3. Finally, the last objective of the research work is to evaluate network lifetime
and understand the key factors that contribute to energy imbalance in multi-
hop wireless sensor networks. Furthermore, to propose an energy-aware routing
protocol that is able to achieve the right trade-off between energy efficiency and
energy consumption balancing and maximize network lifetime in heterogeneous
WSNs.
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In accordance with the objectives of the research work, our contributions in the context
of MAC and routing solutions can be summarized as follows:
1. Proposed a distributed sleep mechanism for single hop non-beacon enabled IEEE
802.15.4 in order to support energy-efficient operation in WSNs. This mode of
IEEE 802.15.4 could practically be a more viable solution for future WSNs due
to its simplicity and lack of synchronization requirement. We show through NS-3
simulation that:
(a) Having a duty cycle in non-beacon enabled IEEE 802.15.4 not only saves
energy but also shapes traffic patterns such that channel contention is effec-
tively reduced and packet delivery ratio is improved.
(b) The sleep period of a node can be adjusted to achieve the optimal packet
delivery ratio based on the traffic arrival rate and the level of network con-
tention.
(c) There exists a certain threshold on the number of nodes the system can
support, for the given values of packet inter-arrival time, sleep period and
required packet delivery ratio.
2. We propose an effective duty-cycle adaptation mechanism, called Control-theoretic
approach for Duty Cycle Adaptation (CDCA). A distributed controller is consid-
ered to be run at each node which adapts its duty cycle to achieve energy efficiency
and maximise packet delivery performance under variable traffic conditions. This
contribution can be further divided as follows:
(a) We introduce a novel concept called a virtual queue, which is determined
based on the local queue length of a node and an explicit packet drop infor-
mation from its child nodes. This concept enhances the nodes awareness of
its child traffic conditions allowing the node to promptly respond to it and
prevents unnecessary packet drop.
(b) Based on the virtual queue concept, we design a new distributed algorithm
(CDCA) that utilizes control theoretic approach to adjust the duty cycle
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of each node and achieve high performance under variable traffic condi-
tions. The proposed algorithm is evaluated using NS-3 simulator and its
performance improvement, in terms of energy efficiency and packet delivery
performance, is demonstrated.
(c) Furthermore, based on control theory, we analyze the proposed controller to
investigate system stability conditions.
3. We propose a novel Distributed Energy-aware Fuzzy Logic based (DEFL) routing
algorithm that simultaneously addresses energy efficiency and energy consump-
tion balancing to improve network lifetime in dynamic network conditions. We
provide a generic framework for designing energy-related cost functions that are
used to calculate the cost of a link based on the network status. Instead of using
rigid computation model to blend different metrics, we apply soft human logic
through fuzzy logic approach. We evaluate the performance of our routing algo-
rithm (DEFL) through simulation using various performance metrics. Therefore,
our contributions in this work can be summarized as follows:
(a) A generic formulation of the maximum network lifetime routing problem has
been provided. A max-min optimization problem is formulated to maximize
the minimum lifetime over all nodes. Matlab fminimax solver is used to
determine the upper bound lifetime performance of a given network config-
uration which we use as a performance benchmark.
(b) A generic framework for designing energy-related cost functions is intro-
duced. Based on the framework, a heuristic routing algorithm DEFL is
proposed which combines cost function based routing and fuzzy logic ap-
proach to improve network lifetime in heterogeneous networks. Appropriate
energy metrics are combined using two fuzzy logic systems and the output
costs are then aggregated to produce the final link cost. A shortest path
method, Bellman-Ford algorithm, is employed to determine the minimum
cost route from any sensor node to the sink node. The performance of the
proposed algorithm is evaluated through simulation and compared with ex-
isting well-known algorithms including Minimum Total Energy (MTE), Flow
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Augmentation (FA), and Minimum Drain Rate (MDR), as well as the upper
bound calculated by the solver. The simulation results demonstrate that
DEFL indeed provides better performance than the evaluated algorithms
in terms of network lifetime and energy balancing property. It consistently
performs very close to the optimal performance obtained by the solver.
Research work carried out during the course of this Ph.D. has resulted in the publica-
tions listed below.
Journals
J.1 R. Al Kiyumi, C. H. Foh, S. Vural, P. Chatzimisios and R. Tafazolli, “Fuzzy Logic-
based Routing Algorithm for Lifetime Enhancement in Heterogeneous Wireless Sensor
Networks”, IEEE Transactions on Green Communications and Networking, 2018.
Conferences
C.1 R. Al Kiyumi, S. Vural, C. H. Foh, and R. Tafazolli, “A distributed Sleep Mecha-
nism for Energy-efficiency in Non-beacon-enabled IEEE 802.15.4 Networks”, in Com-
puter Aided Modelling and Design of Communication Links and Networks (CAMAD),
2015 IEEE 20th International Workshop on. IEEE, 2015, pp. 237-241.
C.2 R. Al Kiyumi, C. H. Foh, S. Vural, and R. Tafazolli, “A Control-theoretic Approach
for Duty Cycle Adaptation in Dynamic Wireless Sensor Networks”, in Computers and
Communications (ISCC), 2017 IEEE Symposium on. IEEE, 2017, pp. 465-472.
1.3 Thesis Organization
The content of this thesis is structured as follows:
Chapter 2 provides a background on wireless sensor networks and their key research
directions. Then, it investigates network lifetime maximization as the main research
problem and reviews different techniques proposed in the literature to improve this
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critical performance aspect. Next, we survey the relevant duty cycling mechanisms
proposed at MAC layer and energy-aware routing algorithms proposed at the network
layer to prolong WSN lifetime. The chapter concludes with summary and motivation.
Chapter 3 presents the proposed distributed sleep mechanism introduced to non-beacon
enabled IEEE 802.15.4. The performance results, obtained by NS-3 simulations, are
provided and the improvements as compared to the original IEEE 802.15.4 protocol
are demonstrated. Also, key observations are discussed and summarized.
Chapter 4 describes the proposed duty cycle adaptation algorithm (CDCA) which is
based on control theory approach. The virtual queue concept is introduced and its
significance is explained. Moreover, the chapter covers the stability analysis of the
proposed controller and the performance evaluation of our mechanism compared to the
state-of-the-art. A brief conclusion is given at the end of the chapter.
Chapter 5 provides a generic formulation of the maximum lifetime routing problem and
recommends a solver algorithm to derive an upper bound that is used as a performance
benchmark. It presents a generic framework for designing energy-related cost functions
and describes our proposed routing algorithm (DEFL), which is based on fuzzy logic
approach. It further demonstrates the performance DEFL achieves in comparison to
existing heuristic routing mechanisms, as well as the upper bound obtained by the
solver. The chapter ends with a brief conclusion.
Chapter 6 concludes the thesis with key results and highlights the main contributions
and achievements. It also discusses the remaining challenges and shortcomings of this
work and recommends future research directions.
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Chapter 2
Background and Literature
Review
The revolutions in communication technologies which began a few decades ago, con-
necting people by means of mobile phones and connecting computers via the Internet,
have started to fade. A new revolution is starting to take shape, related to intercon-
necting many of the objects around us to create an Internet of Things (IoT) [5]. The
IoT will allow collecting useful information about these objects to use them in various
applications. This innovation will be enabled by embedding computing/communication
capabilities into everyday physical objects, making them smart and letting them seam-
lessly integrate within a global infrastructure, paving the way for new services and
applications [6].
One of the most important elements in the IoT paradigm is wireless sensor networks
(WSNs). WSNs provide a virtual layer where the information about the physical world
can be accessed by any computational system. Therefore, these networks are considered
as one of the key enablers to the IoT era.
This chapter provides an overview of wireless sensor networks and its key research
topics. Then, it investigates network lifetime maximization as the main research prob-
lem and reviews different techniques proposed in the literature to improve this critical
performance aspect. Next, we survey the relevant duty cycling mechanisms proposed
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at MAC layer and energy-aware routing algorithms proposed at the network layer to
prolong WSN lifetime. The chapter concludes with summary and motivation.
2.1 Overview of Wireless Sensor Networks
Recent advances in wireless communication and integrated circuits have made available
efficient, low cost, low power miniature devices that can be used in remote sensing
applications.
A wireless sensor network consists of a large number of sensor nodes spatially distributed
over a geographical area for monitoring physical phenomena such as temperature, hu-
midity, vibrations, noise, object motion, the existence of pollutants, and many more.
In addition to sensing, these nodes have basic processing capabilities and make wireless
transmissions to deliver collected data to one or more data sinks, either over a single
hop or over multiple hops. Sink nodes take charge of sending instructions and queries,
collecting data and communicating with other networks (e.g. the Internet).
Let’s consider a sensor network model [7] as illustrated in Fig. 2.1, which is the most
commonly used model in the literature. It consists of one or more sink(s) and a large
number of sensor nodes deployed over a large geographic area (sensing field). Multi-hop
communication paradigm is adopted for data transfer from sensor nodes to the sink.
Sink
Internet
Remote	Control	
Center
User
Sensing
Field
Sensor
Node
Figure 2.1: Typical WSN Architecture.
A typical sensor node includes four basic components: (i) a sensing subsystem for data
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acquisition from the physical surrounding environment, which may include one or more
sensors and analogue-to-digital converters; (ii) a processing subsystem for local data
processing and storage, which includes a micro-controller and memory; (iii) a wireless
communication subsystem for data transmission to a central collection point (sink node
or base station); and (iv) a power supply unit that supplies energy to the device [3].
Figure 2.2 shows the architecture of a typical wireless sensor node as widely assumed in
the literature. Sensor nodes may also include additional components needed for specific
applications such as a location finding system to determine their position.
Radio
MCU
Memory
ADCSensorsDC-DCBattery
Power Supply Subsystem Sensing Subsystem Processing Subsystem
Communication 
Subsystem
Figure 2.2: A typical sensor node.
In addition to the hardware components, a WSN also consists of a communication
stack, which contains the MAC and routing protocols used for communication between
nodes, and a middleware for developing sensor applications, such as an Open Sensor
Web Architecture (OSWA).
With these capabilities, WSNs can support a wide range of applications, such as military
target tracking and surveillance, biomedical health monitoring, hazardous environment
monitoring, smart home/office, smart cities, smart grid, smart transport, industrial
applications, structural monitoring, emergency response among many others [8]. It
is envisaged that WSN will be an integral part of our daily life and will significantly
improve many aspects of how we live.
The era of wireless sensor networks had attracted academic researchers for more than
a decade which resulted in a great expertise in the area and hundreds of published
articles. Various pioneering companies have subsequently emerged, dedicated to WSN
technology, such as Crossbow, Dust Networks, Arch Rock, and Coronis [5]. These com-
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panies acted as a bridge between the academic findings and the industrial needs. These
developments have naturally led to the emergence of standards developing organiza-
tions in the area of short-range low-power low-rate wireless systems. The aim of these
standardization bodies is to create a common understanding of the architecture, pro-
tocols, and functionality of the IoT. Examples of such bodies are IEEE, IETF, HART,
ISA, ZigBee among others [5].
2.2 Research Directions and Trends in WSN
While sensor networks offer countless applications, their design at the same time poses
numerous challenges due to their peculiarities. This has led to a growing interest in
the research area of WSN considering the vital role it is expected to play in IoT and
the Future Internet.
There is a wide range of research topics and trends that are gaining interest in WSN.
This section provides an overview of the key research areas.
Sensor networks based on proprietary or closed systems have limited communication
to the external world. There is the need to use gateways to export WSN data to other
devices connected to the Internet. Therefore, interoperability among heterogeneous
sensing systems and abstraction between low layers and high layers are very impor-
tant challenges. The current trend, however, is to move away from proprietary and
closed standards, to embrace IP-based sensor networks using the emerging stan-
dard 6LoWPAN/IPv6. 6LoWPAN is an IETF standard that stands for IPv6 over Low
power Wireless Personal Area Network. It acts as a simplified gateway between the low
power embedded network and the Internet. It provides neighborhood discovery, header
compression with up to 80% compression rate, packet fragmentation of 1260 byte IPv6
frames into127 byte IEEE 802.15.4 frames and thus direct end-to-end Internet integra-
tion. 6LoWPAN allows native connectivity between WSNs and the Internet, enabling
smart objects to participate in the IoT [9].
Scalability is another challenge for WSN because of the large scale of deployments
and the number of densely deployed sensor nodes needed to seamlessly communicate
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with each other. WSN protocols should be able to dynamically adapt to changes in
node density and topology. Distributed algorithms are more favorable in this respect as
they depend only on local information, thus they have good scalability for large-scale
networks. On the other hand, centralized algorithms generally need global information,
hence they generate extra communication overhead and have poor scalability as the
number of nodes in the network becomes large.
The unavoidable failures of individual nodes and frequent changes in link status increase
the dynamicity in WSNs. These conditions should not jeopardize the proper functioning
of the network. Hence, fault-tolerance is crucial in such networks where ongoing
maintenance is rarely an option.
Even though the amount of data transferred from a single sensor is very limited, the
overall amount of data could be huge due to the large number of sensors and their
frequent interactions. How the Future Internet will handle a big volume of data is
one of the important challenges where a lot of research efforts are directed [9].
Moreover, there is a strong need for security in WSNs in order to guarantee the privacy,
confidentiality, and authenticity of communication. The large number of unattended
devices used in WSNs makes security challenges even greater; on the other hand, the
low complexity of these devices prevents the use of powerful security schemes.
In addition, there are many applications of WSNs have mobility requirements such
as smart transport and logistics. Mobility brings additional challenges to the design of
WSNs and has, therefore, become one of the recent research areas.
As future WSN deployments are expected to support a diverse set of applications,
designing a network that can efficiently support all various applications needs is a
great challenge. Adaptive and highly configurable communication schemes are
highly required to enable this vision.
Additionally, while early WSN research was focusing on monitoring applications as the
main domain, recent WSN research has considered network performance challenges re-
quired to support wider range of applications including real-time and mission-
critical applications. Accordingly, traditional metrics such as response time, relia-
bility and throughput are becoming very critical to the operation of these applications.
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As WSNs deal with battery-operated smart objects, energy efficiency and extend-
ing network lifetime has been the most critical and the most researched aspect in
WSNs. Tremendous research efforts have been dedicated to proposing energy efficient
communication mechanisms and investigating power harvesting and battery charging
techniques. Despite these efforts, this research topic remains active and challenging.
2.3 Lifetime Maximization in WSN
Recent advances in Micro-Electro-Mechanical Systems (MEMS) technology have made
it possible to reduce both the size and the cost of sensors, enabling large and dense
WSN deployments. However, these small and simple sensors have limited energy re-
sources and processing capabilities, as well as short communication ranges. Moreover,
the nature of WSN applications and the scale of deployments have made it neither prac-
tical nor feasible to replace or recharge sensor batteries. Besides, even when battery
replacements are feasible, frequently replacing batteries could prevent wide deployment
of such networks. On the other hand, WSN should have a lifetime long enough to fulfill
the application requirements. In many cases, a lifetime in the order of several months,
or even years, may be required. When sensor nodes deplete their batteries, this re-
sults in coverage holes in the network, i.e. such nodes become non-operational and
can no longer collect data. This also leads to connectivity loss at parts of a WSN, as
communications paths may be broken as a result of node failure events.
Therefore, network lifetime maximization is considered the most critical aspect of WSN
performance. This thesis is concerned with network lifetime maximization as the main
research topic.
There are various alternative definitions of network lifetime that have been considered
in the literature [10]. The decision on which one to adopt is guided by the specific
application, the objective function and the network topology considered. A survey
paper of network lifetime maximization techniques [10] provides a comprehensive list
of different definitions used in the literature. In [11], network lifetime is formulated
as the total amount of time during which the network is capable of maintaining its
full functionality. Whereas the authors of [12], [13] and [14] considered the network
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lifetime as the time instant at which a certain number of nodes in the network depleted
their batteries. This portion of nodes varies depending on the context of the sensor
network. One extreme definition of network lifetime [15], is the time when all the
sensor nodes in the network fully deplete their battery. Meanwhile, the authors of [16]
defined network lifetime, based on coverage and connectivity, as the total amount of
time beyond which either the coverage or the packet delivery ratio falls below a certain
threshold. In [17], the network lifetime is defined as the instant when the first data
collection failure occurred. However, the most commonly used definition of the network
lifetime [17] [18] [19] [20] [21] is the time it takes for the first sensor node to run
out of battery. This is the definition we adopt in our work since we assume that the
sensing capability of the network starts degrading once a sensor node dies.
In order to prolong WSN lifetime, many researchers have exploited several approaches,
individually or jointly, to minimize power consumption in wireless sensor networks.These
approaches include energy saving in the operation of individual nodes, the design of
energy efficient protocols that minimize energy consumption during network activity,
and application-layer techniques that are used to reduce the amount or frequency of
data samples.
Based on the understanding of power consumption breakdown of different node compo-
nents in different operation states, effective energy saving techniques may be proposed.
For example, it has been demonstrated that the energy consumption of the commu-
nication subsystem is significantly higher than that of the processing subsystem. The
energy consumed in transmitting a single bit of information is as much as the energy
needed for executing a few thousands instructions [3]. Therefore, the number of com-
munications should be minimized even at the cost of increasing data processing. In this
respect, WSN communication protocols, which usually account for a large proportion
of energy consumption of a node, must be energy-efficient.
Meanwhile, the energy consumption of the sensing subsystem depends generally on the
sensor type. In most cases, it is negligible with respect to the energy consumed by the
other subsystems. Additionally, since the energy consumed by a node during idle state
is of the same order of magnitude as the energy consumed in reception and transmission
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states, considerable energy saving can be achieved by putting the radio transceiver in
the (low-power) sleep mode whenever communication is not required.
In some cases, it could be possible to scavenge energy from the external environment by
using solar cells, for example. However, current energy harvesting techniques provide
conversion efficiency just between 10% and 30% which is very low. In the future,
improving conversion efficiency could lead to a wider adoption of energy harvesting
techniques. However, even in such a case, energy is a very critical resource and must
be used very sensibly. Therefore, minimizing energy consumption is a key aspect in
designing protocols and systems for WSN.
A comprehensive survey article [8] provides an overview of different approaches pro-
posed in the literature to improve the energy efficiency of wireless sensor networks.
While Energy Efficiency (EE) is essential in WSN, since it minimizes the energy con-
sumption of individual sensor nodes, it does not guarantee even energy dissipation
among all sensor nodes. Uneven energy consumption could result in few sensor nodes
exhaust their energy reserve much faster than others causing network partitioning, dis-
connection and data incompleteness which dramatically reduces the network lifetime.
In WSNs, multi-hop communication is widely adopted to achieve energy efficiency by
ensuring short range transmissions. On the other hand, this mode of communication
may also induce an energy imbalance across a WSN, as multi-hop communication paths
naturally cause an unequal communication load on sensors, especially higher on those
sensors closer to the data sinks. Therefore, Energy Consumption Balancing (ECB) is
an important feature to achieve maximum network lifetime, where ideally all sensor
nodes should consume energy such that they reach the end of their operational lifetime
at the same time. Researchers realized the need for ECB in order for a WSN to remain
fully functional for the maximum possible time period, hence they have proposed dif-
ferent mechanisms to achieve this goal. These mechanisms have been summarized in a
comprehensive survey article [4].
In the following subsections, we present the different techniques proposed in the litera-
ture to achieve both energy efficiency (EE) and energy consumption balancing (ECB)
which are required to maximize WSN lifetime. Figure 2.3 illustrates the proposed
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taxonomy of lifetime maximization mechanisms. These mechanisms can be widely cat-
egorized into four main categories: node deployment mechanisms, energy conservation
and balancing schemes, battery repletion (charging) solutions, and energy mapping and
monitoring mechanisms.
Network	
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Maximization
Node	
Deployment
Sensor	Node	
Placement
Relay	Node	
Placement
Multiple	Sink	
Nodes
Mobile	Sink	
Node
Energy	
Conservation	
and	Balancing	
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Figure 2.3: Classification of Network Lifetime Maximization Techniques.
2.3.1 Node Deployment Mechanisms
The basic idea of these mechanisms is to control sensor nodes or sink node placement
at the deployment stage in order to achieve more uniform energy dissipation across the
network. These mechanisms can be further classified into sensor node placement, relay
node placement, multiple sink nodes, and mobile sink node.
Sensor node placement
In sensor node placement schemes the energy consumption of sensor nodes can be bal-
anced by deploying more sensor nodes in locations where traffic load is relatively high
and energy consumption is relatively intense. There are two types of schemes that can
be used to control the node placement: distance-based or density-based deployment
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techniques [22] [23]. In the distance-based scheme, the sink estimates the number of
forwarding packets required by each node according to its position in the data gathering
tree. Based on the load, the distance between any pair of nodes is estimated. Sensor
nodes adjust the transmission power based on the distance to balance energy consump-
tion. In the density-based scheme, the monitoring area is partitioned into a number
of equal-sized zones. The density of nodes in each zone is then adjusted according to
the load. In any zone, only one of the nodes stays active in turn, while other nodes
go to sleep. Hence, nodes in higher density zones will have more opportunity to sleep
compared to the nodes in lower density zones in order to achieve energy consumption
balancing. The transmission power in this scheme is fixed.
Relay node placement
In order to avoid early network partition, some techniques [24] consider adding some
heterogeneous nodes (relay nodes), which are more powerful than other nodes in terms
of energy and computational capacity, in places where the load is more. Several studies
have investigated the optimal number of relay nodes and their optimal placement to
prolong the network lifetime. Other studies proposed assigning different initial energy
to nodes according to their location and energy consumption rate [25].
Multiple sink nodes
Other mechanisms, such as [26], propose deploying multiple data sinks in different
locations to attain energy balance in the network. The core issues of this scheme are
to determine optimal sink locations and energy balancing routing paths.
Mobile sink node
In networks with a static sink node, premature network disconnections occur due to the
high traffic load on the nodes closer to the sink causing faster depletion of their batteries
compared to other nodes. In order to balance the load between nodes and extend the
network lifetime, some researchers have proposed using a mobile sink node that moves
around the sensing field to collect data from sensor nodes [27]. Since communication
occurs in a single-hop fashion, contention and collisions are reduced and reliability is
generally improved using this technique. However, this scheme is not supported in many
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applications. In addition to the issue of determining the optimal movement trajectory
for the sink.
Although node deployment mechanisms generally provide good distribution of commu-
nication load, they require nodes to be manually placed in a predetermined manner
which might not be feasible in many applications. Additionally, financial cost associ-
ated with these mechanisms can be high, such as in multiple sink nodes and relay node
deployments. Moreover, deployment time optimization needed in these mechanisms is
another issue that limits their applicability.
2.3.2 Energy Mapping and Monitoring Mechanisms
These techniques produce a snapshot of energy distribution in the network and provide
early warnings of network failures so that preventive actions can be taken to prolong
network lifetime [28] [29]. For example, network managers may reconfigure the network
or deploy some additional sensors in the part of the network with low residual energy
to prolong the network lifetime. The main constraint of these techniques is the need for
periodic updates on residual energy levels of all sensors, which may cause extra message
overhead and hence energy inefficiency. On the other hand, decreasing the frequency
of the updates reduces the mapping accuracy. Also, in forecasting-based monitoring,
system convergence may take a long time.
2.3.3 Battery Charging Solutions
Recent studies consider techniques that aim at recharging sensor batteries without
human intervention such as energy harvesting and wireless charging techniques.
Energy harvesting
This technology enables sensors to harvest energy from the surrounding environment
including solar and kinetic energy and convert it to electrical energy which can either be
consumed directly or stored in a buffer for later use [30] [31]. This technique involves
the need for energy prediction schemes and dynamic adjustment of nodes operating
parameters such as transmit power, duty cycles and sampling rate to ensure their power
22 Chapter 2. Background and Literature Review
consumption behavior allows them to last until the next recharge cycle. Therefore,
nodes remain energy limited in between the recharge cycles and hence energy-saving
mechanisms are still needed for their operation. additionally, the variation in the
amount of collected energy among different nodes could lead to uneven distribution of
residual energy. Thus, designing routing protocols that address energy balancing issues
is also applicable when implementing these technologies.
Wireless charging
There are two ways to achieve wireless charging in WSNs: Electromagnetic (EM)
radiation and magnetic resonant coupling [32]. The power efficiency of EM waves drops
rapidly with increase in distance, in addition to the safety concerns active radiation
technology poses to human health. Meanwhile, magnetic resonant coupling provides
higher efficiency within a range of several meters and therefore it is a more promising
technology. In future wireless networks, the concept of energy cooperation is envisioned
to enable nodes to share energy between neighbors [8].
2.3.4 Energy Conservation and Balancing Schemes
This category covers the most generic and applicable mechanisms; since it does not
have the limitations of all other mechanisms. For example; (i) the feasibility of node
deployment mechanisms is limited by type of application, cost, and deployment time
optimization requirements, (ii) the energy mapping mechanisms is limited by the avail-
ability of energy monitoring solutions and network managers to consider network re-
configuration possibilities, (iii) the effectiveness of battery charging solutions is limited
due to the low conversion efficiency of current energy harvesting techniques. In fact,
even when all above mechanisms exist in a WSN, they will not render energy saving
and energy consumption balancing techniques unnecessary in the foreseeable future.
This category of mechanisms can be further subdivided into five main categories: phys-
ical layer, MAC layer, network layer, application layer and cross-layer approaches. Fig-
ure 2.4 illustrates the proposed taxonomy.
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Figure 2.4: Classification of Energy Conservation and Balancing Schemes.
2.3.4.1 Physical Layer Schemes
A number of physical layer techniques have been proposed by researchers to reduce
energy dissipation in the radio module such as modulation optimization, transmission
power control, directional antennas, cooperative communication schemes and energy-
efficient cognitive radio.
Modulation optimization
This technique is concerned with the optimal modulation parameters that can lead
to the minimum energy consumption of the radio. Researchers study the trade-off
between the constellation size (number of symbols), the information rate (number of
information bits per symbol), the transmission time, the distance between the nodes
and the noise [33] [34].
Transmission Power Control (TPC)
This physical layer approach has been considered to improve energy efficiency by ad-
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justing the radio transmission power based on the distance to next hop node [35] [36].
However, this strategy has other effects on delays, link quality, interference and con-
nectivity which should be taken into account when proposing TPC.
Directional antennas
Directional antennas enable signals to be transmitted and received in one direction
at a time which enhances transmission range, improves throughput, limit overhearing
and require less power for a given range [37] [38]. However, problems such as signal
interference, antenna adjustment, and deafness problems have to be addressed [39].
Cooperative communication
These schemes exploit several single-antenna devices which collaborate to create a vir-
tual multiple antenna transmitter. They utilize the broadcast nature of the channel to
involve the overhearing nodes in the data retransmission in order to combat multi-path
fading and shadowing and improve the received signal quality [40]. Researchers show
that virtual MIMO (Multiple Input and Multiple Output) systems can provide better
energy savings over certain transmission range [41] [42].
Energy-efficient cognitive radio
A cognitive radio (CR) can dynamically select a communication channel and adapt its
transmission and reception parameters accordingly. However, due to the increased com-
plexity involved in its operation, CR requires significant energy consumption compared
with conventional radios [43]. Recent CR studies focus on designing energy-efficient
cognitive radio sensor networks which include transmitter power control [44], residual
energy-based channel assignment, and combining network coding and CR.
2.3.4.2 Application Layer Schemes
This category of solutions aims at reducing the amount of data to be delivered to the
sink through the elimination of unneeded samples and the reduction of sensing tasks.
These techniques include data aggregation, data compression, and adaptive sampling.
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Data aggregation
Using this scheme, nodes perform data fusion to reduce the amount of data forwarded
towards the sink. For example, nodes can re-transmit only the average or the minimum
of the received data. On the other hand, these techniques may compromise the accuracy
of the collected data. A detailed survey of data aggregation techniques can be found
in [45] and [46].
Data compression
Data compression aims at improving energy efficiency by reducing the number of bits
needed to represent the original message. As the packet size becomes smaller, the
transmission time will be reduced. Due to resource limitations of sensor nodes, specific
compression techniques are needed which adapt to the computational capabilities of
the nodes. Compression algorithms designed for WSNs are surveyed in [47].
Adaptive sampling
This technique is used to eliminate unneeded samples by adjusting the sampling rate
at each sensor while ensuring that application needs are satisfied in terms of coverage
and information precision. For example, in human activity monitoring applications,
the data acquisition frequency can be adjusted in accordance with user activity [48].
2.3.4.3 MAC Layer Schemes
Duty cycling (sleep/wakeup) schemes are employed at MAC layer to save node energy
by putting the node radio in low power sleep mode when the node is in an idle state.
Duty cycling reduces significantly the energy consumption of sensor nodes as, ideally,
it keeps nodes active only when there is network activity. Actually, it is the most
effective approach to energy conservation. However, it induces sleep latency as a node
must wait for the receiver node to be awake. Protocol parameters such as sleep and
active periods can be fixed at the deployment stage for simplicity which also leads to
a lack of flexibility. However, these parameters can be dynamically adjusted in order
to improve the protocol adaptation to traffic load conditions while optimizing energy
savings.
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Energy-efficient MAC protocols can be classified into four categories: schedule based,
synchronous, asynchronous, and on-demand wakeup protocols.
In our work, we focus on duty cycling schemes which represent the most suitable tech-
nique for energy saving. More details of these schemes are provided in the next section.
2.3.4.4 Network Layer Schemes
Many network layer approaches have been proposed in the literature with the main aim
of achieving energy efficiency while also ensuring even distribution of the communication
load among all sensors so that energy consumption is balanced and network lifetime
is maximized. These mechanisms include clustering techniques, energy-aware routing,
network coding, operation scheduling, and topology control.
Clustering techniques
Clustering techniques are used to enhance energy efficiency as the transmission power
required to communicate with the cluster head (CH) inside the cluster is less. Addition-
ally, the number of transmissions is reduced by performing fusion at the CH. Nodes that
are members of a cluster are turned-off while the CH is forwarding aggregated packets
to other CHs or to the sink node. Moreover, intra-cluster load balancing is achieved
by rotating the cluster head role among all sensors within the cluster. Inter-cluster
load balancing is achieved by distributing the communication load in different ways so
that all CHs consume energy equally. A survey of clustering algorithms proposed for
wireless sensor networks can be found in [49]. Clustering techniques generally improve
network scalability. However, they are applicable only in dense network deployments
and they incur high overhead in the cluster head election and rotation mechanisms.
Moreover, since CHs utilize multi-hop communication to send data to the sink, CHs
closer to the sink deplete their energy much faster. Unequal clustering addresses this
problem by having different cluster sizes according to their location with respect to the
sink [50] [51] [52]. Hence, clusters closer to the sink should have a smaller size in order
to reduce the intra-cluster communication energy consumption and compensate for the
high inter-cluster energy consumption. While CHs farthest away from the sink should
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have the largest size due to their light inter-cluster load. Although unequal clustering
algorithms are good in prolonging network lifetime, they cannot provide full ECB due
to the many to one traffic pattern of WSN.
Topology control
This scheme exploits redundancy in nodes deployment and minimizes the number of
active nodes in order to prolong the network lifetime while maintaining network oper-
ations and connectivity. Nodes that are not required for ensuring connectivity can go
to sleep and save energy. Topology control protocols dynamically adapt the network
topology based on the application’s requirements and aim to find the optimal subset
of nodes that guarantee connectivity.
Topology control techniques manage the transmission power of nodes to construct the
required topology. In addition, it deals with the state of the nodes (active or sleeping)
and the role of the node (sensing only or sensing and forwarding). Transmission power
control aims at optimising a single wireless transmission, whereas topology control is
a wider concept that controls the topology of the graph. These mechanisms result in
energy inefficiency when nodes in the far field send data on a longer distance to balance
load in the network.
Topology control protocols can be classified into location-driven and connectivity-driven
protocols. A detailed survey on existing topology control protocols in wireless sensor
networks is available in [53] and [54].
Network Coding (NC)
Network coding is a network layer technique to improve transmission efficiency. This
technique is used to reduce the traffic in broadcast scenarios. A linear combination
of multiple packets is sent instead of sending a copy of each packet. NC exploits the
trade-off between computation and communication since communications are slower
and more power hungry compared to computations. AdapCode [55] is an example
of adaptive network coding protocol where each node sends one message for every N
messages received. It enhances reliability by adapting N to the node density to ensure
successful recovery of original packets.
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Operation scheduling
These mechanisms can be implemented to achieve ECB by sleep scheduling and task
assigning according to the level of residual energy in sensor nodes while ensuring the
monitoring area is covered [56] [57]. While these mechanisms are good in saving energy,
they cannot achieve a full ECB. In addition, the coordination of sleep and operation
time is their main issue.
Energy-aware routing
Energy-aware routing algorithms aim at avoiding early power depletion of sensor nodes
while making routing decisions. In achieving this goal, routing algorithms should con-
sider not only energy efficiency but also the amount of energy remaining in each sensor.
As these protocols require frequent updates of residual energy of neighboring nodes,
the overhead of message exchange causes energy inefficiency which is the main issue in
energy-aware routing mechanisms.
Some of the proposed routing algorithms consider energy as a routing metric in the
calculation of the best route and select the next hop based on its residual energy. The
key challenge in this technique is the design of the cost function used in the calculation
of a link cost.
Other existing approaches utilize computational intelligence techniques such as genetic
algorithms, ant colony, bee colony, fuzzy logic, and so on to obtain optimized routing
decisions based on energy-related inputs.
An extensive overview of energy-aware routing protocols is available in a number of
published survey articles such as [58], and [59].
In addition, multipath routing techniques enable the switching of forwarding nodes in
order to balance energy among nodes. Multiple node-disjoint paths are obtained using
a cost function, which depends on the energy levels of the nodes, and traffic rate is
allocated to each selected path. Multipath routing enhances network reliability and
enables the network to recover faster from a failure. A recent survey of multipath
routing protocols for WSNs can be found in [60].
Network layer mechanisms are generally easy to deploy since they are generally applica-
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ble without additional requirements. In topology control, however, nodes should have
power adjusting capabilities which may not be feasible always. Both clustering and
topology control techniques are only applicable in dense sensor networks and cannot
be used in sparse networks. Additionally, clustering techniques incur high overhead in
the cluster head election and rotation mechanisms.
Furthermore, global ECB cannot be fully realized by these techniques due to the many
to one communication pattern that is unavoidable without using node deployment
mechanisms.
In our work, we study energy-aware routing as the most commonly deployed technique
for energy consumption balancing. More details of these schemes are provided in Section
2.7.
2.3.4.5 Cross-layer Techniques
Cross-layer design has gained significant attention in recent WSNs research studies.
Using this approach, different layers of the protocol stack integrate and share informa-
tion to enhance network performance and maximize the lifetime. Joint optimization
strategies are proposed by numerous studies, some examples of such works are provided
here.
In [61], a joint optimization of MAC and network layer is investigated and a distributed
solution is provided based on the dual decomposition of the corresponding linear pro-
gramming problem. In addition, routing and sleep scheduling are jointly optimized
in [62], where the authors demonstrate the performance improvements achieved by
doing the optimization jointly compared to schemes that separately optimize either
routing or sleep scheduling. In [63], a mixed integer convex optimization framework is
proposed for joint optimization of three layers; physical, MAC and network layers.
A framework is proposed in [64] for jointly optimizing the routing algorithm and sink
mobility in order to maximize the network lifetime.
Hua and Yum [65] aim to jointly optimize data aggregation and routing in order to
maximize network lifetime. However, a static network topology is assumed in this
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study which may not be optimal in achieving energy consumption balancing over time.
Al-Karaki et al [66] propose GRASS (Grid-based Routing and Aggregator Selection
Scheme) which aims to maximize the network lifetime by jointly addressing the cluster-
based routing problem with application specific data aggregation.
A study in [18] considers the link, MAC and routing layers to maximize the lifetime.
The authors have considered TDMA for channel access in this work and proposed
their own routing scheme in addition to a generic multilevel modulation to alleviate
interference among nodes.
A data gathering protocol Dozer [67] jointly considers MAC, topology control and
routing to achieve energy savings. It employs a tree-based structure for data routing,
coordinates sleep schedules of the nodes and achieves low duty cycles.
In [68], the authors use a fuzzy logic system to coordinate the physical layer, data-link
layer, and application layer for cross-layer design; the ground speed, average delay,
and packets successful transmission ratio are selected as antecedents for the fuzzy logic
system.
A more recent study [69] investigates integrated mathematical models and proposes
algorithms for topology control and routing, along with multiple sinks consideration
and a generalized aggregation approach.
In [70], the authors propose an energy-effective cross-layer routing protocol for wireless
sensor networks based on fuzzy logic. In this protocol, for minimizing the consumed
energy and maximizing the network lifetime, the algorithm takes the remaining battery
reserve capacity, the link quality, and the transmission power of the neighbor nodes into
consideration to select the next hop relay nodes, dynamically.
A survey article on cross-layer solutions [71] provides a review on different approaches
proposed in the literature.
2.4 Energy-aware MAC Protocols for WSN
Since the energy-constrained sensor nodes are expected to operate for a number of
months or even years, energy efficiency has become the main criteria in the design of
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WSN protocols. The major power consuming component of a node is its radio, which
is controlled by the MAC protocol. Therefore, the MAC protocol plays a major role
in extending the lifetime of a sensor network. Moreover, since the MAC protocol also
controls how nodes access the wireless channel, it can be designed to reduce collisions
and increase throughput. Therefore, designing an efficient MAC protocol is of great
importance in order for a WSN to provide high throughput in an energy efficient way.
While efficient data delivery does not have the highest priority in the design of WSN
MAC protocols, the recent demands for WSNs to support multiple applications, which
may generate real-time, multimedia and bursty traffic, call for more attention to be paid
to the data delivery performance aspects in the protocol design. Achieving the right
trade-off between energy efficiency and data delivery performance is a major challenge
in MAC protocol design.
To save energy at MAC layer, duty cycling is widely adopted in WSNs. Using this
technique, each node alternates between sleep and active states. Two nodes can com-
municate only when they are both active. Duty cycling is the most important of all the
“green” techniques because; (i) it is the most effective technique in terms of attainable
energy savings [3], (ii) it has been thoroughly implemented in WSNs (i.e. it is included
in the two main operating systems, TinyOS and Contiki), and (iii) it may be imple-
mented in conjunction with other techniques such as data aggregation, transmission
power control or energy-aware routing [72].
Extensive research has been carried out to propose energy efficient MAC protocols
suitable for resource-constrained sensor nodes. Several survey papers are available in
the literature and provide comprehensive studies of different categories of MAC proto-
cols [73] [74] [75]. In this section, we provide an overview of different MAC proposals,
mainly focusing on duty cycling and power management aspects rather than the chan-
nel access methods. We classify the most common MAC protocols in accordance with
the synchronization between nodes into schedule based, synchronous, asynchronous,
and on-demand wakeup protocols. In the next section, we provide an overview of the
IEEE 802.15.4 MAC protocol.
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2.4.1 Schedule-based MAC Protocols
This category of protocols requires the exchange of global synchronization information
to achieve sufficient level of synchronization throughout the network. These protocols
generally use Time Division Multiple Access (TDMA) for channel access.
In TDMA-based MAC protocols, time is divided into frames and each frame consists of
a number of time slots. Using a scheduling algorithm, often run at a central coordinat-
ing node, nodes are assigned a certain number of slots per frame during which nodes
are active and perform packet transmission and reception. Hence, TDMA schemes
naturally enable duty cycling on sensor nodes.
TRAMA (TRaffic Adaptive Medium Access) [76] aims at increasing channel utilization
through adaptive slot assignment. It divides time into two periods, a random access
period that is used for slot reservation and scheduled access period used for data trans-
mission. Only nodes that have data to send will reserve slots while other nodes that
will not participate in the communication will be put in sleep mode. TRAMA uses a
distributed election mechanism to assign time slots to nodes. Every node gets a priority
to become the owner of a specific slot. Unused slots can be advertised by their owners
to be re-used by other nodes.
FLAMA (FLow-Aware Medium Access) [77] is derived from TRAMA and optimized
for periodic monitoring applications characterized by stable traffic flow. FLAMA starts
by setting up flows and then it uses a pull-based mechanism to transfer data only after
being requested.
A Lightweight Medium Access Control protocol (LMAC) [78] is proposed to reduce
complexity and protocol overhead. In LMAC, data packets are not acknowledged and
the slot assignment is done using a binary mask of the occupied slot and a random
selection of free ones. However, the need for a fixed frame length that has to be
specified prior to deployment is the main issue with this approach. Therefore, an
Adaptive Information-centric LMAC (AI-LMAC) is proposed in [79] to tailor the slot
assignment to the actual traffic requirements. Based on its bandwidth demand, a node
searches for free slots and takes up available slots. However, using this mechanism there
is no guarantee that a node can grab enough slots to meet its desired bandwidth.
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There are other MAC proposals to improve channel utilization of TDMA under low con-
tention. For example, Z-MAC [80] incorporates Carrier Sense Multiple Access (CSMA)
into TDMA. It switches the protocol behavior between TDMA and CSMA depending
on the level of contention in the network. In most of the literature, this protocol is
classified as hybrid MAC protocol. For data gathering applications, TreeMAC [81]
maximizes throughput at the sink by utilizing the data gathering tree structure to tune
the slot assignment algorithm instead of fair assignment. PMAC (Pattern MAC) [82]
is another protocol that takes traffic load into consideration. The sleep/active schedule
of a node is represented by a pattern. Patterns of different nodes are exchanged at the
end of each time frame. Hence, the adaptivity to traffic load comes with this additional
overhead.
Schedule-based MAC protocols exhibit high capability to coordinate transmission and
hence reduce idle listening and collisions at the same time. Also, they generally pro-
vide high energy efficiency as nodes turn on their radios only during their assigned time
slots and sleep for the rest of the time. On the other hand, the need for strict global
synchronization adds complexity as it usually incurs extra hardware and/or a signifi-
cant amount of control messages. In addition, schedule-based protocols have limited
flexibility and scalability. They are not able to cope with the frequent topology changes
encountered in real WSN deployments. Moreover, their performance deteriorates in low
traffic conditions. All the above drawbacks limit their applicability in real networks.
However, the adoption of these protocols will not introduce additional overhead when
used in applications that require time synchronization to generate a spatial-temporal
correlation between reports obtained from multiple sensors. Also, these MAC protocols
may be suitable for small-scale networks such as wireless body area networks (WBANs)
where network structures are relatively constant.
2.4.2 Synchronous MAC Protocols
The basic idea behind this approach also called scheduled rendezvous or common active
period, is that each node wakes up at the same time as its neighbors by means of local
synchronization mechanism. Nodes wake up according to a wakeup schedule and remain
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active for a short time interval to communicate with their neighbors. Then, they go to
sleep mode until the next rendezvous.
S-MAC (Sensor-MAC) [83] is a well-known MAC protocol that adopts a synchronous
scheme. Nodes coordinate their sleep/wakeup periods by exchanging sync packets.
Each node listens to the channel for a certain amount of time to receive any schedule
from other nodes. It either follows a schedule from its neighbor if it hears one, or estab-
lishes its own schedule and broadcasts it. Nodes using the same schedule form a virtual
cluster. If a node receives a different schedule after setting its own schedule, it adopts
both schedules and hence wakes up at times of both schedules in order to bridge com-
munication between two virtual clusters. Each cluster follows an independent schedule
which compromises three periods: SYNC, DATA, and SLEEP. At the beginning of the
SYNC periods, all nodes that belong to the same cluster wake up to exchange sync
packets. Then, nodes with data to send, contend to exchange Request-to-Send (RTS)
and Clear-to-Send (CTS) frames during the DATA period. Nodes that are not partic-
ipating in the communication, go to sleep at the start of SLEEP period; other nodes
return to sleep once they finish transmission of data packets and acknowledgments.
Since in each cycle a packet can be forwarded by only one hop, this scheme results in
high latencies in multi-hop environments which is referred to as sleep delay, i.e. a node
must wait until the receiver wakes up before it can forward a packet [3]. The long sleep
delay makes S-MAC inappropriate for applications with delay constraints.
Adaptive listening [84] is introduced into S-MAC to overcome this deficiency. A neigh-
bor node can overhear the RTS and CTS of current transmission and therefore wakes up
at the end of the transmission. If the node is the next hop, its neighbor can forward the
data packet to it immediately instead of waiting for the next cycle. The improvement
achieved by adaptive listening is limited as the packet can now be forwarded by at most
2 hops per cycle. This small benefit is at the cost of increased energy consumption, as
all overhearing nodes will wake up not just the target receiver.
In addition, S-MAC is not flexible since the active and sleep periods are fixed and
cannot adapt to variations in traffic load and/or network topology. The authors of [85]
propose Timeout MAC (T-MAC) which is an enhanced version of S-MAC designed
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to cope with variable traffic load. Instead of fixing the length of the active period,
T-MAC dynamically switches off a node’s radio whenever traffic activity ceases. This
design aims to achieve an optimal duration of active periods under variable traffic load
conditions. While this scheme improves energy efficiency and throughput, it results
in the early sleep problem which occurs when a node goes to sleep before a neighbor
forwarded the traffic to it. The authors addressed this problem at the cost of increased
complexity. DSMAC [86] is another synchronous MAC protocol that changes duty
cycle dynamically. It proposes doubling the node’s duty cycle as traffic increases in the
neighborhood. This method reduces latency when the traffic load increases.
For data gathering applications, where data packets are delivered from multiple source
nodes to a sink, the data flow is interrupted due to the aforementioned sleep delay.
The authors of [87] called this problem the Data Forwarding Interruption Problem
and proposed a staggered scheme- DMAC [87]- to solve this problem. In DMAC, the
underlying data gathering tree is utilized and the active/sleep schedules of nodes are
staggered (in a ladder pattern), according to the nodes depth in the tree, to allow
the data packets to flow continuously towards the sink. The active periods of nodes
belonging to adjacent levels must be partially overlapped to allow nodes to communicate
with their children and parents. Besides, DMAC is considered an adaptive mechanism
that dynamically adjusts the duration of the active period based on the traffic load
offered to a node. This adaptive feature of DMAC minimizes the energy consumption
and provides a lower average packet delay with respect to a fixed staggered scheme.
The staggered wakeup pattern explained above is called backward staggered pattern
as it improves packet delay in the backward direction i.e. from leaf nodes to the sink.
In real networks, this pattern is commonly used in practice as most data flows are
from sensor nodes to the sink. However, in query based sensor applications, data flow
from sink to source nodes. Therefore, a forward staggered pattern is also defined as in
Q-MAC [88] to facilitate downlink flows carrying queries from the sink to source nodes.
Moreover, since backward staggered scheme would not be a good fit for configuration
traffic that flow downstream, CUPID [89] proposes a bidirectional staggered scheme to
address packet delay of both upstream and downstream traffic.
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The staggered schemes offer several advantages over the other synchronous protocols.
Although overlapped, active periods of nodes at different levels in the data gathering
tree are not fully synchronized. Hence, at any given time, only a subset of nodes in the
network will be active which reduces the channel contention and number of collisions.
Also, the active period of each node can be shortened resulting in better energy saving.
The synchronization requirement of staggered schemes is less strict than that of S-MAC.
Additionally, these schemes allow parent nodes to receive data from all their children
before forwarding such data to their own parent. Hence, data received from children
can be filtered and aggregated.
In order to improve energy savings, the active period should ideally be as low as pos-
sible. Meanwhile, since nodes located at different levels of the tree manage different
amounts of traffic, the size of active periods should be adjusted accordingly. In ad-
dition, topology changes and variations in traffic pattern are common in most WSN
deployments. Therefore, the active period of nodes should be dynamically adapted to
such conditions.
The major advantage of synchronous protocols is that when a node is awake, all its
neighbors are guaranteed to be awake as well. This, however, demands nodes to be syn-
chronized in order to wake up at the same time. Unlike schedule-based MAC protocols,
these schemes neither require global synchronization nor they need strict time synchro-
nization. Moreover, compared to schedule-based protocols, synchronous protocols are
more robust and scalable and can easily adapt to traffic conditions. In addition, these
schemes are suitable for data aggregation and can easily support broadcast traffic.
The main drawback of these contention-based protocols is that their energy consump-
tion is higher than TDMA-based MAC protocols due to contention and collisions.
Furthermore, nodes become active at the same time and try to transmit simultane-
ously causing a large number of collisions. The issue of fixed sleep and active periods
of S-MAC scheme was later addressed in T-MAC, which allows nodes to turn off their
radios when no activity is detected for at least a timeout value. In addition, these
protocols introduce sleep delay which can be very high in multi-hop networks. Many
efforts have been made to reduce this delay. Utilizing data gathering tree structures,
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researchers propose a staggered wakeup schedule to enable a continuous flow to the
sink. Additionally, the delay can be reduced by dynamically increasing the duty cycles
of nodes on the active routing paths. Adaptive mechanisms have been proposed for this
category of protocols to dynamically adapt their active periods to variations in traffic
pattern and/or network topology.
Many routing protocols build a data-gathering tree (or routing tree) rooted at the
sink node. Some sleep/wakeup schemes take advantage of this network structure by
sizing active periods of different nodes according to their position in the tree. Nodes
position might change over time either due to topology changes or due to the periodic
computation of active routing paths needed to achieve load balancing among nodes. In
networks with static nodes, the routing tree is supposed to remain constant within the
update period.
2.4.3 Asynchronous MAC Protocols
Synchronization of sensor nodes in multi-hop wireless networks has generally proven
to be complex and costly to implement. It often requires extra processing capabilities
and/or extra hardware to achieve. In addition to the frequent control overhead that
utilizes bandwidth and drains precious energy to transmit. In response to that, re-
searchers investigate asynchronous schemes in which nodes need not to agree on time
references. Instead, asynchronous schemes allow each node to choose its active schedule
independently of other nodes but have to find efficient ways to establish communication
between any two neighbor nodes.
Preamble sampling is an early technique proposed to reduce idle listening and achieve
low duty cycle in low traffic WSN applications. In this method, every node goes to
sleep asynchronously and wakes up periodically for a short duration to sample the
channel and detect any activity. If the channel is idle, the node returns back to sleep
immediately. Otherwise, it will stay awake to receive the data packet. The sender node
precedes its data with a long preamble, that is at least as long as the channel sampling
interval, to ensure that all potential receivers can detect the preamble and receive the
subsequent data packet. Based on this technique, B-MAC (Berkeley MAC) [90] is
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proposed where CSMA is also used for channel access. However, B-MAC introduces an
outlier detection method instead of the initial thresholding method in order to improve
the quality of Clear Channel Assessment (CCA) and reduce the number of false positives
(i.e. channel is active). A large number of false positives incurred using thresholding
lowers the effective channel bandwidth and reduces energy efficiency. B-MAC referred
to its improved preamble sampling as Low Power Listening (LPL).
This scheme is generally suitable for low traffic applications where the overhead incurred
by occasional data transmissions is not too high and channel contention is not severe.
The short channel sampling duration enables this technique to achieve low duty cycles.
However, the achievable throughput can be limited due to the long preamble that
occupies the channel and prevents neighboring nodes from transmission. Additionally,
unintended receivers are unable to find out that the packet is not destined for them
until the end of the long preamble transmission. This results in energy waste, due to
excessive overhearing, that is proportional to the node density.
Subsequent proposals aim to improve the preamble sampling scheme by introducing
short preamble techniques (packetization). In X-MAC [91], a train of short packets is
used to substitute the long preamble. These short packets have short gaps between
them, thus they are interruptible, allowing the target receiver to reply with an early
acknowledgment and terminate the preamble transmission. Moreover, these short pack-
ets may carry the receiver address so that non-target nodes can return to sleep and
minimize unnecessary overhearing. Other protocols, such as DPS-MAC [92] and MH-
MAC [93], also include timing information about when the data transmission will begin.
The target receiver goes back to sleep and wake up later to receive the data. Further-
more, neighboring senders that fail the channel contention can go back to sleep as they
know when the current transmission will end. These techniques, however, incur more
energy consumption in channel sampling as the channel sampling duration must be
larger than the gap between two short packets.
Receiver-initiated transmission is another asynchronous technique. While in preamble
sampling, the sender initiates the transmission by signaling that it has data to send,
in receiver-initiated methods, the sender waits for a periodic beacon from the target
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receiver and transmit its data once the beacon is detected. Low Power Probing (LPP)
was initially devised for configuration traffic and described in [94] as a method to
distribute data from the sink to sensor nodes. Every node wakes up periodically and
sends a beacon, then goes back to sleep unless it receives an acknowledgment (i.e. stay
awake signal). RI-MAC [95] is an asynchronous protocol that uses receiver-initiated
communication as the main solution for a wide range of traffic rates and types.
The advantage of the receiver-initiated design is that the channel is available for use
until the target receiver is ready to receive which improves channel capacity compared
to preamble sampling. As in preamble sampling, the transmitter carries the burden of
high energy expenditure as it has to stay active until the intended receiver broadcasts
its beacon.
When a node broadcasts a beacon, multiple nodes may respond with a data packet
causing a collision. RI-MAC employs an efficient collision resolving mechanism in
which the beacon is reused and back-to-back data transmission is permitted. However,
since contentions are synchronized by each beacon, collision remains the main issue
that limits the throughput. RC-MAC [96] utilizes the data gathering tree structure to
schedule the transmission of multiple nodes in order to reduce collisions in receiver-
initiated techniques.
In dense network deployments, nodes can go to sleep and wake up in a completely
random way, since the probability that there will be enough active nodes at any point in
time is high. RAW (Random Asynchronous Wakeup) protocol [97] is based on this idea.
In fact, RAW protocol consists of a random wakeup scheme combined with a routing
protocol. The routing protocol follows geographic routing mechanism, except that in
geographic routing the packet is sent to a neighbor that is closest to the sink, while in
RAW the packet is forwarded to any active neighbor in the forwarding candidate set.
The scheme proposed in RAW determines the active period of a node to be inversely
proportional to the number of its neighbors. Therefore, the network should be very
dense for RAW to work reliably and achieve adequate energy savings.
Asynchronous MAC schemes are generally easier to implement as they do not require
any kind of synchronization among nodes. In addition, they can ensure connectivity
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even in dynamic network scenarios where synchronous mechanisms become less effec-
tive. However, the asynchronous schemes usually result in higher duty cycles for nodes
than their synchronous counterparts and thus provide lower energy efficiency. More-
over, they are unable to support broadcast traffic.
The synchronous and asynchronous protocols are the most commonly used approaches
due to their greater applicability, scalability and better adaptation to traffic condi-
tions. In addition, they generally introduce a lower delay than TDMA-based protocols.
However, a room for improvement still exists to improve their energy efficiency by the
careful design of the duty cycle adaptation mechanism. Moreover, the synchronization
mechanisms used in synchronous protocols may be further simplified where synchro-
nization information could be embedded in the payload or ACK packets without the
need for a separate protocol or additional control overhead.
2.4.4 On Demand Wake-up Protocols
The idea of on-demand schemes is that a node should wake up only when it has to
transmit or receive a packet to/from a neighboring node. These schemes use two radios
to separate the data transmission channel from the wake-up channel. The radios often
have different performance and energy features i.e. a low rate and low power radio is
used for wake-up signaling, while a high rate and more power hungry radio is used for
data transmission.
The secondary radio, generally called wake-up radio, listens to a wake-up signal and
sends an interruption to the CPU to activate the primary (or data) radio. The on-
demand scheme is generally suitable for event-triggered sensing applications. In such
applications, sensors are in monitoring state for most of the time and as soon as an
event is detected sensors change into data transfer state. The drawback of this scheme
is the added cost of a second radio, which is limited as the cost of the radio system
is very low compared to the cost of the entire node. Another issue with this category
of protocols is the possible mismatch between the coverage of the two radios. Sparse
Topology and Energy Management (STEM) [98] employs on demand wake-up scheme,
however, to avoid issues associated with different transmission ranges, the wake-up
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radio used is a regular radio instead of a low power radio. It, therefore, applies an
asynchronous duty cycle scheme on the wake-up radio to limit energy consumption.
Each node turns on its wake-up radio periodically. When a target node receives a
beacon, sent by a source node on the wake-up channel, it replies back with a wake-up
acknowledgment and turns on its data radio. Then, the transmitter sends the data
via its primary radio. This approach is referred to as STEM-B. The authors propose
another approach, STEM-T, in [99] that uses a wake-up tone, instead of a series of
beacon packets used in STEM-B, which awakes all nodes in the neighborhood of the
sender. Using this approach, the time between successive active periods must be very
large to achieve a low duty cycle on the wake-up radio which unfortunately results in
a large wakeup latency. A Pipelined Tone Wake-up (PTW) [100] scheme is proposed
to achieve a trade-off between energy efficiency and wake-up latency. In PTW, the
duration of the wake-up tone is long enough to be detected by the receiver that wakes
up periodically. Also, the wake-up signal is pipelined with the packet transmission in
order to reduce the wake-up latency. Another approach to minimize wake-up latency is
to use a low power radio for the wake-up signal and keep it on stand-by continuously so
that it wakes up the data radio as soon as a wake-up signal is received. The drawback
of this approach is that the transmission range of the wake-up radio is significantly
smaller than that of the data radio. A node may not be able to wake up a neighbor
node that is within its data transmission range. To avoid the use of a second radio and
to eliminate the additional power consumption associated with it, a Radio-Triggered
Power Management scheme is investigated in [101]. The idea of the proposed scheme
is to use the energy contained in wake-up messages or signals to activate the sensor
node. A similar approach is used in active Radio Frequency IDentification (RFID)
systems. An extra hardware component, a radio-triggered-circuit, is needed to capture
the energy from the wake-up signal and use it to trigger an interrupt for the node to
wake up. This approach has a limitation related to the maximum distance from which
the wake-up message can be sent.
The on-demand wake-up approach is ideal for maximizing energy savings as nodes are
active only for the short duration needed for data communication. Also, the wake-up
latency associated with this approach is generally reasonable. On the other hand, the
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adoption of radio triggered wake-up scheme is almost always impractical due to the
distance limitation (only a few meters). In addition, considering a second radio for
wake-up purpose, although suitable for event detection applications, incurs extra cost
and it is not readily shipped with common sensor platforms.
2.5 IEEE 802.15.4 MAC Protocol
The IEEE 802.15.4 standard [102] defines the physical (PHY) layer and Medium Access
Control (MAC) sub-layer of the OSI protocol stack for Low Rate Wireless Personal Area
Networks (LR-WPANs). Two basic network topologies are supported by the standard:
the star topology, which is formed around a node acting as the PAN coordinator, and
the peer-to-peer topology, where each device is able to form direct links to other devices.
IEEE 802.15.4 MAC operates in two alternative communication modes: beacon-enabled
and non-beacon-enabled.
2.5.1 Beacon-enabled Mode
In the beacon-enabled mode, a superframe structure is used, where time is divided
into time-slots and a slotted CSMA/CA is used for channel access. To achieve correct
operation, nodes must be synchronized in time. In WPAN networks, a central node
known as PAN coordinator transmits periodic synchronization beacons so that other
nodes can align their timing with the PAN coordinator’s clock. The duration between
successive beacons is known as the Beacon Interval (BI), which is divided into: (i) an
active period, also referred to as a Superframe Duration (SD) during which all nodes
have their transceivers turned on, and (ii) an inactive period. Tuning the length of the
active and inactive periods allows to dynamically adjust the duty cycle.
The SD is further divided into (i) Contention-based Access Period (CAP), where net-
work nodes use the slotted version of the CSMA/CA algorithm to contend for channel
access, and (ii) an optional Contention Free Period (CFP), where the channel access oc-
curs in TDMA style by using a number of Guaranteed Time Slots (GTSs) pre-assigned
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to individual nodes. The CFP period is used by low-latency applications or applications
requiring specific data bandwidth.
The relation between the SD and the BI defines the duty cycle of the network.
Two MAC parameters, namely the Superframe Order (SO) and the Beacon Order
(BO), are commonly used by the PAN coordinator to calculate SD and BI, respec-
tively. These parameters are broadcasted by the coordinator via a beacon to all
nodes. They are defined as follows: BI = aBaseSuperframeDuration ∗ 2BO and
SD = aBaseSuperframeDuration ∗ 2SO, for 0 6 SO 6 BO 6 14,
where, aBaseSuperframeDuration is a constant predefined by the standard as 960 sym-
bols denoting the minimum length of the superframe. Each symbol corresponds to 4
bits.
Each GTS can occupy multiple time slots among the 16 available slots, but only 7
GTSs are allowed in the CFP. A node listens to the beacon to learn if a GTS has been
reserved by the coordinator or not. If it has, then it remains powered-off until its GTS
is scheduled to transmit the data. If no GTS is reserved, then it uses CSMA/CA during
CAP where the typical back-off procedures are applied.
2.5.2 Non-beacon-enabled Mode
In this mode, nodes access the channel using an un-slotted CSMA/CA algorithm. The
algorithm is implemented based on a unit of time called the backoff period with a
duration of 20Ts, where Ts = 16µsec is the symbol time. Each device in the network
has two variables: NB and BE. NB is the number of times the node has backed off
while attempting its current packet transmission. BE is called the backoff exponent,
which is used to calculate the number of backoff periods a device must wait before it
can re-attempt packet transmission. BE is initialized to BEmin = 3 and should not
exceed BEmax = 5. The steps of the algorithm are as follows:
1. When the node has a data packet to be transmitted, NB = 0 and BE = 3 are
initialized.
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2. The node delays any transmission for a number of backoff periods, which is chosen
randomly in the range [0 2BE − 1].
3. Channel sensing is performed for one backoff period. This is called a Clear Chan-
nel Assessment (CCA).
4. If the channel is assessed to be busy, both NB and BE are incremented by 1.
If NB ≤ NBmax = 4, then the node starts another backoff (Step 2 above),
otherwise it decides on a channel access failure result.
5. If the channel is assessed to be idle, packet transmission takes place, i.e. channel
access success.
The IEEE 802.15.4 standard is quite suitable for networks with energy limitations and
hence has been extensively used in WSNs.
When operating in the beacon-enabled mode, sensors use a certain duty cycle to reduce
their energy consumption rate by operating at a low power state at times of application
inactivity. At other times, sensors are in “active” mode and attempt to transmit
packets that contain application data. However, the beacon-enabled mode requires
time synchronization in the network, since nodes must perform packet transmissions
at precise time instances, following the slotted time domain structure. In this regard,
the non-beacon-enabled (un-slotted) mode of IEEE 802.15.4 could be more suitable for
future WSNs due to its simplicity and lack of synchronization requirements. However,
without a duty cycle mechanism in place, it lacks an explicit mechanism to realize the
energy savings required by a WSN.
Another deficiency of IEEE 802.15.4 is that it is not designed for dynamic WSNs
where traffic loads vary in time due to changes in the number of devices (node failures,
node additions, node inactivity) and/or fluctuations in data packet generation rates.
Towards this, several attempts have been made to make the protocol more adaptive, by
providing flexible duty cycles (i.e. adaptively modifying active and inactive periods in
node duty cycles). In doing so, the main trade-off is between two conflicting goals: (i)
to meet the data delivery requirements of applications, i.e. high packet delivery ratio,
and (ii) to minimise energy consumption.
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2.6 Traffic Awareness and Duty Cycle Adaptation
Recent WSNs are required to support a broad range of applications, which means that
traffic generated from these applications vary greatly in amount. Even in the same
application, traffic loads can change at the need of the application [103]. Energy-
efficient MAC protocols with no traffic awareness feature operate at a fixed duty cycle,
hence they suffer from the following problems: under very light traffic, all nodes still
have to wake up and waste energy even if they have no data traffic to send. Meanwhile,
under heavy traffic, all nodes will still have to sleep regardless of the traffic situations
and thus cannot handle the traffic properly. This observation has led many researchers
to propose new energy-efficient MAC protocols, which are also traffic aware, to address
the traffic adaptability issue by allowing sensor nodes to adjust their active and sleep
durations based on the traffic information [103].
In preamble sampling protocols the lifetime of WSN can be improved by choosing an
optimal check interval. However, the optimal value of the check interval depends on
the traffic rate. To achieve maximum longevity, the check interval must adapt to the
current traffic rate. Therefore, a number of preamble sampling protocols were proposed
to address duty cycle adaptation of the sensor nodes based on the traffic load. The
protocol presented in [104], proposes an extension of B-MAC+ and is based on the
following idea: If the receiver node detects an increase in the incoming traffic, it has
to decrease its check interval (increasing its duty cycle).The sensor node informs its
neighbors of the new check interval using the wake-up preamble of its transmitted
packet. The node chooses a value from a pre-fixed set of low power listening (LPL)
modes that corresponds to the optimal check interval for the received traffic load.
Cano et al provide a survey [105] which covers more details of other preamble sampling
protocols that offer traffic adaptability feature.
In schedule based protocols family, TRAMA (TRaffic Adaptive Medium Access proto-
col) [76] uses traffic information to establish transmission schedules which are propa-
gated to one-hop neighbors. The main issues of TRAMA protocol are the complexity
of its election algorithm and the scheduling overhead for announcing the traffic in-
formation. In addition, the delivery delay is increased due to the need to propagate
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schedule information. FLAMA [77] and Pattern MAC (PMAC) [82] are other examples
of schedule based protocols that adapt to traffic changes.
In synchronous MAC category, a number of adaptive protocols have been proposed. For
example, T-MAC (Timeout MAC) [85] introduces an adaptive duty cycle by dynami-
cally changing the duration of the active periods according to the traffic. U-MAC [106],
DSMAC [86], DMAC [87] and Q-MAC [88] are other examples of traffic adaptive MAC
solutions.
The standard IEEE 802.15.4 MAC lacks traffic awareness and hence does not adapt to
traffic conditions. Its operation is based on a fixed duty cycle which limits achieved
throughput during heavy traffic and wastes energy during light loads. Also, the stan-
dard is inadequate to deal with conditions when certain nodes are transmitting data
more frequently compared to others. Thus, adaptive throughput performance for indi-
vidual nodes cannot be supported with the current specifications. This often results in
unfairness and low network efficiency. Having said that, however, IEEE 802.15.4 has
been designed as a flexible protocol in which a set of parameters can be configured to
meet different requirements. Many researchers have taken advantage of this feature and
tried to address traffic adaptability issue to enhance IEEE 802.15.4 MAC performance.
Some examples of these attempts are presented here.
A traffic adaptive MAC protocol based on IEEE 802.15.4 MAC is proposed by Kwon et
al [103]. According to the traffic information, the length of the active and sleep periods
is dynamically changed to support the traffic adaptive mechanism. In high traffic
situations, the duty cycle increases by extending the active part in the superframe
to deliver packets efficiently. The duty cycle decreases in low traffic situations by
reducing the active part, thereby increasing the power saving. When the traffic is high
enough, the node has to buffer the incoming packets in its own transmission queue
until they get processed and sent. The traffic load is measured at any given time by
monitoring the queue status of a particular node. If 80% or more of the queue slots
are occupied, the node reports its current queue status by sending a special packet
called Queue Status Indicator (QSI) to the coordinator for requesting a modification
to current superframe configuration. Since QSI packets must be sent immediately, the
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QSI packet is queued at the very first slot of the transmission queue. When the network
coordinator receives the QSI packet, it immediately maximizes the active period (100%
duty cycle i.e. SO = BO) at the next superframe. If no further QSI packets were
received by the coordinator for at least n consecutive superframes, it resets superframe
order to previous superframe order + 1. If the coordinator receives no QSI packets
during m consecutive superframes, it decreases the superframe order by 1. This enables
the network to save energy during low traffic loads where there is no need for long active
period.
In [107], an adaptive approach is proposed to dynamically vary the duty cycle at each
node based on the traffic load estimation. This approach measures superframe occu-
pation and compares it with two different thresholds. If the superframe occupation is
less than the lower value, the duty cycle is decreased (SO decreased), if higher than
the upper value, the duty cycle is increased (SO increased) otherwise no changes occur.
The choice of threshold values is done according to the network parameters in order to
allow a high efficiency or maximize the energy saving.
In other solutions, such as [108], the adaptation of the coordinator duty cycle is done by
increasing or decreasing BO parameter according to the number of messages received
by the coordinator. This approach presents two main drawbacks: 1) If a device does
not receive the beacon that carries the notification of the changed BO, it is not able
to synchronize with the beacon any more. 2) The number of messages received by the
coordinator cannot be used to correctly estimate load factor; because a few messages
received means either a low load factor or a congested network.
Traffic adaptive techniques proposed in the above studies are based on the CAP period
of the IEEE 802.15.4 standard and assume no CFP period is implemented.
Queue-MAC [109] is a hybrid MAC protocol that dynamically adapts the duty cycle
according to the current network traffic. The queue length of nodes is used as the
network traffic indicator. A queue indicator field is defined in MAC packet structure to
show the node load. When the traffic increases, the active CSMA period is accordingly
extended by adding dynamic TDMA slots allocated to its heavily loaded children nodes.
The larger the queue length indicator, the more time slots the node should be allocated.
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This allows the protocol to efficiently handle bursty traffic under real-time constraints.
The protocol aims at presenting an optimal bandwidth and energy allocation scheme
according to the traffic to be carried by providing low power consumption during light
traffic period and high throughput during heavy bursty period. This protocol can be
implemented on the IEEE 802.15.4 standard compliant chips with some refinement.
However, it does not support multi-hop networks. iQueue-MAC [110], the improved
Queue-MAC, uses the main mechanism of Queue-MAC while integrating the scheme of
first collect then send burst protocol used in CoSenS to support multi-hop forwarding.
Khanafer et al have published a survey article [111] that summarizes the existing liter-
ature on IEEE 802.15.4 enhancement proposals.
2.7 Energy-aware Routing Protocols for WSNs
Routing in sensor networks is an active research topic and many techniques have been
published. A number of survey articles exist in the literature which provide a com-
prehensive review of these techniques. Different survey papers adopt different ways
of classifying routing techniques. The most common approach is to classify routing
protocols based on network structure into flat or hierarchical.
In flat protocols, all the nodes in the network are considered to be equal and play the
same role. On the other hand, hierarchical protocols impose a structure on the network
and in this respect provide better scalability.
In [112], a hybrid routing approach is proposed, which utilizes a flat multi-hop routing to
reduce energy consumption by choosing energy-efficient routes, and hierarchical routing
to perform data aggregation and reduce data traffic in the network.
2.7.1 Hierarchical Protocols
In this category of protocols, nodes are organized in clusters and in each cluster, a
node assumes the role of a cluster head (CH). The cluster head is responsible for
gathering data from member nodes, aggregating the data, coordinating activities within
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the cluster and forwarding information between clusters. Clustering has the potential
to reduce energy consumption and reduce the size of routing tables which enhances
scalability.
A prominent energy-efficient clustering algorithm is Low Energy Adaptive Clustering
Hierarchy (LEACH) [113] [114]. It uses data aggregation techniques that combine the
original data into a meaningful smaller size of data. In LEACH, the cluster head role is
rotated among the nodes randomly. LEACH is fully distributed and does not require
global knowledge of the network. However, it suffers from limited scalability due to
the assumption that each cluster head is able to forward data directly to the sink. In
addition, it does not consider the remaining energy of nodes when selecting CHs. An
extension to LEACH is proposed in [115], where node’s residual energy is considered
in the CH selection algorithm. Another extension of LEACH is proposed in [116], in
which the multi-hop routing among CHs is applied.
The Power Efficient GAthering in Sensor Information Systems (PEGASIS) [117] forms
chains from sensor nodes and only one node is selected from the chain to transmit
to the sink. The chain construction is performed using greedy approach. However,
the protocol requires global knowledge about the network prior to the chain formation
phase.
Hybrid Energy Efficient Distributed clustering (HEED) [118] is an iterative clustering
protocol which similar to LEACH employs a probabilistic approach in CH election.
However, in HEED, the CH election is performed based on the hybrid combination
of two parameters, namely node’s residual energy and node degree (i.e. number of
neighbors), to achieve energy balancing. It is a fully distributed approach and multi-
hop communication between CHs is supported. However, similar to LEACH, significant
overhead is incurred due to performing of clustering in each round, which results in high
energy dissipation and reduced network lifetime.
In [119], the authors present a Threshold sensitive Energy Efficient sensor Network pro-
tocol (TEEN). This protocol is designed to be responsive to sudden changes in sensed
attributes, therefore, it is suitable for time-critical applications. However, TEEN is
not good for applications where periodic reporting is needed, since if thresholds are
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not reached the user may not get any data at all. The Adaptive Periodic Threshold
sensitive Energy Efficient sensor Network protocol (APTEEN) [120] is an improve-
ment to TEEN and aims at capturing sensed data periodically while also reacting to
time-critical events. Its architecture is same as TEEN and supports three types of
query, namely historical, one-time and persistent. The simulation experiments have
demonstrated that both protocols outperform LEACH. The main drawbacks of these
approaches are the overhead and complexity in forming multiple levels of clusters, deal-
ing with attribute-based naming queries and implementing threshold-based functions.
A survey on different clustering algorithms proposed for WSNs is presented in [49].
Since multi-hop is utilized by CHs to send data to the sink in inter-cluster commu-
nication, unequal load distribution arises among CHs. This problem is tackled by
proposing unequal clustering techniques as in [50], [51], [121] and [52]. The concept
of all the proposed schemes is to form smaller clusters nearer to sink to achieve lower
energy consumption in the intra-cluster communication and compensate for the high
energy consumed in forwarding data towards the sink. Meanwhile, clusters that are
farther away from the sink have lighter inter-cluster communication load and hence
should be larger to achieve load balancing.
2.7.2 Flat Protocols
This category of protocols can be further classified based on the approach as optimization-
based methods, hop-based spanning tree or cost function based algorithms.
Hop-based spanning tree protocols
The most popular protocol in this category is Ad-hoc On-demand Distance Vector
(AODV) [122]. Researchers aimed at enhancing AODV by considering energy efficiency
as a key performance indicator, such as in [123], [124] and [125]. However, these
protocols do not consider node’s residual energy in routing decisions which results in
reduced network lifetime. The proposed load balancing scheme in [126] utilizes nodes
with high residual energy for packet forwarding to the sink and excludes nodes with
low residual energy, thereby extending the network lifetime. In [127], the authors aim
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at improving the energy efficiency of multi-hop routing by determining the optimal
hop number as well as the corresponding intermediate nodes. A distributed Hop-based
Energy Aware Routing (HEAR) algorithm is proposed in this work in addition to the
theoretical study of the relationship between energy consumption and hop number.
Optimization-based routing protocols
In the optimization-based methods, such as [128], routing is modeled as a network flow
problem with the assumption that data transmitted by a node can be divided arbitrarily
between the nodes on the selected routes to the sink. These methods greatly improve
lifetime, however, they are not feasible for distributed implementation which limits
their practicality [129].
Cost function based routing protocols
These methods assign energy-related cost values to all the links of the network and
then utilize shortest path strategies to select the optimal routes with the minimum
total cost. Dijkstra algorithm and Bellman-Ford algorithm are the two commonly used
algorithms for shortest path computation. As link costs directly influence the route
selection and the performance, the issue of designing an effective cost function, that
calculates the cost of a link based on the network status, is vital for achieving the best
performance [129].
A Uniform Balancing Energy Routing Protocol (UBERP) [130] is proposed by Zytoune
et al. This protocol selects the minimum energy path where nodes have a remaining
energy greater than a threshold. This threshold should be equal to the average network
energy. Nodes with lower remaining energy and links with the least energy efficiency
are excluded from the candidate set and then Dijkstra algorithm is used to calculate
the optimal route. However, this protocol requires global information to exclude such
nodes and links. Hence, the algorithm is complex and has limited scalability.
Park and Sahni proposed an Online Maximum Lifetime (OML) routing heuristic [131].
This protocol modifies the link weight and associates a high cost with links having low
remaining energy or high transmission energy. The optimal path is selected by running
Dijkstra algorithm.
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While these methods offer distributed implementation, their effectiveness highly de-
pends on the ability to capture and map network status into an appropriate abstractly
defined cost function for shortest path computation. This category of routing protocols
is the subject of our research, hence more details and related literature is provided in
chapter 5.
2.7.3 Computational Intelligence Based Techniques
Computational intelligence (CI) provides adaptive mechanisms that exhibit intelligent
behavior in dynamic and resource-constrained networks like WSNs [132]. These tech-
niques bring about flexibility and robustness against topology changes frequently en-
countered in a WSN. CI encompasses paradigms such as 1) neural networks (NN), 2)
fuzzy logic (FL), 3) evolutionary algorithms (EA) including genetic algorithms and ge-
netic programming, 4) swarm intelligence (SI) including particle swarm optimization,
ant, and bee colony optimization, 5) artificial immune systems (AIS) and 6) reinforce-
ment learning (RL).
Routing and clustering are the most popular WSN problems for applying CI methods.
However, not all CI methods are equally suited. Neural networks and evolutionary
algorithms have very high processing demands. Fuzzy logic, swarm intelligence, and
reinforcement learning are very well suited for distributed routing schemes as they have
medium memory and computational requirements at the individual nodes, highly flexi-
ble to topology changes, easy to implement and achieve optimal results [132]. However,
RL techniques need some time to converge. Additionally, the communication overhead
associated with SI methods is high, such as in ant colony based solutions when ants
are sent separately for managing the routes.
An extensive survey of different CI paradigms and their application to different WSN
problems is presented in [132]. Furthermore, survey articles covering SI based rout-
ing schemes [133] and FL based clustering schemes [134] in WSNs have been recently
published.
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2.8 Summary and Motivation
Network lifetime maximization is considered the most critical aspect of WSN perfor-
mance. The lifetime of a network is commonly defined as the time elapsed until the
first node in the network dies i.e. depletes its energy. Considerable research efforts
have been dedicated to lifetime maximization problem and many techniques have been
proposed in the literature to address this problem. These techniques include node
deployment mechanisms, energy monitoring schemes, battery charging solutions, and
energy conservation and balancing mechanisms proposed at different layers of the pro-
tocol stack.
The scope of this thesis covers two separate but equally important fronts: MAC layer
duty cycling mechanisms and network layer maximum lifetime routing strategies. In
particular, energy-aware routing aims to balance traffic loads and hence energy con-
sumption among sensor nodes across the network. Meanwhile, allowing sensor nodes
to have periodic sleep cycles greatly reduces their energy consumption resulting from
idle listening.
Generally, the MAC layer operation and the network layer operation are tightly inter-
dependent. Duty cycle decisions made at the MAC layer affect the energy consumption
of different nodes where energy-related metrics are used in routing algorithms. More-
over, routing decisions made at the network layer impact the traffic load at different
nodes which is in turn used to adjust the duty cycles of the nodes.
Duty cycling, i.e. turning nodes into low-power sleep mode periodically, represents an
effective approach to energy conservation. Moreover, to improve the effectiveness of
duty cycling techniques, they should be adaptive to traffic load variations, i.e. sensor
nodes adjust their active and sleep durations based on the traffic information, in order
to improve energy savings during light traffic period and achieve high throughput during
heavy bursty traffic conditions.
The IEEE 802.15.4 protocol is widely adopted as the MAC sub-layer standard for
WSNs, with two available modes: beacon-enabled and non-beacon-enabled. The non-
beacon-enabled mode is simpler and does not have any synchronization requirements
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which makes it more suitable for future WSNs. On the other hand, this mode lacks
an explicit energy saving mechanism that is crucial for its deployment on energy-
constrained sensors. Therefore, there is a need to propose an energy saving mechanism
for un-slotted IEEE 802.15.4. Achieving the right trade-off between energy efficiency
and application delivery requirement, i.e. high packet delivery ratio, is a key challenge
in the design of such mechanism. Moreover, dynamic conditions are inevitable in real
WSN deployments. Hence, the adaptation of the duty cycle of individual nodes to
these dynamic conditions is an important criterion in the design of MAC protocols.
Variations in traffic load are often encountered due to unpredictable changes in packet
generation rates and/or changes in network topology as a result of node failures, addi-
tions, or inactivity. Additionally, in multi-hop networks, packet forwarding towards the
data sink results in heavier traffic load on sensor nodes closer to the sink. Therefore, the
duty-cycle of a sensing device should be adaptive to time-varying network conditions
and/or spatially non-uniform data traffic loads.
In the next two chapters, we propose mechanisms to address these issues and we eval-
uate the effectiveness of our proposed mechanisms using NS-3 simulator.
Additional energy savings may be achieved by jointly applying different techniques.
Moreover, maximizing network lifetime requires mechanisms that provide energy con-
sumption balancing in addition to energy efficiency. Energy consumption balancing is
an important property that ensures a uniform energy dissipation across all sensors in
the network, such that they ideally deplete their batteries at the same time. On the
other hand, spatial and temporal variations in sensor activities create energy imbal-
ance across the network. Therefore, it is important to design routing algorithms that
are able to extend the network lifetime by achieving an appropriate trade-off between
energy efficiency and energy consumption balancing.
In Chapter 5, we address this issue by proposing a fuzzy logic-based routing algorithm,
that successfully maximizes network lifetime, when compared to the upper bound and
some relevant algorithms in the literature.
Chapter 3
A Distributed Sleep Mechanism
for Non-Beacon-Enabled IEEE
802.15.4 Networks
3.1 Introduction
WSNs must operate energy-efficient algorithms and protocols in order to prolong its
lifetime. The IEEE 802.15.4 standard is quite suitable for networks with energy limita-
tions and hence has been widely adopted as the MAC sub-layer in WSNs. This standard
is explained in more details in the previous chapter Section 2.5. When operating in
the beacon-enabled mode, sensors employ a certain duty cycle to reduce their energy
consumption. However, this mode of operation also requires time synchronization in
the network, since nodes must perform packet transmissions at precise time instances,
following the slotted time domain structure.
The non-beacon-enabled (un-slotted) mode of IEEE 802.15.4 is simpler and does not
require time synchronization which makes it more suitable for future WSNs. However,
it lacks an explicit energy saving mechanism that is crucial for its deployment on energy-
constrained sensors.
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State-of-the-Art Methods:
Unfortunately, limited studies have attempted to address this issue so far. The most
prominent work in non-beacon-enabled IEEE 802.15.4 (un-slotted) is by Park et al [135],
which models energy consumption, reliability, and delay as a function of node wake
and sleep times of preamble sampling protocols. This study formulates an optimisation
problem and shows that significant energy savings can be obtained at the cost of storing
look-up tables in receiver nodes.
The study by Khanafer et al [136] proposes a distributed mechanism for beacon-enabled
IEEE 802.15.4. The authors introduce a sleep state after each successful transmission,
allowing nodes to save energy independently. This strategy can achieve high channel
utilization when setting the sleep duration in accordance with network size, yet the
network still needs to operate in the beacon-enabled mode, requiring time synchroniza-
tion.
Our Contribution:
Motivated by the works in [136] and [135], in this chapter, we further study these
concepts on a non-beacon enabled 802.15.4 network, without assuming saturated traffic
conditions. The non-beacon enabled mode has two superior characteristics: simplicity
and lack of a requirement for time synchronization. As such, we introduce a distributed
sleep mechanism to non-beacon enabled IEEE 802.15.4 networks which provides energy
savings to energy-limited nodes without degrading its packet delivery ratio performance.
Besides energy savings, the mechanism produces a traffic shaping effect that reduces
the overall contention in the network, effectively improving packet delivery ratio at the
network’s data sink. Based on traffic arrival rate and the level of network contention,
a node can adjust its sleep period to achieve the highest packet delivery ratio. Perfor-
mance results obtained by NS-3 simulations validate these improvements as compared
to the original IEEE 802.15.4 protocol.
The rest of the chapter is organized as follows: Section 3.2 provides the network model
and describes the proposed sleep mechanism. Section 3.3 presents the performance
evaluation with simulation results. Finally, Section 3.4 concludes the chapter.
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3.2 Proposed Mechanism: IEEE 802.15.4 Non-beacon-
enabled Mode with Sleep
3.2.1 Network Model
We consider a star topology of N nodes associated with a PAN coordinator which
is also the network’s data sink, as shown in Fig. 3.1. The coordinator is placed at
the center of the network area and the nodes are distributed randomly in its coverage
area. Network nodes transmit their data packets directly to the sink node. The sink
node is connected to a continuous power source, hence it is always on. Non-beacon-
enabled 802.15.4 with un-slotted CSMA/CA is used to resolve channel contention.
Traffic generation at source nodes follows Poisson process with a fixed average packet
inter-arrival time. This process generates a number of random arrivals based on Poisson
distribution which has the following expression:
P (x) =
(λt)x
x!
e−λt, (3.1)
where λ is the mean number of occurrences in an interval of unit size, t is the size of
the interval of interest, x is the number of occurrences in the interval of interest, and
e is the base of the natural logarithm system (2.71828...).
PAN Coordinator 
(Sink Node)
End devices  
(Source Nodes) 
Figure 3.1: Network Topology.
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3.2.2 Optimal Sleep Period
In the proposed sleep mechanism, nodes enter a sleep state right after making a suc-
cessful data packet transmission to the data sink, which is a state transition made by
the nodes independently. Furthermore, no time-slots are considered, i.e. node clocks
do not need to be synchronized with that of the coordinator; hence the mechanism is
fully distributed.
At the end of its sleep state, each node checks its transmission buffer for any packets to
be transmitted; if so, then it senses the channel and transmits the packet if the channel
is free, otherwise it backs off. The duration of time that a node stays in the sleep state
is called the sleep period. During this period, newly generated packets are queued in a
transmission buffer. As some of the network nodes are in sleep state at a given time,
this mechanism not only saves node energy but also reduces the level of contention in
the wireless channel.
The sleep period is a configurable parameter at each node and must be set according
to the contention level in the channel, as later demonstrated in Section 3.3. The level
of channel contention is shaped by network conditions, for which two factors are taken
into account: (i) data packet generation rate at network nodes, and (ii) the number of
nodes that attempt to access the channel simultaneously.
Nodes endeavor to adjust their sleep period parameter so as to obtain the highest pos-
sible link performance, i.e. packet delivery ratio at the sink, and the highest energy
savings. However, these two objectives are conflicting. To save energy as much as
possible, a node would normally sleep for a long period of time. Furthermore, larger
sleep periods would reduce the effective number of nodes contending for channel access
at a time. On the other hand, a long sleep period would lead to application-level data
packets being queued up at the transmission buffer and then dropped when expired,
which deteriorates packet delivery ratio. Therefore, to avoid packet drops at its trans-
mission buffer, the node would need to sleep minimally. In short, the node should meet
the following conflicting objectives to maximise its performance, while setting its sleep
period parameter:
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1. Minimise packet loss events due to channel contention by choosing a high sleep
period,
2. Minimise packet loss events due to packet drops from the transmission queue by
choosing a low sleep period.
This suggests the presence of an optimum sleep period, for different network conditions,
which maximises the packet delivery performance while improving the energy efficiency
of the nodes.
3.3 Performance Evaluation
The performance of the proposed distributed sleep mechanism has been evaluated by
simulations using the Network Simulator 3 (NS-3) [137] platform. The effect of sleep
state on multiple performance metrics has been observed in non-beacon-enabled un-
slotted 802.15.4 star topologies (see Section 3.2.1). In doing so, we aim to observe how
much network nodes need to sleep to achieve the highest possible link-level performance
while minimising their energy consumption. Link-level performance is measured by
packet delivery ratio as observed by the data sink. Energy consumption per packet at
network nodes is also monitored, which is defined as the fraction of the total energy
consumed by a sensor node for packet transmissions to the number of its data packets
successfully received by the sink. In order to assess the performance in varying channel
contention situations, the number of nodes in the network has been changed while
keeping the same topological network size.
In simulations, the LR-WPAN model of NS-3 is used. The data traffic at each network
node follows the Poisson process with a packet inter-arrival time of 160ms. We employ
an exponential random generator to generate the random arrivals, which is one way of
generating Poisson traffic. A payload size of 100 bytes, a channel rate of 250 kbps, and
default CSMA/CA parameter values are used. Un-acknowledged traffic is considered,
i.e. the network sink does not confirm the receipt of data packets by sending an
acknowledgment packet back to network nodes.
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In the presented results, we first evaluate the effect of the length of time that nodes
spend in a sleep state, i.e. the sleep period, on protocol performance, and elaborate on
when and why this sleep state is helpful in improving performance. Second, we observe
the data traffic patterns and explain how the improved performance is related to the
traffic reshaping effect introduced by having a sleep state in un-slotted 802.15.4. Third,
the energy-efficiency gains of the proposed mechanism are demonstrated. Finally, link-
level performance is evaluated.
3.3.1 Effect of Sleep
Fig. 3.2 illustrates the packet-level effects of the sleep state in 802.15.4 WPAN networks,
for a network size of 20 nodes, and a data packet generation inter-arrival time of 160ms
at the application layer. The sleep period parameter ranges from 100ms to 200ms in
different simulation sets. The vertical axis in this figure indicates a number of packets
or events.
One clear observation in Fig. 3.2 is the change in packet-level conditions with respect to
the sleep period parameter, especially when nodes sleep for periods of about a packet
inter-arrival time, i.e. 160 ms. Simulation results show that this point appears at
156ms1. This operational point demonstrates the typical property of a system thresh-
old: a sudden behavioral change. In fact, the effects of two factors on MAC performance
is clearly visible. These factors are (i) packet queueing at transmission buffer and (ii)
channel contention. For sleep periods less than 156ms, channel contention is the domi-
nant factor in play, with the highest level of collisions and channel access failures taking
place. As the nodes sleep longer, the average number of nodes that contend for channel
access at a time effectively declines, making it more probable to find a free channel.
As a result, packet collisions and channel access failures decline with an increasing
sleep period. However, after passing the system threshold, i.e. the 156ms point that
marks an approximate packet inter-arrival time, the increase in sleep period comes at
the price of a sharp incline in packet queue levels at transmission buffers. Even if the
1Simulations for different packet inter-arrival times have demonstrated the same property: protocol
performance reaches its peak when the sleep period is set to be around the packet inter-arrival time.
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packet generation rate is constant for all sleep period values, the increase in sleep period
beyond the 156ms point causes more and more packets to be stuck in the transmission
buffer, with fewer packets being transmitted. As channel contention is now at very low
levels, almost all packet transmission attempts find a free channel (channel success) and
channel errors are minimal due to significantly less interference at the receiver side.
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Figure 3.2: Effect of sleep state.
These simulations show that an optimal point of MAC performance exists and can be
achieved by configuring the sleep period. This point can be identified as the configu-
ration for which the combined effect of packet queueing and channel contention is felt
minimally at the MAC sub-layer.
3.3.2 Traffic Shaping
The results in Section 3.3.1 has shown that when nodes sleep for a sufficiently long
period of time, this reduces channel contention. In this part of the evaluations, the
reason why the sleep state relieves channel contention is explained. Fig. 3.3 illustrates
the distribution of packet inter-arrival times to the shared wireless channel, in un-
slotted 802.15.4, with and without sleep. With the proposed sleep state, the inter-
arrival time distribution is shifted to the right, meaning more dispersed packet inter-
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Figure 3.3: Traffic shaping effect of sleep.
arrival instances, effectively reducing the probability of simultaneous transmissions to
the channel. In other words, the sleep state reshapes the data traffic pattern received
by the wireless channel, through increasing the inter-arrival time between any two
successive channel access attempts by any two nodes in the network. Hence, the sleep
state effectively “re-schedules” the initiation of the CSMA/CA algorithm at nodes.
3.3.3 Energy Consumption
The main motivation of introducing a sleep state to an energy-constrained network
node’s operation is to reduce its energy consumption rate. In this part of the evalua-
tions, the energy-efficiency of the modified 802.15.4 unslotted MAC is tested by means
of simulations. Here, energy-efficiency is measured in terms of per packet energy con-
sumption, which is defined as the effective share of the total energy expended by a
network node for each of its successful packet transmissions. In simulations, the aver-
age energy consumption per packet at a node is calculated by dividing its total energy
consumption by the total number of successful transmissions it has performed during
the whole simulation time. Then, we take the average over all nodes to obtain the
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average energy consumption per node, as follows:
Epkt(i) =
Etotal(i)
nsuccess(i)
, Eave =
∑N
i Epkt(i)
N
, (3.2)
where Etotal(i) is the total energy consumption by a node i, nsuccess(i) is the number
of successful packet transmissions by node i, Epkt(i) is the average per packet energy
expended for a successful packet transmission by node i, Eave is the average energy
consumption per successful packet transmission per node, and N is the number of
nodes in the network.
Using the current consumption parameters of a CC2420 radio [138]1, the total energy
consumption can be calculated in units of µAh following existing work in [139] .
For different node states, i.e. Receive, Transmit, Idle, and Sleep, the corresponding
current consumption values are: ercv = 18.8mA, etx = 17.4mA, eidle = 0.425mA, and
esleep = 0.02mA, respectively. Based on these, the total energy consumption Etotal at
a node can be calculated by [139]:
Etotal = trcv.ercv + ttx.etx + tidle.eidle + tsleep.esleep, (3.3)
where trcv, ttx, tidle, and tsleep represent the total time that the node spends in Receive,
Transmit, Idle, and Sleep states, respectively.
Fig. 3.4 compares per packet energy consumption of the sleep mechanism to that of
un-slotted 802.15.4 MAC which does not have a sleep state. The results demonstrate
the achievable energy savings when nodes operate the proposed sleep mechanism. The
results presented in this figure are the average values taken from multiple simulation
runs in which different random networks were generated together with random packet
generation process. In the performed simulations, the sleep period parameter is chosen
to be equal to the packet inter-arrival time, as suggested by the observations presented
in Section 3.3.1. The figure shows that the amount of energy savings becomes more
significant as we add more nodes to the network, which is an indication that the pro-
posed mechanism is more scalable to the changes in network size, as compared to the
original IEEE 802.15.4.
1CC2420 is the radio used in MICAz motes; it is a single-chip 2.4 GHz IEEE 802.15.4 compliant
and ZigBee ready RF transceiver.
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3.3.4 Packet Delivery Ratio
We evaluate the effectiveness of the sleep mechanism in un-slotted 802.15.4 MAC in
terms of its performance in improving packet delivery ratio as observed at the network
sink.
Fig. 3.5 shows the gain in packet delivery ratio achieved by the proposed mechanism over
conventional 802.15.4 un-slotted MAC. In light of the findings shown in Section 3.3.1,
the sleep period parameter is set as 160ms, which is equal to the packet inter-arrival
time at each node, in order to observe the highest possible gains. Again the results
shown in this figure are the average values calculated by running multiple simulations of
different random networks. As it can be observed in Fig. 3.5, higher gains are obtained
for relatively lower network density values (number of nodes per unit area). As the
average node degree1 increases, channel contention gets more intense. This causes the
nodes to be unable to re-shape their injected traffic pattern to the channel sufficiently,
leading to diminishing gains for increasing number of nodes in the network.
There exists a certain threshold on the number of nodes the system can support, for
the given values of packet inter-arrival time (data generation rate), sleep period, and
1Node degree is defined as the number of neighbors that a node has, i.e. nodes whose transmissions
can be sensed by a node.
3.4. Conclusion 65
Number of nodes
10 20 30 40 50 60
Pa
ck
et
 d
el
ive
ry
 ra
tio
 (%
)
40
50
60
70
80
90
100
No Sleep
Sleep
Figure 3.5: Effect of sleep state on packet delivery ratio.
required packet delivery ratio. Due to the increased level of contention, further increases
in the number of nodes causes dramatic reductions in packet delivery ratio.
3.4 Conclusion
In this study, a sleep mechanism has been proposed for the non-beacon-enabled mode
of the IEEE 802.15.4 MAC protocol, in order to support energy-efficient operation
for wireless sensor networks, making 802.15.4 a practically more viable solution as
compared to the beacon-enabled mode of the protocol. This removes the necessity for
time synchronization, and nodes can coordinate their own duty cycles independently,
without the need for a network coordinator that is typically needed in WPANs.
Via NS-3 simulations, we have verified that the proposed mechanism indeed helps save
energy at sensor nodes operating as part of a WPAN. Then, we have shown the sec-
ondary benefit of having a sleep state in the un-slotted 802.15.4, which is to reshape
generated sensory traffic so that the shared wireless channel is relieved of excessive con-
tention, even if the reshaping effect is partial. Afterwards, we have provided simulation
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results demonstrating that this traffic reshaping effect not only avoids any potential
performance reduction due to nodes spending time in a sleep state but also improves
link-level performance gains, i.e. packet delivery ratio. Our simulations demonstrate
the presence of an optimal sleep period configuration at which the combined effect of
packet queueing and channel contention is felt minimally at the MAC sub-layer.
However, this work only considers single-hop networks, i.e. all data sensors are one hop
away from the data sink. Furthermore, packet generation rates are fixed and known
apriori, which makes it inapplicable to dynamic traffic conditions. In the next chapter,
we consider a more realistic topology where multi-hop communication is assumed while
duty cycling is also used for energy saving. Moreover, we assume dynamic traffic
conditions and propose a duty cycle adaptation mechanism such that each node adjusts
its duty cycle based on the traffic load.
Chapter 4
Duty Cycle Adaptation in
Dynamic Wireless Sensor
Networks
4.1 Introduction
Wireless sensor networks (WSNs) are composed of large numbers of battery-powered
sensor nodes that are desired to operate for many years after deployment. As stated
previously, in order to optimally use the limited energy resources of sensor nodes and
extend the lifetime of such networks, it is important to have energy-efficient protocols
and algorithms in place. Especially communication protocols must be highly optimised,
as the communication unit of a sensing device is its main source of energy consumption.
Therefore, energy-efficiency towards ensuring prolonged network lifetime has become
the main design criterion for WSN communication protocols, particularly in multi-hop
settings in which packet forwarding causes increased data traffic load on sensors.
Energy-efficient MAC layer protocols have been extensively studied and many solutions
and algorithms have been proposed over the last decade, as surveyed in Chapter 2.
In addition, the IEEE 802.15.4 standard [102], which defines the physical and MAC
sub-layer specifications for low-rate wireless personal area networks (LR-WPANs) has
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been extensively used in WSNs. However, the non-beacon-enabled mode of the IEEE
802.15.4 MAC, which is simpler and does not require time synchronization, lacks an
explicit mechanism for energy savings required by a WSN. In the previous chapter, we
proposed a distributed sleep mechanism designed to save energy in the IEEE 802.15.4
non-beacon-enabled mode.
Besides energy efficiency, it is important for MAC protocols to be adaptable to the dy-
namic conditions often encountered in WSN deployments. Data traffic loads on sensor
nodes in a multi-hop WSN vary in time due to unpredictable changes in packet genera-
tion rates and/or changes in network topology as a result of node failures, additions, or
inactivity. Furthermore, due to packet forwarding in multi-hop networks, traffic load
may quickly grow and get heavier at short hop distances to the data sink. This requires
nodes to stay active for extended periods of time at such network locations. Therefore,
the duty-cycle of a sensing device, which governs how long it should stay active and
how long it may sleep, should be adaptive to time-varying network conditions and/or
spatially non-uniform data traffic loads. Unfortunately, the IEEE 802.15.4 standard
lacks this important feature.
Several attempts have been made to make IEEE 802.15.4 more adaptive by adjusting
node duty cycles according to traffic conditions. Most of the proposed duty cycle
adaptation algorithms are heuristics that require exhaustive iterations of tuning and
empirical evaluation. Other protocols are either based on Markov decision processes,
such as [135] and [136] or they utilize reinforcement learning techniques for adaptation,
as in RL-MAC [140] and DCLA [141]. These methods add additional complexity and
lead to processing overhead and resource waste. Few of the proposed dynamic duty
cycle mechanisms, such as [142] and [143], are based on a rigorous control theory that
provides an analytical approach to suitably set control parameters and ensure system
stability.
With the aims of energy efficiency and time delay reduction in data delivery, the most
recent and promising scheme is proposed by Byun et al [143] which provides a feedback
controller that adapts a node’s duty cycle based on its queue length, yet without any
explicit state information from neighboring nodes. Although this is effective, using only
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the local queue information is not sufficient to represent the actual traffic load on a link
between two sensors and the link’s utilization. First, channel interference caused by
simultaneous packet transmissions in multi-hop networks is not well-captured in this
controller. Second, frequent packet loss events occur when parent nodes operate at a
lower duty cycle than their child nodes, which results in low link data throughput. In
other words, when a parent node is in sleep mode, its child nodes cannot relay their
packets to the parent node due to sleep duration mismatch, which causes packet drops;
hence a parent node must be made aware of the actual traffic load at its child nodes to
avoid such instances.
Motivated by this observation, we propose an effective Control-theoretic Duty Cycle
Adaptation (CDCA) algorithm based on a new concept, called a virtual queue, which
combines the local queue length of each node as well as explicit packet drop information
from child nodes. This information is added in data packet headers in order to avoid
additional control packet overhead. We validate the effectiveness of our algorithm
using the NS-3 simulator, and the results clearly show the performance improvements
achieved by CDCA.
Therefore, our contributions can be summarised as follows:
1. We introduce the concept of a virtual queue which is determined based on the
local queue length of a node and an explicit packet drop information from its child
nodes. This concept enhances the node’s awareness of its child traffic conditions
allowing the node to promptly respond to it and prevents unnecessary packet
drop.
2. Based on the virtual queue concept, we design a new distributed algorithm
(CDCA) that adjusts the duty cycle of each node and achieves high performance
under variable traffic conditions. The proposed algorithm is evaluated using NS-3
simulator and its performance improvement is demonstrated.
3. Based on control theory, we analyze the proposed controller to investigate system
stability conditions.
Although the term virtual queue has appeared elsewhere in the literature such as in [144]
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and [145], it has not been used in the same context or to refer to the same concept we in-
troduce in this work. For example, in [144] the term is used to represent gradient values
that are used together with the actual queue lengths of nodes in back-pressure schedul-
ing algorithms. Meanwhile, in [145] the same term is defined to measure the effective
information amount of different packets to formulate distributed packet scheduling
strategy.
The remainder of this chapter is organized as follows: Section 4.2 reviews relevant state-
of-the-art solutions that propose adaptive duty cycle techniques. Section 4.3 describes
the proposed duty cycle adaptation algorithm CDCA. In Section 4.4 we analyse the
stability of the proposed controller. Section 4.5 provides the performance evaluation
with simulation results. Finally, Section 4.6 concludes the chapter.
4.2 Related Work
4.2.1 Heuristic Approaches
Several approaches have been proposed for duty cycle adaptation in IEEE 802.15.4
networks, with the main objective to enhance node lifetime by gaining additional en-
ergy savings without degrading packet delivery performance. This is achieved by care-
fully adjusting protocol parameters according to dynamic network conditions. How-
ever, most previous works have focused on the beacon-enabled mode of IEEE 802.15.4,
mainly because a duty cycle mechanism is employed only when the protocol operates
in this mode. Furthermore, these approaches provide central algorithms running at a
coordinator node, which adapt a common node duty cycle for all network nodes, i.e.
a network duty cycle. In some of these approaches, the length of the active period is
adjusted based on the Superframe Order (SO). For instance, in AMPE [107], the coordi-
nator node calculates a superframe occupation rate and tunes the SO value accordingly,
whereas in DSAA [146] both the superframe occupation rate and the packet collision
rate are taken into account. In DCA [147], the length of the active period is adjusted
based on transmission buffer occupancy and queueing delay. In another recent work
ADCA [139], in addition to adjusting the active period length in proportion to network
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traffic, the coordinator observes the collision rates and control channel contention by
centrally adjusting the back-off exponent (BE) of CSMA/CA. Adjusting only SO, as
suggested in these studies, takes the application needs into account yet it increases the
packet delivery delay.
Other approaches, such as [108], consider adjusting the Beacon Order (BO) instead,
which reduces time delay; however, it fails to adapt to changes in network traffic. Hence,
Oliveira et al [148] propose adjusting both SO and BO.
While most studies on beacon-enabled 802.15.4 present central duty-cycle adaptation
algorithms, the study by Khanafer et al [136] proposes a distributed mechanism. The
authors introduce a sleep state to the beacon-enabled mode after each successful trans-
mission, allowing nodes to save energy independently.
Only few studies have been proposed for the non-beacon-enabled mode of IEEE 802.15.4.
The most prominent one is by Park et al [135], which models energy consumption, reli-
ability, and time delay as a function of a node’s “wake” and “sleep” time periods. The
study formulates an optimisation problem where energy savings can be achieved at the
cost of storing and maintaining look-up tables in receiver nodes.
Our previous work presented in [149], also covered in Chapter 3, falls in this category.
We propose a distributed sleep mechanism and show that having a duty cycle in non-
beacon-enabled IEEE 802.15.4 not only saves energy but also shapes traffic patterns
such that channel contention is effectively reduced. The simulation results demonstrate
the presence of an optimal sleep time period, which maximises packet delivery ratio
while energy savings are realized. However, this work only considers single-hop net-
works, i.e. all data sensors are one hop away from the data sink. Furthermore, packet
generation rates are fixed and known apriori, which makes it inapplicable to dynamic
traffic conditions.
4.2.2 Feedback Controller Based Approaches
In contrast to heuristic-based adaptive solutions presented by the majority of existing
works, other works in [142], [150], and [143] model duty cycle adaptation as a control
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theory problem. The aim of these works is to minimize communication delay while
achieving the energy efficiency. These studies design a feedback controller that dynam-
ically adjusts the duty cycle of each node individually, so as to adapt to the changes in
data traffic loads. Using the control theory brings the advantage of utilizing standard
approaches in selecting suitable control parameters and hence ensuring system stability.
In DutyCon [142], the end-to-end delay requirement is decomposed into a set of single
hop delay requirements. Based on a single hop delay model, a delay controller is
designed to adapt the sleep period of each node. However, the controller measures
actual packet time delay values using timestamps; hence it requires extensive signaling
from the neighboring nodes for the computation of the time delay and thus incurs large
control overhead.
Chen et al in [150] propose an Adaptation Duty Cycle Control (ADCC) scheme. In
ADCC, every node adaptively adjusts its duty cycle by comparing its own energy
consumption with the largest energy consumption of the entire packet delivery flow,
which is stored in a feedback ACK packet generated by the sink node. Hence, ADCC
adjusts the duty cycle of a node according to its residual energy conditions, which makes
the nodes in the far-sink area have large duty cycle while the nodes in the close-sink
area have short duty cycles. As a huge number of nodes are located in the far area, the
packet transmission delay is reduced to a great extent. However, this scheme does not
consider packet drop performance and hence system reliability is not guaranteed.
In [143], the local queue length of a node is the critical input to the controller. However,
this metric on its own does not provide adequate information to the controller about
actual traffic conditions. Furthermore, the proposed scheme has two deficiencies. First,
successful packet transmission ratio is assumed to be identical over all hops of a multi-
hop path, which overlooks multi-hop interference relations [151]. Second, packet drop
events that are caused by unacknowledged transmissions when receiver nodes employ
a lower duty cycle than senders are not handled. This leads to low link throughput.
In order to minimise packet loss and improve link throughput, there is a need for explicit
feedback from sender nodes (i.e. child nodes in a multi-hop data delivery tree structure
rooted at the data sink) to receiver (parent) nodes. Our research work presented in
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this chapter proposes a duty cycle adaptation mechanism for multi-hop WSNs, that
considers not only a node’s own queue length but also the feedbacks received from its
child nodes about their packet drop rates.
4.3 Control-theoretic Duty Cycle Adaptation (CDCA) Al-
gorithm
The CDCA algorithm is designed for multi-hop networks where a data delivery tree
structure rooted at the network’s data sink transports generated sensory information
to the data sink. Except the sink node, each node performs sensing tasks and hence
generates data packets. Intermediate nodes perform packet forwarding hop by hop
towards the data sink. Our algorithm works with any MAC protocol that does not
require network-wide coordination. We choose IEEE 802.15.4 MAC protocol operating
in non-beacon-enabled mode, i.e. network-wide time synchronization does not exist.
Despite this, CDCA considers a duty cycled operation where nodes sleep periodically to
save energy. The algorithm is distributed, and an instance of the algorithm running at
a node determines the node’s sleep and active durations. CDCA is based on feedback
control theory and achieves duty cycle adaptation based on its own queue length, as
well as the feedback on packet drops, which is received from a sender.
4.3.1 Duty Cycles
In CDCA, nodes periodically sleep in order to save energy. A distributed CDCA con-
troller at each node adapts the node’s duty cycle under variable network conditions.
Time is divided into control periods of equal length P, each of which consists of multiple
cycles of fixed length C. Each cycle C consists of a sleep interval of variable duration S
and an active interval of variable duration A. During its sleep interval, a node switches
its radio off and during active intervals it wakes up to transmit any queued packets.
At the start of each control period, the controller at a node periodically computes the
node’s sleep and active durations that remain constant until the next control period.
Fig. 4.1 illustrates this duty cycle model.
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Figure 4.1: Node duty cycle in the proposed algorithm CDCA.
4.3.2 Synchronization Mechanism
In distributed duty cycle implementation, while nodes maintain different duty cycles,
we need to guarantee that the receiver and sender nodes are active at the same time in
order to forward packets to the sink node with low delay. In systems where beacons are
not used for global synchronization of nodes, we need to find a way to synchronize sleep
times of nodes to share a reasonable active window for packet forwarding. An efficient
synchronization mechanism, similar to the one used in DutyCon [142], is employed to
ensure that the receiver and sender nodes are active at the same time while the duty
cycles may still be different as they are independently set by each node’s own controller.
In our proposed mechanism, we make use of acknowldgement packets to help syn-
chronize sleep times with parent nodes. The parent sleep schedule is added in the
acknowledgment packet transmitted to its child. Whenever a sensor node receives an
acknowledgment from its routing parent, it accordingly determines its next sleep sched-
ule that matches its parent’s. Since this mechanism is based on embedding only a few
bytes of synchronization information in the acknowledgment packet, it incurs very low
overhead.
4.3.3 Virtual Queue
When active, nodes make packet transmissions if they have a packet to transmit to
the next hop towards the data sink. However, the number of packets that a node can
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forward is limited by the duration of its active time interval and the level of channel
contention. This leads to two undesirable events: (i) packet queueing, and (ii) packet
drops. Packet queueing happens in a node when it receives and/or generates more data
packets than it can transmit during its active interval. In contrast, packet drops are
experienced due to high contention (when the maximum number of channel sensing
attempts as specified by the IEEE 802.15.4 standard is exceeded leading to channel
access failure) or high collisions (when the maximum number of retransmissions as
specified by the IEEE 802.15.4 standard is exceeded).
In networks with distributed sleep mechanisms, packet drops are also experienced as
a result of receiver node’s duty cycle being lower than that of the sender node. In
such situations, packets are retransmitted without any acknowledgments coming back
from the receiver, hence they are eventually dropped. In fact, even if the receiver’s
queue length is not critically high, just because its sleep duration is high, the receiver
might be missing opportunities to receive packets from the sender. As a result, the
receiver might incorrectly conclude that there is low data traffic transmitted by the
sender and then reduce its duty cycle even more. This worsens the mismatch between
a sender’s and its receiver’s active duration lengths. Therefore, in the non-beacon-
enabled (non-synchronised) mode of IEEE 802.15.4, it is necessary for receivers to
know the traffic rate or packet drop rate at the sender so that they can adapt their
duty cycles appropriately.
In short, the local queue of a node is defined as the number of packets in its transmission
buffer. In order to capture the actual traffic load of a node, we define a virtual queue of
a receiver node (parent) to be the number of packets in its local queue plus the number
of packets dropped by the sender node (child). This external input, i.e. number of
dropped packets, is transmitted using the header of the data packets forwarded to
parents.
The local queue length of node m at control period n is denoted by Qm(n). Based on
this, we estimate the queue length at the (n + 1)th control period using the following
discrete-time model:
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Qm(n+ 1) = [Qm(n) + Um(n)−Dm(n)− Tm(n)]+
= [Qm(n) + Um(n)−BVdmXAm(n)−BVtmXAm(n)]+,
(4.1)
where [a]+ is short for max(a , 0). B is the channel bandwidth in packets per second
(i.e. B = bps , where b is the channel bandwidth in bits per second and ps is the packet
size in bits), X is an integer that represents the number of cycles of fixed duration C
in each control period of duration P , i.e. P = XC, such that C = Sm(n) + Am(n).
Here, Sm is the sleep duration of node m, and Am is the active duration of node m.
Dm is the number of packets dropped by node m during control period [n, n+1] and is
Dm = BVdmXAm(n), where Vdm is the average packet drop ratio of link lm. Tm denotes
the number of packets successfully transmitted by node m to the receiver during control
period [n, n+1] and is Tm = BVtmXAm(n), where Vtm is the average successful packet
transmission ratio of link lm. Um stands for the number of packets that arrive at node
m’s queue during control period [n, n+ 1] which includes its own generated traffic and
the packets forwarded from its child nodes. Hence Um can be rewritten as:
Um = Umg + Umf
= GmP +
∑
∀i∈Km
min((Ui +Qi)Vti, BVtiXAi). (4.2)
In equation (4.2), Umg is the number of packets generated by node m and equals Gm
P, where Gm stands for packet generation rate at node m. Umf is the total number of
packets received by node m, and Km is the set of child nodes of node m.
Table 4.1 provides a summary of the definition of all variables used in equations 4.1
and 4.2.
4.3.4 Duty Cycle Adaptation Based on Virtual Queues
The computation of the sleep and active time durations is performed by taking into
account the node’s virtual queue. By using the virtual queue length and its variations,
we design the following algorithm:
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Table 4.1: Definition of variables used in equations 4.1 and 4.2.
Variable Definition
Qm(n) The local queue length of node m at control period n
[a]+ Short for max(a , 0)
Am Active duration of node m
Sm Sleep duration of node m
C Cycle duration, such that C = Sm(n) +Am(n)
P Control period duration
X An integer that represents the number of cycles in each control period, i.e. P = XC
b Channel bandwidth in bits per second
ps Packet size in bits
B Channel bandwidth in packets per second (i.e. B = bps )
Vdm Average packet drop ratio of link lm
Dm Number of packets dropped by node m during control period [n, n+ 1]
Vtm Average successful packet transmission ratio of link lm
Tm Number of packets successfully transmitted by node m during control period [n, n+ 1]
Um Number of packets that arrive at node m’s queue during control period [n, n+ 1]
Gm Packet generation rate at node m
Umg Number of packets generated by node m and equals Gm P
Umf Total number of packets received by node m
Km The set of child nodes of node m
Sm(n+ 1) = Sm(n) + β
[
Qthm −
(
Qm(n+ 1) +
∑
i∈Km Di(n+ 1)
)]
−γ
[(
Qm(n+ 1) +
∑
i∈Km Di(n+ 1)
)
−
(
Qm(n) +
∑
i∈Km Di(n)
)]
, (4.3)
where β and γ are the control parameters to be chosen using standard analytical ap-
proach to achieve the required stability, and Qthm is the virtual queue threshold, and Di
is the number of packets dropped by node i, where i is node m’s child.
The purpose of the algorithm as defined by equation (4.3) is to adjust the sleep duration
so that the length of the virtual queue at the steady state is equal to a certain threshold
level which is set for the virtual queue. With this, the controller increases the node’s
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sleep duration when its virtual queue length is below this threshold. As in [143], when
the forward difference of virtual queue length becomes greater than zero, the sleep
duration is decreased. The threshold can be set according to the application delay and
packet delivery requirements. By selecting a low threshold, the duty cycle of a node
can be increased so as to reduce time delay and improve reliability in packet delivery.
When the threshold is set to a large value, the duty cycle is effectively reduced so as
to save more energy; this causes increasing queue length and/or increased packet drops
until the virtual queue length reaches the set threshold. The impact of virtual queue
threshold setting on the node’s duty cycle and packet loss is further investigated in
Section 4.5.
4.4 Stability Analysis
In our duty cycle adaptation algorithm, the improper setting of the control parameters
β and γ could cause system instability, in which case the duty cycle of the nodes will
not converge to a proper operating point. In this section, we briefly outline how the
ranges of β and γ are determined to achieve stable performance. The section provides
a standard stability analysis of a closed-loop discrete-time control system. First, we
consider X = 1 in equation (4.1), such that P = C. Thus, the equation can be
re-written as:
Qm(n+ 1) = [Qm(n) + Um(n)−B(Vdm + Vtm)(C − Sm(n))]+ . (4.4)
We follow [143] to derive the stability conditions of our proposed controller described
by (4.3). The average steady state points of the virtual queue length Q∗m + D∗i and
sleep duration S∗m are derived as follows:
Q∗m +D
∗
i = Q
th
m , S
∗
m = C − Uma
B(Vdm + Vtm)
, (4.5)
where Uma denotes the average value of the input process Um. In steady state, the
virtual queue length converges to the predetermined threshold by adjusting the sleep
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duration in inverse proportion to the traffic load. In order to show stability, we further
define
δQm = Qm −Q∗m, δSm = Sm − S∗m,
δDi = Di −D∗i , δUm = Um − Uma. (4.6)
For the sake of understanding system stability, we consider a scenario where each parent
node m has a single child i. Therefore, (4.3) and (4.4) can be rewritten as:
δSm(n+ 1) = δSm(n)− β [δQm(n+ 1) + δDi(n+ 1)]
−γ [δQm(n+ 1) + δDi(n+ 1)− δQm(n)− δDi(n)] . (4.7)
δQm(n+ 1) = δQm(n) + δUm(n) +B(Vdm + Vtm)δSm(n). (4.8)
Here, we consider two cases for our analysis. In the first case the sleep duration of
parent node m (the receiver) is greater than the sleep duration of child node i (the
sender), i.e Sm > Si, causing additional packet drop due to sleep duration mismatch.
Fig. 4.2 further illustrates this case.
C
Sm
Si
Ai
Am
VsiVbi
Vdi
t
t
m
i
Child
Parent
Figure 4.2: Sleep duration mismatch between parent and child nodes Sm > Si, and the
corresponding packet drop experienced by child node i.
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In this case, we describe the packet drop experienced by child node i as follows:
Di(n) = BVsi [Sm(n)− Si(n)]+ +BVbi [C − Sm(n)] . (4.9)
Therefore, we have:
δDi(n) = BVsi(δSm(n)− δSi(n))−BVbiδSm(n), (4.10)
where Vsi is the average packet drop ratio due to sleep duration mismatch between child
and parent nodes, and Vbi is the average packet drop ratio due to channel conditions
of link li. Applying (4.10) and (4.8) into (4.7), we get:
δSm(n+ 1) = (β + γ)BVsiδSi(n+ 1) + [1− (β + γ)B(Vdm + Vtm) + γB(Vsi − Vbi)] δSm(n)
−βδQm(n)− (β + γ)δUm(n)− γBVsiδSi(n)− [βB(Vsi − Vbi) + γB(Vsi − Vbi)] δSm(n+ 1).(4.11)
Re-arranging the above equation, and writing (4.8) and (4.11) in a vector form, we
obtain
Xm(n+ 1) = AmXm(n), (4.12)
where Xm(n) = [δQm(n) δSm(n)]T , and
Am =
 1 B(Vdm + Vtm)
−βy xy
 ,
such that x = 1− (β + γ)B(Vdm + Vtm) + γB(Vsi − Vbi) and y = 1 + βB(Vsi − Vbi) + γB(Vsi − Vbi).
The characteristic polynomial of (4.12) can be obtained as: Ψ(z) = det[zI−Am], hence
Ψ(z) = z2 − x1
y
z + x0
y
, (4.13)
where x1 = 2 + βB(Vsi − Vbi − Vdm − Vtm) + γB(2Vsi − 2Vbi − Vdm − Vtm), y = 1 + βB(Vsi − Vbi) +
γB(Vsi − Vbi), and x0 = 1− γB(Vdm + Vtm − Vsi + Vbi).
For the controller to reach stability, Ψ(z) should have all zeros within the unit circle.
Hence, the system is asymptotically stable when the control parameters satisfy the
following condition:
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(β + 2γ)B(Vdm + Vtm + 2Vbi − 2Vsi) < 4, (4.14)
where Vdi of child node i can be calculated as Vdi = ( 1C−S∗i
) [(C − S∗m)Vbi + (S∗m − S∗i )Vsi],
and S∗m and S∗i are steady-state sleep durations of nodes m and i, respectively.
In the second case, the sleep duration of parent nodem is shorter than the sleep duration
of child node i, i.e Sm < Si, hence packet drop is only due to channel conditions. Here,
we describe the packet drop experienced by child node i as Di(n) = BVbi [C − Si(n)].
Therefore, we have:
δDi(n) = −BVbiδSi(n). (4.15)
Applying equation (4.15) and (4.8) into (4.7), we get:
δSm(n+ 1) = (β + γ)BVbiδSi(n+ 1)− βδQm(n)− (β + γ)δUm(n)− γBVbiδSi(n)
+ [1− (β + γ)B(Vdm + Vtm)] δSm(n). (4.16)
Similarly, let Xm(n) = [δQm(n) δSm(n)]T , and
Am =
 1 B(Vdm + Vtm)
−β 1− (β + γ)B(Vdm + Vtm)
 .
The characteristic polynomial of (4.8) and (4.16) can be obtained as:
Ψ(z) = z2 − [2− (β + γ)B(Vdm + Vtm)] z + 1− γB(Vdm + Vtm). (4.17)
Hence, the system is asymptotically stable when the control parameters satisfy the
following condition:
(β + 2γ)B(Vdm + Vtm) < 4. (4.18)
Note that this case gives the same stability condition obtained by Byun et al [143],
except that they have not considered the packet drop expressed by Vdm.
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4.5 Performance Evaluation
In this section, we evaluate the performance of our duty cycle adaptation algorithm
using Network Simulator 3 (NS-3) [137]. In order to show the effectiveness of the
proposed scheme, we compare it with the most recent and relevant algorithm proposed
by Byun et al in [143]. In their scheme, Byun et al [143] control a node’s duty cycle
based on the local queue length of the node, but without any explicit information
from neighboring nodes. Hence, this scheme does not consider packet drop events at
child nodes; yet such events constitute part of the actual data traffic. Our proposed
algorithm addresses this issue and accordingly adjusts the duty cycle based on what
we define as a virtual queue, which combines the local queue length of a node with the
number of dropped packets from its child nodes to better represent traffic conditions.
4.5.1 Simulation Settings
In simulations, the LR-WPAN model of NS-3 is used. All nodes run IEEE 802.15.4
in the non-beacon enabled mode, and un-slotted CSMA/CA is used to resolve channel
contention. Each source node generates packets at random time instances, which are
uniformly distributed over time with an average packet inter-arrival time of 200ms (i.e.
an average of 5 packets/second). Packets are forwarded to the data sink node through
the intermediate nodes. Packet size is 100 bytes and channel bandwidth is 250 Kbps.
Default CSMA/CA parameter values are used. A fixed cycle duration of 1 second is
considered, and the initial duty cycle is 10%. Both algorithms (CDCA and [143]) are
implemented in each node with the same set of parameters. The virtual queue threshold
is set to 5 packets, and the control period is P = 4 seconds. The control parameters are
set as β = 0.005 and γ = 0.01. Finally, power consumption during the active period is
set to 24.75 mW and that of the sleep period is set to 15 µW. In order to generate all
the figures presented in this section, at least 10 random simulations were carried out
for all experiments and the average was calculated for all the obtained results.
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4.5.2 Simulation Results for a Linear Network Topology
In this subsection, we consider a multi-hop WSN with linear topology as shown in
Fig. 4.3, where H indicates the number of hops. Thus, each node has a single child
node from which it receives the forwarded packets. Hence, performance evaluations
focus on a single multi-hop path between a chain of sensors generating data and a
data sink node. We use this simple linear topology in order to gain an insight into the
observed problem and the effectiveness of our proposed solution. Four source nodes are
deployed 100m apart (i.e. H = 4) to form a multi-hop path.
Sink3 2 1H
Figure 4.3: Linear network topology.
4.5.2.1 Duty Cycle of Different Nodes
Fig. 4.4 shows the time evolutions of the duty cycle of both algorithms. Fig. 4.4(a)
illustrates the duty cycle of the four nodes running the scheme proposed by Byun et
al [143]. We observe the high duty cycle of node 2 as a result of the amount of traffic
it needs to handle compared to nodes 3 & 4. Since node 1 is located closer to the sink,
it is expected to cater for heavier traffic load than node 2. However, in Fig. 4.4(a),
we notice that node 1 operates at a very low duty cycle. This situation is due to a
large number of dropped packets by node 2, which node 1 is unaware of and hence by
looking at its local queue only, which indicates low traffic, node 1 keeps decreasing its
duty cycle causing even greater packet loss from node 2 to node 1. This results in poor
packet delivery performance at the sink node, as low as 44%, using this scheme. On the
other hand, Fig. 4.4(b) shows the duty cycle of the four nodes running our proposed
algorithm. We could see from the figure, by using the virtual queue we proposed, how
node 1 duty cycle has increased to cope with the traffic being forwarded by node 2
which leads to a much better performance of 85.6% packet delivery ratio at the sink.
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Figure 4.4: Time evolutions of duty cycle using (a) Byun’s algorithm and (b) our
proposed algorithm CDCA.
4.5.2.2 Packet Drop Performance
Fig. 4.5 provides the packet drop performance at different nodes for both algorithms.
The figure clearly demonstrates the high packet loss experienced at node 2 using Byun’s
algorithm which explains the undesired effect on node 1 duty cycle. By capturing packet
loss in the duty cycle adaptation, as in our proposed algorithm, the performance of node
2 and the overall system is improved.
4.5.2.3 Energy Consumption Performance
The average energy consumption at different nodes is shown in Fig. 4.6 for both algo-
rithms. As expected, node 1 consumes higher energy in our algorithm than in Byun’s
algorithm. This is because CDCA is aware of the actual traffic conditions and it ad-
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Node	1 Node	2 Node	3 Node	4
Byun	Algorithm	(Avg) 0.832 34.84 5.216 5.528
Proposed	Algorithm	(Avg) 0.984 5.144 5.128 2.728
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Figure 4.5: Average packet drop at different nodes.
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Figure 4.6: Average energy consumption at different nodes.
justs the node’s duty cycle to properly respond to the traffic level. However, in Byun’s
algorithm, node 2 consumes much higher energy which is mostly wasted due to unsuc-
cessful retransmissions. Due to this behavior, node 2 depletes its energy much earlier
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than other nodes, causing a reduced network operation period. Hence, in addition to
poor packet delivery performance, running Byun’s algorithm results in shorter network
lifetime.
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Figure 4.7: Time evolutions of (a) local queue length, (b) child node packet drop and
(c) virtual queue length.
4.5.2.4 Virtual Queue Performance
Fig. 4.7 illustrates the time evolutions of (a) queue length, (b) packet drop as reported
by child node, and (c) virtual queue length of our proposed algorithm for all four nodes.
Since node 4, the edge node, has no child nodes, its queue length is the same as its virtual
queue and is maintained at the queue threshold of five packets. On the other hand, we
can observe the low queue length of nodes 1 and 2 in Fig. 4.7(a) which is due to the
amount of packet drop experienced by their child nodes 2 and 3, respectively. However,
by considering packet drop from child nodes shown in Fig. 4.7(b), the virtual queue
of all nodes is successfully maintained at the queue threshold set in this experiment
to 5, as illustrated in Fig. 4.7(c). It is worth mentioning here that the virtual queue
threshold represents application tolerance in terms of both queueing delay and packet
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loss performance.
4.5.2.5 Adaptation to Traffic Load Variation
In order to demonstrate the adaptive behavior of our algorithm to the variation in
traffic load, we simulate a sudden change in traffic rate at all nodes and observe how
our algorithm respond to this variation. In this experiment, we set the source nodes
to initially generate packets at a rate of two packets per second, and at the 200 second
time instance, the packet arrival rate at all nodes is increased to 5 packets per second.
As can be seen from Fig. 4.8, the duty cycles of all nodes have increased to respond
to the increase in traffic load, while maintaining the virtual queue length of all nodes
at the set queue threshold irrespective of traffic changes. The average duty cycle of all
nodes under different traffic load conditions is given in Fig. 4.9.
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Figure 4.8: Time evolutions of (a) duty cycle and (b) virtual queue when traffic rate
changes at runtime.
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4.5.2.6 Effect of Virtual Queue Threshold Setting
As discussed in Section 4.3, the appropriate setting of the virtual queue threshold is
decided based on the application requirements. The relationship between duty cycle
and packet loss under different threshold values is illustrated in Fig. 4.10. When the
virtual queue threshold is low, the duty cycle of the node is increased resulting in low
packet loss. However, as the virtual queue threshold becomes larger, the packet loss
increases because the proposed controller adds more sleep time to save energy until the
virtual queue size reaches the threshold. Hence, for applications with high reliability
requirement, the virtual queue threshold should be set at a rather low value. Fig. 4.11
shows packet delivery ratio under different virtual queue threshold values.
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Figure 4.10: Duty cycle and packet loss under different virtual queue threshold values.
4.5. Performance Evaluation 89
80
82
84
86
88
90
92
94
1 2 3 4 5
Pa
ck
et
	D
el
ive
ry
		(
%
)
Virtual	Queue	Threshold	 (Packets)
Figure 4.11: Packet delivery ratio under different virtual queue threshold values.
4.5.3 Simulation Results for a Tree Network Topology
In this subsection, we consider a multi-hop WSN with tree topology as shown in
Fig. 4.12, where H indicates the number of hops, Ri are relay nodes, and Li are
leaf nodes (nodes with no children). Hence, nodes may have multiple child nodes from
which they receive data packets and subsequently forward them to their parent node
towards the sink. We use a simple tree topology (H = 3) with four nodes, where relay
node 2 has two child nodes 3 and 4. All four nodes perform sensing and generate data
packets.
SinkRH-1
LH L2
R1LH R2
Figure 4.12: Tree network topology.
4.5.3.1 Duty Cycle of Different Nodes
Fig. 4.13 shows the time evolutions of the duty cycle of the four nodes running both
algorithms. We notice that nodes 3 & 4 operate at almost the same duty cycle using
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both algorithms since the two nodes are leaf nodes and generate traffic at the same
average rate. However, similar to the results obtained for the linear topology, we notice
that node 1 operates at very low duty cycle using the scheme proposed by Byun et
al [143] as shown in Fig. 4.13(a). Again, this issue arises due to a large number of
dropped packets by node 2, which node 1 is unaware of and hence it continues to
operate at a low duty cycle causing poor packet delivery performance at the sink node,
as low as 39.7%, using this scheme. On the other hand, Fig. 4.13(b) shows the duty
cycle of the four nodes running our proposed algorithm. As can be seen from the
figure, by considering dropped packets, node 1 duty cycle has increased to cope with
the traffic being forwarded by node 2 which leads to a significant improvement in the
packet delivery performance reaching 86.3% in this experiment.
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Figure 4.13: Time evolutions of duty cycle using (a) Byun’s algorithm and (b) our
proposed algorithm CDCA.
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4.5.3.2 Packet Drop and Energy Consumption Performance
Fig. 4.14 and Fig. 4.15 show the packet drop performance and the average energy
consumption, respectively, for both algorithms. Similar results and observations, as
those presented for the linear topology, are obtained here for the tree topology.
Node	1 Node	2 Node	3 Node	4
Byun	Algorithm	(Avg) 0.248 40.664 2.8 2.512
Proposed	 Algorithm	 (Avg) 0.208 5.024 2.112 2.12
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Figure 4.14: Average packet drop at different nodes.
0
5
10
15
20
25
Node	1 Node	2 Node	3 Node	4Av
er
ag
e	E
ne
rg
y	C
on
su
m
pt
io
n	
(m
W
Se
c)
Average	Energy	Consumption
Byun	Algorithm	 CDCA	Algorithm
Figure 4.15: Average energy consumption at different nodes.
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4.5.3.3 Adaptation to Traffic Load Variation
As in linear network topology, we demonstrate the adaptive behavior of our algorithm
to the variation in traffic load under tree network topology. We simulate a sudden
change in traffic rate at all nodes and observe how our algorithm respond to this
variation. We set the source nodes to initially generate packets at a rate of two packets
per second, and at the 200 second time instance, the packet arrival rate at all nodes is
increased to 5 packets per second. At 400 second time instance, the packet arrival rate
at all nodes is decreased to 2 packets per second. As expected, the duty cycles of all
nodes have increased to respond to the increase in traffic load and have subsequently
decreased when traffic load changed back to 2 packets per second, as can be seen from
Fig. 4.16. The virtual queue length of all nodes is maintained at the set queue threshold
irrespective of traffic changes.
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Figure 4.16: Time evolutions of (a) duty cycle and (b) virtual queue when traffic rate
changes at runtime.
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4.6 Conclusion
In most WSN deployments, while MAC protocols are designed to meet energy effi-
ciency requirement, dynamic traffic conditions are inevitable. Hence, adaptability to
these changes has become a key design criterion. In this chapter, a control-theoretic
duty cycle adaptation algorithm (CDCA) is proposed for the non-beacon-enabled mode
of the IEEE 802.15.4 MAC protocol. The proposed mechanism adapts the duty cycle
of each node independently to achieve high performance under variable traffic condi-
tions. Our novel traffic estimation approach, based on virtual queue concept, provides
a more real and thorough traffic calculation compared to existing schemes which utilize
local queue information only. The virtual queue accounts for, in addition to the local
queue length, the packet drop information from descendants. By dynamically adjust-
ing the sleep duration, the virtual queue is constrained at the predetermined threshold.
Our simulation results show that the proposed algorithm significantly improves packet
delivery performance while achieving energy efficiency.
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Chapter 5
Fuzzy Logic-based Routing
Algorithm for Lifetime
Enhancement in Heterogeneous
Wireless Sensor Networks
5.1 Introduction
Energy consumption of sensor nodes is a key factor affecting the lifetime of wireless
sensor networks. When the limited energy of sensor nodes is completely exhausted,
this leads to reduced coverage and network partitioning, which dramatically reduces
the network lifetime. To prolong network lifetime, WSN communication protocols must
be energy-efficient. However, while designing an energy efficient algorithm minimizes
the energy consumption of individual sensor nodes, it does not prevent uneven energy
dissipation across all sensors in the network. This may result in one or more nodes
exhaust their energy reserve faster than the rest of the nodes, which ultimately reduces
the network lifetime. Therefore, energy consumption balancing is an important feature
to achieve maximum network lifetime, where ideally all sensor nodes should consume
energy such that they reach the end of their operational lifetime at the same time.
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In data gathering applications, sensor nodes continuously sense their environment and
transmit the sensed data to a sink node in a cooperative manner. In multi-hop networks,
this cooperation in data collection leads to sensors relaying not only their own collected
data but also the data they receive from other nodes. Data forwarding is based on
routing protocol used by sensors to pick which of their neighbors they need to forward
their data to. This eventually affects the load on sensors; the more data a node receives,
the more transmissions it makes. Hence, the overall performance of a WSN, in terms
of energy consumption and network lifetime, highly depends on the WSN’s routing
strategy.
5.1.1 Maximum Lifetime Routing Strategies
Prolonging network lifetime not only requires energy efficient operation but also even
dissipation of energy among sensor nodes. On the other hand, spatial and temporal
variations in sensor activities create energy imbalance across the network. Therefore,
routing algorithms that aim at maximizing network lifetime should be designed to make
an appropriate trade-off between energy efficiency and energy consumption balancing
in order to successfully extend the network lifetime.
Extensive research has been dedicated to maximum lifetime routing in multi-hop wire-
less sensor networks. These routing strategies can be widely categorized into optimization-
based and shortest path (or minimum cost) methods [129]. In the optimization-based
methods, routing is modeled as a network flow problem with the assumption that data
transmitted by a node can be divided arbitrarily between the nodes on the selected
routes to the sink. These methods greatly improve lifetime, however, they are not fea-
sible for distributed implementation which limits their practicality [129]. On the other
hand, shortest path methods support distributed implementation. These methods as-
sign energy-related cost values to all the links of the network and then utilize shortest
path strategies, such as Bellman-Ford algorithm, to select the optimal routes with the
minimum total cost. As link costs directly influence the route selection and the per-
formance, the issue of designing an effective cost function, that calculates the cost of a
link based on the network status, is vital for achieving the best performance [129].
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5.1.2 Research Challenge
While the shortest path methods offer distributed implementation, their effectiveness
highly depends on the ability to capture and map network status into an appropriate
abstractly defined cost function for shortest path computation. The research chal-
lenge is thus 1) the input metrics that can best describe the network status, and 2)
the mapping and consolidation of various inputs into a single abstractly defined cost
function.
In the aspect of input metrics, existing works often consider a certain network setup
and focus on input metrics that can capture the status of the considered network. As
a result, some of the proposed solutions work well in particular network setups but fail
to deliver promising performance in other setups. For example, most existing works
consider homogeneous nodes where all nodes have the same traffic generation process
and battery capacity. However, in many applications, events could occur randomly
or repeatedly at only a specific part of the network area [152]. Without capturing
the difference in traffic generation process and/or battery capacity among the nodes,
a routing protocol may misjudge the network status and over utilize a certain set of
nodes for packet forwarding, leading to early exhaustion of their battery power [153].
Protocols such as Flow Augmentation (FA) algorithm [154] which does not capture the
traffic load of nodes may repeatedly select nodes with high residual energy for data
forwarding regardless of their high traffic generation. By the time these nodes are
avoided due to low residual energy, their own high traffic load quickly depletes their
energy much earlier than other nodes.
In the aspect of mapping and consolidation of various inputs, a well-designed cost
function is a key to energy-efficient decisions and prolonged network lifetime. Proposed
routing protocols for WSNs use fixed (crisp) metrics when making routing decisions.
However, the relationship between an input value and its influence on the performance
is often nonlinear. Directly using the crisp inputs in a linear manner may lead to
improper routing decision. A proper nonlinear mapping of crisp input values to cost
values is needed to address this issue. Moreover, different routing metrics influence
the performance of the network lifetime to different extents depending on the network
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conditions. Certain metrics should be given more weight in routing decision under cer-
tain conditions. For example, remaining energy metric is more important when node’s
energy level is low. Emphasizing an inappropriate metric in the cost function computa-
tion can lead to significant performance issues. Since estimating the network dynamics
can be difficult and costly, it is challenging to design an effective cost function that can
provide optimum performance under various network operating conditions. The exist-
ing cost function based routing algorithms are merely designed according to designers’
experience which results in arbitrary and suboptimal design [155]. Therefore, it is often
difficult to justify the rational of their proposed cost function. Liu et al [155] made an
attempt to come up with design principles and guidelines for cost functions construc-
tion. This work presents a good analysis of cost function design and derives logical
design guidelines. However, similar to other cost function based routing solutions, this
work uses a rigid computation model when combining the routing metrics, which may
lead to wrong decisions in absence of logic.
Designing appropriate mapping functions for various input metrics is not an easy task.
However, we see opportunity in applying fuzzy logic (FL) for this purpose. Fuzzy logic
has the potential of dealing with conflicting situations and nonlinearity in data, using
heuristic human reasoning without the need for a complex mathematical model [156].
Despite the obvious advantages of fuzzy logic and its wide and successful deployment
in many fields, there is a limited number of routing algorithms that consider fuzzy logic
in their design. Many routing algorithms require only simple decision-making process,
and hence the use of fuzzy logic is unnecessary. However, for energy-aware routing
demanding comprehensive decision-making process, fuzzy logic represents an effective
approach.
5.1.3 Main Contributions
Motivated by the aforementioned shortcomings in the literature and the stated design
challenges, we propose a novel Distributed Energy-aware cost function based routing
algorithm (DEFL) that uses Fuzzy Logic approach to improve network lifetime in dy-
namic network conditions. We provide a generic framework for designing energy-related
5.1. Introduction 99
cost functions. Our algorithm includes energy consumption rate and node remaining
energy metrics in its cost function. Energy consumption rate is represented by the
combination of transmission energy and energy drain rate. Instead of using rigid com-
putation model to blend different metrics, we apply soft human logic through fuzzy
logic approach. We first use two fuzzy logic systems to map the crisp values of the
metrics and then aggregate the costs using a weighted product function to produce the
final link cost. The shortest path method, Bellman-Ford algorithm, is then used to
determine the minimum cost route from any sensor node to the sink node. We evaluate
the performance of our routing algorithm (DEFL) through extensive simulation using
various performance metrics. The performance of our algorithm is compared with three
well-known routing algorithms, i.e. MTE [157], FA [154], and MDR [158]. In addition,
DEFL is compared to the optimal solution computed by our optimization solver. The
simulation results demonstrate that DEFL indeed provides better performance than
the evaluated algorithms in terms of network lifetime and energy balancing property.
It consistently performs very close to the optimal performance obtained by the solver.
The main contributions of this research work are summarized below.
1. A generic formulation of the maximum network lifetime routing problem has been
provided. A minimax optimization function, based on Matlab fminimax solver,
is used to determine the upper bound lifetime performance of a given network
configuration which we use as a performance benchmark.
2. A generic framework for designing energy-related cost functions is introduced.
Based on the framework, a heuristic routing algorithm DEFL is proposed which
combines cost function based routing and fuzzy logic approach to improve network
lifetime at different network conditions. Appropriate energy metrics are combined
using two fuzzy logic systems which apply soft human logic to blend different
metrics. The performance of the proposed algorithm is demonstrated through
simulation and compared with existing algorithms MTE, FA, and MDR, as well
as the upper bound calculated by the solver.
The rest of the chapter is organized as follows: Section 5.2 reviews the related litera-
ture. Section 5.3 provides an overview of fuzzy logic approach. Section 5.4 describes
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the sensor network model considered in our work. In Section 5.5 we formulate the max-
imum lifetime routing problem, and recommend a solver algorithm to derive an upper
bound. Our proposed routing algorithm is presented in Section 5.6. In Section 5.7,
we demonstrate the performance achieved by our proposed algorithm in comparison to
existing heuristic routing mechanisms, as well as the maximum lifetime obtained by
the solver. Finally, some concluding remarks are made in Section 5.8.
5.2 Related Work
Significant efforts have been devoted to developing energy efficient and energy con-
sumption balancing routing algorithms with the objective of extending the lifetime of
sensor networks. In this section, we review the most relevant energy-aware minimum
cost routing algorithms that are based on either predefined cost function computation
or fuzzy approach.
5.2.1 Cost Function Based Routing Algorithms
The minimum total energy (MTE) routing approach was proposed in [159] and [157].
This approach minimizes the total consumed energy to reach the sink. However, if
all the traffic is routed using the minimum energy route, the nodes on that route will
deplete their energy quickly causing network partition while other nodes still have
plenty of energy. Therefore, since MTE does not consider the remaining energy of the
nodes, it cannot effectively extend the lifetime of the network.
Min-Max Battery Cost Routing, MMBCR, proposed by Singh et al [160] considers as its
metric the residual battery capacity. The nodes with high battery capacity are allowed
to take on routing tasks more often than the nodes with low battery capacity. MMBCR
extends the lifetime of the nodes without guaranteeing that the total consumed energy
is minimized over the selected route. The Conditional Min-Max Battery Cost Routing
(CMMBCR) [161] considers both the minimum total energy consumption of routes and
the remaining energy of nodes. This approach does not guarantee that the nodes with
high remaining energy will survive when they have heavy traffic passing through them.
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Hence, the minimum drain rate (MDR) mechanism was proposed by Kim et al [158]
which introduced a new metric, the drain rate. This metric is incorporated with the
residual energy of a node to predict its lifetime according to current traffic conditions.
Routing protocols based only on metrics related to the remaining energy cannot be
used to establish the best route. If a node, due to its high remaining energy, accepts
all route requests, much traffic load will be passing through the node causing a sharp
reduction in its battery energy. This could result in the node exhausting its energy very
quickly and die. Therefore, a metric that is based on the traffic load characteristics is
required for an efficient cost function.
MDR, however, does not guarantee that the total transmission energy is minimized
over a chosen route. A modified version is further proposed by the same authors,
which is called Conditional Minimum Drain Rate (CMDR). This mechanism is based
on choosing a path with minimum total transmission energy among all the possible
paths. The set of possible paths is constituted by nodes that satisfy a lifetime threshold,
which represents how long each node can sustain its current traffic with its remaining
battery energy and drain rate without energy breakage. Proper choice of the threshold
value greatly influences the performance of this mechanism.
Chang and Tassiulas in [154] proposed, Flow Augmentation (FA) algorithm, a shortest
path routing algorithm for maximizing network lifetime based on link costs that reflect
both the required communication energy and the residual energy levels. This algorithm
does not consider the node’s traffic load in the route selection process. In addition, the
performance of this approach depends greatly on the empirical values assigned to the
parameters.
A distributed energy balanced routing (DEBR) protocol is proposed in [152]. Similar
to FA, this algorithm uses a combination of the required communication energy and
the available energy to find an optimum routing path that achieves energy balance.
Each sensor determines whether it is less costly to send the intended traffic to one
of its neighbors or directly to the base station. This work considers a special case of
networks in which all sensors can reach the sink directly.
Liu et al [155] proposed two energy-aware cost function based routing protocols. The
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Exponential and Sine Cost Function based Route (ESCFR) maps a small change in
remaining nodal energy to a large change in the cost value. Meanwhile, the Double
Cost Function based Route (DCFR) considers the energy consumption rate of nodes
in addition to their remaining energy. This second cost function accounts for the
high energy consumption rates experienced by nodes in the hotspots, hence it further
improves the energy balancing performance of the protocol.
In [129], Habibi et al provide a framework to analytically derive the best achievable
performance that can be obtained by any distributed routing algorithm based on the
shortest path approach. The proposed framework can be used as a benchmark to
evaluate the energy efficiency of the existing routing algorithms. The computational
complexity of multi-parametric programming used in this approach grows exponentially
with the number of links in the network. Therefore, for large networks the proposed
approach becomes unreasonable.
In a recent work [162], the authors propose a new energy-cost function and a new end-
to-end delay function which are used to determine the lowest cost route from cluster
heads to the sink. This work aims to achieve the best trade-off between minimizing
energy consumption and minimizing delay in cluster-based multi-hop routing.
Another recent work [163] proposes a utility-based adaptive duty cycle (UADC) routing
algorithm to increase energy efficiency, reduce transmission delay, and improve network
lifetime at the same time. First, the authors analyze the energy consumption of each
node according to its data load and adaptively adjust the duty cycle of the nodes. Next,
the relay nodes are selected which maximize the system expected utility.
5.2.2 Fuzzy Logic Based Routing Algorithms
The potential of fuzzy logic has been fully explored in many fields including signal
processing, speech recognition, aerospace, robotics, embedded controllers, networking,
business and marketing [156]. Moreover, the use of fuzzy logic in WSNs is shown to
be a promising technique since it allows combining and evaluating diverse parameters
in an efficient manner. Fuzzy logic is a good approach as its execution requirements
can be easily supported by sensor nodes, meanwhile, it is able to improve the overall
5.2. Related Work 103
network performance. In WSNs, fuzzy logic has been used in localization, clustering
and cluster head election, routing, data aggregation, security, etc [164].
The use of fuzzy logic to improve the LEACH protocol, LEACH-FL, is proposed in [165].
Combining node density, distance and residual energy using fuzzy logic, results in im-
proved decision making for cluster head selection. In [166], an energy-aware distributed
dynamic clustering protocol (ECPF) is proposed, in which fuzzy logic is employed to
evaluate the fitness of a node to become a CH. Both node degree and node centrality
are taken into account to compute fuzzy cost.
A recent research article [167] describes a new method called SMF which is a multi-hop
clustering routing algorithm that aims at prolonging the WSN lifetime. The proposed
approach combines a clustering method named LEACHEN, a multi-path algorithm and
a fuzzy approach to select the optimal routing path from the source to the destination.
This method considers the residual energy of nodes, the number of hops and the traffic
load as the routing metrics.
Although there are a number of research works that utilize fuzzy logic to optimize
cluster head election, in the field of flat routing, the use of fuzzy logic has not been
studied extensively.
AlShawi et al [168] propose a routing method to extend network lifetime using a
combination of a fuzzy approach and an A-star algorithm. This method is based on
a central computation of routing schedules by the base station. Hence, it requires the
nodes to send periodic updates of their remaining energy level and traffic load to the
base station which in turn calculates optimal routing schedule and broadcast it.
Haider et al propose in [156] an energy aware routing mechanism based on fuzzy logic.
In this mechanism, the gateway is responsible for setting up of routes for sensor nodes
and for the maintenance of centralized routing table that indicates the next hop for each
sensor node. Gateway uses fuzzy logic to determine the cost of the link between any two
sensor nodes through input variables, such as transmission energy, remaining energy,
and queue size. Once the costs of all possible links to the gateway are computed, the
route will be determined using the shortest path algorithm. According to this method,
avoiding nodes that have remaining energy of less than 40% of their initial energy
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extends the network lifetime. As with the previous work, this approach is centralized,
thus is not suitable for large networks.
Approaches proposed in [169] and [170] are other examples of research efforts exerted
towards making use of fuzzy logic in addressing maximum lifetime routing problem.
In [171], a novel routing protocol is proposed for VANETs called Adaptive Fuzzy Mul-
tiple Attribute Decision Routing (AFMADR). Four attributes are used to character-
ize the candidate vehicles which form inputs to fuzzy mapping systems. A proposed
adaptive weight algorithm is used to calculate weights of the attributes to enhance
the scalability and robustness of the AFMADR scheme. This recent work is another
example of utilizing human logic through fuzzy approach in routing decisions.
These existing works reinforce the application of fuzzy logic as a useful technique to
improve the performance of routing protocols. Meanwhile, they indicate a room for
further research.
5.3 Overview of Fuzzy Logic Approach
Fuzzy logic (FL) was first proposed by Lotfi-Zadeh [172] and is used to model human
decision-making behavior. Fuzzy system imitates the logic of human thought, which is
much less rigid than the calculations generally performed by computers.
FL offers several unique features that make it a particularly good approach for many
control problems. It has the ability to handle uncertainty and ambiguity and allows the
combination of multiple, and often conflicting, parameters into one single metric. Ad-
ditionally, the fuzzy system has the advantages of ease of implementation, robustness,
and ability to process non-linear systems [132].
Fuzzy logic analyses information using fuzzy sets. Each set is represented by a linguistic
term such as “Far”, “Warm”, “High”, etc. A fuzzy set is used to describe the input and
output fuzzy variable and is characterized by a membership function. The membership
function represents degree of belongingness of each crisp input x to fuzzy set F . It
provides a mapping of each input value to a membership value in the interval [0 1],
where a membership value close to 1 indicates that the input belongs to the fuzzy set
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with a high degree, while small membership values mean that this fuzzy set does not
suit this input very well.
In fuzzy systems, a set of linguistic rules are used to express the input-output relation-
ship. Fuzzy rules are the heart of a fuzzy system and they characterize the dynamic
behavior of a system. They are defined based on the knowledge of a human expert
or can be extracted from numerical data. The rule base is basically a collection of
IF-THEN statements. The part before THEN is called antecedent and forms the fuzzy
input space, while the part following THEN is referred to as consequent and forms
the fuzzy output space. In the case of a fuzzy rule having more than one antecedent
(conditional element), logic operations such as AND or OR are used to combine fuzzy
sets and estimate the output value of rule evaluation. All the rules are evaluated in
parallel. Any rule that gets triggered contributes to the final fuzzy solution space.
A fuzzy system basically consists of four components namely; fuzzification, rule base,
inference engine and defuzzification. The input to the fuzzy system is usually a crisp
-numeric- value. Fuzzification is the process of converting the crisp input into a suit-
able set of linguistic values “fuzzy Sets” and assigning it a degree of membership to
each fuzzy set. Most common membership functions are triangular, trapezoidal and
Gaussian. These fuzzy values represent the membership values of the input variables to
the fuzzy sets. The fuzzified values activate the rules to produce a fuzzy output. The
inference engine is used to determine the manner in which the consequent fuzzy sets
are aggregated to form the final fuzzy solution space. The fuzzy output is sent to the
defuzzifier which maps it to a crisp number that can be used for making decisions or to
control actions. Common defuzzification techniques are centroid, composite maximum,
and composite mass. Interested reader can refer to [172] and [173] for more details on
fuzzy logic approach.
5.4 Sensor Network Model
In this study, the network is composed of n heterogeneous sensors randomly and uni-
formly distributed over a target monitoring area. Nodes are capable of activity sensing
and data collection, data processing, and communication. Each node has an initial
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amount of battery energy which is limited and mostly consumed in transmission and
reception at its radio transceiver. As in typical deployments, it is considered that nodes
are left unattended after deployment; therefore, battery recharge or node replacement
is not possible. Nodes can adjust the amount of transmission power by using power
control methods so as to minimize power consumption. Nodes are not equipped with
GPS equipment and hence they are location-unaware. Distance is estimated based
on Reference Signal Received Power (RSRP). Sensor nodes are quasi-stationary. All
sensed data must be transmitted to the sink node. The sink node does not have hard
limitations on energy, memory resources, and computational power.
5.4.1 Network Topology
Sensor nodes deliver their sensed data to the data sink over multi-hop paths, which
are formed as a result of next hop choices made by nodes independently, i.e. using a
distributed routing algorithm. The choice of a particular next hop influences a nodes
transmission power consumption, hence its energy efficiency in routing.
Sensor nodes that can receive a nodes packet transmission, when using its maximum
transmission power, are referred to as its neighbors. Nodes exchange control packets
with their neighbors to provide updated information on their energy status. Such
updates ensure the availability of the required information for nodes to independently
make their routing decisions.
Since sensor nodes running a duty-cycled medium access control (MAC) protocol turn
their radios off during idle periods to save battery energy, there is a need for coordinat-
ing their active/sleep time periods, by means of ensuring that neighboring nodes are
synchronized [152].
5.4.2 Traffic Model
The majority of studies in the current literature of WSN routing algorithms assume
that all network nodes have uniform data generation rates [152]. In monitoring applica-
tions, this assumption generally holds, as sensors perform sensing tasks at regular time
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intervals and hence they have similar data generation rates. However, in many appli-
cations, this assumption becomes unrealistic. For instance, in event-triggered sensing
tasks, which are common in applications such as target tracking and forest fire detec-
tion, it is not uncommon to observe high data generation rates at particular nodes
located in the vicinity of the event. Therefore, in order to evaluate the robustness of a
routing algorithm, it is important to consider a diverse set of data generation patterns.
As such, in this study, we consider the presence of two generation patterns: periodic
and event-triggered. Traffic patterns can change from one type to the other over time.
5.4.3 Energy Consumption Model
For energy dissipation, we employ the model adopted in [154] in which energy required
to transmit one unit of information from a node i to node j is given by
Et(ij) = β1 + β2d
4
ij , (5.1)
where dij represents the distance between the two nodes, β1 = 50nJ/bit is the en-
ergy consumed to run the transmitter circuitry, and β2 = 100pJ/bit/m
4 is the energy
consumed at the transmitter amplifier. Here, the path loss exponent of 4 is used to
represent the multipath reflection instead of using a free space model which uses 2. The
energy required to run the receiver circuitry is assumed to be constant and specified as
β3 = 150nJ/bit.
5.4.4 Lifetime of Sensor Network
Unbalanced energy consumption is an inherent problem in WSNs, which is characterized
by multi-hop routing and a many-to-one traffic pattern. This uneven energy dissipation
can significantly reduce network lifetime [168]. Battery energy depletion at network
nodes may cause network partitions, i.e. certain parts of the network may become
disconnected, which is undesirable in WSNs, especially when it matters to collect data
from all parts of the network to a data sink. Therefore, the lifetime of a WSN is a
central parameter when evaluating the performance of routing protocols. In existing
studies, the lifetime of a WSN is often defined as the period of time until the first node
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in the network completely depletes its energy and becomes non-functional. To prolong
a networks lifetime, the goal is then to have an energy-efficient and energy-balancing
routing algorithm in place.
5.5 Maximum Lifetime Routing Problem Formulation
In this section, a WSN is modelled as a directed graph G(V,E), where V is the set of
all vertices (nodes) and E is the set of all edges (directed links) of the graph. A link
(i, j) is said to exist if and only if j ∈ Ni, where Ni is the set of neighbouring nodes of
node i. Each node i has an initial battery energy of Ei, and the data generation rate
at node i is Gi.
In the following, we shall formulate the problem of the maximum lifetime for a sensor
network G(V,E) that can be achieved through its routing decisions. Let Lnet(α) be
the network lifetime and α be the corresponding set of routing decisions. Each decision
is represented by αij , which describes the percentage of traffic that node i forwards to
node j as assigned by the routing algorithm.
The lifetime of node i under a given routing decisions α is given by:
Li(α) =
Ei
Etotali (α)
, (5.2)
where Etotali (α) represents the total energy consumed by node i within a unit time. It
is the sum of the overall receive energy Erxi and the overall transmit energy E
tx
i within
a unit time.
Etotali (α) = E
rx
i (α) + E
tx
i (α)
=
∑
k∈Ci
Fkαkiβ3 + (Gi +
∑
k∈Ci
Fkαki)
∑
j∈Pi
αij(β1 + β2d
4
ij). (5.3)
Here, Fk denotes the traffic of node k within a unit time including the traffic generated
by k itself and the traffic received from all its child nodes, i.e. nodes that forward their
traffic to node k. The sets (Ci) and (Pi) collect the child and parent nodes of node i,
respectively.
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The network lifetime Lnet(α) under routing decisions α can be defined as the minimum
lifetime over all nodes, which is given by:
Lnet(α) = min
i∈V
Li(α). (5.4)
Since all sensed data should be forwarded to the sink node, flow conservation condition
at node i requires that the sum of data traffic generated by node i within a unit time
and the total data by incoming flows must be equal to the total amount of data carried
by outgoing flows. Therefore, the traffic equation for each node is:
∑
k∈Ci
Fkαki +Gi =
∑
j∈Pi
Fiαij . (5.5)
Consequently, the objective function can be expressed as follows:
max
α
min
i∈V
Li(α)
s. t. 0 ≤ αij ≤ 1, i ∈ V, j ∈ Pi∑
k∈Ci
Fkαki +Gi =
∑
j∈Pi
Fiαij , i ∈ V
∑
j∈Pi
αij = 1. (5.6)
We seek fminimax solver from Matlab optimization toolbox to find α that maximizes
network lifetime. The tool fminimax minimizes the worst-case value of a set of mul-
tivariable functions, starting at an initial estimate. It uses a Sequential Quadratic
Programming (SQP) method to return the optimum solution.
5.6 The Proposed Routing Algorithm- DEFL
In this work, we propose a heuristic Distributed Energy-aware Fuzzy Logic based rout-
ing algorithm (DEFL) which aims to improve the network lifetime of wireless sensor
networks with heterogeneous nodes and variable traffic loads. Our algorithm is based on
shortest path routing strategy with minimum cost. This strategy permits distributed
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implementation where each node gathers only local information to make independent
routing decisions. This approach greatly reduces the communication cost and improves
scalability.
As in typical minimum cost energy-aware routing algorithms, DEFL algorithm assigns
energy-related cost values to the network links and then utilizes shortest path strategies
to find a set of routes which yield the minimum total path cost from the source to the
destination. The assigned link cost values are adaptively updated based on energy-
related inputs. We focus on instantaneous energy levels and energy consumption rates
which are the key inputs to estimate the lifetime of the nodes. While the energy level
gives direct information of present energy status of a node, the energy consumption
rate provides movement of energy status which is influenced by the node operation
including sensing, traffic generation, and others. To jointly utilize the inputs, a mapping
mechanism is needed to map multiple inputs into a single cost value. Instead of using
crisp values directly to compute the cost, here we use fuzzy logic approach for the
mapping mechanism. Fuzzy logic can easily unify units of different inputs. Besides, it
has the ability to deal with conflicting inputs. The design also involves human logic
which provides more rational decision making. Our proposed algorithm DEFL has the
following features:
1. It is a distributed algorithm. All the components of the algorithm-shortest path
algorithm and fuzzy logic- are amenable to distributed implementation. Each
node utilizes local knowledge from its one hop neighbors to make independent
routing decisions resulting in a more scalable and energy efficient solution.
2. It is adaptive to network conditions. Link cost values are dynamically computed
and assigned to reflect the spatial and temporal variation in node operations and
traffic conditions. Optimal routes are sought by periodic route recalculation.
3. It is flexible to cope with various inputs. Our design utilizes fuzzy logic approach
where inputs and rules can be easily redefined and tuned making the system
design flexible.
The commonly used Bellman-Ford algorithm is employed in our work for the shortest
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path computation to determine the minimum cost route from any sensor node to the
sink node. The Bellman-Ford algorithm is implemented in a distributed manner. We
revisit its operation as follows. In Bellman-Ford algorithm, each node computes its own
best cost estimate to reach the sink node. This estimate is referred to in the literature
as the sink access cost value. Each node begins its operation by initializing the sink
access cost value which is set to zero for the sink node and to infinity for any other
node. Each sensor node determines the cost of the links to all of its neighbors which
are called the link cost values and are denoted by wij for all j ∈ Ni. In the next stage
of the algorithm, each node shares its sink access cost value, denoted by Si for node
i, to its neighboring nodes. This value is updated by every node in each iteration as
Si = minj∈Ni(wij + Sj). The iterations lead to the optimal sink access cost values and
the index of the best next hop node is obtained [129].
5.6.1 Metrics Used in our Algorithm
Here we present the different inputs we use in DEFL algorithm:
1. Transmission energy. This metric measures the amount of energy needed to per-
form a transmission. It is used to ensure that messages are sent through energy
efficient paths in order to keep the total energy needed to route the message to
a minimum. Due to sensors limited energy, the routing algorithm should be de-
signed to find paths consuming the least amount of energy to prolong the lifetime
of the sensor network. The node that can be reached with the least transmission
energy is a good candidate for the optimal route.
2. Remaining energy. This metric measures the instantaneous battery level of a
node. To avoid depleting the energy reserves of energy efficient paths, the re-
maining energy of the node should be considered in the routing decisions. A
routing protocol that uses this metric would favor a path that has the largest
total energy capacity from source to destination.
3. Energy drain rate. This metric measures the rate at which the energy is consumed
over a time period. A node consumes energy for various operations. Communi-
cations consume a significant amount of energy compared to other operations.
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The amount of energy consumed in communications is directly influenced by the
amount of traffic. The traffic of a node includes the traffic generated by its own
application and the traffic received from neighboring nodes for forwarding. Since
a node with high residual energy will be used frequently for forwarding traffic,
its battery energy will experience a sharp drop. Moreover, in a network where a
concentration of events in particular sub-areas occurs, the sensor nodes covering
these areas experience high traffic load causing rapid drainage of their battery
energy. The rapid drop of battery energy of some individual nodes may cause
them to quickly run out of energy which in turns affects the proper network op-
eration. This problem can be mitigated by employing metrics that capture traffic
load characteristics such as the energy drain rate [158]. A routing protocol using
this metric would select a path that has the lowest total traffic load.
5.6.2 Design of the Proposed Cost Function
In cost function based routing algorithms, a well-designed cost function is a key to
energy efficient decisions and prolonged network lifetime. Our objective is to design an
optimum cost function which will achieve network lifetime maximization and energy
efficiency in networks with heterogeneous nodes, i.e. nodes with different initial battery
capacity, and operate under variable traffic conditions.
In general, a cost function design should consider the following two aspects: (i) which
inputs should be used in the cost function computation, (ii) how these inputs can be
aggregated to produce a final cost value. Changes in the network operating conditions,
such as spatial and temporal variation in traffic load, make it challenging to design
an effective cost function. Different routing metrics influence the performance of the
network to different extents depending on the traffic and energy states of the nodes.
Accordingly, the most influencing metric, at certain operating condition, should be
given more weight in routing decisions than other metrics. Therefore, properly designed
cost function should enable the routing process to automatically adapt to the changes
in the environment.
Our proposed approach provides a framework for designing energy-related cost func-
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tions. Fig. 5.1 illustrates our approach. As discussed earlier, we consider instantaneous
energy levels and energy consumption rates as the two inputs. While instantaneous
energy level is obtained directly by reading the residual battery energy, energy con-
sumption rate is represented by the combination of transmission energy and energy
drain rate. We design two mapping systems to convert input values to relay probabili-
ties which are inversely related to the link cost values. Many techniques are available
to perform this mapping process using the original crisp values. However, we propose
fuzzy logic in our approach due to its effectiveness in combining multiple yet conflict-
ing parameters and in imitating human logic in decision making. The outputs of both
systems are then combined using a cost function.
Note that other existing solutions such as FA [154] and MDR [158] are special instances
of the framework. FA considers two inputs namely the required energy for data trans-
mission and the residual energy of the nodes. It uses a weighted product function to
aggregate the two inputs and produce the final link cost. MDR considers two inputs
namely the residual energy of the node together with the energy drain rate. Similarly,
it uses a weighted product function to aggregate the inputs. In our solution, instead of
using crisp values of the inputs to compute the cost, we first use fuzzy logic to map the
crisp values of the inputs and then aggregate the costs to produce the final link cost.
The two fuzzy logic based mapping systems will be described in the next subsection.
In the following, we shall discuss the design of the final cost aggregation.
Cost 
Aggregation
Mapping 
System 
1
Mapping 
System 
2
Final 
Link Cost
Energy level 
related input
Energy 
consumption 
rate related 
inputs
Link Cost 1
Link Cost 2
Figure 5.1: Cost function design framework.
In our design, the routing metrics used in calculating the link cost wij are: the residual
energy of node i, RE(i) , the energy consumed in transmitting a unit data over the link
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ij, TE(ij) and the energy drain rate of node i, DR(i). These metrics are normalized
with respect to node initial battery capacity, maximum transmission energy and max-
imum energy drain rate among all neighbors, respectively. To maximize the minimum
lifetime over all nodes, a route should be picked such that it consumes less total energy,
avoids nodes with small residual energy and avoids nodes with high traffic load.
The two fuzzy logic based mapping systems produce relay probabilities which are then
converted to costs inversely proportional to the probabilities. The two costs are aggre-
gated using a weighted product function. Let w1(ij) and w2(ij) be the costs produced
by the first and second mapping systems respectively, our proposed aggregation func-
tion is:
wij = w1(ij)
τw2(ij), (5.7)
where τ is the normalized weight. In our solution, since cost describing residual en-
ergy, w1(ij), is more critical, we set τ > 1. More analysis of τ setting is provided in
Section 5.7.2.
5.6.3 Fuzzy System Implementation
As shown in Fig.5.1, the aim of the fuzzy mapping systems is to determine Cost 1
(or w1(ij)) and Cost 2 (or w2(ij)) of link ij. Fig. 5.2 shows the design of the two
fuzzy systems. Fuzzy System 1 (FS1) deals with the energy level related input. It
takes the normalized residual energy or RE(i) of node i. It produces output variable
RP1(ij), such that w1(ij) =
1
RP1(ij)
. Fuzzy System 2 (FS2) deals with the energy
consumption rate related inputs. It takes two inputs including the transmission energy
TE(ij) consumed by node i to transmit to node j and the energy drain rate DR(i) of
node i. It produces output variable RP2(ij), such that w2(ij) =
1
RP2(ij)
.
Our proposed method uses five fuzzy sets (very high, high, medium, low, very low) for
each input and output variable of both fuzzy systems. The membership functions for
all inputs and outputs are identical and are described in Fig. 5.3. The domain of all
input variables has been adjusted such that the universal of discourse is between 0 and
1, as can be noticed from the figure (x-axis). This allows the fuzzy sets to be applicable
for any network configuration.
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Figure 5.2: Fuzzy systems (a) FS1, and (b) FS2.
In determining the link cost from node i to node j, the following input variables are
used:
1. The normalized residual energy RE(i) for FS1. It indicates the energy level of
node i. Intuitively, nodes with a low value of residual energy should be avoided
as next hop nodes, hence its low value results in a low value of relay probability
RP1(ij), the output of FS1, and accordingly high link cost w1(ij). In the total
link cost calculation wij , this value is given additional weight using the parameter
τ .
2. The transmission energy TE(ij) for FS2. It represents the energy needed to
transmit a data unit from node i to node j. Lower value of transmission energy
gives link ij higher chances of being selected for data forwarding which means high
relay probability RP2(ij), output of FS2, and accordingly low link cost w2(ij).
3. The energy drain rate DR(i) for FS2. It indicates the rate of energy consump-
tion of node i based on its traffic conditions. Nodes with a high rate of energy
consumption should be avoided as next hop nodes which results in low relay
probability RP2(ij), the output of FS2, and accordingly, high link cost w2(ij).
Notice that the above inputs to FS2 may result in conflicting outputs. While a node
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Figure 5.3: The membership functions used for all input and output variables of both
fuzzy systems.
that can be reached with low transmission energy should be preferred as the next
hop, its simultaneous high drain rate makes it less desirable as the next hop. Our
fuzzy logic approach is able to combine these inputs and resolve any potential conflict
through fuzzy rules.
In terms of the output, each fuzzy system produces a cost. The costs w1(ij) and w2(ij)
are respectively derived based on relay probabilities RP1(ij) and RP2(ij) determined
by the defuzzification process, precisely wk(ij) =
1
RPk(ij)
and k = 1, 2. The two costs
from both fuzzy systems will then be merged together into the total link cost wij for
link ij which will eventually be used for shortest path calculation.
The fuzzy rule base defined in our design consists of 5 rules for FS1 and 52 = 25 rules
for FS2. Tables 5.1 and 5.2 show the IF-THEN rules used in the proposed fuzzy systems
FS1 and FS2, respectively. As can be seen from the tables, human logics are involved in
the design. For example in FS1 rule base, IF RE(i) is very low THEN RP1(ij) is very
low, since low residual energy should be avoided, hence low relay probability should be
assigned leading to high cost.
When new crisp inputs arrive into the fuzzy systems, they are fuzzified to linguistic
values and the correspondent rules are triggered. All the rules are processed in parallel
by a fuzzy inference engine. We have employed the most commonly used fuzzy inference
technique, called the Mamdani method, because of its simplicity. Any rule that fires
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Table 5.1: Fuzzy rules for FS1.
No. Normalized Residual Energy (RE) Relay Probability (RP 1)
1 Very Low Very Low
2 Low Low
3 Medium Medium
4 High High
5 Very High Very High
contributes to the final fuzzy solution space. After aggregating the results obtained
from each rule, a defuzzification method is used to calculate the final crisp output
value from the fuzzy solution space. This value represents the relay probability for the
link ij. The higher the relay probability, the lower the cost, and the more appropriate
the link for data forwarding.
Our fuzzy systems use the Centroid technique for defuzzification. This technique de-
termines the balance point of the solution fuzzy region where a vertical line divides
the combined set into two equal parts. This method is sensitive to all the rules and it
involves simple computation that is suitable for the resource-constrained WSN nodes.
Mathematically, the Centroid method can be described by the following equation:
RP =
∑n
i=1 ViUA(Vi)∑n
i=1 UA(Vi)
, (5.8)
where RP is the relay probability, A is the solution fuzzy region, Vi is the centre of the
output fuzzy set corresponding to rule i, n is the number of rules triggered in the fuzzy
inference engine and UA(Vi) is the membership degree for the corresponding output
fuzzy set.
5.7 Performance Evaluation
In this section, the performance of our proposed algorithm (DEFL) is evaluated in terms
of network lifetime, energy efficiency and energy consumption balancing properties, for
different traffic load conditions. A comparison is performed between DEFL and its
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closest peers, including minimum total energy (MTE), minimum drain rate (MDR)
and flow augmentation (FA).
5.7.1 Simulation Setup and Assumptions
As in the existing works [168], [154], and [166], we carry out our simulation using
Matlab. We follow the assumptions and system parameters used in [154] in all our
experiments, which are:
1. We assume that residual energy levels, energy consumption rates and sink access
cost values of neighboring nodes are updated and the shortest path computation
is completed within the routing update period σ.
2. To focus on the energy consumed in data communications, we omit the energy
consumed in the communication of routing control packets and in the computation
of the shortest path and fuzzy system outputs.
3. Similar to [154], we use routing update period of σ = 5000 bits which is equiv-
alent to having routing updates every ten packets of size 500 bits. As discussed
in [154], the larger the routing update period σ, the less frequent the required
updates which reduces the routing overhead at the cost of deteriorated perfor-
mance. Whereas, the smaller the update period, the more frequent the routing
updates and the better the performance.
4. A commonly used model for the energy dissipation of radio hardware is assumed
(similar to [154]). The model is explained in Section 5.4.3.
Two different network topologies are used in our simulation. In both networks, we as-
sume that heterogeneous sensor nodes are deployed with different initial battery capac-
ity Ei, while the sink node is assumed to have unlimited energy resources. Additionally,
the nodes generate traffic at different rates.
1. Network A: A simple network of 10 nodes is created to clarify the concept. The
nodes are distributed in an area 40 m by 40 m, as shown in Fig. 5.4. There is
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Table 5.2: Fuzzy rules for FS2.
No. Transmission Energy (TE) Drain Rate (DR) Relay Probability (RP 2)
1 Very Low Very Low Very High
2 Very Low Low Very High
3 Very Low Medium Very High
4 Very Low High High
5 Very Low Very High High
6 Low Very Low High
7 Low Low High
8 Low Medium High
9 Low High Medium
10 Low Very High Medium
11 Medium Very Low Medium
12 Medium Low Medium
13 Medium Medium Medium
14 Medium High Medium
15 Medium Very High Medium
16 High Very Low Medium
17 High Low Medium
18 High Medium Low
19 High High Low
20 High Very High Low
21 Very High Very Low Low
22 Very High Low Low
23 Very High Medium Very Low
24 Very High High Very Low
25 Very High Very High Very Low
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a single sink node (node 1) located at (33, 20) and 9 sensing nodes, each node
has a transmission range of 20 m. Nodes 5 and 6 are equipped with a greater
initial battery capacity of Ei = 8J , and all other sensing nodes have an initial
battery capacity of Ei = 1J . The traffic rate, TR, generated at these two nodes
varies between 2 and 22 packets/sec in different experiments, while other nodes
generate an average of one packet/sec.
2. Network B: We adopt the same network topology used in [154], mainly to ensure
fair comparison with FA which operates using its optimal parameter of x = 30
for this network. In addition, this network is used to calibrate our simulator and
validate our results by carrying out the same experiments reported in [154] and
reproducing matching results. The network consists of 20 nodes distributed in
an area of 50 m by 50 m, as shown in Fig. 5.51. There is one sink node (node
20) and 19 sensing nodes, each node has a transmission range of 25 m. Nodes
1 and 10 are equipped with an initial energy of Ei = 80J and all other sensing
nodes have an initial energy of Ei = 10J . The traffic rate generated at these two
nodes varies in different experiments, while other nodes generate an average of
one packet/sec or TR = 1.
A summary of the simulation parameters described above is given in Table 5.3.
5.7.2 Setting τ Parameter
In our design, we use equation (5.7) to aggregate the two costs from the two fuzzy
systems and produce the final link cost. Different weights are assigned when aggregating
the two costs. Here we explain the mechanism of assigning the appropriate weight factor
τ .
1This network topology follows the example network illustrated in Figs. 8 and 9 in [154]. The
coordinates of each node starting from node 1 are given as follows: (26.389, 25), (0 ,16.667), (2.778,
10.417), (2.778, 47.92), (35.50, 20.83), (5.556, 12.5), (33.33, 41.608), (6.944, 14.58), (30.556, 0), (22.22,
50), (25, 22.917), (16.667, 29.167), (4.1667, 25), (12.5, 47.92), (25, 10.417), (6.944, 33.33), ... (5.556,
6.25), (25, 18.75), (13.889, 6.25), (42.095, 45.833)
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Figure 5.4: Network A.
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Figure 5.5: Network B.
Table 5.3: Simulation Parameters.
Parameter Value
Topological area (Network A) 40 m x 40 m
Topological area (Network B) 50 m x 50 m
Number of nodes (Network A) 10
Number of nodes (Network B) 20
Transmission range (Network A) 20 m
Transmission range (Network B) 25 m
Data packet size 500 bits
Routing update period 5000 bits (10 packets)
Energy consumed at the transmitter amplifier 100pJ/bit/m4
Energy dissipated in transmitting circuitry 50 nJ/bit
Energy dissipated in receiving circuitry 150 nJ/bit
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At the start of network operation, all nodes have a large amount of energy and hence
the route should be selected based on the energy consumption rate related cost. As
the residual energy of nodes decreases, it is more important to pay attention to the
residual energy-related cost, particularly avoiding nodes with low residual energy for
forwarding.
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Figure 5.6: The total link cost for τ = 2, 20 and 80.
Fig. 5.6 shows the total link cost w(ij) plotted against normalized residual energy
for τ = 2, 20 and 80. These plots demonstrate how the link cost is impacted by the
choice of τ . The value of the normalized residual energy (i.e. the fraction of the initial
battery energy) at which the cost curve takes a sharp rise indicates the turning point
at which the link cost becomes high and hence less desirable for forwarding. We see
that different τ values create different turning points. When setting τ = 80, the link
becomes undesirable for forwarding when the normalized residual energy of the node
is still as high as 90%. This means that the link will not be used and the effect of
other metrics will be simply omitted so early in the network operation. On the other
hand, when setting τ = 2, the link becomes undesirable for forwarding only when the
normalized residual energy of the node is below 10%. This late turning point causes
the node to be selected excessively which delays the strategy of avoiding low energy
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nodes and hence leaves no sufficient time to prevent the early expiry of network lifetime.
We observe that there is a range of settings for τ to achieve an appropriate turning
point. Our experiments show that setting τ = 20 gives a turning point at 50% of
the normalized residual energy. This turning point allows the node to be sufficiently
utilized until when its energy level becomes reasonably low.
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Figure 5.7: Network lifetime versus τ , for different traffic rates.
In Fig. 5.7, we further show the lifetime performance for different traffic load config-
uration, across a range of τ values. As can be seen from the figure, the performance
remains relatively constant for a wide range of τ values. This indicates that the precise
setting of τ within this wide range is not critical to achieve the best performance. How-
ever, we should note that this appropriate range of τ is dependant on network topology
and configuration.
5.7.3 Network Lifetime Performance
In this subsection, the network lifetime obtained by using DEFL algorithm is compared
with the optimal network lifetime computed by the solver, and the lifetime of other
existing algorithms including MTE, MDR, and FA. Simulation results are presented
for both networks, Networks A and B, at different traffic load conditions.
Fig. 5.8 and Fig. 5.9 show network lifetime in seconds for Network A and Network B,
respectively. As defined earlier, the end of network lifetime is triggered by first-node-
dies (FND) event.
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Both figures clearly demonstrate that our proposed algorithm outperforms MTE, MDR
and FA algorithms at different traffic load conditions. DEFL algorithm constantly
shows performance very close to the optimal lifetime reported by the solver. The x-
axis shows traffic rates of specific nodes in the network. When the rates of these nodes
are low, traffic load is relatively even among all nodes. As the rates of these nodes
increase, they generate considerably higher traffic load than other nodes and hence
consume more energy. In this uneven load condition, these nodes are critical for the
network lifetime.
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Figure 5.8: Network lifetime performance of different algorithms (Network A).
MTE uses the shortest path method based on transmission energy metric. Without
considering the residual energy of the nodes, MTE always chooses the minimum energy
routes which depletes the energy of the nodes on these routes much faster than other
nodes and shortens the network lifetime. Since MTE route selection is not affected by
the traffic load conditions, its network lifetime performance remains constant regardless
of the traffic rate variation. However, as the traffic loads of specific nodes become
sufficiently high, these nodes become critical and they limit the network lifetime.
FA uses both transmission energy and residual energy metrics to compute the shortest
path. Since FA emphasizes the residual energy metric in the cost function design, it
tends to utilize nodes with higher energy level. In general, this contributes to reasonably
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Figure 5.9: Network lifetime performance of different algorithms (Network B).
good network lifetime performance of FA. However, in cases where these nodes also
generate high traffic load, they should be avoided for data forwarding. Since FA does
not consider any traffic load related metric, it will continue to utilize these nodes for
forwarding regardless of their high drain rate. This misjudgment in FA operation causes
fast energy depletion in these nodes and shortens the network lifetime. As can be seen
from Figs. 5.8 and 5.9, FA performs poorly under uneven load scenarios which indicates
its lack of adaptability to variable traffic conditions.
MDR uses both residual energy and energy drain rate of nodes to compute the shortest
path. MDR captures traffic load conditions via energy drain rate metric and conse-
quently copes well when traffic loads vary among different nodes. However, the cost
function design conservatively combines the two metrics which leads to under perfor-
mance in some situations. As can be seen in Figs. 5.8 and 5.9, MDR gives lower
performance compared with other algorithms when the traffic load is distributed more
evenly among different nodes.
We see that while an algorithm performs well in certain conditions, it underperforms
in other conditions. As explained earlier, emphasizing an inappropriate metric in a
particular network condition can lead to significant performance issues. This is the
main reason why the existing algorithms fail to perform consistently well under all
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network conditions. However, our proposed algorithm based on fuzzy logic design
avoids rigid computation that can cause inappropriate emphasis of metrics. As shown
in Figs. 5.8 and 5.9, DEFL algorithm maintains high performance in all traffic load
conditions. The performance of DEFL exceeds the best of all tested algorithms under
all network conditions. In addition, it achieves network lifetime performance very close
to the optimal lifetime obtained by the solver.
5.7.4 Energy Consumption Performance
The energy efficiency of a routing protocol is one of the key indicators of its network
lifetime performance. A routing protocol should always efficiently consume energy for
data forwarding while maintaining a long network lifetime. In this subsection, we
investigate the energy consumption properties of the evaluated protocols.
In Figs. 5.10 and 5.11, we plot the average energy dissipated per second for Networks
A and B, respectively. As can be seen, the energy efficiency performance of MTE is
better than all other protocols in both network topologies. Since MTE only considers
minimizing transmission energy, it naturally performs well in this aspect. However, this
alone does not guarantee good performance in terms of network lifetime. As reported in
Figs. 5.8 and 5.9, MTE has poor network lifetime performance. To improve the network
lifetime performance of any routing algorithm, energy efficiency should inevitably be
compromised to achieve a better energy consumption balancing property. As shown in
Figs. 5.10 and 5.11, FA, MDR and DEFL have higher energy consumption than that
of MTE.
5.7.5 Energy Balancing Performance
As discussed in the previous subsection, while energy efficiency should be as high as
possible, it is necessary to compromise energy efficiency to obtain longer network life-
time. Reduction in energy efficiency should translate into more balanced use of energy
which in turns improves network lifetime. We shall investigate the energy balancing
properties in the following.
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Figure 5.10: Average energy consumption rate of different algorithms (Network A).
0
0.2
0.4
0.6
0.8
1
1.2
1.4
0 5 10 15 20 25 30 35 40 45 50 55 60
To
ta
l	e
ne
rg
y	
di
ss
ip
at
ed
	p
er
	s
ec
on
d	
(Jo
ul
es
/s
ec
)
Traffic	rate	at	nodes	1	&	10	(packets/sec)
FA
MDR
DEFL
MTE
Figure 5.11: Average energy consumption rate of different algorithms (Network B).
In Figs. 5.12 and 5.13, we show the cumulative distribution of residual energy of all
sensing nodes at the end of the network lifetime for Network A, with two cases of
traffic rate TR = 6 packets/sec and TR = 18 packets/sec respectively. The cumulative
distribution function (CDF) is the probability that the residual energy takes a value
less than or equal to x. A distribution with lower average residual energy indicates a
more balanced use of energy. As we can see, DEFL algorithm always gives the lowest
average residual energy. In particular, in Fig. 5.13, using our proposed protocol, 89%
of the nodes have normalized residual energy of less than 0.13 at the end of network
lifetime. Whereas for other protocols, there are more nodes with high residual energy
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Figure 5.12: Residual energy cumulative distribution for different algorithms at TR=
6 packets/sec (Network A).
when the first node depletes its battery. The next best is MDR, where 78% of the
nodes have residual energy less than 0.14 at the end of network lifetime. FA ranks
third, while MTE has the worst energy balancing performance.
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Figure 5.13: Residual energy cumulative distribution for different algorithms at TR=
18 packets/sec (Network A).
The two figures demonstrate the poor energy balancing feature of MTE algorithm
which in turn explains its poor network lifetime performance. On the other hand,
while FA algorithm shows good energy balancing capability at low traffic rates TR = 6,
this capability deteriorates when nodes 5 and 6 generate higher traffic rate TR = 18.
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For MDR the opposite is observed; at high traffic rates, the protocol exhibits good
energy balancing performance, however, at low rates its energy balancing performance
is generally poor. Meanwhile, all results demonstrate the superior energy balancing
feature that our proposed protocol holds.
Similarly, we use two cases of traffic load TR = 8 packets/sec and TR = 40 packets/sec
for Network B and plot the residual energy distribution in Fig. 5.14 and Fig. 5.15,
respectively. We observe the same behavior as that in Network A.
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Figure 5.14: Residual energy cumulative distribution for different algorithms at TR=
8 packets/sec(Network B).
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Figure 5.15: Residual energy cumulative distribution for different algorithms at TR=
40 packets/sec (Network B).
5.8 Conclusion
In most WSN deployments, extending network lifetime is the main design objective
of routing protocols. To achieve this objective, energy-aware routing protocols should
be designed to make an appropriate trade-off between energy efficiency and energy
consumption balancing among the sensor nodes. Existing works have assumed homo-
geneous nodes with uniform traffic distribution in their proposed algorithms, hence
they fail to perform well in heterogeneous networks with uneven traffic distribution as-
sumed in this work. Additionally, the cost function based routing algorithms are widely
adopted due to their distributed implementation. However, the proposed cost functions
are often based on arbitrary design and lack soft human logic in their calculation. In
this work, we formulate the maximum lifetime routing problem and use it to obtain the
upper bound network lifetime of a given network configuration. Moreover, we provide a
generic framework for the design of energy-related cost functions and utilize fuzzy logic
mapping to blend different metrics and achieve superior performance under different
network conditions. The simulation results demonstrate the performance improvements
obtained by our algorithm (DEFL) when compared to other conventional algorithms
such as FA, MTE, and MDR. The proposed algorithm has several desirable features.
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First, it is distributed and hence supports scalability. Second, it successfully trades off
energy efficiency for improved energy balancing performance. Third, DEFL is adaptive
to network conditions. Last, it provides flexible system design by using easily tune-able
fuzzy rules.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
Internet of Things (IoT) is a new revolutionary technology that is expected to improve
the quality of our life and to significantly develop world’s economy. Considering the
vital role it is expected to play in IoT, wireless sensor networks have drawn the attention
of the research community in the past years. An extensive literature has been produced
on WSNs covering a wide range of research topics and driven by a wealth of challenges
they exhibit.
Different WSN applications have varying requirements in terms of data delivery, secu-
rity, mobility, coverage and scalability aspects. However, almost all these applications
demand prolonged network operation in which manually replenishing the scarce battery
resources of sensor nodes are not usually possible. Even applications that can tolerate
battery replacement, their wide adoption may be prevented by the rapid depletion of
the battery. Hence, network lifetime enhancement is considered the most critical as-
pect of WSN performance. The lifetime of the network is commonly defined as the
time elapsed until the first node in the network dies i.e. depletes its energy.
When sensor nodes deplete their batteries, these nodes can no longer collect data which
creates coverage holes in the network. Additionally, node failure events could lead to
connectivity loss at parts of a WSN. In this respect, the energy efficiency of a node
operation is crucial and essential in WSNs. Therefore, WSN communication protocols,
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which usually account for a large proportion of energy consumption of a node, must be
energy-efficient. However, energy efficiency alone does not guarantee an even energy
dissipation across all sensors in the network. Energy consumption balancing is a crucial
feature to achieve maximum network lifetime, where ideally all sensor nodes consume
energy such that they reach the end of their operational lifetime at the same time.
In this thesis, we have focused on proposing solutions to address energy efficiency,
energy consumption balancing, and lifetime maximization objectives. Considerable
research efforts have been dedicated to lifetime maximization problem and many tech-
niques have been proposed to address this problem. These techniques include node
deployment mechanisms, energy monitoring schemes, battery charging solutions, and
energy conservation and balancing mechanisms proposed at different layers of the pro-
tocol stack.
The scope of this thesis has covered two separate but equally important fronts: MAC
layer duty cycling mechanisms and network layer maximum lifetime routing strategies.
These approaches are known to have more potential in saving energy in addition to
their high applicability in different types of applications and network configurations.
Since the MAC protocol controls the energy consumption of a node’s radio, it plays
a major role in extending the lifetime of a sensor network. To save energy at MAC
layer, duty cycling, i.e. turning nodes into low-power sleep mode periodically, is widely
adopted in WSNs. Duty cycling represents an effective approach as it significantly
reduces the energy consumption of sensor nodes resulting from idle listening. Mean-
while, in multi-hop networks, data forwarding is based on the routing protocol used by
sensors to establish a route from each node to the sink. This, in turn, affects the traf-
fic load on sensors. Maximum lifetime routing schemes aim at balancing traffic loads
and hence energy consumption among sensor nodes across the network. They consider
energy-related metrics in making routing decisions.
The IEEE 802.15.4 protocol is widely adopted as the MAC sub-layer standard for
WSNs. The non-beacon-enabled mode of the protocol is simpler and does not require
network-wide synchronization which makes it a potential candidate for future WSNs.
On the other hand, this mode lacks an explicit energy saving mechanism that is cru-
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cial for its deployment on energy-constrained sensors. To address such deficiency, a
distributed energy saving mechanism is required.
Additionally, to improve the effectiveness of duty cycling techniques, they should be
adaptive to time-varying network conditions and/or spatially non-uniform data traffic
loads. This feature is especially important since dynamic conditions are often encoun-
tered in WSN deployments. Adaptive duty cycles enable networks to improve energy
savings during light traffic period and achieve high throughput during heavy/ burst
traffic conditions.
The key challenges in the design of duty cycling mechanism that we have attempted
to address in our thesis are: 1) How to achieve the right trade-off between energy
efficiency and data delivery requirements of applications, i.e. packet delivery ratio? 2)
How to dynamically adjust the duty cycle of different nodes independently based on
the traffic load variation? In this thesis, we have proposed mechanisms to address these
challenges and we have evaluated the effectiveness of our proposed mechanisms using
NS-3 simulator.
First, a distributed sleep mechanism has been proposed for the non-beacon-enabled
mode of the IEEE 802.15.4 MAC protocol, to support energy-efficient operation in
WSNs. It has been demonstrated, via simulations, that the proposed mechanism indeed
saves energy at sensor nodes compared to the original IEEE 802.15.4 protocol. In
addition, our mechanism helps reshape generated sensory traffic so that the overall
channel contention is reduced. This effect in turns improves packet delivery ratio
at the networks data sink. However, this work only considers single-hop networks.
Furthermore, packet generation rates are fixed and known apriori, which makes it
inapplicable to dynamic traffic conditions.
Next, we have considered a more realistic topology where multi-hop communication is
assumed while distributed duty cycling mechanism is also used for energy saving. Since
each node determines its duty cycle independently, the challenge here is how to ensure
that sender and receiver nodes are active at the same time while maintaining different
duty cycles? Moreover, in this work, we have assumed dynamic traffic conditions and
have accordingly proposed a duty cycle adaptation mechanism such that each node
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adjusts its duty cycle based on the traffic load.
A Control-theoretic Duty Cycle Adaptation algorithm (CDCA) has been proposed for
the non-beacon-enabled mode of the IEEE 802.15.4 MAC protocol. The proposed mech-
anism adapts the duty cycle of each node independently to achieve high performance
under variable traffic conditions. Our novel traffic estimation approach, based on vir-
tual queue concept, provides a more real and thorough traffic calculation compared to
existing schemes which utilize local queue information only. The virtual queue accounts
for, in addition to the local queue length, the packet drop information from descendants.
By dynamically adjusting the sleep duration, the virtual queue is constrained at the
predetermined threshold. An efficient synchronization scheme is used to ensure receiver
and sender nodes are active at the same time while their duty cycles remain different.
Our simulation results show that the proposed algorithm significantly improves packet
delivery performance while achieving energy efficiency. Moreover, based on control
theory, our controller has been analyzed to investigate system stability conditions. Ac-
cordingly, we could determine the appropriate settings of the control parameters such
that the system reaches stability. In this work, we have recommended an affordable
local synchronization scheme to be used for the proposed duty cycling approach. Pig-
gybacking synchronization information in acknowledgment packets has been considered
to minimize control overhead. This approach is effective as long as data transmissions
are frequent enough to re-synchronize nodes. In applications where the time between
transmissions is too long or unknown, the duty cycling will need to transmit extra
beacons for coordination. The transmission of this extra control traffic will reduce the
available bandwidth and consume energy.
Prolonging network lifetime requires mechanisms that provide energy consumption bal-
ancing in addition to energy efficiency. On the other hand, spatial and temporal vari-
ations in sensor activities create energy imbalance across the network. Therefore, it is
important to design routing algorithms that can make an appropriate trade-off between
energy efficiency and energy consumption balancing among sensor nodes to extend the
network lifetime.
Cost functions are mathematical formulations used to calculate the cost of a link based
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on the network status. Cost function-based routing algorithms are widely used to ad-
dress network lifetime maximization problem due to their distributed implementation.
However, the existing cost functions are often based on arbitrary design and lack soft
human logic in their calculation. In addition, existing algorithms generally assume ho-
mogeneous nodes with uniform traffic distribution, hence they fail to perform well in
heterogeneous networks with uneven traffic distribution.
In this thesis, we have addressed these challenges by proposing a fuzzy logic-based
routing algorithm. We have formulated the maximum lifetime routing problem as a
max-min optimization problem to maximize the minimum lifetime over all nodes, and
have used Matlab fminimax solver to obtain the upper bound network lifetime of a
given network configuration. Moreover, we have provided a generic framework for the
design of energy-related cost functions and utilized fuzzy logic mapping to blend differ-
ent metrics and achieve superior performance under different network conditions. The
simulation results demonstrate the performance improvements obtained by our algo-
rithm (DEFL) when compared to other conventional algorithms such as FA, MTE, and
MDR. The proposed algorithm has several desirable features. First, it is distributed
and hence it scales well with large network deployments. Second, it achieves a reason-
able trade-off between energy efficiency and energy consumption balancing. Third, it
is adaptive to network conditions. Last, it provides a flexible system design by using
easily tune-able fuzzy rules.
In our proposed duty cycle adaptation controller and fuzzy-based routing solutions,
we have avoided complex algorithms that are based on intensive calculations to ensure
that they can run on highly hardware constrained sensor nodes. However, in our
solutions, we have generally assumed delay-tolerant applications. Although in CDCA,
the selection of the virtual queue threshold is determined based on the application delay
and packet delivery requirements, delay constraints have not been explicitly considered.
Similarly, in achieving energy consumption balancing, the proposed routing solution
may have considered routes with larger hop count causing a longer delay in packet
delivery. In the next section, we further elaborate on future research work that should
aim to address these shortcomings.
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This thesis aims at addressing vital challenges encountered in WSN deployments such
as network lifetime maximization, the trade-off between energy efficiency and packet
delivery performance and adaptiveness to dynamic network conditions. Moreover, the
study is concerned with the most widely adopted and highly applicable mechanisms,
i.e. duty cycling and energy-aware routing. These mechanisms are highly effective,
they do not have any deployment optimization requirements, and they do not incur
any monitoring or network reconfiguration overhead. Furthermore, the feasibility of
these mechanisms is not limited by the type of application. Even with the future
improvements in hardware capabilities and in the effectiveness of battery charging
solutions, these techniques will not be rendered unnecessary in the foreseeable future.
As such, and in absence of optimal solutions for the stated challenges, we consider our
study as a valuable contribution in this direction. Our findings may serve as key steps
towards further research.
6.2 Future Work
Although the proposed algorithms show promising performance improvements as com-
pared to existing relevant approaches available in the literature, there are other aspects
and scenarios which could be considered. Some of the potential extensions of our re-
search work presented in this thesis are listed as follows:
1. In CDCA, since cycle duration defines how much time the nodes wait before
sending their new packets, fixing its value could impact packet delivery delay for
certain applications. For some delay-sensitive applications, it is very important to
guarantee delay requirements in addition to power saving and lifetime maximiza-
tion. Moreover, some applications may have varying delay requirements, hence
the end-to-end delay should be controlled at runtime. Therefore, we recommend
for future research to investigate the adaptation of the cycle duration jointly with
the duty cycle in order to dynamically adapt its value to varying application
requirements. Moreover, since the virtual queue threshold is determined based
on the application requirements, the node should be able to dynamically set an
appropriate threshold according to the application varying delay requirements.
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2. Similarly, the design of the routing algorithm should consider delay constrained
WSN applications. Maximum lifetime routing algorithms aim at balancing energy
consumption among the nodes to maximise network lifetime. This often results
in taking routes with large hop counts to relief nodes on the efficient route from
excessive traffic load, however, this approach incurs a longer delay in the process.
Hence, future research should address this issue and design a routing protocol that
can achieve the best trade-off between two conflicting objectives: maximizing
network lifetime and minimizing end-to-end delay, in multi-hop networks. In
the cost function design, in addition to energy-related metrics, a delay-related
metric should be considered. Another possible approach is to consider finding
optimal energy balancing routes such that they also do not exceed a specified delay
constraint.The study in [162] is using this approach for cluster-based network.
3. Another possible extension of our work is the joint optimization of both the duty
cycling and the routing mechanisms in a cross-layer design. In our work, energy-
aware routing and duty cycling mechanisms are pursued separately. In doing
so, our proposed designs optimize one aspect assuming the other is pre-defined.
Therefore, one interesting future research topic is to design distributed algorithms
with low complexity and control overhead that are able to jointly optimize both
routing and duty cycling schemes and taking into account the effect of collisions on
routing decisions. Few attempts to address this integrated optimization problem
exist in the literature, however, their solution is either near optimal and complex
such as [62] or is subject to different MAC and interference constraints [61] [18].
Many authors consider the TCP/IP layered architecture wasteful for the mostly single-
task networks composed of severely constrained sensor devices. Therefore, the cross-
layer design has been proposed by many authors in recent studies, some examples of
such works were provided in Chapter 2. On the other hand, other authors foresee a
future for multi-application WSNs that would run over a complete stack of protocols
such as works presented in [174] and [175]. We believe that a shift towards layered
design will continue to receive significant support and will most likely be promoted as
the future direction.
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