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Abstract: We study the splitting of invariant manifolds of whiskered (hyperbolic) tori1
with three frequencies in a nearly-integrable Hamiltonian system, whose hyperbolic part2
is given by a pendulum. We consider a 3-dimensional torus with a fast frequency vector3
ω/
√
ε, with ω = (1,,˜) where  is a cubic irrational number whose two conjugates4
are complex, and the components ofω generate the field Q(). A paradigmatic case is the5
cubic golden vector, given by the (real) number satisfying3 = 1−, and ˜ = 2.6
For such 3-dimensional frequency vectors, the standard theory of continued fractions7
cannot be applied, so we develop a methodology for determining the behavior of the8
small divisors 〈k, ω〉, k ∈ Z3. Applying the Poincaré–Melnikov method, this allows us to9
carry out a careful study of the dominant harmonic (which depends on ε) of the Melnikov10
function, obtaining an asymptotic estimate for the maximal splitting distance, which is11
exponentially small in ε, and valid for all sufficiently small values of ε. This estimate12
behaves like exp{−h1(ε)/ε1/6} and we provide, for the first time in a system with 313
frequencies, an accurate description of the (positive) function h1(ε) in the numerator of14
the exponent, showing that it can be explicitly constructed from the resonance properties15
of the frequency vectorω, and proving that it is a quasiperiodic function (and not periodic)16
with respect to ln ε. In this way, we emphasize the strong dependence of the estimates17
for the splitting on the arithmetic properties of the frequencies.18
1. Introduction and Setup19
1.1. Background and state of the art. In nearly-integrable Hamiltonian systems with20
n ≥ 2 degrees of freedom, irregular motion may take place near (n − 1)-dimensional21
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whiskered tori (invariant hyperbolic tori) and their whiskers (invariant manifolds). In22
adequate scaled canonical coordinates (see for instance [DG01,Loc90,DGG14a] and23
references therein for more details about this introductory paragraph), these whiskered24
tori have frequency vectors with fast frequencies and their non-small hyperbolic part25
is typically given by a pendulum. The fundamental phenomenon guaranteeing irregular26
behavior near these whiskered tori is the non-coincidence of their whiskers, which is27
called the splitting of separatrices. The size of this splitting provides a measure of the28
irregular motion (and also of the global instability for n ≥ 3 degrees of freedom) but is29
non-easily computable, since it turns out to be exponentially small with respect to the30
perturbation parameter. To worse things, for n ≥ 3, the exponent in the splitting depends31
strongly on the arithmetic properties of the (n−1)-dimensional frequency vectors of the32
whiskered torus. Fortunately, for n = 3 the standard theory of continued fractions can33
be successfully applied to the 2-dimensional frequency vectors of the whiskered tori to34
compute the splitting. Nevertheless, for n ≥ 4 degrees of freedom, the standard theory35
of continued fractions cannot be applied to (n − 1)-dimensional frequency vectors, and36
so far there are no computations of the exponentially small splitting of separatrices for37
whiskered tori with dimension greater or equal than three.38
This paper is dedicated to the study and computation of the exponentially small39
splitting of separatrices, in a perturbed Hamiltonian system with 4 degrees of freedom,40
associated to a 3-dimensional whiskered torus with a cubic frequency vector. More41
precisely, we start with an integrable Hamiltonian H0 possessing whiskered tori with a42
homoclinic whisker or separatrix, formed by coincident stable and unstable whiskers,43
and we focus our attention on a concrete torus with a frequency vector of fast frequencies:44
ωε = ω√
ε
, ω = (1,,˜), (1)45
with a small (positive) parameter ε, and we assume that the frequency ratios = ω2/ω146
and ˜ = ω3/ω1 (it can be assumed that ω1 = 1) generate a complex cubic field (also47
called a non-totally real cubic field). This amounts to assume that is a cubic irrational48
number (a real root of a polynomial of degree 3 with rational coefficients, that is not49
rational or quadratic) whose two conjugates are not real, and ˜ = a0 + a1 + a22,50
with a0, a1, a2 ∈ Q, a2 = 0 (see Sect. 2.1 for more details). A paradigmatic example51
is the vector ω = (1,,2), where  is the cubic golden number (the real number52
satisfying 3 = 1−, see Sect. 2.3).53
If we consider a perturbed Hamiltonian H = H0 +μH1, where μ is small, in general54
the whiskers do not coincide anymore. This phenomenon has got the name of splitting55
of separatrices, which is related to the non-integrability of the system and the existence56
of chaotic dynamics, and plays a key role in the description of Arnold diffusion. If57
we assume, for the two involved parameters, a relation of the form μ = εr for some58
r > 0, we have a problem of singular perturbation and in this case the splitting is59
exponentially small with respect to ε. Our aim is to provide an asymptotic estimate for60
the maximal splitting distance, and to show the dependence of such estimate on the61
arithmetic properties of the cubic number .62
To provide a measure for the splitting, we can restrict ourselves to a transverse section63
to the unperturbed separatrix, and introduce the splitting function θ ∈ T3 → M(θ) ∈64
R3, providing the vector distance between the whiskers on this section, along the com-65
plementary directions. In this way, one obtains a measure for the maximal splitting66
distance as the maximum of the function |M(θ)|. On the other hand, in suitable coordi-67
nates the splitting function is the gradient of a scalar function called splitting potential68
[Eli94,DG00],69
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Exponentially Small Splitting of Separatrices
M(θ) = ∇L(θ), (2)70
which implies that there always exist homoclinic orbits, which correspond to the zeros71
of M(θ), i.e. the critical points of L(θ).72
In order to provide a first order approximation to the splitting function, with respect73
to the parameter μ, it is very usual to apply the Poincaré–Melnikov method, introduced74
by Poincaré in his memoir [Poi90] and rediscovered much later by Melnikov and Arnold75
[Mel63,Arn64]. This method provides an approximation76
M(θ) = μM(θ) + O(μ2) (3)77
given by the (vector) Melnikov function M(θ), defined by an integral (see for instance78
[Tre94,DG00]). As a result, one obtains asymptotic estimates for the maximum of the79
function |M(θ)|, provided μ is small enough. In fact, the Melnikov function can also be80
written as the gradient of a scalar function called the Melnikov potential: M(θ) = ∇L(θ).81
However, the case of fast frequenciesωε as in (1), with a perturbation of orderμ = εr ,82
for a given r as small as possible, turns out to be, as said before, a singular problem. The83
difficulty comes from the fact that the Melnikov function M(θ) is exponentially small in84
ε, and the Poincaré–Melnikov method can be directly applied only if one assumes that85
μ is exponentially small with respect to ε (see for instance [DG01] for more details). In86
order to validate the method in the case μ = εr , one has to ensure that the error term is87
also exponentially small, and that the Poincaré–Melnikov approximation dominates it.88
To overcome such a difficulty in the study of the exponentially small splitting, Lazutkin89
introduced in [Laz03] the use of parameterizations of the whiskers on a complex strip90
(whose width is defined by the singularities of the unperturbed parameterized separatrix)91
by periodic analytic functions, together with flow-box coordinates. This tool was initially92
developed for the Chirikov standard map [Laz03], and allowed several authors to validate93
the Poincaré–Melnikov method for Hamiltonians with one and a half degrees of freedom94
(with only 1 frequency) [HMS88,Sch89,DS92,DS97,Gel97] and for area-preserving95
maps [DR98].96
Later, those methods were extended to the case of whiskered tori with 2 frequencies:97
ω = (1,). In this case, the arithmetic properties of the frequencies play an important98
role in the exponentially small asymptotic estimates of the splitting function, due to99
the presence of small divisors of the form k1 + k2 for integer numbers k1, k2. Such100
arithmetic properties can be carefully studied with the help of the standard theory of101
continued fractions. The role of the small divisors in the estimates of the splitting was102
first noticed by Lochak [Loc90] (who obtained an upper bound with an exponent coin-103
ciding with Nekhoroshev resonant normal forms [Nek77]), and also by Simó [Sim94]104
(generalizing an averaging procedure introduced in [Nei84]). Analogous estimates could105
also be obtained from a careful averaging out of the fast angular variables [Tre97,PT00],106
at least concerning sharp upper bounds of the splitting.107
On the other hand, a numerical detection of asymptotic estimates was carried out108
in [Sim94], and they were rigorously proved in [DGJS97] for the quasiperiodically109
forced pendulum, assuming a polynomial perturbation in the coordinates associated to110
the pendulum. A more general (meromorphic) perturbation was considered in [GS12].111
It is worth mentioning that, in some cases, the Poincaré–Melnikov method does not112
predict correctly the size of the splitting, as shown in [BFGS12], where a Hamilton–113
Jacobi method is instead used. This method had previously been used in [Sau01,LMS03,114
RW00,Bal06]. Similar asymptotic results were obtained in [DG04] for the concrete case115
of the famous golden ratio = (√5− 1)/2, and in [DGG14c] for the case of the silver116
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ratio = √2−1, and generalized in [DGG16] to any quadratic frequency ratio, and in117
[DGG14b] to any frequency ratio of constant type, i.e. with bounded partial quotients.118
Very recent results for frequency vectors with unbounded partial quotients can be found119
in the papers [FSV18a,FSV18b], which provide a heuristic analysis of the splitting.120
In this paper, we consider a 3-dimensional torus with a frequency vector ω as in (1)121
whose ratios generate a complex cubic field (for short, we say a cubic vector “of complex122
type”). An important difference with respect to the 2-dimensional case is that in the 3-123
dimensional case there is no standard theory of continued fractions allowing a simple124
analysis of the small divisors. As a paradigmatic example, we consider ω = (1,,2)125
where  ≈ 0.682328 is the real number satisfying 3 = 1 − , which has been126
called the cubic golden number (see for instance [HK00]). Other famous exemples have127
been considered in [Cha02] (see also [Loc92] for an account of examples and results128
concerning cubic frequencies).129
Our goal is to develop a methodology, based on iteration matrices from a result by130
Koch [Koc99] (see Sect. 2.1) allowing us to study the resonances of the given cubic131
frequency vector. As a result, we obtain asymptotic estimates for the maximal splitting132
distance, whose dependence on ε is described by a positive piecewise-smooth function133
denoted h1(ε) (see Theorem 1). In this paper it is proved for the first time that this134
function is quasiperiodic (and not periodic) with respect to ln ε with two frequencies135
α1 and α2, and its behavior depends strongly on the arithmetic properties of the cubic136
frequency vector ω. In particular, we show that the function h1(ε) can be constructed137
explicitly from the study of the quasi-resonances of the frequency vector ω, and we can138
also determine explicitly the frequencies α1 and α2, as well as upper and lower bounds139
for h1(ε). In this way, we provide an indication of the complexity of the dependence on140
ε of the splitting.141
Such results were partially established in the announcement [DGG14a] with a par-142
allel study of the quadratic and cubic cases (with 2 and 3 frequencies, respectively),143
obtaining also exponentially small estimates for the maximal splitting distance, show-144
ing the periodicity of the function h1(ε) with respect to ln ε in the quadratic case (we145
also stress that this function becomes a constant in the case of only 1 frequency, see for146
instance [DS97]). Nevertheless, in [DGG14a] the quasiperiodicity of the function h1(ε)147
in the cubic case was only conjectured.148
We point out that the aim of this paper is to obtain estimates for the maximal splitting149
distance, like in our paper [DGG14b] where we considered frequencies of constant150
type for a 2-dimensional torus. This is in constrast with most of the papers quoted in151
the previous paragraphs, which rather focus their attention on the transversality of the152
splitting. The study of the transversality could also be carried out with the methodology153
developed here, by means of a more accurate study, as done in [DG04,DGG14c,DGG16]154
for the quadratic case (see Remark 2(b)). We stress that, for some purposes, it is not155
necessary to establish the transversality of the splitting, and it can be enough to provide156
estimates of the maximal splitting distance. Indeed, such estimates imply the existence157
of splitting between the invariant manifolds, which provides a strong indication of the158
non-integrability of the system near the given torus, and opens the door to the application159
of topological methods [GR03,GL06] for the study of Arnold diffusion in such systems.160
1.2. Setup. Here we describe the nearly-integrable Hamiltonian system under consid-161
eration. In particular, we study a singular or weakly hyperbolic (a priori stable) Hamil-162
tonian with 4 degrees of freedom possessing a 3-dimensional whiskered torus with fast163
frequencies. In canonical coordinates (x, y, ϕ, I ) ∈ T×R×T3×R3, with the symplectic164
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Exponentially Small Splitting of Separatrices
form dx ∧ dy + dϕ ∧ dI , the Hamiltonian is defined by165
H(x, y, ϕ, I ) = H0(x, y, I ) + μH1(x, ϕ), (4)166
H0(x, y, I ) = 〈ωε, I 〉 + 1
2
〈I, I 〉 + y
2
2
+ cos x − 1, (5)167
H1(x, ϕ) = h(x) f (ϕ). (6)168
Our system has two parameters ε > 0 and μ, linked by a relation μ = εr , r > 0 (the169
smaller r the better). Thus, if we consider ε as the unique parameter, we have a singular170
problem for ε→ 0. See [DG01] for a discussion about singular and regular problems.171
Recall that we are assuming a vector of fast frequencies ωε = ω/√ε with a cubic172
vector ω ∈ R3 of “complex type”, as introduced in (1). It is a well-known property173
(and we prove it in Sect. 2.2; see also [Cas57, Sect. V.3] or [Sch80, Sect. II.4]) that any174
(complex or totally real) cubic vector satisfies a Diophantine condition175
|〈k, ω〉| ≥ γ|k|2 , ∀k ∈ Z
3\ {0} , (7)176
with some γ > 0 (the exponent 2 in this condition is the minimal one among vectors in177
R3). We also assume in (4) that  is a symmetric (3× 3)-matrix, such that H0 satisfies178







For the perturbation H1 in (5), we deal with the following analytic periodic functions,181
h(x) = cos x, f (ϕ) =
∑
k∈Z
fk cos(〈k, ϕ〉 − σk), with fk = e−ρ|k| and σk ∈ T182
(9)183
(we write the harmonics of Fourier expansions in the form of amplitude and phase)184
where we introduce, in order to avoid repetitions in the Fourier series, the set185
Z = {k ∈ Z3 : k2 ≥ 1 or (k2 = 0, k3 ≥ 1) or (k2 = k3 = 0, k1 ≥ 0)}, (10)186
with k = (k1, k2, k3) (the specific choice of k2 being positive, which is not relevant,187
allows us to agree with the definition of the set P in (44)). Notice that, for any couple188
±k of integer vectors, only one of them belongs to Z . The constant ρ > 0 gives the189
complex width of analyticity of the function f (ϕ). Concerning the phases σk , they can190
be chosen arbitrarily for the purpose of this paper.191
To justify the form of the perturbation H1 chosen in (5) and (9), we stress that it makes192
easier the explicit computation of the Melnikov potential, which is necessary in order to193
show that it dominates the error term in (3), and therefore to establish the existence of194
splitting. Moreover, the assumption that all coefficients fk in the Fourier expansion (9)195
with respect to ϕ are nonzero and have an exponential decay, is usual in the literature (see196
for instance [FSV18a,FSV18b]), and ensures that the study of the dominant harmonics197
of the Melnikov potential can be carried out directly from the arithmetic properties of the198
frequency vector ω. Indeed, such dominant harmonics correspond to the integer vectors199
k providing an approximate equality in (7), i.e. giving the “smallest” divisors (relatively200
to the size of |k|). We call primary resonances of ω to such vectors k, and secondary201
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resonances to the rest of quasi-resonances (see Sect. 2 for details). In this way, the choice202
of the coefficients fk in (9) allows us to emphasize the dependence of the splitting on203
the arithmetic properties of ω.204
It is worth remarking that, once we know the primary resonances for the given fre-205
quency vector ω, we do not need all the coefficients fk to be different from zero in (9),206
but only the ones corresponding to primary resonances. On the other hand, since our207
method is completely constructive, other choices of concrete harmonics fk could also be208
considered (like fk = |k|m e−ρ|k|), simply at the cost of more cumbersome computations209
in order to determine the dominant harmonics of the Melnikov potential.210
We also remind that the Hamiltonian defined in (4–9) is paradigmatic, since it is a211
generalization of the famous Arnold’s example (introduced in [Arn64] to illustrate the212
transition chain mechanism in Arnold diffusion). It provides a model for the behavior213
of a nearly-integrable Hamiltonian system near a single resonance (see [DG01] for a214
motivation), and has often been considered in the literature (see for instance [GGM99,215
PT00,LMS03,DGS04]).216
Let us describe the invariant tori and whiskers, as well as the splitting and Melnikov217
functions. First, it is clear that the unperturbed system given by H0 (that corresponds to218
μ = 0) is separable, and consists of the pendulum given by P(x, y) = y2/2 + cos x −1,219
and 3 rotors with fast frequencies: ϕ̇ = ωε + I , İ = 0. The pendulum has a220
hyperbolic equilibrium at the origin, with separatrices that correspond to the curves given221
by P(x, y) = 0. We parameterize the upper separatrix of the pendulum as (x0(s), y0(s)),222
s ∈ R, where223
x0(s) = 4 arctan es, y0(s) = 2
cosh s
. (11)224
Then, the lower separatrix has the parametrization (x0(−s),−y0(−s)). For the rotors225
system (ϕ, I ), the solutions are I = I0, ϕ = ϕ0 + t (ωε + I0). Consequently, the226
Hamiltonian H0 has a 3-parameter family of 3-dimensional whiskered tori: in coordinates227
(x, y, ϕ, I ), each torus can be parameterized as228
TI0 : (0, 0, θ, I0), θ ∈ T3,229
and the inner dynamics on each torus is θ̇ = ωε + I0. Each invariant torus has a ho-230
moclinic whisker, i.e. coincident 4-dimensional stable and unstable invariant manifolds,231
which can be parameterized as232
WI0 : (x0(s), y0(s), θ, I0), s ∈ R, θ ∈ T3, (12)233
with the inner dynamics given by ṡ = 1, θ̇ = ωε +I0.234
In fact, the collection of the whiskered tori for all values of I0 is a 6-dimensional nor-235
mally hyperbolic invariant manifold, parameterized by (θ, I ) ∈ T3×R3. This manifold236
has a 7-dimensional homoclinic manifold, which can be parameterized by (s, θ, I ), with237
inner dynamics ṡ = 1, θ̇ = ωε +I , İ = 0 (see for instance [DLS06]).238
Among the family of whiskered tori and homoclinic whiskers, we are going to focus239
our attention on the torus T0, whose frequency vector is ωε as in (1), and its associated240
homoclinic whisker W0.241
When adding the perturbation μH1, for μ = 0 small enough the hyperbolic KAM242
theorem can be applied thanks to the Diophantine condition (7) and to the isoenergetic243
nondegeneracy (8). Forμ small enough, the whiskered torus persists with some shift and244
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Exponentially Small Splitting of Separatrices
deformation, as a perturbed torus T = T (μ), as well as its local whiskers Wloc =W(μ)loc245
(precise statements can be found, for instance, in [Nie00,DGS04]).246
The local whiskers can be extended along the flow, but in general for μ = 0 the247
(global) whiskers do not coincide anymore, and one expects the existence of splitting248
between the (4-dimensional) stable and unstable whiskers, denoted Ws = Ws,(μ) and249
Wu = Wu,(μ) respectively. Using flow-box coordinates (see [DGS04], where the n-250
dimensional case is considered) in a neighbourhood containing a piece of both whiskers251
(away from the invariant torus), one can introduce parameterizations of the perturbed252
whiskers, with parameters (s, θ) inherited from the unperturbed whisker (12), and the253
inner dynamics254
ṡ = 1, θ̇ = ωε.255
Then, the distance between the stable whisker Ws and the unstable whisker Wu can256
be measured by comparing such parameterizations along the complementary directions.257
The number of such directions is 4 but, due to the energy conservation, it is enough to258
consider 3 directions, say the ones related to the action coordinates I .259
In order to measure correctly the splitting between the invariant manifolds Ws and260
Wu, their parameterizations should be chosen in a coordinated way. For example, this261
can be done with the help of a near-identity exact symplectic map as in [DG00, Sect. 5.1]262
(following an idea introduced in [Eli94]). This map takes a piece of Ws into Wu, which263
allows one to relate the parameterizations of both whiskers. With an additional change of264
parameters, the unstable whisker Wu appears as a graph over the stable whisker Ws and,265
by the properties of the whiskers as Lagrangian manifolds, the conjugate coordinates266
(energy and actions) become a gradient of a scalar function. In the case of fast frequencies,267
the distance is shown to be exponentially small with respect to ε in [DGS04].268
In this way, one can introduce a (vector) splitting function, with values in R3, as269
the difference of the parameterizations J s,u(s, θ) of (the action components of) the270
perturbed whiskers Ws and Wu. Initially this function depends on (s, θ),271
˜M(s, θ) := J u(s, θ)− J s(s, θ), |s| ≤ κ, θ ∈ T3, (13)272
with κ providing an interval where both parameterizations can be defined and hence273
compared. Thanks to the use of flow-box coordinates, the function ˜M turns out to be274
ωε-quasiperiodic (see [DGS04]):275
˜M(s, θ) = ˜M(0, θ − ωεs). (14)276
On the other hand, the funcion ˜M can be extended to a suitable complex strip in the277
variables (s, θ). This fact and the quasiperiodicity play a key role in order to obtain278
exponentially small estimates (see Sect. 4, where we apply the results of [DGS04]). In279
fact, we may consider the restriction to a fixed s providing a transverse section, say s = 0280
(which lies close to x = π by (11)), and we define as in [DG00, Sect. 5.2] our splitting281
function as282
M(θ) := ˜M(0, θ), θ ∈ T3, (15)283
and we refer to (13) as the “full” splitting funcion. We point out, as an alternative284
approach, that a splitting function can also be defined by considering parametrizations285
of the whiskers as solutions of Hamilton–Jacobi equation (see for instance [LMS03,286
BFGS12]).287
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Applying the Poincaré–Melnikov method, the first order approximation (3) of the288
splitting function is given by the (vector) Melnikov function M(θ), which is the gradient289
of the (scalar) Melnikov potential: M(θ) = ∇L(θ). The latter one can be defined290
as an integral: we consider any homoclinic trajectory of the unperturbed homoclinic291
whisker W0 in (12), starting on the section s = 0, and the trajectory on the torus T0 to292
which it is asymptotic as t → ±∞, and we substract the values of the perturbation H1293
on the two trajectories. This gives an absolutely convergent integral, which depends on294








[h(x0(t))− h(0)] f (θ + tωε) dt, (16)297
where we have taken into account the specific form (5) of the perturbation.298
Our choices of the pendulum P(x, y) = y2/2 + cos x − 1 in (4) and the perturbation299
in (5) and (9) lead to simple poles in the integrand in (16), which makes it possible300
to use the method of residues in order to compute the coefficients Lk of the Fourier301
expansion of the Melnikov potential L(θ), and hence the (vector) coefficients Mk of302
the Melnikov function, which satisfy |Mk | = |k| |Lk |. Such coefficients turn out to be303
exponentially small in ε (see their expression in Sect. 3.1). For each value of ε only304
the dominant harmonic, corresponding to some index k = S1(ε), is relevant in order305
to provide asymptotic estimates for the maximum value of the Melnikov function (of306
course, a few dominant harmonics may have to be considered near some transition values307
of ε, at which changes in the dominance take place). Due to the exponential decay of308
the Fourier coefficients of f (ϕ) in (9), it is not hard to study such a dominance and its309
dependence on ε.310
In order to give asymptotic estimates for the maximal splitting distance, the estimates311
obtained for the Melnikov function M(θ) have to be validated also for the splitting func-312
tionM(θ). The difficulty in the application of the Poincaré–Melnikov approximation (3),313
due to the exponential smallness in ε of the function M(θ) in our singular case μ = εr ,314
can be solved by obtaining upper bounds (on a complex domain) for the error term315
in (3), showing that, if r > r∗ with a suitable r∗, its Fourier coefficients are dominated316
by the coefficients of M(θ) (see also [DGS04]).317
1.3. Main result. For the Hamiltonian system (4–9) with the 2 parameters linked by318
μ = εr , r > r∗ (with some suitable r∗), and a cubic frequency vector of complex type319
ω as in (1), our main result provides an exponentially small asymptotic estimate for the320
maximal distance of splitting, given in terms of the maximum size in modulus of the321
splitting function M(θ), and this estimate is valid for all ε sufficiently small.322
With our approach, the Poincaré–Melnikov method can be validated for an exponent323
r > r∗ with r∗ = 3, although a lower value of r∗ can be given in some particular cases324
(see Remark 2(c)). However, such values of r∗ are not optimal and could be improved325
using other methods, like the parametrization of the whiskers as solutions of Hamilton–326
Jacobi equation (see for instance [LMS03,BFGS12]). In this paper, the emphasis is put327
on the extension of the methods and results from the 2-dimensional quadratic case to328
the 3-dimensional cubic case, rather than on the improvement of the value of r∗.329
Due to the form of f (ϕ) in (9), the Melnikov potential L(θ) is readily presented in330
its Fourier series (see Sect. 3.1), with coefficients Lk = Lk(ε) which are exponentially331
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Exponentially Small Splitting of Separatrices
small in ε. We use this expansion of L(θ) in order to detect its dominant harmonic332
k = S1(ε) for every given ε. Such a dominance is also valid for the Melnikov function333
M(θ), since the size of their Fourier coefficients Mk (vector) and Lk (scalar) is directly334
related: |Mk | = |k| |Lk |, k ∈ Z (recall the definition of Z in (10)).335
As shown in Sect. 4, in order to obtain an asymptotic estimate for the maximum336
value of M(θ), i.e. for the distance of splitting, for most values of ε it is enough to337
consider the (unique) first dominant harmonic S1(ε) of the Melnikov function M(θ),338
whose size behaves like exp{−h1(ε)/ε1/6}, being described by a (positive) function339
h1(ε) that is carefully studied in this paper. To ensure that the dominant harmonic of340
M(θ) corresponds to the dominant harmonic of the splitting function M(θ), one has to341
carry out an accurate control of the error term in (3). In this way, using estimates for342
the size of the dominant harmonic, as well as for all the remaining harmonics, one can343
prove that the dominant harmonic is large enough and provides an approximation to the344
maximum size of the whole splitting function (see also [DGG14a,DGG14b,DGG16]).345
However, one has to consider at least two harmonics for ε near to some “transition346
values”, at which a change in the dominant harmonic occurs and, consequently, two347
(or more) harmonics having similar sizes can be considered as the dominant ones. In348
this case, the size of the splitting function can also be determined from the dominant349
harmonics, although such transition values turn out to be corners of the function h1(ε)350
(see the theorem below, and Fig. 1).351
The determination of the dominant harmonics, and hence the dependence on ε of the352
size of the splitting and the function h1(ε), are closely related to the arithmetic proper-353
ties of the frequency vector ω in (1), since the integer vectors k ∈ Z associated to the354
dominant harmonics can be found, for any ε, among the main quasi-resonances of ω,355
i.e. the vectors k giving the “smallest” divisors |〈k, ω〉| (relatively to the size of |k|). In356
Sect. 2, we develop a methodology for a complete study of the resonant properties of357
cubic frequency vectors (of complex type), which is one of the main goals of this paper.358
This methodology relies on the classification of the integer vectors k into “resonant359
sequences” (see Sect. 2.1 for definitions). Among them, the sequence of primary res-360
onances corresponds to the vectors k which fit best the Diophantine condition (7), and361
the vectors k belonging to the remaining sequences are called secondary resonances. In362
this way, we can also determine the (positive) asymptotic Diophantine constant,363
γ− := lim inf|k|→∞ |〈k, ω〉| · |k|
2 . (17)364
This approach, already announced in [DGG14a] for 3-dimensional cubic frequency365
vectors, generalizes the one introduced in [DG03] for 2-dimensional quadratic frequency366
vectors.367
For most values of ε, the dominant harmonic is given by an integer vector k associated368
to a primary resonance, but for some intervals of ε the secondary resonances may have369
to be taken into account giving rise to a more involved function h1(ε). Nevertheless, for370
some cubic frequency vectorsω in (1) such as the cubic golden vector, the function h1(ε)371
can be defined using only the primary resonances (see Sects. 2.3 and 3.4).372
In order to generate the resonant sequences, we use a result by Koch [Koc99], ensuring373
the existence of a unimodular (3×3)-matrix T (i.e. with integer entries and determinant374
±1), having ω as an eigenvector with the associated eigenvalue375
λ > 1. (18)376
Altough there exist an infinity of matrices T fitting Koch’s result, we establish in Sect. 2.1377
a canonical choice for it (see Proposition 4), and we write it as T = T (ω).378
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Fig. 1. Graph of the function h1(ε) = F1(ζ ) in the exponent of (20), for the cubic golden vector (see Sect. 2.3),
in the logarithmic variable ζ ∼ ln(1/ε) (see (81) for a precise definition), as the minimum of the functions
f n(ζ ) (see Sects. 3.2 and 3.4)
The eigenvalue λ = λ(ω) is also a cubic irrational number and belongs to Q().379
Hence it also has complex conjugates, which can be written in the form380
λ2, λ2 = 1√
λ
e±iπ ·φ, 0 < φ < 1, (19)381
and φ = φ(ω) is an irrational number (see Sect. 2.1).382
For a concrete cubic frequency vector ω, it is not too hard to find the Koch’s matrix383
T = T (ω) (see Sect. 2.1 for a procedure, and Sect. 2.3 for its application to the concrete384
case of the cubic golden vector). We point out that, for the quadratic 2-dimensional385
case ω = (1,), a systematic algorithm providing an analogous (2× 2)-matrix T was386
developed in [DGG16], from the continued fraction of the frequency ratio  (which is387
eventually periodic for quadratic numbers). An extension of this algorithm to the cubic388
case would require a further study (possibly using some of the existing multidimensional389
continued fraction theories), and is not carried out here.390
Assuming that the matrix T is known, the key point is that the iteration of the matrix391
U = (T−1) from an initial (“primitive”) vector allows us to generate any resonant392
sequence (see the definition (45)). In this way, we can construct the resonant sequences393
allowing us to detect the dominant harmonics of the Melnikov potential and, conse-394
quently, asymptotic estimates for the maximal splitting distance.395
Next, we establish the main result of this work, which generalizes to the complex396
cubic case the results obtained in [DG04,DGG16] for the quadratic case. The result397
given below provides exponentially small asymptotic estimates for the maximal dis-398
tance of splitting, as ε → 0, given by the maximum of |M(θ)|, θ ∈ T3. In such399
asymptotic estimates, the dependence on ε is mainly described by the exponent 1/6,400
and by the function h1(ε). This is a positive function, quasiperiodic with respect to ln ε401
and piecewise-smooth and, consequently, it has a finite number of corners (i.e. jump402
discontinuities of the derivative) in any given interval. As we can see from the statement403
of the theorem, the numbers λ and φ introduced in (18–19) play an essential role in the404
quasiperiodicity of the function h1(ε), since they provide directly the two frequencies405
3 ln λ and 3 ln λ · φ, and the fact that φ is irrational ensures that the function h1(ε) is406
not periodic, which makes a difference with respect to the quadratic case considered in407
[DGG16].408
For any given cubic vector ω (of complex type), the function h1(ε) can be explicitly409
constructed (see Sect. 3.2). However, its (piecewise) expression can be very complicated.410
Its graph is shown in Fig. 1 (where a logarithmic scale for ε is used), for the concrete411
case of the cubic golden frequency vector. The oscillatory behavior of the function h1(ε)412
depends strongly on the arithmetic properties of ω.413
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Exponentially Small Splitting of Separatrices
For positive quantities, we use the notation f ∼ g if we can bound c1g ≤ f ≤ c2g414
with constants c1, c2 > 0 not depending on ε, μ.415
Theorem 1. (main result) Assume the conditions described for the Hamiltonian (4–9),416
with a cubic frequency vector ω = (1,,˜) of complex type as in (1), that ε is small417











The function h1(ε), defined in (87), is positive, piecewise-smooth, piecewise-convex and420
quasiperiodic in ln ε, with two frequencies 3 ln λ and 3 ln λ · φ, where λ = λ(ω) and421
φ = φ(ω) are the numbers introduced in (18–19). It satisfies for ε > 0 lower and upper422
bounds J−0 ≤ h1(ε) ≤ J +1 , where the values J−0 = J−0 (ω) and J +1 = J +1 (ω) are defined423
in (99). On the other hand, C0 = C0(ω, ρ) is a positive constant defined in (74).424
Remarks 2. (a) As a consequence of this theorem, replacing h1(ε) by its supremum value425














where c is a constant. This may be enough, if our aim is only to prove the existence429
of splitting of separatrices, without giving an accurate description for it.430
(b) Our approach can also be applied to show the existence of transverse homoclinic431
orbits, associated to simple zeros θ∗ of the splitting function M(θ) (or, equivalently,432
nondegenerate critical points of the splitting potential), providing an asymptotic es-433
timate for the transversality of the homoclinic orbits, measured by the minimum434
eigenvalue (in modulus) of the matrix DM(θ∗) at each zero of M(θ). Such an435
asymptotic estimate is exponentially small in ε as in (20), but the function h1(ε) has436
to be replaced by a greater function h3(ε), also piecewise-smooth and quasiperiodic437
in ln ε. In order to define h3(ε), one has to consider the three most dominant harmon-438
ics whose indices S1(ε), S2(ε), S3(ε) ∈ Z are linearly independent (this is necessary439
in order to prove that the zeros θ∗ are simple). This result on transversality would be440
valid for “almost all” ε sufficiently small, since one has to exclude a small neighbor-441
hood of some values where the third and the fourth dominant harmonics have similar442
sizes, and homoclinic bifurcations could take place. See [DGG16] for the analogous443
situation in the quadratic case, where only the two most dominant harmonics are444
necessary.445
(c) The results of Theorem 1 can be improved under some particular situations. For446
instance, if the function h(x) in (9) is replaced by h(x) = cos x−1, then the estimates447
are valid for μ = εr with r > 2 (instead of r > 3). The details of this improvement448
are not given here, since they work exactly as in [DG04].449
Or gani zat i on of the paper. We start in Sect. 2 with studying the arithmetic prop-450
erties of cubic frequency vectors ω = (1,,˜) (of complex type), and constructing451
the iteration matrix T . Next, in Sect. 3 we find an asymptotic estimate for the dominant452
harmonic of the splitting potential, which allows us to define the function h1(ε) and453
study their general properties. In order to illustrate our methods, concrete results for454
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A. Delshams, M. Gonchenko, P. Gutiérrez
the cubic golden vector are obtained in Sects. 2.3 (arithmetic properties) and 3.4 (the455
function h1(ε)). Finally, in Sect. 4 we provide rigorous bounds of the remaining har-456
monics allowing us to obtain asymptotic estimates for the maximal splitting distance, as457
established in Theorem 1.458
2. Arithmetic Properties of Cubic Frequencies459
2.1. Iteration matrix for a cubic frequency vector. We consider a cubic frequency vector460
ω ∈ R3, i.e. the frequency ratios ω2/ω1 and ω3/ω1 generate a cubic field (an algebraic461
number field of degree 3 over Q, i.e. its dimension as a vector space over Q is 3). In462
order to simplify our exposition, we assume that ω1 = 1, and hence the vector has the463
form464
ω = (1,,˜), (21)465
where  is a cubic irrational number, i.e. its minimum polynomial (the monic polyno-466
mial of minimal degree having  as a root) has degree 3, and ˜ belongs to the field467
Q():468
3 = r0 + r1 + r22, (22)469
˜ = a0 + a1 + a22, with a2 = 0, (23)470
where the coefficients r j , a j are rational. The number ˜ is also cubic irrational (in471
fact, any number belonging to Q() is either rational or cubic irrational). We restrict472
ourselves to the complex case (also called the non-totally real case): the two conjugates473
of, as a root of the polynomial Eq. (22), are complex. This condition can be expressed474
in terms of having negative discriminant,475
 = 4r 31 + r 21 r 22 − 27r 20 − 18r0r1r2 − 4r0r 32 < 0.476
We denote the conjugates of  as477
2 := σ() = σ2 + iσ3, 2 = σ̄ () = σ2 − iσ3 (24)478
and, from the standard equalities479




(r2 −), σ3 = s
2
√
−(4r1 + r 22 )− 2r2 + 32, (25)482
with a concrete sign s = ±1 for σ3, that will be chosen later for convenience (see (37)).483
It is clear from (23) that our cubic frequency vector ω can be related to the more484
particular case485
ω(0) = (1,,2) (26)486










(for instance, the cubic golden frequency vector considered in Sect. 2.3 has the form (26)).490
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Exponentially Small Splitting of Separatrices
It is well-known from algebraic number theory (see for instance [ST87, Ch. II] or491
[Lan02, Ch. V–VI] as general references) that there exist unique field isomorphisms492
σ : Q() −→ Q(2) and σ̄ : Q() −→ Q(2) such that σ() = 2 and σ̄ () = 2.493
It is clear that σ and σ̄ are related by the ordinary complex conjugacy. Then, the numbers494
σ(˜) and σ̄ (˜) turn to be the conjugates of ˜, and they are also complex (indeed, if495
they were real, they would coincide and ˜ would not be a cubic irrational).496
Any cubic frequency vector ω ∈ R3 satisfies a Diophantine condition, with the497
minimal exponent (see for instance [Cas57, Sect. V.3] or [Sch80, Sect. II.4]):498
|〈k, ω〉| ≥ γ|k|2 , ∀k ∈ Z
3\ {0} . (28)499
With this in mind, we define the “numerators”500
γk := |〈k, ω〉| · |k|2 , k ∈ Z3\ {0} , (29)501
where we use the Euclidean norm: |·| = |·|2 (this allows us to use the properties of the502
scalar product). The numerators have γ > 0 as a lower bound. Our goal is to provide503
a classification of the integer vectors k, according to the size of γk , in order to find the504
primary resonances (i.e. the integer vectors k for which γk is smallest, and hence best505
fitting the Diophantine condition (28)), and study their separation with respect to the506
remaining vectors k (i.e. the secondary resonances).507
The key point will be to use the following result by Koch [Koc99]: for a vector508
ω ∈ R whose frequency ratios generate an algebraic field of degree , there exists a509
unimodular (× )-matrix T (a square matrix with integer entries and determinant±1)510
having ω as an eigenvector with associated eigenvalue λ of modulus > 1, and such that511
the other  − 1 eigenvalues are all simple and of modulus < 1. This result is valid for512
any dimension , and is usually applied in the context of renormalization theory (see513
for instance [Koc99,Lop02]), since the iteration of the matrix T provides successive514
rational approximations to the direction of the vector ω.515
For any given cubic frequency vector ω as in (21), we say that a (3 × 3)-matrix T516
is a “Koch’s matrix for ω ” if it satisfie the requirements of Koch’s result [Koc99]. It517
is not hard to find a Koch’s matrix for any concrete cubic vector ω (see below for a518
general procedure, and Sect. 2.3 for its application to the concrete case of the cubic519
golden vector). It is clear that a Koch’s matrix T is not unique, since any power ±T n is520
also a Koch’s matrix.521
We can assume that the determinant of T is positive, det T = 1, i.e. T belonging to the522
special linear group SL(3,Z) (otherwise, we can replace T by−T ). For the eigenvalue523
λ associated to the eigenvector ω, it is clear that it is real and can be writen as524
λ = 〈T(1), ω
〉 = T11 + T12 + T13˜ ∈ Q() (30)525
where we denote T(1) := (T11, T12, T13) (the first row of T , considered here as a column526
vector). We also see that λ is cubic irrational (otherwise, it would be rational and the527
frequency ratios of ω would also be rational). The other two eigenvalues of T , which are528
the conjugates of λ, are complex (see the argument given above for ˜), which implies529
that λ is positive: λ > 1. We write the conjugates of λ in terms of real and imaginary530
parts:531
λ2 := σ(λ) = μ2 + iμ3, λ2 = σ̄ (λ) = μ2 − iμ3. (31)532
Moreover, we consider a basis of eigenvectors of T , also writing the two complex ones in533
terms of real and imaginary parts (thus, we do not work directly with complex vectors):534
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ω, v2 + iv3 = σ(ω), v2 − iv3 = σ̄ (ω), (32)535
with associated eigenvalues λ, λ2, λ2, respectively. We understand that, for vectors, the536
conjugacies σ , σ̄ can be applied componentwisely, and hence the conjugate vectors537
above can be obtained just by replacing  by 2 or 2 in (21). In this way, the vectors538
v2 and v3 do not depend on the specific choice of a Koch’s matrix T . Let C denote the539
(3× 3)-matrix having ω, v2, v3 as columns, and we consider its condition number540







also not depending on the choice of T (we use the matrix norm subordinate to the542
Euclidean norm for vectors). Next, we prove that the eigenvalue λ > 1 cannot be543
arbitrarily close to 1.544
Lemma 3. For any Koch’s matrix T ∈ SL(3,Z) for ω, the real eigenvalue λ in (30)545
satifies the lower bound λ > λ0, with λ0 = λ0(ω) > 1 defined as the unique real546
number satisfying λ 30 − λ 20 − γ /4κ2 = 0, where γ is the constant in the Diophantine547
condition (7), and κ is the condition number (33).548
Proof. From the definitions of v2 and v3, it is clear that T v2 = μ2v2 − μ3v3 and549








Since DD = diag(λ2, μ 22 + μ 23 , μ 22 + μ 23 ), and using the inequalities
√
μ 22 + μ
2
3 =551
|λ2| < 1 < λ, one readily sees that |D| = λ and we deduce that λ ≤ |T | ≤ κλ. Now, we552
use (30), and apply the Diophantine condition (7) to the vector k = T(1) − (1, 0, 0) =553
(T11 − 1, T12, T13) (it is clear that k = 0, otherwise T has an integer eigenvalue):554
λ− 1 = 〈k, ω〉 ≥ γ|k|2 ≥
γ




where we used that |k| ≤ ∣∣T(1)
∣
∣ + |(1, 0, 0)| ≤ |T | + 1 ≤ 2 |T |. Finally, a simple study556
of the function g(x) = x3 − x2 − γ /4κ2 shows that λ > λ0. 557
Using this lemma, we next show the “uniqueness” of the matrix T satisfying Koch’s558
result. More precisely, we can choose T = T (ω) ∈ SL(3,Z) whose real eigenvalue559
λ = λ(ω) > 1 is minimal or, equivalently, the norm |T | is minimal. We call this matrix560
T “the principal Koch’s matrix for ω ”.561
Proposition 4. There exists a unique matrix T = T (ω) ∈ SL(3,Z) such that all Koch’s562
matrices for ω have the form ±T n, n ≥ 1.563
Proof. As we said before, we can restrict ourselves to Koch’s matrices of positive deter-564
minant. Assume that T and S are two Koch’s matrices, with real eigenvalues satisfying565
1 < λT ≤ λS . It is clear that ST−1 has ω as an eigenvector with eigenvalue λS/λT ≥ 1,566
and hence > 1 (it cannot be equal to 1). This says that ST−1 is another Koch’s matrix,567
with λS/λT > λ0 by Lemma 3 (recall that λ0 = λ0(ω) > 1). Therefore, the real eigen-568
values of the Koch’s matrices for ω are all different, and separated at least by a factor λ0569
(filling in this way a discrete set). On the other hand, such eigenvalues satisfy the lower570
bound given in Lemma 3. This implies that we can choose a Koch’s matrix T = T (ω)571
with minimal eigenvalue λ = λ(ω) > 1. Then, the matrices T n (and the opposite ones572
220 3832
Jour. No Ms. No.
B Dispatch: 13/8/2020Total pages: 46
Disk Received
Disk Used











Exponentially Small Splitting of Separatrices
−T n), n ≥ 1, are also clearly Koch’s matrices. It remains to show that they are the573
only ones. Indeed, if there exists another Koch’s matrix S, its real eigenvalue satisfies574
λn < λS < λ
n+1 for some n ≥ 1, and we deduce that ST−n is a Koch matrix whose575
eigenvalue satisfies 1 < λSλ−n < λ, which contradicts our choice of T . 576
Now, our aim is to describe a simple procedure allowing us to determine the principal577
Koch’s matrix for a given cubic vector ω. The idea of our method is that any matrix T578
with integer (or rational) entries having ω as an eigenvector is determined by its first579
row T(1) = (T11, T12, T13). The matrices T obtained in this way belong to the general580
linear group GL(3,Q) but, in general, do not belong to SL(3,Z). However, we can can581
explore such matrices by giving successive values to the entries of T(1), until we find a582
Koch’s matrix. First, in the next lemma we establish the (linear) dependence of T with583
respect to its first row.584
Lemma 5. For any vector T(1) = (T11, T12, T13) with rational entries, there exists a585
unique matrix T with rational entries, having ω as an eigenvector, and T(1) as the first586
row. This matrix can be written as587
T = A
(













(recall the coefficients r j , a j and the matrix A, introduced in (22–23) and (27)).591
Proof. We begin by proving the result for the particular case of a frequency vector ω(0)592
as in (26). It is straightforward to check that the matrix R has ω(0) as an eigenvector593
with eigenvalue . The matrix R2, which has (0, 0, 1) has the first row, also has the594
same eigenvector ω(0) with eigenvalue 2. Then, it is clear that, for any given vector595
T (0)(1) =
(







T (0) = T (0)11 Id + T (0)12 R + T (0)13 R2 (36)597
has T (0)(1) as the first row, and ω
(0) as an eigenvector with eigenvalue598
λ =
〈
T (0)(1) , ω
(0)
〉
= T (0)11 + T (0)12  + T (0)13 2.599
To show the uniqueness of such a matrix, notice that its second and third rows T (0)(2)600
and T (0)(3) can be determined by the first one using the equalities λ =
〈






T (0)(3) , ω
(0)
〉
. which allow us to determine their entries as (rational) coefficients602
in the basis 1,,2 of the field Q(). This shows the result for the particular case of a603
vector ω(0).604
Now, we consider the general case of a frequency vector ω = Aω(0), with a matrix605
A as in (27). If a matrix T has ω as an eigenvector and T(1) = (T11, T12, T13) as the first606
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row, then it has the form T = A T (0)A−1, where T (0) has ω(0) as an eigenvector, with607
the same eigenvalue608
〈
T (0)(1) , ω
(0)
〉






(recall that we consider the rows as column vectors). Using again that the entries of the610
vectors can be determined as coefficients in the basis 1, , 2, we deduce that611
T (0)(1) = AT(1) = (T11 + a0T13, T12 + a1T13, a2T13).612
Applying (36), we get the whole matrix T (0) and, performing the linear change given613
by A, we get T as in (34). Its uniqueness is a direct consequence of the uniqueness of614
T (0). 615
Now, in order to determine the principal Koch’s matrix for ω we can carry out the616
following simple exploration. We consider the (integer) entries of the first row T(1) as617




∣, until the whole matrix T determined618
from Lemma 5 belongs to SL(3,Z) (i.e. it has integer entries and determinant 1) and619
has an eigenvalue λ > 1 in (30). By Koch’s result, we know that such a matrix exists620
and will be reached after a finite exploration. It remains to check whether the matrix T ∗621
obtained in this way is the principal Koch’s matrix for ω since, in principle, there could622










∣ but |T | < |T ∗|. If this happens, such623




∣ < |T ∗|. Hence, after obtaining a first matrix T ∗, it624




∣ up to the value |T ∗|625
and, if a new Koch’s matrix T is obtained, check if its norm |T | is lower than |T ∗|, which626
would imply that the matrix T has to replace T ∗ as the principal one.627
Remark 6. In some particular cases, we can provide directly the matrix A R A−1 or628
its inverse A R−1 A−1 as a Koch matrix. This will happen if the coefficients r j and629
a j introduced in (22–23) are all integer, and |r0| = |a2| = 1. Since det R = r0 and630
det A = a2, both of the matrices given above are unimodular (with integer entries and631
determinant ±1). Moreover, they have ω as eigenvector, with eigenvalue  or −1,632
respectively. Notice also that  and r0 have the same sign (indeed, this comes from the633
fact that the other two eigenvalues 2, 2 of R are complex, and r0 =  · 2 · 2).634
We deduce:635
• if || > 1, the matrix T = r0 A R A−1 is a Koch’s matrix, with the eigenvalue636
λ = r0 > 1;637
• if || < 1, the matrix T = r0 A R−1 A−1 = −A(r1Id + r2 R − R2)A−1 is a Koch’s638
matrix, with the eigenvalue λ = r0−1 > 1.639
However, the Koch’s matrix obtained in this way might not be the principal one, and640
hence the exploration described above, using the matrices T given by Lemma 5, would641
be necessary also in this case.642
See also in Sect. 2.3 the concrete application of the procedure described above (in-643
cluding Remark 6) to the case of the cubic golden vector. We also recall here that a644
more systematic algorithm was developed in [DGG16] for the case of a quadratic 2-645
dimensional vector ω = (1,), providing a (2 × 2)-matrix T , from the (eventually646
periodic) continued fraction of the frequency ratio .647
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Exponentially Small Splitting of Separatrices
Thus, in view of Proposition 4, we will always assume that T = T (ω) is the principal648





∣ = λ−1/2. We now define the following important number,650
φ = φ(ω) := 1
π
arg(λ2), i.e. λ2, λ2 = 1√
λ
e±iπ ·φ, (37)651
and we can assume that it is positive: 0 < φ < 1. Indeed, once the matrix T (ω) is chosen652
as the principal one, the sign of φ (or equivalently the sign on μ3 in (31)) is determined653
by the suitable choice of the sign s for σ3 in (25).654
The next lemma has a crucial role in showing that the function h1(ε), appearing in655
the exponent of the maximal splitting distance in Theorem 1, is quasiperiodic, and not656
periodic, with respect to ln ε. This comes from the fact that the ratio between the two657
frequencies of h1(ε) is given by φ, as we show in Sect. 3.2.658
Lemma 7. The number φ = φ(ω) is irrational.659
Proof. Let us assume that φ is rational, say φ = m/n as an irreducible fraction. Then,660
the matrix T n also satisfies Koch’s result, but it has λn as a simple eigenvalue, and661
(−1)mλ−n/2 as a double real eigenvalue, which contradicts two facts: the eigenvalues662
of T n are all simple, and two of them are complex. 663
2.2. Quasi-resonances of a cubic frequency vector. The matrix T given by Koch’s result664
[Koc99] provides approximations to the direction of ω = (1,,˜). However, we are665
not interested in finding approximations to ω but, on the contrary, approximations to the666
quasi-resonances ofω, which lie close to the “resonant plane” 〈ω〉⊥ (the orthogonal plane667
to ω). To be more precise, we say that an integer vector k ∈ Z3\ {0} is a quasi-resonance668
of ω if669
|〈k, ω〉| < 1
2
, (38)670
and we denote by A the set of quasi-resonances.671
For any given number x ∈ R, we denote rint(x) and ‖x‖ the closest integer to x672
and the distance from x to such closest integer, respectively. It is clear that ‖x‖ =673
|x − rint(x)| = min
p∈Z
|x − p|. Since the first component of ω is equal to 1, for any quasi-674
resonance k = (k1, k2, k3) ∈ A we have rint(k2 + k3˜) = −k1. In other words, for675
any q ∈ Z2\ {0} we have a quasi-resonance676
k0(q) := (−p, q) = (−p, q1, q2), with p = p0(q) := rint(q1 + q2˜), (39)677










We also say that k0(q) is an essential quasi-resonance if it is not a multiple of another680
integer vector, and we denote by A0 the set of essential quasi-resonances.681
Now, we define the matrix682
U := (T−1), (41)683
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where λ = λ(ω) is the eigenvalue of T with λ > 1. This says that successive iterations686
U nk from a given integer vector k get closer and closer to the resonant plane 〈ω〉⊥.687
We deduce from (42) that if k ∈ A, then also Uk ∈ A. We say that the vector k688
is primitive if k ∈ A but U−1k /∈ A. It is clear that k is primitive if and only if the689
following fundamental property is fulfilled:690
1
2λ
< |〈k, ω〉| < 1
2
. (43)691
Writing k = k0(q) = (−p, q), we denote by P the set of vectors q = (q1, q2) ∈ Z2\ {0}692
associated to primitive vectors:693
P := {q ∈ Z2 : (q1 ≥ 1 or (q1 = 0, q2 ≥ 1)) and k0(q) is primitive}, (44)694
where the choice of q1 being positive allows us to avoid repetitions, since it means that695
k0(q) ∈ Z (recall the definition (10)). We also denote by P0 the set of vectors q ∈ P696
such that k0(q) is essential.697
Now we define, for each q ∈ P , a resonant sequence of integer vectors:698
s(q, n) := U nk0(q), n ≥ 0. (45)699
By construction, the set of such resonant sequences covers the whole set of quasi-700
resonances A, providing a classification for them. As done in [DG03,DGG16] for the701
case of quadratic frequencies, we are going to establish the properties of the resonant702
sequences (45) for cubic frequencies (see Proposition 11 below).703
Remark 8. A resonant sequence s(q, n) generated by an essential primitive k0(q) cannot704
be a multiple of another resonant sequence. Indeed, in this case we would have k0(q) =705
c s(q̃, n0) with |c| > 1 and n0 ≥ 0, and hence k0(q) would not be essential.706
Analogously to the basis of eigenvectors ω, v2 ± iv3 of T introduced in (32), we707
also consider a basis of eigenvectors of U writing the complex ones in terms of real and708
imaginary parts:709
u1, u2 + iu3 = σ(u1), u2 − iu3 = σ̄ (u1), (46)710
with eigenvalues λ−1, λ−12 , λ
−1
2 , respectively. One readily sees that 〈u2, ω〉 = 〈u3, ω〉 =711
0, i.e. u2 and u3 span the resonant plane 〈ω〉⊥. Other useful equalities are: 〈u1, v2〉 =712




(|u2|2 + |u3|2) = Z1, 1
2
(|u2|2 − |u3|2) = Z2 cos θ, 〈u2, u3〉 = Z2 sin θ, (47)715
and the following important number,716
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Exponentially Small Splitting of Separatrices
It is clear, from the definition of Z1 and Z2, that 0 ≤ δ ≤ 1. The following result shows718
that δ cannot achieve the extreme values 0 and 1. In particular, the fact that δ > 0 has719
a crucial role (together with the irrationality of φ shown in Lemma 7) in showing that720
the quasiperiodic function h1(ε), appearing in the exponent of the maximal splitting721
distance in Theorem 1, is not periodic with respect to ln ε.722
Lemma 9. The number δ = δ(ω) satisfies 0 < δ < 1.723
Proof. We first show that δ < 1. Indeed, if δ = 1 then Z1 = Z2, which would imply that724
|〈u2, u3〉| = |u2| · |u3|, but this is not possible since u2 and u3 are linearly independent.725
Now, we are going to see that δ > 0. If we have δ = 0, then Z2 = 0 and, from (47),726
the expressions |u2|2 − |u3|2 and 〈u2, u3〉 would vanish simultaneously. To show that727
this is not possible, we are going to see that they can be written as follows,728
|u2|2 − |u3|2 = c0 + c1 + c22, 〈u2, u3〉 = (d0 + d1 + d22) σ3 (49)729
(see (24) for σ3) and that the coefficients c j , d j cannot be all zero.730
Let us write the coefficients c j , d j as rational expressions in the coefficients r j ,731
a j introduced in (22–23). Recall that, in (46), we introduced u2 ± iu3 as complex732
eigenvectors of the matrix U , conjugates of the real eigenvector u1. It is clear from (41)733
that the eigenvectors of U are the same as for T. Since the matrix T can be written as734
in (34) (with suitable coefficients T1 j ), it is easy to relate the eigenvectors of T with735
the ones of R, through the linear change defined by the matrix B := (A−1), where736
A is the matrix introduced in (27). Namely, we have737
u1 = B u(0)1 , u2 ± iu3 = B (u(0)2 ± iu(0)3 ),738
where u(0)1 , u
(0)
2 ±iu(0)3 = σ(u(0)1 ), σ̄ (u(0)1 ) are the eigenvectors of R. Using (35) and the739
cubic Eq. (22), it is not hard to obtain the real eigenvector u(0)1 (with eigenvalue) and,740
subsequently, the complex eigenvectors u(0)2 ± iu(0)3 as its conjugates (with eigenvalues741
σ2 ± iσ3, recall (24)). We get742
u(0)1 = (r0,−r2 +2,),743
u(0)2 = (r0,−r2σ2 + σ 22 − σ 23 , σ2), u(0)3 = σ3(0,−r2 + 2σ2, 1). (50)744
Using such ingredients, together with (25), we are able to obtain algebraic expressions745
for (49) in the basis 1, , 2 of the field Q(). After some tedious computations, we746
get the following coefficients:747



















































d0 = −(c1 + r2c2), d1 = c2, d2 = 0.751
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Assuming c j = d j = 0, j = 0, 1, 2, we reach a contradiction. Indeed, from c2 = 0 we752
get r1 = −(a 20 + a 21 + 1)/a 22 and, replacing into the remaining coefficients, we obtain753












































which contradicts our assumption that c1 = 0 and, consequently, we have δ > 0. 759
Remark 10. The previous arguments show, for the numbers defined in (47), that we have760
Z1, Z 22 ∈ Q(ω). Indeed, using the rational expressions obtained for the coefficients c j ,761
d j (together with the fact that σ 23 ∈ Q(ω)), we can determine from (49) the coefficients762
of Z 22 in the basis 1, , 
2. In an analogous way, we can determine the coefficients of763
Z1 in the same basis, and we deduce from (48) that δ2 ∈ Q(). Then, it is also possible764
obtain the coefficients of δ2 in the basis 1, , 2 by carrying out a quotient in the field765
Q(), though the general expression is very complicated. See (69) for the particular766
case of the cubic golden frequency vector.767










and Eq , ψq , Kq and γ ∗q through the formulas770
〈v2, u2〉 yq + 〈v2, u3〉 zq
〈v2, u2〉2 + 〈v2, u3〉2
= Eq cosψq , 〈v2, u3〉 yq − 〈v2, u2〉 zq〈v2, u2〉2 + 〈v2, u3〉2
= Eq sinψq ,771
(52)772




∣ Kq . (53)773
We see in the next proposition that any given resonant sequence s(q, n) defined in (45)774
exhibits an “oscillatory limit behavior” as n → ∞: the sizes of the vectors s(q, n)775
oscillate around a sequence having geometric growth of rate λ1/2, and the numerators776
γs(q,n) oscillate around the value γ ∗q , which can be considered as the “mean Diophantine777
constant” for the resonant sequence s(q, n). This proposition extends the results given778
in [DG03,DGG16] for the quadratic case, where a (non-oscillatory) limit behavior is779
also established for resonant sequences. In our case of a non-totally real complex vector780
ω, the relative amplitude and the frequency of the oscillations are directly related to the781
numbers φ = φ(ω) and δ = δ(ω), introduced in (37) and (48) respectively. As we see in782
Sect. 3, the facts that φ is irrational and δ > 0, shown by Lemmas 7 and 9 respectively,783
allow us to show that the function h1(ε) associated to the maximal splitting distance in784
Theorem 1, is quasiperiodic but not periodic with respect to ln ε.785
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Exponentially Small Splitting of Separatrices
Proposition 11. Let ω = (1,,˜) be a cubic frequency vector of complex type. Con-786
sider φ, θ and δ as defined in (37) and (47–48), and the vector u1 as in (46). For any787
given q ∈ P , consider rq , ψq , Kq and γ ∗q as defined in (40) and (52–53). Then, the788
resonant sequence s(q, ·) defined in (45) and its associated numerators γs(q,·) satisfy789
the approximations790
|s(q, n)|2 = Kq bs(q,n) · λn + O(λ−n/2), (54)791
γs(q,n) = γ ∗q bs(q,n) + O(λ−3n/2), (55)792
with an oscillating factor defined by793
bs(q,n) := 1 + δ cos(2π · nφ + 2ψq − θ), (56)794
and hence the numerators γs(q,·) oscillate as n →∞ between the values795
γ−q := γ ∗q (1− δ), γ +q := γ ∗q (1 + δ). (57)796




(|q| − Q0)2, provided |q| ≥ Q0 := |u1|
2 |〈u1, ω〉| . (58)798
For a proof, see [DGG14a].799
Remark 12. We just outline here the main facts leading to the dominant behaviors (54–800
55) described by this proposition, and show why this result is valid only in the case of801
complex conjugates. On one hand, for any given resonant sequence, the size of the vectors802
s(q, n) increases like λn/2 as n →∞ (with an oscillatory factor), since the (coincident)803
modulus of the greatest eigenvalues of the iteration matrix U is λ1/2. On the other804
hand, the small divisors |〈s(q, n), ω〉| decrease like λ−n according to the equality (42).805
Therefore, the numerators γs(q,n) = |〈s(q, n), ω〉| · |s(q, n)|2 become bounded from806
above and from below. This fact does not apply to the totally real case, in which the807
conjugates of a cubic irrational number have different modulus.808
As we can see in (55), the existence of limit of the sequencesγs(q,n), stated in [DGG16]809
for the quadratic case, is replaced in our complex cubic case by an oscillatory limit810
behavior, with a lower limit lim inf
n→∞ γs(q,n) = γ
−
q and an upper limit lim sup
n→∞
γs(q,n) = γ +q ,811
introduced in (57). Notice that we could give the exact values of such limits due to the812
irrationality of the phase φ appearing in the oscillating factors (56), stated in Lemma 7.813
As another relevant fact, we stress that the amplitude of the limit oscillations is814
proportional to the number δ introduced in (48). Since δ > 0 by Lemma 9, we can815
ensure that such oscillations do occur.816
An important consequence of the lower bound (58) is that the minimal value among817
the values γ ∗q is reached for some concrete q̂ . Indeed, the values γ ∗q are not increasing in818
general with respect to |q|, but the increasing lower bound (58) implies that lim|q|→∞ γ
∗
q =819
∞, and one has to check only a finite number of cases in order to detect a vector q̂820
providing the minimal value among γ ∗q , q ∈ P . We define the primary resonances as821
the integer vectors belonging to the sequence822
s0(n) := s(q̂, n), (59)823
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and we denote824
γ ∗ := min
q∈P
γ ∗q = γ ∗̂q > 0, (60)825
which can be considered as the “minimal mean Diophantine constant”. The fact that826
γ ∗ > 0 implies that any non-totally real cubic frequency vector ω satisfies the Diophan-827
tine condition (28) (with the minimal exponent 2), and we can compute explicitly the828
“asymptotic Diophantine constant” (17):829
lim inf|k|→∞ γk = lim infn→∞ γs0(n) = γ
∗(1− δ) = γ− > 0. (61)830
Dividing by γ ∗, we also introduce normalized numerators and their associated asymp-831
totic values, to be used in Sect. 3:832
γ̃k := γk
γ ∗







and in this way we get γ̃ ∗̂q = 1 for the primary resonances.834
Remark 13. (a) In principle, for some particular cubic frequency vectorsω, the minimum835
in (60) could be reached by two or more vectors q and, consequently, there could836
exist two or more sequences of primary resonances. In such a case, we denote by q̂837
only one of such vectors q.838
(b) Any primitive vector generating a sequence of primary resonances is essential: q̂ ∈839
P0. Indeed, if q̂ is not essential, then we have k0(q̂) = c s(q, n0) with |c| > 1840
and n0 ≥ 0, and therefore s(q̂, n) = c s(q, n0 + n), which implies by (29) that841
γ ∗̂q = |c|3 γ ∗q , and the minimum in (60) would not be reached for q̂ .842
We call secondary resonances the vectors belonging to any of the remaining se-843
quences s(q, n), q ∈ P\{̂q}. We also consider the second minimum in (60):844
min
q∈P\{̂q}
γ ∗q = γ ∗q̂ ′ , (63)845
and we can call “main secondary resonances” the integer vectors in the sequence846
s(q̂ ′, n). It is clear that its associated normalized numerator satisfies γ̃ ∗q̂ ′ ≥ 1.847
In order to measure the “separation” between the primary and the secondary reso-848
nances, we define the values849
J +0 = J +0 (ω) :=
(
γ̃ +q̂
)1/3 = (1 + δ)1/3, (64)850








(we included the exponent 1/3 for convenience, see Sect. 3). To have a clear distinction852





which says the interval [γ−q̂ , γ +q̂ ] has no intersection with any other interval [γ−q , γ +q ],856
q = q̂ (as happens for the cubic golden vector, see the next section).857
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Exponentially Small Splitting of Separatrices
Fig. 2. Points (x, y) = (ln |k|,− ln |〈k, ω〉|) for the cubic golden frequency vector; the primary resonances
correspond to the points lying between the two straight lines y = 2x − ln γ±q̂
Additionally, it is interesting to visualize the separation between primary and sec-858
ondary resonances in the following way. Taking logarithm of both sides of the Diophan-859
tine condition (7), we can write it as860
− ln |〈k, ω〉| ≤ 2 ln |k| − ln γ.861
In Fig. 2 (which corresponds to the cubic golden vector), where we draw all the points862
with coordinates (x, y) = (ln |k| ,− ln |〈k, ω〉|) (up to a large value of |k|), we can863
see a sequence of points lying between the two straight lines y = 2x − ln γ±q̂ . Those864
points correspond to integer vectors belonging to the sequence of primary resonances:865
k = s0(n), n ≥ 0, and the remaining points correspond to secondary resonances.866
2.3. The cubic golden frequency vector. In this section, we provide particular data for867
the concrete case of the cubic golden frequency vector. We point out that a similar868
approach could be carried out for other cubic vectors (see [Cha02] for some famous869
examples).870
We introduce  as the real number satisfying 3 = 1 − , which has been called871
the cubic golden number (see for instance [HK00]). Then, we consider the frequency872
vector873
ω = (1,,2) ≈ (1, 0.682328, 0.465571). (67)874
In other words, the coefficients introduced in (22–23) are r0 = 1, r1 = −1, r2 = 0, a0 =875








and A = Id.877
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In fact, we can provide exact expressions for  using some of the standard formulas878
for the solutions of the general cubic equation (see for instance [Wei03]). We have879
 = S+ + S− = S± − 1
3S±




























It is easy, from the results of Sect. 2.1, to obtain the principal Koch’s matrix for the883
frequency vector (67). By Lemma 5, any Koch’s matrix is determined from its first row884
T(1) = (T11, T12, T13), by the formula T = T11 Id + T12 R + T13 R2. On the other hand, by885
Remark 6 we can ensure that T ∗ = R−1 = Id + R2 is a Koch’s matrix but, in principle,886
it might not be the principal one. To check whether another Koch’s matrix can be the887
principal one, we carry out the exploration described after Lemma 5 in the following888
way. We use that the matrix T ∗ given above has norm |T ∗| = (√5 + 1)/2 ≈ 1.618034,889






∣ = √2 ≈ 1.414214. Then, by exploring890





5 + 1)/2), we ensure that the Koch’s matrix T ∗ given above is the principal one. We892
rename it as T .893
In this way, the principal Koch’s matrix for the cubic golden frequency vector (67),894
and the subsequent matrix introduced in (41), are895
















λ = 1 +2 = 1

≈ 1.465571, (68)898
which satisfies λ3 = 1 + λ2.899
Let us compute several relevant parameters, defined in Sect. 2.1. Writing the conju-900
gates of  as 2,2 = σ2 ± iσ3, by (25) we have901
σ2 = −
2





where the sign s = −1 chosen for σ3 in (25) ensures that λ2 = 1/2 = 1/(σ2 + iσ3)903
has positive imaginary part, and hence the the number defined in (37) is904






and it is irrational by Lemma 7. As stated in Theorem 1, the number φ is the frequency906
ratio of the function h1(ε) as a quasiperiodic funtion (with respect to ln ε). It is inter-907
esting to consider its (infinite) continued fraction and its associated convergents, whose908
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denominators provide “approximate periods” for h1(ε) = F1(ζ ) (in the logarithmic909
variable ζ ∼ ln(1/ε), see (81)):910














, . . .911
In particular, the convergent 13/22 is close enough to φ, and explains the fact that F1(ζ )912
appears to be 22-periodic in Fig. 1. On the other hand, the number δ introduced in (48)913
can be obtained by carrying out, for this particular case, the computations described in914
Remark 10, and we get915
δ =
√
−1 + 5− 52 ≈ 0.289453. (69)916
In the table below, we write down several numerical data appearing in Proposition 11,917
for the resonant sequences s(q, n) induced by the primitives k0(q) (see (39) and (45)):918
the numbers γ ∗q , the bounds γ−q and γ +q , and the normalized values γ̃ ∗q (defined in (51–919
53), (57) and (62), respectively; we also use the expressions (32) and (50) for the vectors920
v j and u j ). We restrict such data to the primitives k0(q) with |q| < 3, and we provide a921
lower bound for all other primitives (see (58)).922
k0(q) = (−p, q) γ−q γ ∗q γ +q γ̃ ∗q
(0, 0, 1) 0.345858 0.486749 0.627640 1
(−1, 2, 0) 1.037575 1.460248 1.882920 3
(−2, 1, 2) 3.112725 4.380743 5.648761 9
(0, 2,−2) 2.766867 3.893994 5.021121 8
|q| ≥ 3 ≥ 1.274218
923
As we see from this table, the smallest value of γ ∗q corresponds to q̂ = (0, 1), i.e. to the924
primitive vector k0(q̂) = (0, 0, 1), which generates the sequence of primary resonances.925
The minimum of the values γ ∗q is the “minimal mean Diophantine constant” introduced926
in (60):927
γ ∗ = γ ∗̂q =
2
31
(5 + + 42) ≈ 0.486749928
(the algebraic expression in the basis 1, , 2 has also been obtained from the defini-929
tion (51–53), working in the field Q()). On the other hand, we get for the “asymptotic930
Diophantine constant” (61) the value γ− ≈ 0.345858. Other numerical values appear-931
ing in Proposition 11 are θ ≈ −1.054837 and ψq̂ ≈ −2.007416 (the latter one for the932
primary resonances), defined in (47) and (52) respectively.933
Finally, in (64–65) we get934
J +0 = (1 + δ)1/3 ≈ 1.088433, B−0 = 31/3(1− δ)1/3 ≈ 1.286979, (70)935
and hence the weak separation condition (66) is fulfilled.936
3. Searching for the Asymptotic Estimate937
In order to provide an asymptotic estimate for the splitting, given in our main result938
(Theorem 1) in terms of the splitting function M(θ), we first need to carry out a careful939
study of the first order approximation (3) provided by the Poincaré–Melnikov method.940
Although this approximation is given by the (vector) Melnikov function M(θ), θ ∈ T3,941
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it is more convenient to work with the (scalar) splitting potential L(θ), whose gradient942
is the Melnikov function: ∇L(θ) = M(θ).943
In this section, we provide the constructive part of the proof, which amounts to944
find, for every sufficiently small ε, the dominant harmonic of the Fourier expansion945
of the Melnikov potential L(θ), with an asymptotic estimate for its size of the type946
exp{−h1(ε)/ε1/6}, with an oscillating (positive) function h1(ε) in the exponent. This947
function can be explicitly defined from the arithmetic properties of our cubic frequency948
vector ω and, as a direct consequence, we see that it is quasiperiodic (and continuous)949
with respect to ln ε, and hence bounded (and we provide concrete lower and upper950
bounds for it). We can also study, from such arithmetic properties, whether the dominant951
harmonic is always given by a primary resonance (providing a sufficient condition for952
this, which is satisfied in the case of the cubic golden frequency vector) or, otherwise,953
secondary resonances can be dominant for some intervals of ε.954
The final step, considered in Sect. 4, requires to ensure that the whole Melnikov955
function M(θ) is dominated by its dominant harmonic, by obtaining a bound for the956
sum of all the remaining harmonics of its Fourier expansion. Furthermore, to ensure957
that the Poincaré–Melnikov method (3) predicts correctly the size of the splitting in958
the singular case μ = εr , one has to extend the results to the splitting function M(θ)959
by showing that the asymptotic estimate of the dominant harmonic is large enough to960
overcome the harmonics of the error term in (3). This step is just outlined in Sect. 4,961
since it is analogous to the one already done in [DG04] for the case of the quadratic962
golden number (using the upper bounds for the error term provided in [DGS04]).963
3.1. Estimates of the harmonics of the splitting potential. We plug our functions f and964
h, defined in (9), into the integral (16) and get the Fourier expansion of the Melnikov965





Lk cos(〈k, θ〉 − σk), Lk = 2π |〈k, ωε〉| e
−ρ|k|
sinh |π2 〈k, ωε〉|
, (71)968
where it is clear that Lk > 0, and the phases σk are the same as in (9). Recalling that969
the fast frequencies ωε are given in (1) and taking into account the definition of the970
numerators γk in (29), we can present each coefficient Lk = Lk(ε), k ∈ Z\ {0} (recall971
that we introduced the set Z ⊂ Z3 in (10), to avoid repetitions in Fourier expansions),972
in the form973
Lk = αk e−βk , αk(ε) ≈ 4π |〈k, ωε〉| = 4πγk|k|2√ε , (72)974
βk(ε) = ρ |k| + π
2
|〈k, ωε〉| = ρ |k| + πγk
2 |k|2√ε , (73)975
where an exponentially small term has been neglected in the denominator of αk . The976
most relevant term in this expression is βk , which gives the exponential smallness in ε of977
each coefficient, and we will show that αk provides a polynomial factor. For any given978
ε, the smallest exponents βk(ε) provide the largest (exponentially small) coefficients979
Lk(ε) and hence the dominant harmonics. Our aim is to study the dependence on ε of980
the size of the most dominant harmonic.981
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Exponentially Small Splitting of Separatrices
To start, we provide a more convenient expression for the exponents βk(ε), which982




gk(ε), C0 := 3
2
(πρ2γ ∗)1/3, (74)985
















, εk := D0γ̃
2
k






It is straightforward to check that each function gk(ε) attains its minimum at ε = εk ,988
with the (positive) minimum value gk(εk) = γ̃ 1/3k . Recall that the constant γ ∗ = γ ∗̂q and989
the normalized numerators γ̃k = γk/γ ∗ were introduced in (60) and (62), respectively.990
Since we are interested in obtaining asymptotic estimates for the splitting distance,991
rather than lower bounds, we need to determine for any given ε the most dominant992
harmonic, which is given by the smallest value gk(ε), reached for some integer vector993
k = S1(ε) to be determined. In fact, as in [DGG16] we may replace, for ε small,994
the functions gk(ε) by approximations g∗k (ε), obtained by neglecting the asymptotic995
terms going to 0 in Proposition 11. More precisely, for k = s(q, n) belonging to a996
concrete resonant sequence, we use the approximations (54–55) for |s(q, n)| and γs(q,n)997
as n →∞, given in Proposition 11, and we obtain the following approximations:998
















εs(q,n) ≈ ε∗s(q,n) :=
D0(γ̃ ∗q )2
K 3q bs(q,n) · λ3n
, (77)1000
with the oscillating factors bs(q,n) introduced in (56). Notice that each function g∗s(q,n)(ε)1001
has its minimum at ε∗s(q,n), whose dependence on n is not strictly geometric (decreasing1002
with ratio λ3), but “perturbed” by the oscillating factor bs(q,n). Analogously, the min-1003
imum values g∗s(q,n)(ε
∗
s(q,n)) = γ̃ ∗q bs(q,n) are not constant but oscillating. The size of1004
such “perturbations” is given by the value δ introduced in (48).1005
Remark 14. The most dominant harmonic cannot be found in a non-essential resonant1006
sequence. Indeed, if s(q, n) = c s(q, n0 + n) with |c| > 1 and n0 ≥ 0, then g∗s(q,n)(ε) =1007
|c| g∗s(q,n0+n)(ε) (see also Remark 13(b)).1008
The sequence of primary resonances s0(n) = s(q̂, n), defined in (59), plays an1009
important role since it gives the smallest minimum values among the functions g∗k (ε),1010
and hence they will provide the most dominant harmonics, at least for ε close to such1011
minima. With this fact in mind, and recalling that γ̃ ∗̂q = 1, we introduce1012


















ε̄n := ε∗s0(n) =
D0
K 3q̂ bn · λ3n
, (79)1014
bn := bs0(n) = 1 + δ cos(2π · nφ + 2ψq̂ − θ), (80)1015
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where the constants φ, θ , δ, ψq̂ , Kq̂ and D0 are introduced in (37), (47–48), (52–53)1016
and (75), respectively.1017
In order to determine the most dominant harmonic for any given ε, we have to1018
study the relative position of the functions g∗s(q,n)(ε) and the intersections between their1019
graphs. Due to the (essentially) geometric behavior of the minima ε∗s(q,n) as n →∞, it1020
is convenient to replace ε by a logarithmic variable:1021
ζ = Lg D0
K 3q̂




(notice that ζ →∞ as ε→ 0+), where we introduce the notation1023




We define for any given Z ∈ R and Y > 0 the following “hyperbolic cosine-like”1025
function:1026
C(ζ ; Z ,Y ) := Y 1/3 C0(ζ − Z), C0(ζ ) := 1
3
(2λ−ζ/2 + λζ ). (82)1027
Any function C(ζ ; Z ,Y ) has its minimum at ζ = Z with C(Z ; Z ,Y ) = Y 1/3 as1028
the minimum value, and is a convex function. In fact, the point (Z ,Y 1/3) of its graph1029
determines the function, and the graph becomes divided at this point into a “decreasing1030
branch” (ζ < Z ) and an “increasing branch” (ζ > Z ).1031
Translating definitions (76–79) of g∗s(q,n)(ε), ε
∗
s(q,n), gn(ε), ε̄n into the new variable,1032
we get:1033
f ∗s(q,n)(ζ ) := C(ζ ; ζ ∗s(q,n), γ̃ ∗q bs(q,n)), (83)1034
ζ ∗s(q,n) := n + 3 Lg
Kq
Kq̂
− 2 Lg γ̃ ∗q + Lg bs(q,n), (84)1035
f n(ζ ) := C(ζ ; ζ̄n, bn). ζ̄n := n + Lg bn . (85)1036
Notice that, if the oscillating terms bs(q,n) are not taken into account (i.e. if we assume δ =1037
0 in (48)), the graph of a function f ∗s(q,n+1) is a translation of f
∗
s(q,n) to distance 1, which1038
would be the situation for the case of quadratic frequencies considered in [DGG16].1039
What we actually have for cubic frequencies is an O(δ)-perturbation of this situation,1040
due to the terms bs(q,n) defined in (56).1041
Remark 15. In fact, if analogous computations are carried out for the quadratic case,1042
the function C0(ζ ) introduced in (82) should be replaced by an expression of the type1043
(λ−ζ + λζ )/2 = cosh(ζ ln λ) (with a somewhat different definition of the variable ζ ).1044
An expression of this type in asymptotic estimates for the splitting appeared for the first1045
time in [DGJS97] (see also [DG04]). We point out that our “hyperbolic cosine-like”1046
function C0(ζ ) is no longer an even function of ζ in the cubic case considered here,1047
according to the definition (82). In other words, the symmetry of the “true” hyperbolic1048
cosine function cosh(ζ ln λ) between the decreasing and increasing branches, that takes1049
place in the quadratic case, is not preserved in the cubic case.1050
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Exponentially Small Splitting of Separatrices
In order to study the dependence of the most dominant harmonics on ε, now replaced1051
by the logarithmic variable ζ introduced in (81), it is useful to consider the intersections1052
between the graphs of functions (83), since this gives the values of ζ at which a change in1053
the dominance may take place. The next two lemmas show that, if we consider the graphs1054
associated to the functions f ∗k (ζ ) and f ∗k (ζ ) associated to different quasi-resonances k, k,1055
only two situations are possible: they do not intersect (which says that one of them always1056
dominates the other one), or they intersect transversely at a unique point (and in this1057
case a unique change in the dominance takes place among such two quasi-resonances).1058
Namely, in Lemma 16 we show that f ∗k and f ∗k cannot be the same function, and in1059
Lemma 17 (formulated, by convenience, in terms of the functions introduced in (82))1060
we provide the condition for the existence of intersection between their graphs, as well1061
as an explicit formula for this intersection, and some additional bounds to be used later.1062
Recall that the sets Z and A are defined in (10) and (38).1063
Lemma 16. For any given k, k ∈ A∩Z with k = k, the functions f ∗k (ζ ) and f ∗k (ζ ) do1064
not coincide.1065
Proof. Recalling the definition (45), let us write k = s(q, n) and k = s(q, n). If f ∗k =1066
f ∗
k
, then we have g∗k = g∗k and, by definition (76), we get γ̃ ∗q bk = γ̃ ∗q bk and ε∗k = ε∗k .1067








∣ Kqbk and Kqbkλ
n =1068
Kqbkλ




∣ = λn−n but,1069








∣ ∈ (1/2λ, 1/2). This says that1070




∣, but from definition (40) and the fact thatω is a nonresonant1071
vector we deduce that q = ±q , which contradicts the assumption k = k (recall that1072
k, k ∈ Z). 1073
Lemma 17. Let Z1, Z2 ∈ R and Y1,Y2 > 0 with (Z1,Y1) = (Z2,Y2), and define1074







(a) The graphs of the functions C(ζ ; Z1,Y1) and C(ζ ; Z2,Y2) intersect if and only if1077
λZ < min(W,W−2) or λZ > max(W,W−2). If so, the intersection is unique and1078
transverse, and takes place at the point given by1079
ζ ∗ = Z1 + 2 Lg 2λ
Z (WλZ/2 − 1)
λZ −W . (86)1080
(b) The following upper/lower bound holds:1081
ζ ∗ < Z1 + 2 Lg
2λZ
W − λZ if λ
Z < min(W,W−2),
ζ ∗ > Z1 + 2 Lg 2(WλZ/2 − 1) if λZ > max(W,W−2).
1082
Proof. Introducing the variable ξ = ζ − Z1, we see from definition (82) that the in-1083
tersection between the graphs of C(ζ ; Z1,Y1) and C(ζ ; Z2,Y2) corresponds to the1084
solution of the equation C0(ξ) = W C0(ξ − Z), where we have (Z ,W ) = (0, 1). Af-1085
ter some straightforward computations, we see that this solution ξ = ξ∗ is given by1086
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λ3ξ
∗/2 = 2λ
Z (WλZ/2 − 1)
λZ −W , which leads directly to the formula (86) for ζ
∗ = Z1 + ξ∗.1087
Notice that the intersection does not take place if λZ belongs to the interval of endpoints1088
W and W−2 (indeed, in this case the numerator and denominator in the expression (86)1089
would have different sign).1090
To complete the proof of (a), we have to show the transversality of the intersec-1091
tion. This amounts to see that the solution obtained above does not satisfy the equa-1092
tion C′0(ξ∗) = W C′0(ξ∗ − Z). Indeed, solving this new equation we get λ3ξ
∗/2 =1093
λZ (WλZ/2 − 1)
W − λZ , which is possible only if λ
Z does belong to the interval of endpoints1094
W and W−2 (the case excluded above).1095
The proof of the bound (b) for ζ ∗, in the two cases considered, is straightforward1096
from the formula (86). 1097
3.2. Estimate of the most dominant harmonic. We introduce the positive function h1(ε)1098
appearing in the exponent in Theorem 1 as the minimum, for any given ε, of the values1099
g∗k (ε) among the quasi-resonances, and we denote S1 = S1(ε) the integer vector k at1100
which such minimum is reached:1101
h1(ε) := min
k∈A
g∗k (ε) = g∗S1(ε). (87)1102
In fact, by Remark 14 the integer vector providing the minimum is always an essential1103
quasi-resonance: S1(ε) ∈ A0.1104
Our aim is to study some of the properties of h1(ε), putting emphasis on the de-1105
pendence of such functions on the arithmetic properties of the cubic frequency vector1106
ω, studied in Sect. 2. Namely, we prove that the function h1(ε) satisfies the following1107
properties:1108
• It is piecewise-smooth and piecewise-convex (and continuous), with corners (i.e. jump1109
discontinuities of the derivative) associated to changes in the dominant harmonic1110
(i.e. discontinuities of the “piecewise-constant” function S1(ε)).1111
• It is bounded, providing (positive) lower and upper bounds for it.1112
• It is quasiperiodic (and not periodic) with respect to ln ε, with two frequencies1113
whose ratio is the irrational number φ defined in (37).1114
As in Sect. 3.1, we can translate the function h1(ε) into the logarithmic variable ζ1115
introduced in (81):1116
F1(ζ ) := min
k∈A
f ∗k (ζ ) = f ∗R1(ζ ),1117
with R1 = R1(ζ ) = S1(ε). We also define an analogous but somewhat simpler function,1118
taking into account only the primary resonances s0(n) introduced in (59) and involved1119
in (80) and (85):1120
F1(ζ ) := min
n≥0 f n(ζ ) = f N1(ζ ), (88)1121
with N1 = N1(ζ ). In other words, the most dominant harmonic among the primary1122
resonances corresponds to R1 = R1(ζ ) = s0(N1).1123
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Exponentially Small Splitting of Separatrices
Clearly, for any ζ we have1124
F1(ζ ) ≤ F1(ζ ). (89)1125
In order to provide an accurate description of the splitting, it is useful to study whether1126
the equality between the above functions can be established for any value of ζ , or there1127
exist some intervals of ζ where it does not hold. This amounts to study whether the1128
dominant harmonics can always be found among the primary resonances (R1 = R1) or,1129
on the contrary, secondary resonances have to be taken into account (and in this case the1130
function F1(ζ ) is somewhat more complicated). Such two possiblities also take place in1131
the quadratic case considered in [DGG16].1132
We can provide an alternative definition for F1(ζ ) as the minimum of the following1133
functions, associated to any given resonant sequence s(q, n):1134
˜F (q)1 (ζ ) := minn≥0 f
∗
s(q,n)(ζ ) (90)1135
(for the primary resonances, we have ˜F (q̂)1 = F1). Clearly, it is enough to consider1136
essential primitives (q ∈ P0), and hence we can write1137
F1(ζ ) = min
q∈P0
˜F (q)1 (ζ ). (91)1138
Such functions ˜F (q)1 (ζ ) are completely analogous to F1(ζ ). We are going to study only1139
the function F1(ζ ), showing that it is quasiperiodic and providing lower and upper1140
bounds for it, and the same will hold for ˜F (q)1 (ζ ), with the bounds multiplied by the1141
factor (γ̃ ∗q )1/3 ≥ 1 in view of (83). Notice also that only a finite number of primitives1142
q are involved in (91), due to the fact that the (normalized) limits γ̃ ∗q have the lower1143
bound (58), which is increasing with respect to |q|.1144
Remark 18. Although we implicitly assume that there exists only one sequence of pri-1145
mary resonances (see Remark 13(a)), it is not hard to adapt our definitions and results to1146
the case of two or more sequences of primary resonances. In this case, we would choose1147
in (59) one of such sequences as “the” sequence s0(n), when the functions gn(ε) and1148
f n(ζ ) are defined in (78) and (85) (see also [DGG16]).1149
Now we proceed to study the function F1(ζ ) introduced in (88). Notice that we can1150
regard this function as an O(δ)-perturbation of the function obtained if we had δ = 01151
in (48) (and hence bn = 1 in (80)). Of course, this is fictitious since δ is determined1152




n (ζ ) := C(ζ ; n, 1) = C0(ζ − n),1155
F
(0)
1 (ζ ) := minn f
(0)
n (ζ ) = f (0)N (0)1 (ζ ). (92)1156
The index N (0)1 = N (0)1 (ζ ) providing the minimum can easily be determined. On one1157
hand, we use that each function f
(0)
n (ζ ) reaches it minimum at ζn = n. On the other1158
hand, applying Lemma 17(a) (with Z = 1 and W = 1) we find its corners, given by1159
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the (transverse) intersection between the graphs of consecutive functions f
(0)




ζ ′n := n + ξ0, ξ0 := 2 Lg
2λ√
λ + 1
, i.e. λ3ξ0/2 = 2λ√
λ + 1
. (93)1162
Hence, we can write ξ0 = ξ0(ω) and, using that λ > 1, it is not hard to see that 1/3 <1163
ξ0 < 1/2 (see in Sect. 3.4 the concrete value for the case of the cubic golden vector).1164
Introducing the intervals In := [ζ ′n−1, ζ ′n], we see that N (0)1 (ζ ) = n for any ζ ∈ In1165
(strictly speaking, there are two possible values at the endpoints ζ ′n of the intervals). In1166
this way, the function N (0)1 (ζ ) is “piecewise-constant” with jump discontinuities at the1167
points ζ ′n , and the function F
(0)
1 (ζ ) is 1-periodic, continuous and piecewise-smooth with1168
corners at the same points ζ ′n . We also obtain the following extreme values:1169
min F
(0)
1 (ζ ) = F (0)1 (n) = C0(0) = 1, (94)1170
max F
(0)
1 (ζ ) = F (0)1 (ζ ′n) = C0(ξ0) = C0(ξ0 − 1)1171
















Returning to the “perturbed” function F1(ζ ), the next lemma shows that, for any ζ ,1173
the index N1(ζ ) providing the minimum in definition (88), can be found among a finite1174
number (not depending on ζ ) of values around N (0)1 (ζ ).1175
Lemma 19. For any ζ , we have N (0)1 (ζ ) − N− ≤ N1(ζ ) ≤ N (0)1 (ζ ) + N +, where we1176
define1177





















Proof. Let us assume that ζ belongs to a concrete interval In , where we have N (0)1 (ζ ) =1180
n. In order to show that N1(ζ ) belongs to the interval [n − N−, n + N +], we have to1181
show that, for any m not belonging to this interval, we have1182
f m(ζ ) > f n(ζ ) for any ζ ∈ In . (96)1183
To study the relative position of the functions f n(ζ ) and f m(ζ ) (defined in (85)), we will1184
apply Lemma 17 showing that their graphs do intersect at a point ζ ∗n,m , which satisfies:1185
ζ ∗n,m < ζ ′n−1 if m − n < −N−,
ζ ∗n,m > ζ ′n if m − n > N +, (97)1186
which says that the (unique) intersection takes place outside the interval In , and implies1187
the inequality (96).1188
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Exponentially Small Splitting of Separatrices
In order to apply Lemma 17, we consider the values Z = ζ̄m − ζ̄n and W =1189
(bm/bn)1/3, which satisfy the equality1190
λZ = W λm−n . (98)1191











To prove the first assertion of (97), we use the first bound of Lemma 17(b), which1194
reads1195
ζ ∗n,m < ζ̄n + 2 Lg
2λm−n
1− λm−n if λ
m−n < min(1,W−3),1196
where we the equality (98) has been taken into account. By the definition of N−, it is1197





. Moreover, the inequality ζ ∗n,m < ζ ′n−11198
holds provided1199
Lg bn + 2 Lg
2λm−n
1− λm−n ≤ −1 + ξ0.1200
Replacing bn by 1 + δ, the subsequent inequality can be rewritten as1201
λn−m ≥ 2(1 + δ)1/2λ3(1−ξ0)/2 + 1,1202
also included in the definition of N−, which completes the proof of the first assertion1203
of (97).1204
For the second assertion of (97) we can proceed in similar terms, using the second1205
bound of Lemma 17(b). Nevertheless, the associated computations are somewhat differ-1206
ent due to the lack of symmetry of the functions f n(ζ ) in the cubic case (see Remark 15).1207
We omit the details. 1208
In the following proposition, we provide a lower and an upper bound for the functions1209
F1(ζ ) and F1(ζ ), and hence for h1(ε), as O(δ)-perturbations of the values obtained1210
in (94–95). More precisely, such bounds will be given by the values1211
J−0 = J−0 (ω) := (1− δ)1/3, J +1 = J +1 (ω) := J (0)1 (1 + δ)1/3, (99)1212




1 . Recall that lower and an upper bounds for1213
h1(ε) or, equivalently, for F1(ζ ), can be associated to upper and lower bounds for the1214
splitting distance, respectively (see also [DGG14a]). Recalling the value B−0 = B−0 (ω)1215
defined in (65), we also introduce the “strong separation condition”:1216
B−0 ≥ J +1 , (100)1217
which is somewhat more restrictive than the “weak separation condition” introduced1218
in (66). Under the strong condition, the inequality (89) becomes an equality, i.e. the1219
dominant harmonic is always given by a primary resonance, and hence the function1220
F1(ζ ) = h1(ε) becomes somewhat simpler. Such a condition is fulfilled for the cubic1221
golden frequency vector, as we show in Sect. 3.4.1222
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Proposition 20. The functions F1(ζ ) and F1(ζ ) are positive, continuous and piecewise-1223
smooth, and satisfy for any ζ the bounds:1224
J−0 ≤ F1(ζ ) ≤ F1(ζ ) ≤ J +1 ,1225
with J−0 and J +1 defined in (99). Moreover, if the strong separation condition (100) is1226
fulfilled, then we have F1(ζ ) = F1(ζ ) for any ζ , and hence the most dominant harmonic1227
is always given by a primary resonance.1228
Proof. The lower bound for F1(ζ ) is a direct consequence of (90–91), using that for any1229
k = s(q, n) ∈ A we have the lower bound1230
f ∗s(q,n)(ζ ) ≥ (γ̃ ∗q bs(q,n))1/3 ≥ (1− δ)1/3, (101)1231
which comes from (83), using also that bs(q,n) ≥ 1− δ by (56).1232








n(ζ ) := C(ζ ; ζ̄ +n , 1 + δ), ζ̄ +n := n + Lg(1 + δ),1235
defined as in (88) but replacing bn by 1 + δ in (85). Notice that the function F
+
1 (ζ ) can1236
easily be related to the “unperturbed” function defined in (92): for any ζ , we have1237
F
+
1 (ζ ) = (1 + δ)1/3 F (0)1 (ζ − Lg(1 + δ)),1238
and we deduce from (95) and (99) that max F
+
1 (ζ ) = J +1 .1239
We study the relative position of the graphs of the functions f n(ζ ) and f
+
n(ζ ) by1240
applying Lemma 17(a), with Z = ζ̄ +n − ζ̄n = Lg((1 + δ)/bn) and W = ((1 + δ)/bn)1/3.1241
In general we have bn < 1 + δ and, since λZ = W , the graphs do not intersect and we1242
have f n(ζ ) < f
+
n(ζ ) for any ζ . Instead, if bn = 1 + δ (a rather particular case) then the1243
two functions obviously coincide. We deduce, for any ζ , the bound1244
F1(ζ ) ≤ F +1 (ζ ) ≤ J +1 . (102)1245
Finally, to show that the strong separation condition (100) implies the equality1246
F1(ζ ) = F1(ζ ), it is enough to see that a lower bound for the functions ˜F (q)1 (ζ ) in-1247
troduced in (90), for q = q̂ , is greater than the upper bound J +1 for F1(ζ ), obtained1248
above. Indeed, for secondary resonances s(q, n), with q = q̂ , the lower bound (101)1249
becomes1250
f ∗s(q,n)(ζ ) ≥
(
γ̃ ∗q̂ ′(1− δ)
)1/3 = B−0 ≥ J +1 ,1251
whereγ ∗q̂ ′ is the minimum of the “mean Diophantine constants” for secondary resonances1252
(see (63)), and the same lower bound holds for the functions ˜F (q)1 (ζ ), q = q̂ . 1253
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Exponentially Small Splitting of Separatrices
Remark 21. It is an interesting question whether the lower and upper bounds J−0 and1254
J +1 provided by this proposition are sharp, i.e. they coincide with the infimum and the1255
supremum of the function F1(ζ ). On one hand, we can expect the lower bound J
−
01256
(and hence the upper bound for the splitting) to be sharp, since for primary resonances1257
the lower bounds (101) are given by the factors bn , which will can be arbitrarily close1258
to 1 − δ for suitable n. Instead, in general the upper bound J +1 (and hence the lower1259
bound for the splitting) is far from being sharp, because it has been obtained in (102) by1260
considering, for all n, the worst possible case in the bound bn ≤ 1 + δ. In Sect. 3.3, we1261
prove the sharpness of the lower bound J−0 and show that, for a given frequency vector1262
ω, we can give (numerically) a sharp upper bound J ∗1 (≤ J +1 ), using the quasiperiodicity1263
of the function F1(ζ ). In the same way, it would be enough to assume that B
−
0 ≥ J ∗1 ,1264
instead of (100), in order to ensure that the splitting can be described in terms of only1265
the primary resonances. This value J ∗1 is computed in Sect. 3.4 for the concrete case of1266
the cubic golden frequency vector.1267
To end this section, we also deduce some useful properties of the function S1 = S1(ε),1268
giving the dominant harmonic. Namely, this function is “piecewise-constant”, with jump1269
discontinuities exactly at the corners of h1(ε). Moreover, its asymptotic behavior as1270




Indeed, the most dominant harmonic belongs to some resonant sequence: we can write1273
S1(ε) = s(q, N ) for some q = q(ε), and for N = N (ε) such that the value ε∗s(q,N ) is1274
close to ε, among the sequence ε∗s(q,n), n ≥ 0. Recalling (77) and the estimate |s(q, N )| ∼1275
λN/2 = (λ3N )1/6 deduced from (54), we get (103). Notice that it is not necessary1276
to include q in the estimate (103) (in spite of the fact that Kq and γ̃ ∗q appear in the1277
expression (77)), since only a finite number of resonant sequences s(q, ·) is involved.1278
3.3. Quasiperiodicity of the estimate of the most dominant harmonic. Now, our aim is1279
to show that the function F1(ζ ) is quasiperiodic with frequencies 1 and φ. As we show1280
below, this property is directly related to the oscillating factors bs(q,n) introduced in (56)1281
for each resonant sequence, denoted bn in (80) for the particular case of the primary1282
resonances. Moreover, the facts that φ is an irrational number by Lemma 7, and δ > 01283
by Lemma 9, allow us to ensure that the function F1(ζ ) is not periodic, which makes1284
an important difference with respect to the case of quadratic frequencies considered in1285
[DGG16].1286
Recall that, in (91), we wrote F1(ζ ) as the minimum of the functions ˜F
(q)
1 (ζ ), as-1287
sociated to each resonant sequence s(q, n). Since all such functions are analogous to1288
the function F1(ζ ), associated to the primary resonances s0(n) and defined in (88), it is1289
enough to show the quasiperiodicity of F1(ζ ).1290
As a rough explanation for the frequencies 1 and φ, notice that we can consider F1(ζ )1291
as an O(δ)-perturbation of the function F (0)1 (ζ ) introduced in (92), which is 1-periodic1292
with respect to ζ , and the oscillating factors bn defined in (80) give rise to the second1293
frequency φ.1294
To be more precise, we are going to construct a positive, continuous and piecewise-1295
smooth function ϒ(x, y), defined on R2 and 1-periodic with respect to x and y, such1296
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Fig. 3. The function ϒ(x, y) on R2 “interpolating” F1(ζ ) along the straight lines x = ζ , y = φ ζ , and its
reduction to the torus T 2∗ (the slope φ ≈ 0.590935 corresponds to the case of the cubic golden vector)
that1297
ϒ(ζ, φ ζ ) = F1(ζ ) for any ζ ≥ ζ0 (104)1298
(for some ζ0 to be determined below, in Proposition 23). Equivalently, we can consider1299
ϒ(x, y) as defined on a torus T 2∗ , with T∗ := R/Z represented as the interval [0, 1),1300
and the above equality can be rewritten as1301
ϒ(ζ, {φ( j + ζ )}) = F1( j + ζ ) (105)1302
for any integer j ≥ 0 and ζ ∈ [0, 1), with j + ζ ≥ ζ01303
where {a} ∈ [0, 1) denotes the fractional part of a given number a ∈ R. This property1304
of “interpolation” is illustrated in Fig. 3.1305
Like F1(ζ ), defined in (88) as the minimum of the functions f n(ζ ), the “interpo-1306
lating” function ϒ(x, y) will be defined in a similar way, as the minimum of a family1307
functions. First of all, we define the 1-periodic function1308
β(y) := 1 + δ cos(2π · y + 2ψq̂ − θ), y ∈ R,1309
and it is clear that the oscillating factors (80) are “interpolated” by this function:β({nφ}) =1310
bn for any n (we can say that the values {nφ}, filling densely the circle T∗, are replaced1311
by the continuous variable y). Now, recalling the “hyperbolic cosine-like” functions1312
C(ζ ; Z ,Y ) introduced in (82), we define for n ∈ Z the functions1313
χn(x, y) := C(x ; n + Lgβ(y − φ x + {nφ}), β(y − φ x + {nφ})), (x, y) ∈ R2,1314
(106)1315
which are clearly smooth and 1-periodic with respect to y, but not periodic with respect1316
to x . Finally, we define1317
ϒ(x, y) := min
n∈Z χn(x, y) = χ˜N1(x, y), (x, y) ∈ R
2, (107)1318
with ˜N1 = ˜N1(x, y) (compare with (88)).1319
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Exponentially Small Splitting of Separatrices
It is clear that the functionsχn(x, y) are closely related to the functions f n(ζ ) defined1320
in (85), as we see from the definition (106), by restricting (x, y) to straight lines of slope1321
φ. To express this relationship more clearly we define, for any y0 ∈ R, a function of one1322
variable by restricting χn(x, y) to any straight line y = y0 + φ x for a given y0,1323
χ̂n(x ; y0) := χn(x, y0 + φ x) = C(x ; x̄n(y0), β̄n(y0)), (108)1324
x̄n(y0) := n + Lg β̄n(y0), β̄n(y0) := β(y0 + {nφ})1325
(compare with (85)). We can also define1326
̂ϒ(x ; y0) := min
n∈Z χ̂n(x ; y0) = χ̂̂N1(x ; y0), (109)1327
and it is clear that ̂ϒ(x ; y0) = ϒ(x, y0 + φ x), and also ̂N1(x ; y0) = ˜N1(x, y0 + φ x)1328
(with the difference that ϒ is 1-periodic and can be reduced to T 2∗ , see Proposition 23,1329
but the periodicity with respect to x does not hold for ̂ϒ).1330
Some of the properties stated in the following lemma are clearly inherited from the1331
results of Lemmas 16, 17 and 19.1332
Lemma 22. (a) The functions χn(x, y) are smooth and 1-periodic with respect to y, and1333
satisfy the following translation property:1334
χn(x + 1, y) = χn−1(x, y), for any (x, y) ∈ R2, n ∈ Z.1335
(b) For any given n and y0 ∈ R, the function χ̂n(x ; y0) is convex (with respect to x)1336
and attains its minimum at x = x̄n(y0), with the minimum value β̄n(y0)1/3. The1337
dependence of χ̂n(x ; y0) on the parameter y0 is 1-periodic.1338
(c) For any given n, the function χn(x, y) attains its minimum at the point (x, y) =1339
(x̃n, ỹn), with1340
x̃n = n + Lg(1− δ), ỹn ≡ π − 2ψq̂ + θ
2π
+ φ Lg(1− δ) (mod 1),1341
with the minimum value (1− δ)1/3.1342
(d) For any given n,m with n = m, and y0 ∈ R, the functions χ̂n(x ; y0) and χ̂m(x ; y0)1343
do not coincide. Their graphs intersect transversely at a unique point, or do not1344
intersect. The set Yn,m of values y0 such that the intersection exists is a union of open1345
intervals (or eventually Yn,m = R, Yn,m = ∅). For y0 ∈ Yn,m, the intersecting point1346
x = x∗n,m(y0) (given explicitly in (110)) is a smooth and 1-periodic function of y0.1347
(e) For any given n,m with n = m, the graphs of the functions χn(x, y) and χm(x, y)1348
intersect (if they do) transversely along the curves parameterized by1349
x = x∗n,m(y0), y = y0 + φ x∗n,m(y0), y0 ∈ Yn,m .1350
(f) For any (x, y), we have N (0)1 (x) − N− ≤ ˜N1(x, y) ≤ N (0)1 (x) + N +, with N (0)1 (x)1351
as in (92), and N± = N±(ω) as in Lemma 19.1352
Proof. The only assertion to be checked in (a) is the translation property. For that, it is1353
enough to ensure that1354
β(y − φ(x + 1) + {nφ}) = β(y − φ x + {(n − 1)φ}),1355
but this is a direct consequence of the 1-periodicity of β(y). The proof of (b) is straight-1356
forward from the definition of the functions χ̂n(x ; y0) in (108). We also get (c) as a1357
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A. Delshams, M. Gonchenko, P. Gutiérrez
direct consequence of (b), choosing y0 = y(n)0 such that β̄n(y0) attains its minimum1358
value 1− δ, and hence x̃n = x̄n(y(n)0 ), ỹn = y(n)0 + φ x̃n .1359
For (d), we first notice that the functions χ̂n(x ; y0) and χ̂m(x ; y0) do not coincide,1360
since β̄n(y0) = β̄m(y0) (due to the irrationality of φ). Then, we directly apply Lemma 171361
with Z = x̄m(y0) − x̄n(y0) and W = (β̄m(y0)/β̄n(y0))1/3. We get the formula for the1362
intersecting point,1363
x∗n,m(y0) = x̄n(y0) + 2 Lg
2λZ (WλZ/2 − 1)
λZ −W . (110)1364
If the intersection exists, it is unique, but its existence may depend on y0, according to1365
the condition given in Lemma 17. We also get (e) as a direct consequence of (d).1366
Finally, for the proof of (f), for any y0 we consider the function ̂ϒ(x ; y0) defined1367
in (109), and it is enough to prove that N (0)1 (x)−N− ≤ ̂N1(x ; y0) ≤ N (0)1 (x)+N +. Now,1368
we can use that the functions χ̂n(x ; y0) introduced in (108) are completely analogous1369
to the functions f n(ζ ) in (85), replacing bn by β̄n(y0), and ζ̄n by x̄n(y0). Then, the proof1370
follows exactly as in Lemma 19, using the values of Z and W defined above. 1371
Proposition 23. The functionϒ(x, y) is continuous and piecewise-smooth, and 1-periodic1372
with respect to x and y, and satisfies the “interpolation” property (104) for ζ ≥ ζ0 :=1373
N− + ξ0 (recall that ξ0 is defined in (93)).1374
Proof. First of all, from definitions (85) and (106), it is not hard to see that the equality1375
χn(ζ, φ ζ ) = χ̂n(ζ ; 0) = f n(ζ ) is fulfilled for any n ≥ 0 and ζ ∈ R (we only have to1376
use that β̄n(0) = bn). By Lemma 22(f), we can take the minimum over n by restricting1377
ourselves to a finite number of cases, N (0)1 (ζ ) − N− ≤ n ≤ N (0)1 (ζ ) + N +, and we1378
directly get the equality (104), or equivalently (105). However, in order to ensure that1379
n ≥ 0 as in the definition (88), we need that N (0)1 (ζ ) ≥ N−. As can be seen in (92), we1380
have N (0)1 (ζ ) ≥ ζ − ξ0, and hence we assume ζ ≥ N− + ξ0.1381
The fact that ϒ(x, y) is, for any (x, y), the minimum of a finite number of smooth1382
functions ensures that it is continuous and piecewise-smooth. It is also clear that it is1383
periodic with respect to y, since so are the functions χn(x, y). Finally, its periodicity1384
with respect to x is easily deduced from the translation property of Lemma 22(a). 1385
In this way, by studying the function ϒ(x, y) on the torus T 2∗ we can determine1386
the intervals of dominance for the function F1(ζ ), in (88). It is enough to divide T 2∗1387
into a finite number of regions, according to the function χn(x, y) giving the minimum1388
in (107). Since for x ∈ [0, 1) the index N (0)1 (x) is either 0 or 1, by Lemma 22(f) it is1389
enough to consider the functions χn(x, y)with−N− ≤ n ≤ 1+ N +. The regions visited1390
by the straight line (ζ, φ ζ ) correspond the intervals of dominance for F1(ζ ). See Fig. 41391
for an illustration, for the concrete case of the cubic golden vector (we point out that the1392
borders between neighbor regions are not straight lines, but rather pieces of the curves1393
parameterized in Lemma 22(e)).1394
Numerically, we can obtain sharp bounds for the function F1(ζ ), improving the ones1395
given in Proposition 20. Since φ is irrational, the line (ζ, φ ζ ) fills densely the torus T 2∗1396
and hence1397
inf F1(ζ ) = minϒ(x, y) = J−0 , sup F1(ζ ) = maxϒ(x, y) ≤ J +1 .1398
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Fig. 4. Graph of the function ϒ(x, y) on its domain T 2∗ , as the minimum of the functions χn(x, y), for
the cubic golden vector. The red curves (which are not straight lines) are the borders between the regions
of dominance, where a different function χn(x, y) gives the minimum in (107). The function F1(ζ ) is the
restriction of ϒ(x, y) along the dotted line of slope φ, by the property of “interpolation”, see (104–105). The
changes in the dominance, which take place when the line of slope φ crosses a red curve, correspond to the
corners of F1(ζ ) in Fig. 1
The minimum value J−0 = (1 − δ)1/3 of ϒ(x, y) is attained at the point given in1399
Lemma 22(c), choosing n such that x̃n ∈ [0, 1). On the other hand, by the convexity of1400
ϒ along the lines of slope φ, the maximum value1401
J ∗1 := maxϒ(x, y) (111)1402
is attained at some point belonging to some of the curves limiting the regions of domi-1403
nance illustrated in Fig. 4, Recall that the values J−0 and J ∗1 are associated, respectively,1404
to sharp upper and lower bounds for the maximum splitting distance (see Remark 2(a)).1405
Again, see Sect. 3.4 for the case of the cubic golden vector.1406
3.4. The particular case of the cubic golden frequency vector. As a continuation of1407
Sect. 2.3, we provide particular data concerning the function h1(ε) = F1(ζ ), and hence1408
the asymptotic estimate for the splitting, for the concrete case of the cubic golden fre-1409
quency vector introduced in (67).1410
First of all, recall that the function F1(ζ ) defined in (88), associated to the primary1411
resonances, is an O(δ)-perturbation of the 1-periodic function F (0)1 (ζ ) introduced in (92).1412
This one reaches its minimum value at the points ζn = n, and its maximum value at1413
the points ζ ′n = n + ξ0, with ξ0 ≈ 0.492049 in (93), where we have used the value of λ1414
obtained in (68). The minimum value is 1 and the maximum value is J (0)1 ≈ 1.0091411415
by (95).1416
For the “perturbed” function F1(ζ ), we use the value of δ obtained in (69) and, in1417
Lemma 19, we get the values N− ≈ 3.65 and N + ≈ 3.97. This says that, for ζ belonging1418
to a given interval In = [ζ ′n−1, ζ ′n] (where we have N (0)1 (ζ ) = n), we can compute F1(ζ )1419
as the minimum of the functions f j (ζ ) for n − 3 ≤ j ≤ n + 3.1420
On the other hand, by Proposition 20 we have the following lower and upper bounds1421
for F1(ζ ),1422
J−0 ≈ 0.892341, J +1 ≈ 1.098383.1423
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The strong separation condition (100) is fulfilled for the cubic golden vector, since the1424
value B−0 obtained in (70) is clearly greater than J +1 , and hence F1(ζ ) = F1(ζ ) for1425
this example. In fact, the upper bound J +1 can be replaced by the sharp upper bound J
∗
11426
defined in (111), and numerically we see that1427
J ∗1 ≈ 1.0106191428
(this value is reached at the confluence of the regions where χ−1, χ1, χ2 are dominant,1429
see Fig. 4).1430
4. Justification of the Asymptotic Estimate1431
We consider in this section the final step in the proof of our main result (Theorem 1),1432
which gives an exponentially small asymptotic estimate for the maximal splitting dis-1433
tance, i.e. the maximum of |M(θ)|. We write the Poincaré–Melnikov approximation (3)1434
as1435
M(θ) = μM(θ) + R(θ), (112)1436
where R(θ) denotes the remainder. Our aim is to ensure that the Poincaré–Melnikov1437
method predicts correctly the size of the splitting in the singular case μ = εr , extending1438
our results in the previous section for the Melnikov function M(θ), to the whole splitting1439
function M(θ). Recalling that such functions are gradients of scalar functions (see (2)1440
and (16)), it will be enough to work with the Melnikov and splitting potentials L(θ) and1441
L(θ), which appear below in Lemma 24. Our approach requires the following steps:1442
1. An asymptotic estimate for the dominant harmonic, given by k = S1(ε), of the1443
Melnikov potential L(θ);1444
2. An upper bound for the harmonics of the error term R(θ) in (112), mainly the one1445
associated to k = S1(ε), showing that it is also dominated by the asymptotic estimate1446
of the dominant harmonic of the first order approximation;1447
3. An upper bound for the sum of the non-dominant terms of the Fourier expansion1448
of the splitting potential L(θ), ensuring that it can be approximated by its dominant1449
harmonic.1450
In other words, we need to show that the asymptotic estimate for the dominant harmonic1451
in the Poincaré–Melnikov approximation is large enough to overcome the corresponding1452
harmonic of the error term, as well as an upper bound of its remaining harmonics.1453
The first step in the above list has been carried out in the previous section, and it is1454
the only step that depends strongly on the arithmetic properties of the frequency vector.1455
In this section, we outline the second and third steps, which are analogous to the case1456
of the quadratic golden number done in [DG04] (see also [DGG16]), and do not require1457
to use the specific arithmetic properties of cubic frequency vectors. The upper bounds1458
required in such steps are given in [DGS04], and are valid for any dimension of the1459
frequency vector ω, assuming only that it satisfies a Diophantine condition.1460
We start with describing our approach in a few words. First of all, notice that Theo-1461
rem 1 is stated in terms of the splitting function M = ∇L introduced in (15). We write,1462




Lk cos(〈k, θ〉 − τk), M(θ) = −
∑
k∈Z\{0}
Mk sin(〈k, θ〉 − τk),(113)1464
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Exponentially Small Splitting of Separatrices
with scalar (positive) coefficients Lk , and vector coefficients1465
Mk = k Lk ∈ R3. (114)1466
Although the Melnikov approximation (112) is in principle valid for real θ , it is standard1467
to see that it can be extended to a complex strip of suitable width (see for instance1468
[DGS04]), from which one gets upper bounds for |Lk − μLk |, which imply the estimates1469
given below in Lemma 24, ensuring that the most dominant harmonic of the Melnikov1470
potential L(θ), obtained for k = S1(ε) (see (87)), is also the dominant one for the splitting1471
potential L(θ). Then, this dominant harmonic determines the asymptotic estimate for1472
the maximal splitting distance, given in Theorem 1.1473
With this idea, we consider the approximation of L(θ) given by its dominant har-1474
monic, as well as the corresponding remainder,1475
L(θ) = L(1)(θ) + F (2)(θ),1476
L(1)(θ) := LS1 cos(〈S1, θ〉 − τS1), F (2)(θ) :=
∑
k∈Z2
Lk cos(〈k, θ〉 − τk), (115)1477
where we denote Z2 := Z\{0, S1}, and we give below, in Lemma 24, an estimate for1478
the sum of all harmonics in the remainder F (2)(θ), in order to ensure that the maxi-1479
mal splitting distance can be approximated by the size of the coefficient of the most1480
dominant harmonic S1(ε). In fact, the estimate for F (2)(θ) is also given, by the expo-1481
nential smallness of the harmonics, in terms of its own dominant harmonic in the set Z2,1482




g∗k (ε) = g∗S2(ε). (116)1485
It is not hard to see from Lemmas 16 and 17 that the corners of h1(ε), at which a change in1486
the first dominant harmonic takes place, are exactly the points ε̌ such that h1(ε̌) = h2(ε̌)1487
(such points are also the “lower corners” of h2(ε), but this function also has “upper1488
corners” where it coincides with the analogous function h3(ε) associated to the third1489
dominant harmonic; see [DGG16]).1490
The following lemma, analogous to the one established in [DG03,DG04], provides1491
an asymptotic estimate for the dominant harmonic LS1 , as well as an estimate for the1492
sum of all the harmonics in the remainder appearing in (115), As said before, we are not1493
directly interested in the splitting potential L(θ), but rather its derivative M(θ). Recall1494
that the coefficients Lk , introduced in (113), are all positive, and that the constant C01495
in the exponentials has been defined in (74). On the other hand, we use the following1496
notation: for positive quantities, we write f  g if we can bound f ≤ c g with some1497
(positive) constant c not depending on ε and μ. In this way, we can write f ∼ g if1498
g  f  g, as already defined just before the statement of Theorem 1.1499
Lemma 24. For ε small enough and μ = εr with r > 3, one has:1500
























Jour. No Ms. No.
B Dispatch: 13/8/2020Total pages: 46
Disk Received
Disk Used











A. Delshams, M. Gonchenko, P. Gutiérrez
Sketch of the proof. We only give the main ideas of the proof, since it is similar to1503
analogous results in [DG04, Lemmas 4 and 5] and [DG03, Lemma 3]. Our aim is to1504
show that, at first order inμ, the coefficients of the splitting potential can be approximated1505
by the coefficients of the Melnikov potential, i.e. the coefficients Rk of the error term in1506
the Melnikov approximation (112) can be neglected: |Rk |  μ |k| |Lk |, and hence1507
Lk ∼ μLk = μαk e−βk ,1508
with the exponents βk = βk(ε) and the factors αk = αk(ε) introduced in (72–73).1509
As said at the beginning of this section, the estimates for the error term come from1510
upper bounds given in the paper [DGS04], where a quite general setting is considered.1511
The application of such upper bounds to our case is completely analogous to the case of1512
the golden quadratic frequencies considered in [DG04], differing only in some involved1513
exponents in (118–119) and (123).1514
To start, we see that the hypotheses in [DGS04, p. 788] are satisfied in our case, and1515
allow us to introduce the following values n, τ , l and α :1516
∗ the frequency vector ω has dimension n = 3 and satisfies the Diophantine condi-1517
tion (7) with the exponent τ = 2;1518
∗ the function h(x) in (9) is a trigonometric polynomial of degree l = 1, and hence1519
h(x0(s)) (see (11)) has poles of order 2l = 2 at s = ±iπ/2;1520
∗ the function f (ϕ) in (9) is analytic in a complex strip |Im ϕ| < ρ and, for any1521
0 < δ < ρ, satisfies a bound ‖ f ‖ρ−δ  1/δα with α = 3 (where ‖ f ‖ρ−δ denotes a1522
norm on the strip |Im ϕ| ≤ ρ − δ taking into account the Fourier expansion of f (ϕ),1523
see [DGS04, p. 791] for a precise definition). This hypothesis provides a control on1524
the size of the perturbation near a “pole-like singularity of order α”.1525
In this situation, we know from [DGS04, Th. 10] that the “full” splitting function in-1526
troduced in (13) is a gradient in the angular variables, ˜M(s, θ) = ∂θ ˜L(s, θ), and it is1527
ωε-quasiperiodic (see (14)) and analytic on a complex strip1528
|s| ≤ κ − δ, |Im s| ≤ π
2
− δ, Re θ ∈ T3, |Im ϕ| ≤ ρ − δ (117)1529
for any given small δ = δ(ε) (to be chosen below appropriately), with an upper bound1530
for the remainder in such a strip. To write this upper bound, we denote ˜R(s, θ) :=1531
˜M(s, θ)−μM(θ −ωεs) the “full” remainder, and its supremum norm in the strip (117)1532
















ε  1, μ  δ12, μ  δ7√ε. (119)1536
The exponents of δ in (118–119) have been computed through the formulas in [DGS04,1537
pp. 792–793], from the values n = 3, τ = 2, l = 1 and α = 3.1538
The ωε-quasiperiodicity plays an essential role, since it implies that the remainder1539
R(θ) = ˜R(0, θ) is exponentially small in ε on the real domain, θ ∈ T3. Notice that,1540
since the Melnikov and splitting functions M and M are both gradients, the remainder1541
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Exponentially Small Splitting of Separatrices
R =M−μM is also a gradient, and hence it has zero average: R0 = 0. For its remaining1542






κ−δ, π2 −δ, ρ−δ







Notice that the new exponents ̂βk(ε, δ) are somewhat smaller than the exponents βk(ε)1546
for the coefficients of the Melnikov potential, introduced in (73).1547
As mentioned in Sect. 3.1, the main behavior of the coefficients Lk(ε) is given by1548
the exponents βk(ε), which have been written in (74) in terms of the functions gk(ε).1549
We focus our attention on the coefficient L S1 , associated to the dominant harmonic1550
k = S1(ε), which can be expressed in terms of the function h1(ε) introduced in (87).1551
In this way, we obtain an estimate for the factor e−βS1 , which provides the exponential1552
factor in (a). We also consider the factor αk , with k = S1(ε). Recalling from (103) that1553
|S1| ∼ ε−1/6, we get from (72) that αS1 ∼ ε−1/6, which provides the polynomial factor1554














The estimate obtained is valid for the dominant coefficient L S1 of the Melnikov1558
potential L(θ). To complete the proof of part (a), one has to show that an analogous1559
estimate is also valid for the coefficient LS1 of the splitting potential L(θ), i.e. when the1560









∣ = μ |S1| L S1 are, respectively, the maximum value1562
of the harmonics MS1 sin(〈S1, θ〉 − τS1) and μMS1 sin(〈S1, θ〉 − σS1) (see (113)), and1563





Then, we have the bound |S1|
∣




∣, and we have to show that, in our1565





∣ μ |S1| L S1 . (122)1568
Since this can be worked out straightforwardly as in [DG04, Lemma 5], we give here only1569




∣ is also exponentially1570
small, but the main difficulty lies in the fact that the exponential factor e−̂βS1 in (120)1571
is somewhat greater than the exponential factor e−βS1 in (121) (as we see by comparing1572
the expressions of the exponents βS1 and ̂βS1 ). This difficulty can be solved with an1573
appropiate choice of δ. Indeed, when such exponents are expressed in terms of the1574
function h1(ε), we see that the numerator C0 is replaced by another numerator ˜C0(δ) =1575
C0 + O(δ) obtained by replacing ρ and π/2 by ρ − δ and π/2 − δ, respectively, in the1576
definition (74). Choosing1577
δ = ε1/6, (123)1578
it turns out that both exponents are of the same order, since C0 ε−1/6 ∼ ˜C0(δ) ε−1/6.1579
Once this equivalence has been established, we only have to compare the polynomial1580













, which is true for μ = εr if1581
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r > 3. The assumptions (119) are also satisfied with this choice of r , and this proves the1582
dominance (122).1583
The proof of part (b) is carried out in similar terms. For the dominant harmonic1584
k = S2(ε) inside the set Z2, we also get |S2| ∼ ε−1/6 as in (103), and an exponentially1585
small estimate for LS2 with the function h2(ε) defined in (116). Such estimates are also1586
valid if one considers the whole sum in (b), since for any given ε the terms of this sum1587
can be bounded by a geometric series and, hence, it can be estimated by its dominant1588
term (see [DG04, Lemma 4] for more details). 1589
With regard to the proof of Theorem 1, we need to measure the size of the perturbation1590
F (2)(θ) in (115) with respect to the coefficient LS1 of the approximation L(1)(θ). Since1591
by Lemma 24 the size of F (2)(θ) is given by the size of its dominant harmonic, we1592








as a measure of the perturbation F (2)(θ) in (115), relatively to the size of the domi-1595
nant coefficient LS1 . Although we define the parameter η2,1 in terms of the coefficients1596
of L(θ), we can also define it from the coefficients of its derivative, the splitting func-1597
tion M(θ) = ∇L(θ), in view of (114) and the fact that the respective factors have the1598
same magnitude: |S1| ∼ |S2| ∼ ε−1/6.1599
Notice that the parameter η2,1 is always exponentially small in ε, provided we exclude1600
some small neighborhoods of the “transition values” ε̌, where LS1 and LS2 have the same1601
magnitude.1602
Proof of Theorem 1. Applying Lemma 24, we see that the coefficient of the dominant1603
harmonic of the splitting function M(θ) is greater than the sum of all other harmonics.1604









∣ ∼ |S1|LS1 , (124)1606





∣, in terms of h1(ε), deduced from Lemma 24(a).1608
Nevertheless, the previous argument does not apply directly when ε is close to a1609
transition value ε̌ where h1 and h2 coincide, i.e. the first and second dominant harmonics1610
have the same magnitude. Eventually, more than two harmonics (but a finite number,1611
according to the arguments given in Lemma 17) might also have the same magnitude1612
and become dominant. In such cases, the parameter η2,1 is not exponentially small, but1613
we can replace the main term in (124) by a finite number of terms, plus an exponentially1614
small perturbation, and by the properties of Fourier expansions the maximum value1615
of |M(θ)| can be compared to any of its dominant harmonics. 1616
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