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ABSTRACT 
Let A be a primitive stochastic matrix of order n > 7 and exponent at least 
l[(n - 1)’ + 1]/21 + 2. We describe the general form of the characteristic polyno- 
mial of A, and prove that A must have at least 2l(n - 4)/4] complex eigenvalues of 
modulus at greater than {t sin[r/( n - 11]}2”“-1) (observe that this last quantity 
tends to 1 as n + m). Both combinatorial and algebraic arguments are used to 
establish the result. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION AND PRELIMINARIES 
An n x n matrix A with nonnegative entries is called primitive if Ak has 
all positive entries for some k E N; the minimum such k is known as the 
exponent of A, and is denoted by exp( A). The algebraic and combinatorial 
properties of primitive matrices have been the focus of a good deal of work in 
this century, and this is due in part to two fundamental results on primitive 
matrices: the Perron-Frobenius theorem, and Wielandt’s theorem. 
The theorem of Perron and Frobenius states that a primitive matrix A 
always has its spectral radius p as a simple eigenvalue ( p is referred to as the 
Perron eigenvalue of A); further, the modulus of every other eigenvalue is 
strictly less than p. We note that any primitive matrix is diagonally similar (via 
a matrix with positive diagonal entries) to a scalar multiple of a stochastic 
matrix (i.e. a nonnegative matrix with row sums equal to l), which necessarily 
has spectral radius equal to 1 (see [4], for example). Thus, we will henceforth 
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restrict our attention to primitive stochastic matrices, since any result about 
such a matrix can be lifted to an analogous result for a general primitive 
matrix. Since the spectral radius of a primitive stochastic matrix A is 1, it 
follows that the powers of A converge to a rank one positive matrix, and that 
the rate of convergence is governed by the moduli of the eigenvalues other 
than 1. This convergence of powers is one of the basic theorems in the study 
of Markov chains, and our results below clearly have bearing on that subject. 
Wielandt’s theorem (see [l], for example) states that for an n X n 
primitive matrix A, we have exp( A) < (n - 1)2 + 1. Moreover, the upper 
bound is best possible in the sense that for each n > 2, there is a primitive 
matrix of order n whose exponent is equal to (n - 1j2 + 1. 
Taken together, the results of Wielandt and of Perron and Frobenius give 
us information on the algebraic and combinatorial properties of an n X n 
primitive stochastic matrix A. But each result also gives rise to an intuitive 
notion of what it might mean for such an A to be “primitive, but not very 
primitive”. Specifically, from the Perron-Frobenius theorem, we might feel 
that if A has one or more (non-Perron) eigenvalues with moduli close to 1, 
then A is “not very primitive,” since the powers of A will converge, but very 
slowly. Alternatively, looking at Wielandt’s theorem, we might feel that if the 
exponent of A is large relative to (n - 1j2 + 1, then A is “not very 
primitive,” since it takes a long time for the powers of A to become positive. 
Our goal in this paper is to make these two notions of “not very primitive” 
more precise, and to explore the connection between them. Specifically, we 
would like to address the following two questions. If the exponent of an 
n X n primitive stochastic matrix A is small relative to (n - 1j2 + 1, can we 
conclude that the non-Perron eigenvalues of A must have small moduli 
relative to l? Conversely, if the exponent of A is large relative to (n - 1j2 + 
1, does this necessitate A having one or more non-Perron eigenvalues whose 
mod& are large relative to l? The answer to the first question is no, as the 
following example shows. 
EXAMPLE 1. Let J be the n X n all ones matrix, and let C be the (0, 1) 
matrix of order n with l’s on the superdiagonal and in the (n, 1) position, and 
O’s elsewhere. Then for each (Y E [O, l), the primitive stochastic matrix 
A(a) = aC + (1 - aXl/n>J h as e xp onent equal to 1, and eigenvalues 1 
and cre2”if/n for 1 <j < n - 1. In particular, the modulus of any non-Per- 
ron eigenvalue of A( (w) can be made arbitrarily close to 1 by choosing (Y 
close to 1, despite the fact that the exponent of A( a) is as small as possible. 
The remainder of this paper is concerned with showing that in fact the 
answer to the second question above is yes-i.e. that a large exponent does 
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necessitate non-Perron eigenvalues with large moduli. Indeed, Corollary 2.1 
below implies that if E > 0 is given and n is sufficiently large, any primitive 
stochastic matrix A of order n whose exponent exceeds [[(n -1)’ + 1]/2] + 
1 has the property that about half of its eigenvalues have modulus greater 
than 1 - 8. 
In order to obtain our results, we will need some notation and terminol- 
ogy (see [l] for basic results on matrices and directed graphs). For a 
nonnegative matrix A of order n, the directed graph of A is the graph on 
vertices 1,. . . , n with a directed arc i + j if and only if aij > 0. We say that 
a directed graph G is primitive if it is the directed graph of some primitive 
matrix. It is not difficult to show that a directed graph is primitive if and only 
if for some k E N there is a walk of length k between any two vertices; the 
minimum such k is the exponent of G, denoted by exp(G). Evidently, if A is 
a primitive matrix and G is its directed graph, then exp( A) = exp(G). 
2. MAIN RESULTS 
Our first lemma concerns the exponent of a certain type of primitive 
directed graph. It uses the fact from elementary number theory that if p and 
9 are relatively prime natural numbers, then any integer which is at least 
( p - IX9 - 1) can be written in the form ip +j9, where i and j are 
nonnegative integers (see [ 11). 
LEMMA 1. ,~,et G be a primitive directed graph on n vertices having 
+es ofjust two lengths, p and 9, where without loss of generality we take 
p Q 9. Then exp(G) < 2n - p - 1 + (p - 1x9 - 1). 
Proof. First we recall the fact that since G is primitive, necessarily the 
greatest common divisor of its cycle lengths is 1 (see [4], for example). 
Consequently, we find that p and 9 must be relatively prime. 
Suppose that u and v are two vertices in G, with one of u and v on a 
p-cycle, and one of u and v on a 9-cycle. Then there is a path from u to v of 
length d (we take d = 0 if u = v, and observe that d < n - 1). By taking 
the path of length d and traversing p- and q-cycles an appropriate number 
of times, we can produce a walk from u to v of any length which is at least 
d+(p-1X9-1)3 ince d < n - 1 < 2n - p - 1, we see in particular, 
there is a walk from u to v of length 2n - p - 1 + ( p - 1x9 - 1). 
Next, suppose that u and v are vertices such that both are only on cycles 
of length 9. There is a walk from u to some vertex z which is on a p-cycle, 
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and that walk can be taken to have length exactly n - p. As above, there is a 
walk from z to 0 of length exactly n - 1 + ( p - lxq - l), and so this 
givesusawalkfrom u tou oflength2n-p-l+(p-lXq-1). A 
similar argument applies to the case that u and II are vertices such that both 
are only on cycles of length p. H 
COROLLARY 1.1. Let G be a primitive directed graph on n vertices 
having cycles ofjust two lengths, p and q, where without loss of generality we 
take q > p. Then 
Proof. The result follows directly from Lemma 1 upon noting that 
necessarily q Q 12. H 
The following theorem describes the characteristic polynomial of any 
primitive stochastic matrix whose exponent is sufficiently large. 
THEOREM 1. Suppose that M is a primitive stochastic matrix of order n, 
and that n > 3. Zf 
then there are integers 1 1 and 1 2 with 
gcd(l,,l,) = 1 and n >I, >l, > 
such that the characteristic polynomial of M is A” - ah”-‘l - (1 - I_x)A”-~~ 
for some (Y E (0,l). 
Proof. A result of Lewin and Vitek [3] states that if exp( M) > l[(n - 
1)’ + 1]/2j + 2, then the directed graph of M contains cycles of just two 
different lengths. Denoting those lengths by 1, and I,, we have gcd(l,, 1,) = 1, 
since M is primitive, and without loss of generality we may take n > 1, > 1 1. 
If n is even, say with n = 2k, then we have, from Corollary 1.1 and our 
hypothesis, 
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SO that 1, 2 n/2. Similarly, if n is odd with n = 2k + 1, we have 
In both cases, we find that 1, > [(n - 1)/2]. 
Suppose that 1, > n/2, and note that if this is the case, then in the 
directed graph associated with M there are no pairs of vertex disjoint cycles. 
Recall that for any n X n matrix A we have deg A = C, E snSgn( p) a,, rciJ, 
from which it follows that det(hZ - M) = C,( - l)C(%(U)A”-“(“), where 
the sum is taken over all unions U (including the empty union) of vertex 
disjoint cycles in the directed graph of M, and where c(U) is the number of 
cycles in U, v(U) is the number of vertices in U, and 7r(U) is the product of 
the entries in M which correspond to directed arcs in U. Since no two cycles 
are vertex disjoint, we see that the only terms in the expression for the 
characteristic polynomial of M correspond to the empty union, or to a single 
cycle of length I,, or to a sin 
& 
le cycle of length 1,. Consequently, we find that 
det(AZ - M) = A” - ah”- 1 - PA”-‘2 for some positive numbers (Y and ~3. 
Since M is stochastic, A = 1 is a root of the characteristic polynomial, which 
yields p = 1 - (Y. 
Now suppose that 1, Q n/2; we claim that there are no pairs of vertex 
disjoint cycles in the directed graph of M, so that the analysis above will carry 
through to yield det(hZ - M) = A” - ah”-‘1 - (1 - o)A”-‘2. First sup- 
pose that n is even with n = 2k and that 1, = k. From Lemma I we have 
3k - 1 + (k - 1)(Z2 - 1) = 2n - 1, - 1 + (11 - l)(l, - 1) 
>exp(M) a [(.-r”] +2 
= 2k2 - 2k + 3. 
This yields 1, > 2k - 1, and since 1, and 1, are mutually prime, it follows 
that 1, = 2k - 1. If the directed graph of M has two vertex disjoint cycles, 
they are necessarily Ii-cycles, so that every vertex is on an Ii-cycle, and at 
most one vertex is not on an &-cycle. Arguing as in Lemma 1 now shows that 
exp(M) < n + (11 - 1)(12 - 1) = 2k2 - 2k + 2 
<2k2-2k+3= I+~+11 +2, 
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a contradiction. Finally, suppose that n is odd with n = 2k + 1 and that 
I, = k. Arguing as above, we find that 2, must equal 2k + 1. If the directed 
graph of M has two vertex disjoint cycles, they are again necessarily Z,-cycles, 
so that every vertex is on an &-cycle, and at most one vertex is not on an 
I,-cycle. Arguing as in Lemma 1 now shows that 
exp(M) <n + (II - 1)(Z2 - 1) = 2k2 + 1 
<2k2+2= [@-:““I +2, 
a contradiction. Thus the directed graph of M has no vertex disjoint cycles, 
and so the characteristic polynomial of M is A” - oh”-‘l - (1 - a)h”-‘~ 
for some ff E (0,l). ??
Theorem 1 prompts our interest in polynomials of the form 
A” - (yhm-P -(l - a), where (Y E [0, 11 and m, p E N with m > p > 1. 
Fortunately, the following result, which is proved in [2], gives information 
about the roots of such polynomials. 
LEMMA 2 [2]. 
(i) Zf A = reie for some 8 E (0,7r) and r > 0, and A satisfies (a> A”’ = 
ffArn_P + 1 - a fir some (Y E [O, 11 and some m, p E N with m > p > 1, 
then the pair (r, 8) satisfies (b) rp sin me - rm sin p0 = sin (m - p)8. 
(ii) If 8 E (0, ~1 and either ( * > { sin m0 > 0, sin pe < 0, sin(m - p> 
t9 > 0) or (* *> {sin me d 0, sin pf9 > 0, sin(m - p)8 < 0) holds, then 
there exists r(0) with values in (0, l] which is differentiable in a neighbor- 
hood of 0, such that the pair (r(e), fl) satisfies (b). Further, there exists 
a(0) with values in [0, l] such that [r(8)eielm = a(8)[r(8)eie]“‘-P + 1 - 
a(f3), and if A # 0, arg A = 0, and A solves (a) for some (Y E [O, 11, then A 
must equal r(B)P. 
Next, we use Lemma 2 to localize some of the roots of the polynomials in 
which we are interested. 
LEMMA 3. Suppose that 1, > I, > 1 and that gccicl,, 1,) = 1. Fixj such 
that 1 <j < Z,/2, and let k = [jZ,/Z,], so that (k + 1)/Z, >j/Z, 2 k/Z,. 
Then : 
6) Zj/Z, + (2k + 1)/Z,. 
(ii) If Zj/Z, < (2k + 1)/Z,, th en or all LY E [O, 11, there is a 8 E f 
L2rk/Z2, 2rj/Z,l such that reie is a root of A”2 - CYA’~-‘~ - (1 - a), where 
r satisfies rzl]sin z,el + &]sin z,el = lsin (1, - Z,>el. 
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(iii) If 2j/Z, > (2k + 1)/Z,, then fir all (Y E [O, I], there is a 8 E 
Drj/Z,, 2dk + 1)/&l such that reie is a root of A’2 - (rh’~-~l - (1 - (Y), 
where r satisfies rIllsin Z,81 + &lsin Z,81 = bin (1, - Z,)el. 
Proof. (i): If Zj/Z, = (2k + 1)/Z,, then 2jZ, = (2k + l>Z, and so 2j is 
divisible by I,, since 1, and 1, are mutually prime. This contradicts the 
hypothesis that j < ZJ2. 
(ii): Suppose that 8 E [2rk/Z,, 2rj/Zl]; we claim first that sin I, 0 > 0, 
sin lie < 0, and sin (I, - Z,)8 > 0. To see the claim, first note that 2mk < 
Z,8 < 2?rjZ,/Z, < (2 k + l)~, so sin Z,8 B 0. Next, observe that since 2 k + 
1 > 2jZ,/Z, > 2j, it follows that 4kj/(2k + 1) 2 2j - 1, and so (2j - 1) 
7~ Q 4kjr/(2k + 1) < 2rkZ,/Z, < I,0 Q ZjT, so sin Z,8 d 0. Lastly, we find 
that 2a(k - j) < 27~(Z, - Z,)k/Z, < (I, - Z,)8 Q 27r(Z, - Z,)j/Z, < (2 
(k -j) + lh, so sin(Z, - Z,)8 > 0. This proves the claim, and so for 
m = I, and p = Z,, we see that condition (*) of Lemma 2 holds for any such 
8. 
For each 8 E [2rk/Z,, 2mj/Z,], let r(0) solve the equation r’l sin Z,8 - 
rlz sin Z,8 = sin (1, - Z,M, and set (~(0) = [r(0)l%in Z,0)/sin (1, - Z,M. 
It follows from Lemma 2(m) that (Y is continuous for 8 E [27rk/Z,, 2nj/Zl], 
and it is easily verified that cr(2rk/Z,) = 0, while Ly(2Tj/Zi) = 1. Thus, 
by the intermediate value theorem, if crO E [0, 11, there is a 8, E 
[2rk/Z,, 2Tj/l,l such that a(f3,) = oO. Let z = r(8,)e”O; then Im 2’2 = 
Im( ffO 2 WI + 1 - a,) from the definition of oO, and this, coupled with 
r’l sin Z,8 - rz2 sin litI = sin (1, - Z,M, yields that Re ~‘2 = Re(a,z’2-11 + 
1 - (Y,). Consequently, z is a root of A’2 - (Y h’“-‘l - (1 - 
The proof of (iii) is analogous to that of (ii>,‘and is omitted. 
(~a), as desired. 
??
In order to bound the moduh of some of the roots of A’2 - oh’2-‘1 - 
(1 - a), we require the following result. 
LEMMA 4. Suppose that 1, > I, > 3, and that gcd(Z,, I,) = 1. Fix j such 
that 1 <j < Z,/2, and let k = ljZ,/Z,]. Then: 
(i) If Zj/Z, < (2k + 1)/Z,, then for 0 E [27rk/Z,, 2rj/Z,], sin (1, - 
z,)e 2 min{sin(7r/Z,), sin(2?r/Z2)l. 
(ii) If Zj/Z, > (2k + 1)/Z,, then 8 E [2rj/Z,, 2v(k + 1)/Z,], bin 
(1, - z,)el > min{sin(?r/Z,), sin(29r/Z,)}. 
Proof. (i): As we saw in the proof of Lemma 3, sin (1, - Z,)e > 0 for all 
0 E [2WZ,, Zrj/l,l, and (since the sine function is concave down when- 
ever it is positive) hence the minimum value of sin (Zs - Z,)e on the interval 
[2rk/Z,, Zrj/l,] is taken at either 2rk/l, or 2rj/l,. 
110 STEVE KIRKLAND 
Now j/a > kl,, so that jl, > kl, + 1. Also, (2k + 01, > 2jZ,, yielding 
(.2k + 01, > ZjZ, + 1. Consequently we have [Nk -j) + 11~ - 21r/Z, >
erk(Z, - 1,)/Z 2 > 2(k - j>r + 23r/Z2, and so sin[2mk(Z, - Zr)/Zsl >/ 
sin(27r/Zs) > min(sin(7r/Z,), sin(27r/Zs)). 
Similarly, jZ, > kl, yields 2jZ,/Z, > 2k + 2/Z,, while (2k + 01, > ZjZ, 
implies that 2jZ,/Z, < 2k + 1 - l/Z,. Thus [2(k -j) + 11~ - n/Z, > 
2?rj(Z, - Z1)/Z1 2 2(k - j)r + 27r/Zr, and so sin[2rj(Z - 1)/Z,] > sin(r/ 
I,). As a result, we have, for any 8 E [2rk/Z,, 2rj/Z11, sin(Z, - Z,)8 2 
min{sin[2~k(Zz - 1,)/Z,], sin[2rj(Z, - Zr>/Zr]} > minIsin(7r/Z,), sin(2?r/ 
Z,)]. 
The proof of (ii) is similar, and is omitted. ??
We are at last ready to prove our main result. 
THEOREM 2. Suppose that M is a primitive stochastic matrix of order 
n > 7, and that 
LA y = exp( M), and let 
Then M has 21( I_L - 1)/2] complex eigenvalues which have moduli larger 
than 
( 1 ?r 1 
l/P 
- sin - 
2 n-l * 
Proof. From Theorem 1, there are integers Z,, I, with gcd(Z,, 1,) = 1 
and n > I, > 1, > [(n - I)/21 
is A” _ &“-II _ (1 - c~)h”-~~ 
such that the characteristic polynomial of M 
for some (Y E (0, 1). (Observe that I, > 3, 
since n >, 7.) Thus, the nonzero eigenvalues of M are roots of h’2 - ah’2-‘1 - 
(1 - cw). Fix a j with 1 <j < Z,/2, and let k = = LjZ,/Z,]. By Lemma 3, 
we can find an eigenvalue of M of the type reie, where either 8 E 
[2Tk/Z,, 27rj/Z,] if Zj/Z, < (2k + 1)/Z,, or 8 E [27rj/Z,, 2m(k + 1)/Z,] if 
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2j/l, > (2k + 1)/Z2, and where &bin Z,81 + r’elsin Z,Ol = lsin (2, - Z,)8/ 
in either case. 
NOW 2r4 3 r’llsin Z,81 + t-‘zlsin Z,e I = Isin(Z, - 1,181 > 
min{sin(?r/Z,), sin(2?r/Zs)), the last inequality following from Lemma 4. 
Hence 
r> (~min{sin~,sin~))““> (using)‘“‘, 
since I, Q n - 1 and 1, < n. Thus, we have found [(I, - 1)/2] eigenvahres 
of M in the upper half plane having moduh at least {i sin[?r/(n - 1)]}‘/‘1, 
and necessarily their complex conjugates are also eigenvalues of M. The 
result now follows upon observing that from Corollary 1.1, 1, > /.L ??
COROLLARY 2.1. For any E > 0, there is an N such that if n > N, and M 
is a stochastic matrix of order n with 
then M has at least 21( Z.L - 1)/2] complex eigenvalues whose nwduli exceed 
1 - E. 
Proof. The result follows from Theorem 2 and the fact (easily checked 
via 1’Hospital’s rule) that {i sin[v/(n - 1>]}2/(“- ‘) + 1 as n + 03. ??
We note that while our lower bound of {i sin[r/(n - l)])“” approaches 
1 as n + CQ, it does so quite slowly. By asking for the exponent of M to be 
significantly larger than [[(n - lj2 + 1]/2] + 2, we can ensure that M has at 
least two non-Perron eigenvalues whose modulus is significantly larger than 
(+ sin[7r/(n - 1)1)1/p, as our final result shows. 
THEOREM 3. Suppose that M is an n x n stochastic primitive matrix 
with exp(M) > (4n - 3)n/5. Th en M has a complex conjugate pair of 
eigenvalues with moduli exceeding (i)““, where v = [exp( M 1 - n]/(n - 2). 
Proof. From Theorem 1 and Corollary 1.1 we find that there are 
integers I, and I, such that gcd(Z,, 1,) = 1, n > I, > I, > v, and such that 
the nonzero eigenvahres of M satisfy A I2 - cxh’,-ll - (1 - a) = 0 for some 
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CY E (0,l). As in Theorem 2, there is a 8 E [27r/Z,, 27r/Zl] and an r E (0,l) 
such that rele is an eigenvalue of M. Note that since exp(M) > (4n - 3)n/5, 
it follows that v 2 $n, and hence 2, > z/s. Consequently, we have 0 < (Zs - 
Z,)e < n/2, so that cos(Z, - Z,)8 > 0. 
Suppose that cr E (0, $1. Then r’z > rzz cos Z,8 = (Y&‘I cos (Z2 - Z,)8 f 
r 1 -a> i,andhencer>(;z) ‘/‘Q > ($)l/“. On the other hand, if cr E (f, l), 
then r’z sin I, 8 = ad-’ 1 sin (I, - Z,)8. NOW sin I, 8 = sin (Z2 - Z,)8 cos Z,8 + 
cos (I, - Z,)8 sin Z,e G sin (1, - Z,)8, the inequality following from the fact 
that cos (1, - Z,)fl > 0 and sin Z,0 < 0. Hence we have rlz sin Z,8 = 
(~r’z-‘l sin (1, - z,)e > $T-~~-~~ sin z,e, which yields r > (+)‘/‘I > (i)““. ??
The author is grateful for a discussion with his colleague Doug Farenick 
which initiated this investigation. 
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