Stochastic Equation of Motion Approach to Fermionic Dissipative
  Dynamics. I. Formalism by Han, Lu et al.
ar
X
iv
:1
91
2.
05
27
2v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  1
1 D
ec
 20
19
Stochastic Equation of Motion Approach to Fermionic Dissipative Dynamics. I.
Formalism
Lu Han,1 Arif Ullah,1 Yun-An Yan,2 Xiao Zheng,1, ∗ YiJing Yan,3 and Vladimir Chernyak1, 4
1Hefei National Laboratory for Physical Sciences at the Microscale &
Synergetic Innovation Center of Quantum Information and Quantum Physics,
University of Science and Technology of China, Hefei, Anhui 230026, China
2School of Physics and Optoelectronic Engineering, Ludong University, Shandong 264025, China
3Hefei National Laboratory for Physical Sciences at the Microscale & iChEM,
University of Science and Technology of China, Hefei, Anhui 230026, China
4Department of Chemistry, Wayne State University, 5101 Cass Avenue, Detroit, MI 48202
(Dated: Submitted on December 10, 2019)
In this work, we establish formally exact stochastic equations of motion (SEOM) theory to describe
the dissipative dynamics of fermionic open systems. The construction of the SEOM is based on a
stochastic decoupling of the dissipative interaction between the system and fermionic environment,
and the influence of environmental fluctuations on the reduced system dynamics is characterized by
stochastic Grassmann fields. Meanwhile, numerical realization of the time-dependent Grassmann
fields has remained a long-standing challenge. To solve this problem, we propose a minimal auxil-
iary space (MAS) mapping scheme, with which the stochastic Grassmann fields are represented by
conventional c-number fields along with a set of pseudo-levels. This eventually leads to a numeri-
cally feasible MAS-SEOM method. The important properties of the MAS-SEOM are analyzed by
making connection to the well-established time-dependent perturbation theory and the hierarchical
equations of motion (HEOM) theory. The MAS-SEOM method provides a potentially promising
approach for accurate and efficient simulation of fermionic open systems at ultra-low temperatures.
I. INTRODUCTION
The dissipative dynamics of a quantum system em-
bedded in a macroscopic environment is a fundamental
problem in modern physics and chemistry. To address
this problem, a number of formally exact quantum dis-
sipation theories (QDTs) have been established over the
past two decades.1–3
One of the most popular QDTs is the hierarchical
equations of motion (HEOM) theory proposed first by
Tanimura and Kubo4,5 and extended later by many
authors.6–12 Accurate and efficient numerical schemes
have been developed for the HEOM,13–27 which have led
to a wide range of applications including quantum-state
evolution,28–32 optical spectroscopy,33–37 energy and heat
transfer,25,26,38–43 charge transfer and transport,44–51 ex-
citon dynamics in realistic molecular aggregates,52–54 ma-
nipulation of qubits,19,55–57 quantum phase transition,58
and strongly electron correlation effects.59–63 Despite
its great success, the applicability of HEOM is often
limited by the considerable cost of computer memory,
which tends to increase drastically with the lowering of
temperature.19,22,24,64 This is because the construction of
HEOM is based on unraveling the non-Markovian envi-
ronmental memory. A large memory basis set is usually
needed to achieve an accurate unraveling at low tem-
peratures, which inevitably requires a large amount of
computer memory to store all the auxiliary density op-
erators.
Apart from the deterministic HEOM theory, there is
another class of QDTs which adopts a stochastic frame-
work. Since a stochastic process can be realized via mu-
tually independent trajectories, the numerical implemen-
tation of a stochastic QDT is memory-friendly and highly
parallelizable.
The stochastic QDTs have been well established for
bosonic dissipative systems. For instance, the quan-
tum state diffusion (QSD) theory using a wavefunc-
tion description pioneered by Dio´si,65 and Gisin and
Percival66–68 has been extended to capture the non-
Markovian effects by Strunz et al.69–75 and many
others.76–79 Alternatively, using a density operator de-
scription, Kubo has developed a stochastic Liouville
equation for quantum systems as early as in 1963.80
Later, Stockerger and Grabert81 and Shao82 have inde-
pendently established the formally exact stochastic equa-
tions of motion (SEOM) theory. In contrast to the
HEOM theory, the SEOM formalism does not involve the
unraveling of environmental memory. Instead, stochas-
tic fields are introduced to represent the environmental
fluctuations83 and to decouple the dynamics of system
and the environment.
For bosonic environments, the stochastic fields are con-
veniently realized by c-number random noises. Yan and
Shao et al. have proved the formal equivalence be-
tween the HEOM and the SEOM theories for bosonic
environments,6,84,85 as well as the equivalence between
the HEOM and the non-Markovian QSD theories.86 They
have also applied the SEOM to study the dynamics of
a spin-boson model at zero temperature.84,87 Hsieh and
Cao have proposed a unified SEOM formalism for vari-
ous types of environments.88,89 Besides, hybrid stochas-
tic and hierarchical equations of motion (sHEOM) for-
malisms have also been established.90–93
In contrast to the bosonic counterparts, the stochastic
QDTs for fermionic open systems have remained far from
2mature. Historically, the pioneering works can be traced
back to the early attempts of Barnett et al.,94–96 Apple-
baum et al.,97,98 and Rogers,99 who have derived stochas-
tic dynamical equations to describe fermionic Brown-
ian motion. In recent years, the non-Markovian QSD
theory has been extended to address fermionic environ-
ments by Yu et al.100–102 and others.103,104 Moreover,
the SEOM for fermionic environments has been formally
established.88 Since the creation and annihilation oper-
ators of fermions satisfy the anti-commutation relation-
ship, the random fluctuations in a fermionic environment
are to be represented by stochastic Grassmann-number
(g-number) fields.105
It should be pointed out that, all the previous ef-
forts on the stochastic formulations of fermionic open
systems ended up with derivations of deterministic dy-
namical equations.88,103,104 The inability to implement
such stochastic formulations is due to intrinsic difficul-
ties originating from the nature of Grassmann variables.
Any conventional variable, continuous or discrete, can
be viewed as a function in some configuration space. Al-
ternatively, as it is done in algebraic geometry, one can
view functions as the basic object, with the underlying
space being retrieved once the algebra of functions is
given. The fermionic SEOM theory can be formulated in
terms of functions which satisfy the Grassmann algebra,
while completely avoiding the notion of points. However,
the underlying space of points associated with the Grass-
mann variables does not exist. This makes the appli-
cations of Monte Carlo sampling of high-dimensional or
path integrals to the integrals over Grassmann variables
highly problematic.106 Consequently, the implementation
of stochastic g-numbers is rather difficult in practice. For
instance, a set of N matrices with the size of 2N ×2N are
needed to represent N g-numbers. Here, N could be the
number of time steps considered in a dynamical process.
Apparently, as N increases, the size of matrix will soon
exceed the limit of current computers.
Recently, we have proposed a mapping strategy for the
stochastic g-number fields, based on which a numerically
feasible SEOM approach has been developed.107 This has
enabled the stochastic simulation of fermionic dissipative
dynamics. Although the main idea has been given in
Ref. 107, a lot of details about the practical SEOM ap-
proach are yet to be elucidated. To this end, we give
a comprehensive account of the fermionic SEOM theory
and related numerical approach in a series of two full
papers. In this paper (paper I), we shall focus on the
analytic formalism of the SEOM theory. We will not
only give detailed derivation of the SEOM theory, but
also provide important insights into the mapping strat-
egy that is essential for achieving a numerically feasible
SEOM approach. In a succeeding paper (paper II),108
we will elaborate on the numerical aspects of the SEOM
approach with numerical demonstrations.
The remainder of this paper is organized as follows. In
Sec. II we utilize a stochastic decoupling scheme to derive
a formally exact SEOM for open fermionic systems. In
addition, the equivalence between the fermionic SEOM
and HEOM formalisms is established by using the Ito cal-
culus. In Sec. III we elaborate on the mapping scheme for
the stochastic g-number fields, with which the formally
exact yet numerically unfeasible SEOM is converted into
a numerically feasible SEOM. In Sec. IV we assess the ex-
actness or non-exactness of the SEOM with two different
analytic approaches. Finally, we give concluding remarks
in Sec.V.
II. A STOCHASTIC FRAMEWORK FOR OPEN
FERMIONIC SYSTEMS
A. Fermionic dissipative systems
In this work, we consider a generic system coupled to
fermionic environments (such as electron reservoirs). The
total system (system plus environment) is described by
the Hamiltonian
H
T
= H
S
+H
B
+H
SB
. (1)
Here, H
S
, H
B
and H
SB
are the Hamiltonian of the sys-
tem, the Hamiltonian of the bath environment, and the
system-bath interaction, respectively. In particular, for
a single-level system in contact with a non-interacting
fermion bath, we have H
B
=
∑
j ǫj dˆ
†
j dˆj and HSB =
cˆ†Fˆ + Fˆ †cˆ, where cˆ (cˆ†) and dˆj (dˆ
†
j ) are the annihilation
(creation) operators acting on the system level and jth
single-particle state of the fermion bath. Fˆ =
∑
j tj dˆj ,
where tj is the system-bath coupling strength.
The dynamics of the total system is determined by the
Schro¨dinger equation,
iρ˙
T
= [H
T
, ρ
T
], (2)
where ρ
T
is the density matrix of the total system. In
this paper, we use the atomic units (e = ~ ≡ 1) and
kB ≡ 1. The straightforward computation of Eq. (2) is
intractable, because the fermion bath includes an infinite
degrees of freedom (DOF) in the H
B
.
For a quantum dissipative system, we are interested in
its reduced dynamics as well as its static and dynami-
cal properties. The dissipative dynamics is characterized
by the system reduced density matrix ρ¯
S
(t) = tr
B
[ρ
T
(t)].
In the following, we establish a rigorous stochastic for-
malism for the evaluation of ρ¯
S
(t). For simplicity, the
environment consists of a single fermion bath. As will be
shown later, the derivation is easily extended to systems
coupled to multiple fermion baths.
B. Fermionic coherent states and Grassmann
algebra
For a single-level system, cˆ† and cˆ are respectively as-
sociated with the fermionic creation and annihilation op-
3erator of system level. The fermionic coherent states, |ψ〉
and 〈ψ¯|, are defined as
|ψ〉 ≡ e−ψcˆ
†
|0〉 =
(
1− ψcˆ†
)
|0〉 = |0〉 − ψ|1〉 (3)
〈ψ¯| ≡ 〈0| eψ¯cˆ = 〈0|
(
1 + ψ¯cˆ
)
= 〈0| − 〈1|ψ¯, (4)
where |0〉 and |1〉 are the Fock states with the particle
occupation number being zero and one, respectively. ψ¯
and ψ are g-numbers. They satisfy the anti-commutation
relation of ψ¯ψ = −ψψ¯, and hence (ψ¯)2 = (ψ)2 = 0. It
can be easily verified that |ψ〉 and 〈ψ¯| are the eigenstates
of operators cˆ and cˆ†, with the eigenvalues ψ and ψ¯, re-
spectively.
cˆ|ψ〉 = ψ|ψ〉 and 〈ψ¯|cˆ† = 〈ψ¯|ψ¯. (5)
In addition, we also have
cˆ†|ψ〉 = −
∂
∂ψ
|ψ〉 and 〈ψ¯|cˆ =
∂
∂ψ¯
〈ψ¯|. (6)
The inner product of two fermionic coherent states is
〈ψ¯|ψ〉 = 1 + ψ¯ψ = eψ¯ψ. (7)
All the fermionic coherent states form an overcomplete
set, and thus the identity operator in the system’s Hilbert
space, Iˆ, is expressed as
Iˆ = |0〉〈0|+ |1〉〈1| =
∫
dψ¯ dψe−ψ¯ψ|ψ〉〈ψ¯|. (8)
The above definitions and relations can be extended to
a system with Nν DOF. In such a case, define
|ψ〉 ≡ |{ψν}〉 = e
−
∑Nν
ν=1 ψν cˆ
†
ν |0〉 = |0〉 −
Nν∑
ν=1
ψν |1ν〉, (9)
〈ψ¯| ≡ 〈{ψ¯ν}| = 〈0|e
∑Nν
ν=1 ψ¯ν cˆν = 〈0| −
Nν∑
ν=1
〈1ν |ψ¯ν . (10)
Here, |0〉 ≡ |01, · · · , 0Nν 〉 is the anti-symmetrized vac-
uum state of the system, and |0ν〉 and |1ν〉 are the Fock
states associated with the νth level. The inner product
is evaluated by
〈ψ¯|ψ〉 = 1 +
Nν∑
ν=1
ψ¯νψν = e
∑Nν
ν=1 ψ¯νψν . (11)
The identity operator is reproduced by
Iˆ =
∫ ∏
ν=1
dψ¯νdψνe
−
∑
ν=1 ψ¯νψν |ψν〉〈ψ¯ν |. (12)
C. Stochastic decoupling of system and
environment dynamics
For a fermionic open system, the stochastic decoupling
of system and bath is done by following a procedure sim-
ilar to that adopted for a bosonic open system.52,82 The
evolution of the density matrix of the total system is for-
mally described by
ρ
T
(t) = Uˆ
T
(t, 0)ρ
T
(0) Uˆ †
T
(t, 0). (13)
where Uˆ
T
(t, 0) and Uˆ †
T
(t, 0) are the forward and back-
ward quantum evolution operators of the total system,
respectively. Denote U
T
(t, 0) and U†
T
(t, 0) as the corre-
sponding quantum propagators in the fermionic coherent
state representation, and discretize the time domain by
an infinitesimal time interval ∆t = ti+1 − ti = t/N with
t0 = 0 and tN = t. The quantum propagator is expressed
as follows.
U
T
(t, 0) = 〈 ψ¯
N
θ¯
N
|Uˆ
T
(t, 0)|ψ
0
θ
0
〉
= lim
N→∞
∫
DψDθ
N−1∏
i=0
〈ψ¯i+1θ¯i+1 |UˆT(ti+1, ti)|ψiθi〉
= lim
N→∞
∫
DψDθ
N−1∏
i=0
U
T
(ti+1, ti). (14)
Here, the g-numbers { ψ¯i, ψi, θ¯i, θi } are eigen-
values of the system and bath operators
{λ
1
2 cˆ†, λ
1
2 cˆ, λ−
1
2 Fˆ †, λ−
1
2 Fˆ}, and λ is a reference
energy that could take any positive value (λ > 0).
DψDθ ≡
N−1∏
i=1
1
(∆t)2 dψ¯idψi dθ¯idθi e
−(ψ¯iψi+θ¯iθi)∆t is the
metric of the integral. The overcompleteness of fermionic
coherent states gives rise to the equality
Iˆ =
1
(∆t)2
∫
dψ¯idψi dθ¯idθi e
−ψ¯iψi∆te−θ¯iθi∆t |ψiθi 〉〈 ψ¯iθ¯i|.
(15)
In the limit of N → ∞ (∆t → 0), the propagator
U
T
(ti+1, ti) can be further split into three parts,
U
T
(ti+1, ti) = US(ti+1, ti)UB(ti+1, ti)USB(ti+1, ti).
(16)
The last part associated with the system-bath coupling,
U
SB
, is recast into the fermionic coherent state represen-
tation as
U
SB
(ti+1, ti) = 〈 ψ¯i+1θ¯i+1 |UˆSB(ti+1, ti)|ψiθi 〉
= exp{−i(ψ¯i+1 θi + θ¯i+1ψi)∆t}
= exp{−iψ¯i+1θi∆t} exp{−iθ¯i+1 ψi∆t}.
(17)
The products of g-numbers corresponding to the system
and bath operators can be decoupled by using the prop-
erty of Grassmann Gaussian integrals. We have the fol-
4lowing equalities:
e−iψ¯i+1θi∆t =
1
∆t
∫
dη¯1i dη1i e
−η¯1iη1i∆t
× exp
[
− i eipi/4(ψ¯i+1η1i + η¯1iθi)∆t
]
,
e−iθ¯i+1ψi∆t =
1
∆t
∫
dη¯2i dη2i e
−η¯2iη2i∆t
× exp
[
− i eipi/4(θ¯i+1η2i + η¯2iψi )∆t
]
,
(18)
where {η1i, η¯1i, η2i, η¯2i} are time-dependent auxiliary
Grassmann fields (AGFs) for 0 ≤ i < N . Equation (18)
can be regarded as a fermionic version of the Hubbard-
Stratonovich transformation for U
SB
.82 Inserting Eq. (18)
into Eq. (17), we have
U
SB
(ti+1, ti) =
1
(∆t)2
∫
dη¯1idη1idη¯2idη2i e
−η¯1iη1i∆t
× e−η¯2iη2i∆t e−ie
ipi/4(ψ¯i+1η1i+η¯2iψi)∆t
× e−ie
ipi/4(θ¯i+1η2i+η¯1iθi)∆t. (19)
In the continuous time limit, the forward propagator
of Eq. (14) becomes a weighted average over the AGFs
{η, η¯} = {ηjτ , η¯jτ}.
U
T
(t, 0) =
∫
D η¯D η e−
∫
t
0
η¯τητdτ U˜f
S
(t, 0) U˜f
B
(t, 0)
≡ 〈 U˜f
S
(t, 0) U˜f
B
(t, 0) 〉. (20)
Here, 〈. . .〉 denotes the stochastic average over the AGFs.
With Eq. (20), the system and bath are formally decou-
pled from each other. Instead, they are coupled to the
AGFs {ηjτ , η¯jτ} (j = 1, 2), where U˜
f
S
(t, 0) and U˜f
B
(t, 0)
are the stochastic system and bath propagators, respec-
tively. The weight e−
∫ t
0
η¯τητdτ = e−
∫ t
0
(η¯1τη1τ+η¯2τη2τ ) dτ
is a Gaussian distribution. The AGFs anti-commute with
each other, i.e., ηjτ ηj′τ ′ = −ηj′τ ′ηjτ ; and their stochas-
tic averages satisfy the relations 〈η¯jτ 〉 = 〈ηjτ 〉 = 0 and
〈ηjtη¯j′τ 〉 = δjj′ δ(t−τ). The backward propagator can be
decoupled similarly by introducing the AGFs {ηjτ , η¯jτ}
with j = 3, 4.
Suppose the initially density matrix has a factorized
form of ρ
T
(0) = ρ
S
(0)ρ
B
(0), the dynamics of the total
system is given by,
ρ
T
(t) = 〈ρ
S
(t)ρ
B
(t)〉. (21)
Here, 〈· · ·〉 denotes the stochastic average over the AGFs
{ηjτ , η¯jτ} (j = 1, . . . , 4). The time evolution of the de-
coupled stochastic system and bath density matrices is
formally described by
ρ
S
(t) = ˆ˜Uf
S
(t, 0)ρ
S
(0) ˆ˜U b
S
(0, t),
ρ
B
(t) = ˆ˜Uf
B
(t, 0)ρ
B
(0) ˆ˜U b
B
(0, t), (22)
where ˆ˜Uf
S/B
and ˆ˜U b
S/B
are the effective forward and back-
ward evolution operators for the decoupled system/bath,
respectively. Specifically, the forward evolution operators
take the time-ordered form of
ˆ˜Uf
S
(t, 0) = exp+
{
− i
∫ t
0
dτ
[
H
S
+ eipi/4 λ
1
2
×
(
cˆ†η
1τ + η¯2τ cˆ
) ]}
, (23)
ˆ˜Uf
B
(t, 0) = exp+
{
− i
∫ t
0
dτ
[
H
B
+ eipi/4 λ−
1
2
×
(
η¯
1τ
Fˆ + Fˆ †η
2τ
)]}
. (24)
ˆ˜U b
S/B
(0, t) can be expressed similarly. These operators
result in the following SEOM for the decoupled stochastic
system and bath density matrices:
ρ˙
S
= −i[H
S
, ρ
S
] + e−ipi/4λ
1
2
(
cˆ†η1t + η¯2tcˆ
)
ρ
S
+ eipi/4λ
1
2 ρ
S
(
cˆ†η3t + η¯4tcˆ
)
, (25)
ρ˙
B
= −i[H
B
, ρ
B
] + e−ipi/4λ−
1
2
(
η¯1tFˆ + Fˆ
†η2t
)
ρ
B
+ eipi/4λ−
1
2 ρ
B
(
η¯3tFˆ + Fˆ
†η4t
)
. (26)
The system reduced density matrix is obtained as
ρ¯
S
= 〈ρ
S
tr
B
(ρ
B
)〉. (27)
Obviously, tr
B
(ρ
B
) is the weight of each quantum tra-
jectory of ρ
S
. Therefore, although there is no explicit
coupling between system and bath in Eqs. (25) and (26),
the evolution of the fermion bath still affects the system
dynamics through the stochastic average of Eq. (27). De-
fine ρ˜
S
≡ ρ
S
tr
B
(ρ
B
), so that ρ¯
S
= 〈ρ˜
S
〉, i.e., the quantum
trajectories of ρ˜
S
are equally weighted.
To verify the exactness of the stochastic decoupling,
we show the original Schro¨dinger equation of Eq. (2) can
be precisely recovered by Eqs. (25) and (26). Consider
the Ito’s formula:109
d(ρ
S
ρ
B
) = dρ
S
ρ
B
+ ρ
S
dρ
B
+ dρ
S
dρ
B
. (28)
where dρ
S
dρ
B
∼ O(dt), and thus cannot be neglected.
Taking the average over all the AGFs on both sides of
Eq. (28), we have
dρ
T
= −i [H
S
+H
B
, ρ
T
] dt
− i
〈(
cˆ†η1 + η¯2cˆ
)(
η¯1Fˆ + Fˆ
†η2
)〉
〈ρ
S
ρ
B
〉(dt)2
+ i〈ρ
S
ρ
B
〉
〈(
cˆ†η3 + η¯4cˆ
)(
η¯3Fˆ + Fˆ
†η4
)〉
(dt)2
= −i [H
S
+H
B
+H
SB
, ρ
T
] dt. (29)
Here, we have used the causality principle that ρ
S
(t) and
ρ
B
(t) depend only on {η¯jτ , ηjτ} at τ < t, as well as
the equalities ρ
S
(η¯1Fˆ + Fˆ
†η2) = (η¯1Fˆ + Fˆ
†η2)ρS and
ρ
B
(cˆ†η3t+ η¯4tcˆ) = (cˆ
†η3t+ η¯4tcˆ)ρB . These equalities hold
true because ρ
S
(ρ
B
) and the operators Fˆ and Fˆ † (cˆ and
5cˆ†) belong to different physical spaces, and the product of
an AGF and a creation/annihilation operator commutes
with any function of AGFs.
In relation to the three contributions on the right-hand
side of Eq. (28), 〈dρ
S
ρ
B
〉 and 〈ρ
S
dρ
B
〉 result in the dynam-
ics due to the pure system and pure bath, [H
S
+H
B
, ρ
T
];
while 〈dρ
S
dρ
B
〉 gives rise to the dynamics due to the
system-bath interaction, [H
SB
, ρ
T
].
D. Capturing the non-Markovian memory of
fermionic environment
In practice, the bath is considered to have an infinite
DOF, and thus we normally avoid solving Eq. (26) explic-
itly. In Eq. (27), tr
B
(ρ
B
) is the weight of the trajectory
of ρ
S
, which includes the AGFs {ηjτ , η¯jτ}. It captures
the non-Markovian memory of the fermion bath on the
reduced system dynamics, and it can be evaluated by
analyzing Eq. (26).
In the H
B
-interaction picture, the formal solution of
Eq. (26) is worked out as
ρ
B
(t) = Uˆ (0)
B
(t) ˆ˜Uf
B
(t, 0) ρ
B
(0) ˆ˜U b
B
(0, t) Uˆ (0)†
B
(t). (30)
Here, Uˆ (0)
B
(t) = exp(−iH
B
t) is the evolution operator for
the isolated bath, with Fˆ (t) ≡ Uˆ (0)
B
(t)Fˆ Uˆ (0)†
B
(t). Using
the cyclic permutation invariance of trace operation, we
have
tr
B
(ρ
B
) = tr
B
[
ˆ˜Uf
B
(t, 0) ρ
B
(0) ˆ˜U b
B
(0, t)
]
. (31)
Initially, the isolated bath is assumed to be in a thermal
equilibrium state, i.e., ρ
B
(0) = ρeq
B
= e−β(HB−µ
eq
B
Nˆ
B
)/Z,
where Nˆ
B
is the particle number operator, µeq
B
is the equi-
librium chemical potential, β = 1/T is the inverse tem-
perature, and Z = tr
B
[e−β(HB−µ
eq
B
Nˆ
B
)] is the partition
function of the bath, respectively.
For a non-interacting fermion bath which satisfies the
Gaussian statistics, Eq. (26) can be formally solved by
using the Magnus expansion110 and the Baker-Campbell-
Hausdorff formula.111 This leads to the following expres-
sion of tr
B
(ρ
B
):
tr
B
(ρ
B
) = e
∫ t
0
dτ [(η¯1τ−iη¯3τ )g
−
τ +(η2τ−iη4τ )g
+
τ ]. (32)
The non-Markovian memory effects are accounted for by
the following memory-convoluted AGFs:107
g−t = λ
−1
∫ t
0
{
[C+(t− τ)]∗η4τ − iC
−(t− τ) η2τ
}
dτ,
g+t = λ
−1
∫ t
0
{
[C−(t− τ)]∗η¯3τ − iC
+(t− τ) η¯1τ
}
dτ,
(33)
where C+(t− τ) = tr
B
[
Fˆ †(t) Fˆ (τ) ρeq
B
]
and C−(t− τ) =
tr
B
[
Fˆ (t) Fˆ †(τ) ρeq
B
]
are two-time correlation functions of
the fermion bath. They are related to the bath spectral
density, J(ω) ≡ π
∑
k |tk|
2δ(ω − ǫk), via the fluctuation-
dissipation theorem as follows,
Cσ(t) =
∫ +∞
−∞
dω eσiωtfσ(ω)J(ω). (34)
Here, σ = ± and
fσ(ω) =
1
1 + eσβ(ω−µ)
, (35)
is the Fermi function for electron (σ = +) or hole (σ = −)
at temperature T = 1/β, and µ is the bath chemical
potential.
To obtain quantum dynamical trajectories of the re-
duced system with equal weights, we refer to the SEOM
for bosonic environments.82,84 The Girsanov transfor-
mation has been utilized to absorb the weight function
tr
B
(ρ
B
) into the dynamical variable.82,112 The fermionic
analogue is expressed as
〈 e−θ¯ηf(θ, θ¯) 〉 =
∫
dθ¯ dθ e−θ¯(θ+η)f(θ, θ¯)
= 〈f(θ − η, θ¯)〉, (36)
where f(θ, θ¯) is any analytic function of the g-numbers
θ and θ¯, and η is another g-number. Applying Eq. (36)
to the system reduced density matrix of Eq. (27), and
making use of Eq. (32), we have
ρ¯
S
(t) = 〈 ρ
S
(t) tr
B
(ρ
B
) 〉
=
∫
Dη¯Dη e−
∫ t
0
η¯τητdτ ρ
S
(η, η¯) tr
B
(ρ
B
)
=
∫
Dη¯′Dη′ e−
∫ t
0
η¯′τη
′
τdτ ρ˜
S
(η′, η¯′)
= 〈ρ˜
S
〉 . (37)
Here, the third equality involves the following transfor-
mation of variables:
η′1τ = η1τ − g
−
τ
η¯′2τ = η¯2τ + g
+
τ
η′3τ = η3τ + ig
−
τ
η¯′4τ = η¯4τ − ig
+
τ . (38)
Consequently, the dissipative dynamics of the system is
described by the following SEOM
˙˜ρ
S
= −i[H
S
, ρ˜
S
] + e−ipi/4 λ
1
2
{
cˆ†g−t − g
+
t cˆ, ρ˜S
}
+ e−ipi/4 λ
1
2
(
cˆ†η1t + η¯2tcˆ
)
ρ˜
S
+ eipi/4 λ
1
2 ρ˜
S
(
cˆ†η3t + η¯4tcˆ
)
. (39)
The derivation is formally analogous to that for a boson
bath, e.g., Eq. (17) in Ref. 82. The non-Markovian bath
6memory is captured by the memory-convoluted AGFs
{g±t }, and the instantaneous AGFs {ηjt, η¯jt} characterize
the fluctuations exerted by the bath to the system.
As will be verified in the next subsection, Eq. (39) is
formally exact, as long as Eq. (32) is valid, i.e., if the
fermion bath satisfies the Gaussian statistics and the
quantum trajectories of ρ˜
S
are equally weighted. How-
ever, the direct numerical implementation of Eq. (39)
still faces fundamental difficulties, because of the prob-
lem in the realization of AGFs. Such difficulties severely
hinder the practical use of Eq. (39) or its analogues for
open fermionic systems.88,103 Consequently, all the pre-
vious efforts on fermionic SEOM ended up with for-
mal derivations,75,100 or transformation to deterministic
approaches.88,89,104
E. Equivalence between the formally exact SEOM
and HEOM formalisms
We now analytically verify the equivalence between the
SEOM of Eq. (39) and the rigorous HEOM. Similar to the
derivation for a boson bath,52,84 we take the average on
both sides of Eq. (39) over all the AGFs {ηjτ , η¯jτ}. The
reduced system dynamics is determined by the following
EOM:
〈 ˙˜ρ
S
〉 = −i[H
S
, 〈ρ˜
S
〉] + e−ipi/4λ
1
2
(
cˆ†〈g−t ρ˜S〉+ 〈ρ˜Sg
−
t 〉 cˆ
†
− cˆ〈g+t ρ˜S〉 − 〈ρ˜Sg
+
t 〉 cˆ
)
. (40)
where 〈η¯jt ρ˜S〉 = 〈ηjt ρ˜S〉 = 0 because of the causality re-
lation. Such an EOM is not self-closed, because 〈ρ˜
S
g+t 〉
and 〈g−t ρ˜S〉 are not an explicit function of 〈ρ˜S〉. To pro-
ceed, we unravel the bath correlation function Cσ(t) by
a number of exponential functions,
Cσ(t) =
M∑
m=1
Cσm(t) =
M∑
m=1
Aσme
γσmt, (41)
with the symmetry γ+m = (γ
−
m)
∗ satisfied, and the
memory-convoluted AGFs are decomposed accordingly
as gσt =
∑M
m=1 g
σ
m(t). Each of the components, g
σ
m (t),
satisfies a self-closed EOM
g˙−m = λ
−1
[
−iA−m η2t + (A
+
m)
∗ η4t
]
+ γ−m g
−
m,
g˙+m = λ
−1
[
−iA+m η¯1t + (A
−
m)
∗ η¯3t
]
+ γ+m g
+
m. (42)
In the path-integral formulation of HEOM, an (I +
J)th-tier auxiliary density operator (ADO) is defined by
(I and J are arbitrary non-negative integers):
ρ
(−···−+···+)
m1...mIn1···nJ ≡
∫
Dψ¯DψDψ¯′Dψ′ eiSfF
FV
e−iSb
× B−mI · · · B
−
m1B
+
nJ · · · B
+
n1 ρS(0).
(43)
Here, {ψ¯, ψ¯′} ≡ {ψ¯τ , ψ¯
′
τ} and {ψ, ψ
′} ≡ {ψτ , ψ
′
τ} are
g-numbers associated with cˆ† and cˆ, respectively; Sf and
Sb are the forward and backward action functionals as-
sociated with H
S
, F
FV
is the Feynman-Vernon influence
functional,113 and B−m and B
+
n are the generating func-
tionals:
B−m = −i
∫ t
0
dτ
[
A−m ψτ −
(
A+m
)∗
ψ′τ
]
eγ
−
m(t−τ),
B+n = −i
∫ t
0
dτ
[
A+n ψ¯τ −
(
A−n
)∗
ψ¯′τ
]
eγ
+
n (t−τ). (44)
In the stochastic framework, such an (I + J)th-tier
ADO is retrieved as follows:
ρ
(−···−+···+)
m1...mIn1···nJ = (e
ipi/4 λ
1
2 )I+J 〈g−m1 · · · g
−
mI ρ˜S g
+
n1 · · · g
+
nJ 〉
= 〈 G−m ρ˜S G
+
n 〉 . (45)
For brevity, we will use the notation
∏˜
to represent the
ordered products, G−m ≡ (e
ipi/4λ
1
2 )I
∏˜I
i=1g
−
mi and G
+
n ≡
(eipi/4λ
1
2 )J
∏˜J
j=1g
+
nj . In the ordered products, the indices
{mi} and {nj} are arranged in the ascending order of i
and j. Accordingly, Eq. (40) is rewritten as
ρ˙(0)
S
= −i[H
S
, ρ(0)
S
]− i
∑
m=1
(
cˆ†ρ(−)m − ρ
(−)
m cˆ
†
+ cˆρ(+)m − ρ
(+)
m cˆ
)
, (46)
where ρ(0)
S
= 〈ρ˜
S
〉 = ρ¯
S
is the reduced density matrix
of the system, and ρ
(−)
m = eipi/4λ
1
2 〈g−mρ˜S〉 and ρ
(+)
m =
eipi/4λ
1
2 〈ρ˜
S
g+m〉 are first-tier ADOs, respectively. Besides,
an important equality is utilized in the derivation,
〈f(t)gσm〉 = −〈g
σ
mf(t)〉, (47)
which holds for any analytic function f(t) of the AGFs
{ηjτ , η¯jτ} (j = 1, · · · , 4).
To derive the EOM for the first-tier ADOs, we use the
Ito’s formula to explore the differential of 〈ρ˜
S
gσm〉, which
yields
d〈ρ˜
S
gσm〉 = 〈dρ˜S g
σ
m〉+ 〈ρ˜S dg
σ
m〉+ 〈dρ˜S dg
σ
m〉. (48)
Here, the first term on the right gives rise to ADOs at
the second tier, while the last term retrieves the zeroth-
tier ADO. Without loss of generality, the differential of
ρ
(−···−+···+)
m1...mIn1···nJ can be expressed as a sum of three parts,
dρ
(−···−+···+)
m1...mIn1···nJ = d〈 G
−
mρ˜S G
+
n 〉
=
[
〈G−m dρ˜S G
+
n 〉+ 〈dG
−
m ρ˜SG
+
n 〉+ 〈G
−
m ρ˜SdG
+
n 〉
+ 〈dG−m dρ˜S G
+
n 〉+ 〈G
−
m dρ˜S dG
+
n 〉
]
= Ξ1 + Ξ2 + Ξ3. (49)
Here, Ξ1, Ξ2 and Ξ3 collect the contributions of ADOs
7at the (I + J + 1)th, (I + J)th and (I + J − 1)th tiers,
respectively; whereas 〈dG−m ρ˜SdG
+
n 〉 ∼ O(dt
2) makes zero
contribution. Presuming that the AGFs commute with
the system creation and annihilation operators (cˆ† and
cˆ) in the SEOM of Eq. (39), we have
Ξ1 = 〈G
−
mdρ˜S G
+
n 〉
= −i
[
H
S
, ρ
(−···−+···+)
m1...mIn1···nJ
]
dt− i
M∑
r=1
[
cˆ† ρ
(−···−−+···+)
m1...mIrn1···nJ
− (−1)I+Jρ
(−···−−+···+)
m1...mIrn1···nJ cˆ
† + (−1)I+J cˆ ρ
(−···−++···+)
m1...mIrn1···nJ
− ρ
(−···−++···+)
m1...mIrn1···nJ cˆ
]
dt. (50)
Define the ordered products G−≻mi ≡ (e
ipi/4λ
1
2 )i
∏˜i
i′=1g
−
mi′
and G−≺mi ≡ (e
ipi/4λ
1
2 )I−i+1
∏˜I
i′=ig
−
mi′
, with which we
have G−m = G
−≻
mi−1
g−miG
−≺
mi+1
. Similarly, G+≻nj and G
+≺
nj
are introduced, and G+n = G
+≻
nj−1
g+njG
+≺
nj+1
. Consequently,
Ξ2 and Ξ3 are simplified as
Ξ2 = 〈dG
−
m ρ˜S G
+
n 〉+ 〈G
−
m ρ˜S dG
+
n 〉
=
I∑
i=1
〈
G−≻mi−1dg
−
miG
−≺
mi+1
ρ˜
S
G+n
〉
+
J∑
j=1
〈
G−mρ˜SG
+≻
nj−1
dg+njG
+≺
nj+1
〉
=
( I∑
i=1
γ−mi +
J∑
j=1
γ+nj
)
ρ
(−···−+···+)
m1...mIn1···nJ dt, (51)
and
Ξ3 = 〈dG
−
m dρ˜S G
+
n 〉+ 〈G
−
m dρ˜S dG
+
n 〉
= −i
I∑
i=1
[
A−mi cˆ
〈
G−≻mi−1η2t G
−≺
mi+1
η¯2t ρ˜S G
+
n
〉
− (A+mi)
∗
〈
G−≻mi−1 η4t G
−≺
mi+1
ρ˜
S
η¯4t G
+
n
〉
cˆ
]
(dt)2
− i
J∑
j=1
[
A+nj cˆ
†
〈
G−m η1t ρ˜S G
−≻
nj−1
η¯1tg
+
njG
+≺
nj+1
〉
− (A−nj )
∗
〈
G−mρ˜S η3t G
+≻
nj−1
η¯3t G
+≺
nj+1
〉
cˆ†
]
(dt)2
= −i
I∑
i=1
[
A−mi(−1)
I−i cˆ ρ
(−···−−···+)
m1...mi−1mi+1···nJ
− (A+mi)
∗(−1)i−1+J ρ
(−···−−···+)
m1...mi−1mi+1···nJ cˆ
]
dt
− i
J∑
j=1
[
A+nj (−1)
I+J−j cˆ† ρ
(−···++···+)
m1...nj−1nj+1···nJ
− (A−nj )
∗ (−1)j−1 ρ
(−···++···+)
m1...nj−1nj+1···nJ cˆ
†
]
dt. (52)
Here, we have utilized the causality relation to obtain an
important equality,
〈
G−≻mi−1η2tG
−≺
mi+1
η¯2t ρ˜S G
+
n
〉
(dt)2
= (−1)I−i 〈η2t η¯2t〉
〈
G−≻mi−1 G
−≺
mi+1
ρ˜
S
G+n
〉
(dt)2
= (−1)I−i ρ
(−···−−···+)
m1...mi−1mi+1···nJ dt. (53)
Equation (49) is finally recast into a compact form of
ρ˙
(−···−+···+)
m1...mIn1···nJ =
(
− iL
S
+
I∑
i=1
γ−mi +
J∑
j=1
γ+nj
)
ρ
(−···−+···+)
m1...mIn1···nJ
+
I∑
i=1
C−mi ρ
(−···−−···+)
m1...mi−1mi+1···nJ
+
J∑
j=1
C+nj ρ
(−···++···+)
m1...nj−1nj+1···nJ
+
∑
σ=+,−
M∑
r=1
Aσr ρ
(−···−σ+···+)
m1...mIrn1···nJ . (54)
Here, L
S
⋆ ≡ [H
S
, ⋆] is defined as the system Liouvillian,
and the super-operators Aσj and C
σ
j are given by Eq. (50)
and Eq. (52), respectively. Equation (54) exactly repro-
duces Eq. (1) of Ref. 22. This proves that the SEOM
of Eq. (39) is rigorous, as it is in principle equivalent to
the formally exact HEOM formalism for fermionic open
systems.
III. A NUMERICALLY FEASIBLE FERMIONIC
SEOM METHOD
A. A minimal auxiliary space mapping scheme for
the AGFs
In contrast with the bosonic case, the applications of
the fermionic SEOM has been prohibited because of the
numerical difficulty in realization of g-numbers. Differ-
ent from the c-numbers, the g-numbers cannot be repre-
sented by scalars. Instead, it would require the use of N
mutually anti-commutative matrices of the size 2N × 2N
to represent a set of N g-numbers. The computer mem-
ory required to store these matrices will soon become too
large with the increase of N .
To enable the direct stochastic simulation of fermionic
dissipative dynamics by using the SEOM of Eq. (39) or
its analogues, a mapping approach has been established
in our previous work.107 In this subsection, we elaborate
on this approach by providing more details and deeper
insights.
Intuitively, one would attempt to “simplify” the time-
dependent AGFs {ηjτ , η¯jτ} by separating the time de-
pendence from the Grassmann character via the following
mapping:
ηjτ 7→ vjτ ξj , η¯jτ 7→ vjτ ξ¯j ( j = 1, · · · , 4 ), (55)
8where {ξj , ξ¯j} are time-independent g-numbers, and
{vjτ} are Gaussian c-number noises with M(vjτ ) = 0
andM(vjt vj′τ ) = δjj′δ(t−τ). Here,M(· · · ) denotes the
average over c-number noises. The mapping of Eq. (55)
preserves the Grassmann character ηjτ η¯j′τ = −η¯j′τηjτ ,
and the statistical properties 〈ηjτ 〉 = 〈η¯jτ 〉 = 0 and
〈ηjtη¯j′τ 〉 = δjj′δ(t−τ). Meanwhile, such a mapping dras-
tically reduces the memory cost for storing the AGFs, as
the 8 time-independent g-numbers {ξj , ξ¯j} can be rep-
resented by 8 matrices of the size 28 × 28. The system
reduced density matrix can be obtained by
〈ρ˜
S
〉 =
∫
dξ¯ dξ e−ξ¯ ξM(ρ˜
S
), (56)
where {ξ, ξ¯} ≡ {ξj , ξ¯j} (j = 1, · · · , 4).
Unfortunately, the mapping of Eq. (55) cannot rigor-
ously recover the result of Eq. (25). This is because some
important properties of the original AGFs, such as
〈ηjtη¯jtηj′τ η¯j′τ 〉 = 〈ηjtη¯jt〉〈ηj′τ η¯j′τ 〉 − 〈ηjtη¯j′τ 〉〈ηj′τ η¯jt〉
= [δ(0)]2 − δjj′ [δ(t− τ)]
2, (57)
are not preserved. The major drawback of Eq. (55) can
be understood by considering the prototypical equation
y˙ = y
[
D(t) ηt +
∫ t
0
C(τ) η¯τdτ
]
, (58)
where ηt and η¯τ are time-dependent AGFs, and C(t) and
D(t) are c-number functions. In Ref. 107 it has been
shown that the mapping of Eq. (55) fails to reproduce
the exact solution of Eq. (58).
To fix the above problem, we introduce a reduction
procedure as a complement to Eq. (55). Such a procedure
can be formally described by a linear operator rˆ, which
reduces any matching g-number pair (such as ξj ξ¯j) to 1
at each time step, i.e.,
rˆ(1) = 1, rˆ(ξj) = ξj , rˆ(ξ¯j) = ξ¯j , rˆ(ξj ξ¯j) = 1. (59)
With the reduction procedure, any even-order moment of
AGFs, including the one on the left-hand side of Eq. (57),
is correctly reproduced. By applying Eq. (59) at each
time step, the solution of Eq. (58) is exactly recovered;
see the Supplemental Material of Ref. 107.
With the mapping of Eq. (55), ρ˜
S
in the SEOM of
Eq. (39) becomes an analytic function of {ξj , ξ¯j}. The
reduction procedure can be described by introducing the
operators {ξˆj ,
ˆ¯ξj}, which can act on ρ˜S from left or right:
ξˆj ρ˜S = rˆ(ξj ρ˜S), ρ˜S ξˆj = rˆ(ρ˜S ξj),
ˆ¯ξj ρ˜S = rˆ(ξ¯j ρ˜S), ρ˜S
ˆ¯ξj = rˆ(ρ˜S ξ¯j). (60)
More specifically, the left action results in
ξˆj 1 = ξj , ξˆj ξj = 0, ξˆj ξ¯j = 1
ˆ¯ξj 1 = ξ¯j ,
ˆ¯ξj ξ¯j = 0,
ˆ¯ξj ξj = −1. (61)
Similarly, for the right side action, we have
1 ξˆj = ξj , ξj ξˆj = 0, ξ¯j ξˆj = −1
1 ˆ¯ξj = ξ¯j , ξ¯j
ˆ¯ξj = 0, ξj
ˆ¯ξj = 1. (62)
With Eq. (55) and the reduction operation, the time-
dependent AGFs {ηjτ , η¯jτ} are mapped to c-number
noises {vjτ} and a set of three elements {ξj , 1, ξ¯j}. Such
a set is isomorphic to a minimal auxiliary space (MAS),
Sj = {−1j, 0j, 1j}, via the following one-to-one corre-
spondence:
1 7→ |0j〉, ξj 7→ |−1j〉, ξ¯j 7→ |1j〉. (63)
Here, |0j〉, |−1j〉 and |1j〉 represent the three pseudo-
Fock-states, i.e., the pseudo-vacuum, pseudo-hole and
pseudo-particle states, of the jth pseudo-level, respec-
tively. Accordingly, the operators {ξˆj ,
ˆ¯ξj} correspond to
the pseudo-operators {X−j , X
+
j }:
ξˆj 7→ X
−
j ,
ˆ¯ξj 7→ X
+
j . (64)
The AGFs {ηjτ , η¯jτ} are finally represented by
ηjτ 7→ vjτX
−
j , η¯jτ 7→ vjτX
+
j (j = 1, · · · , 4). (65)
Equation (65) is termed as the MAS mapping.
It is important to emphasize that, unlike normal oper-
ators which are associated with physical observables, the
pseudo-operators are mathematical tools to assist track-
ing the time order of AGFs. For this purpose, the pseudo-
operators are allowed to act on both the left and right
sides of a pseudo-Fock-state (denoted by a ket), and the
left and right actions may lead to different results. This is
distinctly different from a normal operator. Specifically,
the left actions of the pseudo-operators on the pseudo-
Fock-states yield
X−j |1j〉 = |0j〉, X
−
j |0j〉 = |−1j〉, X
−
j |−1j〉 = 0,
X+j |1j〉 = 0, X
+
j |0j〉 = |1j〉, X
+
j |−1j〉 = −|0j〉.
(66)
The actions from the right lead to
|1j〉X
−
j = −|0j〉, |0j〉X
−
j = |−1j〉, |−1j〉X
−
j = 0,
|1j〉X
+
j = 0, |0j〉X
+
j = |1j〉, |−1j〉X
+
j = |0j〉.
(67)
Therefore, X−j and X
+
j can be deemed as ladder-down
and ladder-up pseudo-operators. Analogous to a spin
system, we can also introduce the pseudo-spin-operator
Xzj as
Xzj |mj〉 = |mj〉X
z
j = mj|mj〉, for mj = 0,±1. (68)
9The pseudo-operators satisfy the following relations when
acted from the left:
{X+j , X
−
j′ } = δjj′X
z
j , [X
z
j , X
±
j′ ] = ±δjj′X
±
j ; (69)
while for the right action, we have
{X+j , X
−
j′ } = −δjj′X
z
j , [X
z
j , X
±
j′ ] = ∓δjj′X
±
j . (70)
Here, [·, ·] and {·, ·} represent the commutator and anti-
commutator, respectively.
The MAS mapping preserves the exact solution of
Eq. (58). However, such a mapping is intrinsically ap-
proximate because of the finite size of Sj . For instance,
some products of AGFs (such as ηjτ1ηjτ2ηjτ3) would be-
come zero during the evolution, which inevitably leads to
loss of memory. Consider another prototypical equation
including a convolution integral,
y˙ = y
[
D(t) ηt +
∫ t
0
C(t− τ) η¯τdτ
]
, (71)
where C(t) and D(t) are c-number functions. The MAS
mapping of Eq. (65) does not recover the exact solution
of 〈y〉. Instead, it yields a reasonable approximation; see
Ref. 107 for details.
B. MAS-SEOM method for open fermionic systems
With the MAS mapping of Eq. (65), the stochastic re-
duced density matrix of the system ρ˜
S
is now defined in
the product space V = V
S
⊗ S, where V
S
is the subspace
of system, and S = S1 ⊗ S2 ⊗ S3 ⊗ S4. In the product
space V , ρ˜
S
(t) can be represented as
ρ˜
S
=
∑
l1∈S1
∑
l2∈S2
∑
l3∈S3
∑
l4∈S4
ρ˜ [l1,l2,l3,l4]
S
, (72)
with ρ˜ [l1,l2,l3,l4]
S
being a component corresponding to
the pseudo-Fock-state |l1, l2, l3, l4〉 of the auxiliary space
S. In particular, we choose the initial condition to be
ρ˜
S
(0) = ρ
S
(0)⊗ |0〉, where |0〉 = |01〉 ⊗ |02〉 ⊗ |03〉 ⊗ |04〉
is the pseudo-vacuum state of S.
The SEOM of Eq. (39) is cast into the following form:
˙˜ρ
S
= −i[H
S
, ρ˜
S
] + e−ipi/4λ
1
2 (cˆ† Y1t + Y2t cˆ)ρ˜S
+ eipi/4λ
1
2 ρ˜
S
(cˆ† Y3t + Y4t cˆ), (73)
where the pseudo-operators {Yjτ} (j = 1, · · · , 4) are de-
fined by
Y1t ≡ v1tX
−
1 + g˜
−
t , Y2t ≡ v2tX
+
2 − g˜
+
t ,
Y3t ≡ v3tX
−
3 − ig˜
−
t , Y4t ≡ v4tX
+
4 + ig˜
+
t .
(74)
Through the MAS mapping, the memory-convoluted
AGFs in Eq. (39), {g±t }, are replaced by {g˜
±
t } as follows,
g˜−t = λ
−1
(
ϕ4tX
−
4 − iϕ2tX
−
2
)
,
g˜+t = λ
−1
(
ϕ3tX
+
3 − iϕ1tX
+
1
)
,
(75)
where {ϕj} (j = 1, · · · , 4) are memory-convoluted c-
number noises:
ϕ1,2(t) =
∫ t
0
dτ C±(t− τ) v1,2(τ),
ϕ3,4(t) =
∫ t
0
dτ [C∓(t− τ)]∗ v3,4(τ). (76)
Based on Eqs. (66) and (67), {X±j } acting on the left or
right of ρ˜
S
satisfy the following relation:
X±j ρ˜
[l1,l2,l3,l4]
S
= (−1)l1+l2+l3+l4 ρ˜ [l1,l2,l3,l4]
S
X±j . (77)
Equation (73) is termed as the MAS-SEOM, with
which the reduced density matrix of system is obtained
by projecting ρ˜
S
(t) to the pseudo-vacuum state of the
MAS, and then taking the stochastic average over all the
Gaussian white noises {vjτ} at 0 < τ < t:
ρ¯
S
=MP
(
ρ˜
S
)
=M
(
ρ˜[0,0,0,0]
S
)
, (78)
where P ≡ 〈0| denotes the projection to the pseudo-
vacuum state.
Compared with the space of the AGFs {ηjτ , η¯jτ} (j =
1, · · · , 4), the auxiliary space S is spanned by 34 pseudo-
Fock-states, and hence the MAS mapping of Eq. (65)
greatly reduces the computational cost. Consequently,
the MAS-SEOM can be employed directly to do stochas-
tic calculations. For a more general situation in which a
multi-level system is coupled to more than one fermion
baths, the MAS mapping is also applicable. The corre-
sponding details of the MAS-SEOM will be elucidated in
Sec. IVC.
As the result of MAS mapping, the time-dependent
AGFs in Eq. (39) are represented by time-dependent c-
number fields with time-independent pseudo-levels. The
stochastic transfers of particles between the system and
the baths is replaced by the exchange of particle or hole
from the system to the pseudo-levels. In the language of
quantum chemistry, we can describe the AGFs {ηjτ , η¯jτ}
by the full configuration-interaction (CI) approach for the
pseudo-levels in the auxiliary space.114 Nevertheless, the
calculation of full CI is normally unfeasible in practice,
so we truncate the auxiliary space by considering finite
excitation configurations. In principle, the MAS is just
an approximation at the single CI level, and the auxiliary
space Sj is much smaller than the full space of AGFs. For
instance, Eq. (73) only requires 4 matrices with the size
of 34×34 to represent all pseudo-operators, which can be
directly applied to the simulation of fermonic dissipative
dynamics. Although the MAS mapping (single CI) is an
approximation for interacting systems, it leads to highly
accurate results; see Ref. 107. In the next section, we will
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assess the exactness or non-exactness of MAS-SEOM by
different analytic approaches.
IV. APPROXIMATION PROPERTIES AND
SOME IMPORTANT FEATURES OF MAS-SEOM
A. Approximate nature of MAS mapping
Although the MAS mapping of Eq. (65) preserves
many important properties of the AGFs, such as 〈ηjτ 〉 =
〈η¯jτ 〉 = 0 and 〈ηjτ η¯j′τ ′〉 = −〈η¯j′τ ′ηjτ 〉 = δjj′δ(τ − τ
′),
the finite size of MAS inevitably causes the loss of mem-
ory. For instance, some products of AGFs, such as
ηjτ1ηjτ2ηjτ3 , vanish during the evolution of MAS-SEOM.
In this section, we will scrutinize the difference between
the formally exact SEOM of Eq. (39) and the MAS-
SEOM of Eq. (73). In particular, we will focus on how the
approximate nature of the MAS mapping affects the ac-
curacy of the resulting SEOM. Two analytic approaches
will be employed: the time-dependent perturbation the-
ory approach and the HEOM approach.
B. Time-dependent perturbation theory
In this subsection, we assess the exactness or non-
exactness of the MAS-SEOM by comparing the pertur-
bation expansion of MAS-SEOM with the counterpart
of the original Schro¨dinger equation of Eq. (2). With-
out loss of generality, we still choose a single-level sys-
tem coupled to a fermion bath. The total Hamiltonian
is H
T
= H0 + HSB with H0 = HS + HB . In the H0-
interaction picture, the EOM of total density matrix is
ρ˙I
T
= −i
[
HI
SB
, ρI
T
]
= −iLI
SB
ρI
T
. (79)
Here, ρI
T
≡ eiH0tρ
T
e−iH0t and LI
SB
≡ eiH0tL
SB
e−iH0t are
the density matrix and the Liouville operator in the H0-
interaction picture, respectively. H
S
= ǫ cˆ†cˆ is the Hamil-
tonian of the single-level system, and the system-bath
coupling Hamiltonian H
SB
= κ
1
2 (cˆ†Fˆ + Fˆ †cˆ) with κ be-
ing the perturbation strength (κ > 0) is taken as the
perturbation.
We start with Eq. (79) and construct the determin-
istic time-dependent perturbation expansion in ascend-
ing order of the parameter κ, i.e., ρ¯
S
(t) = tr
B
(ρI
T
) =∑
n=0 ρ¯
(2n)
S
(t). The nth-order response of system reduced
density matrix to the perturbation is expressed as
ρ¯(2n)
S
= (−1)n
∫ t
0
dt1 · · ·
∫ t2n−1
0
dt2n
× tr
B
[
LI
SB
(t1) · · · L
I
SB
(t2n)ρT(0)
]
, (80)
where the Liouville operators are arranged in the time-
ordered form (t > t1 > · · · > t2n−1 > t2n). The fac-
torized initial condition ρ
T
(0) = ρ0 ρ
eq
B
is adopted, with
ρ0 = cˆcˆ
† = 1 − cˆ†cˆ. In the following, we explicitly eval-
uate the low-order (n = 1, 2) responses of ρ¯
S
based on
Eq. (80).
The first-order response of ρ¯
S
is
ρ¯(2)
S
= κ
∫ t
0
dt1
∫ t1
0
dt2 trB
{[
cˆ†(t2)ρ0cˆ(t1)Fˆ
†(t1)Fˆ (t2)
− cˆ(t1)cˆ
†(t2)ρ0 Fˆ
†(t1)Fˆ (t2)
− ρ0cˆ(t2)cˆ
†(t1) Fˆ
†(t2)Fˆ (t1)
+ cˆ†(t1)ρ0cˆ(t2) Fˆ
†(t2)Fˆ (t1)
]
ρeq
B
}
. (81)
By using the definitions of two-time bath correlation
functions, Eq. (81) results in
ρ¯(2)
S
= κ
∫ t
0
dt1
∫ t1
0
dt2
{
C+(t1 − t2)
[
cˆ†(t2)ρ0 cˆ(t1)
− cˆ(t1)cˆ
†(t2) ρ0
]
+ C+(t2 − t1)
×
[
cˆ†(t1)ρ0 cˆ(t2)− ρ0 cˆ(t2)cˆ
†(t1)
]}
. (82)
Here, cˆ(τ) ≡ eiH0τ cˆ e−iH0τ = eiHS tcˆ e−iHS t, and C±(τ)
are the bath correlation functions given by Eq. (34).
The second-order response of ρ¯
S
to perturbation is ex-
pressed as
ρ¯(4)
S
=
∫ t
0
dt1 · · ·
∫ t3
0
dt4 trB
[
LI
SB
(t1) · · · L
I
SB
(t4)ρT(0)
]
=
∑
γ
ρ¯(4)γ , (83)
where γ = (γ1, · · · , γ4) with γj = L,R. ρ¯
(4)
S
consists of
24 = 16 terms, and L (R) means that HI
SB
acts on ρ
T
(0)
from left (right). Each term can be expressed as
ρ¯(4)γ =
∫ t
0
dt1 . . .
∫ t3
0
dt4 R¯
(4)
γ (t1, . . . , t4), (84)
where {R¯
(4)
γ (t1, . . . , t4)} involve the four-time bath cor-
relation functions. For example, R¯
(4)
LLLL(t1, . . . , t4) is ex-
pressed as
R¯
(4)
LLLL = κ
2 cˆ(t1)cˆ
†(t2)cˆ(t3)cˆ
†(t4)ρ0
× tr
B
[
Fˆ †(t1)Fˆ (t2)Fˆ
†(t3)Fˆ (t4)ρ
eq
B
]
= κ2 cˆ(t1)cˆ
†(t2)cˆ(t3)cˆ
†(t4) ρ0
[
C+(t1 − t2)
× C+(t3 − t4) + C
+(t1 − t4)C
−(t2 − t3)
]
.
(85)
Here, the second equality makes use of the Gaussian
statistical property that a high-order bath correlation
function can be fully expressed by the two-time cor-
relation functions C±(τ). The other 15 members of
{R¯
(4)
γ (t1, . . . , t4)} can be expressed in a similar fashion.
In the following, we start with the MAS-SEOM, and
build a perturbation expansion in the stochastic frame-
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work. The results will be compared directly with the
above formulas based on Eq. (79). In the interaction pic-
ture of H
S
, the MAS-SEOM of Eq. (73) can be expressed
as the following:
˙˜ρ I
S
= e−ipi/4 λ
1
2
[
cˆ†(t)Y1t + Y2t cˆ(t)
]
ρ˜ I
S
+ eipi/4 λ
1
2 ρ˜ I
S
[
cˆ†(t)Y3t + Y4t cˆ(t)
]
= −iL˜ I ρ˜ I
S
, (86)
where L˜ I ≡ eiHS tL˜ e−iHS t is the stochastic Liouville
operator in the interaction picture, and the pseudo-
operators {Yjτ} are defined by
Y1t ≡ κ
1
2
(
v1tX
−
1 + g˜
−
t
)
, Y2t ≡ κ
1
2
(
v2tX
+
2 − g˜
+
t
)
,
Y3t ≡ κ
1
2
(
v3tX
−
3 − ig˜
−
t
)
, Y4t ≡ κ
1
2
(
v4tX
+
4 + ig˜
+
t
)
.
We now take the stochastic Liouvillian as the pertur-
bation, and construct the perturbation expansion in as-
cending order of the parameter κ, ρ˜ I
S
=
∑
n=0 ρ˜
(2n)
S
. Sim-
ilar to Eq. (80), the nth-order response of system reduced
density matrix is expressed as
ρ˜(2n)
S
= (−1)n
∫ t
0
dt1 · · ·
∫ t2n−1
0
dt2n L˜
I(t1) · · ·
· · · L˜ I(t2n) ρ˜S(0), (87)
where the Liouville operators are also arranged in the
time-order form (t > t1 > · · · > t2n−1 > t2n), and the
initial condition is ρ˜
S
(0) = ρ0 ⊗ |0〉.
The first-order response of 〈ρ˜
S
〉 is
〈ρ˜(2)
S
〉 = −
∫ t
0
dt1
∫ t1
0
dt2
〈
L˜ I(t1) L˜
I(t2) ρ˜S(0)
〉
=
∫ t
0
dt1
∫ t1
0
dt2
[
− iλcˆ(t1)cˆ
†(t2)ρ0MP
(
Y2t1Y1t2 |0〉
)
+ λ cˆ†(t2)ρ0 cˆ(t1)MP
(
Y1t2 |0〉Y4t1
)
+ iλ ρ0 cˆ(t2)cˆ
†(t1)MP
(
|0〉Y4t2 Y3t1
)
+ λ cˆ†(t1)ρ0 cˆ(t2)MP
(
Y1t1 |0〉Y4t2
)]
= κ
∫ t
0
dt1
∫ t1
0
dt2
[
cˆ(t1)cˆ
†(t2) ρ0
×M(ϕ1t1v1t2)P(X
+
1 X
−
1 |0〉)
+ cˆ†(t2)ρ0 cˆ(t1)M(ϕ1t1v1t2)P(X
−
1 |0〉X
+
1 )
+ ρ0 cˆ(t2)cˆ
†(t1)M(ϕ4t1v4t2)P(|0〉X
+
4 X
−
4 )
+ cˆ†(t1)ρ0 cˆ(t2)M(ϕ4t1v4t2)P(X
−
4 |0〉X
+
4 )
]
.
(88)
It can be easily verified that the final expression of 〈ρ˜(2)
S
〉
in Eq. (88) is identical to ρ¯(2)
S
of Eq. (82), i.e., the MAS-
SEOM exactly recovers the first-order response of ρ¯
S
.
The second-order response of 〈ρ˜
S
〉 is
ρ˜(4)
S
=
∫ t
0
dt1 · · ·
∫ t3
0
dt4 L˜
I(t1) · · · L˜
I(t4) ρ˜S(0)
=
∑
γ
ρ˜(4)γ , (89)
where γ = (γ1, · · · , γ4) with γj = L,R. Similar to
Eq. (83), ρ˜(4)
S
consists of 16 terms, and L (R) means that
the pseudo-operators {Yjτ} acts on ρ˜S from left (right).
The statistical average of the second-order response is
〈ρ˜(4)
S
〉 =
∑
γ〈ρ˜
(4)
γ 〉, with
〈ρ˜(4)γ 〉 =
∫ t
0
dt1 · · ·
∫ t3
0
dt4 〈R˜
(4)
γ (t1, . . . , t4)〉. (90)
For example, for γ = (LLLL), we have
〈R˜
(4)
LLLL〉 = −λ
2 cˆ(t1) cˆ
†(t2) cˆ(t3) cˆ
†(t4) ρ0
×MP
(
Y2t1Y1t2Y2t3Y1t4 |0〉
)
= κ2 cˆ(t1)cˆ
†(t2)cˆ(t3)cˆ
†(t4) ρ0
[
M(ϕ1t1v1t2)
×M(ϕ1t3v1t4)P(X
+
1 X
−
1 X
+
1 X
−
1 |0〉)
−M(ϕ1t1v1t4)M(ϕ2t2v2t3)
× P(X+1 X
−
2 X
+
2 X
−
1 |0〉)
]
. (91)
It can be verified that the final expression of 〈R˜
(4)
LLLL〉
in Eq. (91) is identical to R¯
(4)
LLLL of Eq. (85). Likewise,
it is found that 〈R˜
(4)
γ 〉 = R¯
(4)
γ holds for other γ, and
thus 〈ρ˜(4)
S
〉 = ρ¯(4)
S
. Therefore, the MAS-SEOM exactly
reproduces the first- and second-order response of ρ¯
S
.
The discrepancy of the MAS-SEOM from the exact Li-
ouville equation emerges from the third-order response.
From Eq. (80), the third-order response of ρ¯
S
is a sum-
mation of 26 = 64 contributions,
ρ¯(6)
S
=
∑
γ
−
∫ t
0
dt1 . . .
∫ t5
0
dt6 R¯
(6)
γ (t1 . . . , t6)
=
∑
γ
ρ¯(6)γ , (92)
where γ = (γ1, . . . , γ6) with γj = L,R. For example,
R¯
(6)
LLLLLL is expressed as
R¯
(6)
LLLLLL = κ
3 cˆ(t1) cˆ
†(t2) cˆ(t3) cˆ
†(t4) cˆ(t5) cˆ
†(t6) ρ0
× tr
B
[
Fˆ †(t1)Fˆ (t2)Fˆ
†(t3)Fˆ (t4)Fˆ
†(t5)Fˆ (t6)ρ
eq
B
]
= κ3 cˆ(t1) cˆ
†(t2) cˆ(t3) cˆ
†(t4) cˆ(t5) cˆ
†(t6) ρ0
× r¯
(6)
LLLLLL, (93)
where r¯
(6)
LLLLLL is a sixth-order bath correlation function.
Because of the Gaussian statistics, the trace over the bath
DOF for the evaluation of r¯
(6)
LLLLLL can be contracted
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by the Wick’s theorem into 3! = 6 terms.115Here, we
only select one of them and use it as the reference for
the perturbation analysis based on the MAS-SEOM. The
selected term is
r¯
(6)
LLLLLL(t
′) = C+(t1 − t6)C
−(t2 − t5)C
+(t3 − t4), (94)
where the vector t′ =
{
{t1, t6}, {t2, t5}, {t3, t4}
}
indi-
cates the pairs of time instants corresponding to the con-
tracted operator pairs.
Based on the MAS-SEOM, the third-order response of
ρ˜
S
is
ρ˜(6)
S
= −
∑
γ
∫ t
0
dt1 . . .
∫ t3
0
dt4 R˜
(6)
γ (t1, . . . , t6), (95)
where γ = (γ1, . . . , γ6) with γj = L,R. In particular, the
statistical average of R˜
(6)
LLLLLL(t1, . . . , t6) is
〈
R˜
(6)
L···L
〉
= −iλ3 cˆ(t1) cˆ
†(t2) cˆ(t3) cˆ
†(t4) cˆ(t5) cˆ
†(t6) ρ0
×MP
(
Y2t1Y1t2Y2t3Y1t4Y2t5Y1t6 |0〉
)
= κ3 cˆ(t1) cˆ
†(t2) cˆ(t3) cˆ
†(t4) cˆ(t5) cˆ
†(t6) ρ0
×
〈
r˜
(6)
LLLLLL
〉
. (96)
In relation to Eq. (94), we explicitly examine the compo-
nent
〈
r˜
(6)
LLLLLL(t
′)
〉
= C+(t1 − t6)C
−(t2 − t5)C
+(t3 − t4)
× P
(
X+1 X
−
2 X
+
1 X
−
1 X
+
2 X
−
1 |0〉
)
= 0. (97)
Here, X−1 acts on the pseudo-vacuum state |0〉 twice con-
secutively, and thus yields the zero value of r˜
(6)
LLLLLL(t
′).
Consequently, 〈r˜
(6)
LLLLLL(t
′)〉 6= r¯
(6)
LLLLLL(t
′). Similar dis-
crepancies are also found for other components of {r˜
(6)
γ } –
altogether 36 out of 384 components are different. There-
fore, the third-order response of system reduced density
matrix obtained from the MAS-SEOM, 〈ρ˜(6)
S
〉, does not
fully recover ρ¯(6)
S
of the original Liouville equation. It is
thus clear that the finite size of auxiliary space Sj indeed
leads to loss of memory for the reduced system dynamics.
In this subsection, based on the time-dependent per-
turbation theory, we have demonstrated that the MAS-
SEOM reproduces the exact reduced system dynamics up
to the second-order response. The discrepancy of higher-
order response is clearly ascribed to the finite size of the
MAS. However, from the perturbation theory it is hard
to tell how significantly the discrepancy will affect the
accuracy of the numerical results of MAS-SEOM. In the
following subsection, we will address this issue by making
connection to the HEOM formalism.
C. Equivalence between the MAS-SEOM and a
simplified HEOM method
For the convenience of analysis, we consider again a
single-level system coupled to a fermion bath. More-
over, the number of pseudo-operators {X±j } involved
in the MAS-SEOM of Eq. (73) are halved by assuming
X±3 = X
±
1 and X
±
4 = X
±
2 .
107 Accordingly, the memory-
convoluted fields g˜±t are simplified as
g˜−τ = λ
−1
(
ϕ4τ − iϕ2τ
)
X−2 ,
g˜+τ = λ
−1
(
ϕ3τ − iϕ1τ
)
X+1 , (98)
where {ϕjτ} are given in Eq. (76), and the resulting
MAS-SEOM still has the form of Eq. (73).
We now examine the HEOM associated with the MAS-
SEOM. By unraveling the bath correlation functions via
Eq. (41), we have g˜±t =
∑M
m=1 g˜
±
m(t), with
g˜−m = λ
−1
∫ t
0
dτ
[
− iA−mv2τ +
(
A+m
)∗
v4τ
]
eγ
−
m(t−τ)X−2 ,
g˜+m = λ
−1
∫ t
0
dτ
[
− iA+mv1τ +
(
A−m
)∗
v3τ
]
eγ
+
m(t−τ)X+1 ,
(99)
An (I + J)th-tier ADO of the HEOM is defined by
ρ˜
(−···−+···+)
m1···mIn1···nJ ≡ (e
ipi/4λ
1
2 )I+J
〈
g˜−m1 · · · g˜
−
mI ρ˜S g˜
+
n1 · · · g˜
+
nJ
〉
,
(100)
where 〈· · ·〉 ≡ MP(· · · ), and the subscript of the ADO
is determined by the sequence of {g˜−mi} and {g˜
+
nj} at the
left and right of ρ˜
S
.
It is immediately recognized that the ADO is zero by
definition if the right-hand side of Eq. (100) involves two
or more identical pseudo-operators Xσj . This is because
of the finite size of the MAS Sj , so that a pseudo-level
can accommodate at most one particle or hole, and thus
P [(Xσj )
p ρ˜
S
] = P [ ρ˜
S
(Xσj )
p] = 0 for p > 1. For instance,
ρ˜
(−−)
m1m2 = 〈g˜
−
m1 g˜
−
m2 ρ˜S〉 = 0, because P(X
−
2 X
−
2 ρ˜S) = 0.
Likewise, the ADOs {ρ˜
(++)
n1n2 , ρ˜
(−−−)
mrn , ρ˜
(−−+)
mrn , . . .} are all
zero. By referring to the full HEOM of Eq. (43), these
ADOs have a common feature: they involve two or more
generating functionals (Bσm) that have the same σ (differ
only in the index m). Such ADOs are termed as the
interference ADOs.22
Evidently, the HEOM corresponding to the MAS-
SEOM of Eq. (73) is a finite hierarchy which terminates
automatically at the second tier. The only nonzero ADOs
in the hierarchy are {ρ˜(0), ρ˜
(+)
m , ρ˜
(−)
m , ρ˜
(−+)
mn }. Presuming
that Xσj commutes with cˆ and cˆ
† and using the equality
〈Xσj ρ˜S〉 = −〈 ρ˜SX
σ
j 〉, it can be proved that the EOM of
any nonzero ADO has the same form of Eq. (54). Such a
finite hierarchy with all the interference ADOs excluded
is termed as the simplified HEOM (sim-HEOM). Its de-
tailed derivation as well as the main features are provided
in Ref. 22.
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To better understand the correspondence between the
MAS mapping and the zero interference ADOs, we fur-
ther consider a more general case in which a system ofNν
levels is coupled to Nα fermion baths. The corresponding
MAS-SEOM is
˙˜ρ
S
= −i[H
S
, ρ˜
S
] + λ
1
2
Nν∑
ν=1
Nα∑
α=1
[
e
−ipi
4
(
cˆ†ν Y1ναt + Y2ναt cˆν
)
ρ˜
S
+ e
ipi
4 ρ˜
S
(
cˆ†α Y3ναt + Y4ναt cˆν
)]
. (101)
Here, ν and α label the system levels and the fermion
baths, respectively. The pseudo-operators {Yjνατ} (j =
1, · · · , 4) are defined by
Y1ναt ≡ v1ναtX
−
1ν + g˜
−
ναt, Y2ναt ≡ v2ναtX
+
2ν − g˜
+
ναt,
Y3ναt ≡ v3ναtX
−
1ν − ig˜
−
ναt, Y4ναt ≡ v4ναtX
+
2ν + ig˜
+
ναt.
(102)
If there is no cross-correlation between any two system
levels via the bath, we have g˜±ναt =
∑M
m=1 g˜
±
ναm(t) by
unraveling the bath memory, with
g˜−ναm = λ
−1
∫ t
0
dτ
[
− iA−ναm v2νατ + (A
+
ναm)
∗ v4νατ
]
× eγ
−
ναm(t−τ)X−2ν ,
g˜+ναm = λ
−1
∫ t
0
dτ
[
− iA+ναmv1νατ + (A
−
ναm)
∗ v3νατ
]
× eγ
+
ναm(t−τ)X+1ν . (103)
The Gaussian white noises satisfy M(vjνατ vj′ν′α′τ ′) =
δjj′δνν′δαα′δ(τ − τ
′).
In the following, we use p and q to denote the multi-
component index (ναm). Based on the MAS-SEOM of
Eq. (101), an (I + J)th-tier ADO is constructed by
ρ˜
(−···−+···+)
p1···pIq1···qJ ≡ (e
ipi/4λ
1
2 )I+J
〈
g˜−p1 · · · g˜
−
pI ρ˜S g˜
+
q1 · · · g˜
+
qJ
〉
.
(104)
In the framework of HEOM the same ADO is defined as
ρ
(−···−+···+)
p1...pIq1···qJ ≡
∫
Dψ¯DψDψ¯′Dψ′ eiSfF
FV
e−iSb
× B−pI · · · B
−
p1B
+
qJ · · · B
+
q1 ρS(0), (105)
with the generating functionals given by
B−ναm = −i
∫ t
0
dτ
[
A−ναmψντ −
(
A+ναm
)∗
ψ′ντ
]
eγ
−
ναm(t−τ),
B+ναm = −i
∫ t
0
dτ
[
A+ναmψ¯ντ −
(
A−ναm
)∗
ψ¯′ντ
]
eγ
+
ναm(t−τ).
(106)
If the ADO defined by Eq. (105) includes two or more
generating functionals (Bσναm) that have the same σ and
ν (differ only in α or m), it belongs to the interference
ADOs. Based on the MAS-SEOM of Eq. (101), such
an interference ADO must have a zero value because
P [(Xσjν)
pρ˜
S
] = P [ρ˜
S
(Xσjν)
p] = 0 for p > 1. Therefore,
the MAS-SEOM of Eq. (101) is formally equivalent to
the sim-HEOM in which all the interference ADOs are
excluded.22
Alternatively, if Xσjν is replaced by X
σ
jνα in Eqs. (102)
and (103), the resulting MAS-SEOM is formally equiva-
lent to the so-called sim-HEOM-α formalism,22 in which
an interference ADO involves two or more generating
functionals (Bσναm) that have the same σ, α and ν (differ
only in the index m). Apparently, the sim-HEOM-α for-
malism is less approximate than the sim-HEOM, because
in the former a smaller number of interference ADOs are
excluded from the hierarchy.
From the above analysis, it is clear that the MAS map-
ping itself is intrinsically approximate, as it may cause
loss of memory (or interference information) if the par-
ticle transfer event occurs consecutively through a same
dissipation mode. Because the MAS-SEOM and the sim-
HEOM (or the sim-HEOM-α) are formally equivalent,
they share the following common features:22,107
(i) They yield the exact reduced dynamics, if the bath
correlation functions C±(t) have the form of a single ex-
ponential function. This is obvious because the index m
would become redundant, and hence there is no interfer-
ence ADO in the original full HEOM.
(ii) They yield the exact single-particle properties for
any non-interacting system. This is because for non-
interacting systems the HEOM truncated at the second
tier already yield the exact reduced single-particle den-
sity matrix,8,22 and the interference ADOs have no influ-
ence on the latter, i.e., tr
S
[cˆ†cˆ ρ˜
(++)
mn ] = trS [cˆ
†cˆ ρ˜
(−−)
mn ] = 0.
Therefore, the interference ADOs can be safely omitted
from the full hierarchy without affecting the exactness of
the resulting single-particle properties.
(iii) For general interacting systems, they are in princi-
ple approximate, and the interference ADOs are suppos-
edly important for the quantitative description of strong
correlation effects such as the Kondo phenomena.116 In-
deed, the discrepancies between the results of sim-HEOM
and those of the full HEOM have been demonstrated in
Ref. 22. Nevertheless, as shown in Ref. 107 and in our
paper II,108 in many cases the MAS-SEOM can still pro-
vide reasonably or even remarkably accurate predictions
for the dissipative dynamics of an interacting system.
V. CONCLUDING REMARKS
To summarize, in this paper we first derive a rigor-
ous SEOM for describing the dissipative dynamics of
fermionic open systems. The SEOM of Eq. (39) is for-
mally exact and is equivalent to the rigorous fermionic
HEOM formalism. However, such an SEOM is numeri-
cally unfeasible because of the difficulty in modeling g-
numbers.
We then propose a MAS mapping scheme with which
the time-dependent g-numbers are mapped to time-
14
HEOM MAS-SEOM
exactness (non-interacting system) Y Y
exactness (interacting system) Y N
short-time dynamics Y Y
long-time dynamics Y N
stationary state Y N
correlated initial state Y N
ultra-low temperature N Y
massive parallel computation Y Y
TABLE I. An overview of various aspects of the present
fermionic HEOM method and the MAS-SEOM method. “Y”
means the method possesses the specific feature or is feasible
for the specific situation, while “N” means the method does
not possess the feature or is unfeasible for the situation. See
the main text in Sec.V for details.
dependent c-numbers with a set of pseudo-levels. This
leads to the establishment of a numerically feasible
SEOM, termed as the MAS-SEOM. The MAS-SEOM is
found to be equivalent to a simplified version of HEOM
in which the interference ADOs are absent. The practical
implementation and numerical results of the MAS-SEOM
are to be presented in our succeeding paper.108
To have an overview of the MAS-SEOM formalism as
well as its potential applicability, we summarize the ad-
vantages and limitations of the present MAS-SEOM in
Table I, with the present HEOM method listed as a ref-
erence.
The MAS-SEOM shares the common features of the
sim-HEOM methods. For non-interacting systems, the
MAS-SEOM yields the exact dissipative dynamics be-
cause all the single-particle properties of the system are
preserved. In contrast, for interacting systems, the MAS-
SEOM method is intrinsically approximate, because the
size of MAS is too small to record the time ordering of all
the environmental fluctuations. Nevertheless, as shown
in Refs. 107 and 108, remarkably accurate results have
been obtained by the MAS-SEOM method.
In the MAS-SEOM formalism, the number of stochas-
tic variables – the Gaussian white noises keeps increasing
as the time evolution proceeds. Consequently, as will be
demonstrated in our paper II,108 usually a large num-
ber of trajectories are required to achieve an ample sam-
pling of these stochastic variables, so as to obtain nu-
merically converged reduced dynamics. Therefore, the
present MAS-SEOM method is very efficient in the tran-
sient dynamics regime, but is much less efficient for the
study of long-time dissipative dynamics.
With the HEOM method, the stationary state (ther-
mal equilibrium state or non-equilibrium steady state)
can be obtained either by propagating the HEOM to the
asymptotic long-time limit, or by solving the hierarchi-
cally coupled linear equations resulted from the station-
ary condition.9 However, neither of these two approaches
is currently available for the MAS-SEOM method. A re-
lated issue is that so far only the decoupled initial state
has been considered for the MAS-SEOM. It remains un-
clear how to formulate the MAS-SEOM with a corre-
lated initial state, which is important for many prac-
tical purposes. The imaginary-time SEOM is a poten-
tially promising approach,117–119 but related works for
fermionic environments have not been reported. Much
effort is needed in this direction.
While the numerical aspects of MAS-SEOM are to be
discussed in Ref. 108, we would like to point out here
that, unlike the HEOM method, the MAS-SEOM does
not require explicit unraveling of the bath correlation
functions, and hence the cost of computer memory is
trivial compared to the HEOM method. Therefore, the
MAS-SEOM is particularly favorable for exploring the
dissipative dynamics at ultra-low temperatures, which is
still challenging for the present HEOM method. Further-
more, parallel computing techniques have been applied
to the HEOM method.17,18,25–27 Massive parallelization
is expected to be very easy for the MAS-SEOM, since
the quantum trajectories are mutually independent and
equally weighted.
Finally, because the MAS mapping is intrinsically ap-
proximate, for some interacting open systems, such as
the strongly correlated quantum impurity systems, the
numerical accuracy of the present MAS-SEOMmight not
be satisfactory. Even for these systems, the MAS-SEOM
provides a valuable foundation for the future develop-
ment of more sophisticated stochastic QDTs.
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