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Abstract
Improving the efficiency of discrete time scale invariant (DSI) processes, we con-
sider some flexible sampling of a continuous time DSI process {X(t), t ∈ R+} with
scale l > 1, which is in correspondence to some multi-dimensional self-similar pro-
cess. So we consider q samples at arbitrary points s0, s1, . . . , sq−1 in interval [1, l)
and proceed in the intervals [ln, ln+1) at points lns0, l
ns1, . . . , l
nsq−1, n ∈ Z. So we
study an embedded DT-SI processW (nq+k) = X(lnsk), q ∈ N, k = 0, . . . , q−1, and
its multi-dimensional self-similar counter part V (n) =
(
V 0(n), . . . , V q−1(n)
)
where
V k(n) =W (nq+k). We study spectral representation of such process and obtain its
spectral density matrix. Finally by imposing wide sense Markov property on W (·)
and V (·), we show that the spectral density matrix of V (·) can be characterized by
{Rj(1), Rj(0), j = 0, . . . , q − 1} where Rj(k) = E[W (j + k)W (j)].
AMS 2010 Subject Classification: 60G18, 62M15, 60J05.
Keywords: Discrete scale invariance; Wide sense Markov; Multi-dimensional self-
similar process; Spectral density matrix; Brownian motion.
1 Introduction
The concept of stationarity and self-similarity are used as a fundamental property to
handle many natural phenomena. Lamperti transformation defines a one to one corre-
spondence between stationary and self-similar processes. Discrete scale invariant (DSI)
processes can be defined as the Lamperti transform of periodically correlated ones. Many
critical systems, like statistical physics, textures in geophysics, network traffic and im-
age processing can be interpreted by these processes [1]. Fourier transform is known
as a suited representation for stationary processes. Using Mellin transform, a harmonic
like representation of self-similar process is introduced [4]. Self-similar Markov process
which has Markov property and self-similarity are involved in various parts of probability
theory, such as branching processes and fragmentation theory [2]. Gladyshev in [5] intro-
duced the spectral representation of correlation matrix of multi-dimensional stationary
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random sequences and found a relation between them and periodically correlated (PC)
processes.
In our previous work [6] we studied spectral analysis of a sequence of observations
which are sampled at some special points, αk, k ∈ Z of a DSI process with some scale
l = αT , T ∈ N. So that one could study such processes in spectral domain. By
such sampling, and by imposing wide sense Markov property, we provided a discrete
time scale invariant sequence which is Markov in the wide sense and found a closed
formula for its covariance function and spectral density matrix of corresponding multi-
dimensional self-similar process. The above sampling scheme had much restrictions which
could dismiss lots of information between sample points αk. In this paper we consider
some flexible sampling scheme which enables one to have samples at arbitrary points
s0, s1, . . . , sq−1 in the first scale interval and follow sampling at corresponding points
{lnsi, n ∈ N, i = 0, . . . , q − 1} in the other scale intervals. This sampling scheme provide
a corresponding multi-dimensional self-similar process as a platform to extend analytic
property of discrete time periodically correlated Markov process to such DSI sequences.
For such study we need to consider a new approach for modeling this sequence via defin-
ing some embedded process. So this method enables one to study the behavior of the
process specially in spectral domain and have a better description of the underlying DSI
process at all arbitrary points.
Let X(·) be a DSI process with scale l > 1. By sampling at arbitrary points in
the scale intervals [ln−1, ln), n ∈ N, we provide {X(ln−1sk), n ∈ N; 1 ≤ s0 < · · · <
sq−1 < l} as a sequence of DSI. Then we define an embedded scale invariant process
as {W (nq + k) ≡ X(lnsk);n ∈ W, k = 0, . . . , q − 1} where W = {0, 1, . . .} and its
corresponding multi-dimensional embedded self-similar process as {V (n), n ∈W}, where
V (n) =
(
V 0(n), . . . , V q−1(n)
)
, and {V i(n) ≡ W (nq + i), n ∈ W, i = 0, . . . , q − 1},
for fixed q ∈ N. We investigate covariance structure and spectral density matrix of
{U(ln), n ∈ W}, where U(ln) =
(
U0(ln), . . . , U q−1(ln)
)
, and {U i(ln) ≡ X(lnsi), n ∈
W, i = 0, . . . , q − 1}, for fixed q ∈ N, when it is Markov in the wide sense and is called
multi-dimensional self-similar Markov process.
This paper is organized as follows. In section 2, we present multi-dimensional sta-
tionary, PC, self-similar and DSI processes and define them in discrete time. We also
review the properties of Lamperti transformation in this section. Section 3 is devoted
to the structure of the multi-dimensional self-similar process resulting from the above
method of sampling. We define embedded scale invariant process and corresponding
multi-dimensional embedded self-similar process and characterize the spectral density
matrix of it in this section. We also characterize covariance function and spectral
density matrix of the multi-dimensional self-similar and embedded self-similar Markov
processes in section 4 which is characterized by {Rj(1), Rj(0), j = 0, . . . , q − 1} where
Rj(k) = E[W (j+k)W (j)]. We simulate and analyze Simple Brownian Motion (SBM) as
a DSI Markov and its corresponding multi-dimensional processes. Throughout this paper
we study above mentioned processes in the discrete time with some clarified parameter
spaces. So we omit the term discrete time in the rest of this paper.
2
2 Theoretical framework
In this section we review the structure of covariance function and spectral density matrix
of multi-dimensional stationary processes. The definitions of self-similar, scale invariant
processes in discrete time and in the wide sense are presented. Also Lamperti transfor-
mation is defined and its properties are studied.
2.1 Stationary and multi-dimensional stationary processes
Definition 2.1 A process {Y (t), t ∈ R} is said to be stationary, if for any τ ∈ R
{Y (t+ τ), t ∈ R}
d
= {Y (t), t ∈ R} (2.1)
where
d
= is the equality of all finite-dimensional distributions.
If (2.1) holds for some τ ∈ R, the process is said to be periodically correlated. The
smallest of such τ is called period of the process.
By Rozanov [7], if Y (t) = {Y k(t)}k=1,...,n be an n-dimensional stationary process,
then
Y (t) =
∫
eiλtφ(dλ) (2.2)
is its spectral representation, where φ = {ϕk}k=1,...,n and ϕk is the random spectral
measure associated with the kth component Y k of the n-dimensional process Y . Let
Bkr(τ) = E[Y
k(τ + t)Y r(t)], k, r = 1, . . . , n
and B(τ) = [Bkr(τ)]k,r=1,...,n be the correlation matrix of Y . The components of the
correlation matrix of the process Y can be represented as
Bkr(τ) =
∫
eiλτFkr(dλ), k, r = 1, . . . , n (2.3)
where for any Borel set ∆, Fkr(∆) = E[ϕk(∆)ϕr(∆)] are the complex valued set functions
which are σ-additive and have bounded variation. For any k, r = 1, . . . , n, if the sets
∆ and ∆′ do not intersect, E[ϕk(∆)ϕr(∆′)] = 0. For any interval ∆ = (λ1, λ2) when
Fkr({λ1}) = Fkr({λ2}) = 0 the following relation holds
Fkr(∆) =
1
2pi
∫
∆
∞∑
τ=−∞
Bkr(τ)e
−iλτdλ (2.4)
=
1
2pi
Bkr(0)[λ2 − λ1] + lim
T→∞
1
2pi
∑
0<|τ |6T
Bkr(τ)
e−iλ2τ − e−iλ1τ
−iτ
in the discrete parameter case, and
Fkr(∆) = lim
a→∞
1
2pi
∫ a
−a
e−iλ2τ − e−iλ1τ
−iτ
Bkr(τ)dτ
in the continuous parameter case.
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2.2 Discrete time scale invariant processes
Definition 2.2 A process {X(t), t ∈ R+} is said to be self-similar of index H > 0, if
for any λ > 0
{λ−HX(λt), t ∈ R}
d
= {X(t), t ∈ R}. (2.5)
The process is said to be DSI of index H and scaling factor λ0 > 0 or (H,λ0)-DSI, if
(2.5) holds for λ = λ0.
As an intuition, self-similarity refers to an invariance with respect to any dilation
factor. However, this may be a too strong requirement for capturing in situations that
scaling properties are only observed for some preferred dilation factors.
Definition 2.3 A process {X(k), k ∈ Tˆ} is called discrete time self-similar process with
parameter space Tˆ , where Tˆ is any subset of countable distinct points of positive real
numbers, if for any k1, k2 ∈ Tˇ
{X(k2)}
d
= (
k2
k1
)H{X(k1)}. (2.6)
The process X(·) is called discrete time scale invariant with scale l > 0 and parameter
space Tˆ , if for any k1, k2 = lk1 ∈ Tˆ , (2.6) holds.
Remark 2.1 If the process {X(t), t ∈ R+} is DSI with scale l > 1. Then by sampling
of the process at points of set
Tˇ = {lnsj, n ∈ Z, 1 ≤ s0 < · · · < sq−1 < l}
for j = 0, . . . , q − 1, we have X(·) as a scale invariant process with parameter space Tˇ
and scale l. If we consider sampling of X(·) at points
T˜ = {lnsj, n ∈ Z for fixed 1 ≤ sj < l},
then X(·) is a self-similar process with parameter space T˜ .
Based on the definition of wide sense self-similar process presented in [8], we present the
following definition.
Definition 2.4 A random process {X(k), k ∈ Tˆ} is called self-similar in the wide sense
with index H > 0 and with parameter space Tˆ , where Tˆ is any subset of distinct countable
points of positive real numbers, if for all k, k1 ∈ Tˆ and all c > 0, where ck, ck1 ∈ Tˆ
(i) E[X2(k)] <∞,
(ii) E[X(ck)] = cHE[X(k)],
(iii) E[X(ck)X(ck1)] = c
2HE[X(k)X(k1)].
If the above conditions hold for some fixed c = c0, then the process is called scale invariant
in the wide sense with scale c0.
Throughout this paper we are dealt with wide sense self-similar and wide sense scale
invariant process, and for simplicity we omit the term ”in the wide sense” hereafter.
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2.3 Lamperti transformation
The Lamperti transformation provides a bijection between self-similar and stationary
processes and also scale invariant and periodically correlated processes in discrete time.
Definition 2.5 The Lamperti transform with positive index H, denoted by LH operates
on a random process {Y (t), t ∈ R} as
LHY (t) = t
HY (ln t) (2.7)
and the corresponding inverse Lamperti transform L−1H on process {X(t), t ∈ R
+} acts
as
L−1H X(t) = e
−tHX(et). (2.8)
Remark 2.2 If {Y (t), t ∈ R} is stationary process, its Lamperti transform {LHY (t), t ∈
R
+} is self-similar. Conversely if {X(t), t ∈ R+} is self-similar process, its inverse
Lamperti transform {L−1H X(t), t ∈ R} is stationary.
Remark 2.3 If {X(t), t ∈ R+} is (H, eT )-DSI then L−1H X(t) = Y (t) is periodically
correlated with period T > 0. Conversely if {Y (t), t ∈ R} is periodically correlated with
period T then LHY (t) = X(t) is (H, e
T )-DSI.
Remark 2.4 If X(·) is a self-similar process with parameter space Tˇ = {lnsi, i =
0, 1, . . . , q − 1;n ∈ W}, then its stationary counterpart Y (·) has parameter space T˜ =
{n ln l + ln si, i = 0, 1, . . . , q − 1;n ∈W}
X(lnsi) = LHY (l
nsi) = (l
nsi)
HY (n ln l + ln si).
Also it is clear by the following relation that if X(·) is a scale invariant process with scale
l and parameter space Tˇ = {lnsi, i = 0, 1, . . . , q− 1;n ∈W}, then Y (·) is a discrete time
periodically correlated process with period q and parameter space T˜ = {n ln l + ln si, i =
0, 1, . . . , q − 1;n ∈W}
Y (n ln l + ln si) = L
−1
H X(n ln l + ln si) = (l
nsi)
−HX(lnsi).
3 Structure of the process
In this section we introduce a new method for flexible sampling of a DSI process with
scale l > 1, which provide sampling at arbitrary points in the interval [1, l) and at mul-
tiple ln of such points in the intervals [ln, ln+1), n ∈ N. Based on such a sequence of
DSI process we define an embedded scale invariant process which follow this sequence.
Then by introducing the corresponding multi-dimensional embedded self-similar process
in the wide sense we provide a platform to characterize spectral representation and spec-
tral density of the process. Finally in Theorem 3.1 we find harmonic like representation
and spectral density matrix of the multi-dimensional embedded self-similar process.
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Definition 3.1 The process U(t) = (U0(t), U1(t), . . . , U q−1(t)) with parameter space
Tˇ = {ln, n ∈ Z} is a multi-dimensional self-similar process, where
(a) {U j(·)} for every j = 0, 1, · · · , q−1 is self-similar process with parameter space
Tˇ = {ln, n ∈ Z}.
(b) For every n, τ ∈ Z, j, k = 0, 1, · · · , q − 1
Cov
(
U j(ln+τ ), Uk(ln)
)
= l2nHCov
(
U j(lτ ), Uk(1)
)
.
Remark 3.1 Let {X(t), t ∈ Tˇ} be a DSI process with scale l > 1 and parameter space
Tˇ , as defined in Remark 2.1. Then by definition 3.1 we have that {U j(ln) ≡ X(lnsj)}
for fixed j = 0, . . . , q − 1, is a self-similar process and U(ln) =
(
X(lns0), . . . ,X(l
nsq−1)
)
where 1 ≤ s0 < · · · < sq−1 < l is a multi-dimensional self-similar process.
By such method of sampling at discrete points, we provide a q-dimensional embedded
self-similar process V (n) as
V (n) =
(
V 0(n), V 1(n), . . . , V q−1(n)
)
, n ∈ Z
where {V u(n) ≡ X(lnsu)} and {V (n) ≡ U(l
n)} in which U(ln) and su follows the
same assumptions as in Remark 3.1. Such definition of multi-dimensional embedded
self-similar provides a platform to obtain spectral density of U(ln) in the followings.
Remark 3.2 Corresponding to the q-dimensional embedded self-similar process V (n)
there exists an embedded scale invariant process
{
W (κ), κ ∈ Z
}
with scale l as
{W (κ) ≡ X(lnsu)} κ ∈ Z (3.1)
where u = κ− q[κq ], n = [
κ
q ] and κ = nq + u, where by (3.1)
W (κ+ q) ≡ X(l(n+1)su)
d
= lHX(lnsu) ≡ l
HW (κ).
So the scale invariant process
{
X(lnsu), 1 ≤ s0 < · · · < sq−1;n ∈ Z
}
and the embedded
scale invariant process
{
W (κ), κ ∈ Z
}
, can be considered as counterparts.
By the following theorem, the spectral representation and spectral density matrix
of the q-dimensional embedded self-similar process and harmonic like representation of
each column is obtained.
Theorem 3.1 Let X(·) be a DSI process with scale l and 1 6 s0 < . . . < sq−1 < l, then
V (n) =
(
V 0(n), . . . , V q−1(n)
)
, where {V u(n) ≡ X(lnsu)}, n ∈ Z and u = 0, . . . , q − 1 is
a multi-dimensional embedded self-similar process and
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(i) Harmonic like representation of V u(n) for fixed u and n ∈ Z is
V u(n) = (lnsu)
H
∫ 2pi
0
eiωndφu(ω) (3.2)
where {φu(ω)} are orthogonal spectral measures. E[dφu(ω)dφν(ω′)] = dG
H
u,v(ω) when
ω = ω′, and is zero when ω 6= ω′ for u, ν = 0, . . . , q − 1.
(ii) Spectral density matrix of {V (n) ≡ U(ln)} is gH(ω) = [gHu,ν(ω)]u,ν=0,...,q−1, where the
elements gHu,v(ω) = dG
H
u,v(ω)/dω are
gHu,ν(ω) =
(susν)
−H
2pi
∞∑
τ=−∞
l−Hτe−iωτQHu,ν(τ) (3.3)
τ ∈ N and QHu,ν(τ) is the covariance function of V
u(τ) and V ν(0).
Proof of (i): Remark 2.4 implies that
V u(n) ≡ X(lnsu) = LHY (l
nsu) = (l
nsu)
Hηu(n)
where ηu(n) = Y (n ln l+ln su). Thus V
u(n) for every u = 0, 1, . . . , q− 1 is an embedded
self-similar process in n, where its discrete time stationary counterpart ηu(n) for fixed
u = 0, 1, . . . , q − 1 has spectral representation ηu(n) =
∫ 2pi
0 e
iωndφu(ω).
Proof of (ii): The covariance matrix of V (n) is denoted byQH(n, τ) = [QHu,ν(n, τ)]u,ν=0,...,q−1
where
QHu,ν(n, τ) = E[V
u(n+ τ)V ν(n)] = E[X(l(n+τ)su)X(l
nsν)]
By the scale invariant property of the process X(·) we have that
QHu,ν(n, τ) = l
2nHE[X(lτ su)X(sν)] = l
2nHQHu,ν(τ) (3.4)
where QHu,ν(τ) = Q
H
u,ν(0, τ) = E[V
u(τ)V ν(0)], then by (3.2)
QHu,ν(τ) = E[(l
τ su)
H(sν)
H
∫ 2pi
0
eiωτdφu(ω)
∫ 2pi
0
dφv(ω′)]
= lτH(susν)
H
∫ 2pi
0
eiωτdGHu,ν(ω) (3.5)
where E[dφu(ω)dφν(ω′)] = dG
H
u,ν(ω) when ω = ω
′ and is 0 when ω 6= ω′.
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On the other hand, by the definition of ηu(n) in the proof of part (i)
QHu,ν(τ) = E[X(l
τ su)X(sν)] = E[LHY (l
τsu)LHY (sν)]
= (lτsusν)
HE[Y (τ ln l + ln su)Y (ln sν)]
= (lτ susν)
HE[ηu(τ)ην(0)] = (lτsusν)
HBu,ν(τ).
As ηu(·) ia a stationary process so by (2.3)
Bu,ν(τ) =
∫ 2pi
0
eiωτdGHu,ν(ω), u, ν = 0, . . . , q − 1
Now by (2.4) for u, ν = 0, . . . , q − 1 we have
GHu,ν(A) =
1
2pi
∫
A
∞∑
τ=−∞
Bu,ν(τ)e
−iλτdλ.
By substituting Bu,ν(τ) = (l
τ susν)
−HQHu,ν(τ), the elements of the spectral distribution
function, GHu,ν(·) has the following representation
GHu,ν(A) =
(susν)
−H
2pi
∫
A
∞∑
τ=−∞
l−Hτe−iλτQHu,ν(τ)dλ. (3.6)
Let A = (ω, ω + dω], then the elements of the spectral density matrix, gHu,ν(ω) are
gHu,ν(ω) :=
GHu,ν(dω)
dω
=
(susν)
−H
2pi
∞∑
τ=−∞
l−Hτ
( 1
dω
∫ ω+dω
ω
e−iλτdλ
)
QHu,ν(τ)
=
(susν)
−H
2pi
∞∑
τ=−∞
l−Hτ
( 1
−iτ
lim
dω→0
e−i(ω+dω)τ − e−iωτ
dω
)
QHu,ν(τ).
Thus we get to the assertion of part (ii) of the theorem.
4 Scale invariant process with Markov property
Using the method of sampling in section 3 and the scale invariant process X(·) in Remark
3.1, and its corresponding embedded scale invariant process W (·) in Remark 3.2, we
introduceW (·) with Markov property in the wide sense, named embedded scale invariant
Markov process. Also the corresponding multi-dimensional embedded self-similar process
V (·) and its corresponding multi-dimensional self-similar process U(·) is defined. We find
the covariance function of embedded scale invariant Markov process in subsection 4.1.
The spectral density matrix of multi-dimensional process of it embedded is evaluated in
subsection 4.2.
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4.1 Covariance function of embedded scale invariant Markov process
Here we characterize the covariance function of the embedded scale invariant Markov
process {W (κ), κ ∈ Z} in Theorem 4.1 and the covariance function of the associated
multi-dimensional embedded self-similar Markov process in Theorem 4.2.
Theorem 4.1 Let {W (κ), κ ∈ Z}, defined by (3.1), be an embedded scale invariant and
Markov process in the wide sense with scale l. Then for τ ∈W, κ = nq+ν, κ+τ = mq+u,
u, ν = 0, . . . , q − 1 and n,m ∈ Z, the covariance function
Rκ(τ) := E[W (κ+ τ)W (κ)] = E[X(l
msu)X(l
nsν)] (4.1)
where 1 6 s0 < s1 < . . . < sq−1 < l, can be characterized as
Rκ(tq + w) = [f˜(q − 1)]
tf˜(κ+ w − 1)[f˜ (κ− 1)]−1Rκ(0), (4.2)
t ∈ Z, w = 0, . . . , q − 1
f˜(r) =
r∏
j=0
f(j) =
r∏
j=0
Rj(1)/Rj(0), r ∈ Z, f˜(−1) = 1. (4.3)
Proof: By considering sample points of this paper, proof of this theorem follows by a
similar method as for theorem 3.2 of [6].
Now we can use this theorem to prove the next result for multi-dimensional embedded
self-similar Markov process.
Theorem 4.2 Let {W (κ), κ ∈ Z} be a embedded scale invariant Markov process, and
{V (n) ≡ U(ln)} be its associated multi-dimensional embedded self-similar Markov, where
{U(ln), n ∈ Z} is the corresponding self-similar Markov process, both with the same co-
variance matrix QH(n, τ) which is defined by (3.5). Then
QH(n, τ) = l2nH [f˜(q − 1)]τCD, τ ∈ Z (4.4)
where f˜(·) is defined in (4.3) and the matrices C and D are given by C = [Cu,ν ]u,ν=0,...,q−1,
where Cu,ν = f˜(u − 1)[f˜ (ν − 1)]
−1, and D is a diagonal matrix with diagonal elements
Rν(0), ν = 0, 1, . . . , q − 1, which is defined in (4.1).
Proof: As W (·) is embedded scale invariant with scale l, (3.2) and (3.5) indicate that
QHu,ν(n, τ) = l
2nHQHu,ν(τ). Now by the assumption κ = nq+ ν and κ+ τ = mq+u where
m,n ∈ Z, τ ∈W, we have τ = (m− n)q + u− ν and therefore
Rκ(τ) = Rnq+ν((m− n)q + u− ν) = E[W (mq + u)W (nq + ν)]
= E[X(lmsu)X(l
nsν)].
9
Hence
QHu,ν(τ) = E[X(l
τ su)X(sν)] = Rν(τq + u− ν) (4.5)
and by the Markov property of W (·) we have
Rν(τq + u− ν) = [f˜(q − 1)]
τ f˜(u− 1)[f˜(ν − 1)]−1Rν(0)
for u, ν = 0, . . . , q − 1. Let Cu,ν = f˜(u− 1)[f˜(ν − 1)]
−1, so
QHu,ν(τ) = [f˜(q − 1)]
τCu,νRν(0). (4.6)
Thus we can represent the elements of the covariance matrix of q-dimensional embedded
self-similar Markov process as
QHu,ν(n, τ) = l
2nH [f˜(q − 1)]τCu,νRν(0).
4.2 Spectral representation of the process
The spectral density matrix of the multi-dimensional embedded self-similar Markov and
corresponding multi-dimensional self-similar Markov processes are characterized by the
following proposition.
Proposition 4.1 The spectral density matrix gH(ω) = [gHu,ν(ω)]u,ν=0,...,q−1 of the q-
dimensional embedded self-similar Markov process {V (n) ≡ U(ln)}, where U(ln) is the
corresponding q-dimensional self-similar Markov process, is specified by
gHu,ν(ω) =
(susν)
−H
2pi
[
f˜(u− 1)Rν(0)
f˜(ν − 1)
(
1− e−iωl−H f˜(q − 1)
) − f˜(ν − 1)Ru(0)
f˜(u− 1)
(
1− e−iωlH f˜−1(q − 1)
)
]
where Rk(0) is the variance of W (k) and f˜(·) is defined by (4.3).
Proof: By applying (3.3) and (4.12), the spectral density matrix of the process {V (n), n ∈
Z} which is denoted by gH(ω) = [gHu,ν(ω)]u,ν=0,...,q−1 can be written as
gHu,ν(ω) =
(susν)
−H
2pi
[ ∞∑
τ=0
l−Hτe−iωτQHu,ν(τ)
+
−1∑
τ=−∞
l−Hτe−iωτQHu,ν(τ)
]
= gHu,ν,1(ω) + g
H
u,ν,2(ω)
where
gHu,ν,1(ω) =
(susν)
−H
2pi
∞∑
τ=0
l−Hτe−iωτ [f˜(q − 1)]τ f˜(u− 1)[f˜(ν − 1)]−1Rν(0)
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=
(susν)
−H f˜(u− 1)Rν(0)
2pif˜(ν − 1)
∞∑
τ=0
(
l−He−iω f˜(q − 1)
)τ
. (4.7)
By Remark 3.2, the scale invariant property of W (κ) and the assumption, that at least
one of the Corr[W (j)W (j + 1)] be smaller than one, we have that |f˜(q − 1)| < lH for
j = 0, . . . , q − 1. Thus
|e−iωl−H f˜(q − 1)| = |l−H f˜(q − 1)| < 1,
and (4.13) for τ ∈W is convergent. By the equality
Qu,ν(−τ) = E[X(l
−τ su)X(sν)] = l
−2τHE[X(lτ sν)X(su)] = l
−2τHQν,u(τ),
convergence of gHu,ν,2(ω) follows by a similar method. Therefore
gHu,ν(ω) =
(susν)
−H
2pi
[Rν(0)f˜ (u− 1)
f˜(ν − 1)
∞∑
τ=0
(
l−He−iω f˜(q − 1)
)τ
+
Ru(0)f˜ (ν − 1)
f˜(u− 1)
∞∑
τ=1
(
l−Heiω f˜(q − 1)
)τ]
=
(susν)
−H
2pi
[ Rν(0)f˜(u− 1)
f˜(ν − 1)
(
1− l−He−iω f˜(q − 1)
) + Ru(0)f˜ (ν − 1)l−Heiω f˜(q − 1)
f˜(u− 1)
(
1− l−Heiωf˜(q − 1)
)],
so we arrive at the conclusion of the proposition.
Example 4.1 Let
X(t) =
∞∑
n=1
λn(H−
1
2
)I[λn−1,λn)(t)B(t) (4.8)
where B(·) is the standard Brownian motion, I(·) indicator function, H > 0 and λ > 1.
This process is a Brownian motion inside each scale [λn−1, λn) and in general is a
DSI process with scale λ and Hurst index H. For H = 0.5 this process is just stan-
dard Brownian motion, which is a scale invariant process with Hurst index H. For
H 6= 0.5, we call X(t) a Simple Brownian Motion (SBM). We showed in [6] that
{X(t), t ∈ R+} is DSI and Markov with Hurst index H and scale λ. By sampling of
this process at points λnsu, n ∈ W, where 1 ≤ s0 < . . . < sq−1 < λ, and by as-
suming λ = αT , we have the corresponding multi-dimensional self-similar process as
U(λn) =
(
X(λns0), . . . ,X(λ
nsq−1)
)
. So {W (κ) ≡ X(λnsu)}, is an embedded scale in-
variant Markov process, and V (n) =
(
V 0(n), . . . , V q−1(n)
)
where {V u(n) ≡ W (κ)} is
the associated q-dimensional embedded self-similar Markov process where u = κ − q[κq ],
n = [κq ]. By (4.1) we have that R
H
j (0) = R
H
j (1) = λ
2H′sj for j = 0, · · · , q − 2
and RHq−1(1) = λ
H′RHq−1(0) = λ
3H′sq−1, where H
′ = H − 12 . So Ru(0) = λ
2H′su,
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Figure 2: Simple Brownian Motion and corresponding Multivariate H-ss Process where Scales and Hurst index are indicated
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Rν(0) = λ
2H′sν. Also (4.3) implies that f˜(u− 1) = f˜(ν − 1) = 1, f˜(q − 1) = λ
H′ . Thus
By Proposition 4.1, the spectral density matrix of V (n) is given by gH(ω) where
gHu,ν(ω) =
(susν)
−Hλ2H
′
2pi
[
sν
1− e−iωλ−1/2
−
su
1− e−iωλ1/2
]
.
5 Simulation
We have used Matlab program to simulate and plot SBM defined by (4.14) and its
corresponding multi-dimensional self-similar process for different values of H and λ. We
have simulated
X(t) =
M∑
n=1
λn(H−
1
2
)I[λn−1,λn)(t)B(t)
where M = 30. We also assume to have q = 30 samples in each scale interval In :=
[λn−1, λn), where n = 1, 2, · · · ,M . By choosing these sample points to be λn−1si, where
si = 1 + i(a − 1)/T for i = 0, 1, · · · , q − 1, our sample points will be equally spaced in
each scale interval In, n = 1, 2, · · · ,M .
All the multi-dimensional self-similar processes have been plotted at points λn where
n = 0, 1, 2, · · · ,M . One can easily verify that how SBM’s are going to enlarge at the
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beginning of each scale interval [λn−1, λn), which is the main property of DSI processes,
while for the corresponding multi-dimensional self-similar process, which have been con-
structed by one observation in each scale interval, these jumps are equally like for all
observations. Figure 1, consists of two figures SBM on the left and corresponding multi-
dimensional self-similar on the right. The figure on the left consists of three different
curves of SBM, all with scale λ = 1.1, but with different Hurst index. It is worthy to
note that we have simulated just one discrete time Brownian motion B(λnsi) of Example
4.1, for these three curves. The curve in the middle has Hurst index H = 0.5, so it is
a discrete time Brownian motion which is a self-similar process and other two curves
are to compare with this. The upper curve has Hurst index H = 0.8, so it is a scale
invariant process and at the beginning of each scale interval [λn−1, λn) enlargement in
compare with Brownian motion occurs, which has been caused by the growth of coeffi-
cients to λn(0.8−1/2) at the beginning of n-th scale interval. Also the lower curve has scale
H = 0.2, so in compare with Brownian motion, the coefficient at the beginning of n-th
scale interval decreases to λn(0.2−1/2). So it comes to have less variation than Brownian
Motion at the beginning of each scale interval. Figure 2 is also included of two figures,
where the left one again consist of three curves of SBM all with scale λ = 1.5, but with
Hurst indices H = 0.4, 0.5 and 0.6. Again we have generated one B(t) for all these three
curves. The curve in the middle has Hurst index H = 0.5, so is a Brownian motion. The
upper curve is SBM with H = 0.6, where enlargement in compare to Brownian motion
occurs at the beginning of scale intervals by λn(0.6−1/2) and to the same direction of the
Brownian motion, the middle curve. The curve with H = 0.4, lower curve , has less vari-
ation in compare with Brownian motion. So the size of lines at the beginning of all scale
intervals decreases,by the rate λn(0.4−1/2) with respect to the Brownian motion, for the
n-th scale interval. For the corresponding multi-dimensional self-similar processes where
the i-th curve, for i = 0, . . . , q − 1 has been evaluated at sample points
{
λnsi, n ∈ Z
}
of corresponding SBM, and has been plotted at points λn, and all are self-similar with
the same Hurst index. Finally the growth of Hurst index causes the growth of all lines
in the corresponding multi-dimensional self-similar process as well.
One can compare these multi-dimensional self-similar processes with the correspond-
ing SBM which shows that as these are close together at any point λn, the changes
inside the corresponding scale interval are less. It is also interesting that as at the end
points of the multivariate self-similar process for H = 0.8, have more variation , so the
variation inside last scale intervals of SBM with H = 0.8 is more. Finally as the path
of all multi-dimensional self-similar for H = 0.8 and λ = 1.5 for last observations are
decreasing, and for H = 0.8 and λ = 1.1 are increasing, so the path of corresponding
SBM at the beginning of last scale intervals are respectively decreasing and increasing.
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