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DERIVATION OF NONLINEAR GIBBS MEASURES FROM
MANY-BODY QUANTUM MECHANICS
MATHIEU LEWIN, PHAN THA`NH NAM, AND NICOLAS ROUGERIE
Abstract. We prove that nonlinear Gibbs measures can be obtained
from the corresponding many-body, grand-canonical, quantum Gibbs
states, in a mean-field limit where the temperature T diverges and
the interaction strength behaves as 1/T . We proceed by characteriz-
ing the interacting Gibbs state as minimizing a functional counting the
free-energy relatively to the non-interacting case. We then perform an
infinite-dimensional analogue of phase-space semiclassical analysis, us-
ing fine properties of the quantum relative entropy, the link between
quantum de Finetti measures and upper/lower symbols in a coherent
state basis, as well as Berezin-Lieb type inequalities. Our results cover
the measure built on the defocusing nonlinear Schro¨dinger functional on
a finite interval, as well as smoother interactions in dimensions d > 2.
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1. Introduction
Nonlinear Gibbs measures have recently become a useful tool to construct
solutions to time-dependent nonlinear Schro¨dinger equations with rough ini-
tial data, see for instance [34, 10, 11, 12, 13, 63, 15, 14, 62, 22, 20, 50]. These
are probability measures which are formally defined by
dµ(u) = z−1e−E(u) du, (1.1)
where E(u) is the Hamiltonian nonlinear energy and z is an infinite nor-
malization factor. The precise definition of µ will be discussed below. For
bosons interacting through a potential w, the energy is
E(u) =
∫
Ω
|∇u(x)|2 dx+ 1
2
∫∫
Ω×Ω
|u(x)|2 |u(y)|2w(x− y) dx dy, (1.2)
with Ω a bounded domain in Rd and with chosen boundary conditions. The
cubic nonlinear Schro¨dinger equation corresponds to w = cδ0, a Dirac delta.
For nicer potentials (say, w ∈ L∞(Rd)), the model is often called Hartree’s
functional. The derivation of such functionals from many-body quantum
mechanics has a long history, see for example [7, 46, 44, 27, 36, 37] and
references therein.
Our purpose here is to prove that the above nonlinear measures µ in (1.1)
arise naturally from the corresponding linear many-particle (bosonic) Gibbs
states, in a mean-field limit where the temperature T → ∞ and the inter-
action intensity is of order 1/T . We work in the grand-canonical ensemble
where the particle number is not fixed, but similar results are expected to
hold in the canonical setting, in dimension d = 1. In this introduction, we
will discuss the non-interacting case w ≡ 0 in any dimension d > 1, but
we will consider the interacting case w 6= 0 (including w = δ0) mostly in
dimension d = 1, where the measure µ is better understood. In dimensions
d > 2 our result will require strong assumptions on the interaction w which
do not include a translation invariant function w(x − y) and we defer the
full statement to Section 5.
In recent papers [36, 37], we have studied another mean-field regime where
the temperature T is fixed1. We worked in the canonical ensemble with a
given, diverging, number of particles N →∞ and an interaction of intensity
1/N . In this case almost all the particles condense on the minimizers of the
energy E . More precisely, the limit is a measure µ˜ which has its support
in the set M of minimizers for E in the unit sphere of L2(Ω). The regime
we consider here amounts to taking the temperature T → ∞ at the same
time as the average number of particles N → ∞, and we end up with the
nonlinear Gibbs measure µ. The employed techniques are related to what we
have done in [36, 37], but dealing with the large temperature limit requires
several new tools.
In the core of this article, we consider an abstract situation with a non-
linear energy of the form
u 7→ 〈u, hu〉H +
1
2
〈u⊗ u,w u⊗ u〉H⊗sH
1Equal to 0 most of the time, but see [36, Section 3.2] for generalization to fixed T > 0.
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on an abstract Hilbert space H. Here h > 0 a self-adjoint operator with
compact resolvent on H and w > 0 is self-adjoint on the symmetric tensor
product H ⊗s H. In this introduction we describe our results informally,
focusing for simplicity on the example of the physical energy E in (1.2),
corresponding to H = L2(Ω), h = −∆ and w = w(x− y).
The nonlinear Gibbs measures. In order to properly define the measure µ, it
is customary to start with the non-interacting case w ≡ 0. Then the formal
probability measure
dµ0(u) = z
−1
0 e
−
∫
Ω |∇u|
2
du
is an infinite-dimensional gaussian measure. Indeed, since Ω is a bounded
set, let (λj) and (uj) be a corresponding set of eigenvalues and normal-
ized eigenfunctions of −∆ with chosen boundary conditions2. Letting αj =
〈uj , u〉 ∈ C then µ0 is the infinite tensor product
dµ0 =
⊗
j>1
(
λj
pi
e−λj |αj |
2
dαj
)
.
This measure is well-defined in L2(Ω) in dimension d = 1 only. In higher
dimensions, µ0 lives on negative Sobolev spaces and it is supported outside
of L2(Ω), which largely complicates the analysis. In this introduction we
will most always assume d = 1 for simplicity (then Ω = (a, b) is a finite
interval), and only discuss the case d > 2 in the end.
With the non-interacting measure µ0 at hand, it is possible to define
dµ(u) := z−1r e
−FNL(u) dµ0(u) (1.3)
where
FNL(u) =
1
2
∫∫
Ω×Ω
|u(x)|2 |u(y)|2w(x− y) dx dy (1.4)
is the nonlinear term in the energy, and
zr =
∫
L2(Ω)
e−FNL(u) dµ0(u) (1.5)
is the appropriate normalization factor, called the relative partition function.
In the defocusing case FNL > 0, the number zr is always well-defined in [0, 1].
In order to properly define the measure µ, we however need zr > 0 and this
requires that FNL is finite on a set of positive µ0-measure. This is the case
if, for instance, d = 1 and 0 6 w ∈ L∞(Rd) or w = δ0. Note that zr is
formally equal to z/z0, the ratio of the partition functions of the interacting
and non-interacting cases. But both z and z0 are infinite, only zr makes
sense.
2We assume here min σ(−∆) = min(λj) > 0 which is for instance the case of the
Dirichlet Laplacian. Other boundary conditions (e.g. Neumann or periodic) may be used
but then −∆ must then be replaced everywhere by −∆+ C with C > 0.
4 M. LEWIN, P. T. NAM, AND N. ROUGERIE
The quantum model and the mean-field limit. We now quickly describe the
quantummechanical model which is going to converge to the nonlinear Gibbs
measure µ. The proper setting is that of Fock spaces and k-particle density
matrices, but we defer the discussion of these concepts to the next section.
We define the n-particle Hamiltonian
Hλ,n =
n∑
j=1
(−∆)xj + λ
∑
16k<`6n
w(xk − x`)
which describes a system of n non-relativistic bosons in Ω, interacting via
the potential w. This operator acts on the bosonic space
⊗n
s L
2(Ω), that
is on L2s(Ω
n), the subspace of L2(Ωn) containing the functions which are
symmetric with respect to permutations of their variables. The parameter
λ is used to vary the intensity of the interaction. Here we will take
λ ∼ 1/T
with T being the temperature of the sample, which places us in a mean-field
regime, as will be explained later.
At temperature T > 0, in the grand-canonical setting where the number
of particles is not fixed but considered as a random variable, the partition
function is
Zλ(T ) = 1 +
∑
n>1
Tr
[
exp
(
−Hλ,n
T
)]
where the trace is taken on the space
⊗n
s L
2(Ω), but we do not emphasize
it in our notation. The free-energy of the system is then −T logZλ(T ). On
the other hand the non-interacting partition function is
Z0(T ) = 1 +
∑
n>1
Tr
[
exp
(
−H0,n
T
)]
.
When Ω is bounded, Z0(T ) is finite for every T > 0. If 0 6 w ∈ L∞(Ω)
or if w = δ0 and d = 1, then Zλ(T ) is also a well-defined number. Both
Zλ(T ) and Z0(T ) diverge very fast when T → ∞. One of our results (see
Theorem 5.3 below) says that
lim
T→∞
λT→1
Zλ(T )
Z0(T )
= zr (1.6)
where zr is the nonlinear relative partition function, defined in (1.5) above.
The result (1.6) is in agreement with the intuitive formula zr = z/z0 ex-
plained before. The limit (1.6) will be valid in a general situation which
includes the cases 0 6 w ∈ L∞(R) and w = δ0 in dimension d = 1.
The limit (1.6) does not characterize the measure µ uniquely, but in the
case d = 1 we are able to prove convergence of the density matrices of the
grand-canonical Gibbs state. Those are obtained by tracing out all variables
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but a finite number. Namely, for any fixed k > 1, we will show that
lim
T→∞
λT→1
1
T kZλ(T )
∑
n>k
n!
(n− k)! Trk+1→n
[
exp
(
−Hλ,n
T
)]
=
∫
L2(Ω)
|u⊗k〉〈u⊗k| dµ(u), (1.7)
strongly in the trace-class, where Trk+1→n is a notation for the partial trace
(see (2.6) below). It will be shown that there can be only one measure µ
for which the limit (1.7) holds for all k > 1, and our statement is that this
measure is the nonlinear Gibbs measure introduced above in (1.3).
Strategy of proof: the variational formulation. Our method for proving (1.6)
and (1.7) is variational, based on Gibbs’ principle. The latter states that,
for a self-adjoint operator A on a Hilbert space K,
− log
(
TrK[e
−A]
)
= inf
06M=M∗
TrKM=1
{
Tr[AM ] + Tr [M logM ]
}
(1.8)
with infimum uniquely achieved by the Gibbs state M0 = e
−A/TrK e
−A.
The reader can simply think of a finite dimensional space K in which case
A and M are just hermitian matrices. The two terms in the functional to
be minimized are respectively interpreted as the energy and the opposite of
the entropy. Using (1.8) for A and A+B allows us to write
− log
(
TrK[e
−A−B ]
TrK[e−A]
)
= inf
06M=M∗
TrKM=1
{
H(M,M0) + TrK[BM ]
}
(1.9)
where
H(M,M0) = TrK
[
M (logM − logM0)
]
is the (von Neumann) quantum relative entropy.
In our particular setting, (1.8) becomes
−T log(Zλ(T )) = inf
Γ>0
TrΓ=1
{
Tr[−∆Γ(1)]+λTr[wΓ(2)]+T Tr [Γ log Γ]
}
, (1.10)
where Γ is varied over all trace-class operators on the Fock space and Γ(1),
Γ(2) are its one-particle and two-particle density matrices respectively (this
will be explained in details below). Just as in (1.9), this variational principle
may be rewritten as
− log
(
Zλ(T )
Z0(T )
)
= inf
06Γ=Γ∗
Tr Γ=1
{
H(Γ,Γ0) + λ
T
Tr
[
Γ(2)w
]}
(1.11)
i.e. −T log(Zλ(T )/Z0(T )) is the free energy of the interacting system, counted
relatively to the non-interacting one. The grand-canonical Gibbs state ΓT
is the unique state achieving the above infimum .
In a similar manner, we have
− log(zr) = inf
ν probability
measure on L2(Ω)
{
Hcl(ν, µ0) +
∫
L2(Ω)
FNL(u) dν(u)
}
(1.12)
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where
Hcl(ν, µ0) :=
∫
L2(Ω)
(
dν
dµ0
)
log
(
dν
dµ0
)
dµ0
is the classical relative entropy of two measures. Relating the variational
principles (1.11) and (1.12) is now a semiclassical problem, reminiscent of
situations that are well-studied in finite dimensional spaces, see e.g. [41,
57, 26]. The main difficulty here is that we are dealing with the infinite
dimensional phase-space L2(Ω). It will be crucial for our method to study
the relative free-energy (1.11) and not the original free-energy directly.
Our strategy is based on a measure ν which can be constructed from the
sequence of infinite-dimensional quantum Gibbs states [2, 3, 4, 5, 60, 31, 36,
53], in the same fashion as semi-classical measures in finite dimension [21].
This so-called de Finetti measure has already played a crucial role in our
previous works [36, 37] and it will be properly defined in Section 4. The
idea is to prove that ν must solve the variational principle (1.12). Then, by
uniqueness it must be equal to µ and the result follows.
Roughly speaking, the philosophy is that the grand-canonical quantum
Gibbs state behaves as
ΓT ≈
∫ ∣∣ξ(√Tu)〉〈ξ(√Tu)∣∣ dν(u)
in a suitable weak sense, where ξ(v) is the coherent state in Fock space
built on v, which has expected particle number ||v||2. In particular, for the
reduced density matrices, one should have in mind that
Γ
(k)
T ≈
T k
k!
∫
|u⊗k〉〈u⊗k| dν(u).
Higher dimensions. As we said the convergence results (1.6) and (1.7) will
be proved in an abstract situation which includes the defocusing NLS and
Hartree cases (1.2) when d = 1, but not d > 2. When d > 2, several
difficulties occur. The first is that the free Gibbs measure µ0 does not
live over L2(Ω), but rather over negative Sobolev spaces H−s(Ω) with s >
d/2 − 1. Because the nonlinear interaction term FNL in (1.4) usually does
not make any sense in negative Sobolev spaces, the Gibbs measure µ is also
ill-defined and a regularization has to be introduced.
In this paper we do not consider the problem of renormalizing translation-
invariant interactions w(x−y). For simplicity, we assume that w is a smooth
enough, say finite rank, operator on L2(Ω)⊗s L2(Ω), which can be thought
of as a regularization of more physical potentials. Under this assumption,
we are able to prove the same convergence (1.6) of the relative partition
function (see Theorem 5.4 below). However, we are only able to prove the
convergence (1.7) for k = 1. We in fact prove that the de Finetti measure
of the quantum Gibbs state is µ, but the convergence of higher density
matrices does not follow easily. The difficulty comes from the divergence of
the average particle number which grows much faster than T , in contrast to
the case d = 1 where it behaves like T . In particular, the density matrices
(divided by an appropriate power of T ) are all unbounded in the trace-
class. We believe they are bounded in a higher Schatten space, a claim we
could prove for any k in the non-interacting case but only for k = 1 in the
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interacting case. It is an interesting open problem to extend our result to
more physical interactions and to k > 2.
Open problems and the link with QFT. Nonlinear Gibbs measures have also
played an important role in constructive quantum field theory (QFT) [24,
47, 64]. By an argument similar to the Feynman-Kac formula, one can
write the (formal) grand-canonical partition function of a quantum field
in space dimension d, by means of a (classical) nonlinear Gibbs measure in
dimension d+1, where the additional variable plays the role of time [48, 49].
The rigorous construction of quantum fields then sometimes boils down to
the proper definition of the corresponding nonlinear measure. This so-called
Euclidean approach to QFT was very successful for some particular models
and the literature on the subject is very vast (see, e.g., [48, 1, 55, 28] for a
few famous examples and [61] for a recent review). Like here, the problem
becomes more and more difficult when the dimension grows. The main
difficulties are to define the measures in the whole space and to renormalize
the (divergent) physical interactions. We have not yet tried to renormalize
physical interactions in our context or to take the thermodynamic limit at
the same time as T →∞. These questions are however important and some
tools from constructive QFT could then be useful.
In the present paper, the situation is different from that of QFT, since
we derive the d-dimensional classical Gibbs measure from the d-dimensional
quantum problem in a mean-field type limit. Our goal is not to address the
delicate construction of the measure for rough interactions, and we always
put sufficiently strong assumptions on w in order to avoid any renormaliza-
tion issue.
Some specific tools are required in order to put the aforementioned semi-
classical intuition on a rigorous basis and we shall need:
• To revisit the construction of the de Finetti measures, beyond what has
been done in [3, 4, 5, 36]. Our approach uses some fine properties of a
particular construction of the de Finetti measure, following [19, 18, 30, 38].
• To relate de Finetti measures to lower symbols (or Husimi functions) in a
coherent state basis, again following [19, 18, 30, 38].
• To prove a version of the semiclassical (first) Berezin-Lieb inequality [8,
41, 57] adapted to the relative entropy. This uses fundamental properties of
the quantum relative entropy.
In our paper we always assume that the interaction is repulsive, w > 0,
and another open problem is to derive the nonlinear Gibbs measures when
w has no particular sign. For instance, in dimension d = 1 one could obtain
the focusing nonlinear Schro¨dinger model of [17, 34].
Organization of the paper. In the next section we quickly review the neces-
sary formalism of Fock spaces and density matrices. In Section 3, we consider
the non-interacting case w ≡ 0. After having defined de Finetti measures
in Section 4, we turn to the statement of our main result (1.7) when w 6= 0
in Section 5. Sections 6 and 7 are devoted to the practical construction of
de Finetti measures using coherent states and a link between the quantum
and classical relative entropies. Finally, in Section 8, we provide the proofs
of the main theorems.
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2. Grand-canonical ensemble I
In this section we quickly describe the grand-canonical theory based on
Fock spaces, which is necessary to state our result. We follow here the
presentation of [35, Sec. 1]. Some more involved results on Fock spaces
which are used in the core of the paper are described in Section 6.1.
Fock space. Let H be any fixed separable Hilbert space. To deal with sys-
tems with a large number of particles, it is often convenient to work in the
(bosonic) Fock space
F(H) =
∞⊕
n=0
n⊗
s
H = C⊕ H⊕ (H⊗s H) ⊕ ...
where
⊗n
s H is the symmetric tensor product of n copies of H. In the ap-
plications H = L2(Ω) and
⊗n
s H is the subspace of L
2(Ωn) containing the
functions which are symmetric with respect to exchanges of variables. We
always consider
⊗n
s H as a subspace of
⊗n
H and, for every f1, ..., fn ∈ H,
we define the symmetric tensor product as
f1 ⊗s · · · ⊗s fn := 1√
n!
∑
σ
fσ(1) ⊗ · · · ⊗ fσ(n).
For functions, we have for instance
(f ⊗ g)(x, y) = f(x)g(y)
and
(f ⊗s g)(x, y) = 1√
2
(f(x)g(y) + f(y)g(x)) .
We recall that any orthonormal basis {ui} of H furnishes an orthogonal
basis {ui1 ⊗s · · ·⊗s uin}i16···6in of
⊗n
s H. The norms of the basis vectors are
||ui1 ⊗s · · · ⊗s uik ||2 = m1!m2! · · · . (2.1)
Here m1 is the number of indices which are equal to i1, that is, i1 = · · · =
im1 < im1+1, and m2 is the number of indices that are equal to im1+1 (if
m1 < n). The other mj ’s are defined similarly.
All the operators in this paper will be implicitly restricted to the sym-
metric tensor product
⊗n
s H. For instance, if A is a bounded operator on
H, then A⊗n denotes the restriction of the corresponding operator, initially
defined on
⊗n
H, to the bosonic subspace
⊗n
s H. It acts as
A⊗nf1 ⊗s · · · ⊗s fn = (Af1)⊗s · · · ⊗s (Afn).
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We remark that if A > 0 with eigenvalues ai > 0, then
Tr⊗n
s H
[
A⊗n
]
6 Tr⊗n H
[
A⊗n
]
=
[
Tr(A)
]n
(2.2)
with equality if and only if A has rank 1.3 Similarly, for Ak an operator on⊗k
s H, we define the operator on
⊗n
s H
Ak ⊗s 1n−k :=
(
n
k
)−1 ∑
16i1<···<ik6n
(Ak)i1...ik (2.3)
where (Ak)i1...ik acts on the i1, .., ikth variables. If Ak > 0, then
Tr⊗n
s H
[
Ak ⊗s 1n−k
]
6 Tr⊗k
s H
[
Ak
]
dim
n−k⊗
s
H
=
(
n− k + d− 1
d− 1
)
Tr⊗k
s H
[
Ak
]
(2.4)
with d = dim(H).
It is useful to introduce the number operator
N := 0⊕ 1⊕ 2⊕ ... =
∞⊕
n=1
n 1⊗n
s H
(2.5)
which counts how many particles are in the system.
States and associated density matrices. A (mixed) quantum state is a self-
adjoint operator Γ > 0 on F(H) with TrF(H) Γ = 1. A state is called pure
when it is a rank-one orthogonal projection, denoted as Γ = |Ψ〉〈Ψ| with
||Ψ||2F(H) = 1. In particular, the vacuum state |0〉〈0| with |0〉 = 1 ⊕ 0 ⊕ 0...
is the state with no particle at all. In principle, states do not necessarily
commute with the number operator N , that is, they are not diagonal with
respect to the direct sum decomposition of F(H). In this paper, we will
however only deal with states commuting with N , which can therefore be
written as a (infinite) block-diagonal operator
Γ = G0 ⊕G1 ⊕ · · ·
where each Gn > 0 acts on
⊗n
s H. For such a quantum state Γ on F(H)
commuting with N and for every k = 0, 1, 2, ..., we then introduce the
k-particle density matrix Γ(k), which is an operator acting on
⊗k
s H. A
definition of Γ(k) in terms of creation and annihilation operators is provided
in Section 6.1. Here we give an equivalent definition based on partial traces:
Γ(k) :=
∑
n>k
(
n
k
)
Trk+1→n(Gn). (2.6)
3Rank(A) = 1 is also a necessary and sufficient condition for A⊗n to be completely
supported on the bosonic subspace. A reformulation is that the only bosonic factorized
states over
⊗n
H are pure [31, Sec. 4].
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The notation Trk+1→n stands here for the partial trace associated with the
n− k − 1 variables. A different way to write (2.6) is by duality:
Tr⊗k
s H
(
AkΓ
(k)
)
=
∑
n>k
(
n
k
)
Tr⊗n
s H
(Ak ⊗s 1n−kGn)
for any bounded operator Ak on
⊗k
s H, where Ak ⊗s 1n−k was introduced
in (2.3). The density matrices Γ(k) are only well-defined under suitable
assumptions on the state Γ, because of the divergent factor
(
n
k
)
in the series.
For instance, under the assumption that Γ has a finite moment of order k,
TrF(H)(N kΓ) <∞,
then Γ(k) is a well-defined non-negative trace-class operator, with
Tr⊗k
s H
Γ(k) =
∑
n>k
(
n
k
)
Tr(Gn) = TrF(H)
[(N
k
)
Γ
]
6
TrF(H)
[N kΓ]
k!
<∞.
(2.7)
We remark that the density matrices are defined in the same manner if Γ
does not commute with N , that is, by definition Γ(k) does not depend on
the off-diagonal blocks of Γ.
Observables. An observable is a self-adjoint operator H on F(H) and the
corresponding expectation value in a state Γ is Tr(HΓ). For a pure state
Γ = |Ψ〉〈Ψ| we find 〈Ψ,HΨ〉.
Several natural observables on the Fock space may be constructed from
simpler operators on H and H⊗sH. For instance, if we are given a self-adjoint
operator h on the one-particle space H, then we usually denote by
n∑
j=1
hj = nh⊗s 1n−1
the operator which acts on
⊗n
s H. On the Fock space F(H), we can gather
all these into one operator
H0 = 0⊕
⊕
n>1
 n∑
j=1
hj
 (2.8)
which is often written as dΓ(h) in the literature (this notation should not
be confused with our choice of Γ for the quantum state). Since H0 is a sum
of operators acting on one particle at a time, it is often called a one-particle
operator. A simple calculation shows that the expectation value of any state
can be expressed in terms of the one-particle density matrix as
TrF(H) (H0Γ) = TrH
(
hΓ(1)
)
.
Similarly, if we are given a self-adjoint operator w on the two-particle
space H⊗s H, we may introduce its second-quantization
W := 0⊕ 0⊕
⊕
n>2
 ∑
16j<k6n
wij
 = 0⊕ 0⊕⊕
n>2
(
n(n− 1)
2
w ⊗s 1n−2
)
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where wij acts on the ith and jth particles. The corresponding expectation
value can then be expressed in terms of the two-particle density matrix as
TrF(H)
(
WΓ
)
= TrH⊗sH
(
wΓ(2)
)
.
Gibbs states and relative entropy. The Gibbs state associated with a Hamil-
tonian H on F(H) at temperature T > 0 is defined by
ΓT = Z
−1 exp(−H/T ),
where
Z = TrF(H)
[
exp(−H/T )]
is the corresponding partition function. Of course, this requires to have
TrF(H)[exp(−H/T )] <∞. Gibbs’ variational principle states that ΓT is the
unique minimizer of the free energy, that is, solves the minimization problem
inf
Γ>0
TrF(H) Γ=1
{
TrF(H)
(
HΓ
)
+ T TrF(H)
(
Γ log Γ
)}
.
Indeed, we have, for any state Γ,
TrF(H)
(
HΓ
)
+ T TrF(H)
(
Γ log Γ
)− TrF(H) (HΓT )− T TrF(H) (ΓT log ΓT )
= T TrF(H)
(
Γ(log Γ− log ΓT )
)
:= TH(Γ,ΓT ) > 0
which is called the relative entropy of Γ and ΓT . In this paper we will use
several important properties of the relative entropy, that will be recalled
later in Section 7. The first is that H(A,B) > 0 with equality if and only if
A = B, which corresponds to the property that ΓT is the unique minimizer
of the free energy. A proof of this may be found in [16, Thm 2.13], for
instance.
Free Gibbs states. An important role is played by Gibbs states associated
with one-particle Hamiltonians H0 in (2.8). It is possible to compute the
partition function and the density matrices of such states, as summarized in
the following well-known
Lemma 2.1 (Free Gibbs states).
Let T > 0 and h > 0 be a self-adjoint operator on H such that
TrH[exp(−h/T )] <∞.
Then the partition function of the Gibbs state associated with H0 in (2.8) is
− log TrF(H)
[
exp(−dΓ(h)/T )
]
= TrH
[
log(1− e−h/T )
]
(2.9)
and the corresponding density matrices are given by[
e−dΓ(h)/T
TrF(H)
(
e−dΓ(h)/T
)](k) = ( 1
eh/T − 1
)⊗k
. (2.10)
We recall that A⊗k is by definition restricted to the symmetric subspace
⊗ksH. The proof uses some algebraic properties of Fock spaces and it is
recalled in Appendix A. Note that the free Gibbs states belong to the class
of quasi-free states and that a generalization of Lemma 2.1, Wick’s theorem,
holds for this larger class of states [6].
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3. Derivation of the free Gibbs measures
After these preparations, we start by studying in this section the limit
T → ∞ in the non-interacting case w ≡ 0. The argument is based on a
calculation using the properties of quasi-free states in Fock space, which we
have recalled in Lemma 2.1.
3.1. Non-interacting Gaussian measure. Here we review the construc-
tion of Gaussian measures. Most of the material from this section is well-
known (see for instance [58, 9], [24, 64, 55] in Constructive Quantum Field
Theory, or [63] for the nonlinear Schro¨dinger equation), but we give some
details for the convenience of the reader.
Let h > 0 be a self-adjoint operator on a separable Hilbert space H such
that h has compact resolvent. Let {λi}i be the eigenvalues of h and let
{ui}i be the corresponding eigenvectors. We introduce a scale of spaces of
Sobolev type defined by
H
s := D(hs/2) =
{
u =
∑
j>1
αj uj : ‖u‖2Hs :=
∑
j>1
λsj|αj |2 <∞
}
⊂ H, (3.1)
for s > 0, and by H−s = (Hs)′ otherwise. The Hilbert space H(= H0) can
be identified with `2(N,C) through the unitary mapping u 7→ {αj}j>1, with
αj = 〈uj , u〉. The spaces Hs are then isomorphic to weighted `2 spaces,
Hs '
{
{αj}j>1 ⊂ C :
∑
j>1
λsj |αj |2 <∞
}
, s ∈ R,
and we will always make this identification for simplicity. Here we implicitly
assumed that dimH = ∞; in principle H could also be finite-dimensional,
which is even simpler.
We can now associate with h a Gaussian probability measure µ0 defined
by
dµ0(u) :=
∞⊗
i=1
(
λi
pi
e−λi|αi|
2
dαi
)
. (3.2)
Here dα = d<(α) d=(α) is the Lebesgue measure on C ' R2. The for-
mula (3.2) must be interpreted in the sense that the cylindrical projection
µ0,K of µ0 on the finite-dimensional space VK spanned by u1, ..., uK is the
probability measure on VK
dµ0,K(u) =
K∏
i=1
(
λi
pi
e−λi|αi|
2
dαi
)
,
for every K > 1. By [58, Lemma 1], this defines a unique measure µ0 if and
only if the µ0,K ’s satisfy the tightness condition
lim
R→∞
sup
K
µ0,K
({u ∈ VK : ‖u‖ > R}) = 0. (3.3)
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This condition is not always verified in the Hilbert space H, hence the need
to change the norm used in (3.3). A simple calculation shows that
µ0,K
({u ∈ VK : ‖u‖H1−p > R}) 6 R−2 ∫
VK
||u||2H1−p dµ0,K(u) = R−2
K∑
j=1
λ−pj .
Therefore, if we assume that∑
j>1
1
λpj
= TrH
(
1
hp
)
<∞,
for some p > 0, the tightness condition (3.3) is verified in H1−p and µ0 is
well defined in this space.
The so-defined measure µ0 satisfies a zero-one law, in the sense that,
for a subspace H1−q ⊂ H1−p with q < p, we have either µ0(H1−q) = 1 or
||u||H1−q = +∞ µ0-almost surely. Indeed,
‖u‖H1−q = +∞ µ0-almost surely
⇐⇒
∫
H1−p
e
ε‖u‖2
H1−q dµ0(u) = +∞ for some ε > 0 (3.4)
⇐⇒
∫
H1−p
‖u‖2
H1−q
dµ0(u) = TrH(h
−q) = +∞
which is called Fernique’s theorem.
In particular, taking q = 0, we see that the energy is always infinite:
〈u, hu〉 ≡ +∞ µ0-almost surely. On the other hand, taking q = 1, we see
that the mass ‖u‖H = +∞, µ0-almost surely, if and only if Tr(h−1) = +∞.
Example 3.1 (Laplacian in a bounded domain Ω ⊂ Rd [34, 63]).
Let H = L2(Ω) with Ω a bounded open subset of Rd and h = −∆ + C
with chosen boundary conditions and C > 0 such that h > 0. Then we
have Tr(h−p) < ∞ for all p > d/2, and therefore µ0 is well-defined on the
Sobolev spaces of order < 1 − d/2. The kinetic energy is always infinite:∫
Ω |∇u|2 = +∞ µ0-almost surely. For d > 2, the mass is also infinite:||u||L2(Ω) = +∞, µ0-almost surely.
Example 3.2 ((An)Harmonic oscillator).
For the harmonic-type oscillators, H = L2(Rd) and h = −∆+ |x|s, we have
Tr(h−p) < ∞ for all p > d/2 + d/s. This follows from the Lieb-Thirring
inequality of [23, Theorem 1] which gives us
Trh−p 6 2pTr(h+ λ1)
−p 6
2p
(2pi)d
∫
Rd
∫
Rd
dx dk(|k|2 + |x|s + λ1)p <∞
where λ1 > 0 is the first eigenvalue of h. In particular, for the harmonic
oscillator s = 2 we have Tr(h−p) < ∞ for all p > d. When d = 1, the
trace-class case p = 1, which we will often refer to below, requires s > 2,
which just fails to include the 1D harmonic oscillator.
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3.2. Non-interacting k-particle density matrices. In this section we
consider the k-particle density matrices of the Gibbs state described by the
measure µ0. These are formally defined by
γ
(k)
0 :=
∫
H1−p
|u⊗k〉〈u⊗k| dµ0(u). (3.5)
Note that each |u⊗k〉〈u⊗k| is bounded from⊗ks Hp−1 to⊗ks H1−p, with cor-
responding norm ‖u‖2k
H1−p
. For a p > 1 such that Tr(h−p) <∞, by Fernique’s
theorem (3.4), the measure µ0 has an exponential decay in the Hilbert space
H1−p and therefore the integral (3.5) is convergent in those spaces. Note that
each |u⊗k〉〈u⊗k| can be unbounded µ0-almost surely on
⊗k
s H (if p > 1 and
Tr(h−1) = +∞). The following says that, after averaging with the measure
µ0, the resulting operator γ
(k)
0 is actually always compact (hence bounded)
on the original Hilbert space
⊗k
s H.
Lemma 3.3 (Density matrices of the non-interacting Gibbs state).
Let h > 0 be a self-adjoint operator on H such that TrH
(
h−p
)
<∞ for some
1 6 p <∞. For every k > 1, we have
γ
(k)
0 = k! (h
−1)⊗k. (3.6)
In particular, γ
(k)
0 extends to a unique compact operator on
⊗k
s H, with
Tr⊗k
s H
(
γ
(k)
0
)p
6 (k!)p
[
TrH(h
−p)
]k
<∞.
This lemma tells us that the k-particle density matrices of the Gibbs state
µ0 are all compact operators on (tensor products of) the original Hilbert
space H, even if the measure µ0 itself lives over the bigger space H
1−p.
Proof. Assume that h has eigenvalues λ1, λ2, ... with the corresponding eigen-
functions u1, u2, ... We claim that∫
|u⊗k〉〈u⊗k| dµ0(u)
= k!
∑
i16i26···6ik
(
k∏
`=1
1
λi`
)
|ui1 ⊗s · · · ⊗s uik〉〈ui1 ⊗s · · · ⊗s uik |
||ui1 ⊗s · · · ⊗s uik ||2
= k! (h−1)⊗k. (3.7)
We recall that (ui1 ⊗s · · · ⊗s uik)i16i26···6ik forms an orthogonal basis of⊗k
s H. The proof that the second line in (3.7) equals the third can be done
by simply applying h⊗k on the right, which gives k! times the identity. The
bound on the trace then follows from (2.2).
Let us now derive the first line in (3.7). Each ui1 ⊗s · · · ⊗s uik belongs to⊗k
s H
p for every p, and therefore we can compute its expectation with the
k-particle density matrix γ
(k)
0 . Using then that∫
C
|α|2me−λ|α|2dα∫
C
e−λ|α|2dα
=
∫∞
0 r
me−λrdr∫∞
0 e
−λrdr
=
m!
λm
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and introducing the same integers m1,m2, ... as in (2.1), we find〈
ui1 ⊗s · · · ⊗s uik ,
(∫
H
|u⊗k〉〈u⊗k| dµ0(u)
)
ui1 ⊗s · · · ⊗s uik
〉
= k!
∫ k∏
`=1
|〈u, ui`〉|2dµ0(u) =
k!m1! · · ·∏k
`=1 λi`
=
k! ||ui1 ⊗s · · · ⊗s uik ||2∏k
`=1 λi`
.
If we put different indices on the right and on the left, then we get 0. Using
the orthogonality of the ui1 ⊗s · · · ⊗s uik , this ends the proof of (3.7). 
3.3. High-temperature limit. In this section we explain how the Gibbs
measure µ0 and the density matrices γ
(k)
0 defined above in (3.5) arise in the
high-temperature limit of the grand-canonical many-body quantum system.
We define the non-interacting Hamiltonian in Fock space F(H) by
H0 = 0⊕
∞⊕
n=1
(
n∑
i=1
hi
)
.
The corresponding Gibbs state is
Γ0,T = Z0(T )
−1 exp
(
−H0
T
)
(3.8)
where
Z0(T ) = TrF(H)
[
exp
(
−H0
T
)]
= 1 +
∑
n>1
Tr⊗n
s H
exp
(
−
∑n
j=1 hj
T
)
(3.9)
is the associated partition function. The state Γ0,T is quasi-free and Lemma 2.1
tells us that
− logZ0(T ) = TrH log(1− e−h/T ), (3.10)
which is finite if and only if TrH e
−h/T <∞. We always assume that
TrH
(
h−p
)
<∞ (3.11)
for some 1 6 p < ∞ which of course implies TrH e−h/T < ∞ for all T > 0.
Lemma 2.1 also gives us the formula
Γ
(k)
0,T =
(
1
eh/T − 1
)⊗k
(3.12)
for the k-particle density matrix of Γ0,T .
We recall that the Schatten space Sp(K) of a Hilbert space K is
Sp(K) :=
{
A : K→ K : ||A||p
Sp(K) := Tr |A|p = Tr(A∗A)p/2 <∞
}
.
Lemma 3.4 (Convergence to Gaussian measures).
Let h > 0 be a self-adjoint operator on H such that TrH
(
h−p
)
< ∞ for
some p > 1. Let µ0 be the Gaussian measure defined in (3.2) with k-particle
density matrix γ
(k)
0 defined in (3.5). Then, we have
k!
T k
Γ
(k)
0,T −→T→∞ γ
(k)
0 =
∫
H1−p
|u⊗k〉〈u⊗k| dµ0(u) = k! (h−1)⊗k
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strongly in the Schatten space Sp(
⊗k
s H), for every fixed k > 1. Moreover,
the number of particles in the system behaves as
lim
T→∞
TrF(H) (NΓ0,T )
T
= TrH h
−1 6∞. (3.13)
Proof. We have
1
T (eh/T − 1) 6 h
−1
and the proof follows immediately from the dominated convergence theorem
in Schatten spaces [56, Thm 2.16]. 
Due to the definition (2.6) of the density matrix Γ
(k)
0,T , the convergence is
the result (1.7) that was claimed in the introduction, in the non-interacting
case. In concrete models, all physical quantities may be expressed in terms
of the Γ(k)s. For instance, when H = L2(I) with I a bounded interval and
h = −d2/dx2 with Dirichlet boundary conditions, then we obtain for the
free Bose gas in Ω convergence of the density
Γ
(1)
0,T (x, x)
T
−→
T→∞
∫
L2(I)
|u(x)|2 dµ0(u),
and of the density of kinetic energy
Γ̂
(1)
0,T (p, p)
T
−→
T→∞
∫
L2(I)
|û(p)|2 dµ0(u),
strongly in L1(I). These quantities can be measured in experiments. The
claimed convergence follows from the continuity of the linear map γ ∈
S1(L2(I)) 7→ γ(x, x) ∈ L1(I).
4. De Finetti measures
It is possible to reformulate the previous result in terms of de Finetti
measures. We give a definition here, as we will need it to state our main
results for the interacting model in the next section. All the technical details
will be provided in Section 6 below.
As usual for problems settled in Fock space, the argument is based on
coherent states which are defined for every u ∈ H by
ξ(u) := e−
|u|2
2
⊕
j>0
1√
j!
u⊗j ∈ F(H). (4.1)
Here u ∈ H is not necessarily normalized in H, but the exponential factor
makes ξ(u) a state on F(H). An important tool is the resolution of the
identity on any finite-dimensional subspace V ⊂ H:∫
V
|ξ(u)〉〈ξ(u)|du =
(∫
V
e−|u|
2
du
)
1F(V ) = pi
dim(V )
1F(V ). (4.2)
which follows from rotational invariance of the normalized uniform measure
du on the sphere of V (Schur’s lemma). Here F(V ) is identified to a subspace
of F(H) and 1F(V ) is the associated orthogonal projection. This formula is
the starting point of all the following arguments. For any given sequence
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0 < εn → 0 (playing the role of a semi-classical parameter), we define the
anti-Wick quantization of a function b ∈ C0b (V ) at scale εn, with V an
arbitrary finite-dimensional subspace of H, by
Bεn := (εnpi)
− dim(V )
∫
V
b(u) |ξ(u/√εn)〉〈ξ(u/√εn)| du. (4.3)
The de Finetti measure of a sequence of states is then obtained by looking
at the weak limits against the anti-Wick quantization of any function b,
similarly to the semi-classical measures in finite-dimensional semi-classical
analysis (see, e.g., [21, Sec. 2.6.2]).
Definition 4.1 (de Finetti measures [3]).
Let h > 0 be a self-adjoint operator with compact resolvent and let Hs be the
scale of Sobolev spaces defined in Section 3. Let {Γn} be a sequence of states
on the Fock space F(H) (that is, Γn > 0 and Tr[Γn] = 1) and 0 < εn → 0.
We say that a measure ν on H1−p with p > 1 is the de Finetti measure of
the sequence {Γn} at scale εn, if we have
lim
n→∞
Tr
[
BεnΓn
]
=
∫
H1−p
b(u) dν(u) (4.4)
for every finite-dimensional subspace V ⊂ H and every b ∈ C0b (V ).
When ν exists, then it is unique, since a measure in a Hilbert space is
characterized by its expectation against bounded continuous functions living
over an arbitrary finite-dimensional subspace [58]. Also, due to the uniform
bound
||Bεn || 6 ||b||L∞(V ) , (4.5)
a density argument shows that it suffices to require (4.4) for all b ∈ C0b (VJ)
with VJ = span(u1, ..., uJ ) and {uj} a chosen orthonormal basis of H (which,
in our case, will always be a basis of eigenvectors of the one-particle opera-
tor h).
The above definition of ν based on coherent states is taken from [3]. The
anti-Wick quantization is not the only possible choice and we refer to [3]
for a discussion of the Weyl quantization. Another definition related to the
Wick quantization relies on density matrices and requires that
k! (εn)
k Γ(k)n ⇀
∫
H1−p
|u⊗k〉〈u⊗k| dν(u) (4.6)
weakly in ⊗ksHp−1 for all k > 1, where the weak convergence means that
k!(εnj )
k〈Ψ,Γ(k)nj Ψ〉 −→
∫
H1−p
|〈u⊗k,Ψ〉|2 dν(u), ∀Ψ ∈ ⊗ksHp−1.
The latter approach was used in [36] and in the previous section. We
remark that the convergence (4.6) of all density matrices is sufficient to
characterize the limiting measure ν uniquely since, by an argument of [36,
Section 2], a measure ν is determined completely by all of its moments∫
H1−p
|u⊗k〉〈u⊗k| dν(u).
When it applies, the Wick approach (4.6) is useful to understand the basic
principle at work. In particular, in the trace class case p = 1, it suggests that
the expectation value of N k in Γn behaves as (εn)−k → ∞ when n → ∞,
18 M. LEWIN, P. T. NAM, AND N. ROUGERIE
so that we are dealing with states essentially living on sectors containing
O(ε−1n ) → ∞ bosonic particles. In the general case p > 1, the expectation
value of N k in Γn may grow much faster than (εn)−k, but the existence
of the de Finetti measure is nevertheless a fundamental consequence of the
large size of the system under consideration [19, 31, 53, 60] and it is therefore
reasonable to expect it to hold for our states in the limit n→∞.
Because the density matrices are not always bounded for an arbitrary
sequence of states, an appropriate control is then needed. The Wick quan-
tization requires some bounds on all density matrices. When p > 1 these
bounds are difficult to prove and it will therefore be more convenient to base
our arguments on the anti-Wick quantization. In the same spirit as in [3,
Thm 6.2] and [36, Thm 2.2], we are able to prove that any sequence {Γn}
satisfying suitable estimates has a de Finetti measure ν after extraction of
a subsequence.
Theorem 4.2 (Existence of de Finetti measures).
Let h > 0 be a self-adjoint operator with compact resolvent and let Hs be the
scale of Sobolev spaces defined in Section 3. Let 0 6 Γn be a sequence of
states on the Fock space F(H), with TrF(H) Γn = 1. Assume that there exists
a real number 1 6 κ 6∞ and a sequence 0 < εn → 0 such that
Tr
[(
εndΓ(h
1−p)
)s
Γn
]
6 Cs <∞ (4.7)
for some 1 6 p <∞, and for s = κ if κ <∞ (for all 1 6 s < κ if κ = +∞).
Then there exists a Borel probability measure ν on H1−p (invariant un-
der multiplication by a phase factor) which is the de Finetti measure of a
subsequence Γnj at scale εnj . More precisely,
lim
nj→∞
TrF(H)
(
ΓnjBεnj
)
=
∫
H1−p
b(u) dν(u) (4.8)
for all b ∈ C0b (V ) with V an arbitrary finite-dimensional subspace of H (here
Bεn is the anti-Wick quantization of b that was introduced above in (4.3)).
Moreover,
k!(εnj )
k Γ(k)nj ⇀
∫
H1−p
|u⊗k〉〈u⊗k| dν(u) (4.9)
weakly in
⊗k
s H
p−1 for every integer 1 6 k < κ.
The weak convergence (4.9) in the statement means that
k!(εnj )
k〈Ψ,Γ(k)nj Ψ〉 −→
∫
H1−p
|〈u⊗k,Ψ〉|2 dν(u), ∀Ψ ∈ ⊗ksHp−1. (4.10)
This theorem generalizes existing results in several directions. First, we
emphasize that the moment bound (4.7) is only assumed to hold for 1 6 s 6
κ (here κ does not have to be an integer) and that the limit for the density
matrices is then only valid a priori for 1 6 k < κ. Note that if κ <∞, then
the convergence (4.9) does not characterize the measure ν uniquely, but the
anti-Wick quantization (4.8) always does. When p = 1 the operator h plays
no role in the statement and the result is [3, Thm. 6.2] when κ = +∞.
When p > 1, the bound involves dΓ(h1−p) instead of the number operator
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N and the final measure lives over H1−p instead of H. The proof nevertheless
goes along the lines of [3, 36] and it will be provided in Section 6.3 below.
In particular, in the non-interacting case we are able to reformulate the
results of the previous section, using Lemma 3.4 and Theorem 4.2:
Corollary 4.3 (de Finetti measure in the non-interacting case).
Let h > 0 be a self-adjoint operator on H such that TrH
(
h−p
)
<∞ for some
p > 1. Then µ0 (the Gaussian measure defined in (3.2)) is the (unique) de
Finetti measure of the sequence of quantum Gibbs states (Γ0,T ) at scale 1/T .
Proof. We have proved the convergence of all density matrices in Lemma 3.4.
As we remarked before, this determines the de Finetti measure uniquely. 
5. Derivation of the nonlinear Gibbs measures: statements
In this section we state our main result concerning the high temperature
limit of interacting quantum particles and the occurrence of the nonlinear
Gibbs measure.
As before we fix a self-adjoint operator h > 0 on a separable Hilbert
space H, such that Tr(h−p) < ∞ for some 1 6 p < ∞. We use the same
notation Hs as in the previous section for the Sobolev-like spaces based on
h. In particular, we consider the non-interacting Gaussian measure µ0 on
H1−p and the corresponding k-particle density matrices γ
(k)
0 which are given
by (3.6) and belong to the Schatten space Sp(
⊗k
s H), by Lemma 3.3.
Now we state our main theorems and, for clarity, we first discuss the
simpler case p = 1 which, for concrete models involving the Laplacian,
corresponds to space dimension d = 1.
5.1. The trace-class case. In this section we assume that
Tr(h−1) <∞,
which implies in particular that the measure µ0 lives over the original Hilbert
space H. We then consider a non-negative self-adjoint operator w on H⊗sH
such that∫
H
〈u⊗ u,w u⊗ u〉 dµ0(u) = Tr⊗2
s H
[
w h−1 ⊗ h−1] <∞. (5.1)
It is for example sufficient to assume that w is bounded.
Example 5.1 (Laplacian in 1D).
When Ω = (0, pi) is a bounded interval in R and h = −d2/dx2 with Dirichlet
boundary conditions (recall Example 3.1), the assumption (5.1) is satisfied
for
[wψ](x, y) =W (x− y)ψ(x, y)
with W ∈ Lp((−pi, pi),R+) and 1 6 p 6 ∞ or, more generally, W =
W1 +W2 with W1 a positive measure with finite mass on (−pi, pi) and W2 ∈
L∞((−pi, pi),R+). Indeed,
TrL2(Ω×Ω)
[
W (x− y)(−d2/dx2)−1(−d2/dy2)−1]
=
∫ pi
0
∫ pi
0
W (x− y)G(x, x)G(y, y) dx dy (5.2)
20 M. LEWIN, P. T. NAM, AND N. ROUGERIE
where
G(x, y) =
2
pi
∑
n>1
1
n2
sin(nx) sin(ny)
is the integral kernel of (−d2/dx2)−1. From this formula it is clear that
x 7→ G(x, x) is in L1(0, pi)∩L∞(0, pi), and (5.2) is finite under the previous
assumptions on W . The delta function W = δ0 is allowed, which leads to
the Gibbs measure built on the defocusing non-linear Schro¨dinger functional.
The situation is of course exactly the same in an arbitray bounded interval
Ω = (a, b) in R, with any other boundary condition, but −d2/dx2 then has
to be replaced by −d2/dx2 + C in order to ensure h > 0.
Example 5.2 ((An)Harmonic oscillator in 1D).
We have mentioned in Example 3.2 that h = −d2/dx2 + |x|s on L2(R)
satisfies
Tr(h−1) <∞ for s > 2.
As in the previous example, the assumption (5.1) is then satisfied for W ∈
Lp(R,R+) with 1 6 p 6 ∞ or, more generally, W = W1 +W2 with W1 a
positive measure with finite mass on R and W2 ∈ L∞(R,R+). The argument
is the same as in Example (5.1) with, this time,
G(x, y) :=
(− d2/dx2 + | · |s)−1(x, y).
We have ∫
R
G(x, x) dx = Trh−1 <∞
and, using that
− d
2
dx2
+ |x|s > ε
(
− d
2
dx2
+ 1
)
for all ε 6 λ1/(1 + λ1) where λ1 is the first eigenvalue of h, we deduce
G(x, x) 6
1
2piε
∫
R
dk
k2 + 1
<∞.
Therefore x 7→ G(x, x) is in L1(R) ∩ L∞(R) and the conclusion follows.
We remark that (5.1) implies that 〈u⊗ u,wu⊗ u〉 > 0 is finite µ0-almost
surely, and therefore it makes sense to define the relative partition function
zr :=
∫
H
exp
(
− 〈u⊗ u,wu⊗ u〉
)
dµ0(u), (5.3)
which is a number in (0, 1]. The nonlinear Gibbs measure is then
dµ(u) = z−1r exp
(
− 〈u⊗ u,wu ⊗ u〉
)
dµ0(u). (5.4)
Like for µ0, the corresponding k-particle density matrices are in the trace-
class since we have the operator inequality∫
H
|u⊗k〉〈u⊗k| dµ(u) 6 (zr)−1
∫
H
|u⊗k〉〈u⊗k| dµ0(u) = (zr)−1k! (h−1)⊗k.
(5.5)
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The many-particle interacting quantum system is described by the Hamil-
tonian
Hλ = H0 + λW = 0⊕ h⊕
∞⊕
m=2
 m∑
i=1
hi + λ
∑
16i<j6m
wij
 (5.6)
on the Fock space F(H). Similarly to the non-interacting case, we consider
the Gibbs state
Γλ,T = Zλ(T )
−1 exp
(
−Hλ
T
)
with Zλ(T ) = TrF(H)
{
exp
(
−Hλ
T
)}
.
(5.7)
That Zλ(T ) is finite follows from the fact that Hλ > H0 since W > 0, which
gives
Zλ(T ) 6 TrF(H)
{
exp
(
−H0
T
)}
= Z0(T ) <∞.
Our main theorem states that the density matrices of the interacting
quantum state converge to that given by the nonlinear Gibbs measure, pro-
vided that the coupling constant scales as
λ ∼ 1/T
which, as will be explained below, places us in the mean-field regime.
Theorem 5.3 (Convergence to nonlinear Gibbs measures, p = 1).
Let h > 0 and w > 0 be two self-adjoint operators on H and H⊗s H respec-
tively, such that
TrH
(
h−1
)
+TrH⊗sH
(
w h−1 ⊗ h−1) <∞. (5.8)
Let Γλ,T be the grand-canonical quantum Gibbs state defined in (5.7) and let
Zλ(T ) be the corresponding partition function. Then we have
lim
T→∞
Tλ→1
Zλ(T )
Z0(T )
= zr (5.9)
where zr is the nonlinear relative partition function defined in (5.3). Fur-
thermore, the nonlinear Gibbs measure µ defined in (5.4) is the (unique) de
Finetti measure of (Γλ,T ) at scale 1/T : we have the convergence
TrF(H)
(
Γλ,TB1/T
) −→
T→∞
Tλ→1
∫
H
b(u) dµ(u) (5.10)
for every b ∈ C0b (V ) with V an arbitrary finite-dimensional subspace of H
and B1/T its anti-Wick quantization (4.3), as well as
k!
T k
Γ
(k)
λ,T −→T→∞
Tλ→1
∫
H
|u⊗k〉〈u⊗k| dµ(u) (5.11)
strongly in the trace-class for every fixed k > 1.
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When H is a finite-dimensional space, a version of this theorem was proved
in [26], in a canonical setting (see also [25, 32]). A grand-canonical analogue
is treated in [33, Chapter 3], where also the time-dependent correlation
functions of the Gibbs states are considered. We refer to [53, Appendix B]
for a discussion of the finite dimensional setting more related to that we
shall do here. Before turning to the more general case p > 1, we discuss the
scaling of the coupling constant λ.
Intuitive picture: the semi-classical regime. For simplicity of notation, let
us assume that H = L2(I) with I a bounded interval in R, that h = −d2/dx2
and that w is the multiplication operator by W (x− y). In physics, the op-
erator H is then often written using the creation and annihilation operators
a(x) and a(x)† of a particle at x ∈ I. These are operator-valued distributions
which are such that
a(f)† =
∫
I
f(x) a(x)† dx
where a(f)† is the usual creation operator recalled in Section 6.1 below.
They satisfy the canonical commutation relations
a(y) a(x)† − a(x)†a(y) = δ(x− y).
Then one may write
Hλ =
∫
I
∇a(x)† · ∇a(x)dx+ λ
2
∫∫
I×I
W (x− y)a(x)†a(y)†a(y)a(x) dx dy.
(5.12)
The convergence of the non-interacting density matrices in Lemma 3.4 can
be reformulated by saying that〈
a†(f1) · · · a†(fk)a(gk) · · · a(g1)
〉
Γ0,T
T k
(5.13)
admits a limit as T → ∞ for every k > 1 and every functions fi, gi. We
expect the same to be true for the interacting Gibbs state. Therefore, we
want to think of 1/
√
T as a semi-classical parameter and we introduce new
creation and annihilation operators
b := a/
√
T , b† := a†/
√
T .
We expect that the operators b and b† are bounded independently of T
when tested against our Gibbs state Γλ,T , similarly as in (5.13). The choice
λ ∼ 1/T is then natural to make the two terms of the same order in (5.12).
When Tr(h−1) <∞ the interacting Gibbs state will be proved to have O(T )
particles in average, which then confirms the previous intuition. As we will
explain in the next section, the situation is more involved if Tr(h−1) =∞.
The commutator between the new operators tends to zero in the limit:
b(y) b(x)† − b(x)†b(y) = δ(x− y)
T
→ 0.
This will lead to the effective nonlinear classical model. The latter is ob-
tained by replacing b(x) by a function u(x), b(x)† by its adjoint u(x), leading
to the nonlinear Hartree energy
E(u) =
∫
I
|∇u(x)|2 dx+ 1
2
∫∫
I×I
W (x− y)|u(x)|2|u(y)|2 dx dy.
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The formal semi-classical limit is obtained by replacing the trace by an
integral over the phase space (here H = L2(I)):
TrF(H)
{
exp
(
−H1/T
T
)}
∼
T→∞
(
T
pi
)dimH ∫
H
exp (−E(u)) du. (5.14)
Usually, dimH is infinite and the previous expression does not make sense.
Fortunately, the infinite constant (T/pi)dimH cancels when we consider the
relative partition function Zλ(T )/Z0(T ) and this is how the nonlinear rela-
tive partition function zr arises.
In a finite dimensional space H, the limit (5.14) can be justified by well-
known semi-classical techniques, and this provides an alternative proof of
the main result in [26], details of which may be found in [53, Appendix B].
In that case Zλ(T ) and Z0(T ) may be studied separately and there is no
need to consider the ratio Zλ(T )/Z0(T ). Our goal in the next section will
be to adapt these methods to the case of an infinite-dimensional space H.
The main idea is of course to always deal with relative quantities instead of
dangerous expressions like in (5.14).
5.2. The general case. When
Tr(h−1) = +∞ but Tr(h−p) <∞ for some p > 1,
we are forced to consider the negative Sobolev type space H1−p, where our
final nonlinear Gibbs measure lives. The intuitive picture discussed above is
more involved: even if we still expect that the new creation and annihilation
operators b and b† are of order one (when tested against Γλ,T ), the average
particle number itself grows faster than T ,
TrF(H)(NΓλ,T )
T
=
∫
〈b†(x) b(x)〉Γλ,T dx −→
T→∞
λT→1
+∞,
leading to a state with infinitely many particles in the limit. The main
difficulty is then the lack of control on the density matrices, which are all
unbounded in the trace class.
In order to deal with this pathological case, we will put strong assumptions
on the interaction operator w which do not cover anymore functions of
the form W (x − y) when H = L2(Ω). We would like to think of w as a
regularized interaction and we do not discuss here how the regularization
could be removed by using renormalization techniques. We therefore assume
that w is a bounded non-negative self-adjoint operator on H ⊗s H which
satisfies an estimate of the form
0 6 w 6 Ch1−p
′ ⊗ h1−p′ (5.15)
for some p′ > p. Under this assumption, w naturally extends to an operator
from H1−p ⊗s H1−p to its predual Hp−1 ⊗s Hp−1 and we have, similarly as
before,∫
H1−p
〈u⊗ u,wu⊗ u〉 dµ0(u) = Tr⊗2
s H
(
wh−1 ⊗ h−1) 6 C[Tr(h−p′)]2 <∞.
In particular, 〈u⊗ u,wu ⊗ u〉 (interpreted as a duality product on Hp−1 ⊗s
Hp−1) is finite µ0 almost surely and this allows us to define the interacting
measure µ on H1−p by the same formula (5.4) as in the previous section.
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The typical example we have in mind is that of w a finite rank operator,
with smooth eigenvectors in Hp
′−1 ⊗s Hp′−1.
Our result in the case p > 1 is similar but weaker than Theorem 5.3.
Theorem 5.4 (Convergence to nonlinear Gibbs measures, p > 1).
Let h > 0 and w > 0 be two self-adjoint operators on H and H⊗s H respec-
tively. We assume that
• TrH
(
h−p
)
<∞ for some 1 < p <∞,
• 0 6 w 6 Ch1−p′ ⊗ h1−p′ for some p′ > p.
Let Γλ,T be the grand-canonical quantum Gibbs state defined in (5.7) and
let Zλ(T ) be the corresponding partition function. Then µ is the unique
de Finetti measure of Γλ,T at scale 1/T and we have the same convergence
results (5.9) and (5.10) as in Theorem 5.3 (with H replaced by H1−p). Fur-
thermore,
Γ
(1)
λ,T
T
−→
T→∞
Tλ→1
∫
H1−p
|u〉〈u| dµ(u) (5.16)
strongly in the Schatten space Sp(H).
The limit for the partition functions and for the anti-Wick observables
is the same as in Theorem 5.3, but we are only able to deal with the one-
particle density matrix, in the Schatten space Sp. Unfortunately, although
the limiting density matrices
γ(k) :=
∫
H1−p
|u⊗k〉〈u⊗k| dµ(u)
belong to Sp(
⊗k
s H) for all k > 2 by the same argument as in (5.5), we are
not able to derive the appropriate estimates on Γ
(k)
λ,T in S
p, when k > 2, and
obtain the convergence of higher density matrices. We hope to come back
to this problem in the future.
The rest of the paper is devoted to the proof of our results. Our approach
is based on de Finetti measures (which we have already defined before), in
the same spirit as in [3, 36], and on a Berezin-Lieb type inequality for the
relative entropy. These tools are introduced in the next two sections, before
we turn to the actual proof of the main results.
6. Construction of de Finetti measures via coherent states
In this section we provide the proof of Theorem 4.2 and we discuss in
details the construction of de Finetti measures. We follow here ideas from [3,
36] and we start with a complement to Section 2 on the classical properties
of Fock spaces, which include those of coherent states.
6.1. Grand canonical ensemble II. We start by defining creation and
annihilation operators, which are useful when dealing with coherent states.
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Creation and annihilation operators. In the Fock space F(H), it is useful to
introduce operators relating the different n-particle sectors. The creation
operator a†(f) on F(H) is defined for every f ∈ H by
a†(f)
(
ψ0 ⊕ ψ1 ⊕ · · ·
)
= 0⊕ (ψ0f)⊕ (f ⊗s ψ1)⊕ · · · .
In particular, it maps an n-particle state to an (n + 1)-particle state. Its
(formal) adjoint is denoted by a(f) and it is anti-linear with respect to f .
Its action on a n-particle vector is
a(f)
(
g1⊗s · · ·⊗sgn
)
= 〈f, g1〉g2⊗s · · ·⊗sgn+· · ·+〈f, gn〉g1⊗s · · ·⊗sgn−1.
These operators satisfy the canonical commutation relations{
a(g)a†(f)− a†(f)a(g) = 〈g, f〉1F(H)
a(g)a(f)− a(f)a(g) = 0.
The creation and annihilation operators are useful to express some rel-
evant physical quantities. For instance, the k-particle density matrix of a
state Γ, defined in (2.6), is characterized by the property that
〈f1 ⊗s · · · ⊗s fk,Γ(k)g1 ⊗s · · · ⊗s gk〉 = TrF(H)
(
a†(gk)...a
†(g1)a(f1)...a(fk)Γ
)
(6.1)
for all f1, ..., fk, g1, ..., gk ∈ H.
Localization in Fock space. If the one-particle Hilbert space H is a direct
sum of two subspaces, H = H1 ⊕ H2, then the corresponding Fock spaces
satisfy the factorization property
F(H) ' F(H1)⊗F(H2) (6.2)
in the sense of unitary equivalence. For basis sets (fi) and (gi) of H1 and
H2 respectively, the unitary map is simply
f1 ⊗s · · · ⊗s fn ⊗s g1 ⊗s · · · ⊗s gm 7→ (f1 ⊗s · · · ⊗s fn)⊗ (g1 ⊗s · · · ⊗s gm).
The two corresponding annihilation operators on F(H1) and F(H2) are just
a1(f) ' a(P1f) and a2(g) ' a(P2g) where 1 = P1+P2 are the corresponding
orthogonal projections. Then, for any state Γ on F(H), we define its local-
ization ΓP1 in P1 (which we also sometimes denote by ΓH1) as the partial
trace
ΓP1 := TrH2 [Γ]
or, equivalently,
TrF(H1)[AΓP1 ] = TrF(H)[A⊗ 1F(H2)Γ]
for every bounded operator A on F(H1). The localized state is always a
state, that is, it satisfies ΓP1 > 0 and TrF(H1) ΓP1 = 1. For a state commuting
with N and having finite moments to any order4, ΓP is characterized by the
property that the density matrices are localized in a usual sense:
(ΓP )
(k) = P⊗kΓ(k)P⊗k, ∀k > 1.
This can be used to provide an explicit formula for ΓP , see [35, Rmk 13 &
Ex. 10]. Localization is a fundamental concept for many-particle quantum
4I.e. TrF(H)[N
αΓ] < Cα for any α > 0.
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systems. See for instance [29, Appendix A] for its link with entropy and [35]
for the associated weak topology.
Coherent states. For every vector u in H (which is not necessarily normal-
ized), we denote the Weyl unitary operator on F(H) by
W (u) := exp(a†(u)− a(u)).
A coherent state is a Weyl-rotation of the vacuum:
ξ(u) :=W (u)|0〉 := exp(a†(u)− a(u))|0〉 = e−|u|2/2
⊕
n>0
1√
n!
u⊗n.
We have already mentioned the resolution of the identity on any finite-
dimensional subspace V ⊂ H:∫
V
W (u)|0〉〈0|W (u)∗du =
(∫
V
e−|u|
2
du
)
1F(V ) = pi
dim(V )
1F(V ). (6.3)
With the identification F(H) = F(V )⊗F(V ⊥), F(V ) is identified to F(V )⊗
|0V ⊥〉 where |0V ⊥〉 is the vacuum of F(V ⊥). Coherent states satisfy many
interesting algebraic properties. For instance, creation and annihilation op-
erators are translated by a constant when rotated by a Weyl unitary:
W (f)∗a†(g)W (f) = a†(g)+ 〈f, g〉, W (f)∗a(g)W (f) = a(g)+ 〈g, f〉. (6.4)
From this we conclude that coherent states are eigenfunctions of the anni-
hilation operator:
a(g)ξ(f) = 〈g, f〉ξ(f), ∀f, g ∈ H. (6.5)
Similarly, the k-particle density matrix of ξ(u) is[|ξ(u)〉〈ξ(u)|](k) = |u⊗k〉〈u⊗k|. (6.6)
6.2. Finite-dimensional lower symbols. For any state Γ on F(H) and
any finite-dimensional subspace V ⊂ H, we define the lower symbol (or
Husimi function) on V by
µεV,Γ(u) := (εpi)
− dim(V )
〈
ξ(u/
√
ε),ΓV ξ(u/
√
ε)
〉
F(H)
, (6.7)
where ΓV = TrF(V ⊥)(Γ) is the associated localized state defined using the
isomorphism of Fock spaces F(H) ' F(V )⊗F(V ⊥) recalled above.
Lemma 6.1 (Cylindrical projections).
The cylindrical projection of µεV1,Γ onto a subspace V2 ⊂ V1 is µεV2,Γ.
Proof. We denote u = v2 + v
⊥
2 with v2 ∈ V2 and v⊥2 ∈ V ⊥2 = V1 	 V2. Then
we remark that W (u) =W (v2)W (v
⊥
2 ) due to the fact that a(v2) and a(v
⊥
2 )
commute and, therefore,
|ξ(u)〉〈ξ(u)| ' |ξ(v2)〉〈ξ(v2)| ⊗ |ξ(v⊥2 )〉〈ξ(v⊥2 )|.
In particular,
(pi)− dim(V1)
∫
V ⊥2
|ξ(v2 + v⊥2 )〉〈ξ(v2 + v⊥2 )| dv⊥2 = (εpi)− dim(V2)|ξ(v2)〉〈ξ(v2)|
and the result follows. 
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Link with density matrices. With the Husimi function µεV,Γ at hand, it is
natural to consider the state in the Fock space F(V )∫
V
|ξ(u/√ε)〉〈ξ(u/√ε)| dµεV,Γ(u)
and its k-particle density matrix
k!ε−k
∫
V
|u⊗k〉〈u⊗k| dµεV,Γ(u).
A natural question is to ask whether these density matrices approximate the
density matrices Γ(k) of the original state Γ, in the limit ε → 0. We have
the following explicit formula.
Lemma 6.2 (Lower symbols and density matrices).
We have on
⊗k
s V∫
V
|u⊗k〉〈u⊗k| dµεV,Γ(u) = k!εk
k∑
`=0
(
k
`
)
Γ
(`)
V ⊗s 1⊗k−`s V (6.8)
where we recall the convention (2.3) and where Γ
(`)
V = (PV )
⊗`Γ(`)(PV )
⊗` is
the `-particle density matrix of the localized state ΓV on V . In particular,
we have the upper bound
k!εk (PV )
⊗kΓ(k)(PV )
⊗k
6
∫
V
|u⊗k〉〈u⊗k| dµεV,Γ(u) (6.9)
as operators on
⊗k
s V .
The lemma is similar to [18, eq. (6)] and [38, Thm. 2.2], see also [30].
Proof. By [38, Lem. 4.1], expectations against Hartree products determine
the state and it therefore suffices to prove that∫
V
|〈u, v〉|2k dµεV,Γ(u) = k!εk
k∑
`=0
(
k
`
)〈
v⊗`,Γ
(`)
V v
⊗`
〉
.
From the definition of the `-particle density matrix, we have
〈
v⊗`,Γ
(`)
V v
⊗`
〉
=
〈
v⊗s`,Γ
(`)
V v
⊗s`
〉
`!
=
Tr
[
a†(v)`a(v)`Γ
]
`!
.
On the other hand, using (6.5) we can write
ε−k
∫
V
|〈u, v〉|2k dµεV,Γ(u)
= (εpi)− dim(V )ε−k
∫
V
|〈u, v〉|2k〈ξ(u/√ε),Γξ(u/√ε)〉 du
= (εpi)− dim(V )
∫
V
〈
a(v)kξ(u/
√
ε),Γa(v)kξ(u/
√
ε)
〉
du
= Tr
[
a(v)ka†(v)kΓ
]
.
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Therefore the result follows from the formula
a(v)ka†(v)k =
k∑
`=0
(
k
`
)
k!
`!
a†(v)`a(v)`, (6.10)
see for instance [38, Lem. 4.2]. 
Remark 6.3 (Moments estimates).
It is clear from formula (6.8) that in any finite-dimensional space V , we
have ∫
V
‖u‖2sdµεV,Γ(u) 6 Cs,V TrF(V )
[
(εN )sΓV
]
(6.11)
for any state Γ and all integers s > 1 (the constant Cs,V only depends on s
and dim(V )). By complex interpolation, we deduce that the same holds for
any real number s > 1.
Remark 6.4 (A quantitative bound).
In the same spirit as [18, 38], from (6.8) and (2.4) we deduce the following
quantitative estimate∣∣∣∣∣∣∣∣k!εkΓ(k)V − ∫
V
|u⊗k〉〈u⊗k| dµεV,Γ(u)
∣∣∣∣∣∣∣∣
S1(⊗ksV )
= k!εk
k−1∑
`=0
(
k
`
)
Tr
(
Γ
(`)
V ⊗s 1⊗k−`s V
)
6 k!εk
k−1∑
`=0
(
k
`
)(
k − `+ d− 1
d− 1
)
Tr
[
Γ
(`)
V
]
6 εk
k−1∑
`=0
(
k
`
)2 (k − `+ d− 1)!
(d− 1)! Tr
[N `ΓV ] (6.12)
with d = dim(V ). We remark that if Γ is an N -particle state and ε = 1/N ,
then the error term is
1
N
k−1∑
j=0
(
k
j + 1
)2 (j + d)!
(d− 1)!
1
N j
.
For fixed k, d > 1 the latter behaves as k2d/N in the limit N → ∞. This
is similar to the bound 4kd/N proved in [19] and reviewed in [38], which
was based on a resolution of the identity involving Hartree states instead of
coherent states.
We are now able to provide the proof of Theorem 4.2.
6.3. Construction of de Finetti measures: proof of Theorem 4.2.
We have
Tr
(
(εnh
1−p)⊗kΓ(k)n
)
6 Ck (6.13)
for all 1 6 k 6 κ (all 1 6 k < κ if κ = +∞), due to our assumption (4.7).
Let {uj} be a basis of eigenvectors of h. First we fix the finite-dimensional
space V = VJ := span(u1, ..., uJ ) with corresponding orthogonal projection
P = PJ . Let {Γn}P be the P -localized state in the Fock space F(V ),
whose density matrices are (Γn)
(k)
P = P
⊗kΓ
(k)
n P⊗k and we denote by µ
εn
V,Γn
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the Husimi function as defined in Section 6.2. Inserting Formula (6.8) and
arguing as in (6.12), we find that∣∣∣ ∫
V
||u||2kH1−p dµεnV,Γn(u)− k!εknTr
[
(h1−p)⊗k(PV )
⊗kΓ
(k)
V (PV )
⊗k
]∣∣∣ 6 Ck,V εn
(6.14)
with a constant that depends on V and on the constants in (6.13). In
particular, we have∫
V
||u||2kH1−p dµεnV,Γn(u) 6 Ck +Ck,V εn, ∀1 6 k 6 κ. (6.15)
This is for integer k but, as in (6.11), we have a similar estimate∫
V
‖u‖2s
H1−p
dµεnV,Γn(u) 6 Cs,V (6.16)
for all 1 6 s 6 κ (1 6 s < κ if κ = +∞). Therefore the sequence µεnV,Γn is
tight and we may assume, after extraction of a subsequence, that µεnV,Γn con-
verges to a probability measure νV on V . From the moment estimates (6.16),
we also have ∫
V
|u⊗k〉〈u⊗k|dµεnV,Γn(u)→
∫
V
|u⊗k〉〈u⊗k|dνV (u) (6.17)
(the convergence is in a finite-dimensional space, hence strong). By a di-
agonal argument, we can assume convergence to a measure νVJ for every
J > 1.
From the bound (6.15) we get∫
V
||u||2kH1−p dνV (u) 6 Ck
with a constant depending on k but not on V . Using this for k = 1, we
deduce immediately from [58, Lemma 1] that there exists a measure ν on
H1−p whose cylindrical projections are νV , since
R2νV
(
{u ∈ V : ||u||H1−p > R}
)
6
∫
V
||u||2H1−p dνV (u) 6 C.
Finally, recalling (4.3), we can write for every b ∈ C0b (VJ)∫
VJ
b(u) dµεnV,Γn = Tr
[
BεnΓn]
and therefore the convergence against anti-Wick observables as in (4.4) fol-
lows immediately from the convergence of the Husimi measures, if V = VJ
for some J . As we have already mentioned in Section 4, the case of a general
V follows from (4.5) by density.
As for (4.9), we note that the bound (4.7) implies that, after possibly a
further extraction,
k!(εnj )
k〈Ψ,Γ(k)nj Ψ〉
has a limit for all 1 6 k < κ and Ψ ∈ ⊗ksHp−1. The identification of the limit
as given by the right-hand side of (4.10) proceeds by arguments similar as
above.

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7. A lower bound on the relative entropy
We recall that the relative entropy of two states Γ and Γ′ on F(H) is
defined by
H(Γ,Γ′) = TrF(H)
[
Γ(log Γ− log Γ′)] .
It is a positive number which can in principle be equal to +∞. An important
property of the relative entropy is its monotonicity under two-positive trace-
preserving maps. That is, if we have a linear map Φ : B(K1)→ B(K2) which
satisfies (
A11 A12
A21 A22
)
> 0 =⇒
(
Φ(A11) Φ(A12)
Φ(A21) Φ(A22)
)
> 0
for all operators Aij on K1 and Tr(Φ(A)) = Tr(A) for all A, then
H(Φ(A),Φ(B)) 6 H(A,B),
see [51, 52].
An important two-positive trace-preserving map is the localization Γ 7→
ΓV to a subspace V ⊂ H, which is defined by using the isomorphism F(H) '
F(V ) ⊗ F(V ⊥) and by taking the partial trace with respect to the second
Fock space, as recalled in Section 6.1. In particular, we deduce that
H(Γ,Γ′) > H(ΓV ,Γ′V ). (7.1)
It can be shown that
H(Γ,Γ′) = lim
k→∞
H(ΓVk ,Γ′Vk)
if Vk is any increasing sequence of subspaces of H such that the corresponding
orthogonal projections Pk → 1 strongly (see [51, Cor. 5.12], as well as [39,
Thm. 2] for a similar result).
In a similar fashion, the relative entropy of two probability measures on
a Hilbert space K is defined by
Hcl(µ, µ′) :=
∫
K
dµ
dµ′
(u) log
(
dµ
dµ′
(u)
)
dµ′(u)
where dµ/dµ′ is the density of µ relatively to µ′. If µ is not absolutely
continuous with respect to µ′, then Hcl(µ, µ′) = +∞. The classical relative
entropy is also monotone in the sense that
Hcl(µ, µ′) > Hcl(µV , µ′V ) (7.2)
for any subspace V ⊂ K, where µV and µ′V are the associated cylindrical
projections of µ and µ′. Similarly as in the quantum case, one has
Hcl(µ, µ′) = lim
k→∞
Hcl(µVk , µ′Vk). (7.3)
Our next result gives a lower bound on the relative entropy of two quan-
tum states in terms of the corresponding de Finetti measures constructed
in Theorem 4.2.
Theorem 7.1 (Relative entropy: quantum to classical).
Let Γ and Γ′ be two states on F(H) and let V ⊂ H be a finite dimensional-
subspace. Then we have
H(Γ,Γ′) > H(ΓV ,Γ′V ) > Hcl(µεV,Γ, µεV,Γ′) (7.4)
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where µεV,Γ and µ
ε
V,Γ′ are the Husimi measures defined in Section 6.2.
In particular, if we have εn → 0 and two sequences of states {Γn} and
{Γ′n} satisfying the assumptions of Theorem 4.2, then
lim inf
n→∞
H(Γn,Γ′n) > Hcl(µ, µ′) (7.5)
where µ and µ′ are the de Finetti probability measures of {Γn} and (Γ′n)
respectively, on H1−p (after extraction of a subsequence).
Proof. We have already explained thatH(Γ,Γ′) > H(ΓV ,Γ′V ), since localiza-
tion is a 2-positive trace-preserving map. To prove the second inequality in
(7.4), we can work in the finite-dimensional space V . We are going to use a
Berezin-Lieb type inequality for the relative entropy, which is the equivalent
of well known techniques for the entropy [8, 40, 57].
Lemma 7.2 (Berezin-Lieb inequality for the relative entropy).
Assume that we have a resolution of the identity in a Hilbert space K, of the
form: ∫
M
|nx〉〈nx| dζ(x) = 1K, (7.6)
where ζ is a positive Borel measure on M ⊂ RN and x ∈ M 7→ nx ∈ SK =
{u ∈ K, ||u|| = 1} is continuous. For a trace-class operator A > 0 on K, we
define the corresponding Husimi Borel measure (or lower symbol) on M by
dmA(x) = 〈x,Ax〉 dζ(x).
Then we have
H(A,B) > Hcl(mA,mB) (7.7)
for any states A,B > 0 on K.
We postpone the proof of this result and apply it directly to our situation.
In the Fock space F(V ) we have the resolution of the identity (4.2) and the
Husimi function µεΓ,V is exactly defined as in the lemma. Therefore we
immediately conclude that H(ΓV ,Γ′V ) > Hcl(µεV,Γ, µεV,Γ′).
In order to prove (7.5), we first localize to the finite dimensional space
V ⊂ H ⊂ H1−p spanned by the J first eigenfunctions of h. By monotonicity
of the relative entropy and (7.4), we find that
lim inf
n→∞
H(Γn,Γ′n) > lim infn→∞ H
({Γn}V , {Γ′n}V ) > lim infn→∞ Hcl(µεnV,Γn , µεnV,Γ′n).
By definition of the de Finetti measures in the proof of Theorem 4.2, we
have µεnV,Γn ⇀ µV and µ
εn
V,Γ′n
⇀ µ′V . The relative entropy is jointly convex,
hence lower semi-continuous and we get
lim inf
n→∞
H(Γn,Γ′n) > Hcl(µV , µ′V ).
To conclude (7.5) we remove the localization by passing to the limit J →∞
using (7.3). 
It remains to provide the
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Proof of Lemma 7.2. We write the proof for a discrete resolution of the iden-
tity in a finite-dimensional space K:
K∑
k=1
mk|xk〉〈xk| = 1, mk > 0.
The general case can be proved by passing to the limit. The map
A 7→

m1 〈x1, Ax1〉
m2 〈x2, Ax2〉
. . .
mK 〈xK , AxK〉

is two-positive [59] and trace-preserving, from B(K) to B(CK). So we get
immediately from the monotonicity that
H(A,B) >
K∑
k=1
H(mk〈xk, Axk〉,mk〈xk, Bxk〉)
=
K∑
k=1
mk〈xk, Axk〉 log
( 〈xk, Axk〉
〈xk, Bxk〉
)
,
which is what we wanted. 
In this section we have used that the relative entropy is both mono-
tone with respect to two-positive trace-preserving maps, and jointly convex.
These are two (equivalent) properties which play an important role in statis-
tical physics and quantum information theory [65, 51, 16]. They are indeed
also equivalent to the strong subadditivity of the entropy, which was proved
by Lieb and Ruskai in [42, 43].
8. Derivation of the nonlinear Gibbs measures: proofs
In this final section we provide the proof of Theorems 5.3 and 5.4. Some
of our arguments are common to the two results and they will be written in
the general case p > 1. Some other parts are much simper in the case p = 1
and will then be singled out. We will prove that
lim
T→∞
λT→1
Zλ(T )
Z0(T )
= zr =
∫
H1−p
exp
(−〈u⊗2, wu⊗2〉) dµ0(u) (8.1)
by showing
− lim
T→∞
λT→1
log
(
Zλ(T )
Z0(T )
)
= − log(zr). (8.2)
We recall Gibbs’ variational principle which states that
−T log(Tr(e−A/T )) = Tr(AΓA) + T TrΓA log(ΓA)
= min
Γ>0
TrΓ=1
{
Tr(AΓ) + T TrΓ log(Γ)
}
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with ΓA := e
−A/T /Tr(e−A/T ). Also, we recall that
− log Zλ(T )
Z0(T )
= H(Γλ,T ,Γ0,T ) + λ
T
Tr
(
wΓ
(2)
λ,T
)
(8.3)
= min
Γ>0
Tr Γ=1
{
H(Γ,Γ0,T ) + λ
T
Tr
(
wΓ(2)
)}
, (8.4)
where H is the relative entropy. In a similar manner, we have
− log(zr) = min
ν proba.
measure on H1−p
{
Hcl(ν, µ0) + 1
2
∫
H1−p
〈u⊗ u,wu⊗ u〉dν(u)
}
(8.5)
with µ being the unique minimizer. Our proof goes as follows:
Step 1: We derive some estimates on the one-particle density matrix of the
Gibbs state Γλ,T , which allow to define the limiting de Finetti measure ν
(after extraction of a subsequence), via Theorem 4.2.
Step 2: We prove the upper bound
lim sup
T→∞
λT→1
− log
(
Zλ(T )
Z0(T )
)
6 − log(zr) (8.6)
by using a suitable trial state and finite-dimensional semi-classical analysis.
Steps 3–4: We show that
lim inf
T→∞
λT→1
H(Γλ,T ,Γ0,T ) > Hcl(ν, µ0) (8.7)
using Theorem 7.1 and that
lim inf
T→∞
λT→1
TrF(H)(Γ
(2)
λ,Tw)
T 2
>
1
2
∫
H1−p
〈u⊗ u,wu⊗ u〉dν(u) (8.8)
using the definition of the de Finetti measure. This is the more difficult
step when p > 1, because of the lack of control of T−2Γ
(2)
λ,T . The lower
estimates (8.7) and (8.8) together with the variational principle provide the
lower bound
lim inf
T→∞
λT→1
− log
(
Zλ(T )
Z0(T )
)
> − log(zr), (8.9)
and the equality ν = µ.
Steps 5–6: We discuss the strong convergence of the density matrices.
Now we provide the details of the proofs.
Step 1: some uniform bounds. Before starting the proof (8.2), we estab-
lish some uniform bounds on Zλ(T )/Z0(T ) and on the one-particle density
matrix Γ
(1)
λ,T , that will be useful throughout the proof.
Lemma 8.1 (A priori bounds).
Let h > 0 and w > 0 be two self-adjoint operators on H and H⊗s H respec-
tively, such that
TrH(e
−h/T ) + TrH⊗sH(w h
−1 ⊗ h−1) <∞.
34 M. LEWIN, P. T. NAM, AND N. ROUGERIE
Let Γλ,T be the grand-canonical quantum Gibbs state defined in (5.7) and let
Zλ(T ) be the corresponding partition function. Then we have
e−(λT ) TrH⊗sH
(
wh−1⊗h−1
)
6
Zλ(T )
Z0(T )
6 1 (8.10)
and
TrH⊗sH
(
wΓ
(2)
λ,T
)
6 T 2 TrH⊗sH
(
w h−1 ⊗ h−1). (8.11)
Proof of Lemma 8.1. First we remark that
Zλ(T ) = TrF(H) e
−H+λW
T 6 TrF(H) e
− H
T = Z0(T ).
since w > 0 by assumption. On the other hand, we have by (8.4) with
Γ = Γ0,T ,
− log Zλ(T )
Z0(T )
6
λ
T
TrH⊗sH
(
wΓ
(2)
0,T
)
6 (λT )TrH⊗sH
(
wh−1 ⊗ h−1).
Here we have used that
Γ
(2)
0,T =
(
1
eh/T − 1
)⊗2
6 T 2h−1 ⊗ h−1
by Lemma 2.1. Hence we have proved that
0 6 − log Zλ(T )
Z0(T )
6 (λT )TrH⊗sH
(
wh−1 ⊗ h−1) (8.12)
which may as well be rewritten as in (8.10). The bound (8.11) follows
from (8.12) and the fact that
− log Zλ(T )
Z0(T )
= H(Γλ,T ,Γ0,T ) + (λ/T )TrH⊗sH
(
wΓ
(2)
λ,T
)
> (λ/T )TrH⊗sH
(
wΓ
(2)
λ,T
)
due to the non-negativity of the relative entropy. 
After having considered the partition function, we now prove that essen-
tially Γ
(1)
λ,T 6 C Γ
(1)
0,T when λ ∼ T−1.
Lemma 8.2 (Bounds on the one-particle density matrix).
Under the assumptions of Lemma 8.1, we have
0 6 Γ
(1)
λ,T 6 2T
(
1 + λT TrH⊗sH(wh
−1 ⊗ h−1)
)
h−1. (8.13)
In particular we get
TrF(H)
[
dΓ(h1−p)Γ
]
= TrH
[
h1−pΓ(1)
]
6 2T
(
1 + λT TrH⊗sH(wh
−1 ⊗ h−1)
)
TrH(h
−p). (8.14)
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Proof of Lemma 8.2. The proof is reminiscent of a Feynman-Hellmann ar-
gument. Let x ∈ D(h) be a fixed normalized vector and A := h1/2Pxh1/2
with Px = |x〉〈x|. Note then that 0 6 A 6 h. Using Lemma 8.1, we write
(λT )Tr
(
wh−1 ⊗ h−1)− 1
2T
TrAΓ
(1)
λ,T
> − log Zλ(T )
Z0(T )
− 1
2T
TrAΓ
(1)
λ,T
= H(Γλ,T ,Γ0,T ) + λ
T
Tr
(
wΓ
(2)
λ,T
)− 1
2T
TrAΓ
(1)
λ,T
> inf
Γ′
{
H(Γ′,Γ0,T )− 1
2T
TrA(Γ′)(1)
}
=
1
T
TrH
(
log(1− e−(h−A/2)/T )− log(1− e−h/T )
)
.
The function f(x) = − log(1−e−x) being convex, we have Klein’s inequality
Tr
(
f(A)− f(B)) > Tr f ′(B)(A−B)
for any self-adjoint operators A,B (see, e.g., [51, Prop. 3.16] and [54, Thm
2.5.2]). Therefore we obtain
(λT )Tr
(
wh−1 ⊗ h−1)− 1
2T
TrAΓ
(1)
λ,T > −
1
2T
Tr
(
A
1
e(h−A/2)/T − 1
)
> −1
2
Tr
(
A(h−A/2)−1)
> −Tr (Ah−1) = −1.
The conclusion is that〈
x, h1/2
Γ
(1)
λ,T
2T
h1/2x
〉
6 1 + (λT )Tr
(
wh−1 ⊗ h−1)
for every normalized x, which means that
h1/2
Γ
(1)
λ,T
2T
h1/2 6 1 + (λT )Tr
(
wh−1 ⊗ h−1)
in the sense of quadratic forms. Multiplying by h−1/2 on both sides gives (8.13).

Step 2: free-energy upper bound. Here we prove the upper bound by
means of a trial state argument. We treat the cases p = 1 and p > 1 at once.
Lemma 8.3 (Free-energy upper bound).
Let h > 0 and w > 0 be two self-adjoint operators on H and H⊗s H respec-
tively, such that
TrH(h
−p) + TrH⊗sH(w h
−1 ⊗ h−1) <∞
for some 1 6 p <∞. Then we have
lim sup
T→∞
λT→1
− log
(
Zλ(T )
Z0(T )
)
6 − log(zr). (8.15)
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Proof. Let J be a fixed integer and let VJ = span(u1, ..., uJ ) with associated
orthogonal projection PJ in H
1−p, where we recall that the uj ’s are the
eigenvectors of h. We recall the isomorphism of Fock spaces
F(H) ' F(VJ )⊗F(V ⊥J )
which corresponds to the decomposition
Γ0,T ' Γ6J0,T ⊗ Γ>J0,T
with
Γ6J0,T =
J∏
j=1
(eλj/T − 1) e−H6J0 /T , Γ>J0,T =
∏
j>J+1
(eλj/T − 1) e−H>J0 /T
and an obvious similar notation for the operators H6J0 and H
>J
0 of F(VJ)
and F(V ⊥J ), respectively. In the same vein, we define
Γ6Jλ,T =
e−H
6J
λ
/T
TrF(VJ ) e
−H6J
λ
/T
with H6Jλ := H
6J
0 + λW
6J where W6J is the second quantization of the
operator P⊗2J wP
⊗2
J in the Fock space F(VJ ). Now, our trial state is simply
Γ = Γ6Jλ,T ⊗ Γ>J0,T , (8.16)
that is, we use the truncated interaction in VJ and the free Gibbs state
outside of VJ . Due to the variational principle (8.4), we have
− log Zλ(T )
Z0(T )
6 H(Γ,Γ0,T ) + λ
T
Tr
[
wΓ(2)
]
.
We now estimate the terms on the right side.
Reduction to a finite dimensional estimate. For the relative entropy, we use
that H(A⊗B,C ⊗B) = H(A,C) and deduce
H(Γ,Γ0,T ) = H(Γ6Jλ,T ,Γ6J0,T ).
For the interaction term, a calculation shows that
Γ(2) = [Γ6Jλ,T ]
(2) + [Γ>J0,T ]
(2) +
1
2
(
[Γ6Jλ,T ]
(1) ⊗ [Γ>J0,T ](1) + [Γ>J0,T ](1) ⊗ [Γ6Jλ,T ](1)
)
.
Using Lemma 8.2 in the space F(VJ ) and the facts that
[Γ>J0,T ]
(2) =
(
1
eh>J/T − 1
)⊗2
6 T 2h−1(PJ )
⊥ ⊗ h−1(PJ )⊥,
[Γ>J0,T ]
(1) =
1
eh>J/T − 1 6 Th
−1(PJ)
⊥,
we conclude that
Γ(2) 6 [Γ6Jλ,T ]
(2) + T 2C
(
h−1 ⊗ h−1)(P⊥J ⊗ P⊥J + PJ ⊗ P⊥J + P⊥J ⊗ PJ)
and hence, when λ ∼ T−1,
− log Zλ(T )
Z0(T )
6 H(Γ6Jλ,T ,Γ6J0,T ) +
λ
T
Trw[Γ6Jλ,T ]
(2) + C Tr(wh−1 ⊗ (P⊥J h−1)).
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By definition, Γ6Jλ,T minimizes the sum of the first two terms, so we arrive at
− log Zλ(T )
Z0(T )
6 − log Z
6J
λ (T )
Z6J0 (T )
+ C Tr(wh−1 ⊗ (P⊥J h−1)) (8.17)
with
Z6Jλ (T ) = TrF(VJ )
(
e−H
6J
λ
/T
)
.
The last term on the right side of (8.17) is independent of T and it converges
to 0 when J → ∞ since Tr(wh−1 ⊗ h−1) is finite by assumption. But first
we are going to take the limit T →∞.
Semi-classics in the projected space. Finite-dimensional semi-classical anal-
ysis predicts that
Z6Jλ (T ) ∼T→∞
(
T
pi
)J ∫
VJ
e−〈u,hu〉−λT 〈u⊗u,wu⊗u〉 du,
Z6J0 (T ) ∼
T→∞
(
T
pi
)J ∫
VJ
e−〈u,hu〉 du.
For Z6J0 (T ), this can be justified using a direct computation:
Z6J0 (T )
T J
=
1
T J
J∏
i=1
1
1− e−λi/T −→T→∞
J∏
i=1
1
λi
= pi−J
∫
VJ
e−〈u,hu〉du. (8.18)
We only need the lower bound on Z6Jλ (T ), i.e. an upper bound on the finite-
dimensional free-energy. This is an exact estimate that does not require to
take the limit T →∞. The proof is well-known [40, 57, 45] and we quickly
discuss it for completeness.
We recall the resolution of the identity (4.2) in terms of coherent states,
from which we conclude that
TrF(VJ )
[
e−H
6J
λ
/T
]
=
T J
piJ
∫
VJ
〈
0
∣∣∣W (√Tu)∗e−H6Jλ /TW (√Tu)∣∣∣ 0〉 du.
(8.19)
By the Peierls-Bogoliubov inequality
〈
x, eAx
〉
> e〈x,Ax〉, we obtain
TrF(VJ )
[
e−H
6J
λ
/T
]
>(
T
pi
)J ∫
VJ
exp
(
−
〈
0
∣∣∣∣∣W (√Tu)∗H6JλT W (√Tu)
∣∣∣∣∣ 0
〉)
du. (8.20)
From the property (6.5) that coherent states are eigenfunctions of the an-
nihilation operator (or equivalently from the formula (6.6) of its density
matrices), one can easily show that
∀u ∈ VJ ,
〈
0
∣∣∣W (√Tu)∗H6Jλ W (√Tu)∣∣∣ 0〉 = T 〈u, hu〉+λT 22 〈u⊗ u,wu⊗ u〉
and the lower bound on Z6Jλ (T ) follows immediately.
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Passing to the limit: T →∞, then J → ∞. In conclusion, we have proved
that
− log
(
Zλ(T )
Z0(T )
)
6 − log
(
(T/pi)J
∫
VJ
e−E(u) du
Z6J0 (T )
)
+ C Tr(wh−1 ⊗ (P⊥J h−1))
−→
T→∞
− log
(∫
VJ
e−〈u⊗u,wu⊗u〉/2dµ0,J(u)
)
+ C Tr(wh−1 ⊗ (P⊥J h−1))
where
µ0,J :=
J∏
j=1
(
λj
pi
e−λj |αj |
2
dαj
)
is the cylindrical projection of µ0 onto VJ . Note that∫
VJ
e−〈u⊗u,wu⊗u〉/2dµ0,J(u) =
∫
H1−p
e−〈u⊗u,P⊗2J wP⊗2J u⊗u〉/2dµ0(u)
converges to − log(zr), by the dominated convergence theorem, and (8.15)
follows by taking the limit J →∞. 
Step 3: lower bound for p = 1. Now we explain the proof of the lower
bound in the trace-class case Tr(h−1) < ∞. By Lemma 8.2, we already
know that Γ
(1)
λ,T/T is bounded in the trace-class. The following says that the
other density matrices are bounded as well.
Lemma 8.4 (Estimates on higher moments in the trace-class case).
Let h > 0 and w > 0 be two self-adjoint operators on H and H⊗s H respec-
tively, such that
TrH(h
−1) + TrH⊗sH(w h
−1 ⊗ h−1) <∞.
Then we have
TrF(H)
[
(N/T )kΓλ,T
]
6 Cke
λT Tr(wh−1⊗h−1)(Trh−1)k. (8.21)
In particular, Γ
(k)
λ,T /T
k is bounded in the trace-class in the limit where T →
∞ and λT → 1.
Proof. Since N commutes with Hλ and W > 0, we have
TrF(H)(N/T )kΓλ,T = Zλ(T )−1T−k TrF(H)
(
N ke−H0/T−λW/T
)
6 Zλ(T )
−1T−k TrF(H)
(
N ke−H0/T
)
=
Z0(T )
Zλ(T )
T−k TrF(H)
(
N kΓ0,T
)
and the rest follows from (8.10) and the estimates on the density matrices
of Γ0,T in Section 3. 
We are now able to prove the lower bound on the relative partition func-
tion, and the fact that the density matrices of Γλ,T all converge to the
expected average involving the nonlinear Gibbs measure. Up to extraction
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of a (not relabeled) subsequence, we may assume from Theorem 4.2 that the
sequence {Γλ,T } admits ν as de Finetti measure, and that
k!T−kΓ
(k)
λ,T ⇀∗
∫
H
|u⊗k〉〈u⊗k| dν(u)
weakly-∗ in the trace class, for all k > 1. Note that since we have the uniform
upper bound Γ
(1)
λ,T /T 6 Ch
−1 by Lemma 8.2, the convergence must indeed
be strong in S1 for the first density matrix, by the dominated convergence
theorem in the trace-class [56, Thm 2.16]. We recall that
lim inf
T→∞
λT→1
(
− log Zλ(T )
Z0(T )
)
= lim inf
T→∞
(
H(Γλ,T ,Γ0,T ) + λT
T 2
Tr(wΓ
(2)
λ,T )
)
.
Since w > 0 we have, by Fatou’s lemma for operators and the de Finetti
representation formula for the weak limit of Γ
(2)
λ,T ,
lim inf
T→∞
1
T 2
Tr(wΓ
(2)
λ,T ) >
1
2
Tr
(
w
∫
H
|u⊗2〉〈u⊗2|dν(u)
)
=
1
2
∫
H
〈u⊗ u,wu ⊗ u〉dν(u).
Using then Theorem 7.1 for the relative entropy, we get
lim inf
T→∞
λT→1
(
− log Zλ(T )
Z0(T )
)
> Hcl(ν, µ0) + 1
2
∫
H
〈u⊗ u,wu⊗ u〉dν(u).
From the variational principle (8.5) the right side is bounded from below by
− log(zr). Since we have already proved the upper bound in the previous
section and since µ is the only minimizer, we conclude that ν = µ and that
lim
T→∞
λT→1
(
− log Zλ(T )
Z0(T )
)
= − log(zr).
In particular, we have the weak convergence of all the density matrices to
the desired integral representation, and the strong convergence (in the trace-
class) for k = 1.
Except for the proof of the strong convergence for k > 2 (which we post-
pone for the moment), this ends the proof of Theorem 5.3.
Step 4: lower bound for p > 1. In the case p > 1, the main difficulty
is the lack of control on the higher density matrices. We know from (8.11)
that Tr(wΓ
(2)
λ,T ) is bounded by CT
2, but we do not have a bound on Γ
(2)
λ,T
itself.
The beginning of the argument is the same as for p = 1. By Lemma 8.2,
we already know that Γ
(1)
λ,T /T is bounded in S
p and that Γ
(1)
λ,T 6 Th
−1. After
extraction of a subsequence and by the dominated convergence theorem, we
may assume
T−1Γ
(1)
λ,T −→T→∞ γ
(1)
strongly in Sp, for some limiting operator γ(1) ∈ Sp. By Theorem 4.2, we
may also assume (after extraction of a subsequence), that {Γλ,T } admits ν
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as de Finetti measure on H1−p. Hence the lower symbols
µTV := µ
1/T
V,Γλ,T
defined as in Section 6 converge to νV , for every fixed finite-dimensional
subspace V . Now, in order to mimic the argument used for p = 1, we need
the following
Proposition 8.5 (The interaction is weakly lower semi-continuous).
We have
lim inf
T→∞
Tr[wΓ
(2)
λ,T ]
T 2
>
1
2
∫
H1−p
〈
u⊗2, wu⊗2
〉
dν(u). (8.22)
The purpose of the rest of this step is to prove Proposition 8.5. The
following summarizes some estimates that we have on the higher density
matrices.
Lemma 8.6 (Moment estimates in the general case).
Let h > 0 and w > 0 be two self-adjoint operators on H and H⊗s H respec-
tively, such that
TrH(h
−p) + TrH⊗sH(w h
−1 ⊗ h−1) <∞
for some 1 6 p <∞. Then we have, for all s > 1 and all λT 6 C,
TrF(H)
[N sΓλ,T ] 6 Cs T ps (8.23)
and for all ε > 0
TrF(H)
[NdΓ(h1−p)Γλ,T ] 6 Cε T p+1+ε. (8.24)
Proof. The same argument as in Lemma 8.4 gives for s an integer
TrF(H)
[N sΓλ,T ] 6 C TrF(H) [N sΓ0,T ]
6 C
[
TrH(e
h/T − 1)−1]s
6 C
[
TrH(h/T )
−p
]s
= CT ps
[
TrH h
−p]s.
The argument follows for all s > 1 by interpolation. For the other estimate,
we use Ho¨lder’s inequality (and the fact that N commutes with dΓ(h1−p))
to obtain
Tr
[
dΓ(h1−p)NΓλ,T
]
6
(
Tr
[
dΓ(h1−p)Γλ,T
])1−θ(
Tr
[
dΓ(h1−p)N 1/θΓλ,T
])θ
6 Cθ
(
Tr
[
dΓ(h1−p)Γλ,T
])1−θ(
Tr
[N (1+θ)/θΓλ,T ])θ
6 CθT
1−θT p(1+θ) = CεT
p+1+ε
for all θ ∈ (0, 1), where ε = θ(p−1) > 0. In the last line we have used (8.13).

We conjecture that the bound Tr[(dΓ(h1−p))2Γλ,T ] 6 CT
2 holds true.
Now, the idea of the proof of Proposition 8.5 is to localize the problem
to the finite dimensional space VJ = span(u1, ..., uJ ) with a J = J(T ) that
grows at a convenient speed in order to control the errors in the localization
procedure, which can be estimated using the bounds of Lemma 8.6.
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Lemma 8.7 (Localization of the interaction).
Let h > 0 and w > 0 be two self-adjoint operators on H and H⊗s H respec-
tively, such that TrH(h
−p) <∞ and w 6 Ch1−p′⊗h1−p′ for some p′ > p > 1.
Then we have
Tr
[
wΓ
(2)
λ,T
]
> Tr
[
(PJ)
⊗2w(PJ )
⊗2Γ
(2)
λ,T
]− Cε T p+1+ε
(λJ+1)p
′−1
− Cε T
p+3+ε
2
(λJ+1)
p′−1
2
(8.25)
for λT 6 C, T > 1/C and any ε > 0.
Proof. For simplicity we denote P = PJ , Q = 1− PJ and
Π = 1− (PJ )⊗2 = Q⊗ P + P ⊗Q+Q⊗Q.
As in the proof of [37, Lemma 3.6] we write
w = P⊗2wP⊗2 +ΠwP⊗2 + P⊗2wΠ+ΠwΠ
and note that, since w > 0,
ηP⊗2wP⊗2 +ΠwP⊗2 + P⊗2wΠ+ η−1ΠwΠ > 0
for any η > 0. Applying the latter estimate with η replaced by η/(1+ η) we
find that
(1 + η)w − P⊗2wP⊗2 + (1 + η−1)ΠwΠ
=ηP⊗2wP⊗2 + (1 + η)(ΠwP⊗2 + P⊗2wΠ) + (1 + η)2η−1ΠwΠ > 0
for any η > 0. By assumption 0 6 w 6 Ch1−p
′ ⊗ h1−p′ , we deduce
w − P⊗2wP⊗2 > −ηw − (1 + η−1)ΠwΠ
> −ηw − C(1 + η−1)(λJ+1)1−p′
(
h1−p ⊗ 1+ 1⊗ h1−p),
where we have used Qh1−p
′
6 (λJ+1)
1−p′ and h1−p
′
6 Ch1−p in the last
estimate. Consequently, for any state Γ and for any η > 0
Tr
[
(w − P⊗2wP⊗2)Γ(2)
]
> −ηTr
[
wΓ(2)
]
− C(1 + η−1)(λJ+1)1−p′ Tr
[
dΓ(h1−p)NΓ
]
.
Applying this inequality to Γλ,T and inserting the bounds (8.11) and (8.24)
on its density matrices, we get
Tr
[
(w − P⊗2wP⊗2)Γ(2)
]
> −CηT 2 − Cε(1 + η−1)(λJ+1)1−p′T p+1+ε
and the result follows after optimizing with respect to η. 
We are finally able to provide the
Proof of Proposition 8.5. Let Γ6Jλ,T be the localized state of Γλ,T with re-
spect to the projection PJ as recalled in Section 6.1 and used several times
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before. By definition, we have [Γ6Jλ,T ]
(2) = (PJ)
⊗2Γ
(2)
λ,T (PJ)
⊗2. Let µTVJ be the
corresponding Husimi function defined as in (6.7). By Lemma 6.2, we have
T 2
2
∫
VJ
|u⊗2〉〈u⊗2| dµTVJ (u) = (PJ )⊗2Γ
(2)
λ,T (PJ )
⊗2 + (PJ)
⊗2
+ PJ ⊗ (PJΓ(1)λ,TPJ) + (PJΓ(1)λ,TPJ)⊗ PJ
and hence
Tr
[
(PJ)
⊗2w(PJ )
⊗2Γ
(2)
λ,T
]
>
T 2
2
∫
VJ
〈
u⊗2, wu⊗2
〉
dµTVJ (u)
− Tr [w(PJ )⊗2]− 2Tr [(PJ )⊗2w(PJ )⊗21⊗ Γ(1)λ,T ].
Now we use the assumption that
w 6 Ch1−p
′ ⊗ h1−p′ (8.26)
and the bound Γ
(1)
λ,T 6 CTh
−1 from Lemma 8.2 and we get
1
T 2
Tr
[
(PJ )
⊗2w(PJ )
⊗2Γ
(2)
λ,T
]
>
1
2
∫
VJ
〈
u⊗2, wu⊗2
〉
dµTVJ (u)
−
(
Tr
[
h1−p
′
PJ
])2
T 2
− CTr
[
h1−p
′
PJ
]
T
>
1
2
∫
VJ
〈
u⊗2, wu⊗2
〉
dµTVJ (u)
−C (λJ+1)
2(1+p−p′)
T 2
− C (λJ+1)
1+p−p′
T
.
If we combine this with (8.25), we find
T−2 Tr
[
wΓ
(2)
λ,T
]
>
1
2
∫
VJ
〈
u⊗2, wu⊗2
〉
dµTVJ (u)
− C (λJ+1)
2(1+p−p′)
T 2
−C (λJ+1)
1+p−p′
T
− Cε T
p−1+ε
(λJ+1)p
′−1
− Cε T
p−1+ε
2
(λJ+1)
p′−1
2
.
To make all four error terms small, we choose λJ+1 ∼ Tα, which amounts
to picking a suitably large J →∞ when T →∞, with α > 0 satisfying
α(1 + p− p′) < 1 and p− 1 + ε < α(p′ − 1).
This can be done when ε > 0 is small enough since
p′ − 1
p− 1 > 1 + p− p
′
where we have used p′ > p > 1.
Now it only remains to prove that
lim inf
n→∞
∫
VJn
〈
u⊗2, wu⊗2
〉
dµTVJ (u) >
∫
H1−p
〈
u⊗2, wu⊗2
〉
dν(u).
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The main observation is that
µTVJ ⇀ ν
in the sense that each cylindrical projection to a fixed finite dimensional
subspace V ′ converges in the sense of measures on V ′. The reason is that,
due to Lemma 6.1, the cylindrical projection of µTVJ onto V
′ is µTV ′ , which
converges to νV ′ by definition of ν in the proof of Theorem 4.2. Therefore,
by Fatou’s lemma we obtain
lim inf
n→∞
∫
VJn
〈
u⊗2, wu⊗2
〉
dµTVJ (u) >
∫
H1−p
〈
u⊗2, wu⊗2
〉
dν(u)
and this concludes the proof of Proposition 8.5. 
To summarize, in the case p > 1 we have proved that µ is the de Finetti
measure of {Γλ,T } as well as the convergence of the relative partition func-
tion. We also know that Γ
(1)
λ,T /T converges to a limit γ
(1) strongly in Sp(H),
but we still have to prove that
γ(1) =
∫
H1−p
|u〉〈u| dµ(u), (8.27)
which will conclude the proof of Theorem 5.4. Unfortunately, we do not
know that ‖u‖2
H1−p
dµ
1/T
VJn
is tight since we do not have any control on a
higher moment. Therefore, we cannot pass to the weak limit in the one-
particle density matrix so easily. We need another argument which will be
provided in the next step.
Step 5: strong convergence for p > 1 and k = 1. Here we prove (8.27)
by using the Feynman-Hellmann principle. The rationale is that we may
perturb h by a large class of one-body operators and estimate the free energy
in essentially the same way. Differentiating with respect to the perturbation
gives access to the one-body density matrix. We cannot apply the same idea
to higher density matrices since we require strong assumptions, in particular
positivity, of the two-body interaction.
Let A = |x〉〈x| with x ∈ VJ for some fixed J and ||x||H = 1. For
|η| < 1/‖h−1‖
we consider the Gibbs state
Γλ,T,η := Zλ,η(T )
−1e−
dΓ(h+ηA)+λW
T , Zλ,η(T ) = TrFH)
[
e−
dΓ(h+ηA)+λW
T
]
.
The condition |η| < 1/‖h−1‖ ensures that h + ηA is invertible and, since
(h + ηA)−1 = h−1
(
1 + ηAh−1
)−1
, we conclude that (h + ηA)−1 ∈ Sp(H),
that is, Tr(h + ηA)−p < ∞. We can therefore apply our results with h
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replaced by h+ ηA throughout. We start by writing
η
T
TrH
[
AΓ
(1)
λ,T
]
=
1
T
Tr
[
dΓ(h+ ηA)Γλ,T
]
+
λ
T
Tr
[
WΓλ,T
]
+Tr
[
Γλ,T log Γλ,T
]
+ logTrZλ(T )
> − log Zλ,η(T )
Zλ(T )
= − log Zλ,η(T )
Z0,η(T )
− log Z0(T )
Zλ(T )
− log Z0,η(T )
Z0(T )
. (8.28)
We remark that h+ ηA = h on V ⊥J and, therefore, by (2.9) we have
− log Z0,η(T )
Z0(T )
= log
∏J
j=1(1− e−λj(η)/T )∏J
j=1(1− e−λj/T )
−→
T→∞
− log
(∫
H1−p
e−η|〈x,u〉|
2
dµ0(u)
)
.
Passing to the limit T → ∞ in (8.28) and using the convergence of the
relative partition function as well as Γ
(1)
λ,T /T → γ(1), we deduce that
ηTrH
[
Aγ(1)
]
> − log
∫
H1−p
e−η|〈x,u〉|
2−〈u⊗u,wu⊗u〉/2 dµ0(u)∫
H1−p
e−〈u⊗u,wu⊗u〉/2 dµ0(u)
.
Now, taking η → 0+ and then η → 0−, we conclude that
TrH
[
Aγ(1)
]
= − lim
η→0
η−1 log
∫
H1−p
e−η|〈x,u〉|
2−〈u⊗u,wu⊗u〉/2 dµ0(u)∫
H1−p
e−〈u⊗u,wu⊗u〉/2 dµ0(u)
=
∫
H1−p
|〈x, u〉|2e−〈u⊗u,wu⊗u〉/2 dµ0(u)∫
H1−p
e−〈u⊗u,wu⊗u〉/2 dµ0(u)
=
∫
H1−p
〈u,Au〉 dµ(u).
Since x ∈ VJ is arbitrary, this proves that
PJγ
(1)PJ = PJ
(∫
H1−p
|u〉〈u| dµ(u)
)
PJ .
Passing to the limit J → ∞, we obtain (8.27) and this concludes the proof
of Theorem 5.4.
Step 6: strong convergence for p = 1 and k > 2. Finally, we prove the
strong convergence
k!
T k
Γ
(k)
λ,T −→T→∞
Tλ→1
∫
H
|u⊗k〉〈u⊗k|dµ(u)
in the trace class for every k > 2, when p = 1. We recall that the uniform
bound in (8.13) already gave us the result for k = 1, and that we know the
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weak-∗ convergence for all k > 1.We therefore need to show that
lim sup
T→∞
Tλ→1
k!
T k
TrHk
(
Γ
(k)
λ,T
)
6
∫
H
‖u‖2kH dµ(u)
and, since
k!
T k
TrHk
(
Γ
(k)
λ,T
)
=
1
T k
TrF(H)
(
N (N − 1)...(N − k + 1)Γλ,T
)
,
it suffices to prove that
lim sup
T→∞
Tλ→1
TrF(H)
(N k
T k
Γλ,T
)
6
∫
H
‖u‖2kH dµ(u) (8.29)
for every k ∈ N. We write
Tr
(N k
T k
Γλ,T
)
=
Tr
(
N k
T k
e−Hλ/T
)
Tr
(
N k
T k
e−H0/T
) · Tr
(
N k
T k
e−H0/T
)
Tr
(
e−H0/T
) · Tr (e−H0/T )
Tr
(
e−Hλ/T
)
and we recall that
lim
T→∞
Tλ→1
Tr
(
e−H0/T
)
Tr
(
e−Hλ/T
) = 1
zr
by Theorem 5.3 and that
lim
T→∞
Tr
(
N k
T k
e−H0/T
)
Tr
(
e−H0/T
) = ∫
H
‖u‖2kH dµ0(u)
by the strong convergence in the trace-class of Γ
(k)
0,T in Lemma 3.4. Therefore,
it remains to prove that
lim sup
T→∞
Tλ→1
Tr
(
N k
T k
e−Hλ/T
)
Tr
(
N k
T k
e−H0/T
) 6 ∫
H
e−〈u⊗u,wu⊗u〉 dµ˜0(u) (8.30)
where
dµ˜0(u) :=
‖u‖2kH dµ0(u)∫
H
‖u‖2kH dµ0(u)
.
The rest of the argument is now exactly the same as in Step 3 and we
only sketch the proof. We have
− log
Tr
(
N k
T k
e−Hλ/T
)
Tr
(
N k
T k
e−H0/T
) = H(Γ˜λ,T , Γ˜0,T ) + 1
T 2
Tr[wΓ˜
(2)
λ,T ]
with
Γ˜λ,T :=
(N/T )ke−Hλ/T
TrF(H)
[
(N/T )ke−Hλ/T ]
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(recall thatN commutes with Hλ). We remark that by the weak convergence
of Γ
(k)
λ,T we have
lim inf
T→∞
Tλ→1
TrF(H)
[
(N/T )ke−Hλ/T ]
TrF(H)
[
e−Hλ/T
] > ∫
H
||u||2kH dµ(u) > 0.
Then, the bounds in Lemma 8.4 tell us that
Tr
[
(N/T )`Γ˜λ,T
]
6 C`
for all ` > 1. By Theorem 4.2, we can therefore consider a sequence T →∞
and λ ∼ 1/T for which Γ˜T,λ admits ν˜ as de Finetti measure.
Lemma 8.8 (Higher moments and de Finetti measure).
The sequence of states
Γ˜0,T :=
(N/T )ke−H0/T
TrF(H)
[
(N/T )ke−H0/T ]
admits µ˜0 as de Finetti measure at scale 1/T .
The proof of the lemma is provided in Appendix B. Using Lemma 8.8, we
get as before
lim inf
T→∞
Tλ→1
− log
Tr
(
N k
T k
e−Hλ/T
)
Tr
(
N k
T k
e−H0/T
) > Hcl(ν˜, µ˜0) + 1
2
∫
H
〈u⊗ u,wu ⊗ u〉dν˜(u)
> − log
(∫
H
e−〈u⊗u,wu⊗u〉 dµ˜0(u)
)
which concludes the proof of (8.30), hence of the strong convergence of the
k-particle density matrices and that of Theorem 5.3. 
Appendix A. Free Gibbs states
Lemma 2.1 follows from a well-known computation (Wick’s theorem). It
is convenient to write ai := a(ui) and to use some algebraic properties of
quasi free states. First we write H =
⊕
i>1(Cui) and, as we have recalled
above, this implies F(H) ' ⊗i>1F(Cui). Next we use that dΓ(h) can be
expressed using creation and annihilation operators as
dΓ(h) = 0⊕
∞⊕
m=1
(
m∑
i=1
hi
)
=
∑
i>1
λia
†
iai.
We deduce that exp(−dΓ(h)/T ) '⊗i>1 exp(−λia†iai/T ). In the Fock space
F(Cui), we have simply a†iai = 0 ⊕ 1 ⊕ 2 ⊕ · · · , the number operator. In
particular, we find that
TrF(Cui)
[
exp(−λia†iai/T )
]
=
∑
n>0
e−λin/T =
1
1− e−λi/T ,
and this gives
TrF(H)
[
exp
(
−dΓ(h)
T
)]
=
∏
i>1
TrF(Cui)
[
exp
(
−λia
†
iai
T
)]
=
∏
i>1
1
1− e−λi/T .
DERIVATION OF NONLINEAR GIBBS MEASURES 47
We also obtain
Γ0,T :=
e−dΓ(h)/T
TrF(H)
(
e−dΓ(h)/T
) =⊗
i>1
(1− e−λi/T ) exp
(
−λia
†
iai
T
)
.
Now we compute the density matrices of Γ0,T , using that
TrF(Cui)
[
(a†i )
m(ai)
m′ exp(−λia†iai/T )
]
= δmm′
∑
n>m
e−λin/T
∣∣∣∣(ai)m(ui)⊗n∣∣∣∣2
= δmm′
∑
n>m
e−λin/T
n!
(n−m)!
=
δmm′ m!(
eλi/T − 1)m(1− e−λi/T ) .
By definition of Γ
(k)
0,T , we deduce that〈
uj1 ⊗s · · · ⊗s ujk ,Γ(k)0,Tui1 ⊗s · · · ⊗s uik
〉
||ui1 ⊗s · · · ⊗s uik ||2
=
k∏
`=1
δi`j`
eλi`/T − 1 .
Therefore we have shown that
Γ
(k)
0,T =
∑
i16i26···6ik
(
k∏
`=1
1
eλi`/T − 1
)
|ui1 ⊗s · · · ⊗s uik〉〈ui1 ⊗s · · · ⊗s uik |
||ui1 ⊗s · · · ⊗s uik ||2
=
(
1
eh/T − 1
)⊗k
which concludes the proof of Lemma 2.1. 
Appendix B. de Finetti measure for higher moments
Here we prove Lemma 8.8. Since we already know from Lemma 3.4 that
lim
T→∞
Tr
(
(N/T )ke−H0/T )
Tr e−H0/T
= lim
T→∞
k!
T k
Tr
(
Γ
(k)
0,T
)
=
∫
H
‖u‖2kdµ0(u) (B.1)
for every k, ` ∈ N and since Γ˜0,T commutes with N , it suffices to prove that
lim
T→∞
Tr
[
∞∏
i=1
(
a†iai
T
)ni (N
T
)k
Γ0,T
]
=
∫
H
∞∏
i=1
|ui|2ni ||u||2k dµ0(u) (B.2)
for any set of integers ni, with N :=
∑
i ni < ∞ (hence with only finitely
many non-zero). Note that the density matrices require to have all the
creation operators on the left, but using the canonical commutation relations
and the bounds on Tr[(N/T )k+`Γ0,T ], we see that the error terms obtained
by commuting them are small in the limit T →∞.
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Now we use the factorization properties of quasi-free states and compute,
as in the previous section,
Tr
[
∞∏
i=1
(
a†iai
T
)ni (N
T
)k
Γ0,T
]
=
∑
sj>0∑
sj=k
Tr
∏
j
(
a†jaj
T
)nj+sj
Γ0,T

=
∑
sj>0∑
sj=k
∏
j
(nj + sj)!
(T (eλj/T − 1))nj+sj .
Here in the first line we have used
N k =
(
∞∑
i=1
a†iai
)k
=
∑
sj>0∑
sj=k
∏
i
(a†iai)
si . (B.3)
Using T (eλi/T − 1)→ λi, we find that
lim
T→∞
Tr
[
∞∏
i=1
(
a†iai
T
)ni (N
T
)k
Γ0,T
]
=
∑
sj>0∑
sj=k
(
∞∏
i=1
(ni + si)!
λni+sii
)
. (B.4)
On the other hand, we can use that µ0 is a Gaussian measure to deduce∫
H
∞∏
i=1
|ui|2ni ||u||2k dµ0(u) =
∑
sj>0,
∑
sj=k
∫
H
(
∞∏
i=1
|ui|2(ni+si)
)
dµ0(u)
=
∑
sj>0,
∑
sj=k
(
∞∏
i=1
(ni + si)!
λni+sii
)
. (B.5)
Here we have used
|u|2k =
(
∞∑
i=1
|ui|2
)k
=
∑
sj>0∑
sj=k
|uj|2sj
which is analogous to (B.3). This finishes the proof of Lemma 8.8. 
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