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Les peptides associés au CMH-I (MIP) sont une pierre angulaire du système immunitaire 
adaptatif. Ces courtes séquences d'acides aminés présentées à la surface des cellules par les 
molécules du CMH-I, régulent le développement des lymphocytes T et jouent un rôle majeur 
dans la reconnaissance par le système immunitaire des cellules cancéreuses et des cellules 
infectées par des virus. Puisque le système immunitaire utilise les MIP pour identifier les 
cellules anormales, pouvoir identifier l'ensemble des MIP présents à la surface des cellules 
permettrait donc de concevoir des vaccins personnalisés contre cancers et virus. Cependant, les 
règles derrière la genèse des MIP sont encore à découvrir. Les prédicteurs algorithmiques 
existant ont de hauts taux de faux positifs, et par conséquent, les seules méthodes fiables haut 
débit pour l’identification des MIP dépendent fortement de la spectrométrie de masse (MS). Ces 
méthodes nécessitent des mois de culture cellulaire, ce qui les rend inapplicables dans un 
contexte clinique personnalisé. 
Dans cette thèse, nous introduisons d'abord une nouvelle méthode pour l’identification 
des MIP à travers la MS. Cette méthode intègre les polymorphismes génomiques spécifiques au 
dans la base de données utilisée pour l’identification. Cette amélioration nous a permis 
d'augmenter considérablement la précision de l'identification et nous a permis d’identifier 34 
nouveaux antigènes mineurs d'histocompatibilité pour l'immunothérapie du cancer. Nous 
présentons ensuite le logiciel que nous avons écrit pour la génération de bases de données MS 




Enfin, en utilisant un ensemble de données de plus de 117k séquences d'ARN, recueillies 
en utilisant notre processus de protéogénomique sur les cellules de 18 sujets sains exprimant un 
total de 33 allèles CMH-I, nous démontrons que l'utilisation des codons influence la présentation 
MIP. Plus spécifiquement, nous montrons que les codons synonymes ont des effets différents 
sur la présentation, et que cet effet dépend de la position du codon par rapport à la portion de 
l'ARNm codant pour le MIP. Nos résultats suggèrent fortement que les règles que nous avons 
extraites en utilisant des réseaux neuronaux artificiels (ANN) sont conservées à travers les 
espèces et les types cellulaires. Cette conservation implique à son tour qu'il existe un ensemble 
de MIP candidats identifiables par l'intermédiaire d'un ensemble conservé de règles, à partir 
desquelles les MIP liant les allèles du MHC-I sont sélectionnés. Nos résultats montrent que la 
construction d'un prédicteur MIP à partir de séquences d'ARNm pourrait être possible. 
Finalement, ils illustrent comment des ANN peut être utilisés comme moyen efficace pour 
extraire des informations pertinentes biologiques. 
 
Mots-clés : Peptides associés aux molécules du CMH-I, Réseaux de Neurones 
Artificiels, Immunothérapie du cancer, Prédiction de néoantigènes, Protéogénomique, 




MHC-I associated peptides (MIPs) are a cornerstone of the adaptive immune system. 
They are short sequences of amino-acids presented at the surface of cells by the MHC-I 
molecules. They regulate the development of T lymphocytes and play a major role in the 
recognition by the immune system of cancerous and virus infected cells. Because the immune 
system uses MIPs to identify abnormal cells, being able to identify the set of MIPs present at 
the surface of cells would therefore enable us to design personalized vaccines against cancer 
and viruses. However, the rules behind the genesis of MIPs are still to be discovered. Current 
predictors have high false positive rates, and the only reliable, high throughput methods for 
identifying MIPs heavily depend upon Mass Spectrometry (MS). They require months of cell 
culture, rendering them inapplicable in a personalized clinical context. 
In this thesis, we first introduce a new method for identifying MIPs through MS. This 
method, by integrating subject-specific genomic polymorphisms into MS databases, allowed us 
to greatly increase identification precision. This increased precision allowed us to discover 34 
new Minor Histocompatibility Antigens for cancer immunotherapy. We then introduce the 
software we wrote for the generation of personalized MS databases: pyGeno, an optimized 
database for creating and exploring custom personalized genomes. 
Finally, using a dataset of over 117k RNA sequences, gathered using our 
proteogenomics pipeline from 18 healthy subjects expressing a total of 33 MHC-I alleles, we 
demonstrate that codon usage influences MIP presentation. More specifically, we show that 
synonymous codons have different effects on the presentation, and that this effect depends upon 
the position of the codon relative to the mRNA encoding the MIPs. Our results strongly suggest 
 
v 
that the rules we have extracted using Artificial Neural Networks (ANN) are conserved across 
species and cell types. This in turn implies that there exists a set of candidate MIPs identifiable 
through a conserved set of mRNA rules from which MHC-I binders are selected. Finally, they 
also suggest that building a MIP predictor from mRNA sequences might be possible and 
illustrate how ANN can be used as effective means for extracting relevant biological 
information. 
Keywords: MHC-I associated peptides, Artificial neural network, Cancer 
immunotherapy, Neoantigen prediction, Proteogenomics, Mass Spectrometry, Word 
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L’efficacité du système immunitaire dépend de la synergie entre le système immunitaire 
inné et le système immunitaire adaptatif. Le premier est dit inné puisqu’entièrement défini par 
les caractéristiques génétiques de l’individu1. Ce système constitue une première ligne de 
réponses rapides, mais non spécifiques aux pathogènes rencontrés. Le système adaptatif, de son 
côté, est développé au cours de l’existence et modelé par l’environnement. Sa réaction initiale 
est en général plus lente, mais hautement spécifique et précise1. C’est cette spécificité du 
système immunitaire adaptatif qui lui permet de jouer un rôle essentiel dans le repérage et 
l’élimination des cellules infectées par des virus et des cellules cancéreuses. L’exploitation de 
l’adaptabilité du système immunitaire adaptatif a permis l’une des plus grandes avancées 
médicales jamais accomplies : la vaccination1. Aujourd’hui, l’immunothérapie du cancer 
propose à son tour d’exploiter cette adaptabilité afin d’améliorer la réponse immunitaire face au 
cancer2,3.  Pour arriver à cette fin, il est nécessaire de comprendre les mécanismes qui permettent 
au système immunitaire adaptatif de reconnaitre les cellules infectées et les cellules 
néoplasiques. En d’autres termes, d’élucider les mécanismes moléculaires de la définition du 





Le rôle de l’immunopeptidome est de présenter à la surface des cellules une 
représentation de leur état interne4. Il se compose de l’ensemble des peptides présentés par les 
molécules du complexe majeur d’histocompatibilité de classe I (Major Histocompatibility 
Complex of class I, MHC-I) à la surface des cellules nucléées. Ces peptides, auxquels nous 
référerons dorénavant sous le nom de peptides associés aux molécules du MHC-I (MHC-I 
Associated Peptides, MIP), proviennent principalement de la dégradation de protéines 
endogènes, mais peuvent également provenir de régions dites cryptiques (toutes régions autres 
que celles correspondant au cadre de lecture canonique)5. Les gènes encodant les molécules du 
MHC-I proviennent des régions les plus polymorphiques du génome humain6. De plus, chaque 
personne possède 6 allèles différents encodant des MHC-I, chacun avec ses propres patrons de 
liaison1, et de ce fait, exerçant une sélection forte sur les séquences des MIP présentés. 
 
1.1.1 Rôles des MIP dans la définition du soi 
L’immunopeptidome joue un rôle essentiel dans la sélection des lymphocytes T. Les 
lymphocytes T sont produits dans la moelle des os longs puis migrent vers le thymus pour leur 
maturation et sélection. Ils possèdent des récepteurs de cellules T (T-Cell Receptors, TCR) 
produits à partir de réarrangements aléatoires1 et devront subir deux étapes de sélection avant 
d’atteindre leur état mature et fonctionnel. La première, appelée « sélection positive », se passe 
au moment de la rencontre entre les lymphocytes et les cellules épithéliales du cortex thymique. 
Cette étape vérifie que les TCR des lymphocytes sont fonctionnels et capables d’interagir avec 
les molécules du MHC-I1. Les lymphocytes aux TCR non fonctionnels ne reçoivent pas de 
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signal de survie et meurent par négligence1. La deuxième étape, appelée « sélection négative », 
se passe au contact des cellules de la médulla thymique. Durant cette étape, les lymphocytes 
capables de reconnaitre des MIP du soi, et donc susceptibles d’être à l’origine de réactions auto-
immunes, sont éliminés1,7. Les cellules de la médulla thymique, entre autres par l’expression du 
gène AIRE, sont en effet capables d’exprimer et de présenter des MIP dont l’expression est 
normalement restreinte à des tissus spécifiques7–9. En permettant l’élimination des lymphocytes 
T auto-réactifs, l’immunopeptidome du thymus joue donc un rôle central dans la prévention des 
maladies auto-immunes. Il représente le soi biologique du point de vue du système immunitaire 
adaptatif. 
 
1.1.2 Rôles des MIP dans l’immunothérapie du cancer 
En temps normal, l’immunopeptidome est composé intégralement de MIP issus de 
séquences normales du soi. En revanche, lorsqu’une cellule est infectée par un virus, le rôle des 
molécules du MHC-I est de présenter des MIP originaires des protéines virales. De même, 
lorsque des cellules deviennent cancéreuses, les MIP issus de protéines mutées permettent aux 
lymphocytes T de repérer et d’éliminer ces cellules. C’est ce mécanisme d’identification et 
d’élimination des cellules néoplasiques qui fait des MIP d’excellentes cibles de vaccins anti-
cancers10. Trois catégories de MIP sont particulièrement importantes pour l’immunothérapie : 
1.! Les antigènes associés aux tumeurs (Tumour Associated Antigens, TAA) : MIP présents 
chez les cellules saines, mais plus fortement exprimés chez les cellules cancéreuses. 
2.! Les antigènes mineurs d’histocompatibilité (Minor Histocompatibility Antigens, MiHA): 
MIP issus de régions polymorphiques saines. 
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3.! Les antigènes spécifiques aux tumeurs (Tumour Specific Antigens, TSA) : MIP issus de 
polymorphismes propres aux tumeurs et ne sont donc pas présentés par les cellules 
saines. 
En raison de leur présence chez les cellules saines, les TAA ne confèrent dans les 
meilleurs des cas qu’une très faible immunité11. Les MiHA en revanche ont été démontrés chez 
la souris comme étant capables de conférer une immunité forte face aux leucémies11. Les MiHA 
possèdent néanmoins certains inconvénients notables : 
1.! Leur utilisation est restreinte par le génome du patient. En effet, pour produire une 
réaction du greffon contre la leucémie, le donneur et le receveur doivent à la fois 
posséder les mêmes allèles de molécules du MHC-I et posséder des différences 
polymorphiques dans des régions du génome correspondant au MiHA. 
2.! Même si aucune toxicité n’a été observée à ce jour12, les MiHA peuvent en théorie être 
à l’origine de réactions auto-immunes, puisque les polymorphismes à l’origine du rejet 
tumoral ne sont pas spécifiques aux cellules leucémiques, mais retrouvés dans le génome 
de toutes les cellules du patient. 
De ces trois catégories, les TSA sont donc les MIP qui semblent a priori les plus 
prometteurs pour l’immunothérapie personnalisée du cancer. Puisque les TSA sont spécifiques 
à la tumeur, ils seraient à la fois fortement immunogéniques et incapables d’être à l’origine de 
réactions auto-immunes. De plus, contrairement aux MiHA, leur utilisation n’est pas restreinte 




1.! L’hétérogénéité des tumeurs peut faire en sorte que toutes les cellules tumorales 
ne possèdent pas les mêmes polymorphismes13–15 et donc présentent des TSA 
différents. Pour être efficace, un TSA doit donc être partagé par un nombre élevé 
de sous-clones. 
2.! Les cellules cancéreuses présentant les TSA les plus immunogéniques sont peut-
être déjà reconnus et éliminés par le système immunitaire. Ce phénomène est 
communément appelé « immuno-editing » en anglais16. 
Ces points suggèrent qu’une stratégie de vaccination efficace anti-cancer devrait sans doute 
combiner MiHA et TSA. Ils expliquent également pourquoi l’identification de TSA reste pour 
le moment une tâche extrêmement ardue qui se rapproche à chercher une aiguille dans une botte 
de foin. Historiquement, la découverte de TSA a nécessité des procédures laborieuses et n’ont 
mené la plupart du temps à l’identification que d’un seul TSA à la fois. Récemment, deux 
équipes indépendantes ont identifié un total de 10 TSA provenant de mélanomes de quatre sujets 
humains. Malgré cette amélioration, le nombre de TSA identifiés reste surprenamment bas, 
surtout considérant que le mélanome est le type de cancer le plus muté17. De plus, les seules 
méthodes permettant l’identification haut-débit de MIP dépendent de la spectrométrie de masse 
(MS, mass spectrometry). Ces méthodes requièrent des centaines de millions de cellules par 
réplicas et, par conséquent, nécessitent des mois de culture cellulaire. Ces contraintes les rendent 
difficilement applicables aux tumeurs solides (ce qui limite considérablement les avenues de 
recherche) et inapplicables dans un contexte clinique. S’affranchir de ces contraintes entraine 
donc la nécessité d’élucider les mécanismes derrière la genèse de l’immunopeptidome afin 




1.1.3 Mécanismes de genèse de l’immunopeptidome 
Le processus à l’origine de la présentation des MIP à la surface des cellules peut être 
modélisé comme le résultat de deux phases successives : (i) la génération des MIP, (ii) la 
présentation des MIP à la surface par les molécules de MHC-I (Figure 1). 
La deuxième phase est celle qui est le mieux caractérisée, puisqu’elle dépend seulement 
de l’affinité du peptide aux molécules du MHC-I du sujet. Les patrons d’affinité de plusieurs 
molécules du MHC-I ont été décrites, et on est capable aujourd’hui d’obtenir des prédictions 
fiables de l’affinité de séquences peptidiques pour ces molécules grâce à des algorithmes 
d’apprentissage machine18. D’ailleurs, l’utilisation de ces algorithmes de prédictions s’est 
depuis imposée comme pratique standard dans l’étude de l’immunopeptidome6,18–20. La 
première phase, quant à elle, implique plusieurs étapes complexes de dégradation et de 
transformation des chaines d’acides aminés. Si les étapes générales de cette phase sont connues, 




Figure 1. Présentation des MIP à la surface cellulaire. Le processus commence par la traduction 
de mRNA et le repliement de la protéine. Les protéines en fin de vie sont ensuite dégradées en peptides 
par le protéasome, qui seront ensuite transportés dans le réticulum endoplasmique (RE) par TAP, où ils 
se lient aux molécules du MHC-I en fonction de l’affinité de celles-ci pour leurs séquences. Les 
complexes formés par les peptides et les molécules du MHC-I migrent ensuite vers la membrane. La 
théorie des DRiP stipule que si une erreur provient durant la traduction ou le repliement de la protéine, 
la chaine naissante passe directement à la phase de dégradation, ce qui cause une présentation rapide des 
MIP issues de cette dégradation. 
 
1.1.4 La génération de MIP n’est pas aléatoire 
Malgré l’importance primordiale de la liaison des peptides aux molécules du MHC-I, 
cela ne permet pas d’expliquer complétement la sélection des régions protéiques générant des 
MIP. Il n’existe à ce jour aucune méthode permettant la prédiction des MIP présents à la surface 
d’une cellule à partir de son génome, de son transcriptome ou de son protéome18. 
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L’immunopeptidome n’est pourtant pas aléatoire, comme le montre les résultats de Pearson et 
al.20 (article disponible en Annexe 1). Cette étude, réalisée sur 25,270 MIP issus de 18 sujets 
exprimant au total 27 allèles du MHC-I, indique que 41% des gènes ne produisent aucun MIP. 
Comme le montrent les auteurs, la sous-représentation de certains gènes ne peut être expliquée 
par un échantillonnage aléatoire non biaisé du génome. En effet, le nombre de gènes sources 
prédits par une distribution binomiale est largement supérieur à celui observé (p < 1 × 10-250). 
Les résultats montrent également que le nombre de MIP uniques augmente quasi-linéairement 
avec le nombre d’allèles du MHC-I, alors que l’augmentation du nombre de gènes sources 
décroit avec l’ajout de nouveaux allèles20. La conclusion est donc que malgré la quasi-
orthogonalité des patrons de fixation des allèles du MHC-I, il existe un sous-ensemble restreint 
de gènes surreprésentés dans l’immunopeptidome. Plus intriguant encore, cet article rapporte 
également que seulement 10% de l’exome est représenté dans l’immunopeptidome. Les MIP 
ont tendance à provenir des mêmes régions exomiques au sein des gênes sources, que les auteurs 
nomment « hot spots », indépendamment de l’allèle du MHC-I qui les présente. 
Ces résultats montrent que connaitre les patrons de liaisons des molécules du MHC-I est 
donc nécessaire, mais insuffisant pour expliquer la présentation des MIP et sugèrent l’existence 
de règles de présentation indépendantes des allèles de MHC-I. Ceci implique que les règles 
complètes de présentation des MIP ne peuvent être déduites avec certitude en observant les MIP 
présenté par un allèle du MHC-I à la fois. Il est donc nécessaire d’étudier des ensembles de 





1.1.5 Peut-on prédire l’immunopeptidome? 
L’étude de Pearson et al.20 répond également à une question fondamentale : 
L’immunopeptidome est-il prédictible? Selon les résultats exposés plus haut, la réponse 
théorique est indubitablement oui, puisque l’immunopeptidome n’est pas le résultat d’un 
échantillonnage aléatoire. Les résultats de l’article vont aussi plus loin en prédisant les gènes 
sources de peptides au moyen d’une régression logistique qui prend en entrée plusieurs indices 
sur les gènes. Les deux indices les plus importants pour la prédiction sont directement 
mesurables : l’expression du gène (résultat également rapporté dans des études précédentes19,21, 
et la longueur de la protéine (les protéines plus longues ayant plus de chance de produire des 
peptides). Les indices suivants sont quant à eux composés de la présence de Gene Ontology 
(GO)-terms tel que « Nucleolus » ou « Protein complex », et de résultats issus d’algorithmes de 
prédictions divers, prédisant par exemple la structure secondaire des protéines ou le désordre 
intrinsèque des acides aminés. Les GO-terms sont par nature vagues. Au moment de l’écriture 
de cette thèse, « Nucleolus » réfère à 1,259 gènes chez l’humain, « Protein complex » à 6,744. 
Les algorithmes de prédiction, quant à eux, ont une imprécision intrinsèque, et introduisent 
invariablement un biais pour lequel il est difficile de contrôler. Ces indices se rapportent 
également aux gènes complets et par conséquent ne sont pas spécifiques aux « hot-spots », ces 
régions exomiques dont dérivent la plupart des MIP. 
L’existence de ces hot-spots suggère fortement la présence de patrons localisés dans la 
séquence qui prédisposent ces régions à être source de MIP. Étant donné que ces régions sont 
communes aux 18 sujets de l’étude, et que les MIP ne proviennent pas de régions 
particulièrement polymorphiques17,19, ces patrons devraient donc être conservés à travers 
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l’espèce humaine. Une question importante reste donc à résoudre : qu’est-ce qui, dans la 
séquence des gènes sources, les prédisposent à être générateurs de MIP? 
 
1.2 La théorie des DRiP 
L’arrêt de la synthèse protéique provoque une diminution de la disponibilité des peptides 
intracellulaires interagissant avec TAP, et ce, aussi rapidement que 30 minutes après l’ajout 
d’inhibiteurs de traduction21–23. Une proportion substantielle des MIP proviendrait donc de 
protéines rapidement dégradées (Rapidly Degraded Protein, RDP). De plus, si 
l’immunopeptidome était composé exclusivement de peptides issus de la dégradation de 
protéines en fin de vie, la vitesse de présentation des MIP devrait refléter la demi-vie des 
protéines sources. Or, les lymphocytes T CD8+ cytotoxiques sont capables de reconnaitre des 
MIP issus de protéines virales quelques dizaines minutes après infection, alors que les demi-
vies des protéines sources sont de l’ordre de quelques jours22,23. Ces observations impliquent 
que ces MIP résultent d’un processus de dégradation de polypeptides se produisant très tôt dans 
la vie des protéines. Pour expliquer cette présentation rapide, Yewdell et al. proposent en 1996 
la théorie selon laquelle la plupart des MIP proviendrait de Produits Ribosomaux Défectueux 
(Defective ribosomal products, DRiP)24. Les DRiP sont des polypeptides qui n’atteignent pas 
leur conformation native et sont dégradés pendant ou immédiatement après leur traduction21. 
Les DRiP constitueraient une part importante du polypeptidome puisqu’entre 25 et 30% des 
protéines seraient dégradées seulement quelques minutes après leur synthèse21,25. 
L’hypothèse des DRiP fait encore l’objet de débats, et aucun DRiP n’a encore été isolé 
in vivo. Les protéines mal repliées peuvent être réhabilitées par des chaperonnes26–29, et certaines 
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études suggèrent que les protéines matures sont autant susceptibles de produire des MIP que les 
protéines nouvellement synthétisées26. De plus, pour que la présentation des MIP puisse se faire, 
les polypeptides sources doivent être traités par le Système Ubiquitine Protéasome (SUP)21,30,31. 
Or, l’ubiquitination d’un polypeptide n’implique pas nécessairement sa dégradation, 
l’ubiquitination étant un phénomène réversible28. Tous les polypeptides ubiquitinés ne sont pas 
dégradés par le protéasome, puisque les protéines mal repliées peuvent former des agrégats 
dégradés par autophagie, également initiée par ubiquitination28,32.  
L’existence des DRiP impliquerait une dégradation rapide des polypeptides synthétisés, 
ce qui nécessiterait une ubiquitination pendant, ou immédiatement après la synthèse. Or, il existe 
plusieurs mécanismes protégeant les protéines d’une ubiquitination hâtive, et par conséquent la 
majorité des protéines ne sont pas ubiquitinées pendant leur synthèse29. A priori, ces résultats 
peuvent être interprétés comme étant contraire à l’hypothèse des DRiP. Néanmoins, deux des 
quatre critères identifiés comme favorisant l’ubiquitination des chaines naissantes (longueur de 
la protéine et forte hydrophobicité) sont également enrichis dans les gènes sources de MIP20 et 
sont donc en accord avec l’observation selon laquelle une majorité de MIP proviendraient d’un 
sous-ensemble restreint de gènes. 
La dégradation des polypeptides via le SUP est un processus plus ancien que la 
présentation des MIP puisqu’il est retrouvé même chez la levure. Serait-il possible que le SUP 
ait évolué à la fois comme un mécanisme central de régulation de la protéostasie et une première 
ligne de défense contre les infections qui dégraderait en priorité les polypeptides d’origine 
infectieuse? Selon cette théorie, le SUP posséderait une préférence pour les polypeptides 
possédant des caractéristiques différentes de celles de l’hôte. Un tel bais induirait inévitablement 
un biais au niveau des sources de MIP présentés à la surface. 
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Remarquablement, la vitesse de traduction de l’ARN messager (RNA) a aussi été 
identifié comme un facteur important participant à l’ubiquitination des chaines naissantes 29. En 
outre, la présentation de MIP corrèle avec l’expression du mRNA6,19,20, mais non avec 
l’abondance des protéines sources21. Ces caractéristiques pourraient donc être liées aux chaînes 
de polypeptides dégradées tout comme aux mRNA dont elles découlent. 
 
1.2.1 Le biais de codons 
La traduction et l’élongation des protéines est un processus complexe impliquant 
plusieurs acteurs intervenant à diverses étapes. Le code de l’ADN/ARN est composé de mots 
de 3 nucléotides appelés codons. Il existe donc 64 codons possibles qui ne sont traduisibles 
qu’en 20 acides aminés et un stop marquant la fin de la séquence à traduire. Le code de l’ADN 
est donc redondant (dit dégénéré), un même acide aminé pouvant être traduit par jusqu’à 6 
codons différents. Mais si ces codons sont synonymes, ils ne sont pas forcément équivalents. La 
fréquence d’utilisation de chaque codon, aussi appelée biais de codons, est aujourd’hui reconnue 
comme un mécanisme important de régulation de l’expression génique, influençant le traitement 
de l’ARN, la traduction et le repliement des protéines29,33–37.  
 
1.2.2 Le biais de codon régule l’expression génique 
Le concept central derrière cette influence est l’optimalité des codons. De manière 
générale, les protéines fortement exprimées sont encodées par des gènes avec une proportion 
relativement élevée de codons reconnus par des ARN de transfert (ARNt) abondants36,37. 
L’utilisation de codons fréquents augmente par conséquent la vitesse et l’efficacité de 
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traduction38. Optimiser la séquence de gènes hétérologues en remplaçant des codons peu 
fréquents chez l’hôte par des synonymes plus fréquents peut dans certains cas grandement 
augmenter l’expression de ces gènes33,36.  
D’un côté, les codons particulièrement adaptés au bassin d’ARNt seraient 
préférentiellement utilisés dans les gènes fortement exprimés, parce que ceux-ci sont soumis à 
une pression élevée pour une traduction précise et efficace33,36,39. Une traduction efficace 
pourrait fournir un bénéfice global à la cellule en augmentant le nombre de ribosomes 
disponibles. Une traduction précise permettrait de réduire les effets néfastes causés par une 
production de protéines mal traduites33,39. D’un autre côté, les codons non-optimaux peuvent 
être utilisés dans des sites nécessitant une pause du ribosome pour permettre à la protéine de se 
replier correctement33. L’utilisation de codons non-optimaux peut avoir d’importantes 
conséquences. Chez E. coli, des répétitions AGA ou AGG peuvent entrainer une suite de 
phénomènes identifiés comme possible source de DRiP : arrêt du ribosome, un clivage du 
mRNA, un changement de cadre de lecture du ribosome ou des erreurs de traduction33. 
 
1.2.3 La nature du biais 
La fréquence d’utilisation de codons synonymes n’est pas le seul biais observable, il 
existe aussi un biais dans l’assortiment des codons dans les séquences de gènes36,37. Les codons 
synonymes reconnus par les mêmes ARNt ont tendance à s’agglutiner34,36. Cet effet de co-
occurrence touche à la fois les codons les plus fréquents et les plus rares. Il est néanmoins 
particulièrement important dans les gènes fortement exprimés qui doivent être rapidement 
induits, comme par exemple les gènes en lien avec des réponses au stress36. Il existe également 
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un biais important au niveau de l’utilisation de paires de codons. Au vu de leur fréquence 
d’utilisation, on s’attendrait à ce que la paire d’acides aminés Ala-Glu soit encodée autant par 
la paire codons GCC-GAA que par GCA-GAG. Or, chez l’humain, la paire GCC-GAA est 
fortement sous-représentée, même si GCC est le codon le plus fréquent encodant pour 
l’alanine36. Récemment, Boël et al. ont utilisé une régression logistique prédisant l’expression 
des protéines chez E.Coli au moyen de la fréquence de codons dans les gènes qui les encodent. 
L’influence des codons qu’ils rapportent corrèle légèrement avec la fréquence des codons dans 
le génome, mais fortement avec la concentration des protéines, ainsi que la concentration et la 
demi-vie des mRNA in vivo40. Les auteurs rapportent que modifier les séquences des gènes en 
accord avec cette influence améliore l’efficacité de traduction in vitro40. Ces résultats, ainsi que 
la faible corrélation avec les fréquences des codons dans le génome, suggèrent que l’usage des 
codons possède une influence plus locale que globale.  
 
1.2.4 Régulation de la stabilité du mRNA 
L’usage des codons a aussi été démontré comme influant sur la stabilité des mRNA. Les 
séquences des mRNA stables sont enrichies en codons optimaux, alors que les séquences 
instables son principalement composées de codons non-optimaux35. Remplacer des codons 
optimaux par des synonymes non-optimaux diminue grandement la stabilité du mRNA, et 
inversement35. 
Étant donné que les MIP doivent être traités par le SUP, une source de MIP serait 
potentiellement les protéines ubiquitinées durant leur synthèse. Plusieurs facteurs peuvent 
augmenter la probabilité qu’une protéine soit ubiquitinée pendant sa traduction, un des plus 
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important étant le mauvais repliement de la chaine naissante de polypeptides. Les protéines les 
plus longues sont aussi les plus susceptibles d’être ubiquitinées durant leur traduction29. Les 
protéines courtes qui se retrouvent ubiquitinés durant leur traduction sont quant à elles enrichies 
en régions hydrophobes29. C’est d’ailleurs dans ces régions particulièrement susceptibles de 
former des agrégats que l’on retrouve un enrichissement en codons optimaux37,39.  
L’usage des codons influe donc fortement sur la traduction du mRNA en régulant 
notamment la stabilité du mRNA, le repliement des protéines et l’ubiquinitation des chaînes de 
polypeptides durant la traduction. Se pourrait-il donc que l’usage des codons régule également 
la genèse de l’immunopeptidome ? 
 
1.3 L’analyse par Apprentissage Machine 
Durant la dernière décennie, les réseaux de neurones artificiels (Artificial Neural 
Networks, ANN) ont connu un important regain d’intérêt grâce aux succès rencontrés par 
l’apprentissage profond41,42. Grâce à l’application de ces méthodes basées sur des ANN, un 
certain nombre de problèmes considérés comme traditionnellement difficiles en intelligence 
artificielle ont pu être résolus41–43. Ces avancements ne sont pas passés inaperçus dans le monde 
des sciences de la santé puisque les applications de réseaux de neurones aux problèmes de bio-
informatiques se sont multipliées dans les dernières années44–46. L’utilisation de méthodes 
d’apprentissage machine en immunologie n’est pourtant pas chose nouvelle. L’exemple le plus 
connu d’application étant sans doute NetMHC47, un ANN qui prédit l’affinité de séquences 
peptides aux molécules du MHC. Aujourd’hui, les principaux domaines de recherche et 
d’applications des réseaux de neurones sont les suivants : 
1.! Les problèmes de régression, où il s’agit de modéliser une fonction continue à partir de 
son ensemble de définition. Cette classe comprend la modélisation de structures de 
molécules et l’estimation de l’affinité de liaison entre molécules. 
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2.! Les problèmes de classification, où il s’agit d’attribuer à des exemples une classe 
adéquate. Cette catégorie comprend les méthodes de diagnostic automatisé, comme par 
exemple la classification de tumeurs à partir d’images. 
3.! Les modèles génératifs, où il s’agit d’apprendre à générer des sorties similaires aux 
exemples de l’ensemble d’entrainement. 
4.! L’apprentissage par renforcement, où un agent apprend à effectuer des séries d’actions 
afin de maximiser sa récompense.  
Au-delà de ces domaines, les ANN possèdent des caractéristiques fondamentales qui 
font d’eux des méthodes hautement efficaces pour l’analyse de gros jeux de données : 
1.! Ils sont capables de s’adapter aux ensembles de données et donc d’en extraire de 
l’information.  
2.! Cette adaptation est automatique et peut se faire indépendamment des connaissances a 
priori du chercheur. 
3.! Une fois qu’un ANN a été entrainé à effectuer une tâche, il est possible d’analyser et 
d’interpréter les structures internes du réseau afin d’en extraire des règles qui permettent 
à l’ANN de résoudre cette tâche. Bien que l’interprétation des ANNs soit encore à ses 
débuts, des techniques comme celles fondés sur l’analyse des poids du réseaux et l’ajout 
de mécanismes d’attentions, permettent d’identifier certaines des règles utilisées par un 
réseau entrainé42. 
Ce sont ces raisons qui nous ont poussés à utiliser des ANN pour découvrir le lien entre 
l’usage des codons et la présentation des MIP. 
 
1.3.1 Introduction sur les réseaux de neurones artificiels 
Un ANN est une fonction mathématique déterministe, déduite automatiquement à partir 
d’un ensemble de données, afin de répondre à une tâche précise. Dans un mode d’apprentissage 
supervisé, l’ensemble de données est composé d’entrées auxquelles ont été associées des valeurs 
cibles. Lorsqu’un ANN est utilisé pour répondre à une tâche, il est aussi appelé modèle, puisque 
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considéré comme une fonction modélisant un phénomène, dont en général seul le résultat est 
observable.  
Le modèle obtenu suite à l’apprentissage dépend principalement de 4 facteurs : 
1.! L’architecture du réseau, autrement dit, la structure intrinsèque de la fonction de l’ANN.  
2.! La fonction de coût choisie pour l’apprentissage, qui mesure une divergence entre la 
sortie du réseau et la sortie attendue.  
3.! L’ensemble de données sur lequel est entrainé le réseau.  
4.! Les divers choix d’implémentation, tels que le choix d’algorithmes d’optimisation, ou 
l’addition de méthodes de régularisation. 
 
1.3.2 Structure d’un ANN 
Il existe plusieurs types d’ANN48. Par souci de concision, nous ne nous intéresserons 
qu’au type utilisé dans cette thèse. Ces réseaux sont appelés perceptrons à multiples couches 
(Muli-Layer Perceptron, MLP) pour des raisons historiques. Perceptron étant le premier ANN 
de ce type, qui à l’époque ne comportait que deux couches (une entrée et une sortie)49. 
Un MLP est, comme son nom l’indique, composé de multiples couches. Une couche 
d’un MLP est composée d’un ensemble de neurones non connectés entre eux. Les couches sont 
connectées et organisées hiérarchiquement (Figure 2). Elles sont en général complètement 
connectées, ce qui veux dire que chaque neurone d’une couche est connecté à tous les neurones 
de la couche précédente. Les connections qui lient les neurones sont appelées poids, ou 





Figure 2. Architecture d’un MLP. Un MLP est composé de couches successives organisées 
hiérarchiquement. Ici, l’entrée est la couche C1, et la sortie la couche C4. Chaque neurone est connecté 
à l’ensemble des neurones de la couche précédentes par des poids (lignes noires). L’apprentissage 
consiste en un ajustement graduel de ces poids. Chaque couche intègre l’information de la couche 
précédente, qui elle-même intègre celle de la suivante. Ceci permet au réseau de développer de 
représentations plus en plus abstraites de l’entrée. 
Le rôle d’un neurone dans un MLP est d’intégrer l’ensemble des valeurs des neurones 
de la couche précédente en une seule valeur appelée activation. Plus concrètement un neurone 
effectue une somme pondérée des valeurs des neurones de la couche précédente. Son activation 
est calculée selon la formule : 
!" = $(& '"(!" + *")
(
 
Ou ai est l’activation du neurone i, wij est le poids entre le neurone i et le neurone j de la 
couche précédente, bi est un paramètre supplémentaire d’ajustement appelé biais, f est une 
fonction de non-linéarité. Le rôle de f est de permettre au neurone de retourner une valeur qui 
n’est pas nécessairement proportionnelle à la valeur qu’il reçoit en entrée, ce qui confère au 
réseau une plus grande adaptabilité. 
Dans un MLP, chaque couche intègre donc l’information de la couche précédente, qui 
elle-même intègre l’information de la couche qui la précède, etc… Cette organisation 
hiérarchique permet aux ANN de développer une représentation interne de plus en plus abstraite 





L’architecture désigne le nombre de couches d’un MLP ainsi que le nombre de neurones 
qui constitue une couche. L’architecture d’un MLP est fixe et n’évolue donc pas durant 
l’apprentissage. Pour cette raison, l’architecture donnée au réseau conditionne sa capacité à 
modéliser le phénomène en question. Si le réseau ne possède qu’une couche d’entrée et une 
couche de sortie, il est alors incapable de modéliser tout phénomène qui demanderait plus de 
complexité, et donc des couches intermédiaires. 
 
1.3.4 Comment est entrainé un ANN 
Les réseaux de neurones artificiels sont en général entrainés à l’aide d’un algorithme 
d’optimisation appelé descente de gradient stochastique (Stochastique Gradient Descent, SGD). 
Il existe plusieurs versions de la SGD, certaines utilisant un momentum48, d’autres adaptatives48, 
d’autres encore combinant adaptation et momentum48. Ici, nous ne nous intéresserons qu’à la 
version classique de la SGD. D’une part, parce qu’indépendamment de l’algorithme utilisé, les 
principes fondamentaux restent ceux de la SGD classique. D’autre part, parce que seulement la 
version classique a été utilisée pour produire les résultats de cette thèse.  
La SGD est une méthode d’optimisation itérative de premier ordre. En d’autres termes, 
c’est un algorithme dont le but est de trouver le minimum d’une fonction en appliquant une 
succession d’étapes basées sur une dérivée première. Dans le cas d’un ANN, la fonction à 
minimiser est la divergence entre la sortie du réseau et la sortie cible attendue. Plus la valeur de 
cette divergence est petite et plus la sortie de l’ANN est proche de la cible. Le côté stochastique 
(« aléatoire ») de la méthode vient du fait que les optimisations ne sont calculées qu’à partir 
d’un sous-ensemble aléatoire d’exemples d’entrainement à la fois. Afin de simplifier les 
explications, nous considérerons que le réseau ne reçoit qu’un exemple à la fois. Les principes 
restent identiques indépendamment du nombre d’exemples présentés. En pratique toutefois, ce 
nombre est arbitraire et défini par l’expérimentateur. 
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L’entraînement d’un ANN par SGD se fait en deux étapes : 
1.! Propagation avant : le réseau reçoit des valeurs d’entrée issues de l’ensemble 
d’entrainement et sa sortie Y est récupérée.  
2.! Propagation arrière ou rétro-propagation du gradient : la dérivée de la divergence entre 
Y et la sortie cible Z par rapport à chaque paramètre du réseau est calculée. Chaque 
paramètre est ensuite ajusté de façon inversement proportionnelle à cette dérivée. En 
d’autres termes, chaque paramètre est ajusté proportionnellement à sa « responsabilité » 
dans l’erreur.  
La propagation est dite arrière puisque l’on calcule d’abord la dérivée par rapport aux 
paramètres de la dernière couche, puis par rapport à ceux de la suivante, etc… en utilisant la 
règle des dérivées en chaines42,49. Selon cette règle, les dérivées des paramètres par rapport à la 
fonction de coût sont entièrement dépendantes des dérivées par rapport aux paramètres de la 
couche précédente. De la même façon que pour calculer la sortie du réseau, il est nécessaire de 
calculer les sorties des couches dans l’ordre (la sortie de chaque couche dépendant de la sortie 
de la précédente). Calculer les ajustements à appliquer aux paramètres nécessite de calculer ces 
modifications dans l’ordre inverse. 
Ceci nous amène à une importante limitation de la SGD. Étant donné que les 
modifications appliquées par la SGD sont entièrement dépendantes de la dérivée première de la 
fonction de coût, cela implique que si cette dérivée est nulle (i.e. égale à zéro), aucune 
modification des paramètres n’est effectuée. La SGD ne peut donc différencier entre une sortie 
juste et une sortie saturée (ex : proche de 1, quelle que soit la valeur d’entrée). Or, d’après la 
règle des dérivés en chaine, si la dérivée pour les paramètres d’une couche est proche de 0, ceci 
implique également une dérivée proche de 0 pour les paramètres des couches précédentes. Par 
conséquent, plus les neurones qui saturent sont proches de la sortie et plus l’effet de la saturation 
se fait sentir dans l’ensemble du réseau. Ce phénomène est communément appelé la disparition 
du gradient (vanishing gradient)50. Afin d’éviter de faire face à ce problème, il est conseillé 
d’éviter les fonctions d’activations saturantes telles que tanh et sigmoid pour les réseaux 





1.3.5 Mesurer les performances d’un ANN 
Comment s’assurer des performances d’un ANN entrainé? Un ANN est capable 
d’apprendre par cœur un ensemble d’entrainement, mais les performances sur cet ensemble ne 
nous renseignent pas sur les capacités de généralisation du réseau. En effet, 100% de réponses 
justes sur l’ensemble d’entrainement peut être dû au fait que le réseau a appris des 
caractéristiques propres à l’ensemble d’entrainement qui ne se transposent pas en dehors de 
celui-ci. Les performances d’un ANN sont donc rapportées sur un autre ensemble, appelé 
ensemble de test, qui contient exclusivement des exemples qui ne sont pas présents dans 
l’ensemble d’entrainement. 
 
1.4 Introduction des articles 
Le premier chapitre de cette thèse introduit les méthodes de protéogénomique qui nous 
ont permis d’acquérir notre ensemble de données regroupant la fois MIP et informations 
transcriptionnelles. 
Les seules méthodes fiables permettant l’identification de MIP à haut débit dépendent 
de la Spectrométrie de Masse (MS)17. Ces méthodes calculent des spectres théoriques à partir 
d’une base de données, et comparent ensuite ces spectres à ceux observés durant le séquençage 
afin de déterminer les séquences des MIP17,51. Afin d’améliorer la précision de l’identification, 
il est donc primordial d’améliorer la précision de l’identification par MS. Le second chapitre de 
cette thèse présente l’article qui a introduit l’utilisation de génomes personnalisés pour 
l’identification de MIP. Cette méthode est à l’origine de l’ensemble de données utilisé dans le 
chapitre 4, ainsi que de celui utilisé dans l’étude de Pearson et al.20 (voir Annexe 1). Elle 
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remplace le protéome de référence traditionnellement utilisé pour les séquençages par MS par 
un protéome spécifique construit à partir du génome du sujet. Cette amélioration nous a permis 
d’obtenir des identifications plus précises et d’identifier 34 nouveaux antigènes mineurs 
(MiHA). 
Le troisième chapitre présente pyGeno, une librairie python développée par l’auteur de 
cette thèse. PyGeno est une base donnée génomique et protéique qui permet d’intégrer des 
génomes de référence issus des séquences et annotations fournies par Ensembl52, ainsi que des 
ensembles de polymorphismes arbitraires. De cette façon, pyGeno permet la création simple et 
rapide de génomes et protéomes personnalisés. 
Le quatrième chapitre présente notre travail sur l’influence de la traduction sur la 
présentation des MIP. En utilisant diverses méthodes statistiques, dont des ANN, sur un 
ensemble de données contenant à la fois les MIP et les transcrits issus de 18 sujets sains, nous 
démontrons que l’usage des codons influence la présentation des MIP.  
En annexe se trouve l’article de Pearson et al.20 introduit dans les sections 1.1.4 et 1.1.5, 
ainsi que l’article de Laumont et al.5 qui introduit une méthode de proteogénomique pour 
l’identification de MIP provenant de région traditionnellement considérées comme non-
codantes. Cette méthode évite l’étape d’alignement de séquences en créant une base de données 
de MS construite directement à partir des résultats du séquenceurs. Cet article est présenté 
conjointement à ceux de cette thèse car il présente une méthode d’identifications qui permettrait 






Impact of Genomic Polymorphisms on the Repertoire of Human 
MHC Class I-Associated Peptides 
 
2.1 Résumé 
Pour plusieurs décennies, l’impact global des polymorphismes génomiques sur le 
répertoire des peptides présentés par les complexes majeurs d’histocompatilibité (MHC) est 
resté l’objet de spéculations. Nous avons développé une nouvelle approche permettant 
l’identification haut débit de peptides polymorphiques associés aux molécules du MHC de 
classe I (MIP), qui jouent un rôle majeur dans la reconnaissance allogénique. Par l’analyse 
globale des MIP élués de lymphoblastes B provenant de deux sœurs MHC-identiques, nous 
avons montré que seulement 0.5% des variations nucléotidiques non-synonymes sont 
représentées dans le répertoire des MIP. Les 34 MIP polymorphiques identifiés chez nos sujets 
sont encodés par les loci bi-alléliques possédant des allèles dominants et récessifs. Nos analyses 
montrent qu’au niveau de la population, 12% de l’exome encodant des MIP est polymorphique. 
Notre méthode démontre une relation fondamentale entre le soi génomique et le soi immunitaire 
et accélère la découverte de MIP polymorphiques (aussi appelé antigènes mineurs 
d’histocompatibilité). En introduisant l’utilisation de génomes personnalisé, ce travail a mis en 
évidence la nécessité d’avoir une base de données précise pour l’identification de MIP par 
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spectrométrie de masse. Ceci lui a permis d’avoir une influence importante sur le développement 
des technologies de spectrométrie de masse pour l’identification des MIP5,51,53. 
 
2.2 Contributions des auteurs 
D.P.G : Conception de l’étude. Préparation des figures. Rédaction de la première ébauche du 
manuscrit. Analyse de données et réalisation des expériences. 
D.S : Conception de l’étude. Préparation des figures. Rédaction de la première ébauche du 
manuscrit. Réalisation des expériences de spectrométrie de masse. Analyse de données et 
réalisation des expériences (Spectrométrie de masse). 
T.D : Conception de l’étude. Création des génomes personnalisés. Identification des sources 
génomiques des MiHA. Développement de pyGeno. Contribué à la rédaction et à la préparation 
des figures 1 et 6. Analyse de données et réalisation des expériences (bio-informatique). 
O.C.L et A.Z : Développement d’outils bio-informatiques pour l’analyse de données de 
spectrométrie de masse. Préparation de figures. 
C.L. : Effectué des analyses et préparation d’une figure. 
C.C. et M.P.H. : Effectué des expériences. 
G.B. : Préparation des figures de Circos et les analyses bio-informatiques. 
P.G. : Séquençage et alignement des séquences génomiques et transcriptomiques. 
S.L. : Conception de l’étude, discussion à propos des analyses statistiques et des résultats. 
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P.T. et C.P. : Conception de l’étude, analyse de données, discussion à propos des résultats. 
Rédaction du manuscrit et contribution également en tant qu'auteurs principaux. 
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For decades, the global impact of genomic polymorphisms on the repertoire of peptides 
presented by major histocompatibility complex (MHC) has remained a matter of speculation. 
Here we present a novel approach that enables high-throughput discovery of polymorphic MHC 
class I-associated peptides (MIPs), which play a major role in allorecognition. Based on 
comprehensive analyses of the genomic landscape of MIPs eluted from B-lymphoblasts of two 
MHC-identical siblings, we show that 0.5% of non-synonymous single nucleotide variations are 
represented in the MIP repertoire. The 34 polymorphic MIPs found in our subjects are encoded 
by biallelic loci with dominant and recessive alleles. Our analyses show that, at the population 
level, 12% of the MIP-coding exome is polymorphic. Our method provides fundamental insights 
into the relation between the genomic self and the immune self and accelerates the discovery of 





Classic adaptive CD8 T cells recognize MHC class I-associated peptides (MIPs), and 
the ensemble of MIPs presented on the surface of a cell (the “immunopeptidome”) establishes 
its immunologic identity1-3. CD8 T cells are eminently self-referential and highly discriminant: 
they are selected on self-MIPs, sustained by self-MIPs, and must swiftly react when confronted 
with nonself MIPs interspersed in a sea of self-MIPs4, 5. Understanding the molecular definition 
of self for CD8 T cells has been made possible by high-throughput mass spectrometry (MS) 
analyses of MIPs6-12. Progress in this field has been heralded by the development of MS 
instruments whose sensitivity, dynamic range and mass accuracy are orders of magnitude 
superior to those of analyzers available a decade ago13. High-throughput MS studies have 
revealed that the immunopeptidome is highly complex and that its composition (i.e., the source 
of MIPs) cannot be inferred solely from transcript or protein abundance7, 9, 12, 14-16.  
The MHC I region contains two major classes of genes: modern classical MHC Ia genes 
(e.g., HLA-A, HLA-B and HLA-C in humans) and more ancient MHC Ib genes (e.g., HLA-E and 
HLA-G). MHC Ia molecules play a dominant role in adaptive immunity. They bind MIPs and 
are encoded by the most polymorphic genes known17, 18. Since MHC Ia allotypes display distinct 
peptide binding motifs, the HLA genotype has a major impact on the MIP repertoire19. Notably, 
almost all genetic polymorphisms in HLA Ia alleles are located in exons 2 and 3, which encode 
the MIP-binding pocket. Besides, the 1000 Genomes Project Consortium has identified 
38 million single nucleotide polymorphisms (SNP), 1.4 million short insertions and deletions, 
after comprehensive studies on 1,092 subjects18. This raises the fundamental question: what 
might be the impact of the numerous polymorphisms outside of the MHC on the MIP repertoire? 
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In other words, to what extent do genomic polymorphisms translate into differences in the 
immunopeptidome?  
Several MIPs have been found to derive from polymorphic genomic regions20, 21. For 
historical reasons, these polymorphic MIPs are referred to as minor histocompatibility antigens 
(MiHAs). MiHAs are essentially genetic polymorphisms viewed from a T-cell perspective. 
MiHA-coding alleles can be dominant or recessive at the peptide level. Thus, a non-synonymous 
single nucleotide polymorphism (ns-SNP) in a MIP-coding genomic sequence will either hinder 
MIP generation (recessive allele) or generate a variant MIP (dominant allele)22-24. MiHAs are 
generally defined according to three criteria: they are present in some but not in all subjects 
bearing a given HLA allele, their presence/absence is linked to a well-defined genetic 
polymorphism, and they can elicit allo-immune T-cell responses22-24. Three decades of research 
have led to the discovery of about 35 human MiHAs encoded by autosomes and presented by 
HLA class I molecules23, 24. The discovery of each MiHA has been a major endeavor, if not a 
technical tour de force25-30. However, due to the lack of a suitable systems level approach, we 
ignore the global impact of non-MHC genomic polymorphisms on the immunopeptidome (i.e., 
what proportion of MIPs are MiHAs). Based on various theoretical premises, it has been 
speculated that the number of MiHAs expressed by an individual might be very low (less than 
10) or very high (greater than 1,000)21, 24. In addition to its conceptual importance, the impact 
of genetic polymorphisms on the immunopeptidome is of considerable medical relevance 
because MiHAs are the targets of three allo-immune processes: graft rejection, graft-versus-host 




Systems-level molecular definition of the immunopeptidome can be achieved only by 
MS studies. However, since current MS approaches cannot reliably detect polymorphic 
peptides, they are inadequate for MiHA discovery37. Furthermore, since several steps of MIP 
processing cannot be modeled with available algorithms38, MiHA identification using prediction 
tools is a daunting task fraught with high false discovery rates37. To resolve this conundrum, we 
have developed a genoproteomic strategy that hinges on a combination of next-generation 
sequencing and high-throughput MS peptide identification. Our personalized platform provides 
unprecedented insights into the genomic landscape of human MIPs and enables high-throughput 





2.7.1  Novel approach for the identification of MIPs 
To evaluate the impact of non-HLA genetic polymorphisms on the MIP repertoire, we 
analyzed the immunopeptidome of Epstein-Barr virus (EBV)-transformed B cell lines (B-LCLs) 
from two non-twin HLA-identical female siblings (Fig. 1a). The success of our endeavor hinged 
on two factors: the need to reliably identify MIPs encoded by polymorphic genomic regions and 
to maximize the coverage of the immunopeptidome (the number of unique MIPs identified). 
 
Detection of MIPs encoded by polymorphic genomic sequences using personalized 
proteomic databases. Large-scale MS-based analyses represent the sole approach enabling 
comprehensive molecular definition of the MIP repertoire1, 12, 39. However, standard high-
throughput MS is blind to a whole universe of polymorphic peptides. Indeed, sequencing (or 
assignation) of peptides by tandem MS is done using engines (e.g., Mascot) that attempt to 
correlate tandem MS fragment ions from a sample under study with those predicted from 
available protein databases (e.g. UniProt). Unfortunately, most polymorphic peptides are absent 
from these databases and tandem MS spectra from unlisted polymorphic peptides will inevitably 
remain unassigned or misassigned. We reasoned that the most straightforward solution to this 
conundrum would be to use next generation sequencing data to create subject-specific proteomic 
databases that would serve as a reference for MS sequencing.  
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(Figure legend on next page) 
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Figure 1. High-throughput genoproteomic strategy used for the identification of 
polymorphic MIPs on B-LCLs from 2 HLA-identical siblings. (a) General overview of the 
personalized approach, which combines next-generation sequencing, MS and bioinformatics. (b) 
Schematic representation of the combinatorial method used to translate in silico polymorphic regions 
containing ns-SNPs. (c) Combining the predicted MHC binding affinity and Mascot score enables to 
discriminate between MIPs and contaminant peptides. The dataset of peptides identified with an FDR ≤ 
5% was filtered according the Mascot score (which represents the confidence level of a peptide 
assignation), and the predicted MHC binding affinity. The red rectangle and lines indicate the 
combination of values (IC50 ≤ 1,250 nM and Mascot score ≥ 21) that allowed identifying the maximum 
number of MIPs with a 5% FDR threshold. 
 
Transcriptome sequencing (or RNA-seq) provides information about gene expression 
and can reveal sequence variation such as SNPs or RNA editing events40. However, lowly 
expressed genes might be missed by RNA-seq depending on the depth of coverage. Exome 
sequencing is the method of choice to capture RNA coding or exonic regions including SNPs 
as it tends to be less noisy than RNA-seq for variant calling and mapping40. Nevertheless, exome 
capture is limited to regions that are targeted by the probe set and not all exons are indeed 
transcribed in a particular cell type. Accordingly, the immunopeptidome is cell type-specific1 
and preferentially derives from abundant transcripts8, 19, and hence it is more likely to reflect 
transcriptome sequences rather than genomic sequences. To combine the benefits of both 
sequencing technologies and to cover as much as possible each individual’s coding genome40, 
we sequenced both the exome and the transcriptome of B-LCLs from each subject (Fig. 1a). 
Annotated exons were covered on average at a depth of 130-131x in the RNA-seq and a 
coverage depth of 66-158x of exonic targets was achieved in the exome capture, with 98% of 
targets covered at a minimum depth of five reads (Supplementary Data 1). In total, more than 
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53 and 50 mega base pairs (Mb) of annotated exons were covered in subjects 1 and 2, 
representing 76-81% of the human annotated exome (Supplementary Data 1). 
Next-generation sequencing data were used to build in silico the proteome of B-LCLs 
from our subjects using the in-house developed python module pyGeno19 (Fig. 1b). Following 
integration of exome and transcriptome sequencing, similar number of base pairs and 
proportions of the human exome were covered in both siblings (Fig. 2 track 3 blue vs. orange 
and Supplementary Data 1). Exome and transcriptome sequencing data of each subject were 
used to identify SNPs with respect to the reference genome (GRCh37.p2, NCBI), which were 
then filtered according to their quality (see Methods). The majority (93.2 – 97.7%) of the 
identified SNPs are reported in the dbSNP database41 (Supplementary Data 2). SNPs were 
combined into a single set and integrated at their respective position on the reference human 
genome to obtain two “personalized genomes”, from which we extracted and translated every 
transcript (see Methods section). The translations were then compiled in two “personalized 
protein databases”, one for each subject. 
 
Maximizing the level of coverage of the immunopeptidome. MIPs were eluted from the 
cell surface by mild acid elution performed on four biological replicates of 500 million cells for 
each subject. Eluted peptides were desalted and separated on strong cation exchange 
chromatography prior to LC-MS/MS analyses using high resolution precursor and product ion 
spectra. Compared to other methods such as MHC I immunoprecipitation, acid elution has the 




Figure 2. Integrative view of the genomic landscape of the MIP repertoire of HLA-
identical siblings. Circos plot showing similar proportions of sequenced genomic and transcriptomic 
regions in both siblings (tracks 1-3) and the small number of identified MiHAs (track 7) relative to the 
number of MS-detected MIPs (track 6) and sequenced polymorphic regions (tracks 4-5). From outermost 
to innermost tracks: 1) ideogram indicating chromosomal positions for each chromosome, 2) histogram 
depicting the number of genes for 500-Kb windows, 3) heat map showing the fraction of bases of 500-
Kb windows covered by exome (outer circle) or transcriptome (inner circle) sequencing of subjects 1 
(orange) and 2 (blue), 4) tile graph of 4,833 ns-SNP between siblings (purple), 5) tile graph of 3,774 
heterozygous loci where both alleles are shared by the two subjects and lead to non-synonymous amino 
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acid changes (green), 6) tile graph representing genomic regions that give rise to 4,468 MIPs, 7) Each 
dot represents one single gene-encoded MiHA deriving from regions containing ns-SNPs and detected 
by MS in subjects 1 (orange), 2 (blue) or both (green). 
 
direct acid elution can increase the amount of non-MHC contaminant peptides that are 
recovered8. In order to maximize the sensitivity and specificity of MIP detection, we have 
therefore developed an analysis pipeline that relies on a combination of four parameters: i) the 
canonical MIP length of 8 to 11 amino acids, (ii) the predicted MHC binding affinity given by 
the NetMHCcons algorithm43, (iii) the Mascot score, which reflects the quality of peptide 
assignation, and (iv) the false discovery rate (FDR), which indicates the proportion of decoy 
(false) vs. target (true) identifications (see Methods section). We found that for an FDR of 5%, 
the best coverage of the immunopeptidome was obtained by combining a Mascot score ≥ 21 and 
an MHC binding affinity ≤ 1,250 nM (Fig. 1c and Supplementary Fig. 1-2). 
Next, we compared the number of peptide identifications obtained by Mascot using the 
regular human protein database (UniProt) and personalized databases based on exome and 
transcriptome sequencing (Supplementary Fig. 3a). We identified 4,468 unique MIPs from the 
two personalized databases (Supplementary Data 3). The numbers of MIPs identified with the 
reference database vs. personalized databases were similar with a 96% overlap (Supplementary 
Fig. 3a). Notably, replacement of reference with the personalized databases had no impact on 




2.7.2 The MIP repertoire of HLA-identical siblings 
We have previously shown that the HLA genotype has a major impact on the MIP 
repertoire of MHC-mismatched individuals19. Here, we compared the MIP repertoire of HLA-
identical siblings to evaluate the impact of non-HLA genetic polymorphisms on the 
immunopeptidome. In addition to having identical HLA genotypes, the two siblings showed 
similar expression levels of the HLA-A, HLA-B and HLA-C genes (Supplementary Data 4) and 
of the total amount of MHC class I molecules at the cell surface (Supplementary Fig. 4). 
Following mild acid elution of peptides of comparable efficacy between subjects 
(Supplementary Fig. 4), we identified a total of 4,468 MIPs encoded by genes from all 
chromosomes (Fig. 2 track 6 and Supplementary Data 3), detected in a variable number of 
biological replicates (Fig. 3a) and associated to HLA-A*03:01, -A*29:02, -B*08:01, -B*44:03 
or –C*16:01. Similar numbers of MIPs were identified from the two subjects (4,114 in subject 
1 and 4,186 in subject 2). As expected, the majority of the MIPs (86%) were detected in both 
subjects (Fig. 3a). Most MIPs (75%) had a predicted binding affinity < 500 nM (Fig. 3b). We 
found no significant difference in the average binding affinity of 282 peptides exclusively 
detected in subject 1 vs. 351 peptides exclusively detected in subject 2 (Fig. 3b). Furthermore, 
the number of peptides predicted to bind each of the HLA molecules was similar between the 2 
subjects, suggesting that both siblings had comparable surface expression of each of the 5 HLA 
allelic products tested (Fig. 3c). Collectively, these results show that the MIP repertoire of HLA-




Figure 3. HLA-identical siblings present similar but not identical MIP repertoires. (a) Venn 
diagram showing that 86% of MIPs from HLA-identical siblings were detected in both subjects. A total 
of 4,468 MIPs were identified in the siblings after analysis of 8 biological samples (4 biological replicates 
per sibling). MIPs were detected in variable number of biological replicates. For peptides exclusively 
detected in one subject, the number of replicates in which the peptide was found is shown. The total 
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numbers of MIPs exclusively detected in subject 1 or 2 are shown in red and blue, respectively. (b) 
Scatter plot showing that 75% of identified MIPs are predicted to bind their respective HLA molecules 
with an IC50 < 500 nM. The IC50 for 5 HLA alleles was calculated with the NetMHCcons algorithm. For 
each peptide (represented by dots), the best binding score for a specific allele was kept. The yellow box 
highlights 75% of all peptides. The black lines and values indicate the average binding affinity of all 
peptides identified in each sibling. Red and blue lines and numbers represent the average binding affinity 
of 282 and 351 unshared peptides exclusively detected in subject 1 or 2, respectively. The predicted 
binding affinity of the two sets of unshared MIPs was statistically indistinguishable (P = 8.5 x 106 by 2-
tailed Mann-Whitney test). (c) The number of peptides associated to each HLA molecule was similar 
between the 2 subjects.  
 
2.7.3 MiHAs among MIPs detected exclusively in one subject  
MiHAs are typically encoded by bi-allelic loci22, 23. For each locus where two alleles are 
present in our subjects, three genotypes are possible: AA, AB and BB. At the peptidomic level, 
each allele can be dominant (generate a MIP) or recessive (a null allele that generates no MIP). 
Moreover, by comparing MIPs eluted from two HLA-identical individuals, dominant MiHAs 
can be separated into two groups based on their MS detection: shared MIPs and MIPs detected 
exclusively in one subject. MIPs detected in only one subject derive from different genotypes 
(e.g. AA vs. BB and AA vs. AB if only B is a dominant allele), while shared MIPs can originate 
from identical genotypes (AB vs. AB) or from different genotypes (e.g. BB vs. AB if only B is 
a dominant allele). Thus, subjects can be similar at the peptidomic level (display shared MIPs) 





Figure 4. Overview of MiHAs identified following analysis of genomic and peptidomic data 
from our two subjects. See Tables 1 and 2 for more details. 
 
In our search for MiHAs, we first performed in-depth analyses of MIPs detected in only 
one subject (Fig. 3a). Here the key finding was that out of 633 MIPs exclusively detected in one 
subject, only 14 (2%) were encoded by genomic regions harboring ns-SNPs between the two 
subjects (Fig. 4, n=10+4 and Supplementary Data 3). The origin of 4 of these 14 MIPs was 
ambiguous (they could derive from several genes), whereas the other 10 MiHAs were assigned 
to a single gene (Fig. 4, n=6+4 and Table 1). The genetic polymorphisms responsible for almost 
all MiHAs corresponded to reported SNPs (Table 1). Consistent with previous findings on 
human MiHAs23, only one of the two possible variants was detected by MS for each MiHA 
locus (Table 1). In other words, at the peptide level, one allele was dominant (generated a MIP) 
and one was recessive (generated no MIP) (Table 1). In five out of 10 cases, absence of the 
variant MiHA at the cell surface could be explained by a decreased binding affinity of the variant  
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Table 1. MiHAs detected by MS in only one of the two subjects and resulting from ns-
SNPs in MIP-coding regions. All MiHAs have one single genetic origin and are coded by 



























1T* STALRLTAF 1 ITGAL 
C*16:0




















RSK 2 NQO1 
A*03:
01 12 WW RW 
AMYDKGPF
WSK 11 0.9 
rs113134
1 




















HH SDVGGYNY 412 0.6 --- 
B 
R3HCC1










K 2 NADK 
A*03:





ACC-2G KEFEDGIINW 2 BCL2A1 
B*44:0
3 49 GD GG 
KEFEDDIIN




1I QELETSIKKI 2 KIF20B 
B*44:0
3 288 IN II 
QELETSNK




Selected features of the MiHAs are shown: the detected amino acid sequence (polymorphic residues are 
highlighted in bold underlined), the subject (S) in which the MiHA was detected, the source gene, the 
HLA molecule for which the MiHA has the best predicted binding affinity (IC50), the translated genotype 
of the polymorphic loci shown in amino acids (aa) for each subject, the alternative MiHA variant and its 
predicted HLA binding affinity (IC50), the differential predicted HLA binding affinity of the variant 
relative to the detected peptide (IC50 ratio) and the dbSNP identification when the ns-SNP corresponds 
to a known SNP. MiHAs tested in cytotoxicity assays are indicated with * (see Figure 5a). IC50 values 
of the alternative MiHA variants and IC50 ratios are shown in italics when they show a fold difference ≥ 
2 relative to the detected MiHAs. Further features can be found in Supplementary Data 2. 
 
for the corresponding HLA molecule (IC50 difference ≥ 2x). Nine of our best characterized 
MiHAs are novel whereas one (KEFEDGIINW) corresponds to the allelic variant of a 
previously reported MiHA (KEFEDDIINW)44 that has been recently identified45. Four MiHAs 
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were exclusively detected by MS in one of the subjects although they derived from a shared 
allele (Table 1B and Fig. 4). In all cases the MiHA was detected in the subject homozygous for 
the corresponding allele but not in the heterozygous subject (Table 1). This suggests that 
zygosity influences MiHA abundance and that low abundance MiHAs may fall below the MS 
detection threshold in heterozygous subjects. Consistent with this, the MS intensity for these 
four MiHAs was low in the homozygous subject (Supplementary Data 3). Six MiHAs were 
coded by an allele present only in one subject (Table 1A), and were thus potentially 
immunogenic for the other sibling. We further validated the peptide sequence using MS/MS 
from their respective synthetic peptide (Supplementary Fig. 5a). Furthermore, we confirmed the 
presence of the ns-SNP in the corresponding DNA and/or cDNA regions of these six MiHAs in 
both subjects by Sanger sequencing (Supplementary Fig. 6). Then, we determined the 
immunogenicity of four of these MiHAs by cytotoxicity assays. Peripheral blood mononuclear 
cells (PBMCs) from the MIP-negative subject were stimulated with autologous dendritic cells 
pulsed with an unshared MIP detected in the other subject. Primed cells were restimulated with 
autologous B-LCLs pulsed with the same peptide, then tested for in vitro cytotoxicity activity 
against autologous B-LCLs (MIP-negative) and allogeneic B-LCLs (MIP-positive). In all cases, 
in vitro generated MiHA-specific cytotoxic T lymphocytes selectively killed allogeneic MiHA-




Figure 5. Only polymorphic MIPs are immunogenic. Frozen PBMCs from the MIP-negative 
subject were thawed and stimulated with autologous dendritic cells pulsed with an unshared MIP 
detected in the other individual. Primed cells were restimulated with irradiated autologous B-LCLs 
pulsed with the same peptide for another 7 days. Restimulated cells were tested for in vitro cytotoxicity 
activity against autologous B-LCLs pulsed with the relevant peptide (positive control, black), unpulsed 
autologous B-LCLs (negative control, white), or MIP-positive allogeneic B-LCLs (test, grey) at various 
effector-to-target (E:T) ratios. The minimal cytotoxic activity against unpulsed autologous B-LCLs is 
most likely due to recognition of EBV epitopes. Average and s.d. of three or four independent 
experiments are shown. Significant differences are indicated by * P < 0.05 or ** P < 0.01, 2-tailed 
Student t-test. (a) MIPs encoded by polymorphic loci and detected exclusively in one subject. (b) MIPs 




We next sought to determine why some MIPs derived from non-polymorphic regions 
were detected by MS in only one subject (n = 633-14 = 619; Fig. 3a). Could they be MiHAs 
whose presence is regulated by cis- or trans- acting polymorphisms (outside of the MIP-coding 
genomic sequence) that would affect MIP processing22, 24? The MS/MS spectra of each of these 
MIPs were manually validated and, to further confirm the absence of the MIPs in one of the two 
subjects, we searched these MIPs in two additional biological replicates from each cell line. 
Most non-polymorphic MIPs found in only one subject were detected in only one or two 
replicates (Fig. 3a). This suggests that the presence of these MIPs was inconsistent, perhaps 
reflecting in part the limited sensitivity of MS. However, 41 unshared MIPs could not be 
discarded so easily because they were detected in 3-6 replicates of one sibling and absent in 6 
replicates of the other sibling. With the exception of two cases, exclusive detection of these 
MIPs in one of the siblings was not caused by interindividual differences in abundance of the 
MIP-source transcript (Supplementary Fig. 7a) or in the expression of the MIP-coding exon 
(Supplementary Fig. 7b), nor by differences in the expression of genes involved in the antigen 
processing and presentation pathway (Supplementary Data 4). We therefore selected for further 
analyses the three most enticing MIPs coded by non-polymorphic regions but detected by MS 
in only one subject: MIPs showing the best values for the predicted binding affinity, MS 
intensity, reproducibility and Mascot score (Supplementary Data 3). We further confirmed their 
absence in one of the subjects by comparing the corresponding extracted ion chromatograms 
(Supplementary Fig. 5b) and validated their MS/MS spectra with synthetic peptides 
(Supplementary Fig. 5c). We reasoned that if these MIPs were MiHAs, they should be 
immunogenic, even if their presence was dictated by unidentified polymorphisms outside of the 
MIP-coding genomic sequence. None of the tested MIPs could elicit the generation of cytotoxic 
 
45 
T cells in the MIP-negative sibling (Fig. 5b). We therefore failed to discover a single MiHA 
among MIPs coded by non-polymorphic regions. The most parsimonious explanation is that 
these MIPs were simply differentially expressed peptides whose abundance was below the MS 
detection threshold in B-LCLs from one subject. A plausible explanation would be that 
exclusive detection of these MIPs in one subject reflects cellular differences caused by EBV 
infection during the establishment of the B-LCLs and/or clonal variation46. Accordingly, we 
conclude that identification of MiHAs absolutely requires a combination of MS and genomic 
data. Reliance solely on MS detection would overestimate the number of MiHAs. In contrast, 
the use of personalized databases based on whole exome and transcriptome sequencing allows 
to rapidly identifying genuine MiHAs coded by polymorphic loci.  
 
2.7.4 The global imprint of ns-SNPs on the MIP repertoire 
In order to assess the global imprint of ns-SNPs on the MIP repertoire, we asked the 
question: what proportion of ns-SNPs between our two subjects were located in MIP-coding 
exomic sequences? By comparing the combination of whole exome and RNA-seq data from our 
two subjects, we found a total of 4,833 ns-SNPs, 87% of which are reported as “validated” in 
dbSNP (Fig. 2, track 4 and Supplementary Data 2). Overall, 26 of these ns-SNPs were located 
in regions coding for 22 MiHAs identified by MS, of which 13 originated from a single gene 
(Fig. 4, n=6+4+3) and are depicted in the Circos plot (Fig. 2 track 4 vs. 7 blue, orange and pink) 
and 9 have an ambiguous origin (Fig. 4, n=4+0+5 and Supplementary Data 3). The 13 
unambiguously assigned MiHAs were exclusively detected (Table 1) or shared (Table 2A) at 
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the peptidomic level. Thus, from a genomic perspective, only 0.5% of all ns-SNPs (26/4,833) 
found between our subjects were represented in their MIP repertoire.  
 
Table 2. MiHAs detected in both subjects and coded by loci harboring ns-SNPs. For some 
MiHAs, one subject was homozygous and one subject heterozygous at the MiHA locus (A), 
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TPR DLGAP5 A*03:01 27 HQ HQ 
KTYQVTPM
TPR 48 1.8 rs8010791 
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KL** 197 0.5 rs2241666 
MIIP-1K SEESAVPKRSW MIIP B*44:03 235 KE KE 
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Selected features of the MiHAs are shown: the detected amino acid sequence (polymorphic residues are 
highlighted in bold underlined), the source gene, the HLA molecule for which the MiHA has the best 
predicted binding affinity (IC50), the translated genotype of the polymorphic loci shown in amino acids 
(aa) for each subject, the alternative MiHA variant and its predicted HLA binding affinity (IC50), the 
differential predicted HLA binding affinity of the variant relative to the detected sequence (IC50 ratio) 
and the dbSNP identification when the ns-SNP corresponds to a known SNP. Note that in one case 
(marked with **) the alternative MiHA variant was detected by MS. IC50 values of the alternative MiHA 
variants and IC50 ratios are shown in italics when they show a fold difference ≥ 2 relative to the detected 





2.7.5 Identification of MiHAs among shared MIPs 
Among 3,835 shared MIPs (Fig. 3a), 20 were encoded by bi-allelic loci and therefore 
represent MiHAs (Fig. 4, n=8+12). These shared MIPs would not be immunogenic for our 
subjects but would be immunogenic for subjects homozygous for the alternative allele. In eight 
cases, one subject was homozygous for a dominant MiHA allele (AA) and the other subject was 
heterozygous for the dominant and a recessive allele (AB) (Fig. 4). The origin of five of these 
eight MiHAs was ambiguous (they could derive from several genes), whereas the other three 
MiHAs were assigned to a single gene (Table 2 and Fig. 4). The exome of our subjects shared 
3,774 heterozygous loci (Fig. 2, track 5). Twelve MiHAs derived from such bi-allelic loci for 
which our subjects shared the same heterozygous genotype (AB). Eight of these 12 MiHAs 
could be unambiguously assigned to a single gene (Fig. 2 track 7 in green, Fig. 4 and Table 2B). 
The two alleles were co-dominant in one case, whereas only one allele was dominant (identified 
by MS) in the other cases. Notably, in four of the shared MiHAs, the product of the recessive 
allele was predicted to have a lower MHC binding affinity than the product of the dominant 
allele (Table 2).  
 
2.7.6 Differences in the MIP repertoire of HLA-identical siblings 
Comparison of genomic and proteomic data from our subjects led to the discovery of 34 
MiHAs (Fig. 4), of which 21 were unambiguously assigned to a specific gene (Fig. 2, track 7 
and Tables 1 and 2). Out of 34 MiHAs, 14 were found in only one of the two subjects whereas 
20 MiHAs were shared MIPs (Fig. 4). Without considering the 4 MiHAs that were exclusively 
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detected in one subject but that derived from a shared allele (Table 1B), this means that out of 
4,468 MIPs only 10 (0.22%) would be immunogenic for one of our subjects. Assuming that 
unshared non-polymorphic MIPs are not immunogenic (Fig. 5b), this means that each subject 
would be tolerant to about 99.8% of the MIPs found on the B-LCLs of this sibling. The use of 
personalized databases for tandem MS sequencing was instrumental in the discovery of many 
MiHAs. Eleven of the 21 MiHAs listed in Tables 1 and 2 would have been missed in the absence 
of personalized databases, because these 11 peptides were absent in the Uniprot database.  
 
2.7.7 Polymorphic MIP coding regions at the population level  
We searched in the dbSNP database for validated ns-SNPs in the genomic sequences 
coding our 4,468 MIPs. We found that at the population level, 88% of our MIP coding sequences 
were invariant whereas 12% contained at least one ns-SNP: 670 ns-SNPs were found in the 
genomic region coding for 536 MIPs (Fig. 6a,b and Supplementary Data 5). Hence, at the 
population level, 536 MiHAs can be presented by the five HLA class I molecules studied herein: 
HLA-A*03:01, -A*29:02, -B*08:01, -B*44:03 and –C*16:01. Further studies will be required 





Figure 6. Frequency of ns-SNPs in the MIP coding exome. (a) Circos plot illustrates the relative 
proportion of polymorphic MIPs (n = 536) in the immunopeptidome and the genomic location of their 
coding loci. (b) Histogram showing the number and percentages of MIP coding regions containing ns-
SNPs in the global population. We used dbSNP to find validated ns-SNPs in the exomic sequences 
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encoding the 4,468 MIPs identified in our subjects. In the case of MIPs deriving from multiple source 
regions, the average number of ns-SNPs of all possible MIP source regions was calculated. (c) The 4,468 
MIPs of our subjects were encoded by 13,404 nucleotides. We performed 10,000 random samplings of 
4,468 exomic sequences (containing a total of 13,404 nucleotides) from the human reference exome 
(Ensemble GRCh37.65). In all samplings, the frequency of exomic sequences coding for 8-,9-,10- and 
11-mers was identical to the frequency found in the 4,468 MIP coding sequences from our subjects. The 
histogram depicts the distribution of validated ns-SNPs (dbSNP) in exomic sequences from the global 
population found in 10,000 random samplings of the whole exome. The average number of ns-SNPs of 
all random samplings was 708 (s.d. 30.4, 95% confidence interval: 650-768 shown in orange). The blue 
dotted line shows the number of ns-SNPs (n = 670) in the exomic sequences coding for the MIPs detected 
in our subjects. 
 
2.7.8 Bias in favor or against ns-SNPs in MIP coding regions  
We next wished to compare, in the global population, the frequency of ns-SNPs in the 
whole exome vs. the frequency in the 4,468 exomic sequences coding for the MIPs identified 
herein. To this end, we designed a bootstrap procedure (10,000 iterations) based on random 
samplings of 4,468 peptide-coding regions (13,404 base pairs/sampling) from the human 
reference exome (Ensemble GRCh37.65). For each sampling, we then calculated the number of 
validated ns-SNPs reported in dbSNP (Fig. 6c). Each sampling contained the same proportion 
of exomic sequences coding for 8-,9-,10- and 11-mers as the MIP coding sequences from our 
subjects. We found that the number of ns-SNPs in the MIP coding exome (n = 670) fell in the 
range of ns-SNPs found in 10,000 random samplings of the whole exome (average = 708; 95% 
confidence interval 650-768). We therefore conclude that the MIP coding exome reflects the 




2.8 Discussion  
MS is the sole method that enables direct identification of MIPs and large scale analyses 
of the MIP repertoire1, 15. Indirect predictions based on reverse immunology approaches are 
fraught with false discovery rates that may reach 95%47, 48. Currently, MS sequencing has been 
largely limited to peptides represented in the reference UniProt database. Our work 
demonstrates that the universe of peptides identified by MS can be expanded and refined by 
using personalized databases that include whole exome and transcriptome sequencing data.  
As well stated by J. Yewdell et al. “Despite the fact that quantitative aspects of systems 
are critical to their understanding, they are frequently ignored” 49. In line with this concept, our 
data provide the answer to a longstanding question: what is the proportion of invariant vs. 
polymorphic MIPs presented by MHC molecules? In other words, to what extent do non-MHC 
genomic polymorphisms enhance the interindividual variability of the immunopeptidome? We 
found that, at the population level, at least one ns-SNP is found in 12% of exomic sequences 
coding the MIPs presented by five common HLA class I allotypes. That about 88% of the 
genomic landscape of the MHC class I immunopeptidome is invariant in the global population 
illustrates the overwhelming importance of the HLA genotype in defining the content of the 
MHC class I immunopeptidome.  
In depth analyses of genomic and proteomic data revealed that about 0.5% of ns-SNPs 
between the exome of our subjects were represented in their MIP repertoire. Consequently, 10 
MIPs coded by an unshared allele were unique to one subject and might elicit allogeneic T-cell 
responses from his sibling, as demonstrated for four of them. Integration of personalized 
genomic and proteomic data was essential for identification of these rare polymorphic MIPs 
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interspersed among thousands of non-polymorphic MIPs. Since the MIP repertoire is molded 
by the transcriptome, some MIPs are ubiquitous and others are cell lineage-specific8, 50. 
Accordingly, various cell types present non-identical MIP repertoires. MIPs derive mostly from 
transcripts expressed at medium to high levels (as opposed to very low or low levels), and about 
8,500 transcripts are expressed at medium to high levels in B-LCLs19. We therefore posit that, 
at the organismal level, the total number of MiHAs derived from unshared ns-SNPs between 
two HLA-identical siblings would be about 2.5-fold the number found in B cells, assuming a 
total number of 21,000 human transcripts (i.e., 10 x (21,000/8,500) = 25). Unrelated individuals 
share fewer gene sequences than siblings. As a consequence, it has been calculated that the 
frequency of unshared MiHAs is increased by about 1.8-fold in unrelated (HLA-matched) 
subjects relative to siblings23. Thus, two unrelated HLA-identical subjects would display about 
45 unshared MHC class I-restricted MiHAs. Of note, these numbers might increase with better 
sequencing coverage of difficult regions (e.g. GC-rich) and more sensitive MS instruments. As 
illustrated here, four low abundance MiHAs could only be detected in the homozygous but not 
in the heterozygous individual. Furthermore, our estimate could vary depending on the cell type 
and it does not take into account MiHAs presented by MHC class II proteins. Though only six 
MHC class II-restricted MiHAs have been discovered in humans24, 51, a fair estimate of their 
repertoire will require systems-level studies using methods such as the one described herein.  
All MHC antigens are dominant. Our data show that this is not the case for MiHAs. With 
a single exception, all MiHA loci had one dominant (MIP generating) and one recessive (no 
MIP generated) allele (Tables 1 and 2). This observation is clearly consistent with population 
analyses of 10 well characterized autosomal MiHA loci: only one locus has two dominant 
alleles23. For slightly less than 50% of our recessive alleles, the absence of MIP could be 
 
53 
explained by a decreased MHC binding affinity of peptides. For the other recessive alleles, the 
absence of MIP must be due to interference of the polymorphism with some step in MIP 
processing that precedes MHC binding (e.g., cleavage by the proteasome or other proteases)3,38. 
With tens of thousands of proteins, mammalian cells are the most complex entity in the antigenic 
universe faced by our immune system52. Theoretical estimates suggest that the 
immunopeptidome contains 0.1% of the 9-mer sequences present in the proteome1. Few 
peptides win the fierce competition for inclusion in the immunopeptidome. Thus, if we consider 
MiHAs coded by dominant alleles as winners, it follows that in most cases a single ns-SNP is 
sufficient to transform winners into losers (the recessive alleles). This is an eloquent reminder 
that we cannot predict the molecular composition of the immunopeptidome based on our limited 
understanding of the complexity of the MIP processing pathway. 
Allogeneic hematopoietic cell transplantation has led to the discovery of the allogeneic 
graft-versus-leukemia (GVL) effect, which remains the most widely effective strategy for 
cancer immunotherapy in humans. GVL is mediated mainly, if not exclusively, by donor T cells 
that recognize host MiHAs. In line with recent progress in the field of cell therapy, MiHAs are 
therefore attractive targets for adoptive T-cell immunotherapy of cancer, particularly 
hematologic cancers31-36. However, because of the low number of molecularly defined human 
MiHAs, less than 30% of patients would currently be eligible for immunotherapy targeted to 
specific MiHAs53. Our report reveals a strategy for high-throughput MiHA discovery that could 
greatly accelerate the development of MiHA-targeted immunotherapy.  
Our genoproteomic method combining next generation sequencing and MS shows how 
it is possible to accurately identify by MS any MIP, provided that its source DNA or RNA has 
been sequenced. The personalized protein databases could be further refined by including other 
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types of polymorphisms such as indels and using linkage disequilibrium information to diminish 
the number of possible proteins that will be expressed in an individual given his SNPs. This 
approach opens new avenues in systems immunology and should be invaluable for exploration 
of several “black holes” in the immunopeptidome. One particularly important black hole is the 
“cancer immunome” 54. Compelling evidence suggests that the most immunogenic antigens 
present on cancer cells are mutant peptides derived from the numerous mutations found in 
neoplastic cells55-57. However, tumor-specific mutant peptides (alike MiHAs) are not detected 
by standard large scale MS approaches. We posit that our method should enable discovery of 
tumor-specific peptides (the product of somatic mutations) with the same accuracy as MiHAs 
(the product of germline genetic polymorphisms). Accordingly, our next priority will be to use 






Cell culture and HLA typing 
This study was approved by the Comité d’Éthique de la Recherche de l’Hôpital 
Maisonneuve-Rosemont and all subjects provided written informed consent. Because fresh 
blood samples were required for cytotoxicity assays we elected to generate new B-LCLs from 
available donors, instead of studying the highly characterized B-LCLs from the Centre d'Etude 
du Polymorphisme Humain. PBMCs were isolated from blood samples of 2 non-twin HLA-
identical Caucasian female siblings. B-LCLs were derived from PBMCs with Ficoll-Paque Plus 
(Amersham) followed by EBV infection as described58. High-resolution HLA genotyping was 
performed at the Maisonneuve-Rosemont Hospital. The two siblings are HLA-A*03:01,*29:02; 
B*08:01,*44:03; C*07:01,*16:01; DRB1*03:01,*07:01.  
 
RNA extraction and preparation of transcriptome libraries 
Total RNA was isolated from 5 million B-LCLs using RNeasy mini kit including DNase 
I treatment (Qiagen) according to the manufacturer’s instructions. Total RNA was quantified 
using the NanoDrop 2000 (Thermo Scientific) and RNA quality was assessed with the 2100 
Bioanalyzer (Agilent Technologies). Transcriptome libraries were generated from 1 µg of total 
RNA using the TruSeq RNA Sample Prep Kit (v2) (Illumina) following the manufacturer’s 
protocol. Briefly, poly-A mRNA was purified using poly-T oligo-attached magnetic beads using 
two rounds of purification. During the second elution of the poly-A RNA, the RNA was 
fragmented and primed for cDNA synthesis. Reverse transcription of the first strand was 
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performed using random primers and SuperScript II (InvitroGene). A second round of reverse 
transcription was done to generate a double-stranded cDNA, which was then purified using 
Agencourt AMpure XP PCR purification system (Beckman Coulter). End repair of fragmented 
cDNA, adenylation of the 3’ ends and ligation of adaptors were completed following the 
manufacturer’s protocol. Enrichment of DNA fragments containing adapter molecules on both 
ends was done using 15 cycles of PCR amplification and the Illumina PCR mix and primers 
cocktail. 
 
DNA extraction and exome capture 
Genomic DNA was extracted from 5 million B-LCLs using the PureLink Genomic DNA 
Mini Kit (Invitrogen) according to the manufacturer’s instructions. DNA was quantified and 
quality-assessed using the NanoDrop 2000 (Thermo Scientific). Genomic libraries were 
constructed from 1µg of genomic DNA using the TruSeq DNA Sample Preparation Kit (v2) 
(Illumina) following the manufacturer’s protocol. We used 500 ng of DNA-Seq libraries for 
hybrid selection-based exome enrichment with the TruSeq exome enrichment kit (Illumina) 
according to the manufacturer’s instructions. 
 
Whole transcriptome sequencing, exome sequencing and mapping 
Paired-end (2 x 100 bp) sequencing was performed using the Illumina HiSeq2000 
machine running TruSeq v3 chemistry. Two RNA-Seq or four exomic libraries were sequenced 
per lane (8 lanes per slide). Cluster density was targeted at around 600-800k clusters/mm2. The 
Illumina chastity quality filter was used to remove the low-quality reads. The chastity of a base 
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call is the ratio of the intensity of the greatest signal divided by the sum of the two greatest 
signals. Reads passed this filter if no more than one base call in the first 25 cycles had a chastity 
<0.6. More than 96% of the reads passed this filter (Supplementary Data 1). Sequence data were 
mapped to the human reference genome (hg19) using the Casava 1.8.1 and the Eland v2e 
mapping softwares (Illumina). First, the *.bcl files were converted into compressed FASTQ 
files, following by demultiplexing of separate multiplexed sequence runs by index. Single reads 
were aligned to the human reference genome using the multiseed and gapped alignment method. 
Multiseed alignment works by aligning the first seed of 32 bases and consecutive seeds 
separately. Gapped alignment extends each candidate alignment to the full length of the read 
and allows for gaps up to 10 bases. The following criteria were applied: i) a read contains at 
least one seed that matches with at most 2 mismatches without gaps and ii) gaps were allowed 
for the whole read, as long as they correct at least five mismatches downstream. For each 
candidate alignment a probability score, which is based on the sequencing base quality values 
and the positions of the mismatches, was calculated. The alignment score of a read, which is 
expressed on the Phred scale, was computed from the probability scores of the candidate 
alignments. The best alignment for a given read corresponded to the candidate alignment with 
the highest probability score and was kept if the alignment score exceeded a threshold. Read 
alignments were further filtered out if they contained adjacent insertion/deletion events or if 
paired-end anomalies were present. Reads that mapped at 2 or more locations were not included 
in further analyses. For the exome paired-end libraries, the best scoring alignments for each half 
of the pair were computed and compared to find the best paired-read alignments according to 
the estimated insert size distribution. In the case of RNAseq libraries, an additional alignment 
was performed against splice junctions and contaminants (mitochondrial and ribosomal RNA). 
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Sequences mapping to contaminants were discarded whereas reads uniquely mapping to splice 
junctions were kept and converted back to genome coordinates.  
 
Quantification of transcript expression 
We used two methods to estimate and compare transcript expression between subjects. 
In the first method, the Casava 1.8.1 software (Illumina) was used to estimate gene or exon 
expression levels (RNA-seq) measured as RPKM (i.e. Read Per Kilobases of exon model per 
Million mapped reads) using the following formula: Gene or exon RPKM = 109 x Cb/Nb L, 
where Cb is the number of bases that fall on the feature, Nb is the total number of mapped bases 
and L is the length of the feature in base pairs. We also used the DESeq package59, which is 
based on raw counts, to compare transcript expression. Transcript expression level was not 
considered in SNP calling. 
 
Identification of SNPs and read counting 
Variant call, indel detection and read counting were done using the Casava 1.8.1 
software (Illumina). Reads were re-aligned around candidate indels to improve the quality of 
variant calls and site coverage summaries. Individual base calls were further filtered based on 
mismatch density or ambiguity and the remaining base calls were used to predict site genotypes. 
Casava was also used to retrieve all SNPs observed between the reference genome (GRCh37.p2, 
NCBI) and the sequenced transcriptome and exome of our subjects. SNPs and indel calls near 
centromeres and within high-copy number regions were removed. For each called SNP, Casava 
calculates the most probable genotype (max_gt), and a Q-value expressing the probability of the 
 
59 
most probable genotype (Qmax_gt). The Q-value is a quality score that measures the probability 
that a base is called incorrectly and was used to filter out low-quality SNPs (see “In silico 
generated proteomes” section). SNPs sequenced with at least 5x coverage were kept. This 
information (.txt files) was loaded into an in-house python module, pyGeno19, for further 
processing. 
 
In silico generated proteomes (personalized databases) 
We used various in-house scripts that rely on pyGeno for data retrieval, parsing and 
processing. We integrated the exome sequencing data to the transcriptome sequencing data. For 
every SNP found by transcriptome sequencing, we retained the most probable genotype if the 
Q-value (Qmax_gt) was ≥20, which corresponds to a 1% error rate (a higher quality score 
indicates a smaller probability of error). If the SNP was also covered by the exome sequencing, 
we included not only the most probable genotype found by RNA-seq but also all bases in 
common with the exome sequencing. Because exome sequencing is not affected by mRNA 
expression, we also included the genotypes of SNPs that were only found by exome sequencing 
and that had a Q-value ≥20. Lastly, we included all bases of SNPs called by both the 
transcriptome and exome sequencing, regardless of the Q-Value. The retained genotypes of all 
SNPs were then integrated in the reference genome (GRCh37.p2, fasta file) at their right position 
to construct a “personalized genome” for each subject. These personalized genomes were used 
to extract all transcripts reported in the Ensembl gene set (GRCh37.65, gtf file) for all 
chromosomes except for the Y chromosome and mitochondrial DNA. These transcripts were 
then in silico translated into proteins using the reading frame specified in the Ensembl gene set. 
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Considering that the vast majority of MIPs have a maximum length of 11 amino acids, we 
established a window of 21 amino acids centered at each heterozygous ns-SNP. When a window 
contained more than one SNP, we translated in silico all possible combinations and included 
them in the personalized databases (Fig. 1b). Finally, we compiled all translation products into 
two fasta file databases (one for each subject) that were used for the identification of MIPs (see 
“MS/MS sequencing and peptide clustering” section). Both resulting databases had a similar 
size, in terms of number of residues (36,007,210 in subject 1 and 36,010,026 in subject 2) and 
number of entries (95,806 in subject 1 and 95,687 in subject 2). Moreover their size is 
comparable to the size of the reference UniProt human database used (43,384,120 residues and 
75,530 entries). 
 
MS/MS sequencing and peptide clustering 
Based on our previous studies on MS data reproducibility across technical and biological 
replicates8, we prepared four biological replicates of 5 x 108 exponentially growing B-LCLs 
from each subject. MIPs were released by mild acid treatment, desalted on an HLB cartridge 
30cc, filtered with a 3000Da cut-off membrane and separated into seven fractions by cation 
exchange chromatography using an off-line 1100 series binary LC system (Agilent 
Technologies) as previously described8, 9. Fractions containing MIPs were resuspended in 0.2% 
formic acid and analyzed by LC-MS/MS using an Eksigent LC system coupled to a LTQ-
Orbitrap ELITE mass spectrometer (Thermo Electron). Peptides were separated on a custom 
C18 reversed phase column (150 µm i.d. X 100 mm, Jupiter Proteo 4 µm, Phenomenex) using a 
flow rate of 600 nL/min and a linear gradient of 3-60% aqueous ACN (0.2% formic acid) in 120 
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mins. Full mass spectra were acquired with the Orbitrap analyzer operated at a resolving power 
of 30 000 (at m/z 400). Mass calibration used an internal lock mass (protonated (Si(CH3)2O))6; 
m/z 445.120029) and mass accuracy of peptide measurements was within 5 ppm. MS/MS 
spectra were acquired at higher energy collisional dissociation with a normalized collision 
energy of 35%. Up to 6 precursor ions were accumulated to a target value of 50000 with a 
maximum injection time of 300 ms and fragment ions were transferred to the Orbitrap analyzer 
operating at a resolution of 15000 at m/z 400.  
Mass spectra were analyzed using Xcalibur software and peak lists were generated using 
Mascot distiller Version 2.3.2 (http://www.matrixscience.com). Database searches were 
performed against UniProt Human database (43,384,120 residues, released on April 2, 2013), 
databases specific to subjects 1 and 2 (34,976,580 and 34,990,381 residues, respectively, see “in 
silico generated proteome” section) and EBV_B95.8 database (40,946 residues), using Mascot 
(Version 2.3.2, Matrix Science). To calculate the FDR, we performed a Mascot search against 
a concatenated target/decoy database using the human UniProt or subject-specific databases. 
The target represents the forward sequences and the decoy its reverse counterparts. Mass 
tolerances for precursor and fragment ions were set to 5 ppm and 0.02 Da, respectively. Searches 
were performed without enzyme specificity with variable modifications for cysteinylation 
(Cys), phosphorylation (Ser, Thr and Tyr), oxidation (Met) and deamidation (Asn, Gln). Raw 
data files were converted to peptide maps comprising m/z values, charge state, retention time 
and intensity for all detected ions above a threshold of 8,000 counts using in-house software 
(Proteoprofile)9. Peptide maps corresponding to all identified peptide ions were aligned together 
to correlate their abundances across sample sets and replicates. The MS/MS spectra of unshared 





Identification of MIPs 
MIP identification was based on four criteria: i) the canonical MIP length of 8 to 11 
amino acids, (ii) the predicted MHC binding affinity given by the NetMHCcons algorithm43, 
(iii) the Mascot score, which reflects the quality of peptide assignation, and (iv) the FDR, which 
indicates the proportion of decoy (false) vs. target (true) identifications. First, we evaluated the 
correlation between these parameters. We found a strong correlation (0.88) between FDR values 
<60% and MHC binding affinity values ≤ 1,750 nM for all 8-11mers (Supplementary Fig. 1). 
Indeed, the proportion of peptides with an MHC binding affinity ≤ 1,750 nM increases as the 
FDR decreases (Supplementary Fig. 2a). This correlation was specific to MIPs, since no 
correlation was found for random peptides (Supplementary Fig. 1 and 2b). These results show 
that low FDR values allow enrichment of high affinity peptides (MHC binding affinity ≤ 1,750 
nM) and thus of MIPs. However, the drawback of using a stringent low FDR as the main filter 
is that the total number of identifications considerably decreases (Supplementary Fig. 2a) as 
well as the proportion of small peptides (8-9 mers) identified (Supplementary Fig. 2c). 
Accordingly, the relative proportion of peptides found in target vs. decoy decreased with 
increasing peptide length60, in accordance with the notion that short peptides such as MIPs 
generally require higher Mascot scores to achieve a low FDR. Moreover, the tandem MS 
fragment ions of MIPs are less predictable and evenly distributed than those of tryptic peptides 
which further complicate their assignment by database search engines such as Mascot. To set a 
more suitable Mascot score threshold for high-throughput MIP detection, we evaluated the 
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relation between the Mascot score and the predicted binding affinity for all 8-11 mer peptides 
identified with an FDR ≤ 5% (Fig. 1c). Then, we calculated the number of MIPs identified with 
all combinations of Mascot score and predicted binding affinity. We found that the highest 
number of MIP identifications was obtained by combining a Mascot score ≥ 21 and an MHC 
binding affinity ≤1,250 nM at a 5% FDR (Fig. 1c).  
 
MS/MS validation of a subset of MIPs 
Polymorphic and non polymorphic MIPs exclusively detected in one of the two subjects 
(Table 1 and Supplementary Data 3) were synthesized by Bio Basic Inc. and JPT peptide 
technologies. Subsequently, 500 fmols of each peptide were injected in the LTQ-Orbitrap 
ELITE mass spectrometer using the same parameters as those used to analyse the biological 
samples. 
 
Ns-SNPs found in MIP coding regions in the population 
For each MIP, we retrieved the coordinates of the peptide-coding DNA region. These 
coordinates were then used to extract both the corresponding reference sequence and all non-
synonymous validated SNPs reported by dbSNP (Build 137) for that region. For MIPs deriving 
from multiple source regions, the number of ns-SNPs reported, corresponds to that of the MIP 
source region possessing the maximal number of ns-SNPs. 
 
Random peptide sampling 
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We constructed a genome-wide index. To do so, we indexed every coding sequences 
reported in the Ensembl gene set (GRCh37.65), except for those located in the Y chromosome 
or the mitochondrial DNA, into a segment tree. Next, we kept only the first layer of the tree and 
removed the gaps between the indexed regions, effectively transforming the tree into a coding 
DNA sequence list, which was used for the random peptide sampling. For each of the 4,468 
identified peptides, a random peptide of the same length and that fell entirely into a single coding 
DNA sequence, was chosen. Next, for each randomly selected peptide, we counted the number 
of ns-SNPs reported in dbSNP137 (validated and missense). The distribution was obtained after 
repeating the sampling of 4,468 random peptides 10,000 times.  
 
PCR and Sanger sequencing 
PCR amplification of the MiHA-encoding DNA and cDNA regions was performed with 
the Phusion ® High-Fidelity PCR kit (New England BioLabs). For each candidate, 1-2 pairs of 
sequencing primers were designed manually and with the PrimerQuest software (Integrated 
DNA Technologies, Supplementary Table 1), and were synthesized by Sigma. PCR products 
were purified with the PureLink Quick Gel Extraction Kit (Invitrogen). Sanger sequencing was 
performed on candidate DNA and cDNA at the IRIC’s Genomics Platform. Sequencing results 
were visualized with the Sequencher software v4.7 (Gene Codes Corporation). 
 
Cytotoxicity assays 
Dendritic cells (DCs) were generated from frozen PBMCs, as previously described61. To 
generate cytotoxic T cells, autologous DCs were irradiated (4,000 cGy), loaded with 2 µM of 
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peptide and cultured for 7 days with freshly thawed autologous PBMCs at a DC:T cell ratio of 
1:10. From day 7, responder T cells were restimulated for 7 additional days with irradiated 
autologous B-LCLs pulsed with the same peptide (B-LCL:T cell ratio 1:5). Expanding T cells 
were cultured in RPMI 1640 (Invitrogen) containing 10% human serum (Sigma-Aldrich) and 
L-glutamine. IL-2 (50 U/ml) was added for the last 5 days of the culture. Cytotoxicity assays 
were performed as described9, with minor modifications. Briefly, B-LCLs were labeled with 
carboxyfluorescein succinimidyl ester (CFSE) (Invitrogen), extensively washed, irradiated 
(4,000 cGy) and then used as targets in cytotoxicity assays. Target cells were plated in 96-well 
U-bottom plates at 5,000 cells/well. Effector cells were added at different effector-to-target 
ratios in a final volume of 200 µl/well. Plates were centrifuged and incubated for 18h-20h at 
37°C. Flow cytometry analysis was performed using a LSRII cytometer with a high throughput 
sampler device (BD Biosciences). The percentage of specific lysis was calculated as follows: 
[(number of CFSE+ cells remaining after incubation with unpulsed target cells – number of 
CFSE+ cells remaining after incubation with peptide-pulsed target cells) / number of CFSE+ 
cells remaining after incubation with unpulsed target cells] x100.  
 
Statistical analysis and data visualization 
The 2-tailed Student t-test was used to identify differentially expressed MIPs and MiHAs 
that induced cytotoxicity. The 2-tailed Mann-Whitney test was used to compare the MHC 
binding affinity of unshared MIPs. Differentially expressed transcripts were identified with the 
DESeq package that uses a model based on the negative binomial distribution59. The Spearman 
correlation was used to evaluate the relation between differences in MIP abundance and 
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differences in MIP-coding gene or exon expression. The genomic location of identified MIPs 
including MiHAs and the RNA-seq and exome sequencing coverage were visualized with the 
Circos software62. The Integrative Genomics Viewer v2.063 was used to visualize and inspect 
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pyGeno est une librarie Python destinée aux applications de médecine personnalisée 
impliquant la génomique et la protéomique. pyGeno intègre les séquences de référence ainsi que 
les annotations d’Ensembl, les polymorphismes génomiques provenant de la base de données 
dbSNP et les données de séquençage de nouvelle génération dans un cadre facile d’utilisation, 
rapide, avec usage de la mémoire optimisé, permettant ainsi à l’utilisateur de facilement explorer 
les génomes et protéomes personnalisés de leurs sujets d’étude. Comparativement à un 
programme autonome, pyGeno fournit un accès à l’expressivité complète de Python, un langage 
de programmation général. De ce fait, l’étendue des applications rendues possibles par pyGeno 
inclut à la fois des scripts courts, ainsi que des études à grande échelle sur l'ensemble du génome. 
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pyGeno is a Python package mainly intended for precision medicine applications that 
revolve around genomics and proteomics. It integrates reference sequences and annotations 
from Ensembl, genomic polymorphisms from the dbSNP database and data from next-gen 
sequencing into an easy to use, memory-efficient and fast framework, therefore allowing the 
user to easily explore subject-specific genomes and proteomes. Compared to a standalone 
program, pyGeno gives the user access to the complete expressivity of Python, a general 
programming language. Its range of application therefore encompasses both short scripts and 






High-throughput systems biology and precision medicine applications require the 
integration of data from many different sources. For instance, a significant part of precision 
medicine research revolves around the identification of relevant single nucleotide 
polymorphisms (SNPs) and insertions/deletions (INDELS) and the study of their context1. 
Furthermore, recent studies in proteogenomics show that replacing traditional reference 
databases such as Uniprot2 by customized databases that integrate the subject’s genomic 
polymorphisms, can significantly improve the identification of peptides or proteins using mass 
spectrometry3–6. These applications usually require the integration of reference sequences, 
reference genome annotations, specific SNPs and INDELs along with an external SNP database 
such as dbSNP7 for validation. The sheer amount of data generated by these studies rules out 
most spreadsheet analyses and requires tools that are both fast and memory efficient. 
Furthermore, these studies often require the collaboration of people with different sets of skills. 
Thus, it was important to us to develop a tool that is powerful enough to be integrated in complex 
high-throughput pipelines, while still being understandable by users with limited technical 
abilities. In contrast to other projects such as BioPython8 and PyCogent9 whose objective is to 
provide a general set of tools for bioinformatics, the primarily ambition behind pyGeno is to 
provide the community with a powerful genome and proteome exploration tool that can be easily 
integrated into scripts. The current version integrates gene set annotations and reference 
sequences from Ensembl10 along with polymorphisms (both SNPs and INDELs) derived from 
dbSNP7, and experimentally detected patient-specific polymorphisms. 
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To our knowledge pyGeno is the only available tool that provides this kind of integration 
in an easy-to-use and programming-friendly environment. Furthermore, more advanced users 
can rely on object-oriented inheritance to extend the functionalities of pyGeno to implement 
support for polymorphisms from other sources. pyGeno has been used with human and mouse 
genomes and should readily work with any diploid organism whose annotations are made 
available by Ensembl.  
 
3.7 Methods 
3.7.1 Design and implementation 
pyGeno is written in Python, a language that enjoys a large set of well established and 
mature scientific libraries that are used in research fields such as physics, mathematics and 
bioinformatics8, 11–13. pyGeno gives users access to the full expressivity of Python to explore 
reference and patient-specific genomes and proteomes, by manipulating familiar objects such 
as genomes, chromosomes, genes, transcripts, proteins and exons. In order to make pyGeno as 
easy to use and learn as possible, we have created an interface where only one function, get(), 
can be used for almost any query. An example of usage can be seen in Figure 1. An integrated 
documentation is also available through the help() function. 
The current version of pyGeno does not require any access to remote REST APIs. This 
results in more robust and faster processing since the application is not affected by connection 
speed or sudden changes to the server API. On the other hand it also implies that extra care must 
be taken regarding the optimization of the application. 
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Memory efficiency and speed are mainly achieved through the use of a custom lazy object-
oriented database system that we have specifically written for pyGeno 
(https://github.com/tariqdaouda/rabaDB). When an object is loaded through the get() function, 
only a minimal version of it is served. The object fully develops only once the user accesses a 
field that is not present in the minimal version (Figure 1). The transformation is entirely 
transparent and does not require more memory than necessary to store the fully developed 
object. This is especially important, since most of the time users are only interested in specific 
regions of the genome, and do not require that the full genome be loaded into memory. Every 
loaded object is also a singleton, if the user asks for a previously loaded object, pyGeno will 
serve the object in memory. 
Furthermore, this database system is built on top of SQLite version 3 
(http://www.sqlite.org/), a serverless relational database. Because SQLite3 uses single files to 
store data, pyGeno’s database can be easily backed up and shared by a simple copy/paste. 
Moreover, the files can be directly read, modified and analyzed through any SQLite3 client. 
As with any other database system, indexes play a crucial role in determining the general 
performance. Within pyGeno’s database, several reference genomes along with patient-specific 
data and versions of dbSNP can coexist. Therefore, building indexes for all the stored 
information would result in unnecessarily large databases. We therefore have taken the approach 
of giving the end user full control over indexation through the ensureGlobalIndex() and 
dropGlobalIndex() functions. Users can, for example, decide to index the field ’id’ of transcripts 




Figure 1. Extracting the subject-
specific sequence of a protein. (A) 
Here we instantiate a personalized genome 
G1 by providing the Genome constructor 
with the name of a reference genome, a set 
of polymorphisms and a user defined SNP 
filter (for example a quality filter). (B) We 
then ask the get function of G1 to return a 
protein by id. The result is an object where 
only the fields in bold are fully loaded, 
other fields will be automatically loaded 
when and if accessed. (C) Asking for the 
currently unloaded sequence of the protein 
triggers the following sequence of events. 
The transcript, as well as the exons that 
encode for it, and any polymorphisms in 
their regions are loaded. The 
polymorphisms are filtered according to 
the filter provided to the genome 
constructor (for example, according to 
sequencing quality) and inserted at their 
corresponding locations. The exons are 
then assembled into the transcript 
sequence and the sequence is translated. 
(D) The sequence as well as the transcript 
are now fully loaded and the sequence of 
the precision protein is printed. 
 
pyGeno’s database is populated through imports of datawraps using importSNPs and 
importGenome functions. Datawraps are compressed archives that can be shared among co-
workers, and are designed to solve the version and update problems. A datawrap contains at 
 
83 
least one file named manifest.ini that contains basic information about the package such as a 
description, a version and a maintainer, as well a list of files from which data must be extracted. 
It is possible to either compress these files within the archive, or to specify URLs from which 
the files can be downloaded. 
In an effort to make pyGeno as easy to install as possible we have made it as dependency-
free as possible. This approach has motivated our choice for SQLite3, since it is natively 
supported by Python 2.5 and above, and it also lead us to develop many tools that were 
subsequently integrated into pyGeno. Among theses tools are various functions for translating 
sequences, parsers for GTF/GFF, VCF, FASTA, FASTQ and CSV files, a progress bar, and an 
efficient way of annotating the genome called segment trees. 
 
3.8 Personalized genomes 
One of the biggest strengths of pyGeno is to allow the user to define personalized 
genomes. These genomes are built by combining a reference genome with sets of 
polymorphisms and a filtering function that returns the alleles to be inserted at the appropriate 
locus (Figure 1). Personalized genomes are a powerful tool that can go beyond the definition of 
patient-specific genomes. For instance, we recently used this tool to combine the results of both 
RNA- and DNA-seq data and create more robust personalized genomes that were used to 
identify protein-derived peptides by mass spectrometry3. Furthermore, because pyGeno loads 
the necessary parts of a given reference genome only once, a pyGeno application can handle 





pyGeno’s only requirement is Python2 and we highly recommend version 2.7.6 or later. 
pyGeno can be easily installed using the pip package manager (https://pip.pypa.io/) by typing 
pip install pyGeno into command line interface. Alternatively, the latest developments can be 
obtained from the github repository. Once pyGeno’s installation has been completed, the first 
action that users must perform is the importation of a reference genome datawrap. In order to 
simplify the process pyGeno comes with several datawraps that can be directly listed and 
installed using its bootstrap module. If the desired reference genome is not among the ones 
provided, users also have the possibility to create their own from scratch by following the steps 
described in the documentation. After the first reference genome importation, pyGeno is fully 




We have developed pyGeno because, in an age where both precision medicine and 
DNA/RNA sequencing are becoming more and more important, we needed a tool that would 
allow us to easily work on personalized genomes that include subject-specific genomic features. 
Nowadays research teams are increasingly multidisciplinary and are composed of people with 
very different backgrounds. Since we wanted pyGeno to serve as a common language between 
users, we therefore took great care in making pyGeno easy to install, easy to use and optimized 
it so it can run on computers with limited resources (eg. laptops). The fact that pyGeno has been 
downloaded more than 12,000 times over its first year of existence suggests that there is indeed 
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a need for powerful user-friendly precision medicine tools. With pyGeno we have taken a rather 
unusual approach to user-friendliness. Instead of writing a program with a graphical user 
interface (GUI), we have decided to create a Python module that fully integrates within the 
Python environment. This ensures that users can leverage the full expressiveness of Python as 
well as the functionalities of other python modules such as SciPy and numpy11, pandas 
(http://pandas.pydata.org/) and matplotlib13, to meet their specific needs. Furthermore, it led us 
to think of the functions and objects the user manipulates as pyGeno’s interface and we strived 
to make it as simple and easy to learn as possible. 
In the past few years great technologies have been developed. Scripting languages such 
as Python and JavaScript have taken programming to a whole new level of simplicity, and are 
now fast enough to serve as foundations to large-scale projects. Freely available libraries such 
as D3.js (http://d3js.org/) allow for the creation of stunning data representations, that once 
coupled with tools such as pyGeno, could be used to create powerful interactive representations 
of biological data. The NoSQL movement has produced several new database systems from 
which developers can choose, offering them the opportunity to store sheer amounts of data with 
a flexibility that was not present only a few years ago. These technologies and many others are 
only waiting to be put together into ground breaking tools for the treatment of biological data. 
In life saving research areas, we believe that great tools that dramatically improve workflow 




3.10 Software Availability 
1.! pyGeno is available from the Python Package Index (PyPI; https://pypi.python.org) via: 
pip install pyGeno. 
2.! Latest source code: https://github.com/tariqdaouda/pyGeno. 
3.! Documentation: http://pyGeno.iric.ca 
4.! Link to archived source code as at time of publication: 
https://zenodo.org/record/50587#.VyIP0UErJB0 (doi: 10.5281/zenodo.50587) 
5.! License: Apache License Version 2.0 
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Les peptides associés aux molécules du MHC de classe I (MIP) forment collectivement 
l’immunopeptidome, qui définit le soi immunitaire pour les lymphocytes T CD8. Les MIP 
régulent le développement et le fonctionnement des cellules T CD8, et représentent les cibles 
principales de l’immunosurveillance tumorale. Les MIP proviennent de régions spécifiques du 
génome. En effet, alors que toutes les protéines contiennent des séquences peptidiques capables 
de se lier aux molécules du MHC, la plupart ne se retrouve jamais à la surface des cellules. Afin 
de comprendre pourquoi l’immunopeptidome ne comprend qu’une petite fraction du 
transcriptome codant pour des protéines, les études se sont concentrées jusqu’à ce jour sur les 
événements post-traductionnels. Cependant, il a été démontré que la plupart des MIP 
proviennent de protéines dégradées soit pendant leur synthèse ou dans les minutes qui suivent. 
En utilisant diverses méthodes bio-informatiques, incluant des réseaux de neurones artificiels, 
nous avons analysé un grand ensemble de données de transcrits codant ou non pour des MIP. 
Nos résultats montrent que la biogenèse des MIP est régulée par l’usage des codons dans les 
régions des mRNA entourant les séquences codant pour les MIP. Notamment, nous avons trouvé 
que les codons synonymes ont un effet non-redondant sur la biogenèse des MIP. Comme le biais 
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de codon régule spécifiquement le processus de traduction, cela implique que l’impact de 
l’usage des codons sur la biogenèse des MIP opère au niveau de la traduction. Nous concluons 
que la biogenèse des MIP est régulée par le contexte de mRNA environnant la séquence codant 
pour le MIP, et ce, indépendamment de la séquence codant pour le MIP. Notre étude suggère 
que des algorithmes intégrant à la fois les événements traductionnels et post-traductionnels 
pourraient rendre possible la modélisation prédictive de l’immunopeptidome et l’identification 
de néoantigènes tumoraux basée sur des données transcriptomiques. 
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MHC class I-associated peptides (MIPs) collectively form the immunopeptidome which 
defines the immune self for CD8 T lymphocytes. MIPs regulate the development and function 
of CD8 T cells, and represent the main targets of cancer immunosurveillance. Importantly, MIPs 
originate from selective regions of the genome. Indeed, while all proteins contain peptide 
sequences that could potentially bind to MHC molecules, most of these peptides never become 
MIPs. In order to understand why the immunopeptidome covers only a small fraction of the 
protein-coding transcriptome, studies have heretofore focused on post-translational events. 
Nonetheless, it has been shown that most MIPs originate from proteins that undergo proteasomal 
degradation co-translationally or in the minutes that follow translation. Using various 
bioinformatics methods, including artificial neural networks, we analyzed large datasets of 
transcripts coding for MIPs or not. We report that MIP biogenesis is regulated by codon usage 
in the mRNA regions flanking MIP-coding codons. Notably, we found that synonymous codons 
had non-redundant effects on MIP biogenesis. Since codon bias specifically regulates the 
translation process, the impact of codon usage on MIP biogenesis must operate at the 
translational level. We conclude that MIP biogenesis is regulated by the mRNA context of MIP-
coding codons, independently of MIP-coding codons per se. Our work suggests that algorithms 
integrating both translational and post-translational events may enable predictive modeling of 






In jawed vertebrates, all nucleated cells present at their surface major histocompatibility 
complex (MHC) class I-associated peptides (MIPs), which are collectively referred to as the 
immunopeptidome (1,2). Recognition of abnormal MIPs is essential to the elimination of 
infected and neoplastic cells (3). Furthermore, self MIPs play a central role in shaping the 
adaptive immune system: they orchestrate the development of CD8 T cells in the thymus, as 
well as their survival and activation threshold in peripheral organs (4). Given the pervasive role 
of the immunopeptidome, systems-level understanding of its genesis and molecular composition 
is a central issue in immunobiology (5,6). These questions are particularly relevant to the 
identification of immunogenic antigens that can be targeted for cancer immunotherapy (3,7-13). 
Recent high-throughput mass spectrometry analyses have revealed that MIPs originate 
from selected regions of the genome and that the immunopeptidome is not a random excerpt of 
the transcriptome or the proteome (1). Indeed, proteogenomic analyses of 25,270 MIPs isolated 
from the B lymphocytes of 18 individuals showed that 41% of expressed protein-coding genes 
generated no MIPs, while 59% of genes generated up to 64 MIPs/gene (14). The notion that the 
MIP repertoire presents only a small fraction of the protein-coding genome for monitoring by 
the immune system begs the question: what are the rules governing the molecular composition 
of the immunopeptidome? Relatedly, is it possible to predict which parts of the proteome will 
be presented by MHC-I molecules?  
Genesis of the immunopeptidome depends on two main events: (a) the biogenesis (or 
“processing”) of MIPs and (b) their binding to MHC-I molecules (15,16). The rules that regulate 
the second event, binding of MIPs to MHC-I, have been well defined by artificial neural 
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networks (ANN) (17-19). However, current tools are unable to predict which peptides will 
ultimately reach MHC molecules following a multistep processing in the cytosol and 
endoplasmic reticulum. Considering preferential sites of proteasome cleavage is useful to enrich 
for MIP candidates, but remains insufficient for MIP prediction, mostly because of prohibitive 
false discovery rates (10,20-22). 
Most efforts at modeling MIP processing have focused on post-translational events (e.g., 
cleavage by proteases) and their regulation by the amino acid sequence of MIPs and their 
adjacent residues (10-mers at the N- and C-termini). However, a large body of evidence suggests 
that MIPs are produced during translation or a few minutes afterward (23). Indeed, many MIPs 
derive from defective ribosomal products (DRiPs), that is, peptides that fail to achieve a stable 
conformation during translation and are therefore rapidly degraded by the proteasome and other 
proteases. The genetic code being redundant, many (synonymous) codons are translated into the 
same amino acids. However, synonymous codons are not used in equal frequencies. This 
phenomenon, is termed codon-usage bias. Notably, the efficiency of protein synthesis heavily 
depends on codon usage (i.e which codons are used at specific positions in the mRNA sequence) 
(24,25). We therefore analyzed codon usage by genes that code for MIPs or not. In our effort to 
decipher the rules of MIP biogenesis, we mainly used ANNs because they provide a powerful 
array of methods to model non-linear interactions in large datasets (26). Although historically 
ANNs have been used essentially for their ability to make predictions, the fact that they can be 
trained to answer specific questions allows them to be used as powerful exploratory tools. The 
present work demonstrates that codon usage plays a significant role in MIP biogenesis, and that 




4.6 Materials and Methods 
Sequence extraction 
This study was approved by the Comité d’Éthique de la Recherche de l’Hôpital 
Maisonneuve-Rosemont, and informed consent was obtained from all subjects. Proteogenomic 
analyses on our subjects have been previously reported (14,27). Sequences were extracted using 
the Python package pyGeno (28) (version 1.2.8) with the human reference genome GRCh37.75. 
 
Synonymous codon shuffling 
For the KL analysis, each sequence was re-encoded by replacing each of codon by itself 
or by a random synonym according to usage frequency calculated on the sequence dataset 
(positive or negative). This transformation ensures that codon usage biases specific to positive 
and negative datasets are conserved. For ANN analyses, the same transformation was applied 
to sequences of both datasets (positive or negative). In this case, codons were replaced according 
to the human transcriptome usage frequencies provided by pyGeno. These frequencies were 
calculated in silico on transcript coding sequences using the annotations provided by Ensembl 
for the human reference genome GRCh37.75. This transformation erases all codon specific 
features from each dataset, while retaining amino acid features. 
 
Statistics 
Correlations and Fisher exact test results were computed using the R software. The spike 
selection algorithm has been implemented in-house in the Python programming language. 
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AUCs where computed using the Python package Sklearn (29). For ANN predictions on MIP-
flanking sequences, transcript lengths where extracted using pyGeno on annotations provided 
by Ensembl for the human reference genome GRCh37.75. 
 
ANN Sequence encoding and training 
ANNs where trained on sequences resulting from the concatenation of pre- and post-
MCC regions. Before presenting sequences to our ANNs, we associated each codon to a unique 
number ranging from 1 to 65 (we reserved 0 to indicate a null value) and used this encoding to 
transform every sequence into a vector of integers representing codons. Neural networks where 
built using the Python package Mariana (http://bioinfo.iric.ca/~daoudat/Mariana/). The 
Embedding layer of Mariana was used to associate each label superior to 0 to a set of 2D 
trainable parameters; the 0 label represents a null (masking) embedding fixed at coordinates 
(0,0). As an output layer, we used a Softmax layer with two outputs (positive / negative). Because 
negative sequences are more numerous than positive ones, we used an oversampling strategy 
during training. At each epoch, ANNs where randomly presented with the same number of 
positive and negative sequences. 
We trained ten ANNs for each combination of conditions (context size x codon-shuffling 
x context availability), each one using a different random split of train/validation/test sets. We 
used an early stopping strategy on the validation sets to prevent over-fitting and reported average 
performances computed on test sets. To mask sequences either before or after the MCC, we 
masked either half with null value. Ten ANNs where trained for each condition (without pre-
MCC context, without post-MCC context, with full context). All ANNs where trained using the 
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same train/validation/test split. For each sequence in the test set we calculated the average 
prediction score given by ANNs in each condition, and calculated the Pearson correlation using 
the R software. Densities where calculated on all points and drawn using ggplot2. Only a random 
subset of the points is represented in the figures to limit their size. All ANNs in this work share 
the same architecture, number of parameters and hyper-parameter values: learning rate: 0.001; 
mini-batch size: 64; embedding dimensions: 2; linear output without offset on the embedding 
layer; Softmax non-linearity without offset on the output layer.  
 
Codon preferences 
Preferences where obtained by feeding the ANN embedding vectors where all codons 
values were set to null (coordinates (0,0)), except for a single position that received a non-null 
codon label. 
 
Data visualization and availability 
All figures where generated using R’s package ggplot2 and illustrator. Source code, 
documentation and use case examples for pyGeno are freely available from: 
https://github.com/tariqdaouda/pyGeno. Source code, documentation and use case examples for 
Mariana are freely available from: and https://github.com/tariqdaouda/Mariana. RNA-Seq data 
can be accessed on the NCBI Bioproject database (http://www.ncbi.nlm.nih.gov/bioproject/; 
accession PRJNA286122) and the mass spectrometry data can be found on the 





4.7.1 Codon affinity in MIP-source transcripts  
Our dataset was constructed with MIPs presented by 33 HLA class I alleles on B 
lymphocytes from 18 subjects (14,27). From the entire datasets, we extracted the 19,656 
nonamers with a predicted MHC binding affinity ˂ 1,250 nM for at least one of the subject’s 
MHC-I allotypes, according to NetMHC3.4 (30). We then used pyGeno (28) to extract the 
sequence of transcripts coding these 19,656 transcripts which constituted our positive dataset. 
We next created a negative (or decoy) dataset by randomly selecting 98,290 non-MIP nonamers 
from transcripts that generated no MIPs, and extracted their coding sequences using pyGeno as 
well. We reasoned that a transcript should be considered as a genuine positive or negative 
(regarding MIP biogenesis) only if it was expressed in the cells that were being studied. We 
therefore excluded from the datasets all transcripts whose expression was barely detectable 
(below the 99th percentile in terms of FPKM). The resulting positive and negative datasets 
therefore contained the canonical reading frame of non-redundant MIP-source transcripts (n = 
19,656) and non-source transcripts (n = 98,290), respectively (Fig. 1).  
Codon usage bias regulates translation dynamics, and thereby affects translation 
efficiency, accuracy, and protein folding (31-34). To evaluate whether codon-anticodon affinity 
might influence MIP biogenesis, we compared the global usage of high affinity codons, as 
defined by Frenkel-Morgenstern et al. (31), between the 19,656 MIP-source transcripts and the 
98,290 non-source transcripts. Transcript sequences were separated along their lengths in 100 





Figure 1. Construction of the dataset. Transcripts expressed in B cells from our subjects were 
considered as source or non-source transcripts depending on whether they were matched or not to at least 
one MIP. The entire length of source and non-source transcripts (from start to stop codon) was used for 
analyses of codon affinity (Fig. 2A). For other analyses of codon usage (Fig. 2B-D, 3 and 4), we focused 
our attention on the mRNA sequences flanking the nine MCCs (54 codons on each side of MCCs).  
 
source and non-source transcripts (Fig. 2A). The two resulting distributions differed 
significantly at every position (P < 10/01, Fisher exact test). The salient feature was that MIP-
source transcripts contained a lower proportion of high affinity codons than non-source 
transcripts. The discrepancy between the two gene sets was particularly conspicuous on the 5’-
side of the mRNAs, i.e., the initial 25% of the mRNA sequences. Usage of high affinity codons 
increased continuously when progressing from the 5’- to the 3’-end of MIP-source transcripts, 
but never reached the frequency found in non-source transcripts (Fig. 2A). The relatively low 





Figure 2. Codon usage in positive and negative datasets. (A) High-affinity codon usage with 
respect to normalized transcript length, areas around the curves represents 95% confidence intervals. (B) 
Distribution of proline and cysteine codons in positive (bars) and negative (green lines) datasets. The 
MCC is represented by the central blank space. (C) Distribution of spikes and drops in the positive 
dataset. Zinc finger protein transcripts showed the highest number of spikes. (D) KL divergences 
comparing positive and negative datasets. The 234(25| 75  axis shows the divergences between codon 
distributions in positive and negative datasets, the 234(285| 785  axis shows divergences after 




link between two seemingly unrelated reports: cell cycle-regulated genes prefer low affinity 
codons (31) and are a preferential source of MIPs (14). 
 
4.7.2 Codon preferences in MIP-flanking region  
For the next series of analyses, we focused our attention on the mRNA sequences 
flanking the nine MIP-coding codons (MCCs). We limited our analyses of flanking sequences 
to 162 nucleotides (54 codons) on each side of MCCs, because longer lengths would entail the 
exclusion of a significant proportion of transcripts (Fig. 3A). Because we were searching for 
features that might influence MIP generation rather than binding of MIP to MHC, we elected to 
analyze the MIP context rather than MCCs per se. We therefore removed the 9 central codons 
(i.e., the MCCs) from the positive and negative datasets and kept only the MCC-flanking 
sequences. We then compared codon frequency at each position of the MCC-flanking sequences 
from the positive and negative datasets. Results for proline and cysteine codons are shown in 
Fig. 2B, and all codons are presented in Supplementary Fig. S1 and S2. The specific question 
here was whether some codons were used at specific positions more (spike) or less (drop) 
frequently in the positive than in the negative dataset. We formally defined spikes and drops for 
each codon by fitting a Poisson distribution on 90% of the counts (codon usage), ignoring the 
5% highest and lowest values (outliers). We excluded the outliers because they might have a 
disproportionate impact on the mean of the distributions. We then defined spikes and drops as 
positions with counts for a given codon belonging to the top or bottom 0.1% values of the 
Poisson distribution (corresponding to P ≤ 0.001), respectively. Finally, to extract only the 
highest spikes and lowest drops, we only kept those corresponding to values respectively, 50% 
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higher or lower than the average count value of the codon distribution. We observed significant 
drops in the occurrence of the four proline codons immediately before and after the MCCs (Fig. 
2B). Proline is the only amino acid that displayed such a strong decline around the MCCs across 
all its codons. It is also the only amino acid whose codons displayed drops both before and after 
the MCCs. Other codons with drops after the MCCs are ATA, ATC, ATT(I) and CTC, TTA, 
TTG(L) that showed one drop after the MCCs and TGG(W) that showed two (Supplementary 
Fig. S1 and S2). A different pattern emerged for cysteine codons which displayed periodic 
spikes that were both higher and more numerous for the TGT than the TGC codon. Spikes were 
also found in the codon distribution of 12 other amino acids (A, F, G, H, I, K, L, P, R, S, T, Y) 
(Supplementary Fig. S1 and S2). Interestingly, the only other amino acids for which spikes and 
drops were shared among all synonymous codons were phenylalanine (F) and tyrosine (Y). The 
fact that spikes and drops can be either shared (C, F, P, Y) or not (A, F, G, H, I, K, L, R, S) by 
synonymous codons suggests that both codon and amino acid choice influence MIP 
presentation. 
To investigate genes contribution to spikes and drops, we extracted all the source 
sequences with at least one drop or one spike, and used the Hugo Gene Nomenclature 
Committee database (35) to search for potential overrepresentation of specific gene families in 
the positive dataset. We found that while transcripts coding for zinc finger proteins represented 
only 6% of our positive dataset, the zinc finger gene family was the only family with transcripts 
that contributed to at least 6 spikes (Fig. 2C), the maximum being 23. Of note, the distribution 
of drops was similar for zinc-finger transcripts and the rest of the positive dataset (Fig. 2C). Zinc 
finger-derived sequences represent 6% of the positive dataset (1,164 out of 19,656), and about 
5% of the negative dataset (4,739 out of 98,290). Although small, the enrichment for zinc finger 
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transcripts in the positive dataset was very significant (odds ratio = 1.24, P = 2.46 x 10-10; Fisher 
exact test). Altogether, these results demonstrate that a specific subset of zinc finger proteins, 
defined by their use of specific codons at specific positions flanking the MCCs, constitutes a 
small but preferential source of MIPs. 
 
4.7.3 Distribution of synonymous codons  
To further validate the relative importance of codon vs. amino acid usage in MIP 
biogenesis, we asked the following question: how different are the codon and amino acid 
distributions in the positive and negative datasets? A higher divergence for codon distributions 
than for amino acid distributions would mean that codon variations are not entirely accounted 
for by amino acid variations. To address this question, we derived positive and negative datasets 
in which the original codons were replaced by synonymous codons according to their usage 
frequency in the datasets. We then defined the probability of having codon c at position i as a 
function of the number of occurrences of c at position i, divided by the total number of 
occurrences of that same codon: 




Here Q is a probability, N is a number of occurrences, c is a codon, y is a class (positive or 
negative), s indicates if codons have been randomized (true or false), i is a position in sequence. 
For the remainder of the text we will use the following abbreviations: 
75 = = &95,;@AB<"C"DE,<@FGH<E =  
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25 = = &95,;@IEJGC"DE,<@FGH<E =  
785 = = &95,;@AB<"C"DE,<@CKLE(=) 
285 = = &95,;@IEJGC"DE,<@CKLE(=) 
We then used the Kullback-Leibler (KL) divergence to compute how well 75 distributions 
approximate 25 distributions and 785 distributions approximate 285 distributions. 
The KL divergence was defined as: 






Its value can be either positive or 0, a null value indicating that the two distributions are 
identical. KL divergence is not a metric, as it is neither symmetric nor does it satisfy the triangle 
inequality. It is nevertheless an accurate and most common way of comparing two probability 
distributions. 
The random shuffling causes any codon specific features to be shared among synonyms, 
causing every codon distribution to reflect its amino acid distribution. If synonymous codons 
had equivalent distributions, the only observed variations would reflect some increase in the 
variance arising from splitting 20 amino acid distributions into 61 codon distributions. 
Therefore, values for 234(25| 75  would then be almost equal to values for 234(285||785), and 
codons would cluster along the diagonal. However, the only codons on the diagonal were 
ATG(M), TGG(W) that have no synonyms, and TAT(Y), TAC(Y) (Fig. 2D) that have very 
similar distributions (Supplementary Fig. S1 and S2). This shows that codon distributions do 
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not mirror amino acid distributions. Moreover, of the 61 codons only 14 were below the diagonal 
while for 47 codons (77%), variations at the codon level were higher that variation at the amino 
acid level. Codons also did not cluster by amino acids along the 234(25||75) diagonal showing 
that the level of divergence varied among synonymous codons. This shows that the breadth of 
synonymous codon variations cannot be explained by common amino acid features. Therefore, 
the variations observed when comparing positive and negative datasets at the codon level cannot 
be explained by variations at the amino acid level. 
Notably, the codons showing the most divergent frequencies in the positive vs. negative 
datasets (i.e., located at the far-right in Fig. 2D) are coding for cysteine (C) and histidine (H). 
These two amino acids form the C2H2 motif found in the C2H2-ZF family of zinc finger 
proteins (36). This observation dovetails well with the significant enrichment in zinc finger 
proteins observed in the positive dataset (Fig. 2C). Taken together, these results show that local 
sequences adjacent to MIPs differ considerably from the rest of the transcriptome. On average, 
they tend to use less optimal codons and they bear distinct features to which zinc finger proteins 
are contributing to a significant extent. Our positional analyses of codon distributions indicate 
that, in most cases, differences between the positive and negative datasets reflect the specific 
impact of codons rather than of amino acids. Hence, our data unveil that codon bias in MIP 
flanking regions has a major role in MIP biogenesis.  
 
4.7.4 Capturing codon bias using ANNs 
To further assess the importance of codon usage in MIP biogenesis, we reasoned that if 
codons bear important information that is operative at the translational rather than the post-
 
106 
translational level (e.g., during protein degradation), then: (i) ANNs trained to identify MCC-
flanking regions should consistently perform better when trained on RNA sequences than on 
amino acid sequences, (ii) synonymous codons should have different effects on the prediction. 
To test these predictions, we designed a three-layer ANN depicted in Supplementary Fig. S3 
using the machine learning framework Mariana (http://bioinfo.iric.ca/~daoudat/Mariana Fig./). 
The first (input) layer receives either MCC-flanking regions from the positive dataset or 
sequences of the same length contained in the negative dataset (Fig. 1, Supplementary Fig. S3). 
The second layer was a codon embedding layer similar to that introduced for neural language 
model (37). Embedding is a technique used in natural language processing to encode discrete 
words, and has been shown to greatly improve performances (26). In this technique, the user 
defines a fixed number of dimensions in which words should be encoded. When the training 
starts, each word receives a random vector-valued position (its embedding) in that space. The 
network then iteratively adjusts the words’ embedding vectors during the training phase and 
arranges them in a way that optimizes the classification task. Notably, embeddings have been 
shown to represent semantic spaces in which words of similar meanings are arranged close to 
each other (26). In the present work, we treated codons as words: each codon received a set of 
random 2D coordinates that were subsequently optimized during training. The third (output) 
layer delivered the probability that the input sequence was an MCC-flanking region (rather than 
a sequence from the negative dataset).  
To evaluate the consistency of our findings, we tested the performance of this 
architecture on several datasets corresponding to different lengths of flanking sequences 
(context sizes). The maximum context size that we used was 162 nucleotides (54 codons) on 
each side of the MCCs in the positive dataset and of central codons in the negative dataset. 
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Longer lengths would have excluded more than 25% of the transcripts from our datasets (Fig. 
3A). For each context size, we randomly divided the positive and negative datasets into three 
subsets: the training subsets containing 60% of the positive and negative transcripts, as well as 
the test and validation subsets each containing 20% of the positive and negative transcripts. We 
used the transcripts of the training subsets to train our models and used the validation subsets to 
implement an early stopping strategy. The values for the area under the receiver operator 
characteristic curve (AUC) reported here were all obtained on the test subsets. These results 
show that increasing the context size has a positive effect on the performances, showing that 
codon usage regulates MIP presentation at different ranges (Fig. 3B). Performances on the 
training and validation subsets are presented in Supplementary Fig. S4.  
 
 
Figure 3. ANN predictions on MIP-flanking sequences. (A) Percentage of transcript ineligibility 
as a function of context size. Transcript length corresponds to C x 2 + 27, where C is the context size in 
nucleotides and 27 the length of the MCCs. (B) AUC for context sizes 9, 27, 81 and 162. Ten ANNs 
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where trained per condition, the areas around the curves represents 95% confidence intervals. Each point 
corresponds to a different ANN. (C) Correlation between ANN predictions, for a context size of 162 
nucleotides: pre-MCC context vs the post-MCC context, pre-MCC context vs whole context, post-MCC 
context vs whole context. Blue lines represent 2D densities. 
To remove codon specific information, we shuffled synonymous codons according to 
their frequencies in the human genome. We applied the transformation in the same way for the 
positive and negative datasets. We observed that predictions were consistently better when the 
ANNs received the original codons (Fig. 3B, left) than when they received shuffled synonymous 
codons (Fig. 3B, right). This further supports the concept that MIP biogenesis is regulated by 
the RNA sequences flanking MCCs. To evaluate whether any part of the context was 
particularly important to the prediction, we trained ANNs with either the mRNA sequence 
preceding or following the MCCs (red and green lines in Fig. 3B). In both cases performances 
suffered (Figure 3B). When comparing the predictions given by models trained with only the 
pre-MCC context to those trained with the post-MCC context, we noted that these predictions 
were weakly correlated (P = 0.33) (Fig. 3C). However, when we compared the predictions of 
either model to those obtained when training on full contextual sequences, the correlations were 
much higher (P = 0.77). Collectively, these data suggest that both contexts (pre- and post-
MCCs) bear important but distinctive features relevant to MIP presentation.  
 
4.7.5 ANNs unveil positional codon preferences 
ANNs still carry the reputation of being undecipherable black boxes. It is true that the 
interpretation of the inner structures of deep ANNs is still in its infancy. On the other hand, 
simpler architectures, such as the one used herein, can be more easily probed to yield useful 
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information about the way predictions are being made. Indeed, a trained ANN remains a fixed 
set of mathematical transformations that can be studied, analyzed and, in theory, interpreted. In 
order to assess the effect of individual codons on the overall prediction, we therefore presented 
a single codon at a single position to the best model trained with a context size of 162 
nucleotides. By running this setup for every codon at every position, while monitoring the 
prediction, we isolated the model preferences for individual codons (Fig. 4A,B). In other words, 
the probabilities retrieved when a specific codon is present at a specific position. A value of 0.5 
denotes a neutral preference, while negative and positive preferences correspond to values 
below and above 0.5, respectively. Preferences for all codons are available in Supplementary 
Fig. S4. 
 
Figure 4. ANN interpretation of codon impact on MIP biogenesis. Preferences for a network 
trained on a context of 162 nucleotides for (A) serine, proline and tyrosine codons, (B) leucine codons. 
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(C) learned codon embeddings and preferences at the position directly preceding the MCCs. Proline 
codons are the only synonyms that form a conspicuous cluster. As indicated by the size of the dots, 
codons on the right-hand side increase the probability of the sequence being classified as source, whereas 
codons on the left-hand side of the graph have the opposite effect. 
While codons at all positions contributed to the prediction, the most influential were 
those located around 4-5 positions before or 2-3 positions after the MCC. The presence of 
specific codons at those positions greatly increased (e.g. Serine codons) or decreased (e.g. 
Proline codons) the model’s output probability (Fig. 4A). In this narrow region, preferences 
exhibited a strong symmetry centered around the MCCs, where an increase in preference before 
the MCCs was always matched with an increase after the MCCs and vice-versa. Interestingly, 
when located in the close vicinity of MCCs, prolines have been shown to decrease MIP 
biogenesis by preventing proteasomal cleavage (38), which is reflected by the lower preferences 
for all proline codons around the MCC. In other cases, we observed that synonymous codons 
had divergent impacts. Indeed, the ANN favored one tyrosine codon (TAT) but disfavored the 
other (TAC) (Fig. 4A, lower panel). The situation was even more complex for leucine, as two 
codons were considered neutral, whereas one was favored and three were disfavored by the 
ANN (Fig. 4B). While the ANN showed similar preference for several synonymous codons, the 
preference magnitude showed major discrepancies among synonymous codons. Examples of 
codons showing much higher variations than their synonyms are TGT for cysteine, GAT for 
aspartic acid, TTT for phenylalanine, CAT for histidine, AAG for lysine, AAT for asparagine, 
and ACG for threonine (Supplementary Fig. S4).  
Using embeddings to encode codons has the advantage of arranging them into a semantic 
space, wherein codons with similar influences are positioned close to each other. Fig. 4C shows 
the resulting semantic space as well as the preferences for every codon for the position directly 
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preceding the MCCs. Conspicuously, synonymous codons do not form clusters, a notable 
exception being proline codons. This shows that the effect of a given codon can be closer to that 
of a non-synonymous codon than to that of a synonym. The evolution of preferences on the 
embedding space for every position in the sequence is depicted in Supplementary Movie S1. 
Altogether, these results further support our conclusion that codon choice plays a determining 
role in MIP biogenesis. Overall, the impact of codon usage on MIP biogenesis was observed 
when we analyzed the entire transcript (Fig. 2A), the 54 codons on either side of the MCCs (Fig. 
3) and the 5 codons adjacent to the MCCs (Fig. 4). We therefore conclude that codon usage has 





Each HLA allotype presents no more than 0.1% of the potential 9-mer peptides from 
human protein-coding genes (21). A recent report showed that the entire MIP repertoire 
presented by 27 HLA allotypes covered only 10% of the exomic sequences expressed in B 
lymphocytes (14). In line with this, less than 1% of expressed tumor mutations generate 
immunogenic MIPs (39). The need for peptides to be strong MHC binders in order to become 
MIPs severely constrains the diversity of the MIP repertoire. However, MHC binding is not the 
sole limiting factor. Indeed, while practically all proteins contain peptides that would be strong 
MHC binders (40), about 40% of proteins generate no MIPs while other proteins generate up to 
64 MIPs/gene (14). Hence, some proteins are good sources of MIPs while others are not. 
Therefore, events that precede MHC binding must have a determinant influence on biogenesis 
of the immunopeptidome. Efforts to decipher the rules of MIP processing have heretofore 
focused on various post-translational events: cleavage by the proteasome and other proteases, 
binding to proteins such as TAP and ERAAP (15). However, seminal studies have demonstrated 
that MIP biogenesis is clearly regulated at the translation level, and that most MIPs originate 
from proteins that undergo proteasomal degradation co-translationally or in the minutes that 
follow translation (41). This pool of rapidly degraded proteins includes a large proportion of 
DRiPs that arise from errors in protein translation or folding.  
Because codon usage regulates translation accuracy, efficiency and co-translational 
protein folding, we investigated whether codon choice might regulate MIP biogenesis. Our 
analyses of large datasets using diverse bioinformatics approaches provides compelling 
evidence that codon usage regulates MIP biogenesis via both short- and long-range effects. Over 
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their entire length, MIP-source transcripts use more low affinity codons than the rest of the 
transcriptome (Fig. 1A). More in-depth analyses of the 54 codons on each side of the MCCs 
revealed differential codon usage in the MCC flanking regions (Fig. 2 and 4). The salient finding 
was that in most cases, synonymous codons showed different usage distribution in MCC 
flanking regions compared to the rest of the transcriptome.  
Our study also illustrates that ANNs can be used not only for prediction but also to 
extract relevant biological features from large datasets, and thereby provide mechanistic insights 
in such complex processes. Here we elected to use embeddings because their capacity to 
represent discrete inputs into an interpretable latent continuous space makes them especially 
well-suited for codon analysis. Three main points can be made from the performance of ANNs 
trained to discriminate between MCC flanking regions and regions randomly extracted from the 
transcriptome. First, the better prediction accuracy of ANNs trained with original codons rather 
than with shuffled synonyms supports the critical role of codon usage in MIP genesis (Fig. 3). 
Second, the interpretation of ANNs output and inner structure show that while positions distant 
from as much as 54 codons of the MCCs influence the prediction (Fig. 3B), positions directly 
adjacent to the MCCs disproportionately influence the output (Fig. 4). Third, synonymous 
codons have different effects on the prediction (Fig. 4). Thus, in codons adjacent to the MCCs, 
tyrosine codon TAT increased the probability of the sequence being classified as source, while 
TAC decreased it (Fig. 4A). Two inferences can be made from these results: synonymous 
codons have non-redundant effects on MIP biogenesis, and MIP biogenesis must be regulated, 
at least in part, during translation. 
We have limited our studies to the most common type of MIPs: nonamers coded by the 
canonical reading frame of classic protein-coding genes (42). Further analyses of large datasets 
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will be needed to assess the full extent of codon usage on both classic MIPs, and MIPs derived 
from non-canonical reading frames (43). Likewise, further studies will be required to understand 
exactly how codon usage regulates MIP biogenesis. One attractive possibility would be that 
codon bias regulates the formation of DRiPs. A corollary of this work is that CD8 T cells are 
preferentially confronted to peptides encoded by transcripts with a codon bias. Whether this 
preference is biologically relevant to immunosurveillance against pathogens or transformed 
cells has yet to be explored. 
A more direct implication of this work is that integrating both translational and post-
translational events in predictive algorithms may greatly enhance the predictive modeling of the 
immunopeptidome. Particularly in the field of precision cancer immunotherapy, discovering 
suitable target antigens is a formidable challenge given the limitations inherent to all methods 
tested to date (10,22). Since RNA sequencing requires only a small number of primary tumor 
cells, predicting the immunopeptidome directly from transcriptomic data would have a 
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Dans ce travail, nous avons tous d’abord introduit de nouvelles méthodes d’identification 
des MIP par MS. Ces méthodes, spécifiques au génome du sujet, nous ont permis d’augmenter 
grandement la précision de l’identification, ce qui nous a permis de découvrir 34 nouveaux 
MiHAs. Ce travail fondateur en proteogénomique à introduit les bases de la collaboration entre 
immunologie, protéomique et génomique à l’origine de travaux ultérieures5,12,20.  Nous avons 
ensuite introduit pyGeno, une base de données optimisée pour la création et l’exploration de 
génomes personnalisés. 
Finalement, en utilisant un ensemble de données construit à l’aide des méthodes 
présentées dans les chapitres 2 et 3, nous démontrons que l’usage des codons influe sur la 
présentation de MIP. Plus spécifiquement, nous avons montré que différents codons ont une 
influence différente sur la présentation (même s’ils sont synonymes) et que cette influence 
dépend de la position du codon par rapport à l’ARN codant pour le MIP. 
Les règles de présentation de MIP découlant de l’usage des codons que nous avons 
extrait à l’aide d’ANN sont indépendantes de l’allèle de MHC-I du sujet, comme le montre la 
Figure 1A. Ceci est confirmé par le fait que la corrélation entre l’affinité prédite de la séquence 
codant pour le MIP et la prédiction retournée par notre ANN est très basse (Figure 1A). Plus 
intéressant encore, un réseau entrainé sur des séquences d’ARN issues de séquences alignées de 
lymphoblastes B humains est capable de prédire des MIP murins à partir de lectures brutes 
(reads en anglais) du séquenceur. Comme le montre la Figure 1B, les distributions de prédictions 
sont très similaires entre l’humain et la souris. Les performances chez la souris sont néanmoins 
moins bonnes. Ceci pourrait être causé par des différences entre espèces et types cellulaires, ou 
bien du fait que les séquences de souris proviennent ici de lectures brutes du séquenceur, alors 
que notre réseau a été entrainé sur des séquences alignées, et donc filtrées. Néanmoins, ces 
résultats suggèrent fortement que le réseau a identifié des règles fortes de présentation des MIP 




Figure 1. Les règles d’usage des codons sont indépendantes de l’affinité aux allèles de 
MHC-I. (A) Corrélations entre prédiction du réseau et affinité prédite de la séquence centrale pour les 
allèles MHC-I des sujets. La corrélation est très faible, indiquant que le règles d’usage de codons extraites 
par le réseau sont indépendantes de l’affinité au MHC-I de la séquence prédite comme codant pour un 
MIP. (B) Comparaison entre les sorties d’un réseau entrainé sur des cellules humaines B-LCL, sur : 1) 
l’ensemble de test, composé de séquences humaines de la même origine que les séquences de l’ensemble 
d’entrainement, mais non présentées durant l’apprentissage (à gauche) et 2) des lectures brutes non 
alignées d’un séquençage de cellule CT26 (cancer colorectal murin, à droite). La courbe verte représente 
la distribution des prédictions pour les séquences encadrant des MIP identifiés par MS. La courbe bleue 
représente la distribution des prédictions pour toutes les autres séquences. L’allure des courbes est 
similaire chez l’humain et la souris, suggérant que les règles identifiées par l’ANN sont conservées à 
travers les espèces et les types cellulaires. 
 
Une implication majeure de notre découverte est qu'elle suggère fortement l'existence 
d'un ensemble de MIP candidats identifiables selon des règles conservées à travers les espèces 
(Figure 2). À partir de cet ensemble de candidats, les MIP présentés sont ensuite sélectionnés à 
partir de facteurs tels que leur affinité de liaison aux allèles MHC-I. Cet ensemble de MIP 
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candidats est particulièrement intéressant puisqu’il apparait avant le filtrage par les allèles du 
MHC-I, et constitue donc un ensemble de prédilection pour la recherche de MiHA humains. 
D’après les résultats de Pearson et al.20, 10% des exons seraient à l’origine de MIP. Ceci suggére 
que l’ensemble des MIP candidats couvriraient au moins 10% des régions codantes. 
Nos résultats suggèrent aussi fortement qu’incorporer de l’information sur les séquences 
d’ARN source améliorerait les capacités de prédictions de MIP, et par conséquent des MiHA et 
TSA. Cette capacité à prédire les MiHA et TSA directement à partir de séquences d’ARN 
accélérerait grandement la recherche en immunothérapie du cancer et rendrait possible le 
développement de thérapies cliniques hautement personnalisées. De plus, étant donné 
l’importance primordiale de l’immunopeptidome pour le système immunitaire adaptatif, 
l’existence de MIP candidats identifiables à travers les espèces grâce aux règles d’usage de 
codons pourrait avoir de profondes implications pour notre compréhension de phénomènes aussi 
importants que les maladies auto-immunes, l’évasion virale et la réponse immunitaire face au 
cancer.  
 
Figure 2. Théorie sur les mécanismes de l’influence de l’usage des codons sur la 
présentation des MIP. (A) L’usage de certains codons influence négativement la précision et 
l’efficacité de traduction, ce qui amène à des erreurs de repliement et à une dégradation rapide de la 
chaine naissante. (B) Nos résultats suggèrent fortement l’existence d’un ensemble de MIP candidats au 
sein desquels les MIP présentés sont sélectionnés en fonction de leur affinité aux molécules du MHC-I. 
Si cette théorie est confirmée, elle pourrait avoir un impact majeur sur notre compréhension de la genèse 
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des MIP, ainsi que sur leur prédictibilité par des moyens algorithmiques. Ces retombées influenceraient 
l’immunothérapie du cancer, la conception de vaccin antiviraux et la compréhension de maladies auto-
immunes. 
Ces règles de présentation sont-elles exactement les même pour tous les types 
cellulaires? L’expression des ARNt varie selon le type cellulaire54,55, se pourrait-il que des 
dérèglements physiologiques localisés puissent modifier l’ensemble des candidats dans un type 
cellulaire seulement? Ces cellules présenteraient alors des MIP que les cellules de la médulla 
thymique seraient incapables de présenter. Ces MIP pourraient alors être reconnus par des 
lymphocytes T. 
Les virus adaptent leur usage de codons à celui de leur hôte56,57. Serait-il possible que 
cette adaptation soit, au moins en partie, régie par ces règles de présentation de MIP? 
L’ensemble des MIP candidats est-il modifié par une infection virale? Étudier ces questions 
permettrai de mieux identifier les pressions sélectives à l’origine de l’évolution des virus et de 
d’avoir une meilleure compréhension de comment certains virus arrivent à déjouer le système 
immunitaire. 
Il serait également intéressant de découvrir comment cet ensemble de candidats se 
retrouve modifié dans les cellules infectées et cancéreuses. Il a été montré que l’expression des 
ARNt est modifiée dans les cellules du cancer du sein58,59. Se pourrait-il que des mutations 
génétiques ou physiologiques apparaissant dans des cellules cancéreuses soient capables de 
modifier cet ensemble de candidats? A ce moment-là, ces cellules présenteraient un sous-
ensemble de MIP non présents chez les cellules saines. Le plus intéressant est que les MIP en 
question pourraient provenir de régions non mutées dans le génome, mais qui ne sont pas source 
de MIP chez les cellules saines. Puisque ces MIP ne seraient alors présentés que par les cellules 
cancéreuses, il est raisonnable de suspecter que leur immunogénicité, et donc leur potentiel 
thérapeutique, pourrait être semblable à celui des TSA classiques. 
Ici, nous ne nous sommes intéressés qu’aux peptides provenant de régions traduites dans 
le cadre de lecture canonique de transcrits exprimés. Les mêmes règles d’usage de codons 
s’appliquent-elles aussi à la présentation de MIP d’origine cryptique? Malgré le fait que le 
réseau montre un comportement similaire sur des séquences brutes et des séquences alignées 
(Figure 1B), nous ne pouvons trancher définitivement sur cette question. Étant donné le fait que 
 
126 
les MIP cryptiques peuvent être immunogéniques, et donc fournir des cibles d’immunothérapie5, 
il serait intéressant d’investiguer si l’usage des codons influe similairement sur la présentation 
de MIP cryptiques. 
En 2016, nous avons introduit une nouvelle méthode d’identification par MS permettant 
le séquençage de MIP cryptiques (article disponible en annexe 4)5. Les MIP cryptiques peuvent 
provenir de diverses régions non-codantes : d’introns, de régions inter-géniques, ou de jonctions 
entre exons et introns. L’alignement de lectures du séquenceur est une étape particulièrement 
complexe, durant laquelle les lectures issues du séquenceur peuvent être éliminées par 
l’algorithme d‘alignement. Au lieu de travailler sur un génome aligné, nous avons élaboré une 
méthode qui utilise directement les lectures issues du séquenceur. Chaque lecture est traduite en 
plusieurs MIP potentiels, dans les 6 cadres de lecture possibles. Afin de diminuer le nombre 
faux positifs et d’éliminer les traductions résultant d’erreurs de séquençage, les séquences 
traduites sont ensuite filtrées pour ne garder que celles qui ont été vues un nombre minimal de 
fois. Ces séquences filtrées sont ensuite regroupées dans une base de données pour le 
spectromètre de masse. En utilisant cette méthode, nous avons été capables d’identifier 168 MIP 
d’origine non canonique chez un seul sujet. Les MIP cryptiques identifiés de cette façon 
présentent des enjeux particuliers puisqu’ils sont supportés par des lectures de séquenceurs (75-
150 paires de bases) et non par des transcrits complets. La petite taille des séquences implique 
nécessairement que la taille du contexte disponible autour du MIP est plus restreinte. 
Néanmoins, il serait possible d’utiliser des techniques d’alignement de novo afin de rassembler 
les lectures codant pour les MIP en des séquences plus longues. Il serait alors possible d’utiliser 
les résultats issus de cette méthode d’identification pour déterminer si les règles qui régissent la 
présentation des MIP canoniques s’appliquent également aux MIP cryptiques. 
Finalement, les réseaux de neurones artificiels utilisés dans notre dernière étude ont été 
conçus pour démontrer l’importance des codons dans le phénomène de présentation des MIP. 
Par conséquent, ces réseaux sont minimalistes afin d’en faciliter l’interprétation. Dans le but 
d‘améliorer les performances de prédiction, des réseaux de neurones récurrents bidirectionnels, 
tels que ceux utilisés pour la transformation de séquences textuelles48 seraient sans doute 
beaucoup plus adaptés à la réalité biologique. Ces réseaux ont non seulement plus de capacité 
 
127 
que ceux que nous avons utilisés, ils ont aussi l’avantage d’être capables de traiter des séquences 
de longueur variable. 
Qu’est-ce qui expliquerait l’influence des codons sur la présentation des MIP? Notre 
hypothèse favorite est que ces MIP sont le résultat de la dégradation co-traductionnelle 
engendrée par les diverses influences des codons, discuté dans l’introduction. 
Notre étude illustre également comment des réseaux de neurones artificiels peuvent, au-
delà de la construction de prédicteurs, servir à extraire de l’information pertinente d’ensembles 
de données biologiques. Le fait qu’un réseau soit capable de prédire un phénomène à partir d’un 
autre, indique l’existence d’une relation de corrélation entre les données présentées en entrée, et 
celles prédites en sortie. L’analyse des structures internes permet ensuite de découvrir les règles 
qui permettent au réseau d’effectuer sa prédiction. Finalement, ces règles à leur tour permettent 
d’élaborer des théories sur les mécanismes biologiques qui expliquerai la relation observée. Ces 
dernières années ont vu à la fois une augmentation importante des données biologiques 
standardisées disponibles60–62, ainsi que des avancées importantes en ce qui concerne 
l’interprétabilité des réseaux profonds, tel que des mécanismes d’attention qui permettent 
d’identifier les régions les plus importantes pour l’inférence 48. La convergence de ces deux 
disciplines (bio-informatique et apprentissage machine), crée un terrain de plus en plus 
favorable à l’élaboration de méthodes d’analyses de données biologiques assistées par des 
techniques d’intelligence artificielle de pointe.
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Introduction
MHC class I (MHCI) molecules present thousands of peptides 
at the surface of nucleated somatic cells (1). These MHCI- 
associated peptides (MAPs), collectively referred to as the 
immunopeptidome, regulate each step in the development and 
function of CD8+ T cells (2, 3). Indeed, real-time monitoring of 
the immunopeptidome is a vital process that allows CD8+ T cells 
to discriminate between self and nonself and to swiftly reject 
infected or transformed cells (4–6). Genesis of the immunopep-
tidome can be broadly divided into 2 events: (a) the processing of 
MAPs and (b) their binding to MHCI molecules (7, 8). The rules 
that regulate the second event, binding of MAPs to MHCI, are 
well defined: MHCI alleles are highly polymorphic, and each 
allotype has a specific peptide-binding motif that can be accu-
rately predicted by several algorithms (9, 10). However, the first 
event, processing of MAPs, is a complex multistep process whose 
overall outcome cannot be predicted (1). Some proteins appear to 
generate more MAPs than others, but the mechanistic underpin-
ning for these discrepancies remains elusive (11).
Classic biochemical studies have shown that MAP processing 
is initiated in the cytoplasm by proteasomal protein degradation 
followed by further trimming by cytosolic peptidases, transport in 
the ER, and final trimming by ER peptidases (8, 12–15). Accord-
ing to the dominant paradigm, MAPs preferentially originate from 
defective ribosomal products (DRiPs) which can be created by 
several mechanisms such as nonsense-mediated decay (NMD), 
mRNA destabilization, or noncanonical translation in the cytosol 
or the nucleus (16–20). Large-scale mass spectrometry (MS) offers 
the sole direct approach to analyzing the global molecular compo-
sition of the immunopeptidome. Previous large-scale MS studies 
of MAPs presented by one or a few MHCI allotypes have shown 
that thousands of proteins located in all cell compartments can be 
the source of MAPs (21–24). However, the rules of MAP processing 
cannot be figured out by studying the immunopeptidome present-
ed by individual HLA allotypes because each allotype can only 
bind peptides containing a specific motif (25, 26).
The goals of our study were to assess the extent of MAP 
generation from the entire set of protein-coding genes and 
to determine whether specific features influence the ability 
of discrete genes to generate MAPs. We used a well-validated 
high-throughput proteogenomic approach to identify MAPs pre-
sented by 27 HLA-A and HLA-B allotypes on B lymphoblastoid 
cell lines (B-LCLs) derived from 18 subjects. Overall, we identi-
fied 25,270 nonredundant MAPs, which derived from 6,195 out 
of the 10,575 genes expressed in B-LCLs. Hence, while 59% of 
genes were the source of 1–64 MAPs per gene, 41% of expressed 
genes were not represented in the immunopeptidome. Overall, 
we estimate that the immunopeptidome presented by 27 alleles 
covered only 10% of exomic sequences expressed in B-LCLs. 
We then used a series of bioinformatic tools to understand how 
identifiable features of genes, transcripts, and proteins could 
influence MAP generation. With these data we built a logistic 
regression model that was able to predict whether or not a given 
gene will produce MAPs with a receiver operating characteristic 
MHC class I–associated peptides (MAPs) define the immune self for CD8+ T lymphocytes and are key targets of cancer 
immunosurveillance. Here, the goals of our work were to determine whether the entire set of protein-coding genes could 
generate MAPs and whether specific features influence the ability of discrete genes to generate MAPs. Using proteogenomics, 
we have identified 25,270 MAPs isolated from the B lymphocytes of 18 individuals who collectively expressed 27 high-
frequency HLA-A,B allotypes. The entire MAP repertoire presented by these 27 allotypes covered only 10% of the exomic 
sequences expressed in B lymphocytes. Indeed, 41% of expressed protein-coding genes generated no MAPs, while 59% of 
genes generated up to 64 MAPs, often derived from adjacent regions and presented by different allotypes. We next identified 
several features of transcripts and proteins associated with efficient MAP production. From these data, we built a logistic 
regression model that predicts with good accuracy whether a gene generates MAPs. Our results show preferential selection 
of MAPs from a limited repertoire of proteins with distinctive features. The notion that the MHC class I immunopeptidome 
presents only a small fraction of the protein-coding genome for monitoring by the immune system has profound implications 
in autoimmunity and cancer immunology.
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and exome-sequencing data were used to 
build personalized protein databases for 
B-LCLs of 18 subjects using the Python 
package pyGeno (29). These personal-
ized databases were used for peptide 
identification by MS. MAPs were eluted 
from the cell surface by mild acid elution, 
and stringent quality filters were applied 
to the list of MAPs assigned by MS: (a) a 
peptide length of 8–14 amino acids, (b) a 
1% false discovery rate based on searches 
against concatenated target/decoy data-
bases (30), (c) assignment to single genet-
ic origin among the 10,575 protein-cod-
ing genes expressed and annotated in 
B-LCLs, and (d) a predicted MHCI IC50 
of less than or equal to 1,250 nM accord-
ing to the NetMHC or NetMHC cons 
algorithms (31, 32) (Supplemental Figure 
1C, see details in Methods; supplemental 
material available online with this article; 
doi:10.1172/JCI88590DS1). About 99.8% 
of individuals of European descent bear 
at least one of the 27 HLA-A,B allotypes 
studied (33).
We identified 25,270 nonredundant MAPs derived from 6,195 
source genes in, to the best of our knowledge, the largest set of 
MHCI-associated peptides reported to date (Figure 1A and Sup-
plemental Tables 1 and 2). Strikingly, only 59% expressed and 
annotated genes in B-LCLs were capable of generating detectable 
MAPs. MAP source genes produced up to 64 individual MAPs, 
and 68% of these genes produced more than 1 MAP (Figure 1B). 
To estimate the diversity of a multiallelic immunopeptidome, we 
computed the size of the MAP repertoire and MAP source gene 
repertoire as a function of the number of HLA allotypes consid-
ered (Figure 1C). We counted the number of unique identifications 
when a given number of randomly selected allotypes was consid-
(ROC) AUC of 0.81 ± 0.02 (95% CI). Our results show that the 
immunopeptidome is forged from a limited repertoire of gene 
products with distinct features influencing transcription, trans-
lation, and proteasomal degradation.
Results
Proteogenomic-based definition of the MAP repertoire presented by 
27 HLA allotypes. To obtain a comprehensive representation of 
the immunopeptidome presented by HLA-A and HLA-B mole-
cules, we applied a well-validated high-throughput proteogenom-
ic approach that hinges on a combination of next-generation 
sequencing and high-throughput MS (20, 27, 28). Transcriptome 
Figure 1. The immunopeptidome presented 
by 27 HLA allotypes. (A) Total number of 
nonredundant MAPs and their source genes in 
the immunopeptidome of 18 B-LCLs compared 
with an expected binomial distribution. The 
curve depicts the expected number of source 
genes if all genes had a similar ability to gener-
ate MAPs. The black diamond shows the actu-
al number of source genes (n = 6,195) observed 
for 25,270 MAPs (P < 1 × 10-250, binomial test). 
(B) Histogram showing the number of MAPs 
generated per MAP source gene (range = 1–64). 
(C) The number of unique identifications of 
MAPs (left panel) and MAP source genes (right 
panel) was counted for various numbers of 
randomly selected HLA allotypes. Results 
show the average of 1,000 simulations. (D) The 
promiscuity of antigen presentation for MAPs 
(left panel) and their source genes (right pan-
el). Histograms show the number of allotypes 
associated with each peptide or gene.
The Journal of Clinical Investigation R E S E A R C H  A R T I C L E
4 6 9 2 jci.org   Volume 126   Number 12   December 2016
soned that if our MS analyses randomly missed some MAPs, the 
proportion of MAP source versus nonsource genes should never-
theless follow a binomial distribution where the number of source 
genes increases as a function of the number of detected MAPs (Fig-
ure 1A). Notably, we found that the 25,270 MAPs that we identi-
fied by MS derived from significantly fewer genes (n = 6,195) than 
predicted by a binomial distribution (Figure 1A, exact binomial 
test P < 10–250). Hence, random failure to detect some MAPs can-
not explain that only 59% of genes were found to generate MAPs. 
In addition, we used internal standard triggered–parallel reaction 
monitoring (IS-PRM) in order to compare the detection threshold 
for 2 sets of stable isotopically labeled synthetic peptides (35). Pep-
tides AEIEQKIKEY, EEINLQRNI, EEIPVSSHY and EESAVPERSW 
(underlined residues indicate 13C, 15N-labeled amino acids) had the 
amino acid sequence of MAPs presented by B*44:03. The other 
synthetic peptides AESQELLTF, EESHLNRHF, HESAEGKEY, and 
TESSDITEY corresponded to amino acid sequences from non-
source genes (i.e., not detected in our initial shotgun MS analyses) 
ered. For MAPs, the nearly linear nature of this relationship 
demonstrated little redundancy in the peptides presented by dif-
ferent allotypes (Figure 1C). Conversely, the redundancy of the 
genes generating MAPs across all 27 HLA allotypes was much 
greater (Figure 1C). As more allotypes were considered, a dimin-
ishing number of additional genes were represented in the immu-
nopeptidome. A simulation examining the size of the peptide and 
gene repertoires as various numbers of subjects were considered 
showed similar results (Supplemental Figure 1, A and B). Most 
MAPs (89%) were presented by a single HLA allotype (Figure 1D). 
The few promiscuous binders were presented by HLA allotypes 
with similar peptide-binding motifs (i.e., same “superfamily”), 
such as A*03:01 and A*11:01 (34). However, the majority of MAP 
source genes (67%) produced MAPs for multiple allotypes, some 
for up to 24 of the 27 allotypes studied (Figure 1D).
Since MS analyses can be subject to some stochastic varia-
tions, would it be possible that no MAPs were assigned to 41% of 
expressed genes because these MAPs were missed by MS? We rea-
Figure 2. Spatial distribution of MAPs along source proteins. (A) Distribution of overlap types for 3,682 pairs of overlapping MAPs formed by 5,046 indi-
vidual peptides: pairs with any overlapping residues and no common ends; pairs with a common C terminus (C term); pairs with a common N terminus; and 
pairs with 1 peptide contained within the other. (B) Proportion of overlapping MAP pairs presented by the same allotype or different allotypes. For MAP 
pairs presented by different allotypes, whether the 2 allotypes belong to the same superfamily is indicated (34). (C) Distances between MAP start sites 
along proteins generating more than 1 MAP compared with a matched, random distribution. Distances are shown up to 30 residues. Distances are signifi-
cantly shorter in the actual distribution (Wilcoxon rank sum test, P = 7 × 10-52). (D) Exome coverage by the immunopeptidome. A window of 50 or 25 amino 
acids (left and right panel, respectively) was moved residue by residue along proteins of the transcribed exome of B-LCLs. Histograms show the number of 
MAPs found in each window; the proportion of windows containing 0 versus at least 1 MAP is indicated.
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2B). Hence, from the perspective of an MHCI allotype, generation 
of overlapping MAP pairs is generally not redundant: members of 
a pair are seldom presented by the same MHCI allotype. At the 
population level, the net result is that some protein regions are 
included in the immunopeptidome of many people who do not 
share the same HLA alleles.
To further evaluate whether selected protein regions were 
preferential sources of MAPs, we analyzed the spatial distribution 
of MAPs along proteins. For each protein, distances between adja-
cent MAP start sites were calculated. A control distribution was 
generated by randomly placing the same number of MAPs along 
the same protein length. We found that MAPs colocalized along 
proteins more than expected (P = 7 × 10-52, Figure 2C). The fact that 
no MAPs were assigned to 41% of expressed protein-coding genes, 
together with the clustering of MAP-coding sequences in source 
genes, suggests that the immunopeptidome covers a limited por-
tion of the whole exome. To estimate global exome coverage, (a) 
we moved a walking window of 150 base pairs (50 amino acids) 
along the exome coding for the 10,575 genes expressed in B-LCLs, 
and (b) we calculated the number of MAPs seen in each window. 
We found that 83% of windows generated no MAPs, whereas 17% 
of windows covered 1–30 MAPs per window (Figure 2D). When we 
reduced the window size to 75 base pairs, only 10% of windows 
were a source of MAPs (Figure 2D). From this, we conclude that 
the immunopeptidome presented by 27 HLA-A,B allotypes covers 
an unexpectedly small portion of the whole transcribed exome.
Gene expression cannot solely account for differential ability of 
genes to generate MAPs. Understanding the genetic origins of the 
immunopeptidome is of paramount importance fundamental-
ly and in the search for MAPs that could be used as therapeutic 
targets. What distinguishes the 6,195 genes that were capable of 
generating MAPs compared with the other 41% of genes from 
that were randomly chosen among peptides predicted to be strong 
binders for B*44:03 (IC50 < 50 nM). These synthetic peptides were 
spiked (100 fmoles each) in mild acid elution extracts from 3 dif-
ferent B-LCLs to correlate the identification of the corresponding 
endogenous MAPs. IS-PRM analyses showed that the detection 
threshold was similar for the 2 groups of synthetic peptides (Sup-
plemental Figure 2). Furthermore, none of the selected B*44:03 
strong binders coded by nonsource genes were detected in the 3 
different B-LCLs using IS-PRM. In contrast, endogenous peptides 
from source genes presented by B*44:03 were all correlated with 
their corresponding synthetic peptides (Supplemental Figure 2). 
These results provide compelling evidence that failure to detect 
MAPs from nonsource genes cannot be ascribed to MS bias against 
the product of nonsource genes.
Two major points can be made from these data: (a) a distinct 
subset of genes produced most MAPs, and (b) our method cap-
tured the majority of MAP source genes (Figure 1C). As a corollary, 
these results suggest a model whereby a common pool of source 
proteins selectively enters the antigen-processing pathway and 
can generate MAPs with suitable motifs for most MHCI allotypes.
Discrete protein regions are preferential sources of MAPs. We 
next asked whether there might be “hot spots” in MAP source 
genes, i.e., regions or domains that provide disproportionately 
high amounts of MAPs. To this end, we analyzed the spatial dis-
tribution of MAPs along proteins that generated more than one 
MAP. We first identified 3,682 pairs of overlapping MAPs formed 
by 5,046 individual peptides (20% of the entire data set). In a giv-
en pair, MAPs differed from each other at their N and/or C ter-
minus (Figure 2A). These pairs may result from differential trim-
ming of a common precursor by various peptidases in the cytosol 
and ER. Notably, 71% of MAP pairs bound different allotypes; of 
these, 82% bound allotypes from different superfamilies (Figure 
Figure 3. Features of MAP source and nonsource genes, transcripts, and proteins. Error bars represent a 95% CI based on bootstrapping for Cliff’s d value, 
a nonparametric measurement of effect size. P values derived from 2-sided Wilcoxon tests; 6,195 source and 4,380 nonsource genes and gene products were 
studied for each comparison. * indicate features that were normalized for the respective transcript, UTR, or protein lengths. See Methods for details of how 
each feature was calculated. miR, microRNA; TS, TargetScan software; Ub, ubiquitination site.
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to nonsource genes (Figure 3). Also, consistent with the positive 
correlation between the number of exons and translation efficien-
cy (42), we found that MAPs derived from transcripts composed 
of more exons than nonsource transcripts (Figure 3), even when 
normalized for transcript length (P = 5 × 10-49).
We next examined features of the 5′ UTR for evidence of trans-
lational regulation of antigen processing. Upstream open reading 
frames (uORFs) tend to negatively influence translation by destabi-
lizing transcripts and by acting as physical obstacles that slow ribo-
somal scanning (43). The 5′ UTRs of MAP source transcripts were 
significantly shorter and contained fewer predicted uORFs. Simi-
larly, the secondary structure predicted with Vienna RNAfold (44) 
revealed greater free energy scores in spite of enriched GC content 
for MAP source 5′ UTRs. No definitive differences between the 
amount of base pairing in 5′ UTR structures were found (Figure 3). 
These findings suggest that MAP source 5′ UTRs are structurally 
fluid and contain fewer obstacles to translation.
The 3′ UTR is a critical site of translational control containing 
regulatory elements such as adenylate-uridylate–rich (AU-rich) 
elements and binding sites for microRNAs and RNA-binding pro-
teins (45). Despite this regulatory potential, we initially remarked 
no difference in the lengths of 3′ UTRs (Figure 3). The density of 
AU-rich elements was similar; however, our analyses could not 
take into account the distinction between AU elements involved in 
rapid decay and finer stability regulation (46). Greater GC content 
was found in nonsource 3′ UTRs and along the entire mRNA tran-
script in general; this may reflect a positive association with mRNA 
levels in a degradation-independent manner (47). Stabilizing and 
destabilizing regulatory elements were queried in the 3′ UTRs of 
all transcripts (48) and revealed similar prevalence in source and 
nonsource transcripts (Figure 3). Moreover, we were unable to 
confirm previous results that MAPs derive preferentially from tran-
scripts with microRNA-binding sites using 2 different tools: Gene 
Set Enrichment Analysis (GSEA) and TargetScan (19, 49, 50) (Fig-
ure 3). However, our negative findings regarding binding sites for 
microRNAs and RNA-binding proteins must be considered with 
some reservations. First, microRNA regulation is highly cell-type 
specific, while the methods used to predict microRNA involvement 
operate at an organism-wide level (50). Second, since the effects of 
which no MAPs were detected? To answer this question, we 
applied a variety of analyses and prediction algorithms to study 
the features of MAP source and nonsource genes, transcripts, and 
proteins. We first asked whether MAP source proteins simply con-
tained more potential HLA-binding peptides, i.e., peptides with 
the right binding motif for the 27 HLA allotypes considered here. 
This was not the case: the density of predicted nonamer MHCI 
binders was no greater in source genes than nonsource genes 
(Supplemental Figure 1D). Since the difference between MAP 
source and nonsource genes is unrelated to the number of poten-
tial MHC binders, it must therefore involve discrepancies in the 
processing of MAP source proteins.
Whether gene expression influences MAP generation is a contro-
versial issue, as shown by previous studies based on smaller data sets. 
According to some reports, MAPs derive preferentially from highly 
abundant mRNAs or proteins (19, 25, 36), but other reports cast some 
doubts on this contention (23, 37). By analyzing RNA-sequencing 
data of the 18 B-LCLs studied herein, we found that the average gene 
expression was significantly higher for MAP source genes (Figure 3). 
However, expression alone provided an incomplete portrait of anti-
gen presentation: some highly expressed genes generated no MAPs, 
and some lowly expressed genes were capable of generating MAPs. 
Since the proteome is an imperfect mirror of the transcriptome (38, 
39), we also analyzed the relationship between protein abundance in 
human B cells (40) and MAP generation. MAP source proteins are 
more abundant than nonsource proteins (Figure 3), yet the fact that 
some proteins with similar expression belonged to source or non-
source groups suggested that other factors were at play.
MAP source transcripts are enriched in features conferring greater 
translation efficiency. Ultimately, MAP generation must be regu-
lated at the level of translation and protein degradation (41). To 
gain further insights into the mechanisms regulating MAP gener-
ation, we analyzed the potential role of factors regulating protein 
metabolism. We first asked whether features enhancing trans-
lation efficiency and transcript stability may distinguish source 
from nonsource transcripts. Coherent with the concept that NMD 
is a source of MAPs (18), we observed that the proportion of genes 
with at least one transcript with an NMD biotype (determined 
with the ENSEMBL regulatory build) was higher in source relative 
Figure 4. GO analysis of source and nonsource genes. Enrichment in source (A) and nonsource (B) groups was calculated on a background of both groups 
using the topGO algorithm to eliminate redundancies (60). The top 15 most enriched functions are shown for each group including all 3 ontology cate-
gories. For all GO terms significantly enriched in source and nonsource gene categories, see Supplemental Tables 3 and 4. PR, positive regulation; RNP, 
ribonucleoprotein; CC, cellular component; MF, molecular function; BP, biological process.
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3′ UTR regulatory elements are heavily context dependent (45), the 
role of 3′ UTR regulation in MAP generation may be obscured by 
the specific activity of predicted elements in B-LCLs. Nonetheless, 
in contrast with the 5′ UTR, these findings indicate at least limited 
regulation of MAP generation by 3′ UTR elements.
Notably, features enriched in MAP source transcripts and 
UTRs had minimal correlations with protein abundance (absolute 
Spearman’s rank correlation coefficient r of 0.22 for number of 
exons and r < 0.14 for others, Supplemental Figure 3). This led us to 
postulate that gene expression and transcript features may provide 
nonredundant information for the modeling of MAP generation.
The primary and secondary structure of proteins regulates MAP 
generation. Next, we assessed the electrochemical and structural fea-
tures of MAP-generating proteins. We confirmed previous reports 
that longer proteins generate more MAPs (25, 36) (Figure 3). This 
may reflect that, relative to shorter proteins, longer proteins (a) con-
tain more MHCI-binding sequences, (b) have a greater chance of 
forming DRiPs, and (c) bind more ribosomes (25,42). MAP source 
proteins had lower hydropathy scores, indicating more polar ami-
no acid composition. Furthermore, the predicted isoelectric point 
revealed greater acidic composition of source proteins (Figure 3). 
At the next level of complexity, the predicted secondary structure 
of MAP source proteins showed distinct contributions of helix, turn, 
and sheet motifs. In particular, MAP source proteins showed a con-
spicuous enrichment in sheet motifs (Figure 3).
The ubiquitin proteasome system is a key entry point for pro-
teins into the MHCI-processing pathway (7, 51). We first exam-
ined MAP proteins for proteasomal degradation motifs. We 
found that, compared with nonsource proteins, MAP source pro-
teins contained higher frequencies of (a) KEN-box and D-box 
motifs targeted by the anaphase-promoting complex ubiquitin 
ligase (52), (b) PEST motifs, which serve as proteolytic signals 
for the proteasome and other proteases (53), and (c) canonical 
lysine ubiquitination sites (54) (Figure 3).
Figure 5. A logistic regression model to predict whether or not a gene will generate MAPs. (A) Prediction scores for each gene grouped by experimentally 
defined source classification. (B) Prediction scores for each gene and the number of MAPs generated. (C) Model performance measured by a ROC plot 
of sensitivity (the rate of true positives) as a function of specificity (the rate of true negatives); the AUC is 0.81 ± 0.02 (95% CI). (D) Frequency of input 
variable selection in a logistic regression model using recursive feature elimination; frequencies above 0.05 are shown. (E) The relative weight of all input 
variables in the 2-class logistic regression model. Variables normalized by the length of the corresponding UTR, transcript, or protein are denoted by * and 
GO terms denoted by #. EC, extracellular; IC, intracellular; Mem., membrane; MFE, minimum free energy; MM, macromolecular; NR, negative regulation of; 
PR, positive regulation of; TS, TargetScan software. All metrics are averaged over 1,000 models (see Methods for details).
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Unstructured protein regions serve as initiation sites for pro-
teasomal degradation (55), and intrinsically disordered segments 
favor proteasome degradation (56). Therefore, to analyze the 
potential influence of protein disorder on MAP generation, we 
computed the disorder status of proteins in our data set with the 
neural network predictor PONDR VLXT (57). Whether the propor-
tion of disordered residues, the average disorder of all residues, 
the length of N-terminal disorder, or the presence of internally 
disordered regions longer than 30 residues was considered, MAP 
source proteins consistently contained greater disorder compared 
with nonsource proteins (Figure 3). Similar results were obtained 
using 2 other disorder predictors: DISOPRED (58) and IUPRED 
(59) (Supplemental Figure 4B). We conclude that primary and sec-
ondary structure of proteins and particularly features linked to pro-
teasomal degradation have a strong influence on MAP generation.
GO terms analysis. We next compared the enrichment of gene 
ontology (GO) terms in MAP source and nonsource genes using 
the topGO algorithm (60) to eliminate redundancies (Figure 4). 
Our findings here confirm and extend reports based on small-
er data sets (19, 22, 25). The source gene population was highly 
enriched in genes coding for intracellular proteins interacting 
with DNA, RNA, and other proteins (Figure 4A and Supplemen-
tal Table 3). This may have resulted from a relatively greater 
expression of genes implicated in housekeeping functions, such 
as poly(A) RNA binding, mitotic cell cycle, and mRNA processing. 
Non–mutually exclusive hypotheses are that these genes have a 
preferential access to the MHC-processing machinery, for exam-
ple, via “immunoribosomes,” or that components of macromo-
lecular complexes have a greater propensity to form DRiPs (17). 
Nonsource proteins were enriched in membrane components and 
related signaling processes, demonstrating that proteins travers-
ing the secretory pathway are poorly represented in the MHCI 
immunopeptidome (Figure 4B and Supplemental Table 4).
Modeling MAP generation. Having identified features that dif-
ferentiate MAP source versus nonsource genes, we asked wheth-
er it might be possible to build a model for predicting whether a 
given gene generates MAPs. Taking into account features listed in 
Supplemental Table 5 (see also Supplemental Figure 3), we trained 
a logistic regression model on 80% of our data set using 10-fold 
cross-validation and tested its ability to discriminate MAP source 
versus nonsource genes on the remaining 20% of our data set. The 
process was repeated 1,000 times with randomly divided training 
and test data sets (see Methods for details). Prediction scores, 
falling between 0 and 1, demonstrated a considerable ability to 
correctly discriminate between MAP source and nonsource genes 
(Figure 5A). Although the model was blind to the number of MAPs 
produced by source genes, we found that the predictions corre-
sponded to the rate of MAP production (Figure 5B).
To assess the overall predictive power of the model, we con-
structed ROC plots with averaged prediction scores and found 
an AUC of 0.81 ± 0.02 (95% CI) (Figure 5C). By examining the 
parameters of the model, we assessed the relative contribu-
tion of each feature to learning (Figure 5E). We found that gene 
expression was the most informative variable, followed by pro-
tein length, the presence of sheet motifs, and various GO terms. 
Features of genes, transcripts, and proteins were included in the 
group of relatively less important but significant variables, sug-
gesting that a wide range of fine-tuning processes contribute 
to MAP generation. Since estimates of relative importance can 
be influenced by related variables, we used a second method to 
assess feature importance. We assessed the predictive capacity of 
a logistic regression model, selecting only the top 10 most infor-
Figure 6. Evaluation of model performance with independent data sets 
on human cancer cell lines. (A) Overlap in source gene identifications 
between the present study and 2 independent studies of JY B-LCLs using 
different MS techniques: JY (C.) and JY (B-S.). (B) Distribution of prediction 
scores for MAP source genes in B-LCLs and cancer cell lines (details in 
Table 1); median value is shown with whiskers extending to the extremes 
of the interquartile range x 1.5; outliers are hidden. (C) Proportion of MAP 
source genes captured as a function of prediction score threshold.
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ure 6A). Moreover, our model effectively predicted MAP origin 
in these 2 independent data sets (Table 1 and Figure 6, B and C) 
despite differences in methods of MAP isolation and MS analyses.
We further challenged the model trained on 18 donor B-LCLs 
to predict MAP generation in 5 human cancer cell lines: 2 leuke-
mias, 2 breast carcinomas, and 1 colorectal carcinoma (Table 1). To 
evaluate the performance of our model, we used previous analyses 
of the transcriptome (63) and the immunopeptidome (21, 36) of 
these cell lines. The models’ ability to predict MAP source genes 
was very good for the 5 cancer cell lines, with ROC AUC ranging 
from 0.79 to 0.85, similar to the accuracy observed with B-LCLs 
(Table 1). The distribution of the prediction scores for MAP source 
genes was similar in the various cell lines (Figure 6B), though the 
rate at which source genes were captured at different probabilities 
of MAP generation revealed slight divergence at the lower predic-
tion scores (Figure 6C). These data suggest that MAP processing 
follows consistent rules with limited variations between cell types. 
Overall, we conclude that our prediction model is robust for cells 
of various lineages and that its accuracy is not biased by the meth-
ods used for MAP isolation or identification.
Discussion
To the best of our knowledge, this study reports the largest data 
set of MAPs to date. Several points can be made from our com-
prehensive analyses of 25,270 MAPs presented by 27 HLA-A,B 
allotypes, which illustrate how there can be “strength in num-
bers” (64). Indeed, while analyses of smaller data sets suggested 
that individual genes were represented in the immunopeptidome 
by only a single MAP (25), we found that MAP source genes gen-
erated up to 64 nonredundant MAPs. Importantly, we found 
that MAPs presented by 27 MHCI allotypes together cover an 
unexpectedly small fraction of the protein-coding exome (10%) 
because (a) 41% of genes did not generate detectable MAPs, and 
(b) MAPs derived from the same gene tend to originate from 
adjacent sequences. At the population level, one implication is 
that even though HLA allotypes have different peptide-binding 
motifs, a large fraction of MAPs presented by different subjects 
(2 to 4 HLA-A,B allotypes/subject) will originate from common 
genomic regions. Further studies are certainly warranted in 
order to explore whether, relative to the whole exome, MAP “hot 
spots” have distinctive features that would make their monitor-
ing by T cells of special importance or whether these regions are 
simply opportunistically captured. For instance, are these hot 
spots preferential sites of somatic mutations in cancer cells or 
do they resemble viral genes? Notably, we observed that some 
features enriched in MAP source genes are also common in viral 
genes (e.g., internal disorder and 5′ UTR secondary structures). 
Indeed, disorder is prevalent in viral genomes (65), and several 
viral transcripts contain complex 5′ UTR secondary structures 
that stall ribosomal translation (66).
Our results suggest that at the systems level, MAP generation 
is regulated by specific features of transcripts and proteins that 
often affect translation and proteasomal degradation. For exam-
ple, features of the 5′ UTR, such as shorter length, looser second-
ary structure, and fewer uORFs, which are easier for ribosomes 
to navigate, may confer efficient translation and consequently 
greater MAP generation. The importance of proteasomal process-
mative features. Despite this constraint, the model demonstrated 
comparable predictive power. The frequency with which features 
were selected in this model (Figure 5D) coincided with the relative 
weight when all input variables were considered (Figure 5E).
A 2-class distinction of MAP source and nonsource genes 
does not take into consideration that some source genes gen-
erate up to 64 nonredundant MAPs, while other genes produce 
only one (Figure 1B). To integrate these findings, we produced 
a nuanced version of the classification model that made predic-
tions for 3 ordered groups: none (no MAPs), low (1–2 MAPs), and 
high (≥ 3 MAPs). Predictions were most accurate for the high cat-
egory, which obtained an AUC of 0.86 ± 0.02, while the low and 
none groups had AUCs of 0.64 ± 0.01 and 0.81 ± 0.02, respec-
tively (Supplemental Figure 5A). Clearly, the model had difficulty 
distinguishing the low group, for which its predictions reached a 
maximum probability of 0.43 compared with 0.99 for the high 
and none categories (Supplemental Figure 5C). Interestingly, 
when we compared the relative contribution of different input 
parameters between the 2-class and 3-class models, we found a 
very similar hierarchy (Figure 5E and Supplemental Figure 5B). 
We conclude that no particular feature within the model distin-
guishes genes that generate few versus numerous MAPs.
Model validation with independent data sets and human cancer 
cell lines. The various strategies used for high-throughput MS anal-
yses of the immunopeptidome present strengths and limitations 
(61). In the present study, MAPs were isolated from 18 B-LCLs by 
mild acid elution and analyzed by data-dependent MS. To gauge 
the robustness of the model, we tested it on MAPs identified by 2 
other groups in JY B-LCLs. MAPs in these 2 data sets were isolated 
by MHCI immunoprecipitation; one study used data-dependent 
MS (36), and the other used data-independent MS (21). While our 
data set contained MAPs presented by 27 HLA-A,B allotypes, JY 
B-LCLs express just 2 of these: HLA-A*02:01 and HLA-B*07:02. 
Transcriptomic data from JY B-LCLs (62) defined a set of candi-
date genes on which we performed predictions with the 2-class 
logistic regression model. Notably, 82% of source genes for the 2 
other data sets were included in our own set of source genes (Fig-
Table 1. Features of human B-LCLs and cancer cell lines used to 
evaluate model performance
Cell line Type Method AUC n
18 Donors B lymphoblast cell line MAE/DDA 0.81 6,195
JY (C.) B lymphoblast cell line IP/DIA 0.83 2,782
JY (B-S.) B lymphoblast cell line IP/DDA 0.83 2,185
Jurkat T cell lymphoblast leukemia IP/DIA 0.82 959
SUP-B15 Acute lymphoblastic leukemia IP/DDA 0.85 2,997
HCC1143 Breast carcinoma IP/DDA 0.79 3,136
HCC1937 Breast carcinoma IP/DDA 0.83 4,546
HCT116 Colorectal carcinoma IP/DDA 0.83 2,900
The MS method used to detect MAPs and the number of MAP source 
genes identified in each sample (n) are indicated. For each cell line, an 
AUC derived from predictions by the 2-class logistic regression model 
is reported. DDA, data-dependent acquisition; DIA, data-independent 
acquisition; MAE, mild acid elution.
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was performed at the Hôpital Maisonneuve-Rosemont using 500 ng of 
genomic DNA. B-LCLs were derived from PBMCs as described (27).
Proteogenomic identification of MAPs derived from B-LCLs. We 
applied our previously described proteogenomic approach to iso-
late and sequence MAPs. The methods of cell culture, transcriptome 
sequencing, mild acid elution, and MS have been described previous-
ly (27, 28). RNA-sequencing data were mapped using kallisto version 
0.42.5 to ENSEMBL assembly 37.75 (NCBI Bioproject database http://
www.ncbi.nlm.nih.gov/bioproject/; accession PRJNA286122)  (74, 
75). Transcriptome sequencing revealed no genetic polymorphisms 
in the regions coding for the mature (active) form of PSMB5 and 
PSMB8, the proteasome subunits that are mainly responsible for MAP 
processing (data not shown). We defined the B-LCL transcriptome as 
10,575 expressed (averaged transcripts per million > 2) and annotated 
protein-coding genes. To mitigate the risk of false positives, stringent 
quality filters were applied to the list of identified MAPs: a peptide 
length of 8–14 amino acids; a 1% false discovery rate; and a predicted 
IC50 of 1250 nM or less. The binding affinity threshold was chosen to 
optimize inclusivity and stringency; a less stringent threshold of 5,000 
nM included 8.6% more MAPs and 2.3% more source genes (Supple-
mental Figure 1C). When possible, binding affinities were predicted 
with NetMHC 3.4 (21 allotypes); otherwise, NetMHCcons 1.1 was 
applied (6 allotypes). For each individual, peptides were assigned to 
the allele with the strongest binding affinity. Peptides were mapped 
to proteins using pyGeno (29, 74). We applied further filtering steps 
to facilitate bioinformatic analysis; peptides assigned to more than 
one gene origin, transcripts with incomplete 5′ and 3′ annotation, and 
proteins with internal stop codons were all excluded. Where multiple 
isoforms were identified for a gene, MAPs were assigned to the most 
abundant transcript. Estimates of HLA allele frequency were derived 
from the European Caucasian population registered in the Nation-
al Marrow Donor Program (33). The MS proteomics data have been 
deposited to the ProteomeXchange Consortium via the PRIDE part-
ner repository (PXD004023). In addition, the list of MAP sequences 
was deposited in the Immune Epitope Database (http://www.iedb.
org/; 1000704). For IS-PRM analyses, nonsource peptides were cho-
sen randomly from the lowest predicted quintile of nonsource genes 
generating a peptide that bound HLA-B*44:03 with an affinity IC50 
of less than 50 nM. IS-PRM analyses for 2 sets of stable isotopically 
labeled synthetic peptides were performed as described (35).
Simulations of the redundancy in MAP and MAP source gene repertoires. 
HLA allotypes were randomly ordered, and either peptides or genes were 
considered. The number of nonredundant identifications was counted, 
considering the repertoires of each subsequent allotype. The simulation 
was repeated 1,000 times; average repertoire sizes are shown. The same 
simulation considering subjects instead of allotypes was also performed 
(Supplemental Figure 1, A and B). We noted greater redundancy in this 
simulation due to some subjects sharing the same allotypes.
Spatial localization of MAPs along source proteins. Every pair of over-
lapping MAPs was extracted for each protein generating more than 1 
MAP. Overlapping MAP pairs were classified as sharing the same begin-
ning “C-terminal extensions,” sharing the same end “N-terminal exten-
sions,” being contained within another peptide, “Internal,” or sharing at 
least 1 amino acid, “Overlap.” Alleles presenting each peptide pair and 
their superfamilies were compared (34). Distances between adjacent 
MAP start sites on the same protein were computed for the actual distri-
bution. For the random distribution, an equivalent number of MAPs was 
ing is underscored by the prevalence of disorder and degradation 
motifs in MAP source proteins. Additionally, that MAPs originate 
preferentially from abundant transcripts is consistent with the 
fact that the immunopeptidome is different from one cell lineage 
to another and is affected by the metabolic status of cells (5, 51). 
The relation between transcript abundance and MAP presenta-
tion may also be relevant to the establishment of self-tolerance 
in the thymic medulla. Indeed, central self-tolerance depends on 
promiscuous gene expression by medullary thymic epithelial cells 
that collectively express almost all protein-coding genes (67, 68). 
Remarkably, this promiscuous gene expression follows a mosaic 
pattern: individual medullary thymic epithelial cells promiscuous-
ly express a limited number of genes, but at a high level (67, 69). 
A mosaic pattern of highly expressed genes may be instrumental 
in increasing the breadth of the MAP repertoire that can thereby 
induce central self-tolerance.
By taking into account the various features enriched in MAP 
source genes, we were able to build a logistic regression model that 
predicts whether or not a given gene will produce MAPs with a ROC 
AUC of 0.81 ± 0.02. The robustness of this model was validated by 
predicting MAP generation in 7 independent data sets. Notably, 
when the model was applied to predict MAP generation in 5 human 
cancer cell lines, it performed comparably well, suggesting strong 
potential for predicting MAP generation in a clinical context. Would 
it be possible to build an in silico antigen-processing machine that 
would predict with even greater accuracy sources and sites of MAP 
generation? We speculate that this may be possible if we trained 
the model with more quantitative data and more accurate assess-
ment of features. Indeed, there are certain limitations to a rather 
coarse 2-class output, not the least of which is a lack of precision for 
the number of MAPs produced and their location along a protein. 
Recent developments in MS now enable quantification of MAPs in 
terms of number of copies per cell (61). High-throughput quantita-
tive analyses of immunopeptidomes could thereby pave the way to 
the development of improved predictive models, and community- 
based efforts to achieve this goal should be encouraged (21).
Our demonstration that the immunopeptidome covers only a 
small fraction of the protein-coding exome has special relevance 
to cancer immunology. There is a general consensus that cancer- 
specific neo-MAPs derived from somatic mutations represent ide-
al targets for cancer immunotherapy (70). However, discovery of 
cancer-specific MAPs is currently fraught with major difficulties. Typ-
ically, neo-MAP discovery strategies adopt the following path: exome 
sequencing, identification of mutations, and selection of mutations 
located in peptide regions predicted to have a good MHC-binding 
affinity. However, when putative neo-MAPs are tested experimental-
ly, by MS or immune assays, the hit rate is below 10% (71–73). Our 
contention is that this low success rate is simply due to the fact that 
few mutations are strategically located in MAP-generating regions 
and that most mutations are in exomic sequences that are not cov-
ered by the immunopeptidome. We believe that progress in the field 
of neo-MAP discovery will be greatly facilitated by large-scale analy-
ses of cancer cell immunopeptidomes.
Methods
Cell lines. Peripheral blood mononuclear cells (PBMCs) were isolated 
from blood samples of 18 volunteers. High-resolution HLA genotyping 
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model based on local interaction energies (78). Where residues were 
assigned to be disordered or not, disorder cutoff values were deter-
mined to equate the total disorder of the B-LCL proteome for PON-
DR-VLXT, DISOPRED, and IUPRED at 0.7, 0.3, and 0.5 respectively 
(Supplemental Figure 4A). Where lengths of N or C terminus disor-
der or internally disordered regions were computed, stretches up to 3 
aa of ordered residues were allowed.
Data visualization. Graphics were made in R, version 3.2.2, 
using ggplot2, version 1.0.0 (https://cran.r-project.org/web/pack-
ages/ggplot2/index.html).
GO analysis. We compared either source or nonsource genes on a 
background of both groups using the R package topGO (60). The Fisher 
weight algorithm was used to reduce redundancies and compute P values.
Statistics. To generate Figure 1A, a binomial distribution of the 
probability of detecting between 0 and 50,000 peptides in a reper-
toire of 10,575 genes was computed. An exact binomial test was used 
to compare the expected distribution with the experimental values. 
A nonparametric effect size measure, Cliff ’s d, was used to compare 
enrichment of features in source and nonsource groups. The 95% CI 
was calculated based on 100 bootstraps using the orddom package, 
version 3.1, in R (https://cran.r-project.org/web/packages/orddom/
orddom.pdf). Unless otherwise noted, we employed 2-sample Wil-
coxon rank sum tests to compare continuous variables for robustness. 
P values of less than 0.05 were considered significant. All statistical 
analyses were performed in R, version 3.2.2.
Modeling. The variables listed in Supplemental Table 5 were used 
as input variables for logistic regression models run with the R packag-
es caret and MASS (79, 80). The top 50 most enriched GO terms from 
the source and nonsource groups were included (Supplemental Tables 
3 and 4). Near-zero variance parameters were excluded; this excluded 
the majority of GO terms. To limit the extent of correlation in input 
variables that can obscure their relative weight, further variables were 
excluded. Spearman’s rank correlation coefficient r was calculated for 
each pair of input parameters, and a maximum absolute r of 0.6 was 
permitted (Supplemental Figure 3). As noted, input variables were 
also normalized by length of the appropriate UTR, transcript, or pro-
tein. The data were divided into training and testing sets containing 
80% and 20% of genes, respectively. A logistic regression model with 
or without recursive feature elimination was built with centered and 
scaled training data using 10-fold cross-validation. The model then 
predicted the probability of generating MAPs for each gene in the test-
ing set. Relative variable weight was computed based on the t statistic 
for all model parameters. An ordered logistic regression model with 
3-class outcomes was built using the same protocol; categories were 
selected to optimize class balance (number of genes: 4,380, none; 
3,164, low; 3,031, high). All metrics reported are averages of 1,000 
iterations of data division and model building. An R script is includ-
ed in Supplemental Methods (source code) that trains and applies the 
2-class logistic regression model using the data frame in Supplemental 
Table 6 and that reproduces the panels of Figure 5.
Validation in independent data sets and human cancer cell lines. 
Transcriptomic data for JY (62) and 5 other human cancer cell lines 
(63) were combined with the respective immunopeptidomes described 
by other groups (21,36). Transcriptomic mapping was performed with 
kallisto, version 0.42.5, and the most expressed transcript for each 
gene was selected for analysis (75). Features of each gene and its gene 
products were annotated. Protein abundance was extracted from the 
randomly placed within the same protein length and adjacent distances 
between start sites computed. To estimate exome coverage, a window of 
50 amino acids or 25 amino acids was moved residue by residue along 
each of the 10,575 proteins expressed in our B-LCLs; the number of 
MAPs seen in each window was counted.
Evaluating features of transcripts and proteins. To ensure the quality 
and relevance of our source and nonsource gene sets, we considered 
all genes expressed on average more than 2 transcripts per million. 
For each gene, the most expressed protein-generating transcript with 
complete HAVANA annotation and the corresponding protein were 
selected. Feature assembly was executed in Python version 2.7.10; 
pyGeno was used to extract transcript and protein sequences (29). 
Annotation translation was determined with the ENSEMBL BioMart 
extension (74). To calculate MAP density, NetMHC was used to pre-
dict the binding affinity of overlapping nonamers from each protein 
for all 27 allotypes expressed by the B-LCLs. NetMHC 3.4 was applied 
preferentially to predict binding affinities for 21 allotypes; NetMHC-
cons 1.1 was applied for the remaining 6 allotypes. The fraction of 
9mers binding any of the 27 allotypes with an affinity of 1,250 nM or 
less was calculated for each protein.
B cell protein abundance in average spectral counts per gene 
evaluated by MS analysis of whole cell extracts was extracted from 
the Human Proteome Map (40). Genes with at least 1 transcript with 
an NMD biotype based on Vega annotation in ENSEMBL were con-
sidered to have NMD potential, that is, if a coding sequence finished 
more than 50 bp from a downstream splice site using any exon struc-
ture (http://vega.sanger.ac.uk/info/about/gene_and_transcript_types.
html). uORFs were defined as nonoverlapping sequences within the 5′ 
UTR beginning with the cognate start codon AUG and ending with an 
in-frame stop codon. 5′ UTR secondary structure was predicted using 
RNAfold within the ViennaRNA Package version 2.1.7 (44). The per-
centage of AU-rich elements was defined as the number of A and/or U 
sequence of at least 5 nucleotides in length within the 3′ UTR. Stabiliz-
ing and destabilizing elements identified by Zhao et al. were queried 
in the 3′ UTR (48). TargetScan 7.0 was employed to predict microRNA- 
binding sites within the 3′ UTR (50). 3′ UTRs were prepared by 
removing ORFs; the number of nonoverlapping microRNA-binding 
sites was computed for all families of microRNAs. MicroRNA-binding 
sites were retrieved from the Molecular Signatures Database of GSEA 
(http://software.broadinstitute.org/gsea/msigdb/) and queried in all 
3′ UTRs. To analyze the structural features of proteins, we used BioPy-
thon’s package SeqUtils (specifically the ProtParam tool) to predict the 
proportion of residues conforming to a helix, turn, or sheet motif as 
well as the isoelectric point, instability index, and hydropathy for each 
protein sequence (76).
Protein degradation prediction softwares. Anaphase-promoting 
complex target sequences were predicted using GPS-ARM version 
1.0 using default thresholds for D-box and KEN-box motif (52). PEST 
motifs were predicted using the function epestfind within EMBOSS 
version 6.5.7 (77). Ubiquitination sites were predicted with UbiProb-
er (54) with a stringency of 70%. Three disorder prediction software 
programs were selected for the complementarity of their approach-
es: PONDR VLXT is a neural network predictor trained on miss-
ing residues in x-ray structures as well as known terminal and long 
disordered segments; DISOPRED, version 3.16, is a support vector 
machine and neural network predictor also trained on missing res-
idues in x-ray structures; and IUPRED, version 1.0, is a biophysical 
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the article. SM was responsible for analysis and interpretation of 
data and revising the article.
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Supplementary Figure 1. Global false discovery rate (FDR) and predicted binding 
affinity allow discrimination between MIPs and contaminant (non-MIP) peptides. 
Predicted binding affinity to the relevant HLA molecules of 20,380 eluted peptides 
(black) and 20,380 random peptides generated from the personalized protein databases of 
subjects 1 and 2 (grey) was calculated using NetMHCcons. Binding score categories 
were generated by intervals of 500 nM (IC50). Each dot represents the mean predicted 
binding affinity for peptides in a given bin. For each category, the level of accuracy in the 
peptide identification is shown as the FDR. The FDR (database of 20,319 target/12,011 
decoy peptides identified by Mascot and defined by the clustering) was calculated for the 
eluted and the random peptides. The inset shows a high correlation between FDR values 
< 60% and PBA values < 1,750 nM. The distribution of random peptides shows no 
correlation between the predicted binding affinity and the FDR. 
  





































Supplementary Figure 2. The global false discovery rate (FDR) allows enrichment of 
MIPs and affects the proportion of small (8-9mers) and long peptides (10-11mers) 
identified. (a) We calculated the predicted binding affinity (IC50) for the 8-11mer 
peptides obtained after applying different FDR thresholds. FDR values were calculated 
from a dataset of 20,319 eluted peptides (target) and 12,011 reverse peptide versions 
(decoy). Without filtering any 8-11mer peptide identified by Mascot, the FDR value 
corresponds to 59% (maximal FDR). Bars show the number of peptides with a predicted 
binding affinity ≤ 1,750 nM (blue) or > 1,750 nM (red). The second y-axis shows the 
enrichment in MHC I-peptides calculated as the ratio of peptides with a predicted binding 
affinity ≤1,750 / >1,750 nM. (b) We performed the same analysis by randomly 
generating the same amount of peptides for each FDR threshold. The figure shows that 
lower FDR thresholds increase the proportion of eluted peptides with high predicted 
binding affinity (a) but have no impact on random peptides (b). (c) Proportion of 8 – 
11mers identified by applying different FDR thresholds. Low FDR values favor the 








































































































Supplementary Figure 3. Comparison of MIPs identified using UniProt vs. personalized 
databases built with next generation sequencing data. (a) Venn diagram comparing the 
number and percentage of unique and common MIP sequences found using UniProt vs. 
personalized databases. (b) Mascot score of MIPs identified with each database. 
  
 
Supplementary Figure 4. Quantification of surface HLA-ABC before and after peptide 
elution. B-LCLs from subjects 1 and 2 were stained with PE anti human HLA-ABC 
monoclonal antibody (clone W6/32, Cedarlane) or the corresponding isotypic control and 
the mean fluorescence intensity (MFI) was analyzed by flow cytometry before or after 
mild acid elution of peptides. The histogram shows similar levels of HLA-ABC surface 










Surface HLA-ABC expression (MFI) 
Subj. 2 before MIP elution
Subj. 2 after MIP elution
Subj. 1 before MIP elution
Subj. 1 after MIP elution
Isotype control
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Supplementary Figure 5. MS validation of polymorphic and non polymorphic 
peptides. (a) Polymorphic MiHAs resulting from ns-SNPs in the MIP-coding region, 
encoded by one single non-HLA gene and exclusively detected in one of the two subjects 
(corresponding to Table 1) were validated using the MS/MS spectra of the corresponding 
synthetic peptides. (b) Twelve peptides exclusively detected in subject 1 or 2 ( 6 in 
subject 1 and 6 in subject 2) were randomly selected among those that were present in 3 
or 4 replicates. The extracted ion chromatograms of MiHA peptides for both subjects are 
presented along with the corresponding MS/MS spectra. Comparison of extracted ion 
chromatograms conrmed the selective detection of MiHA peptides in one of the two 
subjects. (c) Three non polymorphic peptides (Supplementary Data 3) used in 






Supplementary Figure 6. Validation of 6 MiHA-coding sequences by Sanger 
sequencing. Chromatograms obtained after Sanger sequencing of PCR-amplified DNA or 
cDNA encoding 6 MiHAs. The primers used are shown in Supplementary Table 1. 
Polymorphic loci are highlighted in grey. The IGLV2-11-1HH MiHA results from 2 
nucleotide changes at the transcript level in subject 2. 
  
Supplementary Figure 7. Differential expression of non-polymorphic MIPs does not 
correlate with differences in MIP-coding genes or exons between subjects. For 41 non-
polymorphic MIPs that were exclusively detected in one sibling, we calculated the fold 
difference in intensity of the MIP and the fold difference in expression of the underlying 
MIP-coding gene (a) or exon (b) measured in Reads Per Kilobase per Million mapped 
Reads (RPKM). In only 2 cases, MIP abundance differences reflect MIP-coding 
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Supplementary Table 1. List of PCR primers used for PCR amplification of DNA and 
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Subject 1 vs. Reference 8648 8452
Subject 2 vs. Reference 11644 10848
Subject 1 vs. Subject 2 4833 4203
Subjects 1 and/or 2 vs. Reference 11660 10861
Non-synonymous SNPs in dbSNPTotal number non-
synonymous SNPs
Comparison
Comparison of ns-SNPs that were included in the personalized protein databases (identified 
after quality filtering and combining variant calling by exome capture and by RNA-Seq) with 






Non-synonymous SNPs in dbSNP
Comparison of ns-SNPs that were included in the personalized protein databases (identified 
after quality filtering and combining variant calling by exome capture and by RNA-Seq) with 
known SNPs (dbSNP, buid 137)
 
Annexe 3 – Supplementary Informations 
 
Daouda, T., Dumont-Lagacé, M., Thibault, P., Bengio, Y., Lemieux, S., Perreault, C. 
Codon usage regulates biogenesis of human MHC class I-associated peptides. Submitted to 




Supplementary Movie 1. Time-lapse of ANN preferences presented on the embedding space. Each frame in the 
video corresponds to an increase in the position. ANN preference is represented by the dot sizes. 
  
 
Supplementary Figure 1. Distribution of alanine, cysteine, aspartic acid, glutamic acid, phenylalanine, glycine, 
histidine, isoleucine, lysine, leucine, methionine and asparagine codons in positive and negative datasets. Spikes 
and drops are represented in blue. 
 
Supplementary Figure 2. Distribution of proline, glutamine, arginine, serine, threonine, valine, tryptophan and 
tyrosine codons in positive and negative datasets. Spikes and drops are represented in blue. 
 
Supplementary Figure 3. ANN architecture and detailed predictions. (A) Architecture of the ANNs used in this 
work. (B) ROC curves for an ANN trained on a context size of 162 nucleotides on original sequences or 
sequences with shuffled synonyms. (C) Results for the AUC on all train, validation and test subsets. Grey areas 
represent the 95% confidence intervals. (D) Distributions of output probabilities of the ANNs used to calculate 
correlations in Figure 3D. 
 
Supplementary Figure 4. ANN preferences for all codons. 
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Breathtaking advances in genomics and proteomics aredrastically changing our perspective of cell biology and, inparticular, our understanding of protein synthesis and
degradation. For instance, next-generation sequencing analyses
have shown that three-quarters of the human genome is capable
of being transcribed1. Meanwhile, high-throughput mass
spectrometry (MS) studies in normal and infected human cells
have resulted in the identification of proteins representing more
than 80% of canonical human and viral protein-coding genes2,3.
Recently, a quantum leap in systems biology was made possible
by the emergence of a new field, proteogenomics, that leverages
on next-generation sequencing to perform ‘genomically informed
proteomics’4. In conventional shotgun proteomics, peptide
sequencing is achieved by matching tandem MS spectra from
an experimental sample against a reference protein sequence
database (for example, UniProt). As a result, conventional MS
sequencing suffers from a major limitation: it can only identify
peptides encoded by the canonical reading frame of classic exons.
The crux of proteogenomic studies is to perform MS-based
peptide sequencing by searching customized databases containing
the six-frame translation of genomic or transcriptomic sequences.
In this way, proteogenomics studies can identify peptides encoded
by all reading frames of any genomic region5.
Proteogenomics has rapidly revolutionized our vision of the
proteome of cells from numerous living organisms, including
normal and neoplastic human cells4,5. A fundamental issue
tackled by proteogenomics is the landscape of genomic regions
that are expressed at the protein level. Ribosome-profiling
experiments have provided strong evidence for pervasive
translation outside of annotated protein-coding genes6.
However, the definite proof of a genomic locus being protein-
coding is the detection of its corresponding protein7. Accordingly,
one salient concept emerging from proteogenomic analyses is that
the proteome is more complex than previously thought. The
proteome contains peptides arising from a variety of RNAs that
were not supposed to encode proteins (noncoding RNAs) and are
therefore not included in annotated protein databases. Many
long noncoding RNAs, short open reading frames (ORFs) and
pseudogenes, mislabelled as ‘noncoding’, were ultimately found
to code for peptides2–9. Moreover, numerous peptides originate
from non-canonical reading frames with non-AUG start
codons10.
We therefore hypothesised that proteogenomics might allow us
to elucidate a fundamental question: the contribution of proteins
derived from non-canonical transcripts to the repertoire of major
histocompatibility complex (MHC) class I-associated peptides
(MAPs). Endogenous MAPs are collectively referred to as the
immunopeptidome and represent the essence of self for CD8
T lymphocytes11,12. Despite the fundamental importance of the
immunopeptidome, its genesis remains ill-defined13,14. MAPs
derive from proteolytic degradation of proteins found in all cell
compartments; however, the immunopeptidome is not a random
sample of the proteome: many abundant proteins do not generate
MAPs, while some low-abundance proteins generate large
amounts of MAPs13–16. In a series of seminal studies, Shastri
and colleagues made startling observations showing that,
similarly to the proteome, the immunopeptidome might be
more complex than anticipated. Using an alloreactive T-cell clone
as a probe, they screened a splenic cDNA library in transfected
antigen-presenting cells (APCs) and isolated a cDNA clone that
encoded the MAP recognized by the T-cell clone. The salient
finding was that this MAP derived from a non-canonical reading
frame initiated with a non-AUG start codon17. They discovered
that synthesis of this peptide was initiated with a CUG codon
decoded as a leucine rather than a methionine18. Studies by other
groups provided evidence that MAPs could arise not only from
alternate translational reading frames but also from untranslated
regions (UTRs or introns)19,20. However, the structure of only a
handful of these ‘cryptic MAPs’ has been confirmed with MS20,21.
Therefore, in the absence of proteomic evidence, the existence of
most reported cryptic MAPs must be considered with some
scepticism because their identification relied on indirect methods
fraught with high false discovery rates (FDRs). We therefore
developed a novel proteogenomic approach to define the
landscape of the cryptic immunopeptidome and answer the
following questions: what proportion of MAPs derives from
non-canonical reading frames and how are they generated?
To this end, we performed an all-frames translation of the
transcriptome of human B lymphoblastoid cell lines to generate
databases of predicted peptides/proteins. These databases were
used to identify MAPs using high-throughput MS sequencing.
Integration of transcriptomic and proteomic data revealed that
cryptic MAPs constitute B10% of the immunopeptidome and
that their biogenesis and properties differ in many ways from
those of conventional MAPs.
Results
Novel proteogenomic strategy to identify cryptic MAPs. MAPs
were eluted from an Epstein-Barr virus-transformed B-cell line
(B-LCL) obtained from a blood donor bearing the HLA-A*03:01,
-A*29:02; -B*08:01, -B*44:03 MHC class I molecules (referred
to as subject 1). Peptides were fractionated with strong
cation exchange chromatography and analysed with liquid
chromatography-MS/MS using high-resolution precursor and
product ion spectra, as previously described22. To identify both
conventional and cryptic MAPs present at the surface of this
B-LCL, peptides were matched to two personalized databases
referred to as the ‘control’ and the ‘all-frames’ databases (Fig. 1a).
Both databases were built by in silico translation of
RNA-sequencing (RNA-seq) data from subject 1’s B-LCL using
the pyGeno python package (https://github.com/tariqdaouda/
pyGeno)23. Two reasons led us to focus on the transcriptome
rather than the genome of our B-LCL for database construction:
(i) MAPs can only derive from transcripts expressed in the cell of
interest and (ii) in proteogenomics, the risk of false discovery
increases with the size of the database used for MS sequencing4,5.
The control database corresponds to the canonical proteome of
the B-LCL and was generated as follows (Fig. 1a, left): RNA-seq
reads were mapped on the reference genome (version
GRCh37.75) to identify subject 1-specific high-quality non-
synonymous single-nucleotide polymorphisms (ns-SNPs), which
were then integrated in the reference genome to build the
personalized genome of subject 1. All putative protein-coding
genes were then in silico translated in their conventional reading
frame to obtain the canonical proteome of the B-LCL. The
all-frames database was built using the six-frame translation of
RNA-seq data from the B-LCL (Fig. 1a, right): reads passing the
Illumina quality filters were in silico translated into six possible
reading frames using a sliding window of 33 base pairs (bp), since
the vast majority of MAPs are known to be 8–11 amino acids
long and only rare MAPs contain more than 11 residues.
Translation products having a length inferior to eight amino
acids, due to the presence of a stop codon within the sliding
window, were excluded. By not aligning the reads before
translating them, we are able to leverage the whole output of
the sequencer, including reads resulting from rare elongation
events that might otherwise be discarded. However, this approach
also prevents us from using established filtering approaches such
as coverage measures or base quality filters. To address the
necessity of sequence filtering, we computed for each translated
peptide an S-value (or Seen-value) that represents the number of
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times a peptide was seen following the in silico translation
(Supplementary Fig. 1a). The higher the S-value, the more
confidence we have that the peptide sequence is indeed not due to
a sequencing error. We therefore elected to use a stringent
approach and kept only peptides having an S-valueZ10 to
(i) obtain a database whose size was manageable using the Mascot
search engine (Supplementary Fig. 1b) and (ii) to minimize the
risk of false discovery4,5,24.
In our search for cryptic MAPs, the key question was whether
the all-frames database would lead to the identification of MAPs
missed with the control database, which only contains the in silico
translation of sequences assumed to be translated (for example,
protein-coding transcripts). Out of 3,037 MAPs identified by the
all-frames database, 2,686 MAPs were also identified by the
control database among which 2,435 were unambiguously
assigned to a single gene (Fig. 1b). However, the salient finding
is that 351 MAPs were solely identified by the all-frames database.
After these 351 putative cryptic MAPs were subjected to four
stringent filtering and validation steps (see Methods), we found
that 168 of them were unambiguously assigned to a single
genomic region (Fig. 1b). We validated 18 cryptic MAPs using the
synthetic version of them (Supplementary Fig. 2). Furthermore,
we found that the Mascot score distribution (the confidence level
of a peptide assignation using MS) and the transcriptomic
coverage of the peptide-coding regions (PCRs) were similar
for these 168 cryptic and the 2,435 conventional MAPs
(Supplementary Fig. 3). It should be noted that the multiple
filtering steps were designed to be particularly stringent. We
therefore expect that some of the 183 discarded peptides may,
nevertheless, be genuine cryptic MAPs (Fig. 1b), thereby
increasing their total number up to 351 (13% of the immuno-
peptidome). However, at this discovery stage, we chose to
conduct further analyses using only the 168 cryptic MAPs
identified using our most stringent criteria (6.5% of the
immunopeptidome).
The cryptic MAPs’ repertoire is linked to the HLA genotype.
Various human leukocyte antigen (HLA) allotypes have different
peptide-binding motifs and therefore present different MAP
repertoires. Accordingly, if a peptide eluted from cells of subject 1
is a genuine MAP, its presence on cells from other individuals
should depend on the presence of the HLA allotype, presenting
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Figure 1 | Proteogenomic workflow used for high-throughput identification of cryptic MAPs. (a) General overview of the proteogenomic workflow
used to identify conventional (Conv.) and cryptic (Crypt.) MAPs. Peptides were eluted from the cell surface of subject 1’s B-LCL and were sequenced with
liquid chromatography-MS/MS (LC-MS/MS). To determine the amino-acid (aa) sequence of those peptides, we built two databases (DBs), both derived
from the analysis of RNA-seq data obtained from subject 1’s B-LCL: the control DB and the all-frames DB (see Methods and Supplementary Fig. 1).
(b) Peptides solely identified by the all-frames DB were considered as Crypt. MAP candidates and further filtered to remove ambiguous and false-positive
identifications. See also Supplementary Figs 2 and 3.
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of authentic MAPs should be ‘HLA-restricted’. The restriction
should be strong but it does not need to be perfect because there
are some overlap in the MAP repertoires presented by various
allotypes25. On the contrary, no HLA restriction should be seen
between the HLA genotype and the presence of MHC-unrelated
peptides. Therefore, to test whether our cryptic MAPs were
HLA-restricted, we analysed the immunopeptidome of three
other subjects who shared four, two or no HLA allotypes with
subject 1 (Supplementary Fig. 4). For both conventional and
cryptic MAPs, we found a very strong positive dependence
between peptide detection in subjects 2–4 and the presence of the
corresponding HLA-A or -B allotype (two-sided Fisher’s exact
test, Po2.2! 10" 16; Fig. 2a,b). The degree of HLA allotype
restriction was similar for conventional and cryptic MAPs.
Moreover, most of the MAPs detected in the absence of the
relevant HLA allele were predicted to be promiscuous binders
(Fig. 2c). These data further validate that cryptic peptides
detected with our proteogenomic approach are genuine MAPs.
Cryptic MAPs derive from both coding and noncoding RNAs.
Next, we analysed the origin of cryptic MAPs. A notable finding
was that 20.2% of cryptic MAPs unambiguously allocated to one
gene could be assigned exclusively to non-annotated antisense
transcripts (transcribed from non-template DNA strand; Fig. 3a).
This suggests that, although antisense transcripts are generally
assumed to be noncoding26, their translation can generate
substrates for the MHC class I antigen presentation pathway.
Next, we focused our efforts on sense cryptic MAPs, as
annotations were available for their respective gene source, and
made two observations. First, by using the gene biotype
nomenclature that classifies genes according to their biological
relevance27, we observed that 86.6% of sense cryptic MAPs
derived from protein-coding genes, 9% from genes assumed to be
noncoding such as pseudogenes, annotated antisenses, long
intergenic noncoding RNAs or processed transcripts and finally
4.5% from unannotated intergenic regions (Fig. 3b). Second, by
analysing the location of sense cryptic MAPs within their
respective gene source, we observed that 48.5% of them were
produced by out-of-frame translation of exonic sequences. The
remaining 51.5% originated from translation of allegedly
noncoding sequences (Fig. 3c). Among those, cryptic MAPs
predominantly derived from the translation of 50UTRs as
opposed to 30UTRs (24.6% versus 7.5%). This observation is
coherent with the reinitiation model for translation initiation,
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Figure 2 | Detection of Crypt. and Conv. MAPs is HLA-dependent. (a) Relationship between MAP detection and HLA genotype. We sequenced MAPs on
B-LCLs from three subjects who shared four, two or no HLA alleles with subject 1. We then determined the number of Conv. (left) and Crypt. (right) MAPs
found in subject 1 that were shared by subjects 2–4. Each bar represents one HLA allotype. A detailed schematic of the analysis can be found in
Supplementary Fig. 4. MAP detection in subjects 2–4 correlated with presence of the HLA allotype presenting the MAPs in subject 1: Po2.2! 10" 16 for
Conv. and Crypt. MAPs (two-sided Fisher’s exact test). (b) Schematic detailing of the numbers of Conv. and Crypt. MAPs identified in subject 1 for the
considered HLA alleles. (c) Most MAPs detected in subject 4 are promiscuous binders. Overall, 168 Conv. and 9 Crypt. MAPs detected in subject 1 were
also detected in subject 4, even though the two subjects did not share any HLA alleles. Using NetMHCcons, we computed the predicted binding affinity
(IC50) of those MAPs for the four HLA-A and -B allotypes of subject 4, and we kept the lowest of the four IC50 values (corresponding to the highest MHC-
binding affinity). The bar chart depicts the percentage of Conv. and Crypt. MAPs having an IC50r or 45,000 nM. Peptides with an IC50r5,000 nM for
the HLA-A/B allotypes of subject 4 were assumed to be promiscuous binders, that is, to bind subject 4 allotypes in addition to subject 1 allotypes.
ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/ncomms10238
4 NATURE COMMUNICATIONS | 7:10238 | DOI: 10.1038/ncomms10238 | www.nature.com/naturecommunications
decreases along the transcript28. A small proportion of peptides
(5.2%) derived from intronic sequences, a finding consistent with
a report showing that a construct coding for the model SIINFEKL
peptide, could generate MAPs after insertion into an intronic
sequence29. Finally, we observed that 9.7% of cryptic MAPs
derived from UTR–exon or intron–exon junctions and thus
corresponded to translation products of overlapping short ORFs
or retained intron transcripts, respectively. Overall, these results
highlight the complexity of the immunopeptidome by showing
that the landscape of cryptic MAPs includes both sense as well as
antisense coding and noncoding RNAs.
Cryptic MAPs derive from ORFs with a 50 end positional bias.
We next sought to determine whether specific types of genes
would preferentially generate cryptic as opposed to conventional
MAPs. We first noted that very few genes generated both con-
ventional and cryptic MAPs: (i) among the 121 cryptic MAP
source genes, only 17 (that is, 14%) also gave rise to conventional
MAPs and (ii) only 1% of the 1,731 conventional MAP source
genes generated cryptic MAPs (Fig. 4a). The small overlap
between genes coding cryptic versus conventional MAP suggests
that these two gene sets possess some intrinsic differential
feature(s). Further analyses highlighted two conspicuous differ-
ences between genes coding conventional versus cryptic MAPs.
First, cryptic PCRs were located much closer to the 50 end of their
source transcript than conventional PCRs (Fig. 4b). This shift in
PCR location was observed not only for cryptic MAPs coded by
50UTRs and 50UTR/exons but also for the entire set of exonic
cryptic MAPs (Supplementary Fig. 5a). Second, the expression
level of genes coding cryptic and conventional MAPs was
different. Conventional MAPs have been shown to derive pre-
ferentially from abundant transcripts30,31, and we observed that
this was also the case for cryptic MAPs. However, the expression
of cryptic MAP-coding genes was slightly but significantly
inferior to that of conventional MAP source genes (Fig. 4c).
MAPs derive primarily from rapidly degraded proteins, and
evidence suggests that the nonsense mediated decay (NMD)
pathway plays a significant role in this process via translation-
dependent degradation32,33. NMD targets messenger RNAs
(mRNAs) containing a premature termination codon or normal
mRNAs containing upstream ORFs33,34. Premature termination
is predicted to result in more MAPs originating from the 50 end of
the transcript35, as we observed for cryptic but not conventional
MAPs (Fig. 4b). In addition, we found that the proportion of
MAP-coding transcripts that harboured at least one upstream
ORF was significantly higher for cryptic than for conventional
MAPs (30% versus 13%), while transcripts generating both types
of MAPs showed an intermediate percentage (20%, Fig. 4d). Since
transcripts with an upstream ORF generated cryptic MAPs from
50UTRs but also from exons and 30UTRs (Supplementary Fig. 5b),
NMD appears to be involved in the generation of all types of
cryptic MAPs. Moreover, NMD was also reported to target
transcripts bearing long 30UTRs or 30UTRs containing intronic
sequences. While the transcript source of conventional and
cryptic MAPs displayed the same frequency of 30UTR introns
(Supplementary Fig. 5c), cryptic MAP source transcripts had
longer 30UTRs than conventional MAP source transcripts (1,100
versus 687 nt, Fig. 4e). Taken together, these observations suggest
that NMD contributes to the generation of cryptic MAPs while
lowering the abundance of cryptic MAP source transcripts
relative to conventional ones (Fig. 4c) because NMD reduces
the steady-state levels of its target RNAs. Besides NMD, mRNA
stability is also regulated by cis-regulatory elements that are
located in 30UTRs and interact with RNA-binding proteins36. In
line with this, relative to conventional MAP source transcripts,
the 30UTRs of cryptic MAP source transcripts contained similar
numbers of stabilizing elements but an increased number of
destabilizing elements (Fig. 4f). In other words, cryptic MAP
source transcripts display longer 30UTRs with a selective
enrichment in destabilizing elements. Taken together, our data
suggest that cryptic MAPs derive from unstable transcripts
targeted by NMD or 30UTR-destabilizing elements.
Cryptic MAPs derive from precursors with atypical C termini.
To gain further insights into the mechanisms responsible for the
generation of cryptic MAPs, we analysed the nucleotide sequence



































































































































Figure 3 | Crypt. MAPs derive from both coding and noncoding
transcripts. (a) Some Crypt. MAPs derive from novel antisense transcripts.
Bar plot showing the percentages of Crypt. MAPs derived from sense and
antisense transcriptions. (b,c) For Crypt. MAPs derived from sense
transcription, we determined the percentage of each gene biotype in MAP
source genes (b) and the proportion of Crypt. MAPs generated by six types
of genomic regions (c). The ‘exon’ class refers to out-of-frame Crypt.
MAPs, while the ‘junction’ category corresponds to peptides encoded by
intron–exon or UTR–exon junction. LincRNA, long intergenic noncoding
RNAs.
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stop sites. Notably, we observed that translation initiation
occurred at a known initiation codon for 69% of cryptic MAPs:
AUG was used more often than near-cognate start codons, which
differ from AUG by a single nucleotide (62% versus 7%).
This suggests that, even for those atypical proteins, AUG is the
preferential translation initiation codon (Fig. 5a). Among near-
cognate start codons, CUG was the most commonly observed
(Fig. 5b). This observation is in agreement with several reports
demonstrating that CUG is the most efficient near-cognate start
codon to initiate translation18,37,38. Other near-cognate start
codons that were used more than one time included ACG and
GUG, which were both shown to be enriched at translation
initiation sites by ribosome profiling38. Finally, 31% of cryptic
MAPs did not display any of the known translation initiation
codons upstream of their respective PCR (Fig. 5a). In accordance
with similar observations based on analyses of ribosome-profiling
data38, these data suggest that translation can be initiated at other
codons than the classical AUG or near-cognate start codons.
The median length of conventional proteins is B400 amino
acids and, simply by virtue of their size, longer proteins generate
more MAPs than shorter proteins14. Accordingly, the median
length of conventional MAP source proteins in our data set was
523 amino acids. In stark contrast, the median length of cryptic
MAP source proteins was 39 amino acids, and 75% of them had
less than 62 amino acids (Fig. 5c). The shortest predicted cryptic
proteins (3 out of 168) had a length of 10 amino acids and
generated cryptic MAPs of 9 amino acids; MHC processing of
these cryptic MAPs only required trimming of the N-terminal
methionine. The generation of conventional MAPs is initiated by
proteasomal cleavage followed in general by exopeptidase
trimming of the N terminus but not the C terminus39–41.
Therefore, with few exceptions, the C terminus created by the
proteasome remains intact in conventional MAPs42,43. Given
the remarkably short size of cryptic MAP source proteins, we
hypothesized that many cryptic MAPs may not need proteasomal
degradation before entering the MHC class I antigen presentation
pathway. We reasoned that, if cryptic MAPs were proteasome-
independent, their C terminus might be different from that
of (proteasome-dependent) conventional MAPs. To test this
hypothesis, we analysed amino-acid usage at the four C-terminal
amino acids of individual MAPs and the four amino acids
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Figure 4 | Crypt. MAPs preferentially derive from unstable mRNAs. (a) Venn diagram showing minimal overlap between the gene source of Conv. and
Crypt. MAPs. (b) Crypt. MAPs preferentially derive from the 50 end of their source transcript. The length of each source transcript was normalized to 1, and
the start of each MAP was then positioned on a 0–1 scale (x axis), where 0 represents the 50 end of the source transcript. Crypt. MAPs deriving from
intergenic and intronic regions were excluded from this analysis. See also Supplementary Fig. 5a. (c) Log10 expression values, in FPKM, of all genes
expressed in B-LCL versus the subset of the gene source of Conv. and Crypt. MAPs. (d) Crypt. source transcripts preferentially bear upstream ORFs
(uORFs). For each MAP source transcript, we predicted the 50UTR and 50UTR–exon ORF initiating at an AUG embedded in an optimal or strong Kozak
context. The bar graph shows the proportion of source transcripts bearing at least one uORF and generating a Conv. MAP, a Crypt. MAP or both. See also
Supplementary Fig. 5b. (e) Crypt. source transcripts display long 30UTRs. Using pyGeno, we retrieved the 30UTR of MAP source transcripts (when
available) and computed their length in nucleotide (nt). The boxplot displays the resulting 30UTR length distribution for Crypt. and Conv. MAP source
transcripts excluding the upper outliers that represented 6 and 107 values out of 97 and 1,770 transcripts, respectively. (f) 30UTRs of Crypt. but not Conv.
MAP source transcripts are enriched in destabilizing elements. We looked for destabilizing and stabilizing elements identified in ref. 36 in the 30UTR of
Crypt. and Conv. MAP source transcripts. For each source transcript, we computed the number of destabilizing and stabilizing elements contained in its
sequence. The resulting distributions are plotted for Crypt. and Conv. MAP source transcripts as the log2 number of destabilizing (top panel) or stabilizing
elements (bottom panel) per transcript. See also Supplementary Fig. 5c. Statistical significance was assessed with a two-sided (b,c,e) or one-sided
(f) Wilcoxon rank sum test, or a two-sided Fisher’s exact test (d). On box plots, boxes represent second and third quartiles, whiskers ±1.5 the interquartile
range, and dots the outliers.
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conventional versus cryptic MAPs. The 20 amino-acid residues
were grouped into four categories based on their bulkiness and
hydrophobicity44, and we analysed these data to determine which
categories were enriched or depleted at each position for the two
types of MAPs. We found that, out of the eight considered
positions, five displayed significant differential amino-acid class
usage between cryptic and conventional MAPs (Fig. 5d).
Together, the facts that cryptic MAPs originate from very short
proteins and that amino-acid usage around their C termini is
different from that of conventional MAPs suggest that processing
of cryptic MAPs may be proteasome-independent.
Cryptic MAPs display distinct features and are immunogenic.
We next evaluated relevant structural and functional features of
cryptic MAPs per se. Relative to conventional MAPs, we found
that cryptic MAPs exhibited three distinctive characteristics: they
were shorter, had different allotype-binding preferences and
harboured more genomic polymorphisms (Fig. 6). The length
distribution of cryptic MAPs revealed a significant enrichment in
8-mers and depletion in 10–11-mers when compared with con-
ventional MAPs (Fig. 6a). This further supports the idea that
cryptic and conventional MAPs are processed differently by
peptidases. Unexpectedly, we found that cryptic MAPs were
preferentially presented by HLA-A*03:01, while conventional
MAPs were preferentially presented by HLA-B*44:03 in subject 1
(Fig. 6b). Proteogenomic studies of MAPs presented by other
HLA allotypes will be required to assess whether differential
allotype preferences of cryptic and conventional MAPs can be
generalized. If it were the case, one implication would be
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Figure 5 | Features of ORFs coding Crypt. MAPs. (a) Most Crypt. PCRs are in-frame with an upstream start codon. To predict the probable start codon of
each Crypt. PCR, we sequentially applied the following rules: (i) presence of an upstream AUG within an optimal (GCC[R]CCstartG[V]), strong
([R]NNstartG[V]) or weak (anything else) Kozak context, (ii) presence of an upstream near-cognate start codon within an optimal or strong Kozak context,
(iii) any other codon downstream of the first upstream stop codon. Bars represent the percentage of Crypt. PCRs displaying an upstream in-frame AUG,
near-cognate start codon or any other codon as a probable initiation codon. (b) Bar plot showing near-cognate start codon usage at putative translational
start sites of 12 Crypt. source proteins. (c) Length distribution of Conv. and predicted Crypt. proteins. Median, minimum (Min) and maximum (Max)
observed lengths are indicated on the graph for both types of proteins. Conv. proteins having a length 43,000 amino acids are not displayed on the graph.
(d) Crypt. and Conv. MAPs do not have the same amino-acid composition at their C termini. Amino acids (aa) were classified in four categories:
Hydrophobic/Large (HL), Hydrophobic/Small-Medium (HS), Polar/Large (PL) and Polar/Small-Medium (PS)44. For the MAP C terminus (positions P4 to
P1) and its C-terminal flanking region (positions P10 to P40), we compared the usage of those four aa categories at each position between Crypt. and Conv.
MAPs. The graph displays the log2(odds ratio) and significant differences are marked with an asterisk (*Po0.05; two-sided Fisher’s exact test).
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immunopeptidome presented at the cell surface. No bias in favour
or against ns-SNPs was found in conventional MAP PCRs22.
However, we found that cryptic MAP PCRs contained a
significantly higher frequency of ns-SNPs than conventional
MAP PCRs (Fig. 6c; P¼ 5.625" 10# 3). In other words, cryptic
MAPs derive from genomic sequences that are more polymorphic
at the population level than conventional protein-coding
sequences.
Finally, we wished to determine whether cryptic MAPs could
be immunogenic. To this end, we studied the T-cell response
of subjects 2 and 3 against four randomly selected cryptic
MAPs, whose sequence was validated using synthetic peptides
(Supplementary Fig. 2a–d), and that were not detected on their
own B-LCLs but were present on B-LCLs from subject 1. Two of
these MAPs were present on B-LCLs from subject 1 but not
subject 2 (HLA-identical to subject 1) because of an unshared
ns-SNP in the genomic sequence coding for these MAPs
(Table 1). Two other MAPs were detected in subject 1 but not
subject 3, presumably because of an unidentified trans-acting
factor since the MAP-coding transcripts and the relevant HLA
allotypes were expressed in both subjects (Table 2). Peripheral
blood mononuclear cells (PBMCs) from subject 1, 2 or 3 were
co-cultured with autologous monocyte-derived dendritic cells
(DCs) pulsed with one of the four cryptic MAPs (synthetic
peptides). After culture for 12 days in the presence of interleukin
(IL)-7 and IL-15, cells were harvested and CD8þ cells were
separated from CD8# cells using FACS. Elispot was then used to
quantify interferon (IFN)-g-producing cells in wells containing
either CD8 T cells alone or together with peptide-pulsed or
-unpulsed CD8# APCs. Non-polymorphic MAPs did not elicit
a MAP-specific response (Fig. 7a). However, polymorphic
MAPs elicited a MAP-specific response since the frequency of
IFN-g-producing cells was much higher in the presence of
peptide-pulsed than -unpulsed APCs (Fig. 7b). We conclude that,
at least in vitro, polymorphic cryptic MAPs can be immunogenic.
Discussion
The present work demonstrates that proteogenomics can provide
a systems-level perspective on the landscape of the cryptic
immunopeptidome. The fact that a sizeable proportion of MAPs
are cryptic (6.5–13% depending on stringency criteria) enhances
the complexity of the immunopeptidome. If anything, we might
have underestimated the proportion of cryptic MAPs in the
immunopeptidome because our RNA-seq was performed on
poly(A) tailed RNAs. The prevailing dogma holds that
polyadenylation of RNA precursors is required for nuclear export
and stability of mature transcripts and for efficient translation
of mRNAs45. However, recent reports suggest that immature
mRNA precursors can be translated in the nucleus and
generate MAPs29,46. Further proteogenomic studies will
therefore be needed to assess the potential contribution to the
MAP repertoire of RNAs without poly(A) tail. In addition,
RNA-seq-based proteogenomic studies may miss the rare
MAPs derived from non-contiguous protein sequences via
proteasome-mediated splicing14.
About 50% of cryptic MAPs result from out-of-frame
translation and the other half from translation of allegedly
noncoding sequences. The ultimate biological role of cryptic
translation remains elusive. However, it might be unwise to
assume that this phenomenon merely represents ‘translational
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Figure 6 | Crypt. and Conv. MAPs display different features. (a–c) Bar
plots showing that Crypt. and Conv. MAPs from subject 1 have different
(a) length distribution, (b) allotype distribution and that (c) their PCRs
exhibit different ns-SNP frequencies (from dbSNP138). In all cases,
statistical significance was assessed using a two-sided Fisher’s exact test:
*Pr0.05, **Pr0.006, ***Pr1.10# 11 in the bar plots.
Table 1 | Features of polymorphic cryptic MAPs presented in Fig. 7.
Polymorphic MAPs Cryptic status HLA IC50 (nM) Subject 1 Subject 2
I/MKQIKGGSL Novel antisense B*08:01 (I) 5,071.92/(M) 335.50 I/M I
QPNF/LRVSTV Exon—out B*08:01 (F) 739.13/(L) 784.45 F/L F
HLA, human leukocyte antigen; IC50, half-maximal inhibitory concentration; MAP, MHC class I-associated peptide; MHC, major histocompatibility complex; MS, mass spectrometry.
The columns Subject 1 and Subject 2 indicate the peptide variant coded by transcripts found in each subject as well as a positive MS detection when the amino acid is underlined.
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energy-consuming process in the cell as it monopolizes 45% of
cellular ATP supplies47. Furthermore, any RNA sequence subject
to translation will experience selection against encoding a protein
with detrimental impact on cell function6. In any case, noncoding
RNAs are vital, and our demonstration that several noncoding
RNAs generate MAPs means that CD8 T cells have an
opportunity to scrutinize these transcripts.
The gene source of conventional MAPs are enriched in
microRNA-binding elements, suggesting that mRNA destabiliza-
tion favours MAP generation30. By comparing transcripts coding
conventional and cryptic MAPs, we obtained meaningful
evidence suggesting that cryptic MAPs derive from particularly
unstable transcripts targeted by NMD or 30UTR destabilizing
elements: (i) cryptic MAP transcripts were enriched in upstream
ORFs and their PCRs showed a strong 50 end positional bias
(suggestive of premature termination) and (ii) cryptic MAP
transcripts displayed longer 30UTR enriched in destabilizing but
not stabilizing elements when compared with conventional
source transcripts. Together with previous work by us and
others, these data allow for the development of an emerging
model in which mRNA instability is instrumental in the genesis
of all types of MAPs. This model is an extension of the idea that
most MAPs derive from defective ribosomal products32,48,49:
unstable RNAs targeted by NMD, microRNAs or other 30UTR-
destabilizing elements would generate more defective ribosomal
products and therefore more MAPs. The validity of this model
can be submitted to high-throughput experimental validation: if it
is correct, mRNA half-life should be negatively correlated to MAP
generation. We do not exclude that translation efficiency, which
partly depends on codon usage50, might also regulate MAP
generation. Indeed, although we did not find evidence for a codon
bias in conventional source transcripts versus cryptic MAP source
ORFs (P¼ 0.34, odds ratio¼ 1.02), we observed that MAP source
transcripts or ORFs in general use rare codons slightly
more frequently than transcripts that do not generate MAPs
(Po2.2" 10# 16, odds ratio¼ 1.14; Supplementary Tables 2 and
3). Therefore, it might be interesting to further investigate the
impact of codon bias on MAP generation.
Some 25 years ago, Boon and van Pel51 proposed that
MAPs might derive in a proteasome-independent manner from
translation of short subgenic regions (peptons). This unorthodox
hypothesis has progressively fallen into disfavour because no such
MAPs were discovered with MS39. The present work argues that
such MAPs do exist but can, in practice, be detected only by
proteogenomics. Indeed, our cryptic MAPs were coded by
extremely short ORFs, and the amino-acid composition of their
C termini suggests that they are, at least in part, proteasome-
independent.
One area where cryptic MAPs may be most relevant is cancer
immunology. Although the vast majority of cancer mutations
involve non-exomic regions, searches for tumour-specific
antigens (TSAs) have focused on exomic mutations31,52–54.
Nonetheless, since numerous noncoding transcripts are
expressed only in cancer cells55,56, a number of cryptic MAPs
may be genuine TSAs. Furthermore, we demonstrated that
(i) cryptic MAP PCRs displayed a higher frequency of germline
polymorphisms (ns-SNPs) than the conventional exome (Fig. 6c)
and that (ii) polymorphic cryptic MAPs discovered by
proteogenomics were immunogenic (Fig. 7b). Hence, it is
reasonable to expect that cryptic MAPs bearing somatic
mutations (that is, TSAs) should also be immunogenic.
Accordingly, in melanoma and renal cell carcinoma, pioneering
Table 2 | Features of non-polymorphic cryptic MAPs presented in Fig. 7.
Non-polymorphic MAPs Cryptic status HLA IC50 (nM) Subject 1 Subject 3
AEARPTTVGF Exon—out B*44:03 119.38 AEA AEA
VMKEKLLF Intron A*29:02 883.60 VMK VMK
HLA, human leukocyte antigen; IC50, half-maximal inhibitory concentration; MAP, MHC class I-associated peptide; MHC, major histocompatibility complex; MS, mass spectrometry.
The columns Subject 1 and Subject 3 indicate the peptide variant coded by transcripts found in each subject as well as a positive MS detection when the amino acid is underlined.
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Figure 7 | Immunogenicity of Crypt. MAPs. (a,b) Only polymorphic Crypt. MAPs are immunogenic. IFN-g Elispot counts showing the number of
spot-forming cells (SFCs) per million CD8 T cells for two non-polymorphic (a) and two polymorphic (b) Crypt. MAPs. Final counts were obtained following
the subtraction of background spots (peptide-coated APCs alone) from the spots obtained when CD8 T cells were exposed to peptide-coated or uncoated
APCs. The experiment was performed in biological triplicates (each with three technical replicates), error bars represent s.d. and statistical significance
was assessed using a two-tailed Student’s t-test (NS: not significant, P40.05). Features of the four tested Crypt. MAPs are detailed in Tables 1 and 2.
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studies using more traditional approaches have uncovered unique
immunogenic cryptic TSAs derived from noncoding regions19,21.
Assuming that cryptic MAPs may be a rich source of heretofore
overlooked TSAs, it is imperative to directly explore the presence
of cryptic TSAs using systems-level approaches. Expanding the
repertoire of TSAs would be highly beneficial because the low
number of immunogenic exome-derived TSAs is a major hurdle
for cancer immunotherapy57–59.
Methods
Subject recruitment. Written informed consent was obtained from all study
participants. The study protocol was approved by the Comité d’Éthique de
la Recherche de l’Hôpital Maisonneuve-Rosemont. Relative to subject 1
(HLA-A*03:01, -A*29:02; -B*08:01, -B*44:03), subjects 2–4 were HLA-identical,
HLA-haploidentical (HLA-A*02:01, -A*29:02; -B*57:01, -B*44:03) or
HLA-disparate (HLA-A*01:01, -A*02:01; -B*18:01, -B*39:24). See also
Supplementary Table 1.
Analysis of RNA-seq data. RNA-seq was performed as described22. Paired-end
RNA-seq data of subject 1 were mapped on the human reference genome
(GRCh37.75) with the Casava 1.8.1 and Eland v2e mapping softwares (Illumina).
This alignment was used to perform SNP calling with the Casava 1.8.1 software as
previously described22. Only ns-SNPs having a Qmax_gtZ20 were used to build
the customized control database.
To obtain an expression value for each transcript of a given gene, paired-end
RNA-seq data from subject 1 were mapped on the reference genome (GRCh37.75)
using TopHat 2.0.10 (ref. 60). Cufflinks 2.2.1 (ref. 61) was then run on the output-
sorted BAM file in addition to the Ensembl gtf file to obtain FPKM (fragment per
kilobase of transcript per million mapped reads) values for all known transcripts.
Only transcripts having an FPKM value 40 were considered as expressed.
Generation of the control and all-frames databases. We generated two
customized databases based on the RNA-seq data of subject 1. To generate the
control database, we applied a workflow similar to the one of Granados et al.22:
ns-SNPs identified in subject 1 were integrated at their correct position in the
reference genome (GRCh37.75) to build a personalized genome. Using the
Ensembl gtf file, we extracted all known transcripts and further in silico translated
them in their canonical reading frame to obtain the canonical proteome of subject
1. To generate the all-frames database, we used all reads passing the Illumina
quality filters and in silico translated them in the six possible reading frames using a
sliding window of 33 bp to obtain all theoretical peptides having a length between 8
and 11 amino acids. For each peptide, we computed an S-value, that is, the number
of times it was seen following the in silico translation process. Only peptides having
an S-value Z10 as well as a length between 8 and 11 amino acids were included in
the predicted peptidome of subject 1. Both the canonical proteome and the
predicted peptidome of subject 1 were compiled in fasta files to obtain the control
and the all-frames database, respectively. Both databases were then concatenated
with their respective decoy counterpart and submitted to the Mascot database
search engine along with subject 1’s immunopeptidomic data.
MS analyses. Immunopeptidomics raw data from subjects 1 and 2 B-LCL were
obtained from a previous study30. For subjects 3 and 4, MAPs were eluted from
B-LCLs and sequenced using MS as previously described (three to four biological
replicates per subject)22. Each replicate was separated in six fractions using strong
cation exchange chromatography. Vacuum-dried fractions were then suspended in
5% acetonitrile and 0.2% formic acid and injected into the LTQ-Orbitrap Elite
operating at a resolving power of 60,000 (at m/z 400) for both full spectra and
MS/MS spectra modes. Up to 10 precursor ions were accumulated to the target
value of 50,000 with a maximum injection time of 100 ms. Mass spectra were
analysed using the Xcalibur software and peak lists were generated with Mascot
Distiller.
Control and all-frames database searches. The Mascot search engine
(Matrix Science) was used in combination with the control or the all-frames
database concatenated to their reverse database to identify peptides present in the
immunopeptidome of subject 1. Mass tolerances on precursor and fragment ions
were set to 5 p.p.m and 0.02 Da, respectively. Searches were performed without
enzyme specificity, and cysteinylation, phosphorylation (on Ser, Thr and Tyr),
oxidation (Met) and deamidation (Asn, Gln) were used as variable modifications.
Following each database search, we converted raw files to peptide maps containing
m/z values, charge state, retention time and intensity above detection threshold
(Z8,000) using ProteoProfile (http://proteomics.iric.ca/tools/ProteoProfile/)62. The
peptide maps were used to extract the abundance of the identified peptides across
the four replicates.
On the 8–11 amino-acid-long peptides identified with the control database, we
computed the FDR63 for all combinations of the Mascot score (which represents
the confidence level of a peptide assignation) and predicted MHC-binding affinity
(computed with NetMHCcons64). FDRs were computed as (number of decoy
identifications/number of target identifications)! 100. We then selected the
combination of the Mascot score and MHC-binding affinity yielding the higher
number of MAPs at 5% FDR, as described22. The same Mascot score (Z22) and
MHC-binding thresholds (r1,250 nM) were then applied to the peptide list
identified with the all-frames database. As expected, considering the unavoidable
effect of database size on FDRs calculated according to decoy approaches5,24,65,
applying the thresholds defined with the control database to the all-frames database
increased the decoy-based FDR to 9% for the all-frames database.
Identification of cryptic and conventional MAPs. Peptides identified with both
the control and the all-frames databases were considered as conventional MAPs.
Peptides solely identified by the all-frames database were considered as putative
cryptic MAPs. To validate whether they were genuine cryptic MAPs, we mapped
the subset of peptide-encoding reads using TopHat to discard peptides coming
from multiple locations in the genome. The remaining cryptic MAP candidates
were assigned to their respective source gene and their MS/MS spectra were
manually validated. To determine the type of sequence (within the source gene)
generating each cryptic MAP, we used the intersect function of the BEDTools suite
on the bed file of our cryptic candidates as well as Ensembl gtf file. Peptides
assigned to a gene source in the opposite orientation were classified as antisense
cryptic MAPs, those deriving from noncoding RNAs, 50UTR, intronic, 30UTR or
intergenic sequences were classified as sense noncoding cryptic MAPs. Peptides
deriving from exons of protein-coding genes were subjected to a reading frame
validation: only peptides produced by non-canonical reading frames were classified
as sense coding cryptic MAPs. For sense cryptic MAPs (except intergenic ones),
we retrieved the gene biotype of their respective gene source from Ensembl
annotations (when available) using pyGeno. Finally, since MAPs derive
preferentially from highly abundant transcript30,31,66, we assumed that the
conventional and sense cryptic MAPs passing all of our filtering steps were
generated by the most highly expressed isoform of their respective source gene.
A complete list of identified conventional and cryptic MAPs can be found in
Supplementary Data 1 and Supplementary Data 2, respectively.
Computation of PCR coverage. We computed the coverage of all identified PCRs
by using the coverage function of the BEDTools suite. The sorted BAM file
obtained following the TopHat alignment as well as the bed files of our cryptic
and conventional PCRs were used as entry files. This coverage metrics, which
represents the number of reads overlapping, by at least 1 bp, our PCRs were then
correlated with the S-value metrics, which approximates the number of read fully
overlapping the same PCRs (Supplementary Fig. 1a).
Influence of the HLA genotype on the MAP repertoire. The Mascot search
engine was used to perform database searches on the raw data of subjects 2–4
against a validation database that contained all identifications made in subject 1 as
well as their decoy sequences. Mass tolerances on the precursor and fragment ions
were set to 5 p.p.m and 0.02 Da, respectively. Peptide lists identified in each subject
were extracted and compared with the 2,435 conventional and 168 cryptic MAPs
identified in subject 1 (Supplementary Fig. 4).
Prediction of upstream ORFs. For each transcript source of MAPs, we extracted
the personalized mRNA sequences of subject 1 using pyGeno. We scanned the
transcript from its 50end to its 30end to predict all possible ORFs initiating at an
AUG embedded in an optimal (GCC[R]CCstartG[V]) or strong ([R]NNstartG[V])
Kozak context. ORFs located in the 50UTR or at the 50UTR–exon junction were
considered as upstream ORFs. We computed the proportion of the transcript
source of cryptic and/or conventional MAPs that presented at least one upstream
ORF. Statistical significance between the cryptic and conventional source transcript
categories was assessed using a two-sided Fisher’s exact test. This analysis was
performed on sense cryptic MAPs for which a source gene and transcript were
available.
mRNA stability analysis. Using pyGeno, we retrieved the 30UTR sequences of
cryptic and conventional source transcripts to compute their length, their number
of intronic sequences and to look for exact match of all destabilizing and stabilizing
elements characterized by Zhao W. et al.36 The 30UTR length distributions as well
as the number of destabilizing and stabilizing elements per transcript were
compared between the transcript source of conventional and cryptic MAPs.
Statistical significance was assessed using a two- and a one-sided Wilcoxon rank
sum test, respectively. Statistical significance for the proportion of conventional
and cryptic MAP source transcripts containing no versus at least one intron was
assessed using a two-sided Fisher’s exact test. This analysis was performed on sense
cryptic MAPs for which a source gene and transcript were available.
Prediction of cryptic source proteins. To predict the probable start codon of
each cryptic PCR, we sequentially applied the following rules: (i) presence of an
upstream AUG within an optimal (GCC[R]CCstartG[V]), strong
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([R]NNstartG[V]) or weak (anything else) Kozak context, (ii) presence of an
upstream near-cognate AUG within an optimal or strong Kozak context, (iii) any
other codon downstream of the first upstream stop codon. The probable stop
codon was assumed to be the first in-frame stop codon downstream of the PCR.
This analysis was performed on personalized mRNA sequences of cryptic source
transcripts for most sense cryptic MAPs. Since no gene structures were known
for antisense, intronic and intergenic cryptic MAPs, we simply extracted the
personalized genomic sequences flanking the PCR (750 bp long) and performed the
same analysis.
C-terminal amino-acid signature. At each position analysed, we compared the
usage of each amino-acid class between cryptic and conventional MAPs using a
two-sided Fisher’s exact test. Hits were considered significant when they yielded a
P valueo0.05.
ns-SNP frequency analysis. We used dbSNP138 (common_all set) to determine
the frequency of ns-SNPs, at the population level, in the PCRs of conventional and
cryptic MAPs. Since some cryptic MAPs derive from out-of-frame exonic trans-
lation, we could not rely on the synonymous versus non-synonymous dbSNP
annotations. To circumvent this problem, we sequentially inserted all SNPs
intersecting with our cryptic and conventional PCRs (stored in bed files). Those
mutated PCRs were then in silico translated. If the resulting peptide was identical to
the MAP initially identified in subject 1, the SNP was classified as synonymous.
Otherwise, the SNP was classified as non-synonymous. Knowing the number of bp
encoding our cryptic and conventional MAPs, we computed the frequency of ns-
SNPs per bp observed in both types of PCRs. Statistical significance was assessed
using a two-sided Fisher’s exact test.
Rare codon usage analysis. Codons were classified as rare and common if their
observed usage frequency (http://www.genscript.com/cgi-bin/tools/codon_freq_
table)67 was lower and greater than their expected usage frequency (1/number
of codons encoding a given amino acid), respectively. Out of 64 codons,
30 were classified as rare and 34 as common. Using an in-house python script,
we computed the number of occurrence for each codon to further derive the
number of rare and common codons used by each class of transcripts across
(1) conventional source transcripts versus cryptic source ORFs and (2) MAP source
transcripts or ORFs versus all the other transcripts for which a cDNA sequence was
defined. Statistical significance was assessed using a two-sided Fisher’s exact test.
T-cell priming and IFN-c Elispot assays. Monocyte-derived DCs were generated
from frozen PBMCs, as previously described68. Peptide-specific CD8þ T cells
were expanded as described, with some minor modifications69. Briefly, thawed
PBMCs were first T-cell-enriched using the Easysep Human T Cell Enrichment Kit
(StemCell Technologies) and co-incubated with autologous peptide-pulsed DCs at
a DC:T cell ratio of 1:4 with the addition of IL-21 (30 ng ml" 1). Cells were cultured
in CellGro DC medium containing 5% human serum and L-glutamine. IL-15
(2.5 ng ml" 1) and IL-7 (2.5 ng ml" 1) were added on day 3 and every 3 days
thereafter. On day 12, cells were harvested and stained with an anti-human CD8-
PE as recommended by the manufacturer (clone RPA-T8, BD Biosciences). CD8þ
T and CD8– cells were sorted using a FACSAria apparatus and then used for the
Elispot assays, which were performed as described70. IFN-g production was
expressed as the number of peptide-specific spot-forming cells per 106 CD8þ
T cells after subtracting the spot counts from negative control wells (CD8 T cells
alone).
Data analysis and visualization. Unless stated otherwise, analyses were
performed using the pyGeno python package (https://github.com/tariqdaouda/
pyGeno)23. The ggplot2 package from the R software was used for data
visualization. All codes are available on request to the corresponding author.
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