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1 Introduction
Inflation [1–3], an early period of accelerated expansion, is the leading paradigm describing
our primordial universe for several reasons. First of all, it resolves the initial condition prob-
lems behind the homogeneity, isotropy, and flatness of the observed universe [4–6], which
has been well confirmed through the observations of the cosmic microwave background
(CMB). Moreover, it explains how small quantum fluctuations are stretched beyond the
horizon to become the seeds for large scale inhomogeneities [4–8]. The properties of these
primordial fluctuations, and in turn the underlying physics, can be studied by scrutinizing
cosmological observables in the CMB and large scale structure data. Indeed, most recent
observations on the CMB have placed stringent constraints on models of inflation and
properties of primordial perturbations produced during inflation [9–11].
Quantum field theoretical approaches are essential in describing the primordial fluctu-

















and the path integral approach. Whereas the two approaches give the same physics, there
are several virtues of the path integral approach over the operator formalism. On the one
hand, a theory with gauge symmetries can be readily quantized in the path integral formal-
ism. Since gauge fields constitute a constrained system, the underlying gauge symmetry
is interpreted as a redundancy of the physical degrees of freedom. A systematic way of
quantizing such a gauged system is well developed in the path integral formulation [12, 13].
Inflationary cosmology concerns with the behavior of scalar fields under gravity, which has
an invariance under general coordinate transformation (or diffeomorphism) as a gauge sym-
metry [14]. In this regard, the path integral formalism is well suited to study the quantum
behavior in inflationary cosmology. On the other hand, the path integral approach reveals
more than what is obtained from perturbation theory. Non-perturbative effects such as
instantons, and the relations between Green’s functions resulting from the underlying sym-
metries of the theory are more manifest in terms of the path integral. For example, the
consistency relation in the squeezed limit can be extended to the Slavnov-Taylor identities
of spatial diffeomorphism [15, 16].
The first virtue of the path integral formalism in inflation was pioneered in [17] in
terms of the linear gauge-invariant perturbation (see our eq. (4.18)) and extended to the
non-linear regime in the context of single-field inflation in [18]. Meanwhile, it is possible
that inflation takes place in the presence of interactions between the “inflaton” and other
degrees of freedom, and the classical trajectory of the inflaton should be determined in a
multi-dimensional field space. Regarding quantum fluctuations around the classical solu-
tions, there exists one component which transforms non-linearly under time translation.
This corresponds to the Goldstone mode, since the Friedmann-Robertson-Walker (FRW)
spacetime deviating from perfect de Sitter breaks the time translational invariance spon-
taneously [19]. As a result, during inflation, with the slow-roll parameter ǫ ≡ −H˙/H2
satisfying 1 ≫ ǫ ≫ ǫ˙/H, the massless Goldstone mode decouples from gravity according to
the Goldstone boson equivalence theorem [20–23] for energy scales larger than
√
ǫH. This
Goldstone mode corresponds to the quantum fluctuation of a gauge-invariant scalar degree
of freedom which leads to the curvature perturbation (see section 4.2), and its n-point
correlation functions are key observables of the early universe. Effects of other fields which
distinguish the multi-field model from single-field inflation could show up in the correction
functions of the Goldstone mode and can thus be tested in future observations. The effec-
tive field theory of inflation [19, 24] has been generalized to multi-field case [25]. However,
imposing shift symmetry on all the scalar fields and decoupling gravity, which meanwhile
greatly simplifies the analysis for the effective action [25], also forbids interaction terms that
give rise to interesting and important multi-field dynamics, such as the mixings arising from
sharp turns in field space (see e.g. [26]). This motivates our study of multi-field inflation in
the path integral formalism. In this work, we go beyond the pioneering works [17, 18] and
further develop the path integral approach for multi-field inflation. In generalizing these
works, we adopt the methods and notation developed in [18]. Other than formulating the
gauge-fxiing conditions for multi-field inflation, we identify the Goldstone mode and its
interactions with other degrees of freedom. Our findings enable us to derive the multi-field

















This article is organized as follows. In section 2, we briefly review the quantization
of constrained system in the path integral formalism, bearing in mind its applications to
systems with gauge symmetry. The action for systems with gravity and scalar fields is
written and modified to an appropriate form for quantization in section 3. Especially for
quantization of gravity, the Arnowitt-Deser-Misner (ADM) decomposition [27] is used, as
the nature of gravity as a constrained system becomes evident. In section 4, the action
of quantum fluctuations around the classical solutions is provided. After extracting the
Goldstone mode, the quadratic actions for cosmological perturbations are given. We also
revisited the gauge fixing condition for path integral quantization. In section 5, we adopt
the in-in formalism to study the two-point correlation functions. We demonstrate here
how the power spectrum of the Goldstone mode is corrected due to the quadratic mixing
with other degrees of freedom. In section 6 a further study of the higher-order correlation
functions is made, using the three-point correlator as an example. Finally, we conclude in
section 7.
2 Path integral for constrained system
Gravity has a gauge symmetry, an invariance under general coordinate transformation
or diffeomorphism, and its quantization is made most explicitly consistent in the path
integral formalism. In general, the action with gauge symmetry contains both physical
and unphysical degrees of freedom and gauge invariance is interpreted as a redundancy
of the physical degrees of freedom. Some of unphysical degrees of freedom play a role of
Lagrange multipliers for constraints. As constraints hold over every time slice, they become
conserved quantities, or generators of gauge transformation.
To see the situation in detail [28, 29], consider a Hamiltonian system defined on a 2f -
dimensional phase space (q1, · · · , qf ; p1, · · · , pf ) consisting of both physical and unphysical
degrees of freedom,
HT = h(q1, · · · , qf ; p1, · · · , pf ) +
r∑
m=1
λmχm(q1, · · · , qf ; p1, · · · , pf ) , (2.1)
where Lagrange multipliers λm being combinations of unphysical degrees of freedom, and
constraints χm are interpreted as generators of gauge symmetry (first class constraints),
forming a closed algebra. Due to the r constraints χm (m = 1, · · · , r), the number of
degrees of freedom diminishes to (2f − r), but we still have unphysical degrees of freedom
because the final phase space of the physical degrees of freedom should always form even-
dimensional phase space: eventually (2f − 2r) physical degrees of freedom should remain.
Actually, on the hypersurface χm = 0 defined in the phase space, unphysical degrees of free-
dom are not completely eliminated. The phase space on χm = 0 is regarded as copies (called
‘orbits’) of physical degrees of freedom and each copy is labelled by different values of λm.
This calls for gauge fixing by imposing r more conditions ψm(q1, · · · , qf ; p1, · · · , pf ) = 0.
These gauge fixing conditions satisfy the Faddeev-Popov determinant det([χm, ψn]) 6= 0
such that just one orbit is chosen. Recall that χm are the generators of gauge transforma-

















one orbit, but a set of orbits related by gauge transformation. By choosing gauge fixing
conditions satisfying [ψm, ψn] = 0, through the canonical transformation, we can iden-
tify ψm as unphysical canonical momenta pm (m = 1, · · · , r), then the remaining (f − r)
momenta (p∗1, · · · p∗f−r) are chosen to be physical. Since det([χm, ψn]) = det([χm, pn]) =
det(i∂χm/∂qn) 6= 0, it is guaranteed that we obtain qm = fm(q∗i , p∗i ) (m = 1, · · · , r) by
inverting χm(q1, · · · , qf ; p∗1, · · · , p∗f−r; p1 = · · · = pr = 0) = 0. As a result, there remain
2(f − r) physical, constrained variables (q∗1, · · · , q∗f−r; p∗1, · · · , p∗f−r), which are quantized in
a normal way, [q∗i , p
∗
j ] = i. They live on the intersection of 2r hypersurfaces χm = ψm = 0




i ) = h(q1, · · · , qf ; p1, · · · , pf )|pm=0,qm=fm(q∗i ,p∗i ) . (2.2)
In the path integral formalism, such a procedure corresponds to putting the Faddeev-
Popov determinant det([χm, ψn]) to the propagation kernel written in terms of both phys-
ical and unphysical variables. To see this, we begin with the propagation kernel with
physical variables,



















∂(χ1, · · · , χr)
∂(q1, · · · , qr) =
r∏
m=1
δ(χm) det([χm, ψn]) , (2.4)


























δ(ψm)δ(χm) det([χm, ψn]) .
(2.5)
From this, the propagation kernel is expressed in terms of both physical and unphysical
variables with the unconstrained Hamiltonian HT :






















































In the quantization of system including gauge fields like gravity, the path integral
quantization proceeds in the reversed direction:
1 Rewrite the Lagrangian in terms of the canonical variables, Lagrangian multipli-
ers, constraints, and unconstrained Hamiltonian HT (for gravity, this corresponds to
ADM decomposition). The constraints χm form closed algebra and they are inter-
preted as generators of gauge transformation.
2 Impose appropriate gauge fixing conditions and insert the Faddeev-Popov determi-
nant to obtain the last of (2.6). The Faddeev-Popov determinant appears in the
Feynman rule by introducing ghost fields cm and c¯m. Then Lagrangian has addi-














Gabgµν∂µφa∂νφb − V (φa)
]
, (3.1)
where Gab is the metric for N -dimensional field space (a, b = 1, · · · , N). For quantization
of gravity, we begin with the ADM decomposition,
ds2 = −N2dt2 + γij(N idt+ dxi)(N jdt+ dxj) . (3.2)




(∂tγij −DiNj −DjNi) , (3.3)
with Di being a covariant derivative with respect to γij , the pure gravity part of the action

















ij −K2) , (3.4)
where R(3) is the curvature of three-dimensional hypersurface of constant t, constructed








γ(Kij − γijK) . (3.5)
Therefore, the pure gravity part of the action is written in the first-order form,
SG =
∫

































HiG = −2(∂jΠij + ΓijkΠjk) , (3.8)
with Π ≡ Πii. Here, the lapse N and the shifts Ni play the role of Lagrangian multipli-
ers for the constraints H and Hi respectively, which are interpreted as the generators of
diffeomorphism. This will become clear in section 3.2.




















γγijGab∂iφa∂jφb +√γV (φa) , (3.11)
HiM = Πa∂iφa. (3.12)






a −N(HG +HM )−Ni(HiG +HiM )
]
. (3.13)




γ behave as tensors. Unphysical N and Ni
become Lagrange multipliers accompanying constraints HG +HM and HiG +HiM , respec-
tively.
We are interested in the cosmological perturbations around the classical background.














N = N¯(t) + n(t,x) , (3.16)
N i = N i(t,x) . (3.17)
Note that for N¯ = 1, t is just the cosmological time, whereas for N¯ = a(t), t is the conformal
time. The quantum fluctuations around the classical backgrounds φa0(t) are written as
φa = φa0(t) + ϕ
a(t,x) , (3.18)
Πa = Pa(t) + πa(t,x) . (3.19)


































Varying this with respect to the classical backgrounds, we obtain the equations of motion:
δS0
δP

































where X˙ ≡ dX/N¯dt and Va ≡ ∂V/∂φa. From here on, we denote an overdot as a derivative
with respect to the cosmic time t. But we will leave N¯ in the action, so that changing to
























0 + GabVb = 0 , (3.28)




















































where h ≡ hii, we can immediately read the same background equations, which we obtained
by perturbing the zeroth order action, as the constraints for the perturbation variables.
3.2 Poisson brackets
Quantization of quantum fluctuations comes from the Poisson brackets. For gravity, the











































which is equivalent to
{hij(t,x), πkl(t,y)} = −
δklij
a3m2PlH
δ(3)(x− y) . (3.32)
















{φa(t,x),Πb(t,y)} = {ϕa(t,x), πb(t,y)} = δab δ(3)(x− y) . (3.34)
From these Poisson brackets, one can check the constraints H and Hi form a closed alge-
bra [30–32] as follows.
Since the matter part of the action does not contain Πij , we can treat the gravity and















= (pijξk),k − pkjξi,k − pikξj,k , (3.36)
for an arbitrary infinitesimal parameter for spatial diffeomorphism ξi(x) for xi → xi + ξi.
This implies that HiG are the generators of 3-dimensional diffeomorphism. Then, the
Poisson brackets of two HiGs at an equal time are just given by the structure constant of
diffeomorphism. Thus, given two diffeomorphisms
xi → x′iA = xi + ξi1 → x′′iA = x′iA + ξi2 ,
xi → x′iB = xi + ξi2 → x′′iB = x′iB + ξi1 .
(3.37)
Their commutator can be read off from
γij(x → x′A → x′′A)− γij(x → x′B → x′′B) =
− γij,k(ξl1ξk2,l − ξl2ξk1,l)− γkj(ξl1ξk2,l − ξl2ξk1,l),i − γik(ξl1ξk2,l − ξl2ξk1,l),j ,
(3.38)
such that
{HGi(t,x),HGj(t,y)} = HGi(t,y)∂xj δ(3)(x− y)−HGj(t,x)∂yi δ(3)(x− y) . (3.39)
Since HG is a scalar with respect to diffeomorphism, we find
{HG(t,x),HGi(t,y)} = −HG∂iδ(3)(x− y) . (3.40)





























{HG(t,x),HG(t,y)} = HiG(t,y)∂xi δ(3)(x− y)−HiG(t,x)∂yi δ(3)(x− y) . (3.42)
For the matter part, similarly we obtain
{HMi(t,x),HMj(t,y)} = HMi(t,y)∂xj δ(3)(x− y)−HMj(t,x)∂yi δ(3)(x− y) ,
{HM (t,x),HMi(t,y)} = −HM (t,x)∂xi δ(3)(x− y) ,
{HM (t,x),HM (t,y)} = HiM (t,y)∂xi δ(3)(x− y)−HiM (t,x)∂yi δ(3)(x− y) .
(3.43)
Thus, the total constraints H = HG + HM and Hi = HGi + HMi also form the closed
algebra:
{Hi(t,x),Hj(t,y)} = Hi(t,y)∂xj δ(3)(x− y)−Hj(t,x)∂yi δ(3)(x− y) ,
{H(t,x),Hi(t,y)} = −H∂iδ(x− y) ,
{H(t,x),H(t,y)} = Hi(t,y)∂xi δ(3)(x− y)−Hi(t,x)∂yi δ(3)(x− y) ,
(3.44)
and they are interpreted as generators of diffeomorphisms in the time and space directions.
Hereafter, for simplicity, we consider the case of flat field space, Gab = δab. More general
field space metric would introduce terms that contain the field space curvature, and replace
the usual partial derivatives by covariant ones with respect to Gab [33].
4 Action for cosmological perturbations
4.1 Gauge fixing





a − 2a3Hπij∂thij −H+ nC0 +NiCi) ≡ Sfree + Sint , (4.1)




a − 2a3Hπij∂thij −Hfree + nC01 +NiCi1) ,
Sint =
∫
d4x(−Hint + nC0≥2 +NiCi≥2) ,
(4.2)
where Hfree and Hint denote respectively the Hamiltonian quadratic in perturbations and
cubic and beyond, and Cµ1 and C
µ
≥2 denote the constraints linear in perturbations and
quadratic and beyond, respectively. We present these terms in detail in appendix A.
Since gravity has four constraints, we need four gauge fixing conditions ψµ (µ = 0, 1, 2, 3)
satisfying

















where Cµ = (C0, Ci) are the constraints, or the generators of diffeomorphisms in (4.1).
More explicitly, the constraints Cµ have the following Poisson brackets with the fluctuations
hij and ϕ
a:
{hij(t,x), C0(t,y)} = −2Hγ˜−1/2
{
δij + (−hij + δijh− 2πij + δijπ)
+
[
(h+ π)hij − 2hikhjk − 2(hilπjl + hjlπil) + πklhklδij
]
+ (−2hilπlkhjk + hklπklhij)
}
δ(3)(x− y) , (4.4)







δ(3)(x− y) , (4.5)




(3)(x− y) , (4.6)
{ϕa(t,x), Ci(t,y)} = − 1
a3
γ˜ik∂kϕ
aδ(3)(x− y) , (4.7)
where γ˜ij = γij/a
2. In principle, we can think of four possibilities:
1. Both the ψ0 and the ψi conditions come from hij .
2. Both the ψ0 and the ψi conditions come from ϕa.
3. The ψ0 condition comes from hij , whereas the ψ
i condition comes from ϕa.
4. The ψ0 condition comes from ϕa, whereas the ψi condition comes from hij .
However, the 3-vector condition made up of ϕa, say, ψi = ψi(ϕ
a, ∂kϕ
a) satisfies


















(3)(x− y) . (4.8)
Thus it vanishes under ψi = 0, violating (4.3): the vector constraints C
i cannot be satisfied
with ϕa. Hence, plausible gauge fixing conditions should be chosen between the possibili-
ties 1 and 4.
Let us consider the first possibility in which the gauge fixing is imposed entirely from
the metric fluctuations. One simple example is to take








As we will see, in terms of the metric decomposition in (4.17), the gauge fixing by ψµ = 0 is
equivalent to setting the scalar components of hij zero. Thus the scalar degrees of freedom
are entirely given to ϕa, which is the so-called “flat” gauge condition usually taken in
multi-field inflation. On the other hand, as an example of the fourth possibility, we can




























Here, the condition ψ0 = 0 is equivalent to setting T
0
i = 0, so it is known as the “comoving”
gauge condition. A more convenient way of implementing ψ0 = 0 will be discussed in the
following sections.
For completeness, we list the Poisson brackets of the gauge fixing conditions (4.9)
and (4.10) before imposing ψµ = 0 as follows:
{h(t,x), C0(t,y)} = −2Hγ˜−1/2
[
3 + (2h+ π) + (h2 + πh− 2hijhij − πijhij)
+ (−2hikπklhli + hπijhij)
]
δ(3)(x− y) , (4.11)









δ(3)(x− y) , (4.12)




(3)(x− y) , (4.13)




























































































δ(3)(x− y) . (4.16)
4.2 Quadratic action
Now we are ready to study the perturbed action. We begin with the quadratic action,
for which we decompose the metric perturbation hij using the scalar, vector and tensor
components in the standard manner as











where the vector hTi is transverse, and the tensor h
TT
ij is transverse and traceless. Defining
the multi-field version of the gauge-invariant Mukhanov-Sasaki variable [17, 34, 35] as

































































Note that the auxiliary field terms contain those quadratic in momentum and the un-
physical fields, which are separated from the quadratic action of dynamical fields after
appropriate redefinitions. However, these redefined auxiliary fields appear in the higher or-
der action through, for example, ghost terms as can be seen in appendix C. Even though we
have to integrate them out in the path integral, as asserted in the beginning of appendix C,
it is quite convenient to leave them as auxiliary fields. We list them in appendix B.
The pure tensor action in (4.19) is precisely the same as that in single-field inflation,
so from now on we concentrate on the scalar action. If we take the flat gauge (4.9), which
amounts to HL = HT = 0 in (4.17), from (4.18) we have simply ϕ˜
a = ϕa. Then, (4.19) is
reduced to the well-known quadratic scalar action [17, 33, 36–38]. Taking the flat gauge
is conventional for multi-field inflation: there are in total N physical degrees of freedom
after eliminating the unphysical ones, thus it is very natural to assign them to the N field
fluctuations. Meanwhile, it is more difficult to implement the comoving gauge in which
the notion of the comoving curvature perturbation (see (4.31)) becomes manifest, because
naively all N field fluctuations contribute to fix the temporal gauge condition C0 as can be
read from the condition for ψ0 in (4.10). Thus, (4.18) is, as it is, not appropriate to apply
the comoving gauge. Instead, it is more meaningful to decompose ϕa into the directions
along and orthogonal to time evolution [39] as
ϕa(t,x) = ϕa⊥(t,x) + φ˙
a
0(t)π˜(t,x) , (4.21)




⊥ = 0. Then the temporal gauge condition of (4.10)




Thus, the comoving gauge is simply imposed upon π˜ = 0. Note that the linear gauge
transformation ϕa → ϕa − φ˙a0ξ0 tells us
π˜ → π˜ − ξ0 and ϕa⊥ → ϕa⊥ . (4.23)
This is the restatement that π˜ is the fluctuation in the direction of the time translation, and
is thus interpreted as the Goldstone mode resulting from the spontaneous breaking of the
time translation invariance [19]. Meanwhile, the orthogonal fluctuations, which are usually














Note that due to the orthogonality condition, N − 1 out of N ϕa⊥’s are independent in
the comoving gauge: the remaining single degree of freedom is π, which is also gauge
invariant. With this decomposition, the scalar quadratic action is rewritten in terms of























































Note that if we do not have any light mode other than π, we can integrate out the







































+ · · · , (4.27)
where dots denotes non-local terms. The effective mass matrix of ϕa⊥, (M
2
eff)ab, is given by
(M2eff)ab = (R
−1V ′′R)ab , (a, b = 2, · · · , N) (4.28)
with R being a unitary matrix rotating the unit vector (1, 0, · · · , 0) to 1/(mPlH
√
2ǫ)
(φ˙10, · · · φ˙N0 ) [37, 38, 41]. The coefficient of π˙2 is interpreted as the speed of sound c−2s [39,
42], which is reduced by the interaction with ϕa⊥, as the kinetic energy of π is extracted to
excite ϕa⊥.
In perfect de Sitter spacetime where H is constant, time translation is not broken up to
dilatation. To state this mathematically, de Sitter spacetime has a conformal Killing vector
for time translation, which belongs to the SO(4, 2) conformal isometry, even though it does
not belong to the SO(4, 1) isometry. On the other hand, in order to exit the inflationary
phase, H should be time-dependent such that the background distinguishes different time
slices through time evolution. In this sense, H˙, or equivalently the slow-roll parameter ǫ, is
the order parameter for spontaneous breaking of time translation invariance. Since ǫ ∝ φ˙20,
we can say that time evolution of classical solution φ0(t) distinguishes different time slices
as well. In this regard, the factor 2ǫm2Pl in the quadratic action is an analogy of the pion
decay constant in chiral perturbation theory, which parametrizes the spontaneous breaking
of SU(3)× SU(3) chiral symmetry.
The mass of π is obtained by investigating the redefined field
√
2ǫmPlπ in the canonical

































in the slow-roll approximation 1 ≫ ǫ ≫ ǫ˙/H ≫ ǫ¨/H2 · · · , we have m2π ≈ −3Hǫ˙/(2ǫ) =
−3(ǫ− δ)H2. For energy much higher than √ǫH, it is a good approximation to set π as a
massless field, which is what we expect from the Goldstone equivalence theorem.
Before closing this section, we recall the notion of the curvature perturbation in the

















the comoving gauge π˜ = 0, the natural perturbation variable of the metric γij is the “local






which also denotes the curvature perturbation in the otherwise homogeneous spatial hy-
persurfaces. The transformation from π to R is given by [44, 45]
































i∂jπ + · · · .
(4.32)
In terms of R, the quadratic action remains the same with π replaced with R. But the
transformation (4.32) does give rise to additional contributions to the higher order action
in terms of π as we will see in section 6.
5 Two-point correlation functions
5.1 In-in formalism
In the study of cosmological perturbations, the in-in formalism, or the Schwinger-Keldysh
formalism [44, 46–48] concerns with expectation values of operators sandwiched between
the vacuum at a specific time |Ω, ti〉, usually taken at ti → −∞. It is different from the
in-out formalism for scattering processes in particle physics, in which we investigate the
evolution of operators from an in-state (ti → −∞) to an out-state (tf → +∞). In the in-in









where Φ denotes fields in the action collectively, and ti (tf ) is usually taken as −∞ (+∞).
From this, we have the Green’s functions










































As the first step to obtain the Feynman rules, we separate the action into the quadratic






ΦDΦ+ Sint[Φ] , (5.4)
such that the generating functional is written as the derivative of the generating functional:










































































(x, x′) = iδ(4)(x− x′) . (5.6)
The four propagators △±± are expressed in terms of the Wightman functions,
i△>(x, x′) = 〈Ω|Φ(x)Φ(x′)|Ω〉 ,
i△<(x, x′) = 〈Ω|Φ(x′)Φ(x)|Ω〉 , (5.7)
both of which are solutions to the operator equation
D(x)i△≷(x, x′) = 0 . (5.8)
From ∂x0θ(x
0 − x′0) = δ(x0 − x′0) and δ(x0 − x′0)[Φ(x),Φ(x′)] = 0, we find that
i△++(x, x′) = 〈Ω|T [Φ(x)Φ(x′)]|Ω〉
= θ(x0 − x′0)i△>(x, x′) + θ(x′0 − x0)i△<(x, x′) , (5.9)
i△−−(x, x′) = 〈Ω|T¯ [Φ(x)Φ(x′)]|Ω〉
= θ(x′0 − x0)i△>(x, x′) + θ(x0 − x′0)i△<(x, x′) . (5.10)
On the other hand, the boundary conditions at t′ (typically taken at +∞), J+ = J− and
〈Ω|Φ+|Ω〉 = 〈Ω|Φ−|Ω〉 are imposed, such that
i△+−(x, x′) = i△<(x, x′) ,
i△−+(x, x′) = i△>(x, x′) ,
(5.11)

















5.2 Scalar and tensor propagators
























































for graviton, where Pij = δij − ∂i∂j/∇2 is the projector in the transverse direction. Note
that the scalar propagators have indices for different field contents (see (5.12)). However,
the leading action for the scalar perturbations is Gaussian, i.e. there is no mixing between
different scalars at leading order. Their mixings do contribute as corrections to the power
spectrum which we will discuss shortly in section 5.3. For this reason, let us first consider
the free part of the quadratic action.
The free part of the quadratic action for the curvature perturbation R and the graviton


















kl is attached to the propagators in addition to s
2 = m2Pl/4 and m
2 = 0 for
each polarization. Note that for the orthogonal components ϕa⊥ and the field fluctuations
ϕa in the flat gauge, we can always extract the same free action as (5.14) for them by
e.g. performing an appropriate rotation in the field space to make Vab diagonal [37, 38, 41]
despite that in general we have non-trivial mixing between them via M2ab (for ϕ
a) or Vab
(for ϕa⊥). Now suppose ǫ is a constant, which is a good approximation for R as ǫ ≫ ǫ˙/H in
the slow-roll inflation. The resulting equation in terms of the conformal time τ from (5.14)







+ (k2 +m2)Ψk = 0 . (5.15)
In order to obtain ∆±∓ for Ψ, we just replace Ψk by the propagators. Solving this equation,
we obtain the well-known Hankel function solution:







































Especially, in the massless limit m ≪ H, the index of the Hankel function is just 3/2, and







5.3 Corrections to the power spectrum
Having found the free power spectrum of Ψ in the previous section, now we consider the
corrections due to the interaction terms between different fields, which we collectively
denote by Φ. Schematically we write the interaction terms as
Sint =
∫
d3xN¯dt a3c(t)O(Φ)ΦO(Ψ)Ψ , (5.19)
where c(t) is the time-dependent coupling between Ψ and Φ, andO(X) is the possible deriva-
tive operator for the field X. Treating the interaction terms as perturbative interaction













































































































where 〈Ω|Ψ(t,x)Ψ(t,y)|Ω〉free denotes the two-point correlation function coming from the
free quadratic action for Ψ, (5.14). Since the interaction Hamiltonian contains two field
contents, the correction terms now involve two propagators for Ψ and one for the coupled
























3c)(t2)[O(Ψ)1 i∆Ψ+−(t1, t)O(Ψ)2 i∆Ψ+−(t, t2)O(Φ)1 O(Φ)2 i∆Φ+−(t1, t2)




This is most general expression for the two-point correlation function of Ψ including the
leading corrections due to the interaction with Φ. The corresponding power spectrum can
be found by taking the Fourier transformation of 〈Ω|Ψ(t,x)Ψ(t,y)|Ω〉.
For definiteness, let us consider explicitly the corrections to the power spectrum of R

















Comparing with (5.24), c(t) =
√
8ǫmPlθ˙, OR = ∂t and Oϕ = 1. Then the two-point















































The power spectrum is obtained by performing the Fourier transformation of the above
result. In the limit of constant c(t), using the mode function solution (5.16) for ϕ for which





































































where γ ≈ 0.577216 is the Euler-Mascheroni constant and Nk = − log(−kτe) is the number
of e-folds elapsed between the moment of horizon crossing for the mode of our interest and
the end of inflation τe [50, 51]. For the field fluctuations ϕ
a in the flat gauge, we can find
similar results.
6 Higher-order correlation functions
6.1 Cubic action
Having discussed two-point correlation functions, now we consider higher order correlation
function. They are necessary to investigate the properties of the cosmological perturbations
and the physics behind them beyond linear perturbation theory. The first higher order cor-
relation function is the three-point function, or its Fourier transform — the bispectrum,
which is the leading probe of non-Gaussianity. To compute three-point correlation func-
tions, we need the cubic order action in perturbations. The cubic terms are obtained from
the interaction Lagrangian Sint in (4.2).





























































































































1Note that this result is obtained by using the asymptotic form of the exponential integral function
Ei(x → 0) to perform the outermost integral. Thus our analytic estimate (5.29) is not precisely the exact











































from which we can find the leading bispectrum of the field fluctuations, evaluated at the
moment of the horizon crossing [52, 53]. The bispectrum of the curvature perturbation can
be subsequently calculated by implementing the δN formalism [54–56].
Meanwhile, in the comoving gauge, the mixing between the Goldstone mode π, which
is related to the curvature perturbationR by (4.32), and the orthogonal modes ϕa⊥ becomes
explicit. The action cubic in R receives contributions also from quadratic terms in writing













































































































































































































































With the cubic order action found in the previous section, now we can straightly compute
the three-point correlation functions. The essential steps are more or less the same as be-
fore. Formally, the three-point function of, say, R is obtained by calculating the functional
derivatives of the generating functional:










From (6.3), the contribution from SRRR is given by




(−ǫ2 + 2ǫδ)∆R+−(t′,w; t,x)∂t′∆R+−(t′,w; t,y)∂t′∆R+−(t′,w; t, z)




































































































This is a good approximation for the three-point function of R when the other fields ϕ⊥
are much heavier than
√
ǫH so that they decouple completely.
If some of the ϕ⊥’s are not heavy, which is indeed the case for “multi-field” inflation,
the contribution of ϕ⊥ to the three-point function of R becomes manifest. In section 6.1,
we found that the cubic interaction contains various ϕ⊥R2, ϕ2⊥R and ϕ3⊥ vertices. Through
the quadratic mixing term (5.25), ϕ⊥ in the cubic action is converted to R to contribute
to the three-point correlation function of R for the simplest two-field case that we have
discussed in section 5.3, in the presence of the cubic interaction Oϕ⊥R2, with O denoting

















to 〈Ω|R(t,x)R(t,y)R(t, z)|Ω〉 is given by









































In this article, we have developed the path integral formalism for inflationary cosmology
in the presence of multiple scalar fields. From a theoretical point of view, the path in-
tegral formalism is advantageous in treating a quantum theory with gauge symmetry. In
the presence of gravity, the ADM formalism makes diffeomorphism as a gauge symmetry
evident. This motivates us to apply the path integral approach to inflation. Since an FRW
spacetime which is not exactly de Sitter breaks time translational invariance spontaneously,
we expect the associated Goldstone mode to be extracted as a combination of scalar fields,
which can be treated as massless at energies above
√
ǫH. The n-point correlation functions
of the Goldstone mode contain effects of the other degrees of freedom. The deviation from
single field inflation in the presence of extra light degrees of freedom can be tested in vari-
ous observations. Whereas our consistency checks have been made at tree-level, the path
integral formalism is expected to be useful when we consider the loop level as it provides
a consistent and systematic way to describe the quantum behavior of scalar fields in the
presence of gravity.
The main purpose of the present work is to lay down the path integral framework
for multi-field inflation. We illustrated our approach with the simplest scenarios. It is
straightforward to generalize our analysis to compute the non-Gaussianities of P (X,φ)
theories of inflation [57], such as the multi-field generalization [58] of DBI inflation [59].
It would also be interesting to examine, using the path integral approach, consistency
conditions among correlation functions for multi-field inflation. We plan to return to these
issues in future work.
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A Completion of the action for cosmological perturbations
Here, we list each term appearing in the full perturbation action in (4.1) and (4.2) in detail.


















































































































































































































(γ˜1/2γ˜ij γ˜kmγ˜ln − δijδkmδln)
×
(





































































where Aijkl ≡ δikδjl + δilδjk − δijδkl.
B Auxiliary field terms
In the quadratic action (4.19), the auxiliary field terms are separated from the dynamical
fields after appropriate redefinitions. These are given as:




































ρij ≡ πij + 1
2
(Iij − δijI) ,
Iij ≡ h˙ij
2N¯H







I = δijIij ,
(B.2)
and
Ni = ∂iS +N
T
i ,
n˜ = n− N¯
2a3V
[




















∇2S˜ = ∇2S + V
12m2PlH
2




















































C Auxiliary fields and ghosts propagators
As discussed in section 2, the dynamics of a constrained system is regulated by physi-
cal degrees of freedom and it is correctly described by inserting appropriate gauge fixing
conditions and the Faddeev-Popov determinant. The Faddeev-Popov determinant is im-
plemented in the Feynman rules by introducing ghosts η¯ and η as














iS + iη¯{ψµ, Cν}η
]
, (C.1)
where Dσ ≡ DρijDρaDn˜DS˜DN˜Ti denotes the integral measure for auxiliary fields, i.e.
the fields without dynamics, resulting from redefinitions as listed in appendix B. These
auxiliary fields are to be integrated out, and especially, if they are at most quadratic in
the action, we just solve the equations of motion and then put their solutions back to
the action. However, the integration is not always simple. For instance, the auxiliary
fields in | det{ψµ, Cν}| may make the integration complicated. So, for a simple form of




















(3− ǫ)∇−4x iδ(4)(x− x′) ,
(C.2)
where V = (3− ǫ)m2PlH2 is used.
In order to obtain the ghost Feynman rule, we need {ψµ, Cν}|ψµ=0 calculated in sec-
tion 4.1. Let Ωµν be the free part of {ψµ, Cν}|ψµ=0, i.e. the part which does not depend on
the dynamical fields. Then the ghost propagators are given by
Ωµν(i△η)±±(x, x′) = ±iδµνδ(4)(x− x′) ,















































































































































where the flat gauge conditions HL = 0, HT = 0 and h
T













ij + · · · .
(C.8)













from which the ghost propagators are given by
(i△ηµν)±± =

































2. Next we consider the comoving gauge (4.10). Likewise, from (4.13), (4.14), (4.15)








= 0 , (C.12)
{ψi, C0}|ψµ=0 = −2H
(
γ˜−1/2



















































































































h,iδkl + h,lδik − h,kδil
)
∂xl











where the comoving gauge conditions δabφ˙
a
0ϕ
b = 0, HT = 0 and h
T
i = 0 are imposed


























 iδ(4)(x− x′) . (C.16)
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