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Abstract
Wireless sensor networks are composed of large numbers—up to thousands—
of tiny radio-equipped sensors. Every sensor has a small microprocessor with
enough power to allow the sensors to autonomously form networks through
which sensor information is gathered. Wireless sensor networks makes it pos-
sible to monitor places like nuclear disaster areas or volcano craters without
requiring humans to be immediately present. Many wireless sensor network
applications cannot be performed in isolation; the sensor network must some-
how be connected to monitoring and controlling entities.
This thesis investigates a novel approach for connecting sensor networks to
existing networks: by using the TCP/IP protocol suite in the sensor network,
the sensors can be directly connected to an outside network without the need
for special proxy servers or protocol converters.
Bringing TCP/IP to wireless sensor networks is a challenging task, how-
ever. First, because of their limited physical size and low cost, sensors are
severely constrained in terms of memory and processing power. Traditionally,
these constraints have been considered too limiting for a sensor to be able to
use the TCP/IP protocols. In this thesis, I show that even tiny sensors can com-
municate using TCP/IP. Second, the harsh communication conditions make
TCP/IP perform poorly in terms of both throughput and energy efficiency. With
this thesis, I suggest a number of optimizations that are intended to increase the
performance of TCP/IP for sensor networks.
The results of the work presented in this thesis has had a significant impact
on the embedded TCP/IP networking community. The software developed as
part of the thesis has become widely known in the community. The software
is mentioned in books on embedded systems and networking, is used in aca-
demic courses on embedded systems, is the focus of articles in professional
magazines, is incorporated in embedded operating systems, and is used in a
large number of embedded devices.
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1
Chapter 1
Introduction
Wireless sensor networks consist of large numbers of sensors equipped with
a small microprocessor, a radio transceiver, and an energy source, typically a
battery. The sensors nodes autonomously form networks through which sen-
sor readings are transported. Applications of wireless sensor networks can be
found in such diverse areas as wild-life habitat monitoring [59], forest fire de-
tection [76], alarm systems [31], medicine [84], and monitoring of volcanic
eruptions [85].
In order to make large scale networks feasible, the sensor nodes are re-
quired to be physically small and inexpensive. These requirements severely
constraints the available resources on each sensor node in terms of memory
size, communication bandwidth, computation speed, and energy.
Many wireless sensor network applications do not work well in isolation;
the sensor network must somehow be connected to monitoring and controlling
entities. Since communication within the sensor network is done using short-
range radios, a straightforward approach to connecting the sensors with the
controlling entities is to deploy the controlling entities physically close to the
sensor network. In many cases however, placing those entities close to the
sensors, and hence to the phenomenon being observed, is not practical. Instead,
by connecting the sensor network and the controlling entities to a common
network infrastructure the sensors and the controlling entities can communicate
without being physically close to each other.
Because of the success of the Internet, the TCP/IP protocols have become
the de-facto standard protocol stack for large scale networking. However, con-
ventional wisdom states that TCP/IP is inherently unsuitable for communica-
3
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Figure 1.1: Using TCP/IP both outside of and inside the wireless sensor net-
work
tion within wireless sensor networks, because of the extreme communication
conditions in sensor networks. Hence, a large number of protocols specifically
tailored for sensor networks have been developed. While it is unquestionably
true that the TCP/IP protocols were not designed to run in the kind of en-
vironments where sensor networks are envisioned, the claim that TCP/IP is
inherently unsuitable for wireless sensor networks has not been verified.
The purpose of this licentiate thesis is to lay the groundwork for explor-
ing the use of TCP/IP for wireless sensor networks. Using TCP/IP for sensor
networks allows connecting the sensor networks directly to IP network infras-
tructures, as shown in Figure 1.1. In a set of four papers I present the software
for an experimental platform, describe the problem area, and propose a set of
mechanisms that are intended to allow TCP/IP to be efficiently used in wireless
sensor networks. The software platform consists of a lightweight implemen-
tation of the TCP/IP protocol stack and an equally lightweight and flexible
operating system. Both the operating system and the protocol implementation
are specifically designed to run on resource constrained sensor nodes.
1.1 Method
In order to explain and motivate the work in this thesis, I use two perspec-
tives: the engineering perspective and the research perspective. Engineering
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is about finding solutions to complex problems, within a given set of limita-
tions. Research is about developing understanding. In experimental computer
science [21], this understanding commonly is developed by producing artifacts
and solving complex problems—doing engineering—and drawing conclusions
from the solutions. A single solution may not be possible to generalize, but
taken together, a number of solutions can be said to span a solution space to
a particular problem. Exploring, characterizing, and analyzing this solution
space develops understanding for the character of the problem. This classifica-
tion of engineering and research is based on definitions from Brooks’ [15] and
Phillips and Pugh [66].
The research in this thesis has mostly been exploratory. The problem area
was not defined in advance, but has been developed as part of the thesis work.
The exploratory method starts with finding an interesting question to answer.
The question usually involves an interesting problem to solve. The problem is
then solved in a set of different ways, using either different tools or methods
or variations of the same method. Based on observations of the solutions, or
of the process leading to the solutions, an initial answer to the question can
be formulated. From the answer and the solutions to the problems, it might
be possible to generalize the question into a hypothesis. This hypothesis can
then be tested using experimentation in order to validate or invalidate it. The
process of testing the hypothesis typically leads to a number of questions that
need to be answered. Thus the research process is iterative in that a research
question leads to a hypothesis, which leads to further questions.
In this thesis, the initial question was if the TCP/IP protocol stack could be
implemented so that it would fit in a severely memory constrained system. Af-
ter twice solving the problem of implementing TCP/IP with limited resources,
the question could be answered: the TCP/IP protocol stack can be implemented
using very small amounts of memory. This observation lead to the generalized
question if TCP/IP could be useful is wireless sensor networks. This general-
ization was made because of the similarities of parts of the problem domains—
sensor network nodes have severely limited memory resources—as well as in-
tuition developed when answering the initial question. The event-driven nature
of sensor networks seemed to fit the event-driven design of the small TCP/IP
implementations. Furthermore, it appeared that many of the problems with
TCP/IP in sensor networks could be solved with relatively straight-forward
mechanisms. These observations lead to the hypothesis that TCP/IP could be a
viable alternative for wireless sensor networks. This thesis takes the first steps
towards validating or invalidating this hypothesis.
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1.2 Research Issues
This thesis takes the first steps towards the use of the TCP/IP protocol suite in
wireless sensor networks. This section summarizes the research issues that are
identified and treated in this thesis.
Many of these issues are of the engineering kind: a problem that needs a
solution that is not only correct, but also is able to work within the available
limitations. These issues are the primary focus of papers A and B. Papers
A and B solve the specific problems of implementing TCP/IP on a limited
device and on designing an operating system for sensor nodes that allows rapid
prototyping and experimentation.
Papers C and D focus on the research challenges involved in TCP/IP for
wireless sensor networks. The formulation of these challenges are based on the
software artifacts developed in paper A. Paper B presents a software framework
designed to support future experimentation.
1.2.1 TCP/IP on a Limited Device
The TCP/IP protocol suite, which forms the basis of the Internet, is often per-
ceived to be “heavy-weight” in that an implementation of the protocols re-
quires large amounts of resources in terms of memory and processing power.
This perception can be corroborated by measuring the memory requirements of
popular TCP/IP implementations, such as the one in the Linux kernel [43] or in
the BSD operating system [62]. The TCP/IP implementations in these systems
require many hundreds of kilobytes of random access memory (RAM).
For most embedded systems, cost typically is a limiting factor. This con-
strains the available resources such as RAM and processor capabilities1. Con-
sequently, many embedded systems do not have more than a few kilobytes of
RAM. Within the constraints of such a small embedded system, it is impossible
to run the TCP/IP implementations from Linux or BSD.
Within this thesis, I investigate the solution space to the problem of running
TCP/IP within constrained memory limits. By developing a very small TCP/IP
implementation that is able to run even on a system with very small amounts
of memory, I demonstrate that the solution space of the problem is larger than
previously shown. While this is not an exhaustive investigation of the solution
1Price and, hence, cost are not technical limitations, but functions of business models. It is
therefore out of scope of this thesis to discuss these matters in any detail. For simplicity, I assume
that cost is proportional to memory size and processor resources, but at the same time note that
this is a gross oversimplification.
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space, it does show that the solution space is large enough to accommodate
even small embedded devices.
1.2.2 Operating Systems for Wireless Sensor Networks
The resource limitations and application characteristics of wireless sensor net-
works place specific requirements on the operating systems running on the
sensor nodes. The applications are typically event-based: the application per-
forms most of its work in response to external events. Resources are typically
severely limited: memory is on the order of a few kilobytes, processing speed
on the order of a few MHz, and limited energy from a battery or some other
non-renewable energy source.
Early research into operating systems for sensor networks [44] identified
the requirements and proposed a system, called TinyOS, that solved many of
the problems. The TinyOS designers did, however, decide to leave out a set of
features commonly found in larger operating systems, such as multithreading
and run-time module loading.
In this thesis, I argue that multithreading and run-time loading of modules
are desirable features of an operating system for sensor network nodes. I have
implemented an operating system that includes said features and runs within
the resource limitations of a sensor node, and thereby show that these features
are feasible for sensor node operating systems.
1.2.3 Connecting Sensor Networks and IP Networks
A number of practical problems manifest themselves when doing a real-world
deployment of a wireless sensor network. One of these is how to get data into
and out of the sensor network, which may be deployed in a remote location.
One way to solve this problem is to connect the sensor networks to an existing
network infrastructure as an access network to the sensor network. Today most
network infrastructures, including the global Internet, use the Internet Protocol
(IP) [67] as its base technology. It is therefore interesting to investigate how
wireless sensor networks can be connected to IP network infrastructures.
From the engineering perspective, the problem of connecting a sensor net-
work with an IP network can easily be solved. In many cases, it is possible to
simply place a PC inside or on the border of the sensor network and connect the
PC both to the IP network and to the sensor network. The PC then acts as the
gateway between the sensor network and the IP network. There are also many
other possibilities, such as using a special-purpose device that connects the two
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networks [17], or using satellite access to a special base station connected to
the sensor network [59].
From the research perspective, however, the problem still has opportunities
for investigation. Paper C is a first step towards characterizing the solution
space. It presents three different types of solutions to the problem: proxy ar-
chitectures, overlay networking, and direct connection by using TCP/IP in the
sensor network. This thesis focuses on the last solution: connecting sensor
networks and IP networks by using the TCP/IP protocols inside the sensor net-
work as in the outside IP network.
1.2.4 TCP/IP for Wireless Sensor Networks
From the research perspective, investigating the use of TCP/IP in wireless sen-
sor networks is of importance because the intersection of the TCP/IP protocol
suite, the dominating communication protocol suite today, and wireless sensor
networks, a new area in computer networking research, has not been previ-
ously studied. In general, the purpose of research is to provide understanding
of problems and to gain new knowledge. Within this particular problem, we
can develop new understanding of the interactions between wireless sensor net-
works and wired network infrastructures by identifying, solving, and studying
the problems with TCP/IP in sensor networks.
From the engineering perspective, however, using the TCP/IP protocol suite
inside the wireless sensor network may not be the “best” approach to solving
the problem of connecting wireless sensor networks to IP networks, for some
arbitrary definition of “best”. There may be many other solutions to the prob-
lem that perform better both in a quantitative sense, e.g. that provide higher
throughput or better energy efficiency, and in a qualitative sense, e.g. that pro-
vide a better security architecture. Prior to this thesis, however, no research
has—to the best of my knowledge—been carried out to support claims in ei-
ther way.
There are a number of problems with TCP/IP for wireless sensor networks.
An enumeration of the problems, which are identified in paper D, follows.
IP Addressing Architecture
In ordinary IP networks, each network interface attached to a network is given
its own unique IP address. The addresses are assigned either statically by hu-
man configuration, or dynamically using mechanisms such as DHCP [28]. This
does not fit well with the sensor network paradigm. For sensor networks, the
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addresses of the individual sensors are not interesting as such. Rather, the data
generated by the sensors is the main interest. It is therefore advantageous to be
able to loosen the requirement that each sensor has a unique address.
Address Centric Routing
Packet routing in IP networks is address centric, i.e., based on the addresses
of the hosts and networks. The application specific nature of sensor networks
makes data centric routing mechanisms [54] preferable. Data centric rout-
ing uses node attributes and the data contained in the packets to route pack-
ets towards a destination. Additionally, data centric mechanisms are naturally
adopted to in-network data fusion [42].
Header Overhead
The protocols in the TCP/IP suite have a high overhead in terms of protocol
header size, particularly for small packets. For small data packets, the header
overhead is over 95%. Since energy conservation is of prime importance in
sensor networks, transmission of unnecessary or redundant packet header fields
should be avoided.
TCP Performance and Energy Efficiency
The reliable byte-stream protocol TCP has serious performance problems in
wireless networks, both in terms of throughput [7] and in terms of energy effi-
ciency. To be able to use TCP as a reliable transport protocol in wireless sensor
networks, methods must be developed to increase the performance of TCP in
the specific setting of sensor networks.
The end-to-end acknowledgment and retransmission scheme employed by
TCP is not energy efficient enough to be useful in wireless sensor networks. A
single dropped packet requires an expensive retransmission from the original
source. Because sensor networks often are designed to be multi-hop, a single
retransmission will incur transmission and reception costs at every hop through
which the retransmitted packet will travel.
Limited Nodes
Sensor nodes are typically limited in terms of memory size and processing
power. Any algorithm developed for sensor networks must therefore take these
limitations into consideration.
Chapter 2. Contributions and Results
Chapter 2
Contributions and Results
The main scientific contributions of this thesis are:
• The design and implementation of the uIP and the lwIP TCP/IP stacks
that demonstrate that TCP/IP can be implemented on systems with very
limited memory resources, without sacrificing interoperability or com-
pliance.
• The formulation of initial solutions to the problems with TCP/IP for sen-
sor networks, which point towards the feasibility of using TCP/IP for
wireless sensor networks. This opens up opportunities for new research.
• The design and implementation of the Contiki operating system that has
a number of features currently not found in other operating systems for
the same class of hardware platforms. These features enable rapid ex-
perimentation for further research into the area of this thesis.
The work presented in this thesis has had a visible impact on networking
for embedded systems and, to a lesser degree, on sensor networks. Less than
a year after paper D was published, the 6lowpan IETF workgroup [63] was
established. The focus of the workgroup is on standardizing transmission of IP
packets over IEEE 802.15.4 [40], a sensor networking radio technology. The
workgroup charter explicitly cites paper D and the uIP stack presented in paper
A.
The work in this thesis is mentioned in books on embedded systems and
networking [53, 61] and cited in numerous academic papers (e.g. [3, 11, 14,
29, 32, 34, 41, 51, 60, 64, 65, 69, 77]). Articles in professional magazines
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have been written—by others—on using the uIP software for wireless sensor
networks [8]. The software has been used in academic projects [52, 82], in
courses e.g. at University of California, Los Angeles (UCLA) [74] and Stan-
ford University [39], as well as in laboratory exercises [18, 79]. Finally, the
software is being used in embedded operating systems [1, 81], and in a large
number of embedded products (e.g. [12, 20, 25, 27, 33, 36, 47, 48, 75]).
Chapter 3. Summary of the Papers and Their Contributions
Chapter 3
Summary of the Papers and
Their Contributions
This thesis is a collection of four papers which all have been published at peer-
reviewed international conferences. The first two papers, A and B, describe the
necessary software platform for running the TCP/IP protocol suite in wireless
sensor networks, whereas papers C and D focus on the protocol aspects of
running TCP/IP inside a wireless sensor network.
3.1 Paper A: Full TCP/IP for 8-Bit Architectures
Adam Dunkels. Full TCP/IP for 8-bit architectures. In Proceedings of The
First International Conference on Mobile Systems, Applications, and Services
(MOBISYS ‘03), May 2003.
Summary. The TCP/IP protocol suite is the family of protocols used for
communication over the global Internet, and is often used in private networks
such as local-area networks and corporate intranets. In order to attach a de-
vice to the network, the device must be able to use the TCP/IP protocols for
communication.
This paper presents two small implementations of the TCP/IP protocol
stack with slightly different designs; lwIP, which is designed in a modular
and generic fashion, similar to how large-scale protocol implementations are
designed, and uIP which is designed in a minimalistic fashion and only con-
taining the absolute minimum set of features required to fulfill the protocol
12
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standards. In order to reduce the code size and the memory requirements, the
uIP implementation uses an event-based API which is fundamentally different
from the most common TCP/IP API, the BSD socket API.
As was expected, measurements from an actual system running the im-
plementations show that the smaller uIP implementation provides a very low
throughput, particularly when sending data to a PC host. It must be noted,
however, that small systems running uIP usually do not produce enough data
for the performance degradation to become a serious problem.
Contribution. The main contribution of this paper is that it refutes the
common conception that the TCP/IP protocol suite is too “heavy-weight” to be
possible to fully implement on tiny devices. At the time this paper was written,
most TCP/IP protocol stack implementations were designed for workstations
and server-class systems, where communication performance was the primary
concern. This caused a wide-spread belief that tiny devices such as sensor net-
work nodes would be too constrained to be able to fully implement the TCP/IP
stack. There were also a number of commercial implementations of the TCP/IP
stack intended for embedded devices, where the protocols in the TCP/IP suite
had been modified in order to reduce the code size and memory usage of their
implementation. Such implementations are problematic as they may cause in-
teroperability problems with other TCP/IP implementations. This paper shows
that it is possible to implement the TCP/IP stack in a very small code size and
with a very small memory usage, without modifying the protocols.
There is also a strong contribution made by the artifacts, the two TCP/IP
implementations described in the paper. Both implementations have become
wide-spread in academia as well as in the industry and are currently used in
academic courses as well as in numerous embedded devices.
3.2 Paper B: Contiki - a Lightweight and Flexible
Operating System for Tiny Networked Sensors
Adam Dunkels, Bjo¨rn Gro¨nvall, and Thiemo Voigt. Contiki - a Lightweight
and Flexible Operating System for Tiny Networked Sensors. In First IEEE
Workshop on Embedded Networked Sensors, November 2004.
Summary. When performing experiments with sensor networks that are
larger than a few nodes, having the ability to reprogram the network using the
radio significantly reduces the development time. This paper presents Con-
tiki, a lightweight and flexible operating system for tiny networked embedded
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devices. Contiki has the ability to selectively load and unload individual pro-
grams while still being small enough to be usable on small sensor nodes.
Contiki supports two kinds of concurrency mechanisms: an event-driven
interface and a preemptive multi-threading interface. The advantages of an
event-driven model is that it is possible to implement using very small amounts
of memory. Preemptive multi-threading, on the other hand, requires compara-
tively large amounts of memory to hold per-thread stacks. Furthermore, there
are types of programs that are unsuited for the event-driven model but work
well with preemptive multi-threading. Computationally intensive programs
such as encryption algorithms are typical examples of this.
Unlike other operating systems, Contiki leverages both models by bas-
ing the system on an event-driven kernel and implementing preemptive multi-
threading as an optional application library. This allows using preemptive
multi-threading on a per-program basis. Experiments show that a Contiki sys-
tem is able to continue to respond to events in a timely manner while perform-
ing a long-running computation as a preemptible thread.
Contribution. The main contribution of this paper is that it shows that
preemptive multi-threading can be provided in an otherwise event-driven sys-
tem. This leads the way to implementing more complex algorithms such as
encryption mechanisms even in small sensor systems.
My contribution. I designed and implemented the system and wrote most
of the text for the paper. The idea of providing preemptive multi-threading as
an application library on top of an event-driven system was formed in cooper-
ation with Bjo¨rn Gro¨nvall.
3.3 Paper C: Connecting Wireless Sensornets with
TCP/IP Networks
Adam Dunkels, Thiemo Voigt, Juan Alonso, Hartmut Ritter, and Jochen Schiller.
Connecting Wireless Sensornets with TCP/IP Networks. In Proceedings of the
Second International Conference on Wired/Wireless Internet Communications
(WWIC2004), Frankfurt (Oder), Germany, February 2004.
Summary. Many sensor network applications require the sensor network
to be connected to an external networks. Since TCP/IP has become the de-facto
standard for networking, this paper focuses on the specific problem of con-
necting sensor networks to TCP/IP networks. We discuss three fundamentally
different methods for connecting sensornets to TCP/IP networks: proxy archi-
tectures, Delay Tolerant Networking overlays, and directly using the TCP/IP
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protocol suite in the sensor network. The paper concludes that the three meth-
ods are in some ways orthogonal and that combinations of the methods are
possible.
Contribution. To the best of our knowledge, this paper is the first that ex-
plicitly discusses the issues of connecting sensor networks to TCP/IP networks.
The contribution of the paper is the identification and characterization of the
problem areas. The paper does not contain any simulation results or measure-
ments, but focuses on the discussion of advantages and drawbacks of each of
the presented methods.
My contribution. I wrote most of the text for the paper. The classification
of proxies into front-end and relay proxies were done by me. The ideas and
thoughts about TCP/IP for sensor networks and the comparison between the
three different methods are mine.
3.4 Paper D: Making TCP/IP Viable for Wireless
Sensor Networks
Adam Dunkels, Thiemo Voigt, and Juan Alonso. Making TCP/IP Viable for
Sensor Networks. In Proceedings of the First European Workshop on Wireless
Sensor Networks (EWSN2004), work-in-progress session, January 2004.
Summary. This paper addresses the specific problems of making TCP/IP
a viable protocol stack for wireless networks of resource constrained sensors.
The paper identifies five problem areas for which solutions are proposed: IP ad-
dress assignment, TCP/IP header overhead, address centric routing, node lim-
itations, and TCP performance and energy efficiency. The proposed solutions
are: a spatial IP address assignment mechanism which lets sensor nodes con-
struct semi-unique addresses from their spatial location; shared context header
compression, that takes advantage of the shared context nature of sensor net-
works; application overlay routing, which enables implementation of data cen-
tric routing and data aggregation as application layer mechanisms; and a dis-
tributed TCP caching mechanism for improving TCP performance and energy
efficiency.
Preliminary results indicate large energy savings compared to unoptimized
TCP/IP.
Contribution. This paper is the first to address the challenges with TCP/IP
for wireless sensor networks. It introduces the idea of using the TCP/IP pro-
tocol stack in wireless sensor networks, despite the specialized and resource
constrained communication conditions. The contribution of this paper is that it
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for the first time tries to provide a set of optimizations that enables the use of
TCP/IP for wireless sensor networks.
My contribution. I formulated the idea of using TCP/IP for wireless sen-
sor networks and worked out the ideas of spatial IP address assignment, shared
context header compression, and application overlay routing. The idea of dis-
tributed TCP caching was conceived by Thiemo Voigt, and further refined by
Thiemo and me in close cooperation. I wrote most of the text for the paper.
Chapter 4
Related Work
This chapter presents related work. The discussion is divided into four sec-
tions: small TCP/IP implementations, operating systems for sensor networks,
connecting IP networks with sensor networks, and TCP/IP for sensor networks.
4.1 Small TCP/IP Implementations
There are several small TCP/IP implementations that fit the limitations of small
embedded systems. Many of those implementations does, however, refrain
from implementing certain protocol mechanisms in order to reduce the com-
plexity of the implementation. The resulting implementation may therefore not
be fully compatible with other TCP/IP implementations. Hence, communica-
tion may not be possible.
Many small TCP/IP implementations are tailored for a specific application,
such as running a web server. This makes it possible to significantly reduce the
implementation complexity, but does not provide a general communications
mechanism that can be used for other applications. The PICmicro stack [10] is
an example of such a TCP/IP implementation. Unlike such implementations,
the uIP and lwIP implementations are not designed for a specific application.
Other implementations rely on the assumption that the small embedded
device always will be communicating with a full-scale TCP/IP implementa-
tion running on a PC or work-station class device. Under this assumption it
is possible to remove certain mechanisms that are required for full compati-
bility. Specifically, support for IP fragment reassembly and for TCP segment
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size variation are two mechanisms that often are left out. Examples of such
implementations are Texas Instrument’s MSP430 TCP/IP stack [24] and the
TinyTCP code [19]. Neither the uIP or the lwIP stack are designed under this
assumption.
In addition to the TCP/IP implementation for small embedded systems,
there is a large class of TCP/IP implementations for embedded systems with
less constraining limitations. Typically, such implementations are based on the
TCP/IP implementation from the BSD operating system [62]. These imple-
mentations do not suffer from the same problems as the tailored implemen-
tations. Such implementations does, however, in general require too large
amount of resources to be feasible for small embedded systems. Typically,
such implementations are orders of magnitude larger than the uIP implementa-
tion.
4.2 Operating Systems for Sensor Networks
TinyOS [44] is probably the earliest operating system that directly targets the
specific applications and limitations of sensor devices. TinyOS is built around a
lightweight event scheduler where all program execution is performed in tasks
that run to completion. TinyOS uses a special description language for com-
posing a system of smaller components [37] which are statically linked with
the kernel to a complete image of the system. After linking, modifying the
system is not possible [55]. The Contiki system is also designed around a
lightweight event-scheduler, but is designed to allow loading, unloading, and
replacing modules at run-time.
In order to provide run-time reprogramming for TinyOS, Levis and Culler
have developed Mate´ [55], a virtual machine for TinyOS devices. Code for
the virtual machine can be downloaded into the system at run-time. The vir-
tual machine is specifically designed for the needs of typical sensor network
applications. Similarly, the MagnetOS [9] system uses a virtual Java machine
to distribute applications across the sensor network. The advantages of using a
virtual machine instead of native machine code is that the virtual machine code
can be made smaller, thus reducing the energy consumption of transporting the
code over the network. One of the drawbacks is the increased energy spent in
interpreting the code—for long running programs the energy saved during the
transport of the binary code is instead spent in the overhead of executing the
code. Contiki does not suffer from the executional overhead as modules loaded
into Contiki are compiled to native machine code.
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SensorWare [13] provides an abstract scripting language for programming
sensors, but their target platforms are not as resource constrained as ours. Sim-
ilarly, the EmStar environment [38] is designed for less resource constrained
systems. Reijers and Langendoen [71] use a patch language to modify parts of
the binary image of a running system. This works well for networks where all
nodes run the exact same binary code but soon gets complicated if sensors run
slightly different programs or different versions of the same software.
The Mantis system [2] uses a traditional preemptive multi-threaded model
of operation. Mantis enables reprogramming of both the entire operating sys-
tem and parts of the program memory by downloading a program image onto
EEPROM, from where it can be burned into flash ROM. Due to the multi-
threaded semantics, every Mantis program must have stack space allocated
from the system heap, and locking mechanisms must be used to achieve mutual
exclusion of shared variables. In Contiki, only such programs that explicitly
require multi-threading needs to allocate an extra stack.
4.3 Connecting IP Networks with Sensor Networks
At the time of publication of paper C, there was very little work done in the area
of connecting wireless sensor networks and IP networks. Recently, however, a
number of papers on the subject has been published.
Ho and Fall [45] have presented an application of Delay Tolerant Network-
ing (DTN) mechanisms to sensor networks. Their work is similar to that pre-
sented in paper C, but is more focused on the specifics of the DTN architecture.
The overlay architecture presented by Dai and Han [23] unifies the Internet
and sensor networks by providing a sensor network overlay layer on top of
the Internet. While this work is similar in scope to the work in this thesis, it
explores a slightly different path: this thesis explores the interconnectivity in a
lower layer of the protocol stack.
The FLexible Interconnection Protocol (FLIP) [78] provides interconnec-
tivity between IP networks and sensor networks, but relies on protocol convert-
ers at the border of the sensor network. This thesis investigates an architecture
where no explicit protocol converters are required.
Finally, the Plutarch architecture [22] changes the communication architec-
ture of the Internet in a way that is able to accommodate natural inclusion of
sensor networks in the new communication architecture. This work is orthog-
onal to the work in this thesis. The intention with this thesis is to investigate
how sensor networks can be connected with today’s IP network infrastructures.
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4.4 TCP/IP for Wireless Sensor Networks
While I am not aware of any previous work on TCP/IP for wireless sensor net-
works, the area of mobile ad-hoc networks (MANETs) is the area which is most
closely related to the area of TCP/IP for wireless sensor networks. MANETs
typically use the TCP/IP protocol suite for communication both within the
MANETs and with outside networks. There are, however, a number of dif-
ferences between sensor networks and MANETs that affect the applicability
of TCP/IP. First, MANET nodes typically has significantly more resources
in terms of memory and processing power than sensor network nodes. Fur-
thermore, MANET nodes are operated by human users, whereas sensor net-
works are intended to be autonomous. The user-centricity of MANETs makes
throughput the primary performance metric, while the per-node throughput in
sensor networks is inherently low because of the limited capabilities of the
nodes. Instead, energy consumption is the primary concern in sensor networks.
Finally, TCP throughput is reduced by mobility [46], but nodes in sensor net-
works are usually not as mobile as MANET nodes.
While the specific area of TCP/IP for wireless sensor networks has not been
previously explored, there are a number of adjacent areas that are relevant to
this licentiate thesis. The following sections presents the related work in those
areas.
4.4.1 Reliable Sensor Network Transport Protocols
Reliable data transmission in sensor networks have attained very little research
attention, mostly because many sensor network applications do not require re-
liable data transmission. Nevertheless, a few protocols for reliable data trans-
port have been developed. Those protocols target both the problem of reliable
transmission of sensor data from sensors to a “sink” node, and the problem of
reliable transmission of data from a central sink node to a sensor. Potential uses
of reliable data transmission is transport of important sensor data from one or
more sensors to a sink node, transmission of sensor node configuration from
a central server to one or more sensors, program downloads to sensor nodes,
and other administrative tasks. Most protocols for reliable transport in sensor
networks are designed specifically for sensor networks and therefore cannot be
readily used for e.g. downloading data from an external IP network, without
protocol converters or proxy servers.
Reliable Multi-Segment Transport (RMST) [80] provides a reliable trans-
port protocol for bounded messages on top of the Distributed Diffusion routing
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paradigm [49]. RMST uses either hop-by-hop reliability through negative ac-
knowledgments and local retransmissions, or end-to-end reliability by using
positive acknowledgments and end-to-end retransmissions. The authors pro-
vide simulation results and conclude that reliable transport for sensor networks
is best implemented on the MAC layer. The results provided rely on the fact
that the Directed Diffusion routing substrate is able to find relatively good paths
through the network, however.
Pump Slowly Fetch Quickly (PSFQ) [83] is a reliable transport protocol
that focuses on one-to-many communication situations and uses hop-by-hop
reliability. In PSFQ, data is slowly pumped towards the receivers, one frag-
ment at a time. If a nodes along the path towards the receiver notices that a
data fragment has been lost, it issues a fetch request to the closest node on the
backward path. The number of fetch requests for a single fragment is bounded
and fetch requests are issued only within the time frame between two data frag-
ments are pumped.
Event-to-Sink Reliable Transport (ESRT) [73] is a transport protocol that
provides a semi-reliable transport in only one direction. Data that is sent from
sensors to a sink is given a certain amount of reliability. The sink node, which
is assumed to have more computational resources than the sensors, computes a
suitable reporting frequency for the nodes.
4.4.2 Header Compression
Header compression is a technique that reduces packet header overhead by
refraining from transmitting header fields that do not change between consec-
utive packets. The header compressor and the decompressor shares the state of
streams that pass over them. This shared state is called the header compres-
sion context. The compression works by not transmitting full headers, but only
the delta values for such header fields that change in a predictable way. Early
variants of header compression for TCP were developed for low speed serial
links [50] and are able to compress most headers down to only 10% of their
original size.
Early header compression schemes did not work well over lossy links since
they could not recover from the loss of a header update. A missed header
update will cause subsequent header updates to be incorrect because of the
context mismatch between the compressor and the decompressor. The early
methods did not try to detect incorrectly decompressed headers. Rather, these
methods trusted recipients to drop packets with erroneous headers and relied
on retransmissions from the sender to repair the context mismatch.
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Degermark et al. [26, 57] have presented a method for compressing head-
ers for both TCP/IP and for a set of real-time data protocols. The method is
robust in the sense that it is able to recover from a context mismatch by using
feedback from the header decompressor. The feedback information is piggy-
backed on control packets such as acknowledgments that travel on the reverse-
path. Furthermore, authors introduces the TWICE algorithm. The algorithm is
able to adapt to a single lost header delta value by applying the received delta
value twice. Incorrectly decompressed headers are identified by computing the
checksum of the decompressed packet. If the checksum is found to be incor-
rect by the decompressor, a full header is requested from the compressor, thus
synchronizing the header compression context.
Sridharan et al. [70] have presented Routing-Assisted Header Compres-
sion (RAHC), a header compression scheme that is particularly well-suited for
multi-hop networks. Unlike other header compression schemes, the RAHC
algorithm works end-to-end across a number of routing hops. The algorithm
utilizes information from the underlying routing protocol in order to detect
route changes and multiple paths.
4.4.3 TCP over Wireless Media
TCP [68] was designed for wired networks where congestion is the predom-
inant source of packet drops. TCP reduces its sending rate detecting packet
loss in order to avoid overloading the network. This behavior has shown to be
problematic when running TCP over wireless links that have potentially high
bit error rates. Packet loss due to bit errors will be interpreted by TCP as a sign
of congestion and TCP will reduce its sending rate. TCP connections running
over wireless links may therefore see very large reductions in throughput. A
number of mechanisms for solving these problems have been studied.
Wireless TCP enhancements can be divided into three types [6]: split-
connection, end-to-end, and link-layer. The split-connection approach, as ex-
emplified by Indirect TCP [5] and M-TCP [16], splits each TCP connections
into two parts: one over the wired network and one over the wireless link. Con-
nections are terminated at a base station to allow a specially tuned protocol to
be used between the base station and the wireless host.
TCP snoop [7] is a link-layer approach that is designed to work in a sce-
nario where the last hop is over a wireless medium. TCP snoop uses a program
called the snoop agent that is running on the base station before the last hop.
The snoop agent intercepts TCP segments and caches them. If it detects a
failed transmission, it will immediately retransmit the lost segment and pre-
4.4 TCP/IP for Wireless Sensor Networks 23
vent duplicate acknowledgements to be sent towards the original sender of the
segment.
A-TCP [56] is primarily designed for wireless ad-hoc networks and is an
example of the end-to-end approach. A-TCP inserts a conceptual layer inbe-
tween IP and TCP that deals with packet losses because of transmission errors
and unstable routes. Unlike the other approaches, A-TCP requires modifica-
tions to the end-host.
4.4.4 Addressing in Sensor Networks
Addressing in sensor networks is different from addressing in other computer
networks in that the sensors do not necessarily need to have individual ad-
dresses [42]. Instead, many sensor network applications benefit from seeing
the data sensed by the network the primary addressing object [35]. This al-
lows routing to be data-centric rather than the traditional address-centric. One
of the earliest data-centric routing protocols is Directed Diffusion [49] which
propagates an information interest through the network. When a sensor obtains
information for which an interest has been registered, it transmits the informa-
tion back towards the source of the information interest.
A different approach is taken by TinyDB [58] where the sensor network is
viewed as a distributed data base. The data base is queried with an SQL-like
language. Query strings are processed by a base station, and compressed and
optimized queries are disseminated through the sensor network. Results are
distributed back through the routing tree that was formed when the query was
propagated. This is an addressing scheme where the data is explicitly addressed
and where individual nodes are not possible to address directly.
Chapter 5. Conclusions and Future Work
Chapter 5
Conclusions and Future
Work
This licentiate thesis takes the first steps towards the use of the TCP/IP pro-
tocol suite in wireless sensor networks. It builds the framework in which the
use of TCP/IP can be further investigated, identifies the problems with TCP/IP
for sensor networks, and formulates initial solutions to the problems. The con-
tribution of this work is that it for the first time brings TCP/IP, the dominant
protocol stack, together with wireless sensor networks.
The results of the work presented in this thesis have had a significant impact
on the embedded TCP/IP networking community. The software developed as
part of the thesis has become widely known in the community. The software
is used in academic research projects, academic courses, as well as a large
number of embedded devices.
I will continue this work with experimental studies of the use of TCP/IP
in wireless sensor networks. Further investigation must be made before the
hypothesis that TCP/IP is a viable protocol suite for wireless sensor networks
can be validated or invalidated. We have already made simulation studies of
the Distributed TCP Caching mechanism [30] and are designing a MAC layer
that will support DTC. We intend to evaluate the energy efficiency of TCP/IP
for sensor networks by using the method described by Ritter et al. [72]. While
this method has been developed to experimentally evaluate a model of life-time
bounds [4], it also is useful for comparing the energy efficiency of communi-
cation protocols.
I will also continue to investigate software construction for memory con-
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strained systems, based on the findings in papers A and B. This work consists
of developing mechanisms and methods for implementing computer programs
for resource limited embedded systems and sensor nodes. I am currently work-
ing on a lightweight mechanism called protothreads that provides sequential
flow of control for event-driven systems.
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Abstract
We describe two small and portable TCP/IP implementations fulfilling the
subset of RFC1122 requirements needed for full host-to-host interoperability.
Our TCP/IP implementations do not sacrifice any of TCP’s mechanisms such
as urgent data or congestion control. They support IP fragment reassembly
and the number of multiple simultaneous connections is limited only by the
available RAM. Despite being small and simple, our implementations do not
require their peers to have complex, full-size stacks, but can communicate with
peers running a similarly light-weight stack. The code size is on the order of
10 kilobytes and RAM usage can be configured to be as low as a few hundred
bytes.
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6.1 Introduction
With the success of the Internet, the TCP/IP protocol suite has become a global
standard for communication. TCP/IP is the underlying protocol used for web
page transfers, e-mail transmissions, file transfers, and peer-to-peer network-
ing over the Internet. For embedded systems, being able to run native TCP/IP
makes it possible to connect the system directly to an intranet or even the global
Internet. Embedded devices with full TCP/IP support will be first-class net-
work citizens, thus being able to fully communicate with other hosts in the
network.
Traditional TCP/IP implementations have required far too much resources
both in terms of code size and memory usage to be useful in small 8 or 16-
bit systems. Code size of a few hundred kilobytes and RAM requirements of
several hundreds of kilobytes have made it impossible to fit the full TCP/IP
stack into systems with a few tens of kilobytes of RAM and room for less than
100 kilobytes of code.
TCP [21] is both the most complex and the most widely used of the trans-
port protocols in the TCP/IP stack. TCP provides reliable full-duplex byte
stream transmission on top of the best-effort IP [20] layer. Because IP may
reorder or drop packets between the sender and the receiver, TCP has to im-
plement sequence numbering and retransmissions in order to achieve reliable,
ordered data transfer.
We have implemented two small generic and portable TCP/IP implemen-
tations, lwIP (lightweight IP) and uIP (micro IP), with slightly different design
goals. The lwIP implementation is a full-scale but simplified TCP/IP imple-
mentation that includes implementations of IP, ICMP, UDP and TCP and is
modular enough to be easily extended with additional protocols. lwIP has sup-
port for multiple local network interfaces and has flexible configuration options
which makes it suitable for a wide variety of devices.
The uIP implementation is designed to have only the absolute minimal set
of features needed for a full TCP/IP stack. It can only handle a single network
interface and does not implement UDP, but focuses on the IP, ICMP and TCP
protocols.
Both implementations are fully written in the C programming language.
We have made the source code available for both lwIP [7] and uIP [8]. Our
implementations have been ported to numerous 8- and 16-bit platforms such
as the AVR, H8S/300, 8051, Z80, ARM, M16c, and the x86 CPUs. Devices
running our implementations have been used in numerous places throughout
the Internet.
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We have studied how the code size and RAM usage of a TCP/IP implemen-
tation affect the features of the TCP/IP implementation and the performance of
the communication. We have limited our work to studying the implementa-
tion of TCP and IP protocols and the interaction between the TCP/IP stack and
the application programs. Aspects such as address configuration, security, and
energy consumption are out of the scope of this work.
The main contribution of our work is that we have shown that is it possible
to implement a full TCP/IP stack that is small enough in terms of code size and
memory usage to be useful even in limited 8-bit systems.
Recently, other small implementations of the TCP/IP stack have made it
possible to run TCP/IP in small 8-bit systems. Those implementations are of-
ten heavily specialized for a particular application, usually an embedded web
server, and are not suited for handling generic TCP/IP protocols. Future em-
bedded networking applications such as peer-to-peer networking require that
the embedded devices are able to act as first-class network citizens and run a
TCP/IP implementation that is not tailored for any specific application.
Furthermore, existing TCP/IP implementations for small systems assume
that the embedded device always will communicate with a full-scale TCP/IP
implementation running on a workstation-class machine. Under this assump-
tion, it is possible to remove certain TCP/IP mechanisms that are very rarely
used in such situations. Many of those mechanisms are essential, however, if
the embedded device is to communicate with another equally limited device,
e.g., when running distributed peer-to-peer services and protocols.
This paper is organized as follows. After a short introduction to TCP/IP
in Section 6.2, related work is presented in Section 6.3. Section 6.4 discusses
RFC standards compliance. How memory and buffer management is done in
our implementations is presented in Section 6.5 and the application program
interface is discussed in Section 6.6. Details of the protocol implementations
is given in Section 6.7 and Section 6.8 comments on the performance and max-
imum throughput of our implementations, presents throughput measurements
from experiments and reports on the code size of our implementations. Section
6.9 gives ideas for future work. Finally, the paper is summarized and concluded
in Section 6.10.
6.2 TCP/IP overview
From a high level viewpoint, the TCP/IP stack can be seen as a black box that
takes incoming packets, and demultiplexes them between the currently active
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Figure 6.1: TCP/IP input processing.
connections. Before the data is delivered to the application, TCP sorts the
packets so that they appear in the order they were sent. The TCP/IP stack will
also send acknowledgments for the received packets.
Figure 6.1 shows how packets come from the network device, pass through
the TCP/IP stack, and are delivered to the actual applications. In this example
there are five active connections, three that are handled by a web server ap-
plication, one that is handled by the e-mail sender application, and one that is
handled by a data logger application.
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Figure 6.2: TCP/IP output processing.
A high level view of the output processing can be seen in Figure 6.2. The
TCP/IP stack collects the data sent by the applications before it is actually
sent onto the network. TCP has mechanisms for limiting the amount of data
that is sent over the network, and each connection has a queue on which the
data is held while waiting to be transmitted. The data is not removed from
the queue until the receiver has acknowledged the reception of the data. If no
acknowledgment is received within a specific time, the data is retransmitted.
Data arrives asynchronously from both the network and the application,
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and the TCP/IP stack maintains queues in which packets are kept waiting for
service. Because packets might be dropped or reordered by the network, in-
coming packets may arrive out of order. Such packets have to be queued by the
TCP/IP stack until a packet that fills the gap arrives. Furthermore, because TCP
limits the rate at which data that can be transmitted over each TCP connection,
application data might not be immediately sent out onto the network.
The full TCP/IP suite consists of numerous protocols, ranging from low
level protocols such as ARP which translates IP addresses to MAC addresses,
to application level protocols such as SMTP that is used to transfer e-mail.
We have concentrated our work on the TCP and IP protocols and will refer
to upper layer protocols as “the application”. Lower layer protocols are often
implemented in hardware or firmware and will be referred to as “the network
device” that are controlled by the network device driver.
TCP provides a reliable byte stream to the upper layer protocols. It breaks
the byte stream into appropriately sized segments and each segment is sent in
its own IP packet. The IP packets are sent out on the network by the network
device driver. If the destination is not on the physically connected network,
the IP packet is forwarded onto another network by a router that is situated
between the two networks. If the maximum packet size of the other network
is smaller than the size of the IP packet, the packet is fragmented into smaller
packets by the router. If possible, the size of the TCP segments are chosen so
that fragmentation is minimized. The final recipient of the packet will have
to reassemble any fragmented IP packets before they can be passed to higher
layers.
6.3 Related work
There are numerous small TCP/IP implementations for embedded systems.
The target architectures range from small 8-bit microcontrollers to 32-bit RISC
architectures. Code size varies from a few kilobytes to hundreds of kilobytes.
RAM requirements can be as low as 10 bytes up to several megabytes.
Existing TCP/IP implementations can roughly be divided into two cate-
gories; those that are adaptations of the Berkeley BSD TCP/IP implementa-
tion [18], and those that are written independently from the BSD code. The
BSD implementation was originally written for workstation-class machines
and was not designed for the limitations of small embedded systems. Be-
cause of that, implementations that are derived from the BSD code base are
usually suited for larger architectures than our target. An example of a BSD-
6.3 Related work 45
derived implementation is the InterNiche NicheStack [11], which needs around
50 kilobytes of code space on a 32-bit ARM system.
Many of the independent TCP/IP implementations for embedded proces-
sors use a simplified model of the TCP/IP stack which makes several assump-
tions about the communication environment. The most common assumption is
that the embedded system always will communicate with a system such as a PC
that runs a full scale, standards compliant TCP/IP implementation. By relying
on the standards compliance of the remote host, even an extremely simplified,
uncompliant, TCP/IP implementation will be able to communicate. The com-
munication may very well fail, however, once the system is to communicate
with another simplified TCP/IP implementation such as another embedded sys-
tem of the same kind. We will briefly cover a number of such simplifications
that are used by existing implementations.
One usual simplification is to tailor the TCP/IP stack for a specific applica-
tion such as a web server. By doing this, only the parts of the TCP/IP protocols
that are required by the application need to be implemented. For instance, a
web server application does not need support for urgent data and does not need
to actively open TCP connections to other hosts. By removing those mecha-
nisms from the implementation, the complexity is reduced.
The smallest TCP/IP implementations in terms of RAM and code space re-
quirements are heavily specialized for serving web pages and use an approach
where the web server does not hold any connection state at all. For example, the
iPic match-head sized server [26] and Jeremy Bentham’s PICmicro stack [1]
require only a few tens of bytes of RAM to serve simple web pages. In such
an implementation, retransmissions cannot be made by the TCP module in the
embedded system because nothing is known about the active connections. In
order to achieve reliable transfers, the system has to rely on the remote host
to perform retransmissions. It is possible to run a very simple web server with
such an implementation, but there are serious limitations such as not being able
to serve web pages that are larger than the size of a single TCP segment, which
typically is about one kilobyte.
Other TCP/IP implementations such as the Atmel TCP/IP stack [5] save
code space by leaving out certain vital TCP mechanisms. In particular, they
often leave out TCP’s congestion control mechanisms, which are used to re-
duce the sending rate when the network is overloaded. While an implementa-
tion with no congestion control might work well when connected to a single
Ethernet segment, problems can arise when communication spans several net-
works. In such cases, the intermediate nodes such as switches and routers may
be overloaded. Because congestion primarily is caused by the amount of pack-
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ets in the network, and not the size of these packets, even small 8-bit systems
are able to produce enough traffic to cause congestion. A TCP/IP implementa-
tion lacking congestion control mechanisms should not be used over the global
Internet as it might contribute to congestion collapse [9].
Texas Instrument’s MSP430 TCP/IP stack [6] and the TinyTCP code [4]
use another common simplification in that they can handle only one TCP con-
nection at a time. While this is a sensible simplification for many applications,
it seriously limits the usefulness of the TCP/IP implementation. For example,
it is not possible to communicate with two simultaneous peers with such an
implementation. The CMX Micronet stack [27] uses a similar simplification in
that it sets a hard limit of 16 on the maximum number of connections.
Yet another simplification that is used by LiveDevices Embedinet imple-
mentation [12] and others is to disregard the maximum segment size that a
receiver is prepared to handle. Instead, the implementation will send segments
that fit into an Ethernet frame of 1500 bytes. This works in a lot of cases
due to the fact that many hosts are able to receive packets that are 1500 bytes
or larger. Communication will fail, however, if the receiver is a system with
limited memory resources that is not able to handle packets of that size.
Finally, the most common simplification is to leave out support for re-
assembling fragmented IP packets. Even though fragmented IP packets are
quite infrequent [25], there are situations in which they may occur. If packets
travel over a path which fragments the packets, communication is impossible
if the TCP/IP implementation is unable to correctly reassemble them. TCP/IP
implementations that are able to correctly reassemble fragmented IP packets,
such as the Kadak KwikNET stack [22], are usually too large in terms of code
size and RAM requirements to be practical for 8-bit systems.
6.4 RFC-compliance
The formal requirements for the protocols in the TCP/IP stack is specified in a
number of RFC documents published by the Internet Engineering Task Force,
IETF. Each of the protocols in the stack is defined in one more RFC documents
and RFC1122 [2] collects all requirements and updates the previous RFCs.
The RFC1122 requirements can be divided into two categories; those that
deal with the host to host communication and those that deal with communica-
tion between the application and the networking stack. An example of the first
kind is A TCP MUST be able to receive a TCP option in any segment and an
example of the second kind is There MUST be a mechanism for reporting soft
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Table 6.1: TCP/IP features implemented by uIP and lwIP
Feature uIP lwIP
IP and TCP checksums x x
IP fragment reassembly x x
IP options
Multiple interfaces x
UDP x
Multiple TCP connections x x
TCP options x x
Variable TCP MSS x x
RTT estimation x x
TCP flow control x x
Sliding TCP window x
TCP congestion control Not needed x
Out-of-sequence TCP data x
TCP urgent data x x
Data buffered for rexmit x
TCP error conditions to the application. A TCP/IP implementation that vio-
lates requirements of the first kind may not be able to communicate with other
TCP/IP implementations and may even lead to network failures. Violation of
the second kind of requirements will only affect the communication within the
system and will not affect host-to-host communication.
In our implementations, we have implemented all RFC requirements that
affect host-to-host communication. However, in order to reduce code size,
we have removed certain mechanisms in the interface between the application
and the stack, such as the soft error reporting mechanism and dynamically
configurable type-of-service bits for TCP connections. Since there are only
very few applications that make use of those features, we believe that they can
be removed without loss of generality. Table 6.1 lists the features that uIP and
lwIP implements.
6.5 Memory and buffer management
In our target architecture, RAM is the most scarce resource. With only a few
kilobytes of RAM available for the TCP/IP stack to use, mechanisms used in
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traditional TCP/IP cannot be directly applied.
Because of the different design goals for the lwIP and the uIP implemen-
tations, we have chosen two different memory management solutions. The
lwIP implementation has dynamic buffer and memory allocation mechanisms
where memory for holding connection state and packets is dynamically allo-
cated from a global pool of available memory blocks. Packets are contained in
one or more dynamically allocated buffers of fixed size. The size of the packet
buffers is determined by a configuration option at compile time. Buffers are
allocated by the network device driver when an incoming packet arrives. If the
packet is larger than one buffer, more buffers are allocated and the packet is
split into the buffers. If the incoming packet is queued by higher layers of the
stack or the application, a reference counter in the buffer is incremented. The
buffer will not be deallocated until the reference count is zero.
The uIP stack does not use explicit dynamic memory allocation. Instead, it
uses a single global buffer for holding packets and has a fixed table for hold-
ing connection state. The global packet buffer is large enough to contain one
packet of maximum size. When a packet arrives from the network, the device
driver places it in the global buffer and calls the TCP/IP stack. If the packet
contains data, the TCP/IP stack will notify the corresponding application. Be-
cause the data in the buffer will be overwritten by the next incoming packet, the
application will either have to act immediately on the data or copy the data into
a secondary buffer for later processing. The packet buffer will not be overwrit-
ten by new packets before the application has processed the data. Packets that
arrive when the application is processing the data must be queued, either by the
network device or by the device driver. Most single-chip Ethernet controllers
have on-chip buffers that are large enough to contain at least 4 maximum sized
Ethernet frames. Devices that are handled by the processor, such as RS-232
ports, can copy incoming bytes to a separate buffer during application process-
ing. If the buffers are full, the incoming packet is dropped. This will cause
performance degradation, but only when multiple connections are running in
parallel. This is because uIP advertises a very small receiver window, which
means that only a single TCP segment will be in the network per connection.
Outgoing data is also handled differently because of the different buffer
schemes. In lwIP, an application that wishes to send data passes the length
and a pointer to the data to the TCP/IP stack as well as a flag which indi-
cates whether the data is volatile or not. The TCP/IP stack allocates buffers
of suitable size and, depending on the volatile flag, either copies the data into
the buffers or references the data through pointers. The allocated buffers con-
tain space for the TCP/IP stack to prepend the TCP/IP and link layer headers.
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After the headers are written, the stack passes the buffers to the network de-
vice driver. The buffers are not deallocated when the device driver is finished
sending the data, but held on a retransmission queue. If the data is lost in the
network and have to be retransmitted, the buffers on retransmission queue will
be retransmitted. The buffers are not deallocated until the data is known to be
received by the peer. If the connection is aborted because of an explicit request
from the local application or a reset segment from the peer, the connection’s
buffers are deallocated.
In uIP, the same global packet buffer that is used for incoming packets is
also used for the TCP/IP headers of outgoing data. If the application sends
dynamic data, it may use the parts of the global packet buffer that are not used
for headers as a temporary storage buffer. To send the data, the application
passes a pointer to the data as well as the length of the data to the stack. The
TCP/IP headers are written into the global buffer and once the headers have
been produced, the device driver sends the headers and the application data
out on the network. The data is not queued for retransmissions. Instead, the
application will have to reproduce the data if a retransmission is necessary.
The total amount of memory usage for our implementations depends heav-
ily on the applications of the particular device in which the implementations
are to be run. The memory configuration determines both the amount of traffic
the system should be able to handle and the maximum amount of simultaneous
connections. A device that will be sending large e-mails while at the same time
running a web server with highly dynamic web pages and multiple simultane-
ous clients, will require more RAM than a simple Telnet server. It is possible
to run the uIP implementation with as little as 200 bytes of RAM, but such
a configuration will provide extremely low throughput and will only allow a
small number of simultaneous connections.
6.6 Application program interface
The Application Program Interface (API) defines the way the application pro-
gram interacts with the TCP/IP stack. The most commonly used API for
TCP/IP is the BSD socket API which is used in most Unix systems and has
heavily influenced the Microsoft Windows WinSock API. Because the socket
API uses stop-and-wait semantics, it requires support from an underlying mul-
titasking operating system. Since the overhead of task management, context
switching and allocation of stack space for the tasks might be too high in our
target architecture, the BSD socket interface is not suitable for our purposes.
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Instead, we have chosen an event driven interface where the application is
invoked in response to certain events. Examples of such events are data arriving
on a connection, an incoming connection request, or a poll request from the
stack. The event based interface fits well in the event based structure used by
operating systems such as TinyOS [10]. Furthermore, because the application
is able to act on incoming data and connection requests as soon as the TCP/IP
stack receives the packet, low response times can be achieved even in low-end
systems.
6.7 Protocol implementations
The protocols in the TCP/IP protocol suite are designed in a layered fashion
where each protocol performs a specific function and the interactions between
the protocol layers are strictly defined. While the layered approach is a good
way to design protocols, it is not always the best way to implement them. For
the lwIP implementation, we have chosen a fully modular approach where each
protocol implementation is kept fairly separate from the others. In the smaller
uIP implementation, the protocol implementations are tightly coupled in order
to save code space.
6.7.1 Main control loop
The lwIP and uIP stacks can be run either as a task in a multitasking system, or
as the main program in a singletasking system. In both cases, the main control
loop (Figure 6.3) does two things repeatedly:
1. Check if a packet has arrived from the network.
2. Check if a periodic timeout has occurred.
If a packet has arrived, the input handler of the TCP/IP stack is invoked. The
input handler function will never block, but will return at once. When it returns,
the stack or the application for which the incoming packet was intended may
have produced one or more reply packets which should be sent out. If so, the
network device driver is called to send out these packets.
Periodic timeouts are used to drive TCP mechanisms that depend on timers,
such as delayed acknowledgments, retransmissions and round-trip time estima-
tions. When the main control loop infers that the periodic timer should fire, it
invokes the timer handler of the TCP/IP stack. Because the TCP/IP stack may
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Figure 6.3: The main control loop.
perform retransmissions when dealing with a timer event, the network device
driver is called to send out the packets that may have been produced.
This is similar to how the BSD implementations drive the TCP/IP stack,
but BSD uses software interrupts and a task scheduler to initiate input handlers
and timers. In our limited system, we do not depend on such mechanisms being
available.
6.7.2 IP — Internet Protocol
When incoming packets are processed by lwIP and uIP, the IP layer is the first
protocol that examines the packet. The IP layer does a few simple checks such
as if the destination IP address of the incoming packet matches any of the local
IP address and verifies the IP header checksum. Since there are no IP options
that are strictly required and because they are very uncommon, both lwIP and
uIP drop any IP options in received packets.
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IP fragment reassembly
In both lwIP and uIP, IP fragment reassembly is implemented using a sepa-
rate buffer that holds the packet to be reassembled. An incoming fragment is
copied into the right place in the buffer and a bit map is used to keep track
of which fragments have been received. Because the first byte of an IP frag-
ment is aligned on an 8-byte boundary, the bit map requires a small amount of
memory. When all fragments have been reassembled, the resulting IP packet
is passed to the transport layer. If all fragments have not been received within
a specified time frame, the packet is dropped.
The current implementation only has a single buffer for holding packets
to be reassembled, and therefore does not support simultaneous reassembly of
more than one packet. Since fragmented packets are uncommon, we belive this
to be a reasonable decision. Extending our implementation to support multiple
buffers would be straightforward, however.
Broadcasts and multicasts
IP has the ability to broadcast and multicast packets on the local network. Such
packets are addressed to special broadcast and multicast addresses. Broadcast
is used heavily in many UDP based protocols such as the Microsoft Windows
file-sharing SMB protocol. Multicast is primarily used in protocols used for
multimedia distribution such as RTP. TCP is a point-to-point protocol and does
not use broadcast or multicast packets.
Because lwIP supports applications using UDP, it has support for both
sending and receiving broadcast and multicast packets. In contrast, uIP does
not have UDP support and therefore handling of such packets has not been
implemented.
6.7.3 ICMP — Internet Control Message Protocol
The ICMP protocol is used for reporting soft error conditions and for querying
host parameters. Its main use is, however, the echo mechanism which is used
by the ping program.
The ICMP implementations in lwIP and uIP are very simple as we have
restricted them to only implement ICMP echo messages. Replies to echo mes-
sages are constructed by simply swapping the source and destination IP ad-
dresses of incoming echo requests and rewriting the ICMP header with the
Echo-Reply message type. The ICMP checksum is adjusted using standard
techniques [23].
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Since only the ICMP echo message is implemented, there is no support for
Path MTU discovery or ICMP redirect messages. Neither of these is strictly
required for interoperability; they are performance enhancement mechanisms.
6.7.4 TCP — Transmission Control Protocol
The TCP implementations in lwIP and uIP are driven by incoming packets and
timer events. IP calls TCP when a TCP packet arrives and the main control
loop calls TCP periodically.
Incoming packets are parsed by TCP and if the packet contains data that is
to be delivered to the application, the application is invoked by the means of
a function call. If the incoming packet acknowledges previously sent data, the
connection state is updated and the application is informed, allowing it to send
out new data.
Listening connections
TCP allows a connection to listen for incoming connection requests. In our
implementations, a listening connection is identified by the 16-bit port number
and incoming connection requests are checked against the list of listening con-
nections. This list of listening connections is dynamic and can be altered by
the applications in the system.
Sending data
When sending data, an application will have to check the number of available
bytes in the send window and adjust the number of bytes to send accordingly.
The size of the send window is dictated by the memory configuration as well
as the buffer space announced by the receiver of the data. If no buffer space is
available, the application has to defer the send and wait until later.
Buffer space becomes available when an acknowledgment from the re-
ceiver of the data has been received. The stack informs the application of this
event, and the application may then repeat the sending procedure.
Sliding window
Most TCP implementations use a sliding window mechanism for sending data.
Multiple data segments are sent in succession without waiting for an acknowl-
edgment for each segment.
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The sliding window algorithm uses a lot of 32-bit operations and because
32-bit arithmetic is fairly expensive on most 8-bit CPUs, uIP does not im-
plement it. Also, uIP does not buffer sent packets and a sliding window im-
plementation that does not buffer sent packets will have to be supported by a
complex application layer. Instead, uIP allows only a single TCP segment per
connection to be unacknowledged at any given time. lwIP, on the other hand,
implements TCP’s sliding window mechanism using output buffer queues and
therefore does not add additional complexity to the application layer.
It is important to note that even though most TCP implementations use
the sliding window algorithm, it is not required by the TCP specifications.
Removing the sliding window mechanism does not affect interoperability in
any way.
Round-trip time estimation
TCP continuously estimates the current Round-Trip Time (RTT) of every active
connection in order to find a suitable value for the retransmission time-out.
We have implemented the RTT estimation using TCP’s periodic timer.
Each time the periodic timer fires, it increments a counter for each connec-
tion that has unacknowledged data in the network. When an acknowledgment
is received, the current value of the counter is used as a sample of the RTT. The
sample is used together with the standard TCP RTT estimation function [13] to
calculate an estimate of the RTT. Karn’s algorithm [14] is used to ensure that
retransmissions do not skew the estimates.
Retransmissions
Retransmissions are driven by the periodic TCP timer. Every time the periodic
timer is invoked, the retransmission timer for each connection is decremented.
If the timer reaches zero, a retransmission should be made.
The actual retransmission operation is handled differently in uIP and in
lwIP. lwIP maintains two output queues: one holds segments that have not
yet been sent, the other holds segments that have been sent but not yet been
acknowledged by the peer. When a retransmission is required, the first segment
on the queue of segments that has not been acknowledged is sent. All other
segments in the queue are moved to the queue with unsent segments.
As uIP does not keep track of packet contents after they have been sent
by the device driver, uIP requires that the application takes an active part in
performing the retransmission. When uIP decides that a segment should be re-
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transmitted, it calls the application with a flag set indicating that a retransmis-
sion is required. The application checks the retransmission flag and produces
the same data that was previously sent. From the application’s standpoint, per-
forming a retransmission is not different from how the data originally was sent.
Therefore the application can be written in such a way that the same code is
used both for sending data and retransmitting data. Also, it is important to note
that even though the actual retransmission operation is carried out by the ap-
plication, it is the responsibility of the stack to know when the retransmission
should be made. Thus the complexity of the application does not necessarily
increase because it takes an active part in doing retransmissions.
Flow control
The purpose of TCP’s flow control mechanisms is to allow communication
between hosts with wildly varying memory dimensions. In each TCP segment,
the sender of the segment indicates its available buffer space. A TCP sender
must not send more data than the buffer space indicated by the receiver.
In our implementations, the application cannot send more data than the
receiving host can buffer. Before sending data, the application checks how
many bytes it is allowed to send and does not send more data than the other
host can accept. If the remote host cannot accept any data at all, the stack
initiates the zero window probing mechanism.
The application is responsible for controlling the size of the window size
indicated in sent segments. If the application must wait or buffer data, it can
explicitly close the window so that the sender will not send data until the ap-
plication is able to handle it.
Congestion control
The congestion control mechanisms limit the number of simultaneous TCP
segments in the network. The algorithms used for congestion control [13] are
designed to be simple to implement and require only a few lines of code.
Since uIP only handles one in-flight TCP segment per connection, the
amount of simultaneous segments cannot be further limited, thus the conges-
tion control mechanisms are not needed. lwIP has the ability to have multiple
in-flight segments and therefore implements all of TCP’s congestion control
mechanisms.
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Urgent data
TCP’s urgent data mechanism provides an application-to-application notifica-
tion mechanism, which can be used by an application to mark parts of the data
stream as being more urgent than the normal stream. It is up to the receiving
application to interpret the meaning of the urgent data.
In many TCP implementations, including the BSD implementation, the ur-
gent data feature increases the complexity of the implementation because it
requires an asynchronous notification mechanism in an otherwise synchronous
API. As our implementations already use an asynchronous event based API,
the implementation of the urgent data feature does not lead to increased com-
plexity.
Connection state
Each TCP connection requires a certain amount of state information in the
embedded device. Because the state information uses RAM, we have aimed
towards minimizing the amount of state needed for each connection in our
implementations.
The uIP implementation, which does not use the sliding window mech-
anism, requires far less state information than the lwIP implementation. The
sliding window implementation requires that the connection state includes sev-
eral 32-bit sequence numbers, not only for keeping track of the current se-
quence numbers of the connection, but also for remembering the sequence
numbers of the last window updates. Furthermore, because lwIP is able to
handle multiple local IP addresses, the connection state must include the lo-
cal IP address. Finally, as lwIP maintains queues for outgoing segments, the
memory for the queues is included in the connection state. This makes the
state information needed for lwIP nearly 60 bytes larger than that of uIP which
requires 30 bytes per connection.
6.8 Results
6.8.1 Performance limits
In TCP/IP implementations for high-end systems, processing time is domi-
nated by the checksum calculation loop, the operation of copying packet data
and context switching [15]. Operating systems for high-end systems often have
multiple protection domains for protecting kernel data from user processes and
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user processes from each other. Because the TCP/IP stack is run in the ker-
nel, data has to be copied between the kernel space and the address space of
the user processes and a context switch has to be performed once the data has
been copied. Performance can be enhanced by combining the copy operation
with the checksum calculation [19]. Because high-end systems usually have
numerous active connections, packet demultiplexing is also an expensive oper-
ation [17].
A small embedded device does not have the necessary processing power to
have multiple protection domains and the power to run a multitasking operating
system. Therefore there is no need to copy data between the TCP/IP stack and
the application program. With an event based API there is no context switch
between the TCP/IP stack and the applications.
In such limited systems, the TCP/IP processing overhead is dominated by
the copying of packet data from the network device to host memory, and check-
sum calculation. Apart from the checksum calculation and copying, the TCP
processing done for an incoming packet involves only updating a few counters
and flags before handing the data over to the application. Thus an estimate
of the CPU overhead of our TCP/IP implementations can be obtained by cal-
culating the amount of CPU cycles needed for the checksum calculation and
copying of a maximum sized packet.
6.8.2 The impact of delayed acknowledgments
Most TCP receivers implement the delayed acknowledgment algorithm [3] for
reducing the number of pure acknowledgment packets sent. A TCP receiver
using this algorithm will only send acknowledgments for every other received
segment. If no segment is received within a specific time-frame, an acknowl-
edgment is sent. The time-frame can be as high as 500 ms but typically is 200
ms.
A TCP sender such as uIP that only handles a single outstanding TCP seg-
ment will interact poorly with the delayed acknowledgment algorithm. Be-
cause the receiver only receives a single segment at a time, it will wait as much
as 500 ms before an acknowledgment is sent. This means that the maximum
possible throughput is severely limited by the 500 ms idle time.
Thus the maximum throughput equation when sending data from uIP will
be p = s/(t+td) where s is the segment size and td is the delayed acknowledg-
ment timeout, which typically is between 200 and 500 ms. With a segment size
of 1000 bytes, a round-trip time of 40 ms and a delayed acknowledgment time-
out of 200 ms, the maximum throughput will be 4166 bytes per second. With
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the delayed acknowledgment algorithm disabled at the receiver, the maximum
throughput would be 25000 bytes per second.
It should be noted, however, that since small systems running uIP are not
very likely to have large amounts of data to send, the delayed acknowledgment
throughput degradation of uIP need not be very severe. Small amounts of data
sent by such a system will not span more than a single TCP segment, and would
therefore not be affected by the throughput degradation anyway.
The maximum throughput when uIP acts as a receiver is not affected by the
delayed acknowledgment throughput degradation.
6.8.3 Measurements
For our experiments we connected a 450 MHz Pentium III PC running FreeBSD
4.7 to an Ethernut board [16] through a dedicated 10 megabit/second Ether-
net network. The Ethernut board is a commercially available embedded sys-
tem equipped with a RealTek RTL8019AS Ethernet controller, an Atmel At-
mega128 AVR microcontroller running at 14.7456 MHz with 128 kilobytes
of flash ROM for code storage and 32 kilobytes of RAM. The FreeBSD host
was configured to run the Dummynet delay emulator software [24] in order
to facilitate controlled delays for the communication between the PC and the
embedded system.
In the embedded system, a simple web server was run on top of the uIP and
lwIP stacks. Using the fetch file retrieval utility, a file consisting of null bytes
was downloaded ten times from the embedded system. The reported through-
put was logged, and the mean throughput of the ten downloads was calculated.
By redirecting file output to /dev/null, the file was immediately discarded
by the FreeBSD host. The file size was 200 kilobytes for the uIP tests, and 200
megabytes for the lwIP tests. The size of the file made it impossible to keep it
all in the memory of the embedded system. Instead, the file was generated by
the web server as it was sent out on the network.
The total TCP/IP memory consumption in the embedded system was var-
ied by changing the send window size. For uIP, the send window was varied
between 50 bytes and the maximum possible value of 1450 bytes in steps of
50 bytes. The send window configuration translates into a total RAM usage of
between 400 bytes and 3 kilobytes. The lwIP send window was varied between
500 and 11000 bytes in steps of 500 bytes, leading to a total RAM consumption
of between 5 and 16 kilobytes.
Figure 6.4 shows the mean throughput of the ten file downloads from the
web server running on top of uIP, with an additional 10 ms delay created by
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Figure 6.4: uIP sending data with 10 ms emulated delay.
the Dummynet delay emulator. The two curves show the measured through-
put with the delayed acknowledgment algorithm disabled and enabled at the
receiving FreeBSD host, respectively. The performance degradation caused by
the delayed acknowledgments is evident.
Figure 6.5 shows the same setup, but without the 10 ms emulated delay.
The lower curve, showing the throughput with delayed acknowledgments en-
abled, is very similar to the lower one in Figure 6.4. The upper curve, however,
does not show the same linear relation as the previous figure, but shows an
increasing throughput where the increase declines with increasing send win-
dow size. One explanation for the declining increase of throughput is that the
round-trip time increases with the send window size because of the increased
per-packet processing time. Figure 6.6 shows the round-trip time as a func-
tion of packet size. These measurements were taken using the ping program
and therefore include the cost for the packet copying operation twice; once for
packet input and once for packet output.
The throughput of lwIP shows slightly different characteristics. Figure 6.7
shows three measured throughput curves, without emulated delay, and with
emulated delays of 10 ms and 20 ms. For all measurements, the delayed ac-
knowledgment algorithm is enabled at the FreeBSD receiver. We see that for
small send window sizes, lwIP also suffers from the delayed acknowledgment
throughput degradation. With a send window larger than two maximum TCP
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Figure 6.5: uIP sending data without emulated delay.
segment sizes (3000 bytes), lwIP is able to send out two TCP segments per
round-trip time and thereby avoids the delayed acknowledgments throughput
degradation. Without emulated delay, the throughput quickly reaches a maxi-
mum of about 415 kilobytes per second. This limit is likely to be the processing
limit of the lwIP code in the embedded system and therefore is the maximum
possible throughput for lwIP in this particular system.
The maximum throughput with emulated delays is lower than without delay
emulation, and the similarity of the two curves suggests that the throughput
degradation could be caused by interaction with the Dummynet software.
6.8.4 Code size
The code was compiled for the 32-bit Intel x86 and the 8-bit Atmel AVR plat-
forms using gcc [28] versions 2.95.3 and 3.3 respectively, with code size op-
timization turned on. The resulting size of the compiled code can be seen in
Tables 6.2 to 6.5. Even though both implementations support ARP and SLIP
and lwIP includes UDP, only the protocols discussed in this paper are pre-
sented. Because the protocol implementations in uIP are tightly coupled, the
individual sizes of the implementations are not reported.
There are several reasons for the dramatic difference in code size between
lwIP and uIP. In order to support the more complex and configurable TCP im-
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Table 6.2: Code size for uIP (x86)
Function Code size (bytes)
Checksumming 464
IP, ICMP and TCP 4724
Total 5188
plementation, lwIP has significantly more complex buffer and memory man-
agement than uIP. Since lwIP can handle packets that span several buffers, the
checksum calculation functions in lwIP are more complex than those in uIP.
The support for dynamically changing network interfaces in lwIP also con-
tributes to the size increase of the IP layer because the IP layer has to manage
multiple local IP addresses. The IP layer in lwIP is further made larger by
the fact that lwIP has support for UDP, which requires that the IP layer is able
handle broadcast and multicast packets. Likewise, the ICMP implementation
in lwIP has support for UDP error messages which have not been implemented
in uIP.
The TCP implementation is lwIP is nearly twice as large as the full IP,
ICMP and TCP implementation in uIP. The main reason for this is that lwIP
implements the sliding window mechanism which requires a large amount of
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Figure 6.7: lwIP sending data with and without emulated delays.
Table 6.3: Code size for uIP (AVR)
Function Code size (bytes)
Checksumming 712
IP, ICMP and TCP 4452
Total 5164
buffer and queue management functionality that is not required in uIP.
The different memory and buffer management schemes used by lwIP and
uIP have implications on code size, mainly in 8-bit systems. Because uIP uses
a global buffer for all incoming packets, the absolute memory addresses of the
protocol header fields are known at compile time. Using this information, the
compiler is able to generate code that uses absolute addressing, which on many
8-bit processors requires less code than indirect addressing.
Is it interesting to note that the size of the compiled lwIP code is larger on
the AVR than on the x86, while the uIP code is of about the same size on the
two platforms. The main reason for this is that lwIP uses 32-bit arithmetic to a
much larger degree than uIP and each 32-bit operation is compiled into a large
number of machine code instructions.
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Table 6.4: Code size for lwIP (x86)
Function Code size (bytes)
Memory management 2512
Checksumming 504
Network interfaces 364
IP 1624
ICMP 392
TCP 9192
Total 14588
Table 6.5: Code size for lwIP (AVR)
Function Code size (bytes)
Memory management 3142
Checksumming 1116
Network interfaces 458
IP 2216
ICMP 594
TCP 14230
Total 21756
6.9 Future work
Prioritized connections. It is advantageous to be able to prioritize certain con-
nections such as Telnet connections for manual configuration of the device.
Even in a system that is under heavy load from numerous clients, it should
be possible to remotely control and configure the device. In order to do pro-
vide this, different connection types could be given different priority. For effi-
ciency, such differentiation should be done as far down in the system as possi-
ble, preferably in the device driver.
Security aspects. When connecting systems to a network, or even to the
global Internet, the security of the system is very important. Identifying levels
of security and mechanisms for implementing security for embedded devices
is crucial for connecting systems to the global Internet.
Address auto-conguration. If hundreds or even thousands of small em-
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bedded devices should be deployed, auto-configuration of IP addresses is ad-
vantageous. Such mechanisms already exist in IPv6, the next version of the
Internet Protocol, and are currently being standardized for IPv4.
Improving throughput. The throughput degradation problem caused by the
poor interaction with the delayed acknowledgment algorithm should be fixed.
By increasing the maximum number of in-flight segments from one to two, the
problem will not appear. When increasing the amount of in-flight segments,
congestion control mechanisms will have to be employed. Those mechanisms
are trivial, however, when the upper limit is two simultaneous segments.
Performance enhancing proxy. It might be possible to increase the per-
formance of communication with the embedded devices through the use of a
proxy situated near the devices. Such a proxy would have more memory than
the devices and could assume responsibility for buffering data.
6.10 Summary and conclusions
We have shown that it is possible to fit a full scale TCP/IP implementation
well within the limits of an 8-bit microcontroller, but that the throughput of
such a small implementation will suffer. We have not removed any TCP/IP
mechanisms in our implementations, but have full support for reassembly of
IP fragments and urgent TCP data. Instead, we have minimized the interface
between the TCP/IP stack and the application.
The maximum achievable throughput for our implementations is deter-
mined by the send window size that the TCP/IP stack has been configured to
use. When sending data with uIP, the delayed ACK mechanism at the receiver
lowers the maximum achievable throughput considerably. In many situations
however, a limited system running uIP will not produce so much data that this
will cause problems. lwIP is not affected by the delayed ACK throughput
degradation when using a large enough send window.
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Abstract
Wireless sensor networks are composed of large numbers of tiny networked
devices that communicate untethered. For large scale networks it is impor-
tant to be able to dynamically download code into the network. In this pa-
per we present Contiki, a lightweight operating system with support for dy-
namic loading and replacement of individual programs and services. Contiki
is built around an event-driven kernel but provides optional preemptive multi-
threading that can be applied to individual processes. We show that dynamic
loading and unloading is feasible in a resource constrained environment, while
keeping the base system lightweight and compact.
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7.1 Introduction
Wireless sensor networks are composed of large numbers of tiny sensor devices
with wireless communication capabilities. The sensor devices autonomously
form networks through which sensor data is transported. The sensor devices
are often severely resource constrained. An on-board battery or solar panel
can only supply limited amounts of power. Moreover, the small physical size
and low per-device cost limit the complexity of the system. Typical sensor
devices [1, 2, 5] are equipped with 8-bit microcontrollers, code memory on
the order of 100 kilobytes, and less than 20 kilobytes of RAM. Moore’s law
predicts that these devices can be made significantly smaller and less expensive
in the future. While this means that sensor networks can be deployed to greater
extents, it does not necessarily imply that the resources will be less constrained.
For the designer of an operating system for sensor nodes, the challenge lies
in finding lightweight mechanisms and abstractions that provide a rich enough
execution environment while staying within the limitations of the constrained
devices. We have developed Contiki, an operating system developed for such
constrained environments. Contiki provides dynamic loading and unloading of
individual programs and services. The kernel is event-driven, but the system
supports preemptive multi-threading that can be applied on a per-process basis.
Preemptive multi-threading is implemented as a library that is linked only with
programs that explicitly require multi-threading.
Contiki is implemented in the C language and has been ported to a number
of microcontroller architectures, including the Texas Instruments MSP430 and
the Atmel AVR. We are currently running it on the ESB platform [5]. The ESB
uses the MSP430 microcontroller with 2 kilobytes of RAM and 60 kilobytes
of ROM running at 1 MHz. The microcontroller has the ability to selectively
reprogram parts of the on-chip flash memory.
The contributions of this paper are twofold. Our first contribution is that
we show the feasibility of loadable programs and services even in a constrained
sensor device. The possibility to dynamically load individual programs leads
to a very flexible architecture, which still is compact enough for resource con-
strained sensor nodes. Our second contribution is more general in that we show
that preemptive multi-threading does not have to be implemented at the lowest
level of the kernel but that it can be built as an application library on top of an
event-driven kernel. This allows for thread-based programs running on top of
an event-based kernel, without the overhead of reentrancy or multiple stacks in
all parts of the system.
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7.1.1 Downloading code at run-time
Wireless sensor networks are envisioned to be large scale, with hundreds or
even thousands of nodes per network. When developing software for such
a large sensor network, being able to dynamically download program code
into the network is of great importance. Furthermore, bugs may have to be
patched in an operational network [9]. In general, it is not feasible to physically
collect and reprogram all sensor devices and in-situ mechanisms are required.
A number of methods for distributing code in wireless sensor networks have
been developed [21, 8, 17]. For such methods it is important to reduce the
number of bytes sent over the network, as communication requires a large parts
of the available node energy.
Most operating systems for embedded systems require that a complete bi-
nary image of the entire system is built and downloaded into each device. The
binary includes the operating system, system libraries, and the actual applica-
tions running on top of the system. In contrast, Contiki has the ability to load
and unload individual applications or services at run-time. In most cases, an
individual application is much smaller than the entire system binary and there-
fore requires less energy when transmitted through a network. Additionally,
the transfer time of an application binary is less than that of an entire system
image.
7.1.2 Portability
As the number of different sensor device platforms increases (e.g. [1, 2, 5]),
it is desirable to have a common software infrastructure that is portable across
hardware platforms. The currently available sensor platforms carry completely
different sets of sensors and communication devices. Due to the application
specific nature of sensor networks, we do not expect that this will change in
the future. The single unifying characteristic of today’s platforms is the CPU
architecture which uses a memory model without segmentation or memory
protection mechanisms. Program code is stored in reprogrammable ROM and
data in RAM. We have designed Contiki so that the only abstraction provided
by the base system is CPU multiplexing and support for loadable programs
and services. As a consequence of the application specific nature of sensor
networks, we believe that other abstractions are better implemented as libraries
or services and provide mechanisms for dynamic service management.
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7.1.3 Event-driven systems
In severely memory constrained environments, a multi-threaded model of op-
eration often consumes large parts of the memory resources. Each thread must
have its own stack and because it in general is hard to know in advance how
much stack space a thread needs, the stack typically has to be over provisioned.
Furthermore, the memory for each stack must be allocated when the thread is
created. The memory contained in a stack can not be shared between many
concurrent threads, but can only be used by the thread to which is was allo-
cated. Moreover, a threaded concurrency model requires locking mechanisms
to prevent concurrent threads from modifying shared resources.
To provide concurrency without the need for per-thread stacks or locking
mechanisms, event-driven systems have been proposed [15]. In event-driven
systems, processes are implemented as event handlers that run to completion.
Because an event handler cannot block, all processes can use the same stack,
effectively sharing the scarce memory resources between all processes. Also,
locking mechanisms are generally not needed because two event handlers never
run concurrently with respect to each other.
While event-driven system designs have been found to work well for many
kinds of sensor network applications [18] they are not without problems. The
state driven programming model can be hard to manage for programmers [17].
Also, not all programs are easily expressed as state machines. One exam-
ple is the lengthy computation required for cryptographic operations. Typi-
cally, such operations take several seconds to complete on CPU constrained
platforms [22]. In a purely event-driven operating system a lengthy computa-
tion completely monopolizes the CPU, making the system unable to respond
to external events. If the operating system instead was based on preemptive
multi-threading this would not be a problem as a lengthy computation could be
preempted.
To combine the benefits of both event-driven systems and preemptible threads,
Contiki uses a hybrid model: the system is based on an event-driven kernel
where preemptive multi-threading is implemented as an application library that
is optionally linked with programs that explicitly require it.
The rest of this paper is structured as follows. Section 7.2 reviews related
work and Section 7.3 presents an overview of the Contiki system. We describe
the design of the Contiki kernel in Section 7.4. The Contiki service concept
is presented in Section 7.5. In the following section, we describe how Contiki
handles libraries and communication support is discussed in Section 7.7. We
present the implementation of preemptive multi-threading in Section 7.8 and
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our experiences with using the system is discussed in Section 7.9. Finally, the
paper is concluded in Section 7.10.
7.2 Related work
TinyOS [15] is probably the earliest operating system that directly targets the
specific applications and limitations of sensor devices. TinyOS is also built
around a lightweight event scheduler where all program execution is performed
in tasks that run to completion. TinyOS uses a special description language
for composing a system of smaller components [12] which are statically linked
with the kernel to a complete image of the system. After linking, modifying the
system is not possible [17]. In contrast, Contiki provides a dynamic structure
which allows programs and drivers to be replaced during run-time and without
relinking.
In order to provide run-time reprogramming for TinyOS, Levis and Culler
have developed Mate´ [17], a virtual machine for TinyOS devices. Code for
the virtual machine can be downloaded into the system at run-time. The vir-
tual machine is specifically designed for the needs of typical sensor network
applications. Similarly, the MagnetOS [7] system uses a virtual Java machine
to distribute applications across the sensor network. The advantages of using a
virtual machine instead of native machine code is that the virtual machine code
can be made smaller, thus reducing the energy consumption of transporting the
code over the network. One of the drawbacks is the increased energy spent
in interpreting the code—for long running programs the energy saved during
the transport of the binary code is instead spent in the overhead of executing
the code. Contiki programs use native code and can therefore be used for all
types of programs, including low level device drivers without loss of execution
efficiency.
SensorWare [8] provides an abstract scripting language for programming
sensors, but their target platforms are not as resource constrained as ours. Sim-
ilarly, the EmStar environment [13] is designed for less resource constrained
systems. Reijers and Langendoen [21] use a patch language to modify parts of
the binary image of a running system. This works well for networks where all
nodes run the exact same binary code but soon gets complicated if sensors run
slightly different programs or different versions of the same software.
The Mantis system [3] uses a traditional preemptive multi-threaded model
of operation. Mantis enables reprogramming of both the entire operating sys-
tem and parts of the program memory by downloading a program image onto
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EEPROM, from where it can be burned into flash ROM. Due to the multi-
threaded semantics, every Mantis program must have stack space allocated
from the system heap, and locking mechanisms must be used to achieve mu-
tual exclusion of shared variables. In contrast, Contiki uses an event based
scheduler without preemption, thus avoiding allocation of multiple stacks and
locking mechanisms. Preemptive multi-threading is provided by a library that
can be linked with programs that explicitly require it.
The preemptive multi-threading in Contiki is similar to fibers [4] and the
lightweight fibers approach by Welsh and Mainland [23]. Unlike the lightweight
fibers, Contiki does not limit the number of concurrent threads to two. Further-
more, unlike fibers, threads in Contiki support preemption.
As Exokernel [11] and Nemesis [16], Contiki tries to reduce the number
of abstractions that the kernel provides to a minimum [10]. Abstractions are
instead provided by libraries that have nearly full access to the underlying hard-
ware. While Exokernel strived for performance and Nemesis aimed at quality
of service, the purpose of the Contiki design is to reduce size and complexity,
as well as to preserve flexibility. Unlike Exokernel, Contiki do not support any
protection mechanisms since the hardware for which Contiki is designed do
not support memory protection.
7.3 System overview
A running Contiki system consists of the kernel, libraries, the program loader,
and a set of processes. A process may be either an application program or a
service. A service implements functionality used by more than one applica-
tion process. All processes, both application programs and services, can be
dynamically replaced at run-time. Communication between processes always
goes through the kernel. The kernel does not provide a hardware abstraction
layer, but lets device drivers and applications communicate directly with the
hardware.
A process is defined by an event handler function and an optional poll han-
dler function. The process state is held in the process’ private memory and the
kernel only keeps a pointer to the process state. On the ESB platform [5], the
process state consists of 23 bytes. All processes share the same address space
and do not run in different protection domains. Interprocess communication is
done by posting events.
A Contiki system is partitioned into two parts: the core and the loaded
programs as shown in Figure 7.1. The partitioning is made at compile time
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Figure 7.1: Partitioning into core and loaded programs.
and is specific to the deployment in which Contiki is used. Typically, the core
consists of the Contiki kernel, the program loader, the most commonly used
parts of the language run-time and support libraries, and a communication stack
with device drivers for the communication hardware. The core is compiled into
a single binary image that is stored in the devices prior to deployment. The core
is generally not modified after deployment, even though it should be noted that
it is possible to use a special boot loader to overwrite or patch the core.
Programs are loaded into the system by the program loader. The program
loader may obtain the program binaries either by using the communication
stack or by using directly attached storage such as EEPROM. Typically, pro-
grams to be loaded into the system are first stored in EEPROM before they are
programmed into the code memory.
7.4 Kernel architecture
The Contiki kernel consists of a lightweight event scheduler that dispatches
events to running processes and periodically calls processes’ polling handlers.
All program execution is triggered either by events dispatched by the kernel or
through the polling mechanism. The kernel does not preempt an event handler
once it has been scheduled. Therefore, event handlers must run to completion.
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As shown in Section 7.8, however, event handlers may use internal mechanisms
to achieve preemption.
The kernel supports two kind of events: asynchronous and synchronous
events. Asynchronous events are a form of deferred procedure call: asyn-
chronous events are enqueued by the kernel and are dispatched to the target
process some time later. Synchronous events are similar to asynchronous but
immediately causes the target process to be scheduled. Control returns to the
posting process only after the target has finished processing the event. This can
be seen as an inter-process procedure call and is similar to the door abstraction
used in the Spring operating system [14].
In addition to the events, the kernel provides a polling mechanism. Polling
can be seen as high priority events that are scheduled in-between each asyn-
chronous event. Polling is used by processes that operate near the hardware
to check for status updates of hardware devices. When a poll is scheduled all
processes that implement a poll handler are called, in order of their priority.
The Contiki kernel uses a single shared stack for all process execution.
The use of asynchronous events reduce stack space requirements as the stack
is rewound between each invocation of event handlers.
7.4.1 Two level scheduling hierarchy
All event scheduling in Contiki is done at a single level and events cannot pre-
empt each other. Events can only be preempted by interrupts. Normally, inter-
rupts are implemented using hardware interrupts but may also be implemented
using an underlying real-time executive. The latter technique has previously
been used to provide real-time guarantees for the Linux kernel [6].
In order to be able to support an underlying real-time executive, Contiki
never disables interrupts. Because of this, Contiki does not allow events to be
posted by interrupt handlers as that would lead to race-conditions in the event
handler. Instead, the kernel provides a polling flag that it used to request a poll
event. The flag provides interrupt handlers with a way to request immediate
polling.
7.4.2 Loadable programs
Loadable programs are implemented using a run-time relocation function and a
binary format that contains relocation information. When a program is loaded
into the system, the loader first tries to allocate sufficient memory space based
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on information provided by the binary. If memory allocation fails, program
loading is aborted.
After the program is loaded into memory, the loader calls the program’s
initialization function. The initialization function may start or replace one or
more processes.
7.4.3 Power save mode
In sensor networks, being able to power down the node when the network is
inactive is an often required way to reduce energy consumption. Power conser-
vation mechanisms depend on both the applications [18] and the network pro-
tocols [20]. The Contiki kernel contains no explicit power save abstractions,
but lets the the application specific parts of the system implement such mech-
anisms. To help the application decide when to power down the system, the
event scheduler exposes the size of the event queue. This information can be
used to power down the processor when there are no events scheduled. When
the processor wakes up in response to an interrupt, the poll handlers are run to
handle the external event.
7.5 Services
Service processVersion number
Function 1 ptr
Function 2 ptr
Function 3 ptr
Service
interface
stub
Function 2 implementation
Function 1 implementation
Service layer
Kernel
Function 3 implementation
Function 1();
Function 2();
Function 3();
Service interface
Application process
Figure 7.2: An application function calling a service.
In Contiki, a service is a process that implements functionality that can
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be used by other processes. A service can be seen as a form of a shared li-
brary. Services can be dynamically replaced at run-time and must therefore
be dynamically linked. Typical examples of services includes communication
protocol stacks, sensor device drivers, and higher level functionality such as
sensor data handling algorithms.
Services are managed by a service layer conceptually situated directly next
to the kernel. The service layer keeps track of running services and provides a
way to find installed services. A service is identified by a textual string that de-
scribes the service. The service layer uses ordinary string matching to querying
installed services.
A service consists of a service interface and a process that implements the
interface. The service interface consists of a version number and a function
table with pointers to the functions that implement the interface.
Application programs using the service use a stub library to communicate
with the service. The stub library is linked with the application and uses the
service layer to find the service process. Once a service has been located, the
service stub caches the process ID of the service process and uses this ID for
all future requests.
Programs call services through the service interface stub and need not be
aware of the fact that a particular function is implemented as a service. The first
time the service is called, the service interface stub performs a service lookup in
the service layer. If the specified service exists in the system, the lookup returns
a pointer to the service interface. The version number in the service interface
is checked with the version of the interface stub. In addition to the version
number, the service interface contains pointers to the implementation of all
service functions. The function implementations are contained in the service
process. If the version number of the service stub match the number in the
service interface, the interface stub calls the implementation of the requested
function.
7.5.1 Service replacement
Like all processes, services may be dynamically loaded and replaced in a run-
ning Contiki system. Because the process ID of the service process is used as
a service identifier, it is crucial that the process ID is retained if the service
process is replaced. For this reason, the kernel provides special mechanism for
replacing a process and retaining the process ID.
When a service is to be replaced, the kernel informs the running version of
the service by posting a special event to the service process. In response to this
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event, the service must remove itself from the system.
Many services have an internal state that may need to be transfered to the
new process. The kernel provides a way to pass a pointer to the new ser-
vice process, and the service can produce a state description that is passed to
the new process. The memory for holding the state must be allocated from a
shared source, since the process memory is deallocated when the old process
is removed.
The service state description is tagged with the version number of the ser-
vice, so that an incompatible version of the same service will not try to load
the service description.
7.6 Libraries
The Contiki kernel only provides the most basic CPU multiplexing and event
handling features. The rest of the system is implemented as system libraries
that are optionally linked with programs. Programs can be linked with libraries
in three different ways. First, programs can be statically linked with libraries
that are part of the core. Second, programs can be statically linked with li-
braries that are part of the loadable program. Third, programs can call services
implementing a specific library. Libraries that are implemented as services can
be dynamically replaced at run-time.
Typically, run-time libraries such as often-used parts of the language run-
time libraries are best placed in the Contiki core. Rarely used or application
specific libraries, however, are more appropriately linked with loadable pro-
grams. Libraries that are part of the core are always present in the system and
do not have to be included in loadable program binaries.
As an example, consider a program that uses the memcpy() and atoi()
functions to copy memory and to convert strings to integers, respectively. The
memcpy() function is a frequently used C library function, whereas atoi()
is used less often. Therefore, in this particular example, memcpy() has been
included in the system core but not atoi(). When the program is linked to
produce a binary, the memcpy() function will be linked against its static ad-
dress in the core. The object code for the part of the C library that implements
the atoi() function must, however, be included in the program binary.
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7.7 Communication support
Communication is a fundamental concept in sensor networks. In Contiki, com-
munication is implemented as a service in order to enable run-time replace-
ment. Implementing communication as a service also provides for multiple
communication stacks to be loaded simultaneously. In experimental research,
this can be used to evaluate and compare different communication protocols.
Furthermore, the communication stack may be split into different services as
shown in Figure 7.3. This enables run-time replacement of individual parts of
the communication stack.
Device driver 2
Routing protocol 2Routing protocol 1
stack
Communication
Application
Hardware
Device driver 1
Figure 7.3: Loosely coupled communication stack.
Communication services use the service mechanism to call each other and
synchronous events to communicate with application programs. Because syn-
chronous event handlers are required to be run to completion, it is possible to
use a single buffer for all communication processing. With this approach, no
data copying has to be performed. A device driver reads an incoming packet
into the communication buffer and then calls the upper layer communication
service using the service mechanisms. The communication stack processes the
headers of the packet and posts a synchronous event to the application program
for which the packet was destined. The application program acts on the packet
contents and optionally puts a reply in the buffer before it returns control to the
communication stack. The communication stack prepends its headers to the
outgoing packet and returns control to the device driver so that the packet can
be transmitted.
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7.8 Preemptive multi-threading
In Contiki, preemptive multi-threading is implemented as a library on top of
the event-based kernel. The library is optionally linked with applications that
explicitly require a multi-threaded model of operation. The library is divided
into two parts: a platform independent part that interfaces to the event kernel,
and a platform specific part implementing the stack switching and preemption
primitives. Usually, the preemption is implemented using a timer interrupt
that saves the processor registers onto the stack and switches back to the ker-
nel stack. In practice very little code needs to be rewritten when porting the
platform specific part of the library. For reference, the implementation for the
MSP430 consists of 25 lines of C code.
Unlike normal Contiki processes each thread requires a separate stack. The
library provides the necessary stack management functions. Threads execute
on their own stack until they either explicitly yield or are preempted.
mt yield();
Yield from the running thread.
mt post(id, event, dataptr);
Post an event from the run-
ning thread.
mt wait(event, dataptr);
Wait for an event to be posted to
the running thread.
mt exit();
Exit the running thread.
mt start(thread, functionptr, dataptr);
Start a thread with a speci-
fied function call.
mt exec(thread);
Execute the specified thread until
it yields or is preempted.
Figure 7.4: The multi-threading library API.
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The API of the multi-threading library is shown in Figure 7.4. It con-
sists of four functions that can be called from a running thread (mt yield(),
mt post(), mt wait(), and mt exit()) and two functions that are called
to setup and run a thread (mt start() and mt exec()). The mt exec()
function performs the actual scheduling of a thread and is called from an event
handler.
7.9 Discussion
We have used the Contiki operating system to implement a number of sen-
sor network applications such as multi-hop routing, motion detection with dis-
tributed sensor data logging and replication, and presence detection and notifi-
cation.
7.9.1 Over-the-air programming
We have implemented a simple protocol for over-the-air programming of en-
tire networks of sensors. The protocol transmits a single program binary to
selected concentrator nodes using point-to-point communication. The binary
is stored in EEPROM and when the entire program has been received, it is
broadcasted to neighboring nodes. Packet loss is signaled by neighbors using
negative acknowledgments. Repairs are made by the concentrator node. We
intend to implement better protocols, such as the Trickle algorithm [19], in the
future.
During the development of one network application, a 40-node dynamic
distributed alarm system, we used both over-the-air reprogramming and man-
ual wired reprogramming of the sensor nodes. At first, the program loading
mechanism was not fully functional and we could not use it during our devel-
opment. The object code size of our application was approximately 6 kilobytes.
Together with the Contiki core and the C library, the complete system image
was nearly 30 kilobytes. Reprogramming of an individual sensor node took just
over 30 seconds. With 40 nodes, reprogramming the entire network required
at least 30 minutes of work and was therefore not feasible to do often. In con-
trast, over-the-air reprogramming of a single component of the application was
done in about two minutes—a reduction in an order of magnitude—and could
be done with the sensor nodes placed in the actual test environment.
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7.9.2 Code size
An operating system for constrained devices must be compact in terms of both
code size and RAM usage in order to leave room for applications running on
top of the system. Table 7.1 shows the compiled code size and the RAM us-
age of the Contiki system compiled for two architectures: the Texas Instru-
ments MSP430 and the Atmel AVR. The numbers report the size of both core
components and an example application: a sensor data replicator service. The
replicator service consists of the service interface stub for the service as well as
the implementation of the service itself. The program loader is currently only
implemented on the MSP430 platform.
The code size of Contiki is larger than that of TinyOS [15], but smaller than
that of the Mantis system [3]. Contiki’s event kernel is significantly larger than
that of TinyOS because of the different services provided. While the TinyOS
event kernel only provides a FIFO event queue scheduler, the Contiki kernel
supports both FIFO events and poll handlers with priorities. Furthermore,
the flexibility in Contiki requires more run-time code than for a system like
TinyOS, where compile time optimization can be done to a larger extent.
Module Code size Code size RAM
(AVR) (MSP430) usage
10 +
Kernel 1044 810 + 4e + 2p
Service layer 128 110 0
Program loader - 658 8
Multi-threading 678 582 8 + s
Timer library 90 60 0
Replicator stub 182 98 4
Replicator 1752 1558 200
230 + 4e +
Total 3874 3876 + 2p + s
Table 7.1: Size of the compiled code, in bytes.
The RAM requirement depends on the maximum number of processes that
the system is configured to have (p), the maximum size of the asynchronous
event queue (e) and, in the case of multi-threaded operation, the size of the
thread stacks (s).
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7.9.3 Preemption
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Figure 7.5: A slight increase in response time during a preemptible computa-
tion.
The purpose of preemption is to facilitate long running computations while
being able to react on incoming events such as sensor input or incoming com-
munication packets. Figure 7.5 shows how Contiki responds to incoming pack-
ets during an 8 second computation running in a preemptible thread. The curve
is the measured round-trip time of 200 “ping” packets of 40 bytes each. The
computation starts after approximately 5 seconds and runs until 13 seconds
have passed. During the computation, the round-trip time increases slightly
but the system is still able to produce replies to the ping packets.
The packets are sent over a 57600 kbit/s serial line with a spacing of 200
ms from a 1.4 GHz PC to an ESB node running Contiki. The packets are trans-
mitted over a serial line rather than over the wireless link in order to avoid radio
effects such as bit errors and MAC collisions. The computation consists of an
arbitrarily chosen sequence of multiplications and additions that are repeated
for about 8 seconds. The cause for the increase in round-trip time during the
computation is the cost of preempting the computation and restoring the kernel
context before the incoming packet can be handled. The jitter and the spikes of
about 0.3 milliseconds seen in the curve can be contributed to activity in other
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poll handlers, mostly the radio packet driver.
7.9.4 Portability
We have ported Contiki to a number of architectures, including the Texas In-
struments MSP430 and the Atmel AVR. Others have ported the system to the
Hitachi SH3 and the Zilog Z80. The porting process consists of writing the
boot up code, device drivers, the architecture specific parts of the program
loader, and the stack switching code of the multi-threading library. The kernel
and the service layer does not require any changes.
Since the kernel and service layer does not require any changes, an opera-
tional port can be tested after the first I/O device driver has been written. The
Atmel AVR port was made by ourselves in a couple of hours, with help of pub-
licly available device drivers. The Zilog Z80 port was made by a third party, in
a single day.
7.10 Conclusions
We have presented the Contiki operating system, designed for memory con-
strained systems. In order to reduce the size of the system, Contiki is based
on an event-driven kernel. The state-machine driven programming of event-
driven systems can be hard to use and has problems with handling long running
computations. Contiki provides preemptive multi-threading as an application
library that runs on top of the event-driven kernel. The library is optionally
linked with applications that explicitly require a multi-threaded model of com-
putation.
A running Contiki system is divided into two parts: a core and loaded pro-
grams. The core consists of the kernel, a set of base services, and parts of the
language run-time and support libraries. The loaded programs can be loading
and unloading individually, at run-time. Shared functionality is implemented
as services, a form of shared libraries. Services can be updated or replaced
individually, which leads to a very flexible structure.
We have shown that dynamic loading and unloading of programs and ser-
vices is feasible in a resource constrained system, while keeping the base sys-
tem lightweight and compact. Even though our kernel is event-based, preemp-
tive multi-threading can be provided at the application layer on a per-process
basis.
7.10 Conclusions 87
Because of its dynamic nature, Contiki can be used to multiplex the hard-
ware of a sensor network across multiple applications or even multiple users.
This does, however, require ways to control access to the reprogramming facil-
ities. We plan to continue our work in the direction of operating system support
for secure code updates.
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Abstract
Wireless sensor networks are based on the collaborative efforts of many small
wireless sensor nodes, which collectively are able to form networks through
which sensor information can be gathered. Such networks usually cannot oper-
ate in complete isolation, but must be connected to an external network through
which monitoring and controlling entities can reach the sensornet. As TCP/IP,
the Internet protocol suite, has become the de-facto standard for large-scale net-
working, it is interesting to be able to connect sensornets to TCP/IP networks.
In this paper, we discuss three different ways to connect sensor networks with
TCP/IP networks: proxy architectures, DTN overlays, and TCP/IP for sensor
networks. We conclude that the methods are in some senses orthogonal and
that combinations are possible, but that TCP/IP for sensor networks currently
has a number of issues that require further research before TCP/IP can be a
viable protocol family for sensor networking.
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8.1 Introduction
Wireless sensor networks is an information gathering paradigm based on the
collective efforts of many small wireless sensor nodes. The sensor nodes,
which are intended to be physically small and inexpensive, are equipped with
one or more sensors, a short-range radio tranciever, a small micro-controller,
and a power supply in the form of a battery.
Sensor network deployments are envisioned to be done in large scales,
where each network consists of hundreds or even thousands of sensor nodes.
In such a deployment, human configuration of each sensor node is usually not
feasible and therefore self-configuration of the sensor nodes is important. En-
ergy efficiency is also critical, especially in situations where it is not possible
to replace sensor node batteries. Battery replacement maintenance is also im-
portant to minimize for deployments where battery replacement is possible.
Most sensor network applications aim at monitoring or detection of phe-
nomena. Examples include office building environment control, wild-life habi-
tat monitoring [17], and forest fire detection [24]. For such applications, the
sensor networks cannot operate in complete isolation; there must be a way for
a monitoring entity to gain access to the data produced by the sensor network.
By connecting the sensor network to an existing network infrastructure such as
the global Internet, a local-area network, or a private intranet, remote access
to the sensor network can be achieved. Given that the TCP/IP protocol suite
has become the de-facto networking standard, not only for the global Internet
but also for local-area networks, it is of particular interest to look at methods
for interconnecting sensor networks and TCP/IP networks. In this paper, we
discuss a number of ways to connect sensor networks to TCP/IP networks.
Sensor networks often are intended to run specialized communication pro-
tocols, thereby making it impossible to directly connect the sensor network
with a TCP/IP network. The most commonly suggested way to get the sensor
network to communicate with a TCP/IP network is to deploy a proxy between
the sensor network and the TCP/IP network. The proxy is able to communicate
both with the sensors in the sensor network and hosts on the TCP/IP network,
and is thereby able to either relay the information gathered by the sensors, or
to act as a front-end for the sensor network.
Delay Tolerant Networking (DTN) [9] is a recently proposed communica-
tion model for environments where the communication is characterized by long
or unpredictable delays and potentially high bit-error rates. Examples include
mobile networks for inaccessible environments, satellite communication, and
certain forms of sensor networks. DTN creates an overlay network on top of
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the Internet and uses late address binding in order to achieve independence of
the underlying bearer protocols and addressing schemes. TCP/IP and sensor
network interconnection could be done by using a DTN overlay on top of the
two networks.
Finally, by directly running the TCP/IP protocol suite in the sensor net-
work, it would be possible to connect the sensor network and the TCP/IP net-
work without requiring proxies or gateways. In a TCP/IP sensor network, sen-
sor data could be sent using the best-effort transport protocol UDP, and the
reliable byte-stream transport protocol TCP would be used for administrative
tasks such as sensor configuration and binary code downloads.
Due to the power and memory restrictions of the small 8-bit micro-controllers
in the sensor nodes, it is often assumed that TCP/IP is not possible to run in
sensor networks. In previous work [8], we have shown that this is not true;
even small micro-sensor nodes are able to run a full instance of the TCP/IP
protocol stack. We have also successfully implemented our small uIP TCP/IP
stack [7] on the small sensor nodes developed at FU Berlin [1]. There are,
however, a number of problems that needs to be solved before TCP/IP can be
a viable alternative for sensor network communication.
The rest of the paper is structured as follows. We discuss proxy archi-
tectures in Section 8.2, followed by a discussion of the DTN architecture in
Section 8.3. TCP/IP for sensor networks is presented in Section 8.4, and a
comparison of the three methods is given in Section 8.5. Finally, the paper is
concluded in Section 8.6.
8.2 Proxy Architectures
Deploying a special proxy server between the sensor network and the TCP/IP
network is a very simple and straightforward way to connect the two networks.
In its simplest form, the proxy resides as a custom-made program running on a
gateway computer which has access to both the sensor network and the TCP/IP
network. Since all interaction between clients in the TCP/IP network and the
sensor nodes is done through the proxy, the communication protocol used in
the sensor network may be chosen freely.
The proxy can operate in either of two ways: as a relay, or as a front-end. In
the first case, the proxy will simply relay data coming from the sensor network
to clients on the TCP/IP network. The clients must register a particular data
interest with the proxy, and the proxy will then relay data from the sensor
network to the registered clients.
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Figure 8.1: Proxy architecture
In the second case, where the proxy acts as a front-end for the sensor net-
work, the proxy pro-actively collects data from the sensors and stores the infor-
mation in a database. The clients can query the proxy for specific sensor data
in a variety of ways, such as through SQL-queries or web-based interfaces.
One advantage of the proxy based approach to interconnect sensor and
TCP/IP networks is that the proxy completely decouples the two networks.
This naturally allows for specialized communication protocols to be imple-
mented in the sensor network. A front-end proxy can also be used to implement
security features such as user and data authentication.
Among the drawbacks of the proxy approach are that it creates a single
point of failure. If the proxy fails, all communication to and from the sensor
network is effectively made impossible. One possible solution would be to
deploy redundancy in the form of a set of back-up proxies. Unfortunately,
such a solution reduces the simplicity of the proxy approach. Other drawbacks
are that a proxy implementation usually is specialized for a specific task or
a particular set of protocols. Such a proxy implementation requires special
proxies for each application. Also, no general mechanism for inter-routing
between proxies exist.
Proxies have previously been used for connecting devices to TCP/IP net-
works in order to overcome limitations posed by the devices themselves, or
limitations caused by the communication environment in which the devices are
located. The Wireless Application Protocol (WAP) stack [15] is intended to
be simpler than the TCP/IP protocol stack in order to run on smaller devices,
and to be better suited to wireless environments. WAP proxies are used to
connect WAP devices with the Internet. Similarly, the Remote Socket Archi-
tecture [23] exports the BSD socket interface to a proxy in order to outperform
ordinary TCP/IP for wireless links.
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8.3 Delay Tolerant Networks
The Delay Tolerant Network architecture [9] is intended for so-called chal-
lenged environments. Properties of such environments include long and vari-
able delays, frequent network partitioning, potentially high bit-error rates and
asymmetrical data rates. DTN is based on the observation that the TCP/IP pro-
tocol suite is built around a number of implicit assumptions that do not hold
true in challenged communication environments. In particular, the underlying
assumptions of TCP/IP are:
• An end-to-end path must exist between source and destination during the
whole data exchange.
• The maximum round trip-time for packets must be relatively small and
stable.
• The end-to-end packet loss is relatively small.
The DTN architectural design contains several principles to provide service
in these environments:
• DTN uses an overlay architecture based on store-and-forward message
switching. The messages, called bundles, that are transmitted contain
both user data and relevant meta-data. A message-switched architecture
provides the advantage of a priori knowledge of the size and performance
requirements of the data transfer. The bundle layer works as an applica-
tion layer on top the TCP/IP protocol stack.
• The base transfer between nodes relies on store-and-forward techniques,
i.e., a packet is kept until it can be sent to the next hop. This requires
that every node has storage available in the network. Furthermore, this
allows to advance the point of retransmission towards the destination.
A DTN consists a set of regions which share a common layer called the
bundle layer that resides above the transport layer. The bundle layer stores
messages in persistent storage if there is no link available, fragments messages
if necessary, and optionally implements end-to-end reliability. The layers be-
low the bundle layer are not specified by the architecture, but are chosen dy-
namically based on the specific communication characteristics and the avail-
able protocols in each region. One or more DTN gateways exist in each DTN
region. The DTN gateway forwards bundles between regions, and takes care
of delivering messages from other regions to hosts within the local region.
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The DTN architecture has been designed with the sensor network paradigm
in mind. In sensor networks, the network may be partitioned frequently when
nodes go into sleep mode or because of node failure. This will disrupt any end-
to-end paths through the network. Also, packet loss rates in sensor networks
can be very high [28] and routes may be asymmetric.
Protocols
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Protocols
Internet Sensor Net.
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TCP/
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Figure 8.2: Connecting using the DTN architecture
When connecting sensor networks to a TCP/IP network using the DTN
architecture, we have at least two regions as depicted in Figure 8.2: one TCP/IP
region where the TCP/IP protocol suite is used and one sensor network region
where specialized sensor network protocols are implemented. A DTN gateway
node is put in between the two networks, similar to where a proxy would have
been placed.
The DTN gateway acts much as a relay proxy as discussed in the previous
section, and the relay proxy approach can be viewed as a specific instance of
the DTN architecture. The DTN architecture is much more general than a sim-
ple proxy based approach, however, as the DTN architecture even allows map-
ping the sensor network into more than one DTN region, with DTN gateways
located within the sensor network. For sensor networks where network parti-
tioning is frequent, or where end-to-end communication is impossible, such a
network design would be appropriate. A fully DTN enabled sensor network
would easily be extended to a TCP/IP network, simply by connecting one or
more of the DTN gateways to the TCP/IP network.
8.4 TCP/IP for Sensor Networks
Directly employing the TCP/IP protocol suite as the communication protocol
in the sensor network would enable seamless integration of the sensor network
and any TCP/IP network. No special intermediary nodes or gateways would
be needed for connecting a sensor network with a TCP/IP network. Rather, the
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connection would simply be done by connecting one or more sensor nodes to
the TCP/IP network. TCP/IP in the sensor network would also provide the pos-
sibility to route data to and from the sensor network over standard technologies
such as General Packet Radio Service (GPRS) [4]. This leads to an architecture
as shown in Figure 8.3.
IP
TCP/ IP
TCP/ IP
TCP/
Figure 8.3: Connecting using TCP/IP in the sensor network
Until recently, many believed that tiny sensor nodes would lack the nec-
essary memory and computational resources to be able to run a full instance
of the TCP/IP protocol stack. Therefore, the idea of using TCP/IP for sensor
networks has not been given much research attention. We have showed that a
full TCP/IP stack indeed can be run even on very limited devices [8], and have
implemented our small uIP TCP/IP implementation [7] on the sensor nodes
developed at FU Berlin [1]. These nodes are equipped with an 8-bit Texas
Instruments MSP430 low-power micro-controller with a built-in memory of
2048 bytes. Our TCP/IP implementation requires only a few hundreds bytes of
memory to operate, which leaves plenty of memory for the actual sensor node
applications.
The fact that we are able to run the TCP/IP stack even on tiny sensor nodes
suggest that TCP/IP for sensor networks may be within reach. Sensor networks
running the TCP/IP protocol suite would be very easy to connect to existing
TCP/IP networks, and would also able to benefit from the wealth of readily
available applications such as file transfers using FTP or HTTP and possibly
time synchronization with NTP. There are, however, a number of problems
with using TCP/IP for wireless sensor networks that need to be addressed be-
fore TCP/IP is a viable alternative for sensor networks:
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• The addressing and routing schemes of IP are host-centric.
• The header overhead in TCP/IP is very large for small packets.
• TCP does not perform well over links with high bit-error rates, such as
wireless links.
• The end-to-end retransmissions used by TCP consumes energy at every
hop of the retransmission path.
IP is designed so that every network interface connected to a network has
its own IP address. The prefix of the address is the same for all network inter-
faces in the same physical network and routing is done based on the network
prefixes. This does not fit well with the sensor network paradigm, where the
main interest is the data generated by the sensors and the individual sensor is of
minor importance. Most of the proposed communication protocols for sensor
networks use data centric routing and addressing [10, 12] and even though sim-
ilar mechanisms have been developed as overlay networks on top of IP [21],
these usually require too much state to be kept in the participating nodes to be
feasible to run on limited sensor nodes.
The size of TCP/IP packet headers is between 28 and 40 bytes, and when
sending a few bytes of sensor data in a datagram the headers constitute nearly
90% of each packet. Energy efficiency is of prime importance for sensor net-
works, and since radio transmission often is the most energy consuming activ-
ity in a sensor node [20], a header overhead of 90% is not acceptable. Hence,
most protocols developed for sensor networks strive to keep the header over-
head as low as possible. For example, the TinyOS [11] message header over-
head is only 5%. The header overhead in TCP/IP can be reduced using various
forms of header compression [13, 6, 16, 5]. These mechanisms are commonly
designed to work only over a single-hop link, but work is currently being done
in trying to adopt these mechanisms to the multi-hop case [19].
Furthermore, since TCP was designed for wired networks where bit-errors
are uncommon and where packet drops nearly always are due to congestion,
TCP always interprets packet drops as a sign of congestion and reduces its
sending rate in response to a dropped packet. This leads to bad performance
over wireless links where packets frequently are dropped because of bit-errors.
TCP misinterprets the packet loss as congestion and lowers the sending rate,
even though the network is not congested.
Also, TCP uses end-to-end retransmissions, which in a multi-hop sensor
network requires a transmission by every sensor node on the path from the
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sender to the receiver. Such a retransmission consumes more energy than a
retransmission scheme where the point of retransmission is moved closer to
the receiver. Protocols using other mechanisms to implement reliability, such
as reliable protocols especially developed for sensor networks [22, 27, 26], are
typically designed to be energy conserving.
Methods for improving TCP performance in wireless networks have been
proposed [2, 3, 14], but these are often targeted towards the case where the
wireless link is the last-hop, and not for wireless networks with multiple wire-
less hops. In addition, traditional methods assume that the routing nodes have
significantly larger amounts of resources than what limited sensor nodes have.
8.5 Comparison of the Methods
The three methods for connecting sensor networks to TCP/IP networks pre-
sented here are in some respects orthogonal—it is possible to make combi-
nations such as a partially TCP/IP-based sensor network with a DTN overlay
connected to the global Internet using an front-end proxy. It is therefore not
possible to make a direct comparison of the methods. Instead, we will state
the merits and drawbacks of each of the methods and comment on situations in
which each method is suited.
A pure proxy method works well when the sensor network is deployed rel-
atively close to a place where a proxy server can be safely placed. Since the
proxy server by design must have more processing power and more memory
than the sensors, it is likely to require an electrical power supply rather than a
battery. Also, the proxy may need to be equipped with a stable storage media
such as a hard disk, which may make the proxy physically larger than the sen-
sor nodes. One example of a situation where these criteria are met is an office
building environment. Here, a proxy server can be placed close to the sensor
network, perhaps even in the same room as the sensors, and have immediate
access to electrical power. Another example would be a nautical sensor net-
work where the proxy could be equipped with a large battery pack and placed
in the water with a buoy such that the significance of the physical size of the
proxy node would be reduced.
Front-end proxies can also be used for a number of other things, besides
for achieving interconnectivity, such as sensor network status monitoring, and
generation of sensor failure reports to human operators.
The DTN architecture can be viewed as a generalization of the proxy archi-
tecture and indeed a DTN gateway shares many properties with a proxy server.
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A DTN gateway in the sensor network region will be placed at the same place
as a proxy server would have been placed, and also requires more memory
and stable storage media than the sensor nodes. There are, however, a number
of things that are gained by using the DTN architecture rather than a simple
proxy architecture. First, DTN inherently allows for multiple DTN gateways
in a DTN region, which removes the single-point-of-failure problem of the
simple proxy architecture. Second, while a proxy architecture usually is spe-
cialized for the particular sensor network application, DTN provides general
mechanisms and an interface that can be used for a large number of occasions.
Also, if the sensor network is deployed in a place with a problematic commu-
nication environment, the DTN architecture provides a set of features which
can be used to overcome the communication problems. Examples of such sit-
uations would be deep-sea exploration or places where seismic activity can
disrupt communication.
From an interconnectivity perspective, running native TCP/IP in the sensor
networks is the most convenient way to connect the sensor network with a
TCP/IP network. One or more sensor nodes would simply be attached to the
TCP/IP network, and the two networks could exchange information through
any of those nodes. The attachment can be done either using a direct physical
link, such as an Ethernet cable, or over a wireless technology like GPRS.
While a TCP/IP enabled sensor network may provide the easiest way to
interconnect the networks, it is usually not a complete solution, but must be in-
tegrated into a larger architecture. The proxy and DTN architectures discussed
here are examples of such an architecture. We can e.g. imagine an office build-
ing TCP/IP sensor network that is connected to a front-end proxy located in
the cellar of the building. The connection between the proxy and the sensor
network would be made using the regular TCP/IP local-area network in the
building. Another example would be a TCP/IP sensor network for monitoring
the in-door environment in a train. A DTN gateway would be placed in the
same train, and the sensor network and the gateway would communicate using
TCP/IP over the train’s local area network. The DTN gateway would be able to
transmit the gathered information over the global Internet at places where the
train has Internet access.
Finally, from a security perspective, the front-end proxy architecture pro-
vides a good place to implement user and data authentication, since all access
to the sensor network goes through the proxy. The DTN architecture is inher-
ently designed for security and uses asymmetric cryptography to authenticate
both individual messages and routers. TCP/IP as such does not provide any se-
curity, so security must be implemented externally either by using a front-end
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proxy, DTN, or any of the existing security mechanisms for TCP/IP networks
such as Kerberos. It should also be noted that security methods developed es-
pecially with wireless sensor networks in mind [18, 25] can be implemented as
application layer security in TCP/IP sensor networks.
8.6 Conclusions
We have presented three methods for connecting wireless sensornets with TCP/IP
networks: proxy architectures, Delay Tolerant Networking (DTN) overlays,
and TCP/IP for sensor networks. The three methods are orthogonal in that it
is possible to form combinations, such as a DTN overlay on top of a TCP/IP
sensor network behind a front-end proxy.
The proxy architectures are simple and make it possible to use specialized
communication protocols in the sensor network, but are application specific
and creates a single point of failure. The DTN architecture also allows for
specialized protocols, but provides a much more general communication ar-
chitecture. DTN is also useful if the sensor network itself is deployed in a
challenged communication environment.
Finally, by using the TCP/IP protocol suite for the sensor network, con-
necting the sensor network with another TCP/IP network is simply done by
attaching one or more sensor nodes to both networks. However, attaching the
sensor nodes to the TCP/IP network may not always be ideal, and a combina-
tion of either a proxy architecture and TCP/IP, or DTN and TCP/IP, may be
beneficial.
TCP/IP for sensor networks currently has a number of problems, and there-
fore further research in the area is needed before TCP/IP can be a viable alter-
native for sensor networking.
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Abstract
The TCP/IP protocol suite, which has proven itself highly successful in wired
networks, is often claimed to be unsuited for wireless micro-sensor networks.
In this work, we question this conventional wisdom and present a number of
mechanisms that are intended to enable the use of TCP/IP for wireless sen-
sor networks: spatial IP address assignment, shared context header compres-
sion, application overlay routing, and distributed TCP caching (DTC). Sensor
networks based on TCP/IP have the advantage of being able to directly com-
municate with an infrastructure consisting either of a wired IP network or of
IP-based wireless technology such as GPRS. We have implemented parts of
our mechanisms both in a simulator environment and on actual sensor nodes.
Our preliminary results are promising.
9.1 Introduction 109
9.1 Introduction
Many wireless sensor networks cannot be operated in isolation; the sensor net-
work must be connected to an external network through which monitoring and
controlling entities can reach the sensor network. The ubiquity of TCP/IP has
made it the de-facto standard protocol suite for wired networking. By running
TCP/IP in the sensor network it is possible to directly connect the sensor net-
work with a wired network infrastructure, without proxies or middle-boxes [4].
It is often argued that the TCP/IP protocol stack is unsuited for sensor net-
works because of the specific requirements and the extreme communication
conditions that sensor networks exhibit. We believe, however, that by using a
number of optimization mechanisms, it is possible to achieve similar perfor-
mance in terms of energy consumption and data throughput with TCP/IP as
that obtained by using specialized communication protocols, while at the same
time benefiting from the ease of interoperability and generality of TCP/IP.
We envision that data transport in a TCP/IP sensor network is done us-
ing the two main transport protocols in the TCP/IP stack: the best-effort UDP
and the reliable byte-stream TCP. Sensor data and other information that do
not require reliable transmission is sent using UDP, whereas TCP is used for
administrative tasks that require reliability and compatibility with existing ap-
plication protocols. Examples of such administrative tasks are configuration
and monitoring of individual sensor nodes, and downloads of binary code or
data aggregation descriptions to sensor nodes.
The contribution of this paper are our innovative solutions to the following
problems with TCP/IP for sensor networks:
IP addressing architecture. In ordinary IP networks, IP addresses are as-
signed to each network interface that is connected to the network. Address as-
signment is done either using manual configuration or a dynamic mechanism
such as DHCP. In a large scale sensor network, manual configuration is not
feasible and dynamic methods are usually expensive in terms of communica-
tion. Instead, we propose a spatial IP address assignment scheme that provides
semi-unique IP addresses to sensor nodes.
Header overhead. The protocols in the TCP/IP suite have a very large
header overhead, particularly compared to specialized sensor network commu-
nication protocols. We believe that the shared context nature of sensor net-
works makes header compression work well as a way to reduce the TCP/IP
header overhead.
Address centric routing. Routing in IP networks is based on the addresses
of the hosts and networks. The application specific nature of sensor networks
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makes the use of data-centric routing mechanisms [5] preferable over address-
centric mechanisms, however. We propose a specific form of an application
overlay network to implement data-centric routing and data aggregation for
TCP/IP sensor networks.
Limited nodes. Sensor nodes are typically limited in terms of memory
and processing power. It is often assumed that the TCP/IP stack is too heavy-
weight to be feasible for such small systems. In previous work [3], we have
shown that this is not the case but that an implementation of the TCP/IP stack
in fact can be run on 8-bit micro-controllers with only a few hundred bytes of
RAM.
TCP performance and energy inefficiency. The reliable byte-stream pro-
tocol TCP has been shown to have serious performance problems in wireless
networks [2]. Moreover, the end-to-end acknowledgment and retransmission
scheme employed by TCP causes expensive retransmissions along every hop
of the path between the sender and the receiver, if a packet is dropped. We have
developed a distributed mechanism similar to TCP snoop [2] that we believe
can be used to overcome both problems.
While we are not aware of any research on TCP/IP for wireless sensor net-
works, there is a plethora of work being done on TCP/IP for mobile ad-hoc
networks (MANETs). There are, however, a number of differences between
sensor networks and MANETs that affect the applicability of TCP/IP. MANET
nodes are operated by human users, whereas sensor networks are intended to
be autonomous. The user-centricity of MANETs makes throughput the pri-
mary performance metric, while the per-node throughput in sensor networks is
inherently low because of the limited capabilities of the nodes. Instead, energy
consumption is the primary concern in sensor networks. Finally, TCP through-
put is reduced by mobility [6], but nodes in sensor networks are usually not as
mobile as MANET nodes.
In Sections 9.2 through 9.6 we describe our proposed solutions to the above
problems and report on preliminary results. Finally, Section 9.7 concludes the
paper and presents the direction of our future work.
9.2 Spatial IP Address Assignment
For most sensor networks, the data generated by the sensor nodes needs to be
associated with the spatial location where the data was sensed. It is therefore
a reasonable assumption that the nodes in a sensor network have some way
of determining their location, and methods for localization in sensor networks
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have been developed [14].
For TCP/IP sensor networks, we propose a spatial IP address assignment
mechanism to solve the problem of address assignment. With spatial IP ad-
dress assignment, each sensor node uses its spatial location to construct an IP
address. Since we assume that the nodes are aware of their own spatial location,
the address assignment requires neither a central server nor communication be-
tween the sensor nodes.
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Figure 9.1: Example spatial IP address assignment and two regional subnets.
Figure 9.1 shows an example network with spatially assigned IP addresses.
In this particular network, each sensor has constructed its IP address by tak-
ing the (x, y) coordinates of the node as the two least significant octets in the
IP address. We do not intend to specify the specific way that the addresses
are constructed, but assume that it will vary between different kind of sensor
networks.
Because location information is encoded in the IP addresses, we can define
a regional subnet as a set of sensor nodes that share a prefix (Figure 9.1) and
implement a straightforward regional broadcast mechanism, analogous to ordi-
nary IP subnet broadcasts. This mechanism does not require a special mapping
between logical and physical location as needed, e.g., in GeoCast [10].
The spatially assigned IP addresses are not guaranteed to be unique, since
two or more adjacent sensor nodes may obtain the same location coordinates
and thereby construct the same address. Nodes with duplicate addresses are in
the proximity of each other, however, which helps to avoid routing problems;
nodes with duplicate addresses are likely to share large parts of routing paths
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towards the nodes. Transport layer port number conflicts for sensors that are
able to overhear each other’s radio communication can be resolved by passive
monitoring of the neighbors’ communication.
9.3 Header Compression
Energy is often the most scarce resource in wireless sensor networks, and
for many applications radio transmission is the most expensive activity [12].
The minimum size of a UDP/IP header is 28 bytes and a 4 bytes sensor data
value sent using using UDP/IP has a 87.5% header overhead, which cause large
amounts of energy to be spent in transmitting the header.
In sensor networks, all sensor nodes are assumed to cooperate towards a
common goal, and therefore the nodes share a common context. For that rea-
son, all nodes can agree on specific UDP/IP header field values for sensor data
UDP datagrams. The headers can then be compressed using simple pattern-
matching techniques. For example, since all nodes are part of the same IP sub-
net, there is no need to transmit full IP addresses in the headers of packets that
are sourced from or are destined to nodes in the sensor network. Similarly, by
utilizing only a small range of UDP ports for the sensor data datagrams, trans-
mitting full 16-bit port numbers is not required for packets containing sensor
data.
For TCP connections, standard header compression techniques [8, 9] can
be used, but the specific requirements of the sensor network place additional
challenges. For instance, while ordinary TCP header compression may be con-
tent with the connection end-points detecting and retransmitting incorrectly
decompressed headers, a multi-hop wireless sensor network must perform in-
network detection and retransmission in a more aggressive manner because of
the energy consumption caused by end-to-end retransmissions. It should also
be noted that others are working on multi-hop aware header compression tech-
niques [11] that could be beneficial for TCP/IP sensor networks as well.
9.4 Application Overlay Routing
The spatial IP addressing mechanism provides a way to send IP packets to
nodes specified by their spatial location, but a pure IP packet routing scheme
cannot readily support data aggregation or attribute based routing. Instead, we
believe that application overlay networks may be a good way to implement
such mechanisms. At first sight, an overlay network might seem too expensive
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for a wireless sensor network, because of the mapping required between the
physical network and the overlay network. We argue, however, that by choos-
ing an overlay network that fits well with the underlying physical nature of a
sensor network, the mapping is not necessarily expensive.
We believe that UDP datagrams sent using link local IP broadcast [13] is
a suitable mechanism for implementing an application overlay network on top
of the physical sensor network structure. Link local broadcasts provide a direct
mapping between the application overlay and the underlying wireless network
topology. By tuning the header compression for the special case of link-local
broadcasts, the header overhead of such packets does not need to be signifi-
cantly larger than that of a broadcast packet directly sent using the physical
network interface. Furthermore, link-local application layer broadcasts can
also be used to implement both low-level mechanisms such as neighbor dis-
covery and high-level protocols such as Directed Diffusion [7].
In addition to the compatibility aspects, an application layer overlay net-
work also has the benefits of generality in that it can be run transparently over
both sensor nodes and regular Internet hosts, without requiring proxies or pro-
tocol converters.
9.5 Tiny TCP/IP Implementation
It is often assumed that TCP/IP is too heavy-weight to be feasible to implement
on a small system such as a sensor node. We have previously shown [3] that
even a small system can run the full TCP/IP protocol stack, albeit with lower
performance in terms of throughput. Our uIP TCP/IP implementation [3] occu-
pies only a few kilobytes of code space and requires as little as a few hundreds
bytes of memory, and we have successfully ported it to the Embedded Sensor
Board (ESB) developed at FU Berlin [1]. The ESB is equipped with a number
of sensors, an RF transceiver, and an MSP430 low-power 8-bit micro-controller
with 2048 bytes of RAM and 60 kilobytes flash ROM.
9.6 Distributed TCP Caching
The reliable byte-stream TCP was designed for wired networks where bit-
errors are uncommon and where congestion is the predominant source of packet
drops. Therefore, TCP always interprets packet drops as a sign of congestion
and reduces its sending rate in response to a dropped packet. Packet drops
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in wireless networks are often due to bit-errors, which leads TCP to misinter-
pret the packet loss as congestion. TCP will then lower the sending rate, even
though the network is not congested.
Furthermore, TCP uses end-to-end retransmissions, which in a multi-hop
sensor network requires a retransmitted packet to be forwarded by every sensor
node on the path from the sender to the receiver. As Wan et al. note, end-to-
end recovery is not a good candidate for reliable transport protocols in sensor
networks where error rates are in the range of 5% to 10% or even higher [15]. A
scheme with local retransmissions is more appropriate since it is able to move
the point of retransmission closer towards the final recipient of the packet.
To deal with these issues, we propose a scheme called distributed TCP
caching (DTC) that uses segment caching and local retransmissions in cooper-
ation with the link layer. Other mechanisms for improving TCP performance
over wireless links, such as TCP snoop [2], focus on improving TCP through-
put. In contrast, DTC is primarily intended to reduce the energy consumption
required by TCP. DTC does not require any protocol changes neither at the
sender nor at the receiver.
We assume that each sensor node is able to cache only a small number of
TCP segments; specifically, we assume that nodes only have enough memory
to cache a single segment.
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Figure 9.2: Distributed TCP caching (left) and spurious retransmission (right)
The left part of Figure 9.2 shows a simplified example how we intend DTC
to work. In this example, a TCP sender transmits three TCP segments. Seg-
ment 1 is cached by node 5 right before it is dropped in the network, and
segment 2 is cached by node 7 before being dropped. When receiving segment
3, the TCP receiver sends an acknowledgment (ACK 1). When receiving ACK
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1, node 5, which has a cached copy of segment 1, performs a local retransmis-
sion. Node 5 also refrains from forwarding the acknowledgment towards the
TCP sender, so that the acknowledgment segment does not have to travel all
the way through the network. When receiving the retransmitted segment 1, the
TCP receiver acknowledges this segment by transmitting ACK 2. On recep-
tion of ACK 2, Node 7 performs a local retransmission of segment 2, which
was previously cached. This way, the TCP receiver obtains the two dropped
segments by local retransmissions from sensor nodes in the network, without
requiring retransmissions from the TCP sender. When the acknowledgment
ACK 4 is forwarded towards the TCP sender, sensor nodes on the way can
clear their caches and are thus ready to cache new TCP segments.
9.6.1 Segment Caching and Packet Loss Detection
DTC uses segment caching to achieve local retransmissions. Because of the
memory limitations of the sensor nodes, it is vital to the performance of the
mechanism to find an appropriate way for nodes to select which segments to
cache. Initial analysis suggest that a desirable outcome of the selection algo-
rithm is that segments are cached at nodes as close to the receiver as possible,
and that nodes closer to the receiver cache segments with lower sequence num-
bers. To achieve this, each node caches the TCP segment with the highest
sequence number seen, and takes extra care to cache segments that are likely
to be dropped further along the path towards the receiver. We use feedback
from a link layer that supports positive acknowledgments to infer packet drops
on the next-hop. A TCP segment that is forwarded but for which no link layer
acknowledgment is received may have been lost in transit, and the segment is
locked in the cache indicating that it should not be overwritten by a TCP seg-
ment with a higher sequence number. A locked segment is cleared from the
cache only when an acknowledgment that acknowledges the cached segment
is received, or when the segment times out.
To avoid retransmissions from the original TCP sender, DTC needs to re-
spond faster to packet drops than regular TCP. DTC uses ordinary TCP mech-
anisms to detect packet loss: time-outs and duplicate acknowledgments. Ev-
ery node participating in DTC maintains a soft TCP state for connections that
pass through the node. We assume symmetric and relatively stable routes, and
therefore the nodes can estimate the delays between the node and the connec-
tion end-points. The delays experienced by the nodes are lower than those
estimated by the TCP end-points, and the nodes are therefore able to use lower
time-out values and perform retransmissions quicker than the connection end-
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points.
In TCP, duplicate acknowledgments signal either packet loss or packet re-
ordering. A TCP receiver uses a threshold of three duplicate acknowledgments
as a signal of packet loss, which may be too conservative for DTC. Since each
DTC node inspects the TCP sequence numbers of forwarded TCP segments,
the nodes may be able to compute a heuristic for the amount of packet reorder-
ing, and to lower the duplicate acknowledgment threshold if packet reordering
is found to be uncommon in the network. Furthermore, care must be taken
to avoid spurious retransmissions caused by misinterpreting acknowledgments
for new data as acknowledgments that signal packet loss, as shown in the right
part of Figure 9.2. The nodes can use estimated round-trip times to distinguish
between an acknowledgment that detects a lost packet and one that acknowl-
edges new data.
We are also considering using the TCP SACK option to detect packet loss
and also as a signaling mechanism between DTC nodes.
9.6.2 Preliminary Results
We have performed simulations comparing standard TCP with DTC. Our re-
sults show vast improvements: For path lengths between 5 and 10 hops and
packet loss rates between 5% and 15%, the number of retransmissions that the
TCP sender has to perform decreases by a factor of four to eight. For exam-
ple, with a packet loss rate of 10% for data packets (5% for acknowledgments
and 2% for link level acknowledgments), a path length of 10 hops, and with
500 packets to be transmitted the number of required source retransmission
decreases from 51 to 6 (averaged over 30 different runs).
In sensor networks, sensor data flows from sources to sinks, whereas con-
trol or management data flows from sinks to sources [15]. Therefore, nodes
close to the sink usually are the first to run out of energy because sensor data
sent towards the sink has to pass them. As shown by our initial simulation
results in Figure 9.3, DTC is able to reduce the load at the nodes close to the
sink/TCP sender.
We do not yet have any results from the TCP header compression coupled
with DTC, but our UDP/IP header compressor is able to reduce UDP/IP head-
ers for sensor data from 28 to three bytes.
9.7 Conclusions and Future Work 117
 0
 500
 1000
 1500
 2000
 0  1  2  3  4  5  6  7  8  9
N
um
be
r p
ac
ke
ts
 s
en
t
Node number
without DTC
with DTC
Figure 9.3: DTC load reduction close to sender
9.7 Conclusions and Future Work
In this paper we challenge the assumption that TCP/IP is unsuitable for sen-
sor networks. Our main contributions are a spatial IP address assignment
scheme and a mechanism for distributed segment caching called distributed
TCP caching.
Future work will be targeted at further development and evaluation of the
proposed mechanisms using both simulation and experiments with physical
sensor networks. We are currently looking into the interactions between the
link layer and header compression mechanisms that work together with DTC.
For DTC, we will consider the energy consumption tradeoffs involved with link
layers with different levels of reliability. We also intend to compare DTC with
transport protocols specifically designed for sensor networks such as PSFQ [15].
Furthermore, we are currently implementing the DTC mechanism on actual
sensor nodes in order to measure real-world performance and preliminary re-
sults show that the sensor nodes are capable of running both a full TCP/IP stack
and the DTC mechanism.
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