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层中簇与簇的 relative 关系和不同阈值层之间的 twin 关系，划分并定义 5 个种类
的潜在簇。进一步，设计阈值策略实施的步骤，包括突变阈值区间的确定、两个
阈值层 relative 关系和 twin 关系的构建、5 种潜在簇的寻找、潜在关系的确定，
最后是潜在结构的可视化展示。 
时间策略着重分析不同时间窗聚类结构中聚类簇的相互关系，构建时间窗间
簇与簇的 ancestor 关系和 offspring 关系，分析时间窗间的“遗传继承”性。利用
ancestor 关系和 offspring 关系，划分并定义 6 种演变簇。设计时间策略实施的步
骤，包括时间窗间 ancestor 关系和 offspring 关系的构建、6 种演变簇的寻找、演
变关系的确定，最后是潜在结构的可视化展示。 
通过系统分析与建模，实现试验系统，初步证实两种策略的有效性。 
本论文包括图幅 82、表 4 个、附录 2 个。 
关键词：知识结构演化 阈值 时间窗 策略 潜在结构 演变结构
Abstract 
 II
Design and Implementation of Method  
for Deep Exploring the Evolution of Knowledge Structure 
Abstract 
Many methods and tools are available to analyze the evolution of knowledge 
structure, but limited to cluster structure analysis in terms of static relation threshold 
and static time slice. And manual comparison of static structures (e.g. cluster 
structures of different threshold) can't analyze differences, property and corresponding 
trend of evolution automatically, is difficult to support automatic and deep-seated 
analysis of the evolution structure and detect the latent evolution direction.  
To the problem, after research of methods (exploring latent, new, bursty, 
transfering, important knowledge and displaying result), shortage is pointed out, 
including that automatic discovery of latent knowledge is of low efficiency, and that 
category and character of evolution are not depicted definitely. 
Based on knowledge structure derived from co-citation and cluster, two methods 
are proposed. One is to automatically analyze the differences of multi-threshold-level 
cluster structures and detect the latent structure under the higher level, which is called 
threshold level structure difference detection strategy (abbr. threshold strategy) and 
aimed to explore the gestating and developing objects and their relations underlying 
the main objects and relations. The other is to automatically analyze the evolution 
relation of clusters of different time slices and detect the evolution direction in various 
periods, which is called time slice evolution structure analysis strategy (abbr. time 
strategy) and aimed to explore the relation and process of evolution structure in time 
stream. Moreover a test system is built with two kernel modules of threshold strategy 
and time strategy. Methods of tow strategies are certified by the system preliminarily.  
In terms of threshold strategy, "relative" and "twin" relations are defined, the 
former for the clusters on the same threshold level, the latter for the different levels. 
Based on two relations, latent cluster is defined and divided into 5 categories. Next, 
implementary and display process of threshold strategy is designed. 
In terms of time strategy, "ancestor" and "offspring" relations are defined, which 
ensure the quality of heredity and inherity. Based on the two relations, evolving 
cluster is defined and divided into 6 categories. Next, implementary and display 
process of time strategy is designed. 
82 diagrams, 4 tables and 2 appendices are included. 
Keywords: knowledge structure evolution, threshold, time slice, strategy, latent 
structure, evolution structure 
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本论文共分为 7 章，研究的主体思路和论文组织结构安排如图 1-1 所示。 
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图 2-2 潜在知识定义的示意图[39] 
 



































































































































































































































































































层中簇与簇的 relative 关系和不同阈值层之间的 twin 关系，划分并定义 5个种
类的潜在簇。进一步，设计阈值策略实施的步骤，包括突变阈值区间的确定、两
个阈值层 relative 关系和 twin 关系的构建、5种潜在簇的寻找、潜在关系的确
定，最后是潜在结构的可视化展示。 
时间策略着重分析不同时间窗聚类结构中聚类簇的相互关系，构建时间窗间
簇与簇的 ancestor 关系和 offspring 关系，分析时间窗间的“遗传继承”性。
利用 ancestor 关系和 offspring 关系，划分并定义 6 个演变簇划。设计时间策
略实施的步骤，包括时间窗间 ancestor 关系和 offspring 关系的构建、6 种演
变簇的寻找、演变关系的确定，最后是潜在结构的可视化展示。




















































本文的整体研究框架如图 3-1 所示。 
第 3 章 整体研究框架和系统设计 
 21
 






































































第 3 章 整体研究框架和系统设计 
 23
 










































































第 3 章 整体研究框架和系统设计 
 25
 

























































图 4-2 两阈值层聚类结果的差异与关联 
图 4-2 所示，两个阈值层面的聚类结果从外在表现看差异很大，似乎没有任
何关联。然而，当观察簇内成员时，可以发现：（1）第一层的簇 A_1 与第二层
的簇 A_2 非常相似，A_1 中 83.1％成员与 A_2 中 95％成员是相同的。（2）第一
层的簇 B_1 包含第二层的簇 B_2，即 B_2 中的成员在 B_1 中完全出现。（3）第







以 ESI 中的 COMPUTER 领域的数据为例，采用共引聚类方法，在其他参数相同
的情况下，最高阈值设定为 0.4，阈值降低步长设定为 0.02。这样将最高阈值聚





























图 4-3 相同 ESI 与参与聚类 ESI 的比较 


































































图 4-5 簇等价关系与簇包含关系的比较 



























































































































表 4-1 两种调整阈值方式（仅阈值调整；阈值、簇内成员数都调整）的效果比较 
 仅调整阈值 调整阈值和簇内成员数 效果是否一致 
参与聚类 ESI 数 单调递增 单调递增 √ 
相同 ESI 数 稳定 基本稳定 √ 
聚类产生簇数 单调递增 小幅波动变化；基本稳定 × 
簇包含关系 完全包含；稳定 大部分包含；基本稳定 √ 
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不同阈值层面簇与簇之间的也存在关系。因此，簇与簇关系归纳为两种类型，一
种是同一个阈值层面中的 relative 关系，另一种是不同阈值层面之间的 twin 关系。 
定义 4-1 簇与簇的 relative 关系 
对于任意阈值层面的聚类簇 M，如果在本层存在另一个簇 N，并且 M 与 N
在关系矩阵中的关系不等于零，那么 M 与 N 之间具有 relative 关系。relative 关
系的大小用 M 与 N 在关系矩阵中的关系大小来表示。 

















从簇与簇的 relative 关系，可以引申出簇的 relatives，定义如下。 
定义 4-2 簇的 relatives 
对于任意阈值层面的聚类簇 M，如果在本层存在其他簇 N1，N2，……，Np，
并且 M 与 N1，N2，……，Np 之间具有 relative 关系，那么 N1，N2，……，Np
是 M 的 relatives。 
公式 4-2 簇的 relatives 





















定义 4-3 簇与簇的 twin 关系 
对于 level_k 阈值层的簇 M，另一个 Level_g 阈值层中的簇 N，如果满足条
件： 
（1）M 与 N 的成员交集数目最大， 
（2）M 与 N 的成员交集数目占 M 成员数的比例达到一定水平， 
那么 M 与 N 之间具有 twin 关系。twin 关系的大小用 M 与 N 的成员交集数
目占 M 成员数的比例来表示。 
公式 4-3 簇与簇的 twin 关系 























同样，从簇与簇的 twin 关系，可以引申出簇的 twin，定义如下。 
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定义 4-4 簇的 twin 
对于 level_k 阈值层的簇 M，如果另一个 Level_g 阈值层中的簇 N 与 M 具有
twin 关系，那么 M 的 twin 是 N。 
























根据这些特性，结合不同阈值层面簇与簇的 twin 关系，潜在簇的定义是： 
定义 4-5 潜在簇 
低阈值层（level_k）的簇 M，如果某一高阈值层（level_g）中找不到它的 twin，
那么簇 M 是相对于这一高阈值层的潜在簇，或者说高阈值层 level_g 在低阈值层
level_k 中存在潜在簇 M。 




















图 4-9 潜在簇示意图 
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的中找到各自的 twin，A_2、B_2、C_2，因此簇 A_1、B_1、C_1 都不是相对于
高阈值层 level_2 的潜在簇。而簇 D_1、E_1 在高阈值层 level_2 中没有 twin，因
此簇 D_1、E_1 是相对于高阈值层 level_2 的潜在簇，或者说高阈值层 level_2 在















从图 4-9 中可以看到，低阈值层的簇 E_1 与本层中的其他簇之间没有关系，
是个潜在孤立簇。然而，簇 E_1 内成员数较多，应该具有一定的意义，值得关
注。低阈值层的簇 D_1 是个潜在衔接簇。在低阈值层，簇 D_1 与两个重要的簇
A_1、B_1 之间建立了联系。而簇 A_1、B_1 在高阈值层上有 twin，分别是簇 A_2、
B_2，而且簇 A_2、B_2 之间没有关系。此时高阈值层会产生一个错觉，簇 A_2、
B_2 之间是没有联系的，两者是割裂开的。但实际上，在较低的阈值关系层面，
簇 A_2、B_2 经过重新聚合，得到它们的变异簇 A_1、B_1，变异簇之间有一个




定义 4-6 绝对孤立簇 
某阈值层的簇 M，如果 M 是潜在簇，M 的簇内成员数小于预先设定的孤立
簇的最小成员数，并且与本阈值层其他簇无关系，那么簇 M 称作绝对孤立簇。 




























从图 4-9 可以看到，低阈值层 level_1 中的簇 F_1 的簇内成员数较少，小于
预先设定的孤立簇最小成员数。在本阈值层中簇 F_1 没有 relatives。在 level_2
高阈值层中没有 twin。因此，F_1 是 level_1 低阈值层相对于 level_2 高阈值层的
一个绝对孤立簇。 
（2）自成体系孤立簇 
定义 4-7 自成体系孤立簇 
























































观察图 4-9，低阈值层 level_1 中的簇 E_1 的簇内成员数较多，大于或者等
于预先设定的孤立簇最小成员数。在本阈值层中簇 E_1 没有 relatives。在 level_2
高阈值层中没有 twin。因此，E_1 是 level_1 低阈值层相对于 level_2 高阈值层的
一个自成体系孤立簇。 
（3）马鞍衔接簇 
定义 4-8 马鞍衔接簇 
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某阈值层的簇 M，如果 M 是潜在簇，不是孤立簇，M 的簇内成员数大于预
先设定的最小成员数，M 的 relatives 都是潜在簇，那么簇 M 称作马鞍衔接簇。 







































图 4-10 衔接簇示意图 
观察图 4-10，低阈值层 level_1 中的簇 A_1 的簇内成员数达到最小成员数的
要求。在本阈值层中簇 A_1 有三个 relatives 是 B_1、C_1、E_1。三个 relatives
在 level_2 高阈值层中都没有 twin，即 B_1、C_1、E_1 都是潜在簇。因此，A_1
是 level_1 低阈值层相对于 level_2 高阈值层的一个马鞍衔接簇。 
（4）分支衔接簇 
定义 4-9 分支衔接簇 
某阈值层的簇 M，如果 M 是潜在簇，不是孤立簇，M 的簇内成员数大于预
先设定的最小成员数，M 的 relatives 中有且仅有一个非潜在簇，那么簇 M 称作
分支衔接簇。 
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观察图 4-10，低阈值层 level_1 中簇 F_1 达到最小成员数的要求。在本阈值
层中簇 A_1 有两个 relatives 是 D_1、H_1，有且只有 H_1 在 level_2 高阈值层中
有 twin，不是潜在簇。因此，F_1 是 level_1 低阈值层相对于 level_2 高阈值层的
一个分支衔接簇。 
（5）直接衔接簇 
定义 4-10 直接衔接簇 
某阈值层的簇 M，如果 M 是潜在簇，不是孤立簇，M 的簇内成员数大于预
先设定的最小成员数，M 的 relatives 中至少有两个非潜在簇，那么簇 M 称作直
接衔接簇。 





































观察图 4-10，低阈值层 level_1 中簇 G_1 达到最小成员数的要求。在本阈值
层中簇 G_1 有三个 relatives 是 H_1、I_1、J_1，三个 relatives 在 level_2 高阈值
层中都有 twin，都不是潜在簇。因此，G_1 是 level_1 低阈值层相对于 level_2 高
阈值层的一个直接衔接簇。 
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图 4-11 簇及潜在簇的种类划分 
















区别如表 4-2 所示。 
4.3.2 潜在结构的发现 




























































的 twin 关系 















定义 4-12 低阈值层对高阈值层的包含度 
低阈值层聚类结果生成簇的数目是m，高阈值层聚类结果生成簇的数目是 n，
低阈值层中的 p 个簇同高阈值层中有 q 个簇是包含关系，那么低阈值层对高阈值
层的包含度为 q 同 m，n 中的较大者之比。 
























定义 4-13 低阈值层对高阈值层的等价度 
低阈值层聚类结果生成簇的数目是m，高阈值层聚类结果生成簇的数目是 n，
低阈值层中的 r 个簇同高阈值层中有 r 个簇是等价关系，那么低阈值层对高阈值
层的等价度为 r 同 m，n 中的较大者之比。 

















































































图 4-14 寻找突变阈值区间的步骤（高阈值层固定不变） 
从图 4-14 可以看到，最高阈值层 Level_n 始终被确定为高阈值层，与下面
的多个低阈值层逐一进行比较。从结果上看，高阈值层（也就是最高阈值层）与
level_n-3 差异明显，而且从 level_n-3 往后，下面的所有低阈值层都是差异明显
的。产生这个现象的原因，正如本章前面“阈值变化对聚类结果的影响”的分析，
是因为低阈值层的聚类结果对高阈值层几乎是完全的包含关系，level_n-3 下面的



















































图 4-15 寻找突变阈值区间的步骤（高阈值层逐步降低） 
从图 4-15 可以看到，最高阈值层 Level_n 被确定为高阈值层的初始位置，





ESI 中的 COMPUTER 领域的数据为例，在其他参数相同的情况下，最高阈值设
定为 0.4，降低阈值的步长设定为 0.02。采用高阈值层固定不变和高阈值层逐步

































































































































图 4-17 突变阈值区间（高阈值层逐步降低） 
第二种方式产生的结果如图 4-17 所示。曲线的前面一段与第一种方式相同，
前 7 步一直处于低位，当阈值降低到第 8 步的时候陡升。按照第二种方式的要求，
此时高阈值层将由 0.4 阈值层降低为 0.26 阈值层。阈值继续降低，图中曲线在随
后紧接着的 0.24 阈值层陡降，表明此时的低阈值层（0.24）与高阈值层（0.26）
没有明显的差异。阈值经过多次降低，曲线在 0.16 阈值层再一次陡升，表明此



























（1）构建 relative 关系和 twin 关系。 
a、构建低阈值层面中的 relative 关系，详细算法流程如图 4-18 所示。 
 
图 4-18 构建 relative 关系的算法流程 
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图 4-19 构建 twin 关系的算法流程 












































图 4-20 寻找潜在簇的算法流程 
在寻找潜在簇的过程中，核心步骤是判断一个簇属于哪一种类型的潜在簇。












构建 relative 关系 
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图 4-21 判断绝对孤立簇和自成体系孤立簇的算法流程 


































在高阈值层中没有 twin，但是在本阈值层中有 relatives，而且这些 relatives 可能
在高阈值层中有 twin。由此，可以通过潜在簇同本阈值层簇的 relative 关系，以
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图 4-23 确定潜在簇同高阈值层簇的潜在关系 
 

















































从图 4-23 可以看到，经由 relative 关系和 twin 关系，原本没有关系的低阈
值层簇 A_1 同高阈值层簇 C_2 建立了潜在关系，潜在关系的大小无法精确计算，
但可以近似等于簇 A_1 同簇 C_1 的 relative 关系大小。 



















阈值层固定设置在最高阈值层上，其聚类结果簇 F、簇 H 体现了主体结构。对于






































































可以看到，高阈值层的聚类结果簇 F、簇 H 体现了主体结构。对于差异明显的低




构改为簇 A、簇 E、簇 F、簇 G、簇 H 体现。而且低阈值层也重新定位在突变阈



























图 4-26 潜在结构展示（采用跳跃的突变阈值区间） 
通过上面的分析，归纳潜在结构展示的主要流程如图 4-27 所示： 
 


























































































图 5-2 时间策略多时间窗聚类结果关系分析模型 
时间窗聚类只反映当前时间窗的知识结构。然而，每一个时间窗不是孤立的。
针对簇内成员，从图 5-2 可以发现，span_1 层中的簇 C 分别与 span_2 层中的簇




配，这种现象正如知识进化理论提出的“遗传继承”。将 span_2 称作“Me”， span_1
可以视作“Me”的“Ancestor”（祖先），span_3 可以视作“Me”的“Offspring”




分化、消失，生成“Offspring”。如“Me”层中的簇 F、簇 G 有可能是由祖先簇
C 分化而来，簇 E、簇 H 有可能是走向融合后生成后代簇 I。 
上述分析可以看到，一个时间窗从祖先层继承一些成员，同时还会遗传一些























Now After Before 
time 
Me Offspring Ancestor 
generation
span 3 span 2 span 1 








COMPUTER 领域的数据为例，整个时间段为 1996 至 2005，每个时间窗的时间
跨度为 3 年，共划分时间窗 8 个。依次将相邻两个时间窗的聚类结果进行比较，






























































































定义 5-1 簇与簇的 ancestor 关系 
对于某时间窗的簇 N，如果在祖先层存在一个簇 M，并且簇 N 与簇 M 有相
同的簇内成员，那么 M 与 N 之间具有 ancestor 关系。ancestor 关系的大小用 M
与 N 之间的相同簇内成员数来表示。 
公式 5-1 簇与簇的 ancestor 关系 
















从簇与簇的 ancestor 关系，可以引申出簇的 ancestors，定义如下。 
定义 5-2 簇的 ancestors 
对于某时间窗的簇 N，如果在祖先层存在一些簇 M1，M2，……，Mn，并且
N 与 M1，M2，……，Mn 之间具有 ancestor 关系，那么 M1，M2，……，Mn 是 N
的 ancestors。簇 N 的 ancestors 的个数是 n。 
公式 5-2 簇的 ancestors 




















定义 5-3 簇与簇的 offspring 关系 
对于某时间窗的簇 P，如果在后代层存在一个簇 Q，并且簇 P 与簇 Q 有相同
的簇内成员，那么 Q 与 P 之间具有 offspring 关系。offspring 关系的大小用 P 与
Q 之间的相同簇内成员数来表示。 















从簇与簇的 offspring 关系，可以引申出簇的 offsprings，定义如下。 
定义 5-4 簇的 offsprings 
对于某时间窗的簇 P，如果在后代层存在一些簇 Q1，Q2，……，Qp，并且 P
与 Q1，Q2，……，Qp 之间具有 offspring 关系，那么 Q1，Q2，……，Qp是 N 的
offsprings。簇 P 的 offsprings 的个数是 p。 
公式 5-4 簇的 offsprings 


























从 ancestor 和 offspring 关系引申出一系列与“遗传继承”相关的特性。讨论
簇的特性都将以三个相邻的时间窗为讨论对象，以中间时间窗为观察点，同前一
个时间窗讨论与 ancestor 关系相关的特性，同后一个时间窗讨论与 offspring 关系
相关的特性。 
为了方便、清晰讨论簇的特性，先给出一些定义。 
定义 5-5 公共时间窗内的簇成员 
时间窗 span_1 的簇 M 和时间窗 span_2 的簇 N，span_1 和 span_2 的公共时
间窗是 inter_span（span_1,span_2）。如果簇 M 的部分成员的时间属性在 inter_span




公式 5-5 公共时间窗内的簇成员 
( )
{ }






























图 5-6 公共时间窗内的簇成员及其交集 
图 5-6 描述，时间窗 span_1 和时间窗 span_2 的公共时间窗是 2000－2004，
时间窗 span_1 中的簇 M 和时间窗 span_2 中的簇 N 在公共时间窗中都有各自的
span 2：2000-2005 
span 1：1999-2004 




span 2 span 1 
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簇内成员，图中由八边形表示。值得一提的是，M、N 在公共时间窗内的簇成员
数可能不一样。簇 M 有 50 个公共时间窗的簇成员，簇 N 有 20。这说明原本聚
合在一起的成员，经过时间推移，可能在另一个时间窗被分离，这正是有演变发
生的重要标志。 
定义 5-6 公共时间窗内的簇与簇的成员交集 
时间窗 span_1 的簇 M 和时间窗 span_2 的簇 N，span_1 和 span_2 的公共时
间窗是 inter_span（span_1,span_2）。如果簇 M 的公共时间窗内的某个成员也是
簇 N 的公共时间窗内的成员，那么这样的成员集合称为簇 M、簇 N 在公共时间
窗 inter_span（span_1,span_2）内的成员交集。 





































定义 5-7 祖先的遗传率 
某时间窗内的簇 N，如果在簇 N 的祖先层有一个簇 M 是簇 N 的祖先，那么
簇 M、簇 N 在公共时间窗内的成员交集数与簇 M 的在公共时间窗内的成员数之
比，称作祖先簇 M 对簇 N 的遗传率。 


























定义 5-8 有效祖先 
某时间窗内的簇 N，如果在祖先层有一个簇 M 是簇 N 的祖先，而且簇 M 的
遗传率大于或者等于预先设定的最小遗传率，那么称作簇 M 是簇 N 的有效祖先。 
公式 5-8 有效祖先 






























定义 5-9 后代的继承率 
某时间窗内的簇 P，如果在簇 P 的后代层有一个簇 Q 是簇 P 的后代，那么
簇 P、簇 Q 在公共时间窗内的成员交集数与簇 Q 的在公共时间窗内的成员数之
比，称作后代簇 Q 对簇 P 的继承率。 
公式 5-9 后代的继承率 
span 2：2000-2005 
span 1：1999-2004 









span 2 span 1 
in A 
in A 

























定义 5-10 有效后代 
某时间窗内的簇 P，如果在后代层有一个簇 Q 是簇 P 的后代，而且簇 Q 的
继承率大于或者等于预先设定的最小继承率，那么称作簇 Q 是簇 P 的有效后代。 
公式 5-10 有效后代 
























簇 G 有两个有效后代。 
（5）汇聚数 
定义 5-11 汇聚数 
簇 N 如果在祖先层中有 n 有效祖先，那么 n 称作簇 N 的汇聚数。 
公式 5-11 汇聚数 
span 3：2001-2006 
span 2：2000-2005 
intersection of B and C in inter_span 
inter_span：2001-2005 
C B 





















定义 5-12 汇聚率 
簇 N 的汇聚数与簇 N 的祖先数之比，称作簇 N 的汇聚率。 
公式 5-12 汇聚率 












定义 5-13 分解数 
簇 P 如果在后代层有中有 p 个有效后代，那么 p 称作簇 P 的分解数。 
公式 5-13 分解数 











定义 5-14 分解率 
簇 P 的分解数与簇 P 的后代数之比，称作簇 P 的分解率。 
公式 5-14 分解率 











定义 5-15 本质性（相对于祖先） 
某时间窗内的簇 N，如果该时间窗与祖先层时间窗的公共时间窗是
inter_span，那么簇 N 在公共时间窗内的成员数与簇 N 的全部成员数之比，称作
簇 N 相对于祖先的本质性。 
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图 5-9 本质性（相对于祖先） 
定义 5-16 本质性（相对于后代） 
某时间窗内的簇 P，如果该时间窗与后代层时间窗的公共时间窗是
inter_span，那么簇 P 在公共时间窗内的成员数与簇 P 的全部成员数之比，称作
簇 N 相对于后代的本质性。 























span 3：2001-2006 span 2：2000-2005 inter_span：2001-2005 
C B 
相对于后代，B 的本质性 quality 
size of 
size of B 
in B 
Me Offspring 
span 3 span 2 
＝ 
相对于后代，B 的陈旧性 obsolete   ＝   1 － quality 
span 2：2000-2005 span 1：1999-2004 inter_span：2000-2004 
B A 
Ancestor Me 
span 2 span 1 
相对于祖先，B 的本质性 quality 
Size of 
Size of B 
in B 
＝ 
相对于祖先，B 的新颖性 novelty    ＝   1 － quality 
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定义 5-17 新颖性 
某时间窗内的簇 N，如果簇 N 相对于祖先的本质性是 quality，那么 1－qualit
称作簇 N 相对于祖先的新颖性。 
公式 5-17 新颖性 
















定义 5-18 陈旧性 
某时间窗内的簇 P，如果簇 P 相对于后代的本质性是 quality，那么 1－qualit
称作簇 P 相对于后代的陈旧性。 
公式 5-18 陈旧性 


















定义 5-19 合并簇 
某时间窗内的簇 M，如果 M 的簇内成员数大于或者等于预先设定的最小成
员数，而且相对于祖先，M 的本质性大于或者等于最小本质性，汇聚数大于或
者等于最小汇聚数，汇聚率大于或者等于最小汇聚率，那么簇 M 称作合并簇。 
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图 5-11 合并簇 
（2）分化簇 
定义 5-20 分化簇 
某时间窗内的簇 M，如果 M 的簇内成员数大于或者等于最小成员数，而且
相对于后代，M 的本质性大于或者等于最小本质性，分解数大于或者等于最小
分解数，分解率大于或者等于最小分解率，那么簇 M 称作分化簇。 

























图 5-12 分化簇 
（3）融合簇 
定义 5-21 融合簇 
某时间窗内的簇 M，如果 M 的簇内成员数大于或者等于最小成员数，而且
相对于祖先，M 的本质性小于最小本质性，新颖性大于或者等于最小新颖性，
汇聚数大于或者等于 1，那么簇 M 称作融合簇。 
公式 5-21 融合簇 




span 2 span 1 
A_2 
































图 5-13 融合簇 
（4）扩散簇 
定义 5-22 扩散簇 
某时间窗内的簇 M，如果 M 的簇内成员数大于或者等于最小成员数，而且
相对于后代，M 的本质性小于最小本质性，陈旧性大于或者等于最小陈旧性，
分解数大于或者等于 1，那么簇 M 称作扩散簇。 
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图 5-14 扩散簇 
（5）新增簇 
定义 5-23 新增簇 
某时间窗内的簇 M，如果 M 的簇内成员数大于或者等于最小成员数，祖先
数等于 0，后代数大于 0，而且相对于祖先，M 的新颖性大于或者等于最小新颖
性，那么簇 M 称作新增簇。 

























定义 5-24 消失簇 
某时间窗内的簇 M，如果 M 的簇内成员数大于或者等于最小成员数，祖先
数大于 0，后代数等于 0，而且相对于后代，M 的陈旧性大于或者等于最小陈旧
性，那么簇 M 称作消失簇。 

























的两种关系——ancestor 关系和 offspring 关系。另外利用两种关系，分析出簇与



















如表 5-1 所示。 
 
图 5-15 簇及演变簇的种类划分 























































































（1）构建 ancestor 关系和 offspring 关系。构建 ancestor 关系，详细算法流
程如图 5-17 所示。构建 offspring 关系的详细算法流程与此类似。 
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图 5-17 构建 ancestor 关系的算法流程 




























































































































































































































看，有 ancestor 关系，如果向后看，有 offspring 关系。ancestor 关系和 offspring
关系将是后面发现演变结构的基础。另外，通过对 ancestor 关系和 offspring 关系
的定量分析，可以确定时间窗之间存在强烈的“遗传继承”性，这正是阈值策略
的研究起点。 


























算低阈值层中簇与簇的 relative 关系，低阈值层与高阈值层之间簇与簇的 twin 关
系。在此基础上，再根据潜在簇的判断标准寻找低阈值层相对于高阈值层的各种
潜在簇。最后用可视化方法展示寻找到的潜在结构。根据阈值策略的功能要求，




















createRelativeRelation()：确定 relative 关系 











































































































主要实现方法如图 6-3 所示。 
 





 private void checkSignificantDif(){ 
//计算差异度 
  totalClusterNumDif = Math.abs(numClusterComp1-numClusterComp2); 
  percentTatalClusterNumDif = 
Integer.parseInt(String.valueOf(Math.round(((double)totalClusterNumDif/(double)numClusterComp2)*10
0)/1)); 
  sameClusterNum = numClusterSame; 
  percentSameClusterNum = 
Integer.parseInt(String.valueOf(Math.round(((double)sameClusterNum/(double)Math.max(numClusterCo
mp1,numClusterComp2))*100)/1)); 
  containClusterNum = numClusterContain1; 

















  if(totalClusterNumDif>=minTatalClusterNumDif 
    && percentTatalClusterNumDif>=minPercentTatalClusterNumDif 
    && sameClusterNum<=maxSameClusterNum 
    && percentSameClusterNum<=maxPercentSameClusterNum 
    && containClusterNum<=maxContainClusterNum 
    && percentContainClusterNum<=maxPercentContainClusterNum 
    ){ 
   bSignificantDif = true;//返回差异明显 
  }else{ 
   bSignificantDif = false; 
  } 
 } 
（2）构建 relative 关系、twin 关系子模块的实现 
构建 relative 关系、twin 关系的主要功能是为阈值层中的簇构建两种相互联
系的关系，此关系将是寻找潜在结构的基础。根据阈值策略的功能要求，构建
relative 关系、twin 关系子模块的主要实现方法如图 6-4 所示。 
 
图 6-4 构建 relative 关系、twin 关系子模块的主要实现方法 
该子模块的重要方法是 findTwins（），要涉及高低两个阈值层。 
z findTwins()方法实现 
//为 mapTable1 在 mapTable2 中寻找最相似的簇 
 //mapTable1：低阈值层 
 //mapTable2：高阈值层 












setTwinParameter()：twin 关系参数 createRelativeRelation() 
findTwins()：寻找 twins 
saveTwins()：保存 twins 
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sql = "select count(*) as cc,"+ colName+" from "+ mapTable1+" group by " +colName+" order by 
"+colName; 
//获取与低阈值层簇相似的高阈值层簇及其簇内成员特征 
sql = "select count(*) as cc,"+colName+" from "+mapTable2+" where id in "+"("+"select id from 
"+mapTable1+" where "+colName+" = ?"+")"+" group by "+colName+" order by cc desc"+", "+ colName; 
//获取高阈值层簇及其簇内成员特征 
sql = "select count(*) as cc,"+colName+" from "+mapTable2+" where "+colName+" = ? group by "
 +colName; 
while(rs1.next()){ 
  similarity = MIN_SIMILARITY_TWIN;//预先设定 twin 相似性最小值 0.4; 
  numSimil = 0; 
  twin = 0; 
  size_twin = 0; 
  intersection_twin = 0; 
  c_id1 = rs1.getInt(colName); 
  size_c_id1 = rs1.getInt("cc"); 
  twins[n][0] = c_id1; 
  twins[n][1] = size_c_id1; 
  pstmt2.setInt(1,c_id1); 
  rs2 = pstmt2.executeQuery(); 
  if(rs2.last()){ 
   numSimil = rs2.getRow(); 
   rs2.beforeFirst(); 
  } 
  //找到所有可能 twin 
  while(rs2.next()){//遍历高阈值层 
   c_id2 = rs2.getInt(colName); 
   intersection = rs2.getInt("cc"); 
   pstmt3.setInt(1,c_id2); 
   rs3 = pstmt3.executeQuery(); 
   if(rs3.next()){ 
    size_c_id2 = rs3.getInt("cc"); 
   }//if(rs3.next()) 
   rs3.close(); 
   //计算相似性 
   double tmp = 1*((double)intersection/(double)size_c_id1); 
   //比较相似性，寻找相似性最大者 
   if(tmp>similarity){  
    similarity = tmp; 
    twin = c_id2; 
    size_twin = size_c_id2; 
    intersection_twin = intersection; 
   } 
  }//遍历高阈值层完毕 
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  rs2.close(); 
  twins[n][2] = twin;//记录有效的 twin 
  twins[n][3] = size_twin; 
  if(twin==0){ 
   similarity = 0.0; 
  } 
  n++;//继续遍历 
  if(bGUI){ 
   insertLog(toStringArray(c_id1,size_c_id1,twin,size_twin,intersection_twin,similarity)); 






簇。根据阈值策略的功能要求，寻找潜在簇子模块的主要实现方法如图 6-5 所示。 
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 private boolean isDirectLink(int c_id){ 
  boolean b = false; 
  try{ 
   int[] relative = getRelative(c_id,matrixTable1);//获取 relatives 
   int[] twin_of_relative = getTwinOfRelative(relative);//获取 relatives 的 twins 
   //是否是新簇、孤立簇 
   if(!isNewCluster(c_id)||isAbsoluteIsolate(c_id)||isSelfIsolate(c_id)){ 
    b = false; 
    return b; 
   } 
   //判断 relatives 是否新簇 
   for(int i=0;i<relative.length;i++){ 
    if(!isNewCluster(relative[i])){ 
     n++;//relatives 中非新簇数 
    } 
   } 
   if(n>1){ 
    //判断是否满足直接衔接簇的特性 
    size = getSize(c_id); 
    if(size>=MIN_SIZE_LINK){ 
     relation = getMinRelationWithNotNewCluster(c_id,matrixTable1);  
     if(relation>=MIN_RELATION_LINK){ 
      b = true; 
     }else if(n>=MIN_RELATION_NUM_LINK){ 
      b = true; 
     } 
    } 
   } 









图 6-6 构建潜在关系子模块的主要实现方法 
构建潜在关系的核心步骤是寻找潜在簇的 relatives 及其 relatives 的 twins，
进一步，该潜在簇与 twin 的潜在关系近似表示为该潜在簇与 twin 相对应的
relative 的关系。 
构建潜在关系过程中，有一个重要步骤是重构关系矩阵，如图 6-7 所示。图
（a）描述了低阈值层 Leve_1 和高阈值层 Leve_2 的三种关系。左上角反映了潜
在簇 E1 与 E10 由 relative 关系 X，E10 在上层有 twin 簇 N1，此时可以认为潜在
簇 E1 与上层簇 N1 有潜在关系 X。左下角表明簇 E1 还与簇 E11、上层簇 N4 这
种三种关系，其中潜在关系为 Y。同理，右上角的簇 E2 与上层簇 N2 有潜在关















findTwinsOfRelatives()：寻找潜在簇 relatives 的 twins 
findRelationToTwins()：寻找潜在簇与 twins 的关系 
updateRelation()：重构簇与潜在簇关系矩阵 





 N1 N2 N3 N4 
N1 1 0.4 0.2 0.38 
N2 0.4 1 0 0 
N3 0.2 0 1 0 
N4 0.38 0 0 1 
（b）高阈值层关系矩阵 
 
 N1 N2 N3 N4 E1 E2 
N1 1 0.4 0.2 0.38 X 0 
N2 0.4 1 0 0 0 Z 
N3 0.2 0 1 0 0 0 
N4 0.38 0 0 1 Y 0 
E1 X 0 0 Y 1 P 
E2 0 Z 0 0 P 1 
（c）重构后，高阈值层关系矩阵附加上潜在关系 

































的功能要求，绘制潜在结构展示图子模块的主要实现方法如图 6-8 所示。 
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createAncestorRelation()：构建 ancestor 关系 


























和 offspring 关系 
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6.2.2 时间策略子模块的实现 
（1）构建 ancestor 关系、offspring 关系子模块的实现 
构建 ancestor 关系、offspring 关系的主要功能是为三个相邻时间窗中的簇构
建两种相互联系的关系，此关系将是寻找演变结构的基础。根据时间策略的功能
要求，构建 ancestor 关系、offspring 关系子模块的主要实现方法如图 6-11 所示。 
 
图 6-11 构建 ancestor 关系、offspring 关系子模块的主要实现方法 
构建三个时间窗的 ancestor 关系、offspring 关系在实现中合并在一个方法
findEvolution（）中，因为它们的计算方法是一样的。 
z findEvolution()方法实现 
//为 mapTable1、mapTable2、mapTable3 三个相邻时间窗寻找 evolution 关系 
  private void findEvolution(){ 
  int[] evolve = null;//保存演变关系的数组 
  try{ 
   //先清空祖先关系和后代关系临时队列 
   evolutions1To2.clear(); 
   evolutions2To3.clear(); 
   //为 mapTable1 在 mapTable2 中寻找演变 
   sql = "select count(*) as cc,"+colName+ " from "+mapTable1+ " group by "+colName+" 
order by "+colName; 
   sql = "select count(*) as cc,"+colName+" from "+mapTable2+" where id in "+"("+ "select id 
from "+mapTable1+" where "+colName+" = ?"+")"+" group by "+colName+" order by cc desc"+", 
"+colName; 
   sql = "select count(*) as cc,"+colName+ " from "+mapTable2+" where "+ colName+" = ? 
group by " +colName; 
   …… 
   while(rs1.next()){//遍历第一个时间窗 
    c_id1 = rs1.getInt(colName); 
    size_c_id1 = rs1.getInt("cc"); 
    pstmt2.setInt(1,c_id1); 
    rs2 = pstmt2.executeQuery(); 













     c_id2 = rs2.getInt(colName); //在第二个时间窗中寻找后代 
     intersection = rs2.getInt("cc");  
     pstmt3.setInt(1,c_id2); 
     rs3 = pstmt3.executeQuery(); 
     if(rs3.next()){ 
      size_c_id2 = rs3.getInt("cc"); 
      //记录演变关系，演变簇推入队列 
      evolve = new int[5]; 
      evolve[0] = c_id1; 
      evolve[1] = size_c_id1; 
      evolve[2] = c_id2; 
      evolve[3] = size_c_id2; 
      evolve[4] = intersection; 
      evolutions1To2.add(evolve); 
     } 
     rs3.close(); 
    }//第二个时间窗遍历完毕 
    rs2.close(); 
   }//第一个时间窗遍历完毕 
   rs1.close(); 
    
   //为 mapTable2 在 mapTable3 中寻找 evolution 
   sql = "select count(*) as cc,"+colName+" from "+mapTable2+" group by "+colName+" 
order by "+colName; 
   sql = "select count(*) as cc,"+colName+" from "+mapTable3+" where id in "+"("+"select id 
from "+mapTable2+" where "+colName+" = ?"+ ")" +" group by "+ colName+" order by cc desc"+ ", 
"+colName; 
   sql = "select count(*) as cc,"+colName+" from "+mapTable3+" where "+colName+" = ? 
group by "+colName; 
   …… 
   while(rs1.next()){//遍历第二个时间窗 
    c_id1 = rs1.getInt(colName); 
    size_c_id1 = rs1.getInt("cc"); 
    pstmt2.setInt(1,c_id1); 
    rs2 = pstmt2.executeQuery(); 
    while(rs2.next()){ 
     c_id2 = rs2.getInt(colName); //在第三个时间窗中寻找后代 
     intersection = rs2.getInt("cc");  
     pstmt3.setInt(1,c_id2); 
     rs3 = pstmt3.executeQuery(); 
     if(rs3.next()){ 
      size_c_id2 = rs3.getInt("cc"); 
      //记录演变关系，演变簇推入队列 
      evolve = new int[5]; 
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      evolve[0] = c_id1; 
      evolve[1] = size_c_id1; 
      evolve[2] = c_id2; 
      evolve[3] = size_c_id2; 
      evolve[4] = intersection; 
      evolutions2To3.add(evolve); 
     } 
     rs3.close(); 
    }//第三个时间窗遍历完毕 
    rs2.close(); 
   }//第二个时间窗遍历完毕 
   rs1.close(); 

































 private boolean isFromFuse(int c_id){ 
  boolean b = false; 
  try{ 
   if(getSizeOfSelf(c_id)>=MIN_SIZE_FROM_FUSE//成员数 
     && (getQualityRate(c_id,ANCESTOR)<MIN_QUALITY_RATE//本质性 
                   && 1-getQualityRate(c_id,ANCESTOR)>=MIN_NOVELTY_RATE)//新颖性 
     && getNumOfInflux(c_id)>=1//MIN_INFLUX_NUM//汇聚数 
     ){ 
    b = true; 
   } 
  } 






现方法如图 6-13 所示。 
 






















变关系的数据库表结构设计如表 6-1 所示。 
表 6-1 演变关系的数据库表结构 
字段名 数据类型 含义 
ID int 演变簇 ID 号 
TYPE char 演变簇类型（6 中类型中的一种） 
EVOLUTION_ID int 祖先或后代 ID 号 
RELATION float 相对于祖先的继承率或相对于后代的遗传率 
例如，某个演变簇 ID 号是 10，属于合并簇，其中一个有效祖先 ID 号是 55，
继承率是 0.87，那么此时演变关系的一条记录是[10；“合并簇”；55；0.87]。同







要求，绘制演变结构展示图子模块的主要实现方法如图 6-14 所示。 
 



















本文采用 ISI 的网络资源库 ESI（2007 年更新），选择其中 COMPUTER 学





操作系统：Microsoft Windows 2003 Server Enterprise Edition Service Pack 2 
数据库服务器：Microsoft SQL Server 2000 
Java 运行环境：Jrockit-R27.3.0-jre1.5.0_11 
（4）硬件环境 





























幅图，观察这两幅图可以看到，（a）是高阈值层 0.2，低阈值层 0.1 时寻找潜在




层 0.2 的聚类结果为主体结构，后者以阈值层 0.1 的聚类结果为主体结构。而且
前者反映的是低阈值层 0.1 相对于高阈值层 0.2 的潜在结构，后者反映的是低阈









图 6-16 采用跳跃的突变阈值区间，寻找潜在结构的展示图 
寻找潜在簇的结果示例如图 6-17 所示。（a）中红色方形 E37 是个直接衔接
簇，与高阈值层的簇 N5、N1、N7 有潜在关系。（b）中红色方形 E13 是个自成
体系孤立簇，与高阈值层的所有簇都没有潜在关系。此处寻找潜在簇的详细的结
果可以参见附录。 






图 6-17 寻找潜在簇的结果示例 
6.3.2 时间策略结果 
显示三个时间窗，绘制的展示图如图 6-18 所示（截取部分）。此时应用时间






图 6-18 显示三个时间窗 
只显示以一时间窗，绘制的展示图如图 6-19 所示。此时应用时间策略，采





























1999－2001 2000－2002 2001－2003 
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图 6-19 只显示一个时间窗 
寻找演变簇的结果示例如图 6-20 所示。（a）中红色方形 E26 是个合并簇，
是祖先簇 N3、N8、N9 合并而来，同时，它又是分化簇，将分解成簇 N7、N14、

































twin 关系。然后定义了潜在簇，进而划分并定义 5 种潜在簇：绝对孤立簇、自成
体系孤立簇、马鞍衔接簇、分支衔接簇、直接衔接簇。进一步，设计出阈值策略


























通过构建一个簇与本阈值层簇的 relative 关系，以及 relatives 与高阈值层簇
的 twin 关系，建立低阈值层与高阈值层的关联，为寻找潜在结构打下基础。 
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附录 1 寻找潜在簇的结果 
寻找潜在簇的结果（部分）：以 ESI 中 COMPUTER 领域的数据为例，高阈





层簇（twin of relative） 
E3 绝对孤立簇   
E13 自成体系孤立簇   
E14 分支衔接簇 N46  
  N31  
  N38 N5 
  N17  
E15 分支衔接簇 N11  
  N23 N1 
  N4  
  N43  
  N39  
  N37  
E40 直接衔接簇 N45 N10 
  N35 N9 
  N41  
  N28 N8 
  N36  
  N33  
  N22  
  N23 N1 
  N29  
  N43  
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附录 2 寻找演变簇的结果 
寻找演变簇的结果：ESI 中 COMPUTER 领域的数据，起始时间 1996，终止
时间 2005，时间窗跨度为 5 年。当前时间窗是 2000－2004，祖先时间窗是 1999
－2003，后代时间窗是 2001－2005。 
演变簇 类型 祖先 后代 
N2 新增簇   
N20 分化簇  N24 
   N2 
N26 合并簇 N3  
  N8  
  N9  
 分化簇  N7 
   N14 
   N2 
N27 合并簇 N18  
  N22  
N29 分化簇  N20 
   N26 
   N23 
   N17 
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1. 中国科学院战略情报研究平台（2007.1 – 至今） 
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