Abstract. In this paper we study the Lane-Emden-Fowler equation
Introduction
The paper deals with the Lane-Emden-Fowler equation N,0 the compactness of the embedding is not true anymore and so existence of solutions becomes a delicate issue. Pohozaev [20] discovered that no solution exists when the domain is star-shaped. On the other hand Kazdan-Warner [15] proved that if D is an annulus the compactness is restored in the class of radial functions and so problem (1.1) has one positive radial solution and infinitely many sign changing radial solutions for any q. If q = 2 * N,0 Bahri and Coron [2] established the existence of at least one positive solution to problem (1.1) in every domain D having nontrivial reduced homology with Z/2-coefficients. However, the topology in the supercritical case is not enough to guarantee existence. In fact, for each 1 ≤ ℓ ≤ N − 3, Passaseo [18, 19] exhibited domains having the homotopy type of an ℓ-dimensional sphere in which problem (1.1) does not have a nontrivial solution for q ≥ 2 * N,ℓ . Existence may fail even in domains with richer topology, as shown by Clapp-Faya-Pistoia [5] .
Many results about solvability of (1.1) have been obtained when the exponent q is close to 2 D as q approaches the usual critical Sobolev exponent 2 * N,0 (see for example Bahri-Li-Rey [3] , BartschMicheletti-Pistoia [4] , Musso-Pistoia [17] , Pistoia-Weth [21] , Del Pino-Felmer-Musso [8] ). We note that we could think at a point like a 0−dimensional manifold! When ℓ = 1 Del Pino-Musso-Pacard [9] built a positive solution to (1.1) which blows-up at a suitable geodesic (i.e. 1−dimensional manifold) of the boundary of D as q approaches 2 * N, 1 . Recently, positive and sign changing solutions blowing-up at ℓ−dimensional manifolds as q approaches 2 * N,ℓ have been built in domains involving symmetries by Ackermann-Clapp-Pistoia [1] and Kim-Pistoia [14, 13] .
There are a few results about existence and multiplicity of solutions to problem (1.1) in the pure supercritical case, i.e. q = 2 * N,ℓ . In particular, Yan-Wei [22] exhibited a torus-like domain in which problem (1.1) has infinitely many positive solutions. Recently, Clapp-Faya-Pistoia [6] used Hopf fibration to build a positive solution to problem (1.1) when the domain D is an annulus in R 2N with a think spherical hole.
In this paper we consider the supercritical problem (1.1) in a domain with an ℓ−dimensional hole, namely
where
If ℓ = 0, the set Γ ℓ reduces to a point ξ 0 ∈ D and D ǫ := D \ B(ξ 0 , ǫ) is the Coron's type domain. In this case, it is known that problem (1.2) has one positive solution and an arbitrary large number of sign changing solutions whose number increases as ǫ goes to zero, for almost all the exponents q's. The critical case q = 2 * N,0 has been studied by Coron [7] , Musso-Pistoia [16] and Ge-Musso-Pistoia [12] . When q > 2 * N,0 and q is different from a resonant sequence q j ր +∞, the result has been obtained by Del Pino-Wei [10] and Dancer-Wei [11] .
A question naturally arises: if 1 ≤ ℓ ≤ N − 3 and q = 2 * N,ℓ or q > 2 * N,ℓ (possibly different from a resonant sequence q j ր +∞) does problem (1.2) have one positive solutions and an arbitrary large number of sign changing solutions whose number increases as ǫ goes to zero?
In this paper we give a positive answer in the pure supercritical case q = 2 * N,ℓ provided the domain D satisfies some symmetry assumptions. In particular, for any integer 1 ≤ ℓ ≤ N −3 we build torus-like domains D and torus-like manifolds Γ ℓ for which the number of sign-changing solutions to problem (1.2) with q = 2 * N,ℓ increases as ǫ goes to zero. These solutions have an arbitrary large number of alternate positive and negative layers which concentrate with different rates along the ℓ-dimensional manifold Γ ℓ . More precisely, let us state our main results.
Fix ℓ 1 , . . . , ℓ m ∈ N with ℓ := ℓ 1 + · · · + ℓ m ≤ N − 3 and a bounded smooth domain Ω in R n with n := N − ℓ such that
Let ξ 0 ∈ Ω be fixed and set Ω ǫ := Ω \ B(ξ 0 , ǫ) for ǫ small enough. Set
D is a bounded smooth domain in R N and Γ ℓ is an ℓ−dimensional manifold in D which is diffeomorphic to 
This problem can be rewritten as
where a(x 1 , . . . ,
Our goal is to construct solutions u ǫ to problem (1.7) with an arbitrary large number of alternate positive and negative bubbles which accumulate with different rates at the same point ξ 0 as ǫ → 0. They correspond, via (1.6), to Θ-invariant solutions v ǫ of problem (1.2) with positive and negative layers which accumulate with different rates along the ℓ-dimensional manifold Γ ℓ defined in (1.5).
Thus, we are lead to study the more general anisotropic critical problem
where Ω is a smooth bounded domain in R n , ξ 0 ∈ Ω, Ω ǫ := Ω \ B(ξ 0 , ǫ) for ǫ small enough and a ∈ C 2 (Ω) satisfies min
First of all, we construct sign-changing solutions of (1.8) whose shape resemble a tower of bubbles with alternate sign centered at the point ξ 0 . We recall that the bubbles 9) where α n = (n(n − 2))
are the positive solution for the problem
Our main result concerning problem (1.8) reads as follows.
where the weights δ i (ǫ) and the centers ξ i (ǫ) satisfy for any i = 1, . . . , k
It is clear that according to the previous discussion, by Theorem 1.1 we immediately deduce the following result concerning problem (1.2).
the weights δ i (ǫ) and the centers ξ i (ǫ) satisfy
The proof of Theorem 1.1 relies on a very well known Lyapunov-Schmidt reduction. In particular, we will follow the arguments used in [16, 12] . We shall omit many details of the proof because they can be found, up to some minor modifications, in [16, 12] . We only compute what cannot be deduced from known results. The paper is arranged as follows. Section 2 contains the main steps of the proof of Theorem 1.1. In Section 3 and in Section 4 we study the reduced energy. Appendix is devoted to prove some technical results which are necessary to perform the finite dimensional reduction.
2. The scheme of the proof of Theorem 1.1
(Ω ǫ ) be its adjoint so that i * ǫ (v) = u if and only if −div(a∇u) = av in Ω ǫ and u = 0 on ∂Ω ǫ . Note that there exists a constant C > 0 which depends only on the dimension n such that i *
For any given w ∈ D 1,2 (R n ), we denote by P ǫ w ∈ H 1 0 (Ω ǫ ) the unique solution of the Dirichlet problem ∆P ǫ w = ∆w in Ω ǫ and P ǫ w = 0 on ∂Ω ǫ .
The solutions we are looking for have the form
where the bubble U i := U δi,ξi is given in (1.9) with
and φ is a remainder term which belongs to a suitable space defined as follows.
It is well known that the space of solutions of the linearized equation
is spanned by (n + 1) functions
We set ψ j i = ψ j δi,ξi with parameters as in (2.2) and we define the subspaces of
We also introduce the projections Π ǫ :
As it is usual in the Lyapunov-Schmidt procedure, solving problem (1.8) is equivalent to finding a function φ ∈ K ⊥ ǫ and parameters
and
where V ǫ is a function given in (2.1) which depends on ǫ, d and σ.
Firstly we solve equation (2.7).
.
(2.9)
The proof is postponed in Appendix A.
Then, the problem reduces to find (d, σ) which solves (2.8). Notice that equation (1.8) has a variational structure, namely, its solutions are critical points of the energy functional
We introduce the reduced energy
where the superscript of V d,σ ǫ := V ǫ (see (2.1)) emphasizes its dependence on d and σ. Next, we reduce the problem to a finite dimensional one.
is a solution of (1.8).
Therefore, since the problem is reduced to looking for a critical point of the reduced energy J ǫ , we need its asymptotic expansion. Proposition 2.3. Assume n ≥ 4. It holds true that
and c 1 , . . . , c 4 are positive constants.
The proof is postponed in Section 3. The last step consists in showing that the leading term of the reduced energy has a critical point which is stable under C 1 −perturbation.
Proposition 2.4. Ψ has a nondegenerated critical point.
The proof is postponed in Section 4. Finally, we have all the ingredients to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. By Proposition 2.4 and Proposition 2.3 it follows that J ǫ has a critical point provided ǫ is small enough. By Proposition 2.2 the claim immediately follows.
Expansion of the energy of approximate solutions
The purpose of this section is to provide the proof of Proposition 2.3. We start this section by recalling the lemma [12, Lemma 3.1], which describes the difference between U δ,ξ and its projection P ǫ U δ,ξ onto H 1 0 (Ω ǫ ). Denote by G(x, y) the Green function associated to −∆ with Dirichlet boundary condition and H(x, y) its regular part, that is, let G(x, y) and H(x, y) be functions defined by
G(x, y) = 0 for x ∈ ∂Ω, and
is the Lebesgue measure of the (n − 1)-dimensional unit sphere.
Lemma 3.1. Given δ > 0 and ξ ∈ Ω ǫ such that ǫ = o(δ) as ǫ → 0 and |ξ − ξ 0 | ≤ cδ for some c > 0 fixed, the following expansions are valid.
for any x ∈ Ω ǫ and j = 1, · · · , n. In particular,
for j = 1, · · · , n and
Let us choose ρ > 0 so small that B(ξ 0 , ρ) ⊂ Ω. Also, introduce the annulus A l whose definition is given by
As a consequence of Lemma 3.1, we can obtain Lemma 3.2. For any i, l = 1, · · · , k, i = l, the following estimations are satisfied.
where δ lk is the Kronecker delta and |B n | = π n/2 /Γ(n/2 + 1) denotes the volume of the n-dimensional unit ball. and Lemma 3.3. Assume i, l = 1, · · · , k. If n ≥ 4, we have
for j = 0. 
for some small η > 0 by utilizing Young's inequality. However, this estimation is insufficient in our situation so we will pursue another approach making the use of Lemma 3.1 in a direct way, which turns out to be more complicated.
Proof of Lemma 3.2. The computations follow as an application of Lemma 3.1 or by the direct computation using the definition of U l in (1.9). For the detailed exposition in similar settings, see [ 
12, Section 3] and [13, Lemma 4.2].
Proof of Lemma 3.3. We prove (3.3) first. To do this, we decompose the left-hand side of (3.3) into
and estimate each of terms in the right-hand side. For brevity, we will use P U i = P ǫ U i .
First, we compute the first term. Since 0
by applying (2.5), we obtain that
namely,
Thus the first term is o(δ 1 ) provided n ≥ 4. Note that our argument gives only
Next, we consider the second term. From Lemma 3.1, we deduce
Denoting Ω ǫ = (Ω ǫ − ξ 0 )/δ i , we get from (2.5) that
Moreover there holds
from which we conclude that the second term is o(δ 1 ) .
As a result, it suffices to show that the third term is also o(δ 1 ). We consider when i = l first. To estimate the term for this case, we will divide the domain Ω ǫ into two disjoint sets B(ξ 0 , √ δ i ) \ B(ξ 0 , ǫ) and Ω \ B(ξ 0 , √ δ i ) and then deal with each of the integrations of (∇a · ∇U i )U i over these domains. Employing the dimension assumption n ≥ 4, we find that
On the other hand, we see
we arrive at B(ξ0,
. This implies that the third term of the right-hand side in (3.5 
Hence (3.3) is true.
The derivation of (3.4) goes along the same way as the above except the part that corresponds to (3.6). In this case, instead of (3.6), we have that
for i = 1, · · · , k where c 2 is a constant defined in (3.8) below. Thus (3.4) follows and the proof of Lemma 3.3 is completed.
Using Proposition 2.1, we can also check that Lemma 3.5. It holds that
. Proof. We refer to the proof of [13, Lemma 4.1]. Now we are ready to prove that (2.10) holds C 1 -uniformly on compact sets of (0, ∞)
Proof of Proposition 2.3. By the previous lemma, it is sufficient to show that
where Ψ is the function given in (2.11) and c 1 > 0 is a fixed quantity. For simplicity, we set p = (n + 2)/(n − 2) and omit the subscripts and superscripts of V
Then for each fixed σ ∈ Ξ, there exists the unique point
In fact, after some computations, one can show that
This system is uniquely solvable and the solution is given by
Also, (4.1) and the relation 2c 3 = c 4 (see (3.8) ) ensure that
By inspection, we can see that Ψ has a maximum point
We claim that (t(σ 0 ), σ 0 ) is a nondegenerate critical point of Ψ. Without loss of generality, we may assume that ∇a(ξ 0 ) = (|∇a(ξ 0 )|, 0, · · · , 0). Then the determinant of the Hessian matrix
where C > 0 is some constant and A := A 1 + A 2 , B and D are k × k, k × n and n × n matrices, respectively, defined by
Note that here we used the notations b 1 , b 2 and f (t) to denote b 1 := c 2 |∇a(ξ 0 )|, b 2 := c 3 a(ξ 0 )(n − 2) and f (t) := (t 1 · · · t k ) 2−n . Also, we applied the fact that the components of σ 0 are σ 1 = (1, 0, · · · , 0) and σ i = 0 for i ≥ 2 so that
On the other hand, det A − BD −1 B t = 0 guarantees the nondegeneracy of the matrix D 2 Ψ(t(σ 0 ), σ 0 ) and so it is sufficient to prove it. We see
for i = 1, 2, β 1 := n − 2, β 2 := n + 4k − 4, β 3 := −2k + 1, β 4 := n + 2k − 5, β 5 := −3n − 4k + 12, β 6 := n − 6 and β 7 := 2k + 3. Therefore
for some C > 0. Here the second equality can be derived from the induction on k. This concludes the proof.
Appendix A. Sketch of proofs of Proposition 2.1 and Proposition 2.2
Here we sketch the proofs of Proposition 2.1 and Proposition 2.2. We omit many details which can be found in the literature. We only highlight the steps where the effect of the anisotropic coefficient a leads to new estimates. Set p = (n + 2)/(n − 2).
The first step is the estimate of the error term.
Proof. Write
In a similar way to [13, Section 3], we can check that
. Also, [13, Lemma A.10] gives R 3 = O(δ 
The first term in the right-hand side in the above equality can be estimated as in [17, Lemma A.5] , showing that
Also, the third term, which arises due to the anisotropy of a, can be handled by Green's representation formula of ∇P ψ j i and Young's inequality (see [13, Lemma A.9] ). Indeed, for some C > 0 and any q, r > 1 such that q −1 + r −1 < (n + 1)/n. Thus choosing q −1 = r −1 = (n + 1)/(2n) − η for some η > 0 sufficiently small, we conclude that the third term is o δ On the contrary, suppose that there are sequences of positive numbers {ǫ n } n and functions {φ n } n such that φ n ∈ K d,t ǫn ⊥ , φ n ǫn = 1 for all n ∈ N, and L 
