Introduction
Let K be a field of characteristic zero. Let K[X] = K[X 1 , · · · , X n ] be the polynomial ring in n variables over K and let K(X) = K(X 1 , · · · , X n ) be its field of fractions. The fourteenth problem of Hilbert asks whether K-algebra L ∩ K[X] is finitely generated whenever L is a subfield of K(X) containing K. Zariski [9] showed that L ∩ K(X) is a finitely generated K-algebra if the transcendence degree of L over K is ≤ 2. Thus the problem has an affirmative answer for n ≤ 2. However, a counter example was found by Nagata [7] for n ≥ 32. Roberts [8] constructed a new counter example for n = 7. Freudenburg [6] gave a counter example for n = 6, and Daigle and Freudenburg [5] gave one for n = 5. Kuroda [3] and [4] has given counter examples in case n = 4 and n = 3. Thus Hilbert's fourteenth problem has been solved for all n. For n = 4, let γ and δ ij be integers for 1 ≤ i ≤ 3 and , and then show that this algebra is not finitely generated. In this note we shall show that the statement
has common genus and deduce this fact, i.e., [3, Lemma 2.2] and [4, Proposition 2.3] are consequences of one algebraic result under a condition weaker than ( * ) and ( * * ). To be precise: From the proof in [3] it is clear that the condition ( * ) implies that the matrix
is invertible. We also note that the condition ( * * ) implies invertibility of the matrix
The converse is not true in both the cases. We prove [3 
Main Results
We first record the following result due to Bass. Proof. The proof will follow from Lemma 2.1, if
is an exact sequence of A-modules where m λ is multiplication by λ, and η is the quotient map. Since B is faithfully flat, from the exact sequence 1, we get the exact sequence
As λ ∈ B * , B/λB = 0. Thus A/λA ⊗ B ∼ = B/λB = (0). Consequently, as B is faithfully flat, A/λA = (0). Thus λ ∈ A * , and the result follows.
Theorem 2.5. Let K be a field and X i ; i = 1, 2, · · · , n be algebraically independent over K.
If for the matrix
where
n ] = R is a graded ring over the free abelian group (Z Z n , +) where the homogeneous component corresponding to (
Then the ring B is a graded subring of R over the subgroup H of Z Z n generated by the set
Therefore R is a free B-module. Hence (ii) follows.
Proposition 2.6. Let K be a field and X i ; i = 1, 2, · · · , n be algebraically independent over K. Let
If for the matrix
Proof. By Theorem 2.5, the ring extention
n ] is flat, and π 1 , · · · , π n−1 , X n are algebraically independent over K. As π 1 , · · · , π n−1 are algebraically independent over K, K[π 1 , · · · , π n−1 ] is a unique factorization domain. As in the proof of the Theorem 2.5(ii), it is clear that
Now the result will follow from Lemma 2.1 if we show that
is a unique factorization domain. We also note that M 1 , · · · , M n−1 , X n are algebraically independent over K.
This can be seen by putting M i = X p i n for a sufficiently large prime p in the equation We now prove a positive result on Hilbert's fourteenth problem using our results.
Theorem 2.8. Let K be a field and let
is a finitely generated K-algebra.
is a faithfully flat ring extension (in fact a free extension). Hence, by Lemma 2.4,
Thus in the equation ( * * * ), all power-tuples (α 1 , · · · , α t ) are in the semigroup
By Gordan's Lemma [2] , S is finitely generated. Hence the result follows.
We shall now deduce [4, Proposition 2.3] . Observe that the condition ( * * ), i.e., δ 11 δ 11 + δ 21 + δ 22 δ 22 + δ 12 < 1 2 implies the determinant of the matrix Further, if s ≥ t > 0, then
Thus in any case we arrive at a contradiction to our assumption. Hence det T 2 = 0. The converse is not true follows by taking δ 11 = 3, δ 12 = δ 22 = δ 21 = 1. Now assume det T 2 = 0. To prove [4, Proposition 2.3] under this assumption we first note the following:
Lemma 2.9. Let R be a unique factorization domain and K its field of fractions. Let L|K be an algebraic field extension. If x ∈ L is integral over R, then R[x]
is finitely generated free R-module.
Proof. Let f (Z) ∈ R[Z]
be a monic polynomial of least degree such that f (x) = 0. Then f (Z) is irreducible in R[Z] and has content 1. Therefore
is a finitely generated free R-module.
Theorem 2.10. Let X 1 , X 2 , X 3 be algebraically independent over a field K.
, where γ and δ ij are positive integers for i, j = 1, 2. Then if for
Proof. Since det T 2 = 0, there exists a row vector (m, n) ∈ Z Z 2 such that (m, n) −δ 11 δ 12 δ 21 −δ 22 = (k, 0)
for some k > 0. Therefore
Similarly, there exists an integral l > 0 such that
. Therefore, in view of (i) and (ii), T r.deg. K K(π 1 , π 2 , π 3 ) = 3. This proves that π 1 , π 2 , π 3 are algebraically independent over K. For the last part of the statement, note that K[π 1 , π 2 , π 3 ] is a unique factorization domain. As X 3 is integral over it, K[π 1 , π 2 , π 3 , X 3 ] is a free K[π 1 , π 2 , π 3 ]-module by Lemma 2.9. We have
Therefore, as in the proof of Theorem 2.5,
At the end, we show that [3, Theorem 1.1] is not true if instead of ( * ) condition we assume that determinant of the matrix T n−1 is non-zero. This is consequence of the following Lemma. Lemma 2.11. Let K be a field of characteristic = 2. If X i ; i = 1, 2, 3, 4 are algebraically independent over K, then
Proof. Let a, b, c, x be algebraically independent over K. Replacing X 1 , X 2 , X 3 , X 4 by ab, bc, ca and x respectively, the statement of Lemma amounts to proving:
We shall prove this result in steps.
Step
Let us note that the monomials ab, bc, ca satisfy the conditions in the statement. Therefore any monomial a i b j c k in K[ab, bc, ca] also satisfies the same conditions. Now, let a i b j c k be a non-constant monomial such that i + j + k is even and i
then the monomial is either ab or bc or ca and hence is in K[ab, bc, ca]. Assume i + j + k > 2, and let i ≥ j ≥ k. If k = 0, then i = j and the result follows . Thus assume k ≥ 1. As i + j + k is even we can not have
, and a i−1 b j−1 c k satisfies the condition of the statement . Therefore, by induction,
Hence the statement is true.
We can assume that f and g are homogeneous of same degree d. 
. This gives that a 2d ∈ K[ab, bc, ca], which is not true by Step 1. Thus (i) does not hold in this case as well. Consequently Step 2 is proved.
Step 3. If Char.K = 0, then the result of the Lemma holds.
where 
. Now, the result follows from Step 2.
be a non-constant polynomial of least degree d in x in the intersection. If d = 0, then the statement follows by Step 2. Next, if d = 1 then comparing the coefficients of powers of x on both sides we get f 1 = g 1 and
This however is not true by Step 1. Now assume d > 1. Unless all non-zero terms other than that of degree 1 have exponent in x divisible by p, we can argue as in case of Char.K = 0 and conclude d = 0. In this case the assertion is already proved. Therefore assume that all non-zero terms other than those of degree 1 have power of x divisible by p. Now, let q = p e (e ≥ 1) be the highest power of p which divides all exponents of x other than 1 in non-zero term. Let d = mq. Then
+ terms with higher power of a 2 , and f 1 = g 1 .
If f 1 = 0, then by Step 2, f 1 = g 1 = λ( = 0) ∈ K. Therefore f 0 = g 0 − λa 2 + terms with higher power of a 2 . This, however, is not true as seen above. We now proceed as in [3] , but assume ℑ to be the set of all homogeneous polynomials We claim that if (d, l 2 , l 3 , e) ∈ supp F, then −dδ 11 + (l 2 + l 3 ) min(δ 21 , δ 31 ) < 0. By definition of e, there exists (a 1 , a 2 , a 3 , e) in supp F such that −a 1 δ 11 + (a 2 + a 3 ) min(δ 21 , δ 31 ) < 0 ⇒ −dδ 11 + (l 2 + l 3 ) min(δ 21 , δ 31 ) < 0 · · · (ii)
since by choice of d, a 1 ≤ d, and l 2 + l 3 ≤ a 2 + a 3 . Hence the claim follows. From this, as c 2 + c 3 + 1 = l 2 + l 3 , we get −dδ 11 + (c 2 + c 3 ) min(δ 21 , δ 31 ) < 0.
