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Abstract
We consider PDE constrained nonparametric regression problems in
which the parameter f is the unknown coefficient function of a second
order elliptic partial differential operator Lf , and the unique solution
uf of the boundary value problem
Lfu = g1 on O, u = g2 on ∂O,
is observed corrupted by additive Gaussian white noise. Here O is a
bounded domain in Rd with smooth boundary ∂O, and g1, g2 are given
functions defined on O, ∂O, respectively. Concrete examples include
Lfu = ∆u− 2fu (Schro¨dinger equation with attenuation potential f)
and Lfu = div(f∇u) (divergence form equation with conductivity f).
In both cases, the parameter space
F = {f ∈ Hα(O)|f > 0}, α > 0,
where Hα(O) is the usual order α Sobolev space, induces a set of non-
linearly constrained regression functions {uf : f ∈ F}.
We study Tikhonov-type penalised least squares estimators fˆ for f .
The penalty functionals are of squared Sobolev-norm type and thus fˆ
can also be interpreted as a Bayesian ‘MAP’-estimator corresponding
to some Gaussian process prior. We derive rates of convergence of fˆ
and of u
fˆ
, to f, uf , respectively. We prove that the rates obtained are
minimax-optimal in prediction loss. Our bounds are derived from a
general convergence rate result for non-linear inverse problems whose
forward map satisfies a mild modulus of continuity condition, a result of
independent interest that is applicable also to linear inverse problems,
illustrated in an example with the Radon transform.
1. Introduction. Observations obeying certain physical laws can often
be described by a partial differential equation (PDE). Real world measure-
ments carry statistical noise and thus do not generally exactly exhibit the
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idealised pattern of the PDE, but it is desirable that recovery of parame-
ters from data is consistent with the PDE structure. In the mathematical
literature on inverse problems several algorithms that incorporate such con-
straints have been proposed, notably optimisation based methods such as
Tikhonov regularisation [13, 4] and maximum a posteriori (MAP) estimates
related to Bayesian inversion techniques [37, 12]. In statistical terminology
these methods can often be viewed as penalised least squares estimators
over parameter spaces of regression functions that are restricted to lie in
the range of some ‘forward operator’ G describing the solution map of the
PDE. The case where G is linear is reasonably well studied in the inverse
problems literature, but already in basic elliptic PDE examples, the map
G is non-linear and the analysis is more delicate. The observation scheme
considered here is (a natural continuous analogue of) the standard Gaussian
regression model
(1.1) Yi = uf (xi) + εi, i = 1, . . . , n; {εi} ∼i.i.d. N(0, 1),
where (xi)
n
i=1 are ‘equally spaced’ design points on a bounded domain O ⊂
Rd with smooth boundary ∂O. The function uf : O → R is, in our first
example, the solution u = uf of the elliptic PDE (with ∇ denoting the
gradient and ∇· the divergence operator)
(1.2)
{
∇ · (f∇u) = g on O,
u = 0 on ∂O,
where g > 0 is a given source function defined on O and f : O → (0,∞) is an
unknown conductivity (or diffusion) coefficient. The second model example
arises with solutions u = uf of the time-independent Schro¨dinger equation
(with ∆ equal to the standard Laplacian operator)
(1.3)
{
∆u− 2fu = 0 on O,
u = g on ∂O,
corresponding to the unknown attenuation potential (or reaction coefficient)
f : O → (0,∞), and given positive ‘boundary temperatures’ g > 0. Both
PDEs have a fundamental physical interpretation and feature in many ap-
plication areas, see, e.g., [13, 5, 19, 2, 37, 7, 12], and references therein.
When f > 0 belongs to some Sobolev space Hα(O) for appropriate α > 0,
unique solutions uf of the PDEs (1.2), (1.3) exist, and the ‘forward’ map
f 7→ uf is non-linear. A natural method to estimate f is by a penalised
least squares approach: one minimises in f ∈ Hα(O) the squared Euclidean
distance
Qn(f) = ‖Y − uf‖2
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of the observation vector (Yi : i = 1, . . . , n) to the fitted values (uf (xi) :
i = 1, . . . , n), and penalises too complex solutions f by, for instance, an
additive Sobolev norm ‖ · ‖Hα - type penalty. The crucial constraint f > 0
can be incorporated by a smooth one-to-one transformation Φ of the penalty
function, and a final estimator fˆ minimises a criterion function of the form
Qn(f) + λ
2‖Φ−1[f ]‖2Hα ,
over f ∈ Hα(O), where λ is a scalar regularisation parameter to be cho-
sen. Both Tikhonov regularisers as well as Bayesian maximum a posteriori
(MAP) estimates arising from suitable Gaussian priors fall into this class
of estimators. We show in the present paper that suitable choices of λ, α,Φ
give rise to statistically optimal solutions of the above PDE constrained re-
gression problems from data (1.1), in prediction loss. The convergence rates
obtained can be combined with ‘stability estimates’ to obtain bounds also
for the recovery of the parameter f itself.
Our main results are based on a general convergence rate theorem for
minimisers over Hα of functionals of the form
F 7→ ‖Y − G (F )‖2 + λ2‖F‖2Hα
in possibly non-linear inverse problems whose forward map F 7→ G (F ) satis-
fies a certain modulus of continuity assumption between Hilbert spaces. This
result, which adapts M -estimation techniques [42, 41] to the inverse prob-
lems setting, is of independent interest, and provides novel results also for
linear forward maps, see Remark 2.5 for an application to Radon transforms.
For sake of conciseness, our theory is given in the Gaussian white noise
model introduced in (2.1) below – it serves as an asymptotically equivalent
(see [8, 34]) continuous analogue of the discrete model (1.1), and facilitates
the application of PDE techniques in our proofs. Transferring our results
to discrete regression models is possible, but the additional difficulties are
mostly of a technical nature and will note be pursued here.
Recovery for non-linear inverse problems such as those mentioned above
has been studied initially in the deterministic regularisation literature [14,
29, 36, 13, 38], and the convergence rate theory developed there has been
adapted to the statistical regression model (1.1) in [5, 6, 19, 24]. These
results all assume that a suitable Fre´chet derivative DG of the non-linear
forward map G exists at the ‘true’ parameter F , and moreover require that
F lies in the range of the adjoint operator of DG – the so called ‘source
condition’. Particularly for the PDE (1.2), such conditions are problematic
and do not hold in general for rich enough classes of F ’s (such as Sobolev
balls) unless one makes very stringent additional model assumptions. Our
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results circumvent such source conditions. Further remarks, including a dis-
cussion of related convergence analysis of estimators obtained from Bayesian
inversion techniques [43, 11, 30] can be found in Section 3.4.
1.1. Some preliminaries and basic notation. Throughout, O ⊆ Rd, d ≥
1, denotes a bounded non-empty C∞-domain (an open bounded set with
smooth boundary) with closure O¯. The usual space L2(O) of square inte-
grable functions carries a norm ‖ · ‖L2(O) induced by the inner product
〈h1, h2〉L2(O) =
∫
O
h1(x)h2(x)dx, h1, h2 ∈ L2(O),
where dx denotes Lebesgue measure. For any multi-index i = (i1, ..., id) of
‘length’ |i|, let Di denote the i-th (weak) partial derivative operator of order
|i|. Then for integer α ≥ 0, the usual Sobolev spaces are defined as
Hα(O) := {f ∈ L2(O) ∣∣ for all |i| ≤ α, Dif exists and Dif ∈ L2(O)} ,
normed by ‖f‖Hα(O) =
∑
|i|≤α ‖Dif‖L2(O). For non-integer real values α ≥
0, we define Hα(O) by interpolation, see, e.g., [23] or [39].
The spaces of bounded and continuous functions on O and O¯ are denoted
by C(O) and C(O¯), respectively, equipped with the supremum norm ‖ · ‖∞.
For η ∈ N, the space of η-times differentiable functions on O with uniformly
continuous derivatives is denoted by Cη(O). For η > 0, η /∈ N, we say f ∈
Cη(O) if for all multi-indices β with |β| ≤ ⌊η⌋ (the integer part of η), Dβf
exists and is η − ⌊η⌋-Ho¨lder continuous. The norm on Cη(O) is
‖f‖Cη(O) =
∑
β:|β|≤⌊η⌋
‖Dβf‖∞ +
∑
β:|β|=⌊η⌋
sup
x,y∈O, x 6=y
|Dβf(x)−Dβf(y)|
|x− y|η−⌊η⌋ .
We also define the set of smooth functions as C∞(O) = ∩η>0Cη(O) and its
subspace C∞c (O) of functions compactly supported in O.
The previous definitions will be used also for O replaced by ∂O or Rd.
When there is no ambiguity, we omit O from the notation.
For any normed linear space (X, ‖ · ‖X) its topological dual space is
X∗ := {L : X → R linear s.t. ∃C > 0 ∀x ∈ X : |L(x)| ≤ C‖x‖X} ,
which is a Banach space for the norm ‖L‖X∗ = supx∈X |L(x)|/‖x‖X .
We need further Sobolev-type spaces to address routine subtleties of the
behaviour of functions near ∂O: denote by Hαc (O) the completion of C∞c (O)
for the Hα(O) norm, and let H˜α(O) denote the closed subspace of Hα(Rd)
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consisting of functions supported in O¯. We have Hαc (O) = H˜α(O) unless
α = k + 1/2, k ∈ N (Section 4.3.2 in [39]), and one defines negative order
Sobolev spaces H−κ(O) = (H˜κ(O))∗, κ > 0, cf. also Theorem 3.30 in [25].
We use the symbols “.,&” for inequalities that hold up to multiplicative
constants that are universal, or whose dependence on other constants will be
clear from the context. We also use the standard notation R+ := {x|x ≥ 0}
and a ∨ b := max{a, b} for a, b ∈ R.
2. A convergence rate result for general inverse problems.
2.1. Forward map and white noise model. Let H be a separable Hilbert
space with inner product 〈·, ·〉H. Suppose that V˜ ⊆ L2(O) and that
G : V˜ → H, F 7→ G (F ),
is a given ‘forward’ map. For some F ∈ V˜, and for scalar ‘noise level’ ε > 0,
we observe a realisation of the equation
(2.1) Y (ε) = G (F ) + εW,
where (W(ψ) : ψ ∈ H) is a centred Gaussian white noise process indexed
by the Hilbert space H (see p.19-20 in [17]). Let EεF , F ∈ V˜ , denote the
expectation operator under the law PεF of Y
(ε) from (2.1). Observing (2.1)
means to observe a realisation of the Gaussian process (〈Y (ε), ψ〉H : ψ ∈ H)
with marginal distributions
〈Y (ε), ψ〉H ∼ N(〈G (F ), ψ〉H, ε2‖ψ‖2H).
In the case H = L2(O) relevant in Section 3 below, (2.1) can be interpreted as
a Gaussian shift experiment in the Sobolev spaceH−κ(O), κ > d/2 (see, e.g.,
[9, 30]), and also serves as a theoretically convenient (and, for ε = 1/
√
n, as
n→∞ asymptotically equivalent) continuous surrogate model for observing
(Yi, xi)
n
i=1 in the standard fixed design Gaussian regression model
(2.2) Yi = G (F )(xi) + εi, i = 1, . . . , n, {εi} ∼i.i.d. N(0, 1),
where the xi are ‘equally spaced’ design points in the domain O (see [8, 34]).
In the discrete model (2.2) the least squares criterion can be decomposed
as ‖Y − G (F )‖2Rn = ‖Y ‖2Rn − 2〈Y,G (F )〉Rn + ‖G (F )‖2Rn . The first term
‖Y ‖2Rn is independent of F and can be neglected when optimising in F . In
the continuous model (2.1) we have ‖Y ‖H = ∞ a.s. (unless dim(H) < ∞),
which motivates to define a ‘Tikhonov-regularised’ functional
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(2.3) Jλ,ε : V˜ → R, Jλ,ε(F ) := 2〈Y (ε),G (F )〉H − ‖G (F )‖2H − λ2‖F‖2Hα ,
where λ > 0 is a regularisation parameter to be chosen, and where we set
Jλ,ε(F ) = −∞ for F /∈ Hα. Maximising Jλ,ε thus amounts to minimising
the natural least squares fit with a Hα(O)-penalty for F , and we note that it
also corresponds to maximising the penalised log-likehood function arising
from (2.1), see, e.g., [30], Section 7.4. In all that follows ‖ · ‖Hα could be
replaced by any equivalent norm on Hα(O).
2.2. Results. For F1 ∈ V˜ ∩Hα, F2 ∈ V˜ and λ > 0, define the functional
(2.4) τ2λ(F1, F2) := ‖G (F1)− G (F2)‖2H + λ2‖F1‖2Hα .
The main result of this section, Theorem 2.2, proves the existence of max-
imisers Fˆ for Jλ,ε over suitable subsets V ⊆ V˜ ∩ Hα and concentration
properties for τλ(Fˆ , F0), where F0 is the ‘true’ function generating the law
PεF0 from equation (2.1). Note that bounds for τλ(Fˆ , F0) simultaneously con-
trol the ‘prediction error’ ‖G (Fˆ )−G (F0)‖H as well as the regularity ‖Fˆ‖Hα
of the estimated output Fˆ .
Theorem 2.2 is proved under a general ‘modulus of continuity’ condition
on the map G which reads as follows.
Definition 2.1. Let α, γ, κ ∈ R+ be non-negative real numbers and
V˜ ⊆ L2(O). Set H := Hα(O) if κ < 1/2, and H := Hαc (O) if κ ≥ 1/2. A
map G : V˜ → H is called (κ, γ, α)-regular if there exists a constant C > 0
such that for all F,H ∈ V˜ ∩ H, we have
(2.5) ‖G (F )− G (H)‖H ≤ C
(
1 + ‖F‖γHα(O) ∨ ‖H‖
γ
Hα(O)
)‖F −H‖(Hκ(O))∗ ,
This condition is easily checked for ‘κ-smoothing’ linear maps G with
γ = 0, see Remark 2.5 for an example. But (2.5) also allows for certain non-
linearities of G on unbounded parameter spaces V˜ that will be seen later on
to accommodate the forward maps induced by the PDEs (1.2), (1.3). See
also Remarks 2.6, 3.10 below.
Theorem 2.2. Suppose that G : V˜ → H is a (κ, γ, α)-regular map for
some integer α > (d/2−κ)∨ (γd/2−κ). Let Y (ε) ∼ PεF0 from (2.1) for some
fixed F0 ∈ V˜. Then the following holds.
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1. Let V ⊆ V˜ ∩ H be closed for the weak topology of the Hilbert space H.
Then for all λ, ε > 0, almost surely under PεF0, there exists a maximiser
Fˆ = Fˆλ,ε ∈ V of Jλ,ε from (2.3) over V, satisfying
(2.6) sup
F∈V
Jλ,ε(F ) = Jλ,ε(Fˆ ).
2. Let V ⊆ V˜ ∩ H. There exist constants c1, c2, c3 > 0 such that we have
for all ε, λ, δ > 0 satisfying
(2.7) ε−1δ ≥ c1
(
1 + λ−
1
2s
(
1 + (δ/λ)
γ
2s
))
, s := (α+ κ)/d,
all R ≥ δ, any maximiser Fˆ = Fˆλ,ε ∈ V of Jλ,ε over V and any F∗ ∈ V,
(2.8) PεF0
(
τ2λ(Fˆ , F0) ≥ 2(τ2λ(F∗, F0) +R2)
) ≤ c2 exp (− R2
c22ε
2
)
,
and also
(2.9) EεF0
[
τ2λ(Fˆ , F0)
]
≤ c3
(
τ2λ(F∗, F0) + δ
2 + ε2
)
.
Various applications of Theorem 2.2 for specific choices of κ, γ, V and V˜
will be illustrated in the following - besides the main PDE applications from
Section 3, see Remarks 2.4, 3.10 and 3.11 as well as Example 2.5 below.
Theorem 2.2 does not necessarily require F0 ∈ V as long as F0 can be
suitably approximated by some F∗ ∈ V, see Remark 2.4 for an instance of
when this is relevant. If F0 ∈ V then we can set F∗ = F0 in the above
theorem and obtain the following convergence rates, which are well known
to be optimal for κ-smoothing linear forward maps G , and which will be
seen to be optimal also for the non-linear inverse problems arising from the
PDE models (1.2) and (1.3).
Corollary 2.3. Under the conditions of Part 2 of Theorem 2.2, there
exists c <∞ such that for λ = ε2(α+κ)/(2(α+κ)+d), we have that for all R > 0,
all ε > 0 small enough and any maximizer Fˆλ,ε of Jλ,ε over V,
(2.10) sup
F0∈V :‖F0‖Hα≤R
EεF0
∥∥∥G (Fˆλ,ε)− G (F0)∥∥∥
H
≤ cε
2(α+κ)
2(α+κ)+d .
When images of ‖ · ‖Hα-bounded subsets of V under a forward map G :
L2(O)→ L2(O) are bounded in Hβ(O) for some β > 0, then the L2-bound
(2.10) extends (via interpolation and bounds for ‖Fˆ‖Hα implied by Theorem
2.2) toHη-norms, η ∈ [0, β], which in turn can be used to obtain convergence
rates also for Fˆ − F0 by using stability estimates. See the results in Section
3 and also Example 2.5 below for examples.
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Remark 2.4 (MAP estimates). Let Π be a Gaussian process prior mea-
sure for F with reproducing kernel Hilbert space (RKHS) H and RKHS-
norm λ¯‖ · ‖Hα , λ¯ > 0. Taking note of the form of the likelihood function in
the model (2.1) (see, e.g., Section 7.4 in [30]), maximisers Fˆ of Jλ,ε over
V = H with λ = ελ¯ have a formal interpretation as maximum a posteriori
(MAP) estimators for the resulting posterior distributions Π(·|Y (ε)), see also
[11, 18]. For instance, let α > d/2, κ ≥ 0, and consider a linear inverse prob-
lem where for β = α−d/2 and V˜ = Hβ(O), G : Hβ(O)→ H is a linear map
satisfying (2.5) with γ = 0 for all F,H ∈ Hβ(O). Then, applying Theorem
2.2 with λ = ε (so that λ¯ = 1) and δ ≈ ε(2β+2κ)/(2β+2κ+d) yields
(2.11) sup
F0∈H˜β(O0):‖F0‖H˜β≤R
EεF0
∥∥∥G (Fˆ )− G (F0)∥∥∥
H
. δ, R > 0,
for any fixed sub-domain O0 such that O¯0 ( O. Indeed, one easily checks
(2.7), and given F0 ∈ H˜β(O0) set F∗ = ζF−1[(1[|·|≤(δ/λ)2/d ]F [F0]] ∈ Hαc (O),
where ζ ∈ C∞c (O) is such that ζ = 1 on O0 and F is the Fourier transform.
Then ‖F∗‖Hα(O) . δ/λ and ‖F ∗ − F0‖(Hκ(O))∗ . ‖F ∗ − F0‖H−κ(O) . δ in
(2.9) yield (2.11). Similar comments apply to non-linear G , with appropriate
choice of λ¯, see Remark 3.10.
Example 2.5 (Rates for the Radon transform). Let R : V˜ ≡ L2(O) →
H be the Radon transform, where O = {x ∈ R2 : ‖x‖ < 1} and H =
L2(Σ),Σ := (0, 2pi]×R, equipped with Lebesgue measure, see p.9 in [28] for
definitions. Then G = R satisfies (2.5) with κ = 1/2, γ = 0 and any α ∈ N –
see p.42 in [28] and note that our ‖·‖(H1/2(O))∗ -norm is the ‖·‖H−1/20 (O)-norm
used in [28] (cf. Theorem 3.30 in [25]). Applying Corollary 2.3 with α ≥ 1,
V = Hαc (O) and λ = ε(2α+1)/(2α+3) implies that for any F0 ∈ Hαc (O),
(2.12) EεF0
[‖R(Fˆλ,ε)−R(F0)‖2L2(Σ) + λ2‖Fˆλ,ε‖2Hαc (O)] . ε(4α+2)/(2α+3) .
Using again the estimates on p.42 in [28] and that Ho¨lder’s inequality implies
‖g‖H1/2(Σ) ≤ ‖g‖2α/(2α+1)L2(Σ) ‖g‖
1/(2α+1)
Hα+1/2(Σ)
for Hα(Σ) defined as in [28], we deduce from (2.12) and Markov’s inequality
‖Fˆλ,ε − F0‖L2(O) . ‖R(Fˆ )−R(F0)‖H1/2(Σ) = OPεf0
(
ε
2α
2α+3
)
with constants uniform in ‖F0‖Hαc (O) ≤ R for any R > 0. Similarly, if one
chooses λ = ε instead, then the MAP estimate from Remark 2.4 satisfies∥∥∥Fˆλ,ε − F0∥∥∥
L2(O)
= OPεf0
(
ε
2β
2β+3
)
, where β := α− 1 > 0,
uniformly over ‖F0‖Hβc (O0) ≤ R for R > 0.
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Remark 2.6 (The effect of nonlinearity). In the proof of Theorem 2.2
we follow ideas forM -estimation from [41, 42], and condition (2.5) is needed
to bound the entropy numbers of images {G (F ) | ‖F‖Hα ≤ R}, 0 < R <∞,
of Sobolev balls under G , which in turn control the modulus of continuity of
the Gaussian process that determines the convergence rate of Fˆ to F0. The
at most polynomial growth in ‖F‖Hα of the Lipschitz constants
(2.13)
(
1 + ‖F‖γHα ∨ ‖H‖γHα
)
, γ ≥ 0,
in (2.5) turns out to be essential in the proof of Theorem 2.2. But even when
only a ‘polynomial nonlinearity’ is present (γ > 0), the last term in the
condition (2.7) can become dominant if the penalisation parameter λ is too
small. The intuition is that, for non-linear problems, too little penalisation
can mean that the maximisers Fˆ over unbounded parameter spaces behave
erratically, yielding sub-optimal convergence rates.
3. Results for elliptic PDE models. In this section, we apply The-
orem 2.2 to the inverse problems induced by the PDEs (1.2) and (1.3). We
also discuss the implied convergence rates for the parameter f .
3.1. Basic setup and link functions. For any integer α > d/2 and any
constant Kmin ∈ [0, 1), and denoting the outward pointing normal vector at
x ∈ ∂O by n = n(x), define the parameter space
F := Fα,Kmin =
{
f ∈ Hα(O) : f > Kmin on O, f = 1 on ∂O,
∂jf
∂nj
= 0 on ∂O for j = 1, ..., α − 1},(3.1)
and its subclasses
Fα,r(R) :=
{
f ∈ F : inf
x∈O
f(x) > r, ‖f‖Hα ≤ R
}
, r ≥ Kmin, R > 0.
We note that the restrictions Kmin < 1 and f = 1 on ∂O in (3.1) are
made only for convenience, and could be replaced by f = g˜ for any fixed
g˜ ∈ C∞(∂O) satisfying g˜ > Kmin. Moreover, for estimation over parameter
spaces without prescribed boundary values for f , see Remark 3.11.
We will assume that the coefficient f of the second order linear elliptic
partial differential operators featuring in the boundary value problems (1.2)
and (1.3), respectively, belong to Fα,Kmin for large enough α, and denote by
(3.2) G : F → L2(O), f 7→ G(f) := uf ,
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the corresponding solution maps. Following (2.1) with H = L2(O), we then
observe
(3.3) Y (ε) = G(f) + εW, ε > 0,
whose law will now be denoted by Pεf for f ∈ F .
We will apply Theorem 2.2 to a suitable bijective re-parameterisation of
F for which the set V one optimises over is a linear space. This is natural
for implementation purposes but also necessary to retain the Bayesian in-
terpretation of our estimators from Remark 2.4. To this end, we introduce
‘link functions’ Φ – the lowercase and uppercase notation for corresponding
functions f ∈ F and F = Φ−1 ◦ f will be used throughout.
Definition 3.1. 1. A function Φ is called a link function if Φ is a
smooth, strictly increasing bijective map Φ : R → (Kmin,∞) satisfying
Φ(0) = 1 and Φ′ > 0 on R.
2. A function Φ : (a, b) → R, −∞ ≤ a < b ≤ ∞, is called regular if all
derivatives of Φ of order k ≥ 1 are bounded, i.e.
(3.4) ∀k ≥ 1 : sup
x∈(a,b)
∣∣∣Φ(k)(x)∣∣∣ <∞.
In the notation of Theorem 2.2, throughout this section we set H = L2(O),
V˜ = V := {Φ−1 ◦ f : f ∈ F} to be the ‘pulled-back’ parameter space, and
(3.5) G : V → L2(O), G (F ) := G(Φ ◦ F ),
For F as in (3.1), one easily verifies that
V =
{
F ∈ Hα : ∂
jF
∂nj
= 0 on ∂O for j = 0, ..., α − 1
}
= Hαc (O),
where the second equality follows from the characterization of Hαc (O) in
Theorem 11.5 of [23]. Given a realisation of (3.3) and a regular link function
Φ, we define the generalised Tikhonov regularised functional Jλ,ε : F → R,
(3.6) Jλ,ε(f) := 2〈Y (ε), G(f)〉L2 − ‖G(f)‖2L2 − λ2‖Φ−1 ◦ f‖2Hα , λ > 0.
Then for all f ∈ F , we have Jλ,ε(F ) = Jλ,ε(f) in the notation (2.3), and
maximising Jλ,ε over F is equivalent to maximising Jλ,ε over Hαc = V. Any
pair of maximisers will be denoted by
fˆ ∈ argmax
f∈F
Jλ,ε(f), Fˆ = Φ
−1 ◦ fˆ ∈ arg max
F∈Hαc
Jλ,ε(F ), G(fˆ) = G (Fˆ ).
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The proofs of the theorems which follow are based on an application of
Theorem 2.2, after verifying that the map (3.5) satisfies (2.5) with V = Hαc
and suitable values of κ, γ, α. The verification of (2.5) is based on PDE
estimates that control the modulus of continuity of the solution map (3.2),
and on certain analytic properties of the link function Φ. In practice often
the choice Φ = exp is made (cf. [37]), but our results suggest that the
use of a regular link function might be favourable. Indeed, the polynomial
growth requirement (2.13) discussed above is not met if one chooses for Φ
the exponential function. Before we proceed, let us give an example of a
regular link function.
Example 3.2. Define the function φ : R→ (0,∞) by φ(x) = ex1|x|<0 +
(1+x)1|x|≥0, let ψ : R→ [0,∞) be a smooth, compactly supported function
with
∫
R
ψ = 1, and write φ ∗ ψ = ∫
R
φ(· − y)ψ(y)dy for their convolution. It
follows from elementary calculations that, for any Kmin ∈ R,
Φ : R→ (Kmin,∞), Φ := Kmin + 1−Kmin
ψ ∗ φ(0) ψ ∗ φ,
is a regular link function with range (Kmin,∞).
3.2. Divergence form equation. For a given source function g ∈ C∞(O),
we consider the Dirichlet boundary value problem
(3.7)
{
∇ · (f∇u) = g on O,
u = 0 on ∂O,
where f ∈ Fα,Kmin from (3.1), for α > d/2+1,Kmin > 0. Then (5.4) implies
f ∈ C1+η(O) for some η > 0, and the Schauder theory for elliptic PDEs
(Theorem 6.14 in [16]) then gives that (3.7) has a unique classical solution
in C(O¯) ∩C2+η(O) which we shall denote by G(f) = uf .
Upper bounds. For a link function Φ and f1, f2 ∈ F , define (cf. (2.4))
µλ(f1, f2) := ‖G(f1)−G(f2)‖2L2 + λ2‖Φ−1 ◦ f1‖2Hα = τλ(F1, F2).
Theorem 3.3 (Prediction error). Let F be given by (3.1) for some in-
teger α > (d/2 + 2) ∨ (2d − 1) and Kmin ∈ (0, 1). Let G(f) = uf denote
the unique solution of (3.7) and let Y (ε) ∼ Pεf0 from (3.3) for some f0 ∈ F .
Moreover, suppose that Φ : R → (Kmin,∞) is a regular link function and
that Jλε,ε is given by (3.6), where
λε := ε
2(α+1)
2(α+1)+d .
Then the following holds.
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1. For each f0 ∈ F and ε > 0, almost surely under Pεf0, there exists a
maximiser fˆε ∈ F of Jλε,ε over F .
2. For each R > 0, r > Kmin, there exist finite constants c1, c2 > 0 such
that for any maximiser fˆε ∈ F of Jλε,ε, all 0 < ε < 1 and all M ≥ c1,
(3.8) sup
f0∈Fα,r(R)
Pεf0
(
µ2λε(fˆε, f0) ≥M2ε
4(α+1)
2(α+1)+d
)
≤ exp
(
− M
2λ2ε
c2ε2
)
.
3. For each R > 0, r > Kmin and β ∈ [0, α + 1], there exists a constant
c3 such that for any maximiser fˆε ∈ F of Jλε,ε with corresponding ufˆε,
for all 0 < ε < 1,
(3.9) sup
f0∈Fα,r(R)
Eεf0
∥∥∥ufˆε − uf0
∥∥∥
Hβ
≤ c3ε
2(α+1−β)
2(α+1)+d .
Lower bounds. We now give a minimax lower bound on the rate of estima-
tion for uf which matches the bound in (3.9). To facilitate the exposition
we only consider the unit ball O = D := {x ∈ Rd : ‖x‖ < 1}, set g = 1
identically on O, and fix Hβ-loss with β = 2.
Theorem 3.4. For Kmin ∈ (0, 1), α > d/2+1, O = D and g = 1 on O,
consider solutions uf , f ∈ F , to (3.7). Then there exists C < ∞ such that
for all ε > 0 small enough,
(3.10) inf
uˆε
sup
f0∈Fα,r(R)
Eεf0‖uˆε − uf0‖H2 ≥ Cε
2(α−1)
2(α+1)+d , Kmin < r,R > 0,
where the infimum ranges over all measurable functions uˆε = uˆ(Y
(ε)) of Y (ε)
from (3.3) that take values in H2.
Observe that (3.10) coincides with the lower bound for estimating uf0 as
an unconstrained regression function in Hα+1 under H2-loss. Note however
that unconstrained ‘off the shelf’ regression function estimators u˜ε for uf
will not satisfy the non-linear PDE constraint u˜ = G(f˜ ) for some f˜ ∈ F ,
thus providing no recovery of the PDE coefficient f0 itself.
Rates for f via stability estimates. For estimators ufˆε that lie in the range
of the forward map G, we can resort to ‘stability estimates’ which allow
to control the convergence rate of fˆε to f0 by the rate of G(fˆε) = ufˆε
towards G(f0) = uf0 , in appropriate norms. Injectivity and global stability
estimates for this problem have been studied in several papers since Richter
[35], see the recent contribution [7] and the discussion therein. They require
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additional assumptions, a very common choice being that g > 0 throughout
O¯. The usefulness of these estimates depends in possibly subtle ways on the
class of f ’s one constrains the problem to. The original stability estimate
given in [35] controls ‖f1 − f2‖∞ in terms of ‖uf1 − uf2‖C2 which does not
combine well with the Hβ- convergence rates obtained in Theorem 3.3. The
results proved in [7] are designed for ‘low regularity’ cases where α ∈ (0, 1):
they give at best
(3.11) ‖f1 − f2‖L2 ≤ C(f1, f2)‖uf1 − uf2‖1/2H1 , f1, f2 ∈ F , d ≥ 2,
which via Theorem 3.3 would imply a convergence rate of ε
α
2(α+1)+d for ‖fˆε−
f0‖L2 . For higher regularity α ≥ 2 relevant here, this can be improved. We
prove in Lemma 5.5 below a Lipschitz stability estimate for the map uf 7→ f
between the spaces H2 and L2, and combined with Theorem 3.3 this gives
the following rate bound for fˆε − f0.
Theorem 3.5. Suppose that α, Kmin, F , G, Φ, λε are as in Theorem
3.3 and assume in addition that g ≥ gmin > 0 on O. Let fˆε ∈ F be any
maximiser of Jλε,ε. Then, for each r > Kmin and R < ∞, there exists a
constant C > 0 such that we have for all 0 < ε < 1,
(3.12) sup
f0∈Fα,r(R)
Eεf0‖fˆε − f0‖L2 ≤ Cε
2(α−1)
2(α+1)+d .
The rate in Theorem 3.5 is strictly better than what can be obtained
from (3.11), or by estimating ‖ufˆε − uf0‖C2 by ‖ufˆε − uf0‖H2+d/2+η , η > 0,
and using Richter’s stability estimate. A more detailed study of the stability
problem, and of the related question of optimal rates for estimating f , is
beyond the scope of the present paper and will be pursued elsewhere.
3.3. Schro¨dinger equation. We now turn to the Schro¨dinger equation
(3.13)
{
∆u− 2fu = 0 on O,
u = g on ∂O,
with given g ∈ C∞(∂O). By standard results for elliptic PDEs (Theorem
6.14 in [16]), for f ∈ Fα,Kmin from (3.1) with Kmin ≥ 0, α > d/2, a unique
classical solution uf = G(f) to (1.3) exists which lies in C
2+η(O) ∩ C0(O¯)
for some η > 0.
The results for this PDE are similar to the previous section, although
the convergence rates are quantitatively different due to the fact that the
forward operator is now 2-smoothing.
14 NICKL, VAN DE GEER AND WANG
Theorem 3.6 (Prediction error). Let F be given by (3.1) for some in-
teger α > (d/2 + 2) ∨ (2d− 2) and Kmin ∈ [0, 1). Let G(f) = uf denote the
unique solution to (3.13) and let Y (ε) ∼ Pεf0 from (3.3) for some f0 ∈ F .
Moreover, suppose that Φ : R → (Kmin,∞) is a regular link function and
that Jλε,ε is given by (3.6), where
λε = ε
2(α+2)
2(α+2)+d .
Then the following holds.
1. For each f0 ∈ F and ε > 0, almost surely under Pεf0, there exists a
maximiser fˆε ∈ F of Jλε,ε over F .
2. For each R > 0, r > Kmin, there exist finite constants c1, c2 > 0 such
that for any maximiser fˆε ∈ F of Jλε,ε, all 0 < ε < 1 and all M ≥ c1,
we have
(3.14) sup
f0∈Fα,r(R)
Pεf0
(
µ2λε(fˆε, f0) ≥M2ε
4(α+2)
2(α+2)+d
)
≤ exp
(
− M
2λ2ε
c2ε2
)
.
3. For each R > 0, r > Kmin and β ∈ [0, α + 2], there exists a constant
c3 > 0 such that for any maximiser fˆε ∈ F of Jλε,ε and all 0 < ε < 1,
(3.15) sup
f0∈Fα,r(R)
Eεf0
∥∥∥ufˆε − uf0
∥∥∥
Hβ
≤ Cε
2(α+2−β)
2(α+2)+d .
For the PDE (3.13) the stability estimate is easier to obtain than the one
required in Theorem 3.5, and here is the convergence rate for estimation of
f ∈ F itself. We note that the rates obtained in Theorems 3.6 and 3.7 are
minimax-optimal in view of Proposition 2 in [30] (and its proof).
Theorem 3.7. Assume that α,Kmin,F , G,Φ, λε are as in Theorem 3.6
and assume in addition that g ≥ gmin > 0 on ∂O. Let fˆε ∈ F be any
maximiser of Jλε,ε. Then for all r > Kmin and R > 0, there exists a constant
C > 0 such that for all ε > 0 small enough, we have
sup
f0∈Fα,r(R)
Eεf0
∥∥∥fˆε − f0∥∥∥
L2
≤ Cε 2α2(α+2)+d .
3.4. Concluding remarks and discussion.
Remark 3.8. The classical literature on ‘deterministic inverse problems’
deals with convergence rate questions of Tikhonov and related regularisers,
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see the monograph [13], [14, 29, 36, 13, 38, 20] and also [4]. The conver-
gence analysis conducted there is typically for observations yδ = G (F ) + δ
where δ is a fixed perturbation vector in data space, equal to L2(O) in the
setting of the present paper. For non-linear problems, rates are obtained as
‖δ‖ → 0 under some invertibility assumptions on a suitable adjoint DG ∗F
of the linearisation DGF [·] of the forward operator at the ‘true’ parameter
F (‘source conditions’), see, e.g., Section 10 in [13]. These results are not
directly comparable since our noise W models genuine statistical error and
hence is random and, in particular, almost surely not an element of data
space L2(O). As shown in [5, 6, 19, 24], the ‘deterministic’ analysis extends
to the Gaussian regression model (2.1) to a certain degree, but the results
obtained there still rely, among other things, on invertibility properties of
DG ∗F . For the PDE (1.2) such ‘source conditions’ are problematic as DG
∗
F is
not invertible in general (due to the fact ∇uf can vanish on O unless some
fairly specific further assumptions are made, see [22]). Our techniques cir-
cumvent source conditions by first optimally solving the ‘forward problem’,
and then feeding this solution into a suitable stability estimate for G−1.
Remark 3.9 (Bayesian inversion). The Bayesian approach [37, 21, 12]
to inverse problems has been very popular recently, but only few theoret-
ical guarantees for such algorithms are available in non-linear settings: In
[43], convergence rates for the PDE (3.7) are obtained for certain Bayes pro-
cedures that arise from priors for f that concentrate on specific bounded
subsets of Hα. The main idea to combine regression results with stability
estimates is related to our approach, but the rates obtained in [43] are sub-
optimal and do not apply to Gaussian priors. Bayesian inference for the PDE
(3.13) has been studied in [30], where it is shown that procedures based on
a uniform wavelet prior do attain minimax optimal convergence rates for
f and uf (up to log-factors). The paper [30] also addresses the question
of uncertainty quantification via the posterior distribution, by proving non-
parametric Bernstein-von Mises theorems, whereas our results only concern
the convergence rate of the MAP estimate for certain Gaussian priors (see
Remarks 2.4, 3.10). A related recent reference is [27] where the asymptotics
for linear functionals of Gaussian MAP estimates are obtained in linear in-
verse problems involving Radon and more general X-ray transforms – see
also [21, 33] for earlier results for diagonalisable linear inverse problems.
Finally, convergence rates for posterior distributions of PDE coefficients in
certain non-linear parabolic (diffusion) settings have been studied in [31, 1].
Remark 3.10 (MAP estimates, non-linear G ). As explained in Remark
2.6, Theorem 2.2 does not necessarily produce optimal rates for the choice
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λ = ε in the non-linear settings from this section where γ > 0. For MAP
estimates as discussed in Remark 2.4 our results then imply optimal conver-
gence rates for G(f) only if the Gaussian prior is re-scaled in an ε-dependent
way, more specifically if its RKHS norm is λ¯‖ · ‖Hα with λ¯ = ε−d/(2α+2κ+d).
Moreover, positivity of f is enforced by a ‘regular link function’ Φ, exclud-
ing the exponential map. Whether these restrictions on admissible priors
are artefacts of our proofs remains a challenging open question, however, to
the best of our knowledge, these are the first convergence rate results for
proper MAP-estimators in the non-linear PDE constrained inverse problems
studied here, improving in particular upon the (‘sub-sequential’) consistency
results [11].
Remark 3.11. For both PDEs (3.7) and (3.13), one can also consider
estimation over the parameter space
(3.16) F˜ := {f ∈ Hα(O) : inf
x∈O
f(x) > Kmin on O},
without the boundary restrictions from (3.1). Note that F ⊂ F˜ . Then, with
κ = 1/2 − η,η ∈ (0, 1/2), V˜ = V = Hα(O) in (3.5), α > (d/2 + 2) ∨ 2d − κ
and Kmin as before, Theorem 2.2 applies as in Theorems 3.3 and 3.6, and
sup
f0∈F˜α,r(R)
Eεf0‖ufˆ − uf0‖Hβ(O) . ε
2(α+1/2−η−β)
2(α+1/2−η)+d , r > Kmin, R > 0,
where, respectively, β ∈ [0, α + 1] (divergence form eq.) and β ∈ [0, α + 2]
(Schro¨dinger eq.), and F˜α,r(R) := {f : f ≥ r, ‖f‖Hα ≤ R}. By the stability
Lemmas 5.5 and 5.9 (which apply to F˜ as well) and arguing as in the proofs
of Theorems 3.5 and 3.7, this yields the respective convergence rates
ε
2(α−3/2−η)
2(α+1/2−η)+d
·α−1
α+1 (div. form eq.), ε
2(α−3/2−η)
2(α+1/2−η)+d
· α
α+2 (Schro¨dinger eq.),
for Eεf0‖fˆ − f0‖L2 , uniform over F˜α,r(R).
4. Proofs of the main results.
4.1. Proofs for Section 2. The principle ingredient for the proof of The-
orem 2.2 is Theorem 8.1 – to apply it, we need the following lemma. For
F∗ ∈ V, define V∗(λ,R),D∗(λ,R) and J∗(λ,R) by (8.1), (8.2) and (8.3) re-
spectively. We also use the notation Hα(O, r) := {F ∈ Hα(O) | ‖F‖Hα ≤ r}
and Hαc (O, r) := {F ∈ Hαc (O) | ‖F‖Hα ≤ r}, r > 0 and recall s = (α+κ)/d.
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Lemma 4.1. Suppose that V and G are as in Part 2 of Theorem 2.2.
Then there exists a positive constant c such that for all λ,R > 0 and F∗ ∈ V,
Ψ∗(λ,R) := R+ c
(
Rλ−
1
2s
(
1 + (R/λ)γ/2s
))
is an upper bound for J∗(λ,R).
Proof. Let us first assume that κ ≥ 1/2. We estimate the metric entropy
in J∗(λ,R). Let ρ, λ,R > 0 and define
m := C
(
1 +Rγλ−γ
)
,
where C is the constant from (2.5). By definition of τλ, we have V∗(λ,R) ⊆
Hαc (O, R/λ). Fix some larger, bounded C∞-domain O˜ ⊃ O¯ and some func-
tion ζ ∈ C∞c (Rd) such that 0 ≤ ζ ≤ 1, ζ = 1 on O and supp(ζ) ⊂ O˜. By the
main theorem of Section 4.2.2 in [39], there exists a bounded, linear exten-
sion operator E : Hκ(O) → Hκ(Rd). Define the map e : φ 7→ ζE(φ) which
maps Hκ(O) continuously into H˜κ(O˜), and for φ ∈ L2(O), let φ˜ : Rd → R
denote its extension by 0 on Rd \ O. We then have
(4.1)
‖φ‖(Hκ(O))∗ = sup
ϕ∈Hκ(O,1)
∣∣∣∣
∫
O
φϕ
∣∣∣∣ = sup
ϕ∈Hκ(O,1)
∣∣∣∣
∫
O˜
φ˜e(ϕ)
∣∣∣∣ . ‖φ˜‖H−κ(O˜).
By Theorem 11.4 in [23] and its proof, the zero extension φ 7→ φ˜ is continuous
from Hαc (O) to Hα(O˜) with norm 1, so that
W :=
{
F˜ : F ∈ V∗(R,λ)
}
⊆ Hαc (O˜, R/λ).
By Theorem 4.10.3 of [39], we can pick F˜1, ..., F˜N ∈ W with
N ≤ exp
(
c1
(Rm
λρ
) 1
s
)
for some universal constant c1, such that the balls
B˜i :=
{
ψ ∈ W
∣∣∣ ‖ψ − F˜i‖H−κ(O˜) ≤ ρ/m} , i = 1, ..., N,
form a covering of W. Then it follows from (2.5) and (4.1) that for all
i = 1, ..., N and F with F˜ ∈ B˜i,
‖G (F )− G (Fi)‖H ≤ m‖F − Fi‖(Hκ(O))∗ ≤ m‖F˜ − F˜i‖H−κ(O˜),
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whence the balls
B′i := {ψ ∈ D∗(λ,R) : ‖ψ − G (Fi)‖H ≤ ρ}, i = 1, ..., N
form a covering of D∗(λ,R). Hence we obtain the bound
(4.2) H (ρ,D∗(λ,R), ‖ · ‖H) .
(Rm
λρ
) 1
s
,
and hence also
∫ 2R
0
H1/2 (ρ,D∗(λ,R), ‖ · ‖H) dρ .
∫ 2R
0
(
Rm
λρ
) 1
2s
dρ . Rλ−
1
2s (1 + (R/λ)
γ
2s ),
which proves that Ψ∗ ≥ J∗ for the case κ ≥ 1/2.
For κ < 1/2, by Theorem 11.1 in [23], we have H˜κ(O) = Hκc (O) = Hκ(O)
and hence ‖ · ‖(Hκ(O))∗ = ‖ · ‖H−κ(O), whence we can use Theorem 4.10.3 of
[39] directly to cover V∗(R,λ) ⊆ Hα(O, R/λ) by H−κ(O)-balls, and using
(2.5) as above yields the entropy bound (4.2).
By assumption on α we have 1 + γ2s < 2 and hence the map R 7→
Ψ∗(λ,R)/R
2, for Ψ∗(λ,R) as defined in Lemma 4.1, is decreasing. The
bounds (2.8) and (2.9) then follow from Theorem 8.1. The proof of exis-
tence of maximisers is given in Section 7. Finally, we obtain Corollary 2.3
by taking F∗ = F0 and δ := cε
2(α+κ)/(2α+2κ+d) for which (2.7) is easily
verified for λ chosen as in the corollary, so that Theorem 2.2 applies.
4.2. Proof of Theorems 3.3, 3.4 and 3.5.
Proof of Theorem 3.3. We verify that G given by (3.5) with G the
solution map of (3.7), satisfies (2.5) for V = Hαc ,H = L2(O), γ = 4, κ = 1,
in order to apply Theorem 2.2. Let F,H ∈ Hα, and let us write f := Φ ◦ F ,
h := Φ◦H. With Lf , Vf introduced in Section 5.2 we have by (3.5) and (3.7)
Lf [G (F )− G (H)] = Lf [uf − uh]
= Lf [uf ]− Lh[uh] + (Lh − Lf )[uh] = ∇ · ((h − f)∇uh),
(4.3)
and then, by Lemma 5.2 with H20 defined in (5.7), the estimate
‖G (F )− G (H)‖L2 = ‖Vf [∇ · ((h− f)∇uh)]‖L2
≤ C(1 + ‖f‖C1) ‖∇ · ((h− f)∇uh)‖(H20 )∗ .
(4.4)
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By applying the divergence theorem to the vector field ϕ(h− f)∇uh, where
ϕ ∈ C20 is any C2-function that vanishes at the boundary, we have
‖∇ · ((h− f)∇uh)‖(H20 )∗ = sup
ϕ∈C20 , ‖ϕ‖H2≤1
∣∣∣∣
∫
O
ϕ∇ · ((h − f)∇uh)
∣∣∣∣
= sup
ϕ∈C20 , ‖ϕ‖H2≤1
∣∣∣∣
∫
O
(h− f)∇ϕ · ∇uh
∣∣∣∣
≤ ‖h− f‖(H1)∗ sup
ϕ∈C20 , ‖ϕ‖H2≤1
‖∇ϕ · ∇uh‖H1
. ‖h− f‖(H1)∗‖uh‖C2 ,
where we used the multiplicative inequality (5.2) in the last step. Combining
this with (4.4) and Lemma 5.3 yields that
‖G (F )− G (H)‖L2 . (1 + ‖f‖C1)‖h‖2C1‖h− f‖(H1)∗ .
Hence, by (6.2), (6.4) and the Sobolev embedding (5.4), we obtain
‖G (F )− G (H)‖L2 . (1 + ‖F‖4Hα ∨ ‖H‖4Hα)‖F −H‖(H1)∗ ,
so G indeed fulfills (2.5) for γ = 4 and κ = 1.
The existence of maximisers fˆε now follows from the first part of Theorem
2.2, and we prove (3.8) by applying Theorem 2.2 with F∗ = F0. First, we
note that for all fˆε and f0,
(4.5) µλ(fˆε, f0) = τλ(Fˆε, F0).
For the choice δε = cε
2(α+1)
2(α+1)+d and c large enough, the triple (ε, λε, δε) sat-
isfies (2.7) and Theorem 2.2 and (4.5) yield that for some c′ > 0 and any
m ≥ δε,
Pεf0
(
µ2λε(fˆε, f0) ≥ 2(δ2ε +m2)
)
≤ exp
(
−m
2
c′ε2
)
,
which proves (3.8). Let now β ∈ [0, α+1], R > 0 and r > Kmin. By Lemma
5.4, we have that
M := sup
f∈F :‖f‖Hα≤R
‖uf‖Hα+1 <∞.
Now for any f0 ∈ Fα,r(R), we can use (5.9) to estimate
‖ufˆ − uf0‖Hβ . ‖ufˆ − uf0‖
α+1−β
α+1
L2
‖ufˆ − uf0‖
β
α+1
Hα+1
. ‖ufˆ − uf0‖
α+1−β
α+1
L2
(
M
β
α+1 + ‖ufˆ‖
β
α+1
Hα+1
)
.
(4.6)
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Further, Lemma 5.4 and (6.3) yield that
(4.7) ‖ufˆ‖
β
α+1
Hα+1
. 1 + ‖fˆ‖αβHα . 1 + ‖Fˆ‖α
2β
Hα . 1 +
(
λ−1ε µλε(fˆ , f0)
)α2β
.
Now set δε := c1ε
2(α+1)
2(α+1)+d for c1 from the second part of the theorem. We
define the events
(4.8)
{
A0 := {µλε(fˆε, f0) < δε}
Aj := {µλε(fˆε, f0) ∈ (2j−1δε, 2jδε]}, j ≥ 1.
By (3.8) and (4.6)-(4.7), and writing µˆλε := µλε(fˆε, f0), we then obtain
EεF0
[
‖ufˆ − uf0‖Hβ
]
.
∞∑
j=0
EεF0
[
1Aj‖ufˆ − uf0‖
α+1−β
α+1
L2
(
1 + λ−α
2β
ε µˆ
α2β
λε
)]
. δ
α+1−β
α+1
ε +
∞∑
j=1
(2jδε)
α+1−β
α+1
(
1 + λ−α
2β
ε (2
jδε)
α2β
)
Pεf0 (Aj)
. δ
α+1−β
α+1
ε
(
1 +
∞∑
j=1
2
j(α+1−β)
α+1
(
1 + (c2j)α
2β
)
exp
(− 22jδ2ε
c22ε
2
))
. δ
α+1−β
α+1
ε (1 + o(ε)),
(4.9)
where c2 is the constant from (3.8). The theorem is proved.
Proof of Theorem 3.5. We apply Lemma 5.5 with f2 = fˆ and f1 =
f0 ∈ Fα,r(R), so that ‖uf1‖C1 ∨‖f1‖C1 is bounded by some fixed B = B(R)
(cf. (5.4) and Lemma 5.3). Thus, writing Fˆε := Φ
−1 ◦ fˆε and using (6.2),
Eεf0‖fˆε − f0‖L2 . Eεf0
[
‖ufˆε − uf0‖H2‖fˆε‖C1
]
. Eεf0
[
‖ufˆε − uf0‖
(α−1)
α+1
L2
‖ufˆε − uf0‖
2
α+1
Hα+1
(1 + ‖Fˆε‖C1)
]
.
We now choose δε := c1ε
2(α+1)
2(α+1)+d where c1 is the constant from the second
part of Theorem 3.3. Bounding ‖ufˆε−uf0‖Hα+1 as in (4.6)-(4.7), splitting the
expectation into Aj, j ≥ 0 as defined in (4.8) and using the concentration
inequality (3.8), we obtain as in (4.9) the desired inequality
Eεf0‖fˆε − f0‖L2 . δ
α−1
α+1
ε (1 + o(ε)).
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Proof of Theorem 3.4. We only prove the more difficult case d ≥ 2.
1. Let f0 = 1. By direct computation, one verifies that the unique classical
solution to (3.7) with g = 1,O = D is
uf0(x) =
1
2d
(‖x‖2 − 1) , ∇uf0(x) = xd .
Thus we have that for some 1/2 < a < b < 1,
[a, b]d ⊂ D, 1
2d
≤ ∂xiuf0(x) ≤
1
d
for all i = 1, ..., d and x ∈ [a, b]d.
2. Now let Φ : R → R be a 1-dimensional, compactly supported, at
least (α + 1)-regular Daubechies wavelet (see [17], Theorem 4.2.10). Then,
for all integers j ≥ 1, for suitable constants nj, c > 1 and shift vectors
vj,r = (vj,r1 , ..., v
j,r
d ) to be chosen later, we define the tensor wavelets Φj,r,
r = 1, ..., nj by
Φj,r(x) = 2
jd
2 c−
d−1
2 Φ(2jx1 + v
j,r
1 )
d∏
i=2
Φ
(
2j
c
xi + v
j,r
i
)
.
Note that the Φj,r are ‘steeper’ by a fixed constant c in x1-direction than in
any other direction. Due to the compact support of Φ, there exists a constant
c0 which depends only on c and Φ such that for all j ≥ j0 large enough,
we can set nj = c02
jd and find suitable vectors vj,r such that all Φj,r are
supported in the interior [a, b]d with disjoint support. For some sufficiently
small constant κ > 0, we define
(4.10) fm := f0 + κ2
−j(α+d/2)
nj∑
r=1
βr,mΦj,r, m = 1, ...,M,
where βr,m, m = 1, ...,M will be chosen later as a suitably separated ele-
ments of the hypercube βr ∈ {−1, 1}nj .
3. We choose κ small enough (independently of c > 1), as follows. By
the wavelet characterisation of Sobolev norms, all fm of the form (4.10)
lie in a fixed Hα-ball of radius Cκ, for some universal constant C > 0, in
particular ‖fm − f0‖∞ can be made as small as desired for κ small enough,
so that all the fm > Kmin. Arguing as in (4.3), using Lf0 = ∆ (the standard
Laplacian), (5.24), the multiplicative inequality (5.3), Lemma 5.3 and the
Sobolev embedding Hα ⊆ C1+η (for some small η > 0), we have (uniformly
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for all fm)
‖ufm − uf0‖C2 = ‖Vf0 [∇ · ((fm − f0)∇ufm)] ‖C2
. ‖∇ · ((fm − f0)∇ufm) ‖C0
. ‖(fm − f0)∇ufm‖C1
. ‖fm − f0‖C1‖ufm‖C2
. ‖fm − f0‖Hα(1 + ‖fm‖2C1).
Therefore, supm ‖ufm‖C2 <∞ and we can pick κ so small that for all fm of
the form (4.10),
(4.11)
1
4d
≤ ∂xiufm(x) ≤
2
d
for all i = 1, ..., d and x ∈ [a, b]d.
4. Next, we want to apply Theorem 6.3.2 from [17], for which two steps are
needed: an appropriate lower bound on the H2-distance between the ufm ’s
and a suitable upper bound on the KL-divergence of the laws Pεfm ,P
ε
f0
.
5. We begin with the lower bound. By the isomorphism (5.20), for all
u ∈ H20 and f ∈ F , we have that
‖u‖H2 & ‖∆u‖L2 = ‖f−1(Lfu−∇u · ∇f)‖L2 ≥ ‖f‖−1∞ ‖Lfu−∇u · ∇f‖L2 .
For all m,m′ = 1, ...,M , using this inequality with f = fm,
(4.12) u = ufm − ufm′ = Vfm [∇ · (fm′ − fm)∇ufm′ )]
in view of (4.3), and supm ‖fm‖C1 <∞,
‖ufm − ufm′‖H2 &
∥∥∇ · ((fm − fm′)∇ufm′ )∥∥L2 − ‖∇(ufm − ufm′ ) · ∇fm‖L2
≥ ‖∇(fm − fm′) · ∇ufm′‖L2 − ‖(fm − fm′)∆ufm′‖L2
− ‖ufm − ufm′ ‖H1‖fm‖C1 =: I − II − III
(4.13)
We will later show that the second and third terms are of smaller order than
the first term. Using (4.11), we see
I =
∥∥∥∥∥
d∑
i=1
∂xi(fm − fm′)∂xiufm′
∥∥∥∥∥
L2
≥ ‖∂x1(fm − fm′)∂x1ufm′‖L2 −
d∑
i=2
‖∂xi(fm − fm′)∂xiufm′‖L2
≥ 1
4d
‖∂x1(fm − fm′)‖L2 −
2
d
d∑
i=2
‖∂xi(fm − fm′)‖L2
(4.14)
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To estimate this further, we calculate that for any i = 2, ..., d,
∂xiΦj,r(x) = 2
jd
2 c−
d−1
2 Φ(2jx1 + v
j,r
1 )
×
( d∏
k=2, k 6=i
Φ
(2j
c
xk + v
j,r
k
))2j
c
Φ′
(
2j
c
xi + v
j,r
i
)
.
Similarly calculating ∂x1Φj,r and summing over r = 1, ..., nj , we obtain
‖∂xi(fm − fm′)‖L2 =
1
c
‖∂x1(fm − fm′)‖L2 , i = 2, ..., d.
Thus, choosing c large enough and combining this with (4.14), we can ensure
that
I &
1
4d
‖∂x1(fm − fm′)‖L2 −
2(d− 1)
cd
‖∂x1(fm − fm′)‖L2
≥ 1
8d
‖∂x1(fm − fm′)‖L2
Moreover, as the first partial derivatives of the Φj,r still have disjoint sup-
port, they are orthonormal in L2 and by Parseval’s identity we have
‖∂x1(fm − fm′)‖2L2 = κ22−2j(α+d/2)
nj∑
j=1
|βr,m − βr,m′ |2‖∂x1Φj,r‖2L2
= ‖∂x1Φ0,1‖2L2κ22−2j(α−1+d/2)
nj∑
j=1
|βr,m − βr,m′ |2.
(4.15)
By the Varshamov-Gilbert-bound (Example 3.1.4 in [17]), for constants
c1, c2 > 0 independent of j, we can find a subset Mj ⊂ {−1, 1}c02jd of
cardinality Mj = 2
c12jd such that
nj∑
j=1
|βr,m − βr,m′ |2 ≥ c22jd
whenever m 6= m′. For such a subset Mj , by (4.15) we have
(4.16) I & ‖∂x1(fm − fm′)‖L2 & 2−j(α−1).
6. We next show that II and III in (4.13) are of smaller order as j →∞.
With the above choice of fm’s, we have from Parseval’s identity and (5.2)
II2 ≤ ‖fm − fm′‖2L2‖ufm‖2C2 = κ22−2j(α+d/2)
nj∑
r=1
|βr,m − βr,m′ |2‖ufm‖2C2
. 2−2jα = o(2−2j(α−1)),
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and for term III we have, by (4.12), (5.9), Lemma 5.2 and arguing as in the
first display of Step 7 to follow, that
‖ufm−ufm′‖H1 . ‖ufm − uf ′m‖
1/2
H2
‖ufm − ufm′ ‖
1/2
L2
. ‖∇ · ((fm − fm′)∇ufm′ )]‖
1/2
L2
‖[∇ · ((fm − fm′)∇ufm′ )]‖
1/2
(H20 )
∗
. ‖fm − fm′‖1/2H1 ‖fm − fm′‖
1/2
H−1
. 2−jα = o(2−j(α−1)),
where the first factor in the last line is bounded by 2−j(α/2−1/2) by similar
arguments as in (4.15). Combining the last two displayed estimates with
(4.13) and (4.16) gives the overall lower bound
‖ufm − ufm′‖H2 & 2−j(α−1) ≈ ε
2(α−1)
2(α+1)+d
with choice j = jε such that 2
j ≃ ε−2/(2α+2+d).
7. Now we show the upper bound. Arguing as in (4.3), using Lemma 5.2,
integrating by parts and using the wavelet characterisation of the H−1(Rd)-
norm (e.g., Section 4.3 in [17] with Bs2,2 = H
s, s ∈ R) as well as the interior
support of the Φj,r, we estimate
‖ufm − uf0‖2L2 . ‖∇ · ((fm − f0)∇uf0)‖2(H20 )∗
=

 sup
‖ψ‖
H20
≤1
∣∣∣∣
∫
Rd
∇ψ · ∇uf0(fm − f0)
∣∣∣∣


2
. ‖fm − f0‖2H−1(Rd)‖uf0‖C1
≃ κ22−2j(α+d/2+1)
nj∑
r=1
1 . 2−2j(α+1).
By definition of Mj , using the results in Section 7.4 in [30] and arguing as
in (6.16) in [17] we thus bound the information distances as
KL(Pεufm ,P
ε
uf0
) . ε−2‖ufm − uf0‖2L2 . ε−22−2j(α+1) = 2jd . logMj ,
so that the overall result now follows from Theorem 6.3.2 in [17].
4.3. Proof of Theorems 3.6 and 3.7. The proof of Theorem 3.6 follows
the same principle as the proof of Theorem 3.3. By arguing exactly as in
the first two steps of the proof of Theorem 3.3, in order to be able to apply
Theorem 2.2, we now verify that the map
G : Hαc → L2, G (F ) := G(Φ ◦ F ),
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satisfies (2.5) with H = L2, γ = 4, κ = 2. Let F,H ∈ Hα and f = Φ ◦ F ,
h = Φ ◦H ∈ F . By (3.13), uf − uh satisfies
(uf − uh)|∂O = 0, Lf [uf − uh] = (Lh − Lf )[uh] = (f − h)uh
where Lf is defined in Section 5.3.1 below. Using this, the norm estimate
(5.32), Lemma 5.8, the embedding Hα ⊆ C2(O) as well as (6.4), we can
then estimate
‖G (F )−G (H)‖L2 = ‖uf − uh‖L2
. (1 + ‖f‖∞) ‖(f − h)uh‖(H20 )∗
≤ (1 + ‖f‖∞) ‖uh‖C2 ‖f − h‖(H20 )∗
. (1 + ‖f‖∞) (1 + ‖h‖∞) ‖f − h‖(H2)∗
.
(
1 + ‖F‖2∞ ∨ ‖H‖2∞
) ‖F −H‖(H2)∗ (1 + ‖F‖2C2 ∨ ‖H‖2C2)
.
(
1 + ‖F‖4Hα ∨ ‖H‖4Hα
) ‖F −H‖(H2)∗ .
Thus (2.5) is fulfilled for γ = 4 and κ = 2. The existence of maximizers
now follows from the first part of Theorem 2.2. The proof of the concentra-
tion inequality (3.14) is completely analogous to the proof of (3.8), and the
convergence rate (3.15) follows from the same argument as in the proof of
Theorem 3.3, utilizing Lemma 5.8 in place of Lemma 5.4.
Finally, the proof Theorem 3.7 is analogous to that of Theorem 3.5, but
using Lemma 5.9 instead of Lemma 5.5, and is left to the reader.
5. Some PDE facts. In this section, we collect some key PDE facts
which are needed to prove the results in Section 3.
5.1. Preliminaries. Besides the classical Ho¨lder spaces Cα(O), we will
also need the Ho¨lder-Zygmund spaces Cα(O), see Section 3.4.2 in [40] for
definitions. For α ≥ 0, α /∈ N, we have that Cα = Cα with equivalent norms,
and we have the continuous embeddings Cα′ ⊆ Cα ⊆ Cα for all α′ > α ≥ 0.
We will repeatedly use the multiplicative inequalities
‖fg‖Hα . ‖f‖Hα‖g‖Hα , α > d/2,(5.1)
‖fg‖Hα . ‖f‖Cα‖g‖Hα , α ≥ 0,(5.2)
‖fg‖Cα . ‖f‖Cα‖g‖Cα , α ≥ 0(5.3)
for all f, g in the appropriate function spaces, which follow from Remark 1
on p.143 and Theorem 2.8.3 in [40]. For any α > d/2 and 0 ≤ η < α− d/2,
we also need the continuous embedding Hα ⊆ Cη, with the norm estimate
(5.4) ∀f ∈ Hα, ‖f‖Cη . ‖f‖Hα .
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Let tr[·] denote the usual trace operator for functions defined on O (for
the definition on Sobolev spaces, see, e.g., Chapter 5.5 in [15]). In this and
the next section, we will repeatedly use the fact that the standard Laplacian
∆ and tr[·] establish topological isomorphisms between appropriate Sobolev
and Ho¨lder-Zygmund spaces. That is, for each α ≥ 0, we have the topological
isomorphisms
(∆, tr) : Hα+2(O)→ Hα(O)×Hα+3/2(∂O), u 7→ (∆u, tr[u]),(5.5)
(∆, tr) : Cα+2(O)→ Cα(O)× Cα+2(∂O), u 7→ (∆u, tr[u]),(5.6)
which follow from Theorem II.5.4 in [23] and Theorem 4.3.4 in [40] respec-
tively. Moreover, for any α ≥ 1, we will use the notation
Hα0 (O) := {f ∈ Hα(O) | tr[f ] = 0} , Cα0 (O) := {f ∈ Cα(O) | tr[f ] = 0} .
(5.7)
We also need the following interpolation inequalities. For all β1, β2 ≥ 0 and
θ ∈ [0, 1], there exists a constant C <∞ such that
∀u ∈ Cβ1 ∩ Cβ2 : ‖u‖Cθβ1+(1−θ)β2 ≤ C‖u‖θCβ1‖u‖1−θCβ2 ,(5.8)
∀u ∈ Hβ1 ∩Hβ2 : ‖u‖Hθβ1+(1−θ)β2 ≤ C‖u‖θHβ1‖u‖1−θHβ2 ,(5.9)
see Theorems 1.3.3 and 4.3.1 in [39] (and note Cβ = Bβ∞,∞,Hβ = Bβ2,2).
5.2. Divergence form equation.
5.2.1. Estimates for Vf . For each f ∈ C1(O¯) with f ≥ Kmin > 0, we
define the differential operator
Lf : H
2
0 (O)→ L2(O), Lf [u] = ∇ · (f∇u).
By standard theory for elliptic PDEs, Lf has a linear, continuous inverse
operator, which we denote by
Vf : L
2(O)→ H20 (O), ψ 7→ Vf [ψ] ,
see [15], Theorem 4 in Chapter 6.3. In other words, for each right hand side
ψ ∈ L2, there exists a unique function wf,ψ := Vf [ψ] ∈ H20 solving the
Dirichlet problem
(5.10)
{
Lf [wf,ψ] = ψ on O,
wf,ψ = 0 on ∂O
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weakly, i.e. in the sense that the identity
(5.11) −
∫
O
d∑
i=1
fDiwf,ψDiv =
∫
O
ψv
holds for all test functions v ∈ H10 (O) (cf. [15], Chapter 6). By the zero
boundary conditions of (3.7) and the divergence theorem, any classical so-
lution (i.e. C2 solution) must be equal to the unique weak solution when
interpreted as an H20 function.
Theorem 4 in Chapter 6.3 of [15] implies that there exists a constant
C = Cf (allowed to depend on f) such that for all ψ ∈ L2, we have the
norm estimate ‖Vf [ψ] ‖H2 ≤ Cf‖ψ‖L2 , and we need a result that tracks the
dependence of Cf on f in a quantitative way. We first establish that when
we only seek an Lp → Lp-estimate, p ∈ {2,∞}, rather than an L2 → H2-
estimate, the constant merely depends on the lower bound Kmin for f .
Lemma 5.1. Let Kmin > 0. Then there exists C = C(d,O,Kmin) such
that for all f ∈ C2(O) with f ≥ Kmin > 0 and ψ ∈ L2, we have
(5.12) ‖Vf [ψ] ‖L2 ≤ C‖ψ‖L2
and for all ψ ∈ Cη(O), η > 0,
(5.13) ‖Vf [ψ] ‖∞ ≤ C‖ψ‖∞.
Proof. Assume first that ψ ∈ Cη(O) so that Vf [ψ] ∈ C(O¯)∩C2(O) (see
after (3.7)). Then we have the Feynman-Kac formula
(5.14) Vf [ψ](x) = −1
2
Ex
[∫ τO
0
ψ(Xfs )ds
]
, x ∈ O,
where (Xfs : s ≥ 0) is a diffusion Markov process started at x ∈ O with
infinitesimal generator Lf/2 and expectation operator E
x, and where τO
is the exit time of Xfs from O, see, e.g., Theorem 1.2 in Section II of [3].
We also record that, by Theorem 4.3 in Section VII of [3] and inspection
of its proof, there exists a constant c1 only depending on the lower bound
Kmin < f and on d, such that the transition densities of (X
f
s : s ≥ 0) exist
and satisfy the estimate
(5.15) pf (t, x, y) ≤ c1t−d/2, t > 0, x, y ∈ Rd.
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Then, arguing as in the proof of Theorem 1.17 in [10], with (5.15) replac-
ing the standard heat kernel estimate for Brownian motion, we obtain that
supx∈O E
xτO ≤ c, with c = c(O, d, c1), and hence (5.13) follows from
(5.16) ‖Vf [1]‖∞ ≤ sup
x∈O
ExτO ≤ c.
Using what precedes one further shows that Vf has a representation via a
non-negative and symmetric integral kernel Gf (·, ·), such that
(5.17) Vf [ψ](x) = −
∫
O
Gf (x, y)ψ(y)dy, x ∈ O, ∀ ψ ∈ Cη(O).
Then using (5.16), the Cauchy-Schwarz inequality and the positivity of G
we have for all ψ ∈ Cη(O),
‖Vf [ψ]‖2L2 ≤
∫
O
∫
O
Gf (x, y)dy
∫
O
Gf (x, y)ψ
2(y)dydx ≤ ‖Vf [1]‖2∞‖ψ‖2L2 ,
whence (5.12) follows for ψ ∈ Cη(O), and extends to ψ ∈ L2 by approxima-
tion since Vf is a continuous operator on L
2(O) (as alluded to above).
Lemma 5.1 will be used in the proof of the following stronger elliptic
regularity estimate.
Lemma 5.2. Let Kmin > 0. Then there exists a universal constant C > 0
such that for all f ∈ C2(O) with f ≥ Kmin and ψ ∈ L2(O), the unique weak
solution wf,ψ = Vf [ψ] to (5.10) satisfies
‖Vf [ψ] ‖H2 ≤ C (1 + ‖f‖C1) ‖ψ‖L2 ,(5.18)
‖Vf [ψ] ‖L2 ≤ C (1 + ‖f‖C1) ‖ψ‖(H20 )∗ ,(5.19)
where C only depends on Kmin and O, d.
Proof. Let f ∈ C1 and ψ ∈ L2. By (5.5), there exists a constant C > 0
depending only on O, d such that for all u ∈ H20 ,
(5.20) C−1‖∆u‖L2 ≤ ‖u‖H2 ≤ C‖∆u‖L2 .
Moreover we have by the definition of Lf that
(5.21) ∆u = f−1(Lfu−∇f · ∇u).
Writing w = wf,ψ and utilising (5.20) and (5.21), we can estimate
‖w‖H2 ≤ C‖∆w‖L2 = C
∥∥f−1(ψ −∇w · ∇f)∥∥
L2
≤ CK−1min (‖ψ‖L2 + ‖f‖C1‖w‖H1 .)
(5.22)
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By choosing the test function −w ∈ H10 in the weak formulation (5.11), we
have that
Kmin
∫
O
|Dw|2 ≤
∫
O
d∑
i=1
f(Diw)
2 =
∫
O
−ψw ≤ 1
2
∫
O
(ψ2 + w2) .
Combining this with (5.22) and Lemma 5.1, we finally obtain that for con-
stants C ′, C ′′ only depending on Kmin and O, we have
‖w‖H2 ≤ C ′K−1min
(‖ψ‖L2 + ‖f‖C1K−1min(‖ψ‖L2 + ‖w‖L2))
= C ′′ (1 + ‖f‖C1) ‖ψ‖L2 ,
which proves (5.18).
Next, using the divergence theorem and (5.18), we obtain (5.19) from
‖Vf [ψ]‖L2 = sup
ϕ∈C∞c , ‖ϕ‖L2≤1
∣∣∣∣
∫
O
Vf [ψ]ϕ
∣∣∣∣
= sup
ϕ∈C∞c (O), ‖ϕ‖L2≤1
∣∣∣∣
∫
O
Vf [ψ]LfVf [ϕ]
∣∣∣∣
= sup
ϕ∈C∞c (O), ‖ϕ‖L2≤1
∣∣∣∣
∫
O
ψVf [ϕ]
∣∣∣∣
≤ C(1 + ‖f‖C1) sup
ϕ∈H20 , ‖ϕ‖H2≤1
∣∣∣∣
∫
O
ψϕ
∣∣∣∣ = C(1 + ‖f‖C1)‖ψ‖(H20 )∗ .
5.2.2. Estimates for G. Now we turn to the forward map G representing
the solutions of the PDE (3.7). The following norm estimate for the C2-
Ho¨lder-Zygmund norm of G(f) = uf is needed.
Lemma 5.3. Suppose that for some Kmin > 0, α > d/2 + 2 and g ∈
Cη(O), η > 0, F˜ is as in (3.16) and uf denotes the unique solution of (3.7).
Then there exists C = C(d,O,Kmin, ‖g‖∞) such that for all f ∈ F˜ ,
(5.23) ‖uf‖C2 ≤ C
(
1 + ‖f‖2C1
)
.
Proof. The proof is similar to that of Lemma 5.2. By (5.6), there exists a
constant C > 0 depending only on O, d such that for all functions u ∈ C20(O),
we have
(5.24) C−1‖∆u‖C0 ≤ ‖u‖C2 ≤ C‖∆u‖C0 .
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Using this, the PDE (3.7), the multiplicative inequality (5.3) and the inter-
polation inequality (5.8), we can estimate as in (5.22)
‖uf‖C2 . ‖f−1(g −∇f · ∇uf )‖C0 . ‖f−1‖C0 (‖g‖C0 + ‖f‖C1‖uf‖C1)
. K−1min
(
‖g‖C0 + ‖f‖C1‖uf‖1/2C2 ‖uf‖
1/2
C0
)
.
Dividing this inequality by ‖uf‖1/2C2 whenever ‖uf‖
1/2
C2
≥ 1 and otherwise
estimating it by 1, we obtain that
‖uf‖C2 . 1+K−2min
(‖g‖2C0 + ‖f‖2C1‖uf‖C0) . 1+K−2min (‖g‖2∞ + ‖f‖2C1‖g‖∞)
where in last step we used ‖ · ‖C0 . ‖ · ‖∞ and Lemma 5.1.
We also need that the forward map G maps bounded sets in Hα onto
bounded sets in Hα+1.
Lemma 5.4. Suppose that α, F˜ are as in Lemma 5.3 and for some g ∈
Hα−1(O), let uf = wf,g, f ∈ F˜ , be the unique solution of (3.7). Then uf ∈
Hα+1(O) and there exists a constant C = C(α, d,O,Kmin) > 0 such that
(5.25) ‖uf‖Hα+1 ≤ C
(
1 + ‖f‖α2+αHα
)(‖g‖α+1
Hα−1
∨ ‖g‖1/(α+1)
Hα−1
)
.
Proof. First, suppose f ∈ C∞ ∩ F˜ . By (5.5), the standard Laplacian ∆
establishes an isomorphism between Hα+10 and H
α−1, and by Theorem 8.13
in [16], uf ∈ Hα+10 . Then (5.21) and the multiplicative inequality (5.1) give
‖uf‖Hα+1 . ‖f−1(g −∇f · ∇uf )‖Hα−1
. ‖f−1‖Hα−1(‖g‖Hα−1 + ‖f‖Hα‖uf‖Hα).
Noting that the map Ψ : (Kmin,∞) → R, x 7→ x−1 satisfies (3.4), (6.3)
implies that there exists c > 0 such that for all f ∈ F ,
‖f−1‖Hα−1 ≤ c(1 + ‖f‖α−1Hα−1).
Using this and (5.9), we obtain
‖uf‖Hα+1 . (1 + ‖f‖α−1Hα−1)(‖g‖Hα−1 + ‖f‖Hα‖uf‖Hα)
. (1 + ‖f‖αHα)
(‖g‖Hα−1 + ‖uf‖ αα+1Hα+1‖uf‖ 1α+1L2 )
When ‖uf‖Hα+1 ≤ 1 we use (5.12) to deduce
‖uf‖Hα+1 . (1 + ‖f‖αHα)
(‖g‖Hα−1 + ‖g‖ 1α+1L2 ),
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and when ‖uf‖Hα+1 ≥ 1, then dividing both sides by ‖uf‖
α
α+1
Hα+1
and using
again (5.12) yields
‖uf‖1/(α+1)Hα+1 . (1 + ‖f‖αHα)
(‖g‖Hα−1 + ‖g‖ 1α+1L2 ).
Combining the preceding bounds and using ‖ · ‖L2 . ‖ · ‖Hα−1 implies (5.25)
for smooth f ∈ F˜ . Now for any f ∈ F˜ , take fn ∈ C∞(O), fn > Kmin/2,
such that fn → f in Hα as n→∞, and hence by (5.25) the sequence ufn is
bounded in Hα+1. Then applying (4.3) to ufn−ufm,m, n ∈ N, and applying
(5.25) with g = ∇·((fm−fn)∇ufm), one shows that ufn is a Cauchy sequence
in Hα+1 converging to uf , and taking limits extends the inequality (5.25)
to the general case f ∈ F .
5.2.3. Stability Estimates for G−1. The following estimate for the inverse
map uf 7→ f allows to obtain convergence rates for ‖fˆ − f0‖L2 via rates for
‖ufˆ −uf0‖H2 , with choices f0 = f1 and fˆ = f2. As fˆ is random we explicitly
track the dependence of the constants on f2.
Lemma 5.5. Let α > d/2 + 2, gmin,Kmin, B, η be given, positive con-
stants and let F˜ be given by (3.16). For g ∈ Cη(O) with infx∈O g(x) ≥
gmin, denote by uf the unique solution of (3.7). Then there exists C =
C(gmin,Kmin, B,O, d) < ∞ such that for all f1, f2 ∈ F˜ with ‖f1‖C1 ∨
‖uf1‖C2 ≤ B, we have
‖f1 − f2‖L2 ≤ C‖f2‖C1‖uf1 − uf2‖H2 .
Proof. For f1, f2 ∈ F˜ write h = f1 − f2. By (3.7), we have
∇ · (h∇uf1) = ∇ · (f1∇uf1)−∇ · (f2∇uf2)−∇ · (f2∇(uf1 − uf2))
= ∇ · (f2∇(uf2 − uf1)).
(5.26)
We can upper bound the ‖ · ‖L2-norm of the right hand side by
‖∇ · (f2∇(uf2 − uf1))‖L2 ≤ ‖∇f2‖∞‖uf2 − uf1‖H1 + ‖f2‖∞‖uf2 − uf1‖H2
≤ 2‖f2‖C1‖uf2 − uf1‖H2 .(5.27)
Next, we lower bound the ‖ · ‖L2-norm of the left side of (5.26). For regular
enough v we see from Green’s identity (p.17 in [16]) that
〈∆uf1 , v2〉L2 +
1
2
〈∇uf1 ,∇(v2)〉L2 =
1
2
〈∆uf1 , v2〉L2 +
1
2
∫
∂O
∂uf1
∂n
v2.
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Moreover for v = e−λuf1h with λ > 0 to be chosen we have
1
2
∫
O
∇(v2) · ∇uf1 = −
∫
O
λ‖∇uf1‖2v2 +
∫
O
ve−λuf1∇h · ∇uf1 ,
so that by the Cauchy-Schwarz inequality∣∣∣∣
∫
O
(1
2
∆uf1 + λ‖∇uf1‖2
)
v2 +
∫
∂O
1
2
∂uf1
∂n
v2
∣∣∣∣
=
∣∣∣∣〈(∆uf1 + λ‖∇uf1‖2), v2〉L2 + 12〈∇uf1 ,∇(v2)〉L2
∣∣∣∣
=
∣∣∣〈h∆uf1 +∇h · ∇uf1 , he−2λuf1 〉L2∣∣∣ ≤ µ‖∇ · (h∇uf1)‖L2‖h‖L2(5.28)
for µ = exp(2λ‖uf1‖∞). [The preceding argument is adapted from the proof
of Theorem 4.1 in [22].] We next lower bound the multipliers of v2 in the
integrands in the first line of the last display. First we have
0 < gmin ≤ g = Lf1uf1 = f1(x)∆uf1 +∇f1 · ∇uf1 , on O,
so that either ∆uf1(x) ≥ gmin/2‖f1‖∞ or ‖∇uf1(x)‖2 ≥ (gmin/2‖f1‖C1)2 on
O. Since ‖∆uf1‖∞ ≤ c(B) this implies for λ = λ(gmin, B) large enough that
(5.29)
1
2
∆uf1(x) + λ‖∇uf1(x)‖2 ≥ c0 > 0, x ∈ O,
for some c0 = c0(gmin, B). Next, for the integral over ∂O, we use again
Lf1uf1 = g > 0 and apply the Hopf boundary point Lemma 6.4.2 in [15]:
We have uf1(x0) = 0 for any x0 ∈ ∂O but uf1(x) < 0 for all x ∈ O: Indeed,
by g ≥ gmin > 0 and the Feynman-Kac formula (5.14) (with g = ψ), it
suffices to lower bound ExτO which satisfies, by Markov’s inequality
ExτO ≥ Px(τO > 1) ≥ Px
(
sup
0<s≤1
‖Xs − x‖ < ‖x− ∂O‖
)
> 0
in view Theorem V.2.5 in [3] with ψ(s) = x identically for all s. Lemma
6.4.2 in [15] now gives ∂uf1/∂n ≥ 0 for all x ∈ ∂O. Combining this with
(5.28) and (5.29) we deduce
‖∇ · (h∇uf1)‖L2‖h‖L2 ≥ c′(gmin,Kmin, B,O, d)‖v‖2L2 & ‖h‖2L2 ,
which together with (5.27) yields the desired estimate.
5.3. Schro¨dinger equation.
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5.3.1. Estimates for Vf and G. In this section, for each f ∈ C(O) with
f ≥ 0, let Lf denote the Schro¨dinger differential operator
Lf : H
2
0 (O)→ L2(O), Lf [u] = ∆u− 2fu,
where H20 is given by (5.7). As in the divergence form case, Lf is a bijection
with a linear, continuous inverse operator which we again denote by
Vf : L
2(O)→ H20 (O), ψ 7→ Vf [ψ] .
In other words, for any f ∈ C(O) and ψ ∈ L2 the inhomogeneous equation
(5.30)
{
∆u− 2fu = ψ on O,
u = 0 on ∂O
has a unique weak solution which we shall denote by ωf,ψ := Vf [ψ] ∈ H20 (O),
see Theorem 4 in Chapter 6.3 of [15] for this standard result for elliptic PDEs.
As in the divergence form case, we first observe that for p ∈ {2,∞}, the
Lp → Lp operator norm of Vf can be upper bounded uniformly in f .
Lemma 5.6. There exists a constant C > 0 such that for all f ∈ C(O)
with f ≥ 0 and ψ ∈ L2(O), wf,ψ = Vf [ψ] satisfies
‖Vf [ψ] ‖L2 ≤ C‖ψ‖L2
and if ψ ∈ C(O),, then also
‖Vf [ψ] ‖∞ ≤ C‖ψ‖∞.
Proof. We have the Feynman-Kac representation
wf,ψ(x) = −1
2
Ex
[ ∫ τO
0
ψ(Xs)e
−
∫ s
0 f(Xr)drds
]
, x ∈ O, ψ ∈ C(O),
where (Xs : s ≥ 0) is a standard d-dimensional Brownian motion started at
x, with exit time τO from O, see p.84 and Theorem 3.22 of [10] . [These re-
sults are applicable as C(O) ⊆ J with J defined on p.62 of [10], and C(O) ⊆
F(D, q) with F(D, q) defined on p.80 of [10].] The proof is now similar to that
of Lemma 5.1, using f ≥ 0 and that supx∈O Ex[τO] ≤ K(vol(O), d) <∞ by
Theorem 1.17 in [10].
Using the above lemma, we now show the following regularity estimate.
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Lemma 5.7. There exists a constant C such that for all f ∈ C1(O) with
f ≥ 0 and ψ ∈ L2(O), we have
‖Vf [ψ] ‖H2 ≤ C(1 + ‖f‖∞)‖ψ‖L2 ,(5.31)
‖Vf [ψ] ‖L2 ≤ C(1 + ‖f‖∞)‖ψ‖(H20 )∗ .(5.32)
Proof. By the norm equivalence (5.20) and (5.30), we have that
‖Vf [ψ] ‖H2 . ‖∆Vf [ψ]‖L2 ≤ ‖LfVf [ψ] ‖L2 + ‖fVf [ψ] ‖L2
≤ ‖ψ‖L2 + ‖f‖∞‖Vf [ψ] ‖L2 . (1 + ‖f‖∞)‖ψ‖L2 ,
which proves (5.18). The second estimate (5.32) now follows from the same
duality argument as in the proof of (5.19).
Next, we prove some basic boundedness properties of the forward map
G : f 7→ uf .
Lemma 5.8. Suppose that for some g ∈ C∞(∂O), α > d/2 and Kmin ≥
0, F˜ is as in (3.16), and let uf be the unique solution of (3.13).
1. There exists C > 0 (independent of g) such that for all f ∈ F˜ , we have
‖uf‖C2(O) ≤ C(1 + ‖f‖∞)‖g‖C2(O).
2. There exists C > 0 (possibly depending on g) such that for all f ∈ F˜ ,
‖uf‖Hα+2(O) ≤ C(1 + ‖f‖α/2+1Hα ).
Proof. By (5.6), (∆, tr[·]) is a topological isomorphism between the
spaces C2(O) and C0(O)×C2(∂O), whence we deduce that for all u ∈ C2(O),
we have the norm estimate
‖u‖C2(O) ≤ C
(‖∆u‖C0(O) + ‖tr[u]‖C2(∂O)) .
Using this, the PDE (3.13) and the triangle inequality, we have for f ∈ F ,
‖uf‖C2(O) . ‖Lfuf‖C0(O) + ‖fuf‖C0(O) + ‖tr[uf ]‖C2(∂O)
≤ ‖f‖∞‖uf‖∞ + ‖g‖C2(∂O).
(5.33)
Next, we claim that there exists a constant C > 0 such that for all f, g as
in the hypotheses, we have
(5.34) ‖uf‖∞ ≤ C‖g‖∞.
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Indeed, this can be seen immediately from the fact that f ≥ 0 and the
Feynman-Kac representation (see [10], Theorem 4.7)
(5.35) uf (x) =
1
2
Ex
[
g(XτO )e
−
∫ τO
0 f(Xs)ds
]
, x ∈ O,
where (Xs : s ≥ 0), τO are as in the proof of Lemma 5.6. Hence, combining
(5.34) with (5.33) yields the desired estimate
‖uf‖C2(O) . ‖f‖∞‖g‖L∞(O) + ‖g‖C2(∂O) ≤ (1 + ‖f‖∞)‖g‖C2(∂O).
For the second part, we initially assume f ∈ C∞(O) so that uf ∈ C∞(O)
too (see Corollary 8.11 in [16]), and then use the topological isomorphism
(∆, tr) between Hα+2(O) and Hα(O)×Hα+3/2(∂O), which yields
‖uf‖Hα+2(O) . ‖∆uf‖Hα(O) + ‖tr[uf ]‖Hα+3/2(∂O) . ‖fuf‖Hα(O) + ‖g‖Cα+2(∂O)
. 1 + ‖f‖Hα‖uf‖Hα . 1 + ‖uf‖
α
α+2
Hα+2
‖uf‖
2
α+2
L2
‖f‖Hα .
Dividing this by ‖uf‖
α
α+2
Hα+2
when ‖uf‖Hα+2 ≥ 1 and otherwise estimating it
by 1, and using (5.34), we have that
‖uf‖Hα+2 . 1 + ‖uf‖L2‖f‖
α+2
2
Hα . 1 + ‖g‖∞‖f‖
α+2
2
Hα . 1 + ‖f‖
α+2
2
Hα .
The case of general f ∈ F˜ now follows from taking smooth fn > Kmin/2, fn →
f in Hα, showing that ufn is Cauchy in H
α+2 (by using (5.20), (5.9), Lemma
5.6), and taking limits in the last inequality. Details are left to the reader.
5.3.2. Estimates for G−1.
Lemma 5.9. Suppose that for some α > d/2,Kmin ≥ 0 and g ∈ C∞(∂O)
with infx∈∂O g(x) ≥ gmin > 0, F˜ is given by (3.16), and let uf denote the
unique solution of (3.13). Then there exist constants c1, c2 > 0 such that for
all f1, f2 ∈ F˜ , we have
‖f1 − f2‖L2 ≤ c1
(
ec2‖f1‖∞ ‖uf1 − uf2‖H2
+ ‖uf2‖C2 ec2‖f1∨f2‖∞‖uf1 − uf2‖L2
)
.
Proof. Applying Jensen’s inequality to the Feynman-Kac representation
(5.35), and since supx E
xτO ≤ c <∞ (see the proof of Lemma 5.6) yields
(5.36) inf
x∈O
uf (x) ≥ gmin inf
x∈O
e−‖f‖∞E
xτO ≥ gmine−c‖f‖∞ > 0.
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Moreover, (3.13) yields that we have f =
∆uf
2uf
on O, for all f ∈ F˜ . Thus, for
any f1, f2 ∈ F˜ , we can estimate
‖f1−f2‖L2 =
1
2
‖∆uf1
uf1
− ∆uf2
uf2
‖L2
.
∥∥∥(∆uf1 −∆uf2) u−1f1
∥∥∥
L2
+
∥∥∥∆uf2 (u−1f1 − u−1f2
)∥∥∥
L2
.
(
inf
x∈O
∣∣uf1(x)∣∣)−1 ‖uf1 − uf2‖H2 + ∥∥∆uf2∥∥C2∥∥u−1f1 − u−1f2 ∥∥L2 .
(5.37)
Further, using the mean value theorem and (5.36), we have that∣∣∣u−1f1 − u−1f2
∣∣∣ ≤ max{u−2f1 , u−2f2 } |uf1 − uf2 | ≤ g−2mine2c‖f1∨f2‖∞ |uf1 − uf2 | .
Combining this with (5.37) and using (5.36) once more, we obtain that
‖f1 − f2‖L2 . ec‖f‖∞ ‖uf1 − uf2‖H2 + e2c‖f1∨f2‖∞ ‖uf1 − uf2‖L2 ,
which concludes the proof.
6. Some properties of regular link functions. We define Lp-norms,
0 < p ≤ ∞, in the usual way. By obvious modifications, the following Lemma
holds also for regular functions Φ : (a, b)→ R with arbitrary −∞ ≤ a < b ≤
∞ and suitable F, J : O → (a, b), we restrict to the case (a, b) = R here.
Lemma 6.1. Suppose Φ : R→ R is a smooth and regular function in the
sense of (3.4).
1. There exists C <∞ such that for all p ∈ [1,∞],
(6.1) ∀F ∈ Lp(O), ‖Φ ◦ F‖Lp ≤ C(1 + ‖F‖Lp).
2. For each integer m ≥ 0, there exists C <∞ such that
(6.2) ∀F ∈ Cm(O), ‖Φ ◦ F‖Cm ≤ C (1 + ‖F‖mCm) .
3. For each integer m ≥ d/2, there exists C < ∞ such that for all F ∈
Hm(O), we have Φ ◦ F ∈ Hm(O) and
(6.3) ‖Φ ◦ F‖Hm ≤ C(1 + ‖F‖mHm).
4. There exists C <∞ such that for κ ∈ {1, 2} and all F, J ∈ Cκ(O),
(6.4) ‖Φ ◦ F − Φ ◦ J‖(Hκ)∗ ≤ C ‖F − J‖(Hκ)∗ (1 + ‖F‖κCκ ∨ ‖J‖κCκ) .
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The rest of this section is devoted to proving Lemma 6.1. To prove (6.2)-
(6.3), we need Faa´ di Bruno’s formula (a generalization of the chain rule),
which classically holds for Cm functions, and by the chain rule for Sobolev
functions (see e.g. [44], Thm. 2.1.11) also holds for Hm functions.
Lemma 6.2. Let m ∈ N and suppose that F : O → R and Φ : R→ R are
of class Hm(O) and Cm(R) respectively. Then for any α ∈ {1, ..., d}m, the
m-th order partial derivative of f := Φ◦F in direction xα1 ...xαm is given by
(6.5)
∂mf
∂xα1 ...∂xαm
(x) =
∑
pi∈Π
Φ(|pi|)(F (x))
∏
B∈pi
∂|B|F∏
j∈B ∂xαj
(x),
where pi runs through the set Π of all partitions of {1, ...,m}, and the B ∈ pi
runs over all ‘blocks’ B of each partition pi.
Proof of (6.1)-(6.2). By (3.4), there exists a constant c > 0 only de-
pending on the values of Φ(0) and ‖Φ′‖∞ such that for all x ∈ R, |Φ(x)| ≤
c(1+ |x|), which yields (6.1). For (6.2), let α ∈ {1, ..., d}|α|, 1 ≤ |α| ≤ m and
let pi be a partition of {1, ..., |α|}. Then the corresponding summand on the
right side of (6.5) can be estimated by∥∥∥∥∥
∏
B∈pi
∂|B|F∏
j∈B ∂xαj
∥∥∥∥∥
∞
≤ ‖F‖|pi|Cm . (1 + ‖F‖mCm) .
By summing the above display over all such α, pi and using (6.1) with p =∞,
we obtain (6.2).
To prove (6.3), we also need the Gagliardo-Nirenberg interpolation in-
equality (see [32], p.125) in the special case r = q = 2.
Lemma 6.3. Suppose that O ⊆ Rd is a bounded C∞ domain and that
i = 1, ...,m, a ∈ [i/m, 1] and p ∈ [1,∞) satisfy
(6.6)
1
p
=
1
2
+
i
d
− m
d
a.
Then for any s > 0, there exist constants C1, C2 depending only on
m,d, i, a,O and s such that for all F ∈ Hm, we have that DiF ∈ Lp, and
‖DiF‖Lp ≤ C1‖DmF‖aL2‖F‖1−aL2 + C2‖F‖Ls .
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Proof of (6.3). Let us write f = Φ◦F . By (6.1), we have that ‖f‖L2 ≤
C(1 + ‖F‖L2) whence we only need to estimate ‖Dmf‖L2 . For any α ∈
{1, ..., d}m we have by (6.5) that
∣∣∣∣ ∂mf∂xα1 ...∂xαm (x)
∣∣∣∣
2
.
∑
pi∈Π
∣∣∣∣∣
∏
B∈pi
∂|B|F∏
j∈B ∂xαj
(x)
∣∣∣∣∣
2
Similarly to the proof of (6.2), it thus suffices to prove that for all α ∈
{1, ..., d}m and partition pi of {1, ...,m},
(6.7)
∥∥∥∥∥
∏
B∈pi
∂|B|F∏
j∈B ∂xαj
∥∥∥∥∥
L2
. (1 + ‖F‖mHm).
Fix some pi for the rest of the proof. For i = 1, ...,m, define
pii := {B ∈ pi | |B| = i} , pi := 2m
i
.
Then we have
∑m
i=1 i|pii| = m, and hence by Ho¨lder’s inequality∥∥∥∥∥
∏
B∈pi
∂|B|F∏
j∈B ∂xαj
∥∥∥∥∥
L2
≤
∥∥∥∥∥
m∏
i=1
|DiF ||pii|
∥∥∥∥∥
L2
≤
m∏
i=1
∥∥∥|DiF ||pii|∥∥∥
Lpi/|pii|
=
m∏
i=1
∥∥DiF∥∥|pii|
Lpi
.
(6.8)
Next, define
(6.9) ai :=
(
i
d
+
1
2
− i
2m
)
d
m
for i = 1, ...,m.
To apply Lemma 6.3, we verify that for each i = 1, ...,m, (i, ai, pi) satisfies
the conditions of Lemma 6.3. By definition, (6.6) is satisfied. Moreover, as
i ≤ m, it follows that
mai = i+
(
d
2
− di
2m
)
≥ i,
whence we have im ≤ ai. Finally, we need to verify ai ≤ 1. For this, we
note that for i = 1, ...,m, choosing m = d/2 in (6.9) yields ai = ai(m) = 1.
Moreover, for m ≥ d/2, we have
∂ai(m)
∂m
=
2di − 2mi− dm
2m3
≤ di− dm
2m3
≤ 0,(6.10)
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so that αi ≤ 1 for these m.
Applying Lemma 6.3 with s = 2 to (6.8) and using that
∑m
i=1 |pii| ∈ [1,m]
yields that∥∥∥∥∥
∏
B∈pi
∂|B|F∏
j∈B ∂xαj
∥∥∥∥∥
L2
.
m∏
i=1
(
‖DmF‖ai
L2
‖F‖1−ai
L2
+ ‖F‖L2
)|pii|
.
m∏
i=1
‖F‖|pii|Hm . 1 + ‖F‖mHm .
Proof of (6.4). 1. Let κ ∈ {1, 2} and fix F, J ∈ Cκ(O). Define the
function
ω : O → R, ω(x) :=
{
Φ(F (x))−Φ(J(x))
F (x)−J(x) if x ∈ {F 6= J}
Φ′(F (x)) if x ∈ {F = J}.
Then we have, using also (5.2), that
‖Φ ◦ F − Φ ◦ J‖(Hκ)∗ = sup
ϕ∈C∞(O), ‖ϕ‖Hκ≤1
∣∣∣∣
∫
O
ϕ(Φ ◦ F − Φ ◦ J)1{F 6=J}
∣∣∣∣
= sup
ϕ∈C∞(O), ‖ϕ‖Hκ≤1
∣∣∣∣
∫
O
(F − J)ϕω
∣∣∣∣
≤ ‖F − J‖(Hκ)∗ sup
ϕ∈C∞(O), ‖ϕ‖Hκ≤1
‖ϕω‖Hk
. ‖F − J‖(Hκ)∗ ‖ω‖Cκ .
2. Thus it suffices to prove that ‖ω‖Cκ ≤ C(1+ ‖F‖κCκ ∨‖J‖κCκ) for some
C > 0 independent of F and J . Writing ω = ψ ◦ φ, where
φ : O → R2, φ(z) = (F (z), J(z)) ,
ψ : R2 → (0,∞), ψ(x, y) =
{
Φ(x)−Φ(y)
x−y if x 6= y
Φ′(x) if x = y,
we see by the multivariate chain rule that it suffices to show that ψ is κ-
times continuously differentiable with bounded derivatives, and we achieve
this by showing that the partial derivatives of ψ of order κ exist and are
continuous throughout R2.
3. We will repeatedly use the following basic fact: Let h : R → R be
continuous and continuously differentiable on R \{0}. If h′ has a continuous
extension g to R with some value g(0) = ξ, then h ∈ C1(R) with h′(0) = ξ.
40 NICKL, VAN DE GEER AND WANG
4. Clearly, ψ is smooth on R2\{x = y}. For k ≥ 0 and x, y ∈ R, we denote
the remainder of the k-th order Taylor expansion by
Rk,x(y) := Φ(y)−
k∑
j=0
Φ(j)(x)
j!
(y − x)j .
For x 6= y, we have ψ(x, y) = R0,x(y)y−x and also, by induction
(6.11) ∂k1ψ(x, y) =
k!Rk,x(y)
(y − x)k+1 , k ≥ 0,
where ∂1 denotes the partial derivative with respect to x. By the mean value
form of the remainder, we know that Rk,x(y) =
Φ(k+1)(ξ)
(k+1)! (y− x)k+1 for some
ξ between x and y. Thus we can continuously extend ∂k1ψ to {x = y} by
∂k1ψ(x, x) =
Φ(k+1)(x)
k + 1
.
It follows that the partial derivatives with respect to x of all orders exist
and are continuous on R2. The same holds for the partial derivatives with
respect to y, by symmetry, concluding the proof of the case κ = 1. The
case κ = 2 follows by adapting the previous arguments for mixed partial
derivatives, and is left to the reader.
7. Proof of Theorem 2.2, Part 1. Let λ, ε > 0 be fixed throughout
and let us write J = Jλ,ε. We denote by Tw = Tw,α the weak topology
on H (recall H = Hα(O) if κ < 1/2 and H = Hαc (O) if κ ≥ 1/2), i.e.
the coarsest topology with respect to which all bounded linear functionals
L : H → R are continuous. We also denote the subspace topology on subsets
of H by Tw. On any closed ball H(R) := {F ∈ H : ‖F‖Hα ≤ R}, this
topology is metrisable by some metric d, see e.g. Theorem 2.6.23 in [26].
Step 1: Localisation. In Lemma 4.1, by assumption on α, we have that
Ψ∗(λ,R)/R
2 R→∞−−−−→ 0 and so there exists δ > 0 such that for all R ≥ δ,
we have that R2 ≥ c1εΨ∗(λ,R), where c1 is the constant from (8.4). Thus,
applying Theorem 8.1, we have that the events
Aj :=
{
J has a maximizer Fˆ /∈ V ∩ H(2j)
}
satisfy P(Aj)
j→∞−−−→ 0, whence choosing j ∈ N large enough ensures that
sup
F∈V∩Hα
2j
J (F ) = sup
F∈V
J (F )
holds with probability as close to one as desired.
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Step 2: Local existence via direct method. Fix j ∈ N. By the previous step,
it suffices to show that almost surely, J has a maximizer in V ∩H(2j). As
V is weakly closed and H(2j) is weakly sequentially compact by the Banach-
Alaoglu Theorem, it follows that any sequence Fn ∈ V ∩H(2j) has a weakly
convergent subsequence Fn → F with weak limit F ∈ V ∩H(2j). Moreover,
we claim that −J : V ∩H(2j)→ R is lower semicontinuous with respect to
Tw. To see this, we decompose −J as
−J (F ) = −2〈Y,G (F )〉H + ‖G (F )‖2H + λ2‖F‖2Hα =: I + II + III.
The term I is, almost surely under PεF0 , weakly continuous by Lemma 7.3,
II is continuous w.r.t. Tw by Lemma 7.2 and III is lower semicontinuous by
a standard fact from functional analysis. Thus the existence of minimisers
follows from the direct method of the calculus of variations.
The next three lemmas are needed to prove lower semicontinuity of −J .
Lemma 7.1. Let α > 0 and let (Fn : n ∈ N) ⊆ H, for H = Hα or Hαc ,
be a sequence such that Fn → F for Tw. Then also Fn → F in L2.
Proof. It suffices to show that for any subsequence (Fnj : j ∈ N), there
exists a further subsequence (Fnj′ : j
′ ∈ N) such that Fnj′ → F in L2.
By the uniform boundedness principle, there exists R > 0 such that for all
n ∈ N, ‖Fn‖Hα ≤ R. By the Rellich-Kondrashov compactness theorem, the
closed ball H(R) is pre-compact with respect to L2 topology, hence for any
subsequence (Fnj ) of (Fn), there exists a further convergent subsequence
(Fnj′ ) with limit F˜ in L
2. In particular, we have Fn → F weakly in L2 and
Fnj′ → F˜ in L2, so that by the uniqueness of weak limits, we have F˜ = F
as elements in L2, and therefore F˜ = F a.e. in O and Fn → F in L2.
Lemma 7.2. Let κ, γ, α ∈ R+ and V0 ⊆ V be a bounded subset of H = Hα
or Hαc . If a map G : V → H is (κ, γ, α)-regular, then it is continuous as a
mapping from (V0, d) to H.
Proof. Take any Fn, F ∈ V0 such that Fn → F for Tw and note that
‖Fn‖Hα ≤ R for some R > 0. By Lemma 7.1 we have ‖Fn − F‖L2 → 0 and
by (2.5) and the continuous imbedding L2 ⊆ (Hκ)∗, κ ≥ 0, we obtain
(7.1) ‖G (Fn)− G (F )‖H ≤ C (1 +Rγ) ‖Fn − F‖L2 n→∞−−−→ 0.
We finally establish a continuity result for the Gaussian process Y (ε).
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Lemma 7.3. Suppose that Y (ε) and G are as in Theorem 2.2. Then there
exists a version of the Gaussian white noise process W in H such that for
all R > 0, the map (between metric spaces)
Ψ : (V ∩ H(R), d)→ R, F 7→ 〈Y (ε),G (F )〉H
is almost surely uniformly continuous.
Proof. For any δ > 0, define the modulus of continuity
Mδ := sup
F,H∈V∩H(R), d(F,H)≤δ
∣∣∣〈Y (ε),G (F )− G (H)〉H∣∣∣ ,
a random variable. Moreover, we define the set
A :=
{
ω ∈ Ω
∣∣∣Mδ δ→0−−−→ 0} ,
where Ω is a probability space supporting the law P of W. It is sufficient to
show that P(A) = 1, and noting that Mδ is decreasing in δ, it hence suffices
to prove E [Mδ]
δ→0−−−→ 0. To see this, similarly to the proof of Lemma 8.1, we
apply Dudley’s theorem (see [17], Theorem 2.3.7) to the Gaussian process
(W(ψ) : ψ ∈ DR) , DR := {G (F ) | V ∩ H(R)} .
For any δ > 0, define
Rδ := sup
F,H∈V∩H(R), d(F,H)≤δ
‖G (F )− G (H)‖H.
By Lemma 7.2, we know that G is continuous as a mapping from (V ∩
H(R), d) to H. As (V ∩ H(R), d) is a compact metric space, G is in fact
uniformly continuous, so we have that Rδ
δ→0−−−→ 0. By the same argument as
in the proof of Lemma 4.1 (but choosing here m := (1 + Rγ)) we can use
(2.5) to obtain
H(ρ,DR, ‖ · ‖H) .
(
Rm
ρ
) d
(α+κ)
,
whence by Dudley’s theorem, the modulus of continuity is controlled by
E [Mδ] ≤ E
[
sup
ψ,ϕ∈DR, ‖ψ−ϕ‖H≤Rδ
|〈W, ψ − ϕ〉H|
]
.
∫ Rδ
0
(
Rm
ρ
) d
2(α+κ)
dρ,
which converges to zero as δ → 0 since α > d/2 − κ.
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8. Convergence rates in M-estimation. We recall some techniques
for proving convergence rates for M -estimators, see, e.g., [42, 41]. In the
following V˜ ⊆ L2(O), G : V˜ → H is a Borel-measurable map, and the
functionals Jλ,ε, τ
2
λ(·, ·) are given by (2.3), (2.4), respectively. Let V ⊆ V˜ ∩
Hα(O) be a subset over which we aim to maximise Jλ,ε. For any F∗ ∈ V
and λ,R ≥ 0, define sets
V∗(λ,R) := {F ∈ V : τ2λ(F,F∗) ≤ R2},(8.1)
their images under G ,
(8.2) D∗(λ,R) =
{
G (F ) : F ∈ V, ‖G (F )− G (F∗)‖2H + λ2‖F‖2Hα ≤ R2
}
,
and also
(8.3) J∗(λ,R) := R+
∫ 2R
0
H1/2 (ρ,D∗(λ,R), ‖ · ‖H) dρ,
where the usual metric entropy of A ⊂ H is denoted by H(ρ,A, ‖ · ‖H)
(ρ > 0). The following theorem is, up to some modifications which adapt
it to the continuum sampling scheme (2.1) and the inverse problem setting
considered here, a version of Theorem 2.1 in [42].
Theorem 8.1. Let F∗ ∈ V, λ > 0, and let PεF0 be the law of Y (ε) from
(2.1) for some fixed F0 ∈ V˜ . Suppose Ψ∗(λ,R) ≥ J∗(λ,R) is some upper
bound such that R 7→ Ψ∗(λ,R)/R2 is non-increasing. Then there exist uni-
versal constants c1, c2, c3 such that for all ε, λ, δ > 0 satisfying
(8.4) δ2 ≥ c1εΨ∗(λ, δ)
and any R ≥ δ, we have that
PεF0
(
Jλ,ε has a maximizer Fˆ over V s.t. τ2λ(Fˆ , F0) ≥ 2(τ2λ(F∗, F0) +R2)
)
≤ c2 exp
(
− R
2
c21ε
2
)
.(8.5)
Moreover, for any maximiser Fˆ of Jλ,ε over V we have for some universal
constant c3
(8.6) EεF0 [τ
2
λ(Fˆ , F0)] ≤ c3(τ2λ(F∗, F0) + δ2 + ε2)
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Proof. 1. Let Fˆ denote any maximiser of Jλ,ε. By completing the
square, we see that Fˆ also maximises
Qλ,ε(F ) := 2〈εW,G (F )〉H − ‖G (F )− G (F0)‖2H − λ2‖F‖2Hα .
Rewriting the inequality Qλ,ε(Fˆ ) ≥ Qλ,ε(F∗), we obtain
2〈εW,G (Fˆ )− G (F∗)〉H ≥ τ2λ(Fˆ , F0)− τ2λ(F∗, F0).
Elementary calculations as in [42], p.3-4, give that for all R > 0, if
τ2λ(Fˆ , F0) ≥ 2
(
τ2λ(F∗, F0) +R
2
)
holds then we also have the inequalities
τ2λ(Fˆ , F∗) ≥ R2 and
τ2λ(Fˆ , F0)− τ2λ(F∗, F0) ≥
1
6
τ2λ(Fˆ , F∗).
It follows that for any R > 0 and for P the law of the centred Gaussian
process (W(ψ) = 〈W, ψ〉H : ψ ∈ H),
PεF0
(
τ2λ(Fˆ , F∗) ≥ 2
(
τ2λ(F∗, F0) +R
2
))
≤
∞∑
l=1
P
(
sup
ψ∈D∗(λ,2lR)
〈εW, ψ − G (F∗)〉H ≥ 1
48
22lR2
)
=:
∞∑
l=1
Pl.
2. For all λ,R ≥ 0, we have that supψ,ϕ∈D∗(λ,R) ‖ψ − ϕ‖H ≤ 2R, so that
by Dudley’s theorem (see [17], p.43),
E
[
sup
ψ∈D∗(λ,R)
|〈W, ψ − G (F∗)〉H|
]
. inf
ψ∈D∗(λ,R)
E|〈W, ψ − G (F∗)〉H|+
∫ 2R
0
H1/2 (ρ,D∗(λ,R), ‖ · ‖H) dρ
. R+
∫ 2R
0
H1/2 (ρ,D∗(λ,R), ‖ · ‖H) dρ = J∗(λ,R) ≤ Ψ∗(λ,R).
3. Let us write S∗(λ,R) := supψ∈D∗(λ,R) |〈W, ψ − G (F∗)〉|. By choosing
c large enough and δ such that (8.4) holds, we have that for all R ≥
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δ, 148R
2 − εΨ∗(λ,R) ≥ 196R2. Thus by the preceding display, the Borell-
Sudakov-Tsirelson inequality (see Theorem 2.5.8 in [17]), and possibly mak-
ing c > 0 larger, we obtain for all R ≥ δ and l = 1, 2, ...
Pl ≤ P
(
εS∗(λ, 2
lR)− εE[S∗(λ, 2lR)] ≥ 1
48
22lR2 − εΨ∗(λ, 2lR)
)
≤ P
(
S∗(λ, 2
lR)− E[S∗(λ, 2lR)] ≥ 2
2lR2
96ε
)
≤ exp
(
−1
2
(
22lR2
96ε
)2
2−2lR−2
)
≤ exp
(
−2
2lR2
cε2
)
,
(8.7)
where in the penultimate inequality, we have used
sup
ψ∈D∗(λ,2lR)
E[|〈W, ψ − G (F∗)〉H|2] ≤ 22lR2.
The inequality (8.5) now follows from summing (8.7), and (8.6) follows from
arguing as in the proof of Lemma 2.2 in [42].
Acknowledgements. RN was supported by ERC grant No. 647812, SW
by EPSRC grant EP/L016516/1 and by CCIMI, and SvdG by EPSRC Grant
LNAG/036 RG91310 during her visit to the Isaac Newton Institute, Cam-
bridge (Jan-Jun 2018), when this research was initiated. RN thanks Francois
Monard and Gabriel P. Paternain for helpful discussions.
REFERENCES
[1] Abraham, K. Nonparametric Bayesian posterior contraction rates for scalar diffu-
sions with high-frequency data. Bernoulli, to appear, arXiv:1802.05635 (2018).
[2] Bal, G., and Uhlmann, G. Inverse diffusion theory of photoacoustics. Inverse
Problems 26, 8 (2010), 085010, 20.
[3] Bass, R. Diffusions and Elliptic Operators. Springer, 1997.
[4] Benning, M., and Burger, M. Modern regularization methods for inverse prob-
lems. Acta Numer. 27 (2018), 1–111.
[5] Bissantz, N., Hohage, T., and Munk, A. Consistency and rates of convergence of
nonlinear Tikhonov regularization with random noise. Inverse Problems 20, 6 (2004),
1773–1789.
[6] Bissantz, N., Hohage, T., Munk, A., and Ruymgaart, F. Convergence rates
of general regularization methods for statistical inverse problems and applications.
SIAM J. Numer. Anal. 45, 6 (2007), 2610–2636.
[7] Bonito, A., Cohen, A., DeVore, R., Petrova, G., and Welper, G. Diffusion
Coefficients Estimation for Elliptic Partial Differential Equations. SIAM Journal on
Mathematical Analysis 49, 2 (2017), 1570–1592.
[8] Brown, L. D., and Low, M. G. Asymptotic equivalence of nonparametric regression
and white noise. Ann. Statist. 24, 6 (1996), 2384–2398.
46 NICKL, VAN DE GEER AND WANG
[9] Castillo, I., and Nickl, R. Nonparametric Bernstein-von Mises theorems in Gaus-
sian White Noise. Annals of Statistics 41 (2013), 1999–2028.
[10] Chung, K., and Zhao, Z. From Brownian Motion to Schro¨dinger’s Equation.
Springer, 1995.
[11] Dashti, M., Law, K., Stuart, A. M., and Voss, J. MAP estimators an their
consistency in Bayesian nonparametric inverse problems. Inverse Problems 29, 9
(2013).
[12] Dashti, M., and Stuart, A. M. The Bayesian approach to inverse problems. In:
Handbook of Uncertainty Quantification, Eds R. Ghanem et al, Springer (2016).
[13] Engl, H. W., Hanke, M., and Neubauer, A. Regularization of inverse problems,
vol. 375 of Mathematics and its Applications. Kluwer, Dordrecht, 1996.
[14] Engl, H. W., Kunisch, K., and Neubauer, A. Convergence rates for Tikhonov
regularisation of nonlinear ill-posed problems. Inverse Problems 5, 4 (1989), 523–540.
[15] Evans, L. Partial Differential Equations. American Mathematical Society, 1998.
[16] Gilbarg, D., and Trudinger, N. S. Elliptic Partial Diffential Equations of Second
Order. Springer, 1998.
[17] Gine´, E., and Nickl, R. Mathematical Foundations of Infinite-Dimensional statis-
tical models. Cambridge University Press, 2016.
[18] Helin, T., and Burger, M. Maximum a posteriori probability estimates in infinite-
dimensional Bayesian inverse problems. Inverse Problems 31, 8 (2015), 085009, 22.
[19] Hohage, T., and Pricop, M. Nonlinear Tikhonov regularization in Hilbert scales
for inverse boundary value problems with random noise. Inverse Probl. Imaging 2, 2
(2008), 271–290.
[20] Kaltenbacher, B., Neubauer, A., and Scherzer, O. Iterative regularization
methods for nonlinear ill-posed problems. de Gruyter, Berlin, 2008.
[21] Knapik, B., van der Vaart, A. W., and van Zanten, J. H. Bayesian inverse
problems with Gaussian priors. Ann. Statist. 39, 5 (2011), 2626–2657.
[22] Kunisch, K., and Ito, K. On the Injectivity and Linearization of the Coefficient-
to-Solution Mapping for Elliptic Boundary Value Problems. Journal of Mathematical
Analysis and Applications 188, 3 (1994), 1040–1066.
[23] Lions, J., and Magenes, E. Non-Homogeneous Boundary Value Problems and
Applications, Vol. 1. Springer, 1972.
[24] Loubes, J.-M., and Luden˜a, C. Penalized estimators for non linear inverse prob-
lems. ESAIM Probab. Stat. 14 (2010), 173–191.
[25] McLean, W. Strongly elliptic systems and boundary integral equations. Cambridge
University Press, Cambridge, 2000.
[26] Megginson, R. E. An Introduction to Banach Space Theory, vol. 183 of Graduate
Texts in Mathematics. Springer, 1998.
[27] Monard, F., Nickl, R., and Paternain, G. P. Efficient Bayesian nonparametric
inference for X-ray transforms. Ann. Stat., to appear; arXiv:1708.06332 (2018).
[28] Natterer, F. The mathematics of computerized tomography. B. G. Teubner,
Stuttgart; John Wiley & Sons, Ltd., Chichester, 1986.
[29] Neubauer, A. Tikhonov regularization of nonlinear ill-posed problems in Hilbert
scales. Appl. Anal. 46, 1-2 (1992), 59–72.
[30] Nickl, R. Bernstein-von Mises theorems for statistical inverse problems I:
Schro¨dinger equation. Journal of the European Mathematical Society (JEMS), to
appear, arXiv:1707.01764 (2018).
PDE-CONSTRAINED REGRESSION 47
[31] Nickl, R., and So¨hl, J. Nonparametric Bayesian posterior contraction rates for
discretely observed scalar diffusions. Ann. Statist. 45, 4 (2017), 1664–1693.
[32] Nirenberg, L. On elliptic partial differential equations. Ann. Sc. Norm. Sup. Pisa
13, 2 (1959), 115–162.
[33] Ray, K. Bayesian inverse problems with non-conjugate priors. Electron. J. Stat. 7
(2013), 2516–2549.
[34] Reiß, M. Asymptotic equivalence for nonparametric regression with multivariate
and random design. Ann. Statist. 36, 4 (2008), 1957–1982.
[35] Richter, G. R. An inverse problem for the steady state diffusion equation. SIAM
J. Appl. Math. 41, 2 (1981), 210–221.
[36] Scherzer, O., Engl, H. W., and Kunisch, K. Optimal a posteriori parameter
choice for Tikhonov regularization for solving nonlinear ill-posed problems. SIAM J.
Numer. Anal. 30, 6 (1993), 1796–1838.
[37] Stuart, A. Inverse problems: A Bayesian perspective. Acta Numerica, 19 (2010),
451–559.
[38] Tautenhahn, U., and Jin, Q.-n. Tikhonov regularization and a posteriori rules for
solving nonlinear ill posed problems. Inverse Problems 19, 1 (2003), 1–21.
[39] Triebel, H. Interpolation theory, function spaces, differential operators, vol. 18 of
North-Holland Mathematical Library. North-Holland, New York, 1978.
[40] Triebel, H. Theory of function spaces, vol. 78 of Monographs in Mathematics.
Birkha¨user Verlag, Basel, 1983.
[41] van de Geer, S. Empirical Processes in M-Estimation. Cambridge U. Press, 2000.
[42] van de Geer, S. Least squares estimation with complexity penalties. Mathematical
Methods of statistics, 10 (2001), 355–374.
[43] Vollmer, S. J. Posterior consistency for Bayesian inverse problems through stability
and regression results. Inverse Problems 29, 12 (2013), 125011, 32.
[44] Ziemer, W. Weakly Differentiable Functions. Springer, 1990.
