We study discrete time Glauber dynamics for random configurations with local constraints (e.g. proper coloring, Ising and Potts models) on finite graphs with Ò vertices and of bounded degree. We show that the relaxation time (defined as the reciprocal of the spectral gap ½ ¾ ) for the dynamics on trees and on certain hyperbolic graphs, is polynomial in Ò. For these hyperbolic graphs, this yields a general polynomial sampling algorithm for random configurations. We then show that if the relaxation time ¾ satisfies ¾ Ç´Òµ, then the correlation coefficient, and the mutual information, between any local function (which depends only on the configuration in a fixed window) and the boundary conditions, decays exponentially in the distance between the window and the boundary. For the Ising model on a regular tree, this condition is sharp. See [17] or [20] for more background. Mixing times. Definition 1.1 For a reversible Markov chain, let ½ ½ ¾ ½ be the eigenvalues of the transition matrix. The spectral gap of the chain is defined as Ñ Ü ½ ¾ ½ , and the relaxation time, ¾ , is defined as the inverse of the spectral gap.
Introduction Context
The method of Markov chain Monte-Carlo (MCMC) is a popular method for sampling from large combinatorial structures, or estimating their cardinality. Two celebrated examples are the MCMC method for approximating the permanent [12, 14] , and the MCMC method for sampling uniform coloring (see [28] and the references there). For many sampling problems, it is relatively easy to construct markov chains which have the desired stationary distribution. It is usually harder to estimate the convergence rate to the stationary distribution.
In this paper we focus on one of the most important families of MCMC, known as Glauber dynamics or Gibbs samplers. Glauber dynamics are commonly used to design MCMC's in computer science, see [7, 11, 18, 19, 24, 25, 28] .
The main goal of our work is to determine which geometric properties of the underlying graph are most relevant to the mixing rate of the Glauber dynamics. We first describe Glauber dynamics for proper coloring. Let ´Î µ be a graph. A coloring of Î with Õ colors is proper if no two adjacent vertices are assigned the same color. Glauber dynamics are the following Markov chain on the set of proper colorings: Let ¾ ½ Õ Î be a proper coloring. Define in the following way: pick uniformly at random one of the vertices Ú of Î . For all Ú Û ¾ Î set ´Ûµ ´Ûµ. Let ´Úµ be chosen uniformly at random among all the colors which are not assigned to the neighbors of Ú. The Markov chain with the above transition rules from to is the Glauber dynamics for colorings of .
In general we may want to assign different weights to different colors, and allow a mixture of softcore constraints (where adjacent vertices are allowed to have the same color, with some penalty) and hardcore constraints (where a nonproper coloring has probability 0). A way of doing so is given by particle systems (using the physics terminology).
To define a general particle system [17] on an undirected graph Î µ, define a configuration as an element of Î where is some finite alphabet, and to each edgé On a finite graph, Glauber dynamics is the following reversible Monte-Carlo method for sampling from the particle system. Given the current configuration , pick a vertex Ú uniformly at random, and replace Ú by a random spin ¼ Ú chosen according to the Gibbs distribution conditional on the rest of the configuration:
The efficiency of the Glauber dynamics approach to sampling depends on the rate of convergence to the stationary distribution.
In section 2.1, we describe a connection between the geometry of a graph and the mixing time of Glauber dynamics on it. In particular, we show that for balls in hyperbolic tilings, the Glauber dynamics for the Ising model, the Potts model and proper coloring with ¡ · ¾ colors (where ¡ is the maximal degree), have polynomial mixing time. An example of such a graph can be obtained from the binary tree by adding horizontal edges across levels; another example is in Figure 1 . In sections 2.2-4 we study Glauber dynamics
Figure 1. A ball in hyperbolic tiling
for the Ising model on regular trees. Of course, in this case there are alternate, much easier methods to generate a sample from the Gibbs distribution: namely, it suffices to scan the tree top-down once in order to create the Ú 's. Thus the objective of this part is not to obtain the optimal sampling technique for the Ising model on trees, but rather to analyze the Glauber dynamics on trees, as an interesting family of Markov chains which undergoes a phase transition as the temperature varies. The insights obtained from this analysis are useful for other graphs, where there is no better sampling method available. For the trees (1) it follows from the discussion at the first part of the paper that the mixing time is polynomial at all temperatures, and (2) we characterize the range of temperatures for which the inverse spectral gap (which measures the mixing time up to an Ç´Òµ factor) is linear. The first fact is slightly surprising, since it is often believed that the two sides of a phase transition should correspond to polynomial versus exponential mixing times for the associated dynamics In fact, that belief is not true for the Ising model on trees: here the two sides of the high/intermediate versus low temperature phase transition just correspond to linear versus superlinear inverse spectral gap. As a byproduct of the second fact, we exhibit another surprising phenomenon: contrary to common beliefs, there is a range of temperatures in which the inverse spectral gap is linear, even though there are many Gibbs measures on the infinite tree.
In section 5 of the paper we go beyond trees and hyperbolic graphs and study Glauber dynamics for families of finite graphs of bounded degree. We show that if the inverse spectral gap of the Glauber dynamics on the ball centered at grows linearly in the volume of the ball, then the correlation between the state of a vertex and the states of vertices at distance Ö from , must decay exponentially in Ö.
Setup
The graphs. Let Î µ be an infinite graph with maximal degree ¡. Let be a distinguished vertex and denote by Ö
At some parts of the paper we will focus on the case where Ì Î µ is the infinite -ary tree. In these cases, Ì Ö Î Ö Ö µ will denote the Ö-level -ary tree. 
Remark: The vertex-separation of a graph is defined analogously to the exposure in terms of vertices among Ú ½ Ú that are adjacent to Ú ·½ Ú Ò . In [16] it is shown that the vertex-separation of equals its pathwidth, see [26] . see [26] . Generalizing an argument in [20, Theorem 6.4] for , (see also [12] ), we prove: 
Similarly, for the coloring model on , if the number of colors Õ satisfies Õ ¡ · ¾ , then the relaxation time of the Glauber dynamics is at most´¡ · ½µÒ ¾´Õ ½µ ´ µ·½ .
Analogous results hold for the independent set and hard core models. Relaxation time for the Ising model on the tree. The Ising model on the -ary tree has three different regimes, see [3, 8] . In the high temperature regime, where ½ ¾¯ ½ , there is a unique Gibbs measure on the infinite tree, and the expected value of the spin at the root given any boundary conditions Ì Ö decays exponentially in Ö. In the intermediate regime, where ½ ½ ¾¯ ½ Ô , the exponential decay described above still holds for typical boundary conditions, but not for certain exceptional boundary conditions, such as the all · boundary; consequently, there are infinitely many Gibbs measures on the infinite tree. In the low temperature regime, where ½ ¾¯ ½ Ô , typical boundary conditions impose bias on the expected value of the spin at the root . 
In particular we obtain from Equation (1) 
There is no evidence that there is any qualitative difference in the behavior of Glauber dynamics between the high temperature region (when there is a unique Gibbs measure on the infinite tree) and the intermediate temperature region. We emphasize that Theorem 1.2 implies that in the intermediate region ½ ¾ ½ ¾¯ ½ Ô , the relaxation time is bounded by a constant times the volume Ò, yet, in the infinite volume there are infinitely many Gibbs measures. This Theorem is perhaps easiest to appreciate when compared to other results on the Gibbs distribution for the Ising model on binary trees, summarized in Table 1 .
The proof of the low temperature result is quite general and applies to other models with "soft" constraints, such as Potts models on the tree (see [15, 23] for more details). ics on a graph of Ò vertices reduces to a random walk on a discrete Ò-dimensional cube, where it is well known that the relaxation time is ¢´Òµ. Our next result shows that at any temperature where such fast relaxation takes place, a strong form of independence holds. This is well known in , see [20] , but our formulation is valid for any graph of bounded degree. Denote by Ö the configuration on all vertices at distance Ö from . 
provided that ´ µ depends only on and ´ µ depends only on Ö . Equivalently, there exists ¼ ¼ such that
where Á denotes mutual information, see [6] .
This theorem holds in a very general setting which includes Potts models, random colorings, and other local-interaction models.
Our proof of Theorem 1.3 uses "disagreement percolation" and a coupling argument exploited by van den Berg, see [2] , to establish uniqueness of Gibbs measures in ; according to F. Martinelli 
yields another proof of this fact which was proven before in [3, 9, 8] .
Plan of the paper
In section 2 we prove Proposition 1.1 via a canonical path argument, and give the resulting polynomial time upper bound of Theorem 1.2 part 1. We also present a more elementary proof of the upper bound on the relaxation time for the tree, which gives sharper exponents; this proof uses Dirichlet forms to analyze the spectral gap by induction on the height of the tree. In section 3 we sketch a proof of Theorem 1.2 part 2a and present a proof of Theorem 1.2 part 2b. These lower bounds are obtained by finding a low conductance "cut" of the configuration space, using global majority of the boundary spins for the former result, and recursive majority for the latter result. In section 4 we establish the high temperature result, using comparison to block dynamics which are analyzed via path-coupling. Finally, in section 5 we prove Theorem 1.3 by a Peierls argument controlling "paths of disagreement" between two coupled dynamics. in the number of vertices Ò for other "hyperbolic" graphs (More precisely, our proof applies to balls in infinite planar graphs with positive Cheeger constant and bounded degree; this includes all hyperbolic tilings). For such graphs (as in Figure 1 ), ordering the vertices in a clockwise manner for a well-chosen geometric embedding yields exposure which is logarithmic in the volume (see [15] ). For these graphs, this polynomial mixing is quite surprising. Indeed, it is often believed that long-range correlations imply slow mixing time; yet in these graphs, at low temperature, the correlation between Ù and Ú is bounded below, independently of the distance between Ù and Ú. Such long range correlations hold for any family of planar graphs with bounded degrees and co-degrees such that that the boundary of each subset containing at most ½ ¾ of the vertices is at least logarithmic in the size of the subset (details in [15] ). We now prove Proposition 1.1, following the lines of the proof given in [20, Theorem 6.4 ] for the Ising model in , (see also [12] ). We first discuss the proof for the Ising model. Let be the graph corresponding to the transitions of the Markov chain on the graph . Between any two configurations and , we define a "canonical path" ´ µ as follows. Fix an order on the vertices of which achieves the exposure. Consider the vertices Ú ½ Ú ¾ at which Ú Ú .
Polynomial Upper Bounds

Exposure and mixing time
We define the th configuration ´ µ on the path ´ µ by giving spin Ú to every vertex labeled Ú Ú , spin to every vertex labeled , and spin Ú Ú for every unlabeled vertex Ú. Note that ´¼µ and ´ ´ µµ .
Since ´ ½µ and ´ µ are identical except for the spin of vertex Ú , they are adjacent in . This defines ´ µ.
Note that there at most ´ µ pairs of adjacent verticeś Ú Ú µ such that , hence any configuration on the canonical path between and will have at most ´ µ edges between spins copied from and spins copied from . Using canonical paths to bound the mixing rate. Let
where the supremum is over transitions Ù Úµ between adjacent configurations. Here is the stationary measure (i.e. the Gibbs distribution), and for any two adjacent configurations Ù and Ú, É´´Ù Úµµ Ù È Ù Ú . If Ä is the maximal length of a canonical path, then by the argument in [12, 20] , the relaxation time of the Markov chain is at most ¾ Ä (4) Since Ä Ò, it follows that ¾ Ò , thus it only remains to prove an upper bound on .
Analysis of the canonical path. For each directed edge in , we define an injection from canonical paths going through in the specified direction, and configurations of . To a canonical path ´ µ going through , such that ´ ´ ½µ ´ µ µ, we associate the configuration ³ which has spin for every and spin for every . This is an injection. By the property of our labeling, ´ ½µ ³ ´ µ¬ (5) Now a short calculation concludes the proof: (6) ´ µ¬ Ò ¾¡¬ ³ ³ Ò ´ ´ µ·¾¡µ¬ (7) The last inequality follows from the fact that the map ³ is injective and therefore È ³ ³ ½.
Paths for coloring. This argument does not directly extend to coloring, as the configurations ´ µ in the definition of the path may not be proper colorings. Assume that Õ ¡ · ¾ and let Ú ½ Ú ¾ ¡ ¡ ¡ Ú Ò be an ordering of the vertices of which achieves the exposure. We construct a path ´ µ such that ´ µ ´¡ · ½µÒ (8) Moreover, for all ¾ ´ µ there exists a such that
When estimating , we note that in the right hand side of (5) ´ µ¬ is now replaced by ½, as all the legal configurations have the same weight. On the other hand, the map ³ is not injective. Instead, by (9) , there are at most´Õ ½µ ´ µ paths which are mapped to the same coloring. We therefore obtain that for coloring Ò´Õ ½µ ´ µ·½ and therefore from (8) and (5),
¾ ´¡ · ½µÒ ¾´Õ ½µ ´ µ·½
The way to construct a path ´ µ satisfying (8) and (9) is by changing the colors of the vertices Ú ½ Ú Ò according to their order with some local modifications. Suppose that satisfies (9) . In order to construct the next configuration we first modify the colors of all Û s.t.´Û Ú ·½ µ ¾ , and Û Ú ·½ . This is possible by the assumption that Õ ¡ · ¾ . Then we set the next configuration to have color Ú ·½ at Ú ·½ . £
We continue by analyzing an improved upper bound on relaxation time for the tree. The analysis below yields better exponents for the mixing time, and the proof is simpler. However, the proof below applies to trees only. We note that both the proof above and the proof given below may be adapted to prove polynomial time mixing for Glauber dynamics of any bounded range interacting particle system with "soft" constraints on the tree.
A recursive argument
It is helpful to refer to figure 2 to follow the proof for the case ¾ . Let denote the Gibbs measure. To estimate the relaxation time ¾ , our proof uses the characterization in terms of Dirichlet forms (see e.g. [1] ):
Our proof is in two steps and uses induction on the height of the tree. Let Ì Ì Ö be the -ary tree of Ö levels and ¾ Ö be the relaxation time for the Glauber dynamics on Ì . Finishing the proof. Combining the two recursion equations (11) and (12), we obtain:
Lower Bounds
The function has Dirichlet form which is Ç´½µ, and from the variance given for example in [8] , we can deduce its second moment.
In order to prove the lower bound on the relaxation time for very low temperatures stated in Theorem 1.2 part 2b, we apply (10) to the test function which is obtained by applying recursive majority to the boundary spins; see [22] for background regarding the recursive-majority function for the Ising model on the tree. For simplicity we consider only the ternary tree Ì ¿ , see figure ¿. (for other trees and sharper bounds see [15] ).). Recursive majority is defined on the configuration space as follows. Given a configuration , first label each boundary vertex Ú by its spin Ú . Next, inductively label each interior vertex Û with the label of the majority of the children Û. The value of the recursive majority function is then the label of the root. We write Ú for the spin at Ú and Ñ Ú for the recursive majority value at Ú. 
We will show that recursive majority is highly correlated with spin, i.e. if¯is small enough (say¯
The proof is by induction on the distance from Ú to the boundary of the tree. For a vertex Ú at distance from the boundary of the tree, write Ô È Ñ Ú Ú . By definition
For the induction step, note that if Ú Ñ Ú then one of the following events hold: ¯At least ¾ of the children of Ú, have different value than that of Ú , or One of the children of Ú has a spin different from the spin at Ú, and for some other child Û we have Ñ Û Û , or For at least ¾ of the children of Ú, we have Û Ñ Û .
Summing up the probabilities of these events, we see that Ô ¿¯¾ · ¯Ô ½ · ¿ Ô ¾ ½ It follows that Ô ¯¾, hence the Lemma. £ Proof of Theorem 1.2 part 2b. Let Ñ be the recursive majority function. Then from symmetry Ñ ¼, and Ñ ¾ ½ . By plugging Ñ in definition (10), we see that , we see that for all , for both and we have Ñ´Ù µ Ñ´Ú µ. Note that these events are independent for different values of . We therefore obtain that the probability that Ú ½ Ú Ö is such a path is bounded by´¾¯· ¯¾µ Ö ½ . Since there are ¿ Ö such paths and since È ¿ Ö we obtain that the right term of (13) is bounded below bý ¾¯· ¯¾µ ½ Ö Ò ª´¬µ £ Noam Berger (personal communication) has refined the recursive argument in order to obtain polynomial mixing time for any (ergodic) particle system on the tree.
Higher temperatures
We now prove Theorem 1.2 part 3. Our analysis uses a comparison to block dynamics. . Starting from two distinct configurations and , our coupling always picks the same block in and in and choose the coupling between the two block moves which minimizes ´ ¼ ¼ µ.
We use path-coupling [4] , i.e., we will prove that for every pair of configurations which differ by a single spin, applying one step of the block dynamics will reduce the expected distance between the two configurations. 
There are such blocks, corresponding to the ancestors of Ú at ½ ¾ generations above Ú. (Note that this holds even when Ú is the root of Ì or a leaf of Ì , because of our definition of blocks). Case 3. If is rooted at one of Ú's children, then the conditional probabilities given the outer boundaries of are not the same since one block has ·½ above it and the other block has ½ above it. However both blocks have their leaves adjacent to the same boundary configuration. Since conditioning on this lower boundary can only help by Lemma 4.1 below, we bound ´ ¼ ¼ µ by studying the case where one block is conditioned to having a ·½ adjacent to the root, the other block is conditioned to having a ½ adjacent to the root, and otherwise the boundary is free. Then the block is simply filled in a top-down manner, every edge is faithful (i.e. the spin of the current vertex equals the spin of its parent) with probability and cuts information (the spin of the current vertex is a new random spin) with probability ½ . Coupling these choices for corresponding edges for and for , we see that the distance between ¼ and ¼ Overall, the expected change in distance is
If the block height is a sufficiently large constant, we get that for some positive constant , (14) Note that Ñ Ü ´ µ È Ö Ô Ò. Therefore, by a path-coupling argument (see [4] ) we obtain a mixing time of at most Ç´Ò ÐÓ Òµ for the blocks dynamics.
Spectral gap of block dynamics. The´½
Òµ contraction at each step of the coupling implies, by an argument from [5] which we now recall, that the spectral gap of the block dynamics is at least Ò. Indeed, let ¾ be the second largest eigenvalue in absolute value, and an eigenvector for ¾ . Let Å × Ù Ô ´ µ ´ µ ´ µ and denote by È the transition operator. Then (14) .
(Here the first inequality is by coupling and the following one is by definition of Å 
The first statement follows from the fact that is dominated by · (for definitions and basic properties of domination of measures, see [1, 17] ). Therefore using a coupling between these measures which respects the domination we see that the expected number of disagreements is We will now prove the lemma by induction on the length of the path Ú ½ Ú . Induction step. We assume that the claim is true for ½ and prove it for . We denote Ú ¼
Paths
In a similar manner 18) and the proof follows since both terms in (17) and (18) are larger for the free measure than for the conditional measure.
£
Proof of Theorem 1.3
We assume that ¾´ Ö µ Ç´Ò Ö µ. Equivalently, writing ¾ for the eigenvalue of the dynamics with the second largest absolute value, we assume that ¾ ½ Ò ½ Ö for some ¼ and all Ö. Recall that we denoted by Ö the configuration on all vertices at distance exactly Ö from .
Mutual information and Ä ¾ estimates. For Markov chains such as Ö , it is generally known [8, 21, 27 ] that (3) follows from (2) , which in turn, is consequence of the following stronger statement:
There exists £ ¼ such that for any vertex set Ö ¾ and any functions of mean zero, ´ µ £Ö´ ´ ¾ µ ´ ¾ µµ ½ ¾ (19) provided that ´ µ depends only on and ´ µ depends only on Ö . We will prove (19) using a coupling argument.
Choose drawn from the Gibbs distribution on Ö .
Consider a copy of Ö which we denote by ¼ Ö . Run the Glauber dynamics on Ö and ¼ Ö simultaneously, except that on ¼ Ö the boundary variables Ú for Ú Ö are frozen: whenever the dynamics picks such a vertex Ú, on ¼ Ö the variable labeling it remains fixed. Thus on ¼ Ö the process at all times is at the stationary distribution conditional on Ö , while on Ö , even given the initial Ö , the process converges to the (unconditional) stationary distribution.
Initially, the configurations are identical on Ö and on ¼ Ö . We "couple" the dynamics, i.e., we always pick the same site Ú for Ö and ¼ Ö and, if the neighbors of Ú have the same spins on Ö and on ¼ Ö then we choose the same new spin for Ú in Ö and in ¼ Ö . Thus the two processes eventually move apart due to the different behavior on the boundary, which gradually induces different spins further inside the graph.
For a vertex Ú with Ú Ö, we define Ø Ú to be the first time at which Ú was updated. For any Ú ¾ Î Ö with Ú Ö, we define Ø Ú to be the first time Ú was updated after Ñ Ò´Û Úµ¾ Ö Ø Û . Note that at any time Ø Ø Ú , the labeling of Ú in Ö and ¼ Ö is identical. Moreover, Ø Ú depends only on the order the vertices are chosen, and is independent of the initial configuration . We let Ø Ñ Ò Ú¾ Ø Ú .
Given an initial configuration , we write Ø for the random configuration after Ø steps in the Ö dynamics and Ø for the random configuration after Ø steps in the ¼ Ö dynamics. We also let È Ø ´ µ ´ Ø µ , and É Ø ´ µ ´ Ø µ . Since for ¼ Ö and all Ø the process is at the stationary distribution given Ö , it follows that for all Ø, É Ø ¡ É Ø É Ø ¡ Since Glauber updates cannot increase the Ä ¾ norm, we infer from the coupling above that 
It remains to bound the two terms in the right-hand side of (20) . Recall the hypothesis Ñ Ü Ú¾ Ú Ö ¾ and denote by ¡ the maximal degree in .
