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Abstract—Deep learning frameworks have been widely de-
ployed on GPU servers for deep learning applications in both
academia and industry. In training deep neural networks (DNNs),
there are many standard processes or algorithms, such as con-
volution and stochastic gradient descent (SGD), but the running
performance of different frameworks might be different even
running the same deep model on the same GPU hardware. In
this study, we evaluate the running performance of four state-
of-the-art distributed deep learning frameworks (i.e., Caffe-MPI,
CNTK, MXNet, and TensorFlow) over single-GPU, multi-GPU,
and multi-node environments. We first build performance models
of standard processes in training DNNs with SGD, and then
we benchmark the running performance of these frameworks
with three popular convolutional neural networks (i.e., AlexNet,
GoogleNet and ResNet-50), after that, we analyze what factors
that result in the performance gap among these four frameworks.
Through both analytical and experimental analysis, we identify
bottlenecks and overheads which could be further optimized.
The main contribution is that the proposed performance models
and the analysis provide further optimization directions in both
algorithmic design and system configuration.
Index Terms—Deep Learning; GPU; Distributed SGD; Con-
volutional Neural Networks; Deep Learning Frameworks
I. INTRODUCTION
In recent years, deep learning (DL) techniques have
achieved great success in many AI applications [1]. With a
large amount of data, deep neural networks (DNNs) can learn
the feature representation very well. Very deep neural networks
and large scale of data, however, result in a high requirement
of computation resources. Fortunately, on one hand, GPUs
play an important role in speeding up the training speed.
On the other hand, it has been recently proven that DNNs
with a very large size of mini-batch can converge well to
a local minimal [2][3], which is significant to utilize many
processors or clusters efficiently. A single accelerator has
limited computational resources (e.g., computation units and
memory) to process large-scale neural networks, so parallel
training algorithms are proposed to solve this problem such as
model parallelization [4] and data parallelization [5][6]. Sev-
eral popular distributed DL frameworks including Caffe-MPI1,
CNTK2, MXNet3 and TensorFlow4 have achieved not only
high throughput in a single GPU with the help of cuDNN [7]
which is a high performance DNN library provided by Nvidia,
1https://github.com/Caffe-MPI/Caffe-MPI.github.io
2https://github.com/Microsoft/CNTK
3https://github.com/apache/incubator-mxnet
4https://github.com/tensorflow/tensorflow
but they also have good scalability across multiple GPUs and
multiple machines. These frameworks provide an easy way for
users to develop DNNs and try to optimize related algorithms
to achieve high throughput by using hardware platforms like
multi-core CPU, many-core GPU, multiple GPUs and multiple
machines. However, because of the different implementation
methods by vendors, these tools show different performance
even when training the same DNNs on the same hardware
platform. Researchers have evaluated different tools on various
hardware with diverse DNNs [8][9][10][11], but the scalability,
which is one of the most important factors in multi-GPU and
multi-machine platforms, is not well studied. In this study, we
extend the work in [9] to evaluate the performance of four
distributed DL frameworks (i.e., Caffe-MPI, CNTK, MXNet
and TensorFlow) with convolutional neural networks (CNNs)
over the GPU cluster. We use four machines connected by
a 56Gbps InfiniBand network, each of which is equipped
with four Nvidia Tesla P40 cards, to test the training speed
of each framework in CNNs covering single-GPU, multi-
GPU and multi-machine environments5. We first build the
performance models of SGD algorithm and then test the
running performance of SGD optimization, and further focus
on the performance of synchronous SGD (S-SGD) across
multiple GPUs/machines to analyze the performance details.
Our major findings are summarized as follows6:
1) For relatively shallow CNNs (e.g., AlexNet), loading
large amounts of training data could become a potential
bottleneck with a large mini-batch size and fast GPUs.
Efficient data pre-processing can be used to reduce the
impact.
2) To better utilize cuDNN, autotune and input data lay-
out (e.g., NCWH, NWHC) should be considered. Both
CNTK and MXNet expose the autotune configuration of
cuDNN, which could achieve better performance during
the forward and backward propagation.
3) In S-SGD with multiple GPUs, CNTK does not hide the
overhead of gradient communication, while MXNet and
TensorFlow do by parallelizing the gradient aggregation
of the current layer with the gradient computation of
5Our source code and experimental data can be downloaded from http:
//www.comp.hkbu.edu.hk/∼chxw/dlbench.html.
6The software tools are being upgraded frequently. The findings are based
on our own experimental platforms, software configurations and only apply
to the software versions specified in the paper.
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the previous layer. By hiding the overhead of gradient
communication, the scaling performance could be better.
4) All the frameworks scale not so well across four high
throughput dense GPU servers. The inter-node gradient
communication via 56Gbps network interface is much
slower than the intra-node via PCIe.
The rest of the paper is organized as follows. Section II
introduces the related work. Section III presents preliminaries
of SGD and S-SGD implemented by different approaches. We
derive some performance models for different implementations
of S-SGD in Section IV. Our experimental methodology is
introduced in Section V, followed by the experimental results
and our analysis in Section VI. We conclude the paper and
discuss our future work in Section VII.
II. BACKGROUND AND RELATED WORK
Stochastic gradient descent (SGD) methods are the most
widely used optimizers in deep learning communities because
of its good generalization and easy computation with the first
order gradient [12][13], and it can scale to multiple GPUs
or machines for larger datasets and deeper neural networks.
Distributed SGD methods have achieved good scaling perfor-
mance [6][2][3], and the existing popular DL frameworks have
the built-in components to support scaling by using some con-
figurations or APIs, among which Caffe-MPI, CNTK, MXNet
and TensorFlow are examples of the most active and popular
ones. However, these frameworks implement the working flow
of SGD in different ways, which results in some performance
gap even though they all make use of high performance library
cuDNN [7] to accelerate the training on GPUs. In addition,
the implementation of S-SGD may vary so much for different
purposes.
Parameter server (PS) based methods [14][15] for dis-
tributed machine learning algorithms have been widely used
in many distributed SGD algorithms like asynchronous SGD
[16] and S-SGD. Several performance models for PS methods
have been proposed by S. Zou et al. [17], and they develop
the procedure to help users better choose the mini-batch size
and the number of parameter servers.
A. Awan et al. [18][19] propose the high performance
CUDA-Aware MPI to alleviate the overhead of data communi-
cation so that they can scale the distributed learning better on
GPU clusters. In the recent research, P. Goyal et al. [3] use a
dense GPU cluster with 256 GPUs to achieve about 90% effi-
ciency. Except the PS-based method used in [3], the optimized
all-reduce implementation and pipelining all-reduce operations
with gradient computation make training nearly perfect linear
scale up possible in ResNet-50 [20]. Most of these researches
focus on the optimization of PS-based methods which have
very high requirement on the network bandwidth between the
parameter server and workers, while the decentralized methods
are less studied since they are initially considered to highly
rely on the PCIe topology between GPU and CPU. X. Lian
et al. [21] come up with a decentralized S-SGD algorithm
which has a theoretical guarantee of convergence to overcome
the communication bottleneck across the dense GPU cluster.
Even though this work only conducts experiments on the small
size of the dataset, it lets us re-consider the importance of
decentralized S-SGD algorithms on GPU clusters. And the
hybrid method of PS-based and decentralized is also proposed
to speed up training [22]. It is noted that both PS-based
methods and the decentralized S-SGD have been integrated
into most distributed DL frameworks.
Bahrampour et al. [8] and Shi et al. [9] have evaluated the
performance of some state-of-the-art DL frameworks on the
single-GPU environment. But they did not break down the tim-
ing of the training process, which lacks details to understand
performance problems. In the distributed environment, Shams
et al. [10] have studied the performance of Nvidia’s NVLink
and Intel’s Knights Landing on different CPU and GPU
technologies. However, the evaluated TensorFlow is at version
v0.12, while Google has upgraded TensorFlow to v1.0+ for
performance improvement, and the other two popular com-
mercial frameworks (CNTK and MXNet) are not compared
in [10]. In addition, the performance model in the distributed
GPU cluster is also not studied. In this paper, we first build
performance models of SGD in both the single node and
the distributed cluster, and then compare the performance of
Caffe-MPI, CNTK, MXNet and TensorFlow via single-GPU,
multi-GPU and multi-node environments through analysis and
experimental results, and then identify the performance gap
among these four frameworks.
III. PRELIMINARIES
In this section, we first introduce the workflow of SGD and
S-SGD, and then we illustrate the current implementations of
S-SGD. Some frequently used notations in our analysis are
summarized in Table I. We assume that each node in the cluster
has the same hardware configuration.
TABLE I
SUMMARY OF NOTATIONS
Name Description
Ng # of total GPUs
ng # of GPUs on each node
M # of training samples per GPU in a mini-batch
titer Time of an iteration
tio Time of I/O in each iteration
th2d Data transfer time from CPU to GPU in each iteration
tf Time of the forward phase in each iteration
tb Time of the backward phase in each iteration
t
(i)
b Time of the backward phase of layer i in each iteration
tu Time of the model update in each iteration
tcomm Time of the gradients aggregation in each iteration
t
(i)
comm Gradients aggregation time of layer i in each iteration
A. Mini-batch SGD
To train a model with mini-batch SGD, one should update
the model iteratively with feeding data. It generally contains
five steps in an iteration. 1) Read a mini-batch of data from
the disk to the memory. 2) Transfer the data from the CPU
memory to the GPU memory. 3) Launch GPU kernels to
do feed forward operations layer by layer. 4) Do backward
propagation by calculating first order gradients w.r.t weights
and inputs with the chain rule. 5) Update the model by
gradients. So the total time of one iteration can be calculated
as
titer = tio + th2d + tf + tb + tu. (1)
B. S-SGD
In general, S-SGD makes each worker perform feed for-
ward and backward propagation with different samples and a
duplicate copy of the model. Before updating the model, the
gradients are aggregated [5]. There are five steps to implement
the naive S-SGD algorithm with a distributed cluster. 1) Each
machine reads and/or preprocesses M × ng samples, and it
totally has N × M × ng samples for N nodes. 2) In each
machine, M×ng samples are evenly distributed to ng different
GPUs through PCIe. 3) Each GPU launches kernels to do
feed forward and backward propagation operations in parallel.
4) The gradients are averaged among all the GPUs. 5) Each
GPU updates its own parameters. In step 4), the aggregation
operation should wait for all the GPUs sending the gradients
of that iteration, which indicates the meaning of synchronous
SGD.
The PS method [14] is one of the state-of-the-art methods
to implement S-SGD. It is a centralized topology. There is a
parameter server (PS) to store the whole model in a single
node, and it can be extended to two or more PSes if needed.
PS aggregates parameters at each iteration and updates the
model and then pushes the updated model to each worker. As
a centralized node, it may easily suffer from the high pressure
if the number of parameters is huge.
The decentralized method is another algorithm to implement
the gradients aggregation by using the reduction tree (RT)
[23][18]. The gradients are exchanged via MPI-like collectives
(e.g., all-reduce). So there come out some efficient collective
libraries like Gloo7 and NCCL28 supporting communication
between distributed GPUs.
IV. PERFORMANCE MODELING
In this section, we build the performance models of training
DNNs with SGD (or S-SGD) in Caffe-MPI, CNTK, MXNet
and TensorFlow. From the workflow described in Sections
III-A and III-B, it is straightforward to represent the iteration
time titer with:
titer = tio + th2d + tf + tb + tcomm + tu. (2)
Let tgpu = th2d + tf + tb + tu, then we have
titer = tio + tgpu + tcomm. (3)
In the single-GPU environment, tcomm = 0. tio and tcomm
in Equation 3 can be hidden to some extent by pipeline
techniques.
7https://github.com/facebookincubator/gloo
8https://developer.nvidia.com/nccl
A. I/O hidden
To achieve higher efficiency of training, step 1) is often
processed with multiple threads so that the I/O time of a
new iteration can be overlapped with the computing time of
the previous iteration. Data can be accessed from the CPU
memory directly without waiting for the data from the disk
if it has been ready during the computation of the previous
iteration. So we can calculate the average iteration time of
pipelined SGD as
t¯iter = max{tgpu + tcomm, tio}. (4)
B. Communication hidden
The main property of the mini-batch SGD training of CNNs
is that the gradient computation has no dependency with the
updating of their next layers, so the gradient computation in
layer li−1 can be parallelized with the gradient aggregation in
layer li [22][18]. Let τcomm s and τcomm e denote the start
and the end timestamps of communication during one iteration
respectively. The iteration time can be represented by
titer = tio + th2d + tf + t
(L)
b + τcomm e− τcomm s + tu, (5)
where t(L)b is the gradient computation time of the last learn-
able layer. We discuss two cases:
Case 1. The gradient communication is totally hidden by
the backward propagation. I.e., t(i)comm ≤ t(i−1)b , 2 ≤ i ≤ L.
We can update the representation of titer by:
titer = tio + th2d + tf + tb + t
(1)
comm + t
(1)
u . (6)
Case 2. There exist some layers whose communication time
are longer than the time of backward computation of the
previous layers. We formulate this case with: t(i)comm ≤ t(i−1)b
for i = 2, ..., C−1, and t(i)comm > t(i−1)b for i = C,C+1, ..., L.
Thus, titer is estimated by
titer = tio + th2d + tf +
L∑
i=C
t(i)comm +
C−1∑
i=1
t
(i)
b + t
(1)
comm + t
(1)
u ,
(7)
where L is the number of learnable layers of DNN. It is noted
the larger C, the more communication can be hidden.
Let titer Ng and tio ng denote the iteration time and the
I/O time of a mini-batch with Ng GPUs across N machines
(each machine has ng GPUs) respectively. The speedup can
be formulated by
S =
MNg/titer Ng
M/titer 1
= Ng
tio 1 + tgpu
tio ng + tgpu + tcomm
. (8)
So to achieve good scalability of the system, one should reduce
the overheads of I/O and data communication.
For CNTK, the speedup of S-SGD is estimated by Equation
8, while for the tools (Caffe-MPI, CNTK and TensorFlow) that
exploit the pipelining between backward and communication,
the speedup can be estimated by
S =

Ng(tio 1+tgpu)
tio ng+th2d+tf+tb+t
(1)
comm+t
(1)
u
Case 1
Ng(tio 1+tgpu)
tio ng+th2d+tf+
∑L
i=C t
(i)
comm+
∑C−1
i=1 t
(i)
b +t
(1)
comm+t
(1)
u
Case 2
.
(9)
V. EXPERIMENTAL METHODOLOGY
We first specify the hardware environment conducted in the
experiments. We use a 4-node GPU cluster, in which each node
has four Nvidia Tesla P40 cards, and the network connection
between nodes is a 56 Gbps InfiniBand combined with a
1 Gbps Ethernet. Table II shows the hardware setting. The
intra-node topology with a bandwidth of data transfer between
different components is displayed in Fig. 1. Each Tesla P40
GPU runs at the base core frequency of 1.3 GHz and the
auto boost function is disabled to ensure reproducibility of
our experimental results.
TABLE II
THE EXPERIMENTAL HARDWARE SETTING FOR DATA PARALLELIZATION.
Hardware Model
GPU Nvidia Tesla P40
CPU Intel Xeon E5-2650v4 Dual
Network 56 Gbps InfiniBand + 1 Gbps Ethernet
Memory 128 GB DDR4
Hard disk SSD 6T (x2 with RAID 0) in Node 0,
and others are HDD 1T (x4 with RAID 5).
Each node has one copy of the dataset
GPU 0 GPU 1 GPU 2 GPU 3
CPU 0 CPU 1
P2P Access
Bp2p=19GB/s
PCI-e 3.0
Bpcie=13GB/s
Cache
Hard disk
PCI-e 3.0
Bpcie=13GB/s
P2P Access
Bp2p=19GB/s
Bcache=3.5GB/s
Bdisk=750MB/s
Fig. 1. The topology of a single node. Cache refers to the system cache that
contains parked file data. The values of Bdisk and Bcache are benchmarked
by dd command. The bandwidth of PCIe and P2P access are measured via
Nvidia CUDA SDK samples.
Versions of the tested frameworks installed in each node
are shown in Table III. The operating system of the server is
CentOS 7.2, and the software is installed with CUDA-8.0 and
cuDNNv6.
TABLE III
THE SOFTWARES USED FOR EXPERIMENTS.
Software Marjor Version GitHub Commit ID
Caffe-MPI 2.0 -
CNTK 2.1 4a8db9c
MXNet 0.10.0 34b2798
TensorFlow 1.2.1 -
One popular and effective way to evaluate the running
performance is to measure the time duration of an iteration that
processes a mini-batch of input data or the number of samples
can be processed in one second. Therefore, we benchmark the
CNNs by using a proper mini-batch size (try to fully utilize
the GPU resource) for each network on these tools.
We choose three popular CNNs (i.e., AlexNet [24],
GoogleNet [25] and ResNet-50 [20]) running on the ILSVRC-
2012 ImageNet dataset [26]. These three deep models have
their own characteristics to test the performance of frame-
works. They have different configurations and the details are
shown in Table IV. Each machine in the cluster has one copy
of the dataset. The data formats for different frameworks are
not the same, and we list the data formats below for the tested
frameworks. Caffe-MPI: LMDB is used by Caffe-MPI. The
original JPEG images are converted to LMDB records, and the
script can be found in the GitHub repository of Caffe9. CNTK:
There is no pre-converted data format for CNTK. It needs to
read the original JPEG images during training with a provided
file list. MXNet: A binary file that contains all the images is
used. The converting script refers to the official document of
MXNet10. TensorFlow: It also uses a pre-converted file format
called TFRecord in TensorFlow. The converting script refers
to the script from the GitHub repository11.
TABLE IV
THE EXPERIMENTAL SETUP OF NEURAL NETWORKS.
Network # of Layers # of FCs Parameters Batch size
AlexNet 8 3 ˜60 millions 1024
GoogleNet 22 1 ˜53 millions 128
ResNet-50 50 1 ˜24 millions 32
Note: The architecture of AlexNet is the same with [24] except that the
local response normalization (LRN) operation is excluded because it is
not supported by CNTK by default. We choose the proper batch size for
each device, which can be run properly for all frameworks, and it tries
to fully utilize the GPU resource.
In order to avoid the heavy impact of I/O overheads from
hard disks, we run two epochs and the first epoch is excluded
to calculate the average time of one iteration. Since the total
number of images is up to 1.2 million, it is very time-
consuming to run all the samples in one epoch. So we limit
the epoch size to make each experiment run about 50-100
batches in one epoch. The time of each iteration is recorded
and all iterations in the second epoch are averaged to calculate
the mean and standard deviation to measure the running
performance.
Beside the running speed measured in this paper, we also
break down the timing for each phase by using nvprof, which
is a tool to profile the GPU activities, to help us identify
performance problems.
VI. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we demonstrate the running performance
followed with analysis based on the modeling of CNTK,
9https://github.com/BVLC/caffe/blob/master/examples/imagenet/create
imagenet.sh
10https://github.com/apache/incubator-mxnet/tree/master/example/
image-classification#prepare-datasets
11https://github.com/tensorflow/models/blob/master/research/inception/
inception/data/build imagenet data.py
MXNet and TensorFlow in training AlexNet, GoogleNet and
ResNet-50 on a single P40 card, multiple P40 cards, and across
the 4-node GPU cluster.
A. Single GPU
We first present the performance results on a single GPU.
The average time of one iteration during training is used to
metric the performance of frameworks. So we compare the
time cost in each step of SGD. We break down the timing of
each phase in Table V. Results in each phase will be analyzed
in the following.
TABLE V
THE TIME BREAKDOWN OF DIFFERENT PHASES OF SGD IN SECOND
(mean± std).
AlexNet Caffe-MPI CNTK MXNet TensorFlow
tio .0002±6.9e-05 .2233±5.1e-02 .0001±1.8e-05 .0008±9.3e-04
th2d .0526±3.4e-04 .0528±4.1e-04 .1109±1.6e-02 .1140±1.5e-02
tf .1718±8.4e-03 .1684±1.9e-03 .2147±3.5e-04 .1804±1.2e-02
tb .3560±5.6e-03 .2919±9.3e-04 .4086±1.5e-03 .3417±3.1e-02
tu .0062±1.0e-05 .0086±2.3e-06 .0041±4.5e-06 .0031±1.7e-06
titer .5772±6.0e-02 .7433±1.0e-02 .7235±1.0e-01 .6593±1.6e-02
GoogleNet Caffe-MPI CNTK MXNet TensorFlow
tio .0002±3.8e-04 .0001±8.2e-06 .0001±2.1e-05 .0010±4.6e-04
th2d .0021±2.6e-03 .0033±3.3e-03 .0143±1.8e-03 .0161±1.5e-03
tf .0920±1.8e-03 .0814±7.5e-04 .0892±1.2e-04 .1192±2.3e-02
tb .2073±4.0e-04 .1780±1.4e-03 .1819±2.1e-04 .1856±2.4e-04
tu .0015±1.2e-05 .0095±1.7e-03 .0095±1.5e-05 .0005±5.6e-06
titer .3050±1.3e-02 .2767±2.0e-02 .2943±8.4e-03 .3100±1.5e-03
ResNet Caffe-MPI CNTK MXNet TensorFlow
tio .0002±5.4e-05 .0001±1.1e-05 .0001±9.9e-06 .0003±1.2e-04
th2d .0009±7.2e-04 .0016±2.7e-05 .0039±5.7e-04 .0045±1.0e-03
tf .0807±4.3e-05 .0724±1.0e-03 .0732±5.4e-05 .0767±1.2e-02
tb .1291±5.4e-03 .1482±9.4e-04 .1307±1.4e-04 .1355±1.4e-04
tu .0033±4.5e-05 .0073±4.7e-03 .0164±2.5e-05 .0015±1.8e-06
titer .2078±5.8e-03 .2261±1.4e-02 .2242±1.2e-02 .2148±3.4e-02
I/O. Among the evaluated tools, they all support data
prefetch, which means during training, there are extra threads
reading data to the CPU memory for preparing to feed into
GPU. However, some implementation details are not the same.
Regarding Caffe-MPI, there exist GPU buffers to prefetch the
data, which means that each iteration, except the first one,
can load data from the GPU memory without waiting for
I/O and PCIe transfer. For CNTK, there could be a limited
buffer for data caching, which may result in the dropdown of
performance if the size of data in a mini-batch is too large.
On the contrary, MXNet and TensorFlow are more flexible
and have little opportunity to fall into I/O problem. In Table
V, CNTK has a big overhead in reading data when running
AlexNet with a mini-batch size of 1024. The reason is that it
needs Sd = 1024×224×224×3×4 = 588MB to store data of
one batch, while it is not fast enough to store data of next batch
in CNTK. CNTK needs to read and decode the original JPEG
files to prepare the input data while other frameworks just need
to read from pre-converted files. From Fig. 1, the bandwidth
of system cache is Bcache = 3.5GB/s, so the overhead of
reading data is tio = SdBcache =
588
(3.5×1024)s = 0.164s, which is
the optimal time, adding the time of decoding JPEG files, the
actual value of tio is 0.223s in CNTK. By contrast, MXNet
and TensorFlow only need negligible time in reading data.
Memory copy: from host to device (h2d). After reading
data from disk to memory, data should be transferred to GPU
for training. In our tested environment, CPU and GPU are
connected by PCIe with a bandwidth of 13 GB/s. It is noticed
that th2d in both Caffe-MPI and CNTK are about half smaller
than MXNet and TensorFlow even the size of data is same
because of the difference in memory allocation. There are
non-pageable and pageable memories, and their performances
of memory copy from CPU to GPU are different [27]. The
bandwidth of non-pageable and pageable memory copy in the
tested hardware is 11.4 GB/s and 8.7 GB/s respectively. Since
Caffe-MPI and CNTK allocate the non-pageable memory for
input data, while MXNet and TensorFlow allocate pageable
memories, so CNTK achieves better memory copy perfor-
mance than that of MXNet and TensorFlow.
Forward, backward and update. The high performance
library cuDNN [7] on GPUs, provided by Nvidia, has been
widely used in DL frameworks. During the training of DNNs,
most of the time-consuming layers (e.g., convolutional) are
invoked by cuDNN. However, parameters in APIs of cuDNN
may result in different performances, which is the main reason
why tf and tb are different in Table V. For example, there are
many types of implementations of convolution like GEMM,
FFT and Winograd. Users can specify which algorithm to
use or autotune to choose the best one. When invoking the
APIs of cuDNN, another performance-related factor is the data
layout (e.g., NCWH, NWHC). In both forward and backward
phases, CNTK achieves the best performance in all networks.
Actually, Caffe-MPI, CNTK and MXNet could autotune to
find the best convolution algorithms for convolutional layers,
but TensorFlow prefers to use Winograd algorithm which
could be suboptimal in some cases. Regarding AlexNet, CNTK
invokes the FFT algorithm for the second convolutional layer,
while MXNet uses the GEMM-based convolution so that there
is 0.04s larger in the forward phase and up to 0.1s higher in
the backward phase. The FFT-based convolution is faster than
the GEMM-based in general [28]. The suboptimal invoking of
cuDNN APIs makes TensorFlow slightly worse than CNTK in
both forward and backward phases. The update operation is
simple since it only updates the parameters with computed
gradients, and the time complexity is O(1), whose time cost
is relatively short compared to the forward and the backward
propagations. But CNTK and MXNet perform not that good
in this phase.
In summary, CNTK has faster data copy, forward and
backward propagation operations, which results in better per-
formance in GoogleNet compared to MXNet and TensorFlow.
Caffe-MPI outperforms CNTK in AlexNet since Caffe-MPI
can hide the overhead of I/O. However, the test of GoogleNet
has two advantages for CNTK. First, there are many large size
of filters (e.g., 5 × 5) in convolutional layers, which could
reflect the importance of convolution algorithm selection.
Second, the mini-batch size used is only 128, such that it has a
very small overhead in data loading. MXNet and TensorFlow
have better data prefetch mechanism than CNTK. It is obvious
in the case of AlexNet, though TensorFlow has a suboptimal
performance in data copy, forward and backward, it hides the
overhead of data reading. As a result, TensorFlow achieves
10% faster than CNTK in AlexNet. Regarding ResNet-50,
convolutional layers are with smaller kernels (e.g., 3×3) which
requires less computation and the Winograd algorithm could
be the better implementation [29].
B. Multiple GPUs
When scaling to multiple GPUs, it is important to shorten
the overhead of data aggregation, which heavily relies on the
bandwidth of data communication between GPUs. Please be
noted that in multi-GPU/node testing we use weak scaling,
which means the valid mini-batch size is scaling with the
number of GPUs, and each GPU keeps the same number of
samples like the work in [2][3]. To reflect the scalability of
deep learning frameworks, we use the metric of samples per
second to compare the performance. Ideally, the throughput
should be doubled with the number of GPUs doubled. The
scaling performance of S-SGD running on a machine with
four GPUs is shown in Fig. 2. Let tcomm denote the overhead
of gradient communication when aggregating the gradients,
and the numbers are shown in Table VI.
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Fig. 2. Scaling performance in a single node.
TABLE VI
THE OVERHEAD OF DATA COMMUNICATION WHEN AGGREGATING THE
GRADIENTS ACROSS INTRA-NODE MULTIPLE GPUS.
Network Tool tcomm Hidden
2 GPUs 4 GPUs
Caffe-MPI .0457±3.1e-03 .0861±1.2e-02 Yes
CNTK .0359±2.4e-02 .0420±3.0e-03 No
AlexNet MXNet .0222±4.5e-03 .0505±7.7e-03 Yes
TensorFlow .0406±8.9e-03 .0984±1.9e-02 Yes
Caffe-MPI .0135±1.4e-03 .0229±1.2e-03 Yes
CNTK .0343±1.2e-02 .0592±6.2e-03 No
GoogleNet MXNex .0102±8.9e-04 .0318±1.1e-02 Yes
TensorFlow .0053±3.8e-04 .0168±1.6e-03 Yes
Caffe-MPI .0336±2.4e-03 .0646±2.9e-03 Yes
CNTK .0173±1.2e-02 .0295±2.1e-02 No
ResNet-50 MXNex .0491±4.1e-02 .1626±1.1e-01 Yes
TensorFlow .0072±2.1e-03 .0210±5.0e-03 Yes
From Fig. 2 (a), we can see that Caffe-MPI, MXNet and
TensorFlow have achieved almost linear scaling from one to
two GPUs, while CNTK has only a slight speedup with mul-
tiple GPUs. Caffe-MPI, MXNet and TensorFlow parallelize
the gradient aggregation with backward propagation. In other
words, the previous layer (li−1) of backward propagation can
happen without any delay after gradients of current layer (li)
computed, and at this time, gradient computation of li−1 is
parallelized with gradient aggregation of li. In this way, much
of the synchronization overhead of early gradients can be
hidden by later computation layers. From Table VI, it is noted
that Caffe-MPI, MXNet and TensorFlow can hide tcomm while
CNTK does not. CNTK processes gradient computation and
aggregation in a sequential way. Fortunately, the overhead of
gradient aggregation can be highly reduced by high perfor-
mance all-reduce library NCCL which is used by CNTK.
Regarding AlexNet, the low scaling efficiency of CNTK is
caused by the data reading from the disk to the memory. Since
the data buffer is not fast enough to prefetch the next-batch
data, the GPU computation needs to wait for the data loading
from the disk to the memory in every iteration. Suppose
that the data of one epoch has been loaded into the system
cache, and the data size is up to Sd = 588Ng MB, we have
tio =
Sd
Bcache
=
588×Ng
3.5×1024 = 0.164Ng . In the tested cases
of CNTK on AlexNet, tio is up to 0.45s and 0.72s with 2
and 4 GPUs respectively so that CNTK has a poor scaling
performance with 2 GPUs and 4 GPUs. From Table V, we
have tgpu = 0.0527 + 0.1684 + 0.2918 + 0.0086 = 0.5215.
According to Equation 8, S = Ng(0.223+0.5215)0.5215+tio Ng+tcomm . For 2
GPUs, S = 2×0.74450.5215+0.45+0.0359 = 1.478, and for 4 GPUs, we
have S = 4×0.74450.5215+0.72+0.042 = 2.32. The estimated speedup
can match the evaluated results in Fig. 2. There is a similar
scenario on 4-GPU training of AlexNet (0.55s for data reading)
using MXNet and TensorFlow. In S-SGD with multiple GPUs
in a single machine, every data reading thread fetches 4096
samples and distributes them to 4 GPUs. Since tio is longer
than tgpu, the I/O time cannot be hidden totally, which results
in poor scaling across 4 GPUs.
For GoogleNet and ResNet-50, CNTK achieves worse scal-
ing performance than Caffe-MPI, MXNet and TensorFlow
since CNTK does not parallelize the gradient computation and
aggregation. Since the overhead of I/O can be hidden this time,
according to Equation 8, gradients aggregation becomes the
main factor that influences the scaling performance in CNTK.
MXNet achieves better scaling efficiency than TensorFlow.
In MXNet, there is a parameter server (on GPU) to keep a
copy of parameters. When gradients of layer li have been
calculated, the gradients from multiple GPUs are transferred
to PS, and then PS aggregates gradients and updates the model
parameters directly, and then it copies parameters back to all
GPUs. In this way, MXNet can hide both overheads of gradient
synchronization and model updating. By contrast, TensorFlow
implements S-SGD in a different way. It has no PS, and it
uses peer-to-peer memory access if the hardware topology
supports it. Beside the decentralized method, another main
difference is that each GPU needs to average the gradients
from other GPUs and updates the model after the backward
propagation finished. Therefore, that the model updating is
not overlapped with backward propagation leads to suboptimal
scaling performance of TensorFlow.
In conclusion, two things are important to reduce the impact
of gradient aggregation in S-SGD. On one hand, high speed
of data communication between GPUs is important to ease
the overhead of gradients synchronization. On the other hand,
the parallelism between communication and computation is
necessary to hide the overhead of communication.
C. Multiple machines
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Fig. 3. Scaling performance with multiple machines (each machine has 4
GPUs).
TABLE VII
THE OVERHEAD OF DATA COMMUNICATION WHEN AGGREGATING THE
GRADIENTS ACROSS MULTIPLE MACHINES.
Network Tool tcomm Hidden
2 nodes 4 nodes
Caffe-MPI .1344±6.6e-03 .1650±1.9e-02 Yes
CNTK .0906±9.7e-03 .2364±7.5e-02 No
AlexNet MXNet .5004±2.5e-02 .7513±5.6e-01 No
TensorFlow - - No
Caffe-MPI .1161±4.7e-02 .0867±3.0e-02 Yes
CNTK .1032±3.6e-02 .1105±1.5e-02 No
GoogleNet MXNet .2973±1.9e-01 .4505±2.2e-01 No
TensorFlow - - No
Caffe-MPI .1019±2.4e-03 .1325±2.7e-03 Yes
CNTK .0485±9.9e-03 .0595±1.9e-02 No
ResNet-50 MXNet .4994±1.1e-01 .5561±3.7e-01 No
TensorFlow - - No
Notes: Due to grpc hidden in TensorFlow, we could not get the accurate
overhead of gredient communication accross multiple machines.
It is more challenging to hide the overhead of data com-
munication across multiple servers since the bandwidth (or
latency) of the network interface is much smaller (or longer)
than PCIe or NVLink. In our experiments, the bandwidth of 56
Gbps InfiniBand is about a half of PCIe. Scaling performances
across multiple machines are shown in Fig. 3.
From Table VI, it is noted that the communication time
is hidden in Caffe-MPI, MXNet and TensorFlow. However,
when scaling to multiple machines, the overhead of gradient
aggregation across multiple machines could not be reduced
easily, which is shown in Table VII. It is noted that the
overhead of communication is not hidden in the inter-node
environment except Caffe-MPI. Even though in the intra-
node parallelism between gradient aggregation and backward
propagation, the inter-node communication could cause the
scaling performance drop down seriously. Both MXNet and
TensorFlow use the PS method to synchronize the gradients
across machines. The PS should collective the gradients from
different machines via 56 Gbps InfiniBand, which has only
7 GB/s bandwidth and a high latency if the data transfer is
not well optimized. Among the tested frameworks, they use
different methodologies in communication across machines.
Caffe-MPI implements the gradient aggregation with a decen-
tralized method via efficient NCCL2.0, and it parallels with the
backward propagation so that it can hide the communication.
CNTK also uses NCCL2.0 to do the all-reduce, MXNet
exploits TCP socket communication, and TensorFlow makes
use of grpc12 which is a high performance remote process call
(RPC) framework.
NCCL has high efficiency and low latency in doing col-
lective communications via GPUDirect in the GPU cluster.
For example, tcomm of 2 GPUs and 4 GPUs on CNTK with
AlexNet are 0.0906 and 0.236 respectively, and the size of
gradients for communication is up to Sg = 63×Ng MB. The
all-reduce efficiency of CNTK (with NCCL2.0) is:
Eallreduce ≈
Sg
tcomm
Brdma
=
Sg
tcommBrdma
. (10)
It is known that Brdma =56Gbps = 7GB/s, so Eallreduce in
2 nodes (8 GPUs) and 4 nodes (16 GPUs) are 63×80.0906×7×1024 =
77.61% and 63×160.236×7×1024 = 59.59% respectively. However,
the overhead of communication is also heavy compared to
the time of computation, for example, tcomm = 0.1105s and
tgpu = 0.0033 + 0.081 + 0.1780 + 0.0095 = 0.2722s in
GoogleNet. At last, the overall scaling efficiencies of CNTK
are about 55%, 67.5% and 77.7% in AlexNet, GoogleNet and
ResNet-50 respectively when training on 4 machines.
MXNet exploits the customized KVStore [14] technique.
Even though it makes the framework be equipped with the
ability to scale to distributed environments easily, it also
requires a very high quality of network to achieve better
performance improvement or scalability. In the tested cases,
when scaling to four machines, the communication overhead
could become larger and leads to the low scaling efficiency
due to the high latency and low actual bandwidth during
the gradient communication. For example, the communication
overhead is up to 0.4505s, while the backward propagation
only needs 0.1819s in GoogleNet with four machines. The
overhead of gradient aggregation cannot be hidden by back-
ward propagation. Therefore, compared to its scalability of
intra-node with multiple GPUs, MXNet performs lower scal-
ing efficiency across multiple machines. As a result, MXNet
achieves efficiencies of 35.625%, 65.625% and 35.6% in
AlexNet, GoogleNet and ResNet-50 respectively in our multi-
node evaluation.
gprc is the remote communication framework for Tensor-
Flow, and RDMA used for TensorFlow may not be optimal,
which results in relatively high latency compared to NCCL.
Looking at the architecture of AlexNet and GoogleNet, the
number of layers is small, and the computation of convolu-
tional layers (big kernel size) is heavy. So it is easy to hide the
latency of data copy in such scenarios. By contrast, ResNet-50
has deeper layers and smaller kernel sizes (most are 3×3 and
1 × 1 kernels) of convolutional layers, which requires more
12grpc: https://grpc.io/
frequent communication of gradients but less computation of
gradients, so the communication overhead is hard to hide since
gradients of the previous layer are calculated too fast. Scaling
to four machines, TensorFlow achieves scaling efficiencies of
50.625%, 75.56% and 52.187% in AlexNet, GoogleNet and
ResNet-50 respectively.
To summarize, not only the high-speed network is required
to provide fast transfer of gradients, but it also gives a big chal-
lenge to the frameworks in optimizing the data communication
across multiple machines to better utilize the hardware. Due to
the high GFLOPS in a multi-GPU server (e.g., a server with
4 P40 GPUs), it makes the network and the implementation
of S-SGD more challenging to achieve a high efficiency.
VII. CONCLUSION AND FUTURE WORK
In this work, we evaluate the performance of four popular
distributed deep learning frameworks (Caffe-MPI, CNTK,
MXNet and TensorFlow) over a 4-node dense GPU cluster
(four Tesla P40 GPUs each node) connected with 56 Gbps
InfiniBand via training three CNNs (AlexNet, GoogleNet and
ResNet-50). We first build performance models to measure
the speedup of synchronous SGD including different imple-
mentations from Caffe-MPI, CNTK, MXNet and TensorFlow.
Then we benchmark the performances of these four frame-
works covering single-GPU, multi-GPU and multi-machine
environments. According to the experimental results and anal-
ysis, it shows some performance gaps among four different
implementations, and there exist suboptimal methods that
could be further optimized to improve the performance in
evaluated frameworks in terms of I/O, cuDNN invoking, data
communication across intra-node GPUs and inter-node GPUs.
For future work, we plan to evaluate the scalability of DL
frameworks across low-bandwidth or high-latency networks
(e.g., 1 Gbps Ethernet). And asynchronous SGD and model
parallelism could also be considered.
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