Quantum Rydberg Central Spin Model by Ashida, Yuto et al.
Quantum Rydberg Central Spin Model
Yuto Ashida,1, 2, ∗ Tao Shi,3, † Richard Schmidt,4, 5 H. R. Sadeghpour,6 J. Ignacio Cirac,4, 5 and Eugene Demler7
1Department of Applied Physics, University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656, Japan
2Department of Physics, University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-0033, Japan
3CAS Key Laboratory of Theoretical Physics, Chinese Academy of Sciences, Beijing 100190, China
4Max-Planck-Institut fu¨r Quantenoptik, Hans-Kopfermann-Strasse. 1, 85748 Garching, Germany
5Munich Center for Quantum Science and Technology (MCQST), Schellingstr. 4, 80799 Mu¨nchen, Germany
6ITAMP, Harvard-Smithsonian Center for Astrophysics, Cambridge, MA 02138, USA
7Department of Physics, Harvard University, Cambridge, MA 02138, USA
(Dated: June 20, 2019)
We consider dynamics of a Rydberg impurity in a cloud of ultracold bosonic atoms in which the Rydberg
electron can undergo spin-changing collisions with surrounding atoms. This system realizes a new type of the
quantum impurity problem that compounds essential features of the Kondo model, the Bose polaron, and the
central spin model. To capture the nontrivial interplay of the Rydberg-electron spin dynamics and the orbital
motion of atoms, we employ a new variational method that combines an impurity-decoupling transformation
with a Gaussian ansatz for the bath particles. We find several unexpected features of this model that are not
present in traditional impurity problem, including multiple peaks in the absorption spectrum that elude sim-
ple explanations from molecular bound states, and long-lasting oscillations of the Rydberg-electron spin. We
discuss generalizations of our analysis to other systems in atomic physics and quantum chemistry, where an
electron excitation of high orbital quantum number interacts with a spinful quantum bath.
Many important phenomena in strongly correlated many-
body systems can be understood from the perspective of three
fundamental systems: the Kondo impurity model, the Bose
polaron model, and the central spin problem. The central goal
of this Letter is to show that including spin-flip processes in
the dynamics of a Rydberg impurity in a cloud of ultracold
atoms leads to a new type of the quantum impurity model that
links essential features of all three of these canonical prob-
lems. Several nontrivial features in our model arise from the
interplay of the central spin dynamics and orbital motion of
the bath atoms, and are absent in the conventional impurity
physics. We begin with a brief overview of the rich many-
body physics in the three paradigmatic models.
The Kondo impurity model was originally introduced in
the context of magnetic impurities scattering conduction elec-
trons in metals [1]. Subsequent studies have revealed that
the Kondo effect plays a central role in such diverse phenom-
ena as formation of heavy fermion materials [2] and electron
transport in mesoscopic structures [3]. The most important
feature of this model is a breakdown of perturbation theory
caused by the effective enhancement of the antiferromagnetic
interaction between the localized spin and the electron bath at
low temperatures, leading to formation of the Kondo singlet
bound state. While original studies have focused on a bath
of fermions, considerable theoretical effort has also been in-
vested in understanding the Bose Kondo problem [4]. This ef-
fective model was argued to emerge at the transition point be-
tween the antiferromagnetic and the Kondo dominated param-
agnetic regimes of heavy fermion materials. There, the phys-
ical origin of the bosonic spinful bath is paramagnons of the
nearby antiferromagnetic phase [5].
The Bose polaron model and the concept of polaronic dress-
ing have been introduced by Landau, Pekar [6] and Fro¨hlich
[7]; they argued that a single electron can cause such a strong
distortion of the ionic lattice that it changes the nature of elec-
tron propagation through the crystal. Subsequently, the con-
cept of polaronic dressing was extended to describe a broad
range of systems, where a mobile particle interacts with a bath
of collective modes. In particular, dynamics of charge carri-
ers in doped antiferromagnetic Mott insulators, such as high
Tc cuprates, can be understood from the perspective of a mo-
bile hole (or a doublon) interacting with magnetic excitations
[8]. Furthermore, the way the Higgs field produces masses of
other particles in the Standard Model of high energy physics
was argued to be closely related to the mechanism of polaronic
dressing. Recently, Bose polarons have also been actively ex-
plored in ultracold atoms [9–23].
While these two classes of problems deal with delocal-
FIG. 1. Basic setup of the Rydberg Central Spin Model: a photoex-
cited Rydberg electron undergoes spin-changing collisions in a cloud
of ultracold atoms. The interaction between the Rydberg electron and
bosonic atoms includes both motional and Kondo-type components.
Formation of many-body bound states manifests itself in sharp peaks
in the absorption spectrum (top left panel). The central spin exhibits
long-lasting oscillations that strongly depend on the external mag-
netic field (top right panel).
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2ized environmental modes that can move in space (such as
electrons, phonons and magnons), the central spin model de-
scribes a single (central) two-level system nonlocally coupled
to localized modes such as nuclear spins, which do not inter-
act with each other directly [24–37]. Experimental systems
described by the central spin model include the electron spin
in a quantum dot interacting with nuclear spins of the host
semiconductor [38], superconducting-flux qubits interacting
with two-level systems in the oxide-insulating layer [39], and
nitrogen-vacancy centers in diamond interacting with spins
of neighboring 13C atoms [40]. Another important problem
closely related to the central spin model is the Richardson
model of superconductivity, where Cooper pairs are repre-
sented as spin degrees of freedom [41]. The notable feature
of the central spin problem is its integrability, i.e., dynamics
is strongly constrained by the extensive number of integrals of
motion. Unique dynamics of this model, including long-lived
coherent oscillations and formation of solitons, can be re-
lated to the integrability. Altogether, the above three paradig-
matic classes of many-body systems exhibit distinct physics
and have so far been studied individually in rather different
contexts.
The aim of this Letter is to propose and analyze a new type
of quantum many-body problems linking the above distinct
paradigms. The key element is a Rydberg excitation in a cloud
of ultracold atoms, which undergoes spin-changing collisions
with surrounding atoms (see Fig. 1). The spin of the Ryd-
berg electron plays the role of the central spin that interacts
with mobile environmental bosons via ultralong-range Kondo
couplings. When the Rydberg-electron spin is flipped, the
electron-atom scattering is strongly altered. In turn, there is
a feedback from orbital motion of atoms on spin dynamics
since the spin interaction depends on atomic positions. From
now on, we will refer to this class of systems as the Ryd-
berg Central Spin Model (RCSM). To solve this challenging
problem, we develop a new theoretical approach that com-
bines a recently proposed impurity-decoupling transformation
with the variational Gaussian ansatz for bosons. We can not
benchmark our method because we are currently not aware of
other theoretical approaches applicable to analyzing dynamics
of the RCSM. However, we make several concrete predictions
that can be tested by current experimental techniques.
One of the most surprising features of the RCSM is for-
mation of nontrivial many-body bound states, which manifest
themselves as multiple peaks in the absorption spectrum (top
left panel in Fig. 1); they elude simple explanations based on
molecular bound states. This should be contrasted to earlier
studies of Rydberg spectroscopy that were either performed
in the low-density regime, where many-body aspects were
not important [42–46], or did not involve spin-changing colli-
sions and could be understood using noninteracting quadratic
Hamiltonians [47–55]. Another surprising finding is long-
lasting oscillations of the central spin, which depend on both
the density of environmental atoms and the magnetic field
(top right panel in Fig. 1). Such oscillations are absent in
the infinite-mass limit of bath particles, where the system re-
duces to the conventional central spin problem, revealing the
crucial role of the orbital dynamics of environmental atoms.
Furthermore, we find that the oscillation frequency has a non-
analytic dependence on the density of environmental atoms,
characteristic of nonperturbative many-body dynamics. These
results demonstrate that the RCSM is fundamentally distinct
from both the usual central spin model [24–32, 34–37] and the
previously studied (spinless) Rydberg Bose polaron [52–55].
Rydberg Central Spin Model.— We consider a Rydberg im-
purity interacting with a spinful bosonic environment of par-
ticle density ρ. The Rydberg impurity has an electron with
a high principal quantum number n and orbital wavefunction
Ψe(r), whose size can surpass the average interparticle dis-
tance ρ−1/3. We consider the situation when only two hy-
perfine states of environmental bosons need to be included.
Our first goal is to introduce and analyze the simplest setup
of the RCSM. Thus, for now we assume that the interaction
between the Rydberg electron and bosons depends only on
the two-particle orbital wavefunction and thus exhibits SU(2)
symmetry. While we will see that this symmetry can be lost
when the full algebra of angular momentum is included later,
this will not change any results substantially, i.e., most phe-
nomena discussed below are generic features of the RCSM.
The interaction between environmental bosons and the
Rydberg electron is given by Fermi’s pseudopotential [56]:
VT,S(r) = 2pi~2aT,S|Ψe(r)|2/me, where aT,S are the zero-
energy triplet (T) and singlet (S) scattering lengths and me is
the electron mass. The long-range interaction between the Ry-
dberg impurity and the surrounding bosons is then described
by VTPˆT+VSPˆS, where PˆT = Sˆe · Sˆr+3/4 and PˆS =1−PˆT are
the projection operators onto the triplet and singlet channels.
Here, Sˆe= σˆe/2 and Sˆr=
∑
αβ Ψˆ
†
rα(σ/2)αβΨˆrβ are the spin
operators of the Rydberg electron and environmental atoms,
respectively, with Ψˆ†rα (Ψˆrα) being the bosonic creation (an-
nihilation) operator at position r with internal state α=⇑,⇓.
The total system is thus governed by the Hamiltonian
Hˆ = Hˆ0 + Sˆe ·
∫
drgrSˆr + hzSˆ
z
e , (1)
where Hˆ0 =
∑
α
∫
drΨˆ†rαh0Ψˆrα is the quadratic part with
h0 = −~2∇2/(2m)+(3VT + VS)/4 and m being the mass
of environmental bosons. The second term describes the in-
teraction between the Rydberg central spin and the bath with
long-range Kondo couplings gr=VT−VS. In the Hamiltonian
(1), we include the magnetic field hz acting on the Rydberg
electron spin but not on the atoms. This should be understood
as the difference in the Zeeman energies of the atoms and the
Rydberg electron due to different g-factors [57]. We neglect
the boson-boson interaction since the Rydberg potentials have
considerably larger energy scales. Here we focus on the zero-
temperature problem although our analysis can be extended to
finite temperatures.
We consider a sudden quench of the Rydberg interactions
starting from the initial state
|Ψ0〉 = |↑〉e|BEC⇓〉, (2)
3where | ↑〉e is the spin-up state of the Rydberg electron
and |BEC⇓〉 is the zero-temperature Bose-Einstein Conden-
sate (BEC) of environmental atoms polarized in the ⇓ state.
This quench corresponds to photoexciting an electron from
the ground state to the excited Rydberg state. The spectral
function measured experimentally is given as [52]: A(ω) =
Re[
∫∞
0
dteiωtS(t)] with S(t) = 〈Ψ0|e−iHˆt/~|Ψ0〉 [58]. We
will also analyze dynamics of the impurity magnetization,
mz(t)=〈σˆze (t)〉, which is also experimentally available.
Variational approach with the impurity decoupling.— The
many-body problem (1) presents a new class of condensed
matter models, which links the central spin model and the
Kondo problem and thus creates a formidable theoretical chal-
lenge; one has to solve the full many-body evolution by tak-
ing into account the impurity-environment entanglement me-
diated by the central spin couplings as well as the orbital mo-
tion of environmental particles. We tackle this challenge with
a new variational approach based on an impurity-decoupling
transformation. The key idea is to utilize parity symmetry of
the Hamiltonian (1) to decouple the impurity spin degree of
freedom. The parity symmetry corresponds to the pi rotation
around z axis and is given by Pˆ = σˆzee
ipiNˆ⇑ , where N⇑ is the
number of spin-up environmental bosons. The operator Pˆ has
eigenvalues ±1, so it does not come as a surprise that there is
a unitary transformation Uˆ=(1+iσˆyee
ipiNˆ⇑)/
√
2, which maps
it into the impurity spin [59]:
Uˆ†PˆUˆ = σˆxe . (3)
Since the initial state (2) resides in the sector Pˆ=+1, the time
evolution can be described by the transformed Hamiltonian
˜ˆ
H = Uˆ†HˆUˆ conditioned on a classical variable σˆxe = +1,
where only the environmental degrees of freedom contribute
to dynamics. In this decoupled frame, we approximate the
environmental state by a bosonic Gaussian state [60] and em-
ploy the time-dependent variational principle [61–63] to ana-
lyze the out-of-equilibrium dynamics.
Results.— Our main goal is to reveal generic features of
nonequilibrium dynamics of the RCSM rather than to make
predictions specific to particular experimental setups. To this
end, we use a potential profile created by an excited electron
of 87Rb(87s) as a typical example of Rydberg potentials. We
emphasize, however, that qualitative features of the dynamics
in the RCSM are insensitive to details of the potentials.
Figure 2a shows the results for the absorption spectra A(ω)
at different densities ρ. Details of the analysis are presented
in the companion paper [64]. With increasing density, the
spectra acquire a Gaussian-shape and their centers move to
larger detunings. As indicated by the vertical dashed lines,
we find that these detunings are consistent with the mean-
field (MF) shifts ∆MF = 〈Ψ0|Hˆ‖|Ψ0〉 ∝ ρ of the Hamilto-
nian with the longitudinal coupling Hˆ‖ = Hˆ0 +Sˆze
∫
drgrSˆ
z
r .
Using Sˆze = +1/2, we note that Hˆ‖ reduces to a noninteract-
ing quadratic Hamiltonian with the mean Rydberg potential
Vmean = V0−gr/4 = (VT +VS)/2. These facts indicate that,
at the level of this mean-field feature, the flip-flop interaction
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FIG. 2. (a,c) Absorption spectra A(ω) at different particle densities
ρ of (a) mobile and (c) immobile (i.e., infinite mass m→∞) envi-
ronmental atoms. Dashed lines indicate the mean-field shifts ∆MF
of the spectra. (b,d) central spin dynamics mz(t) = 〈σˆe(t)〉 after a
quench with (b) mobile and (d) immobile environmental spins.
Hˆ⊥=
∫
drgr(Sˆ
−
e Sˆ
+
r +h.c.)/2 does not play a significant role,
which is also consistent with a largely polarized central spin
(c.f. Fig. 2b).
In contrast, the multiple sharp peaks in Fig. 2a have a
many-body origin intrinsic to the RCSM. To show this, in
Fig. 3 we plot the correlation function of the spectrum C(ν)=∫
dωδA(ω)δA(ω+ν) with detuning ν, where δA(ω) denotes
the absorption spectrum subtracted from a fitted Gaussian pro-
file. For comparison, we also present CMF(ν) obtained using
the quadratic Hamiltonian Hˆ‖ (red dotted curve), which corre-
sponds to the simple mean-field analysis. The maximal values
of CMF correspond to integer multiples of the single-particle
energy ωb of the dominant bound state localized in the out-
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FIG. 3. Correlation C(ν) of the absorption spectrum with detuning
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show the results obtained by quenching the full interacting Hamil-
tonian Hˆ (the quadratic Hamiltonian Hˆ‖). The red dashed vertical
lines indicate multiple values of the dominant bound-state energy ωb
of the Rydberg potential Vmean (c.f. inset), which match with the
peak positions of the quadratic result. The nontrivial many-body na-
ture manifests itself as deviations of the interacting results from the
single-particle energies and their sensitivity to environmental density.
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FIG. 4. The Fourier spectra m˜z(ω) of the central spin dynamics
mz(t) (a) at different particle densities ρ with a zero magnetic field
and (b) at different magnetic fields hz with ρ = 1.8×1012 cm−3.
The black dashed curve and line at the bottom planes indicate the
square root scaling ω∝√ρ in (a) and the linear relation δω=−hz in
(b), respectively. The circles at the bottom planes indicate the mean
frequencies of the spectra around the peak values.
ermost well of Vmean (c.f. the inset in Fig. 3). Correspond-
ing energies are thus independent of environmental density
and determined by the two-body problem. In contrast, the
blue solid and dashed curves show the results for C(ν) cor-
responding to the quench of the full interacting Hamiltonian
Hˆ= Hˆ‖+Hˆ⊥ and exhibit much richer structures. The many-
body nature of the resolved peaks in A(ω) manifests itself in
the departure of the peak positions of C(ν) from the single-
particle energies and also in their sensitivity to environmental
density. These features originate from the Kondo-type inter-
actions and go beyond the previously analyzed cases of non-
interacting quadratic Hamiltonians [47–55].
Figure 2b shows the corresponding central spin dynamics
mz(t) = 〈σˆze (t)〉. Firstly, the nondecaying magnetization is
one of the key features of the central spin problem with an
initially fully polarized environment [28]; only a small por-
tion of a many-body state with the opposite central spin | ↓〉e
can be admixed due to a large energy cost to flip the central
spin immersed in a polarized environment. Secondly, the Ry-
dberg spin exhibits long-lasting oscillations whose frequency
ωmag increases with higher densities. To further investigate
the dependence of ωmag on density ρ, we plot in Fig. 4a the
Fourier spectra m˜z(ω) of the dynamics mz(t). As inferred
from the black dashed curve at the bottom of the plot, we find
a square root scaling ωmag∝√ρ that is dramatically different
from the conventional linear scaling found in studies of the
ordinary central spin problem [38]. The nonanalytic behavior
implies that a nonperturbative treatment (as performed here)
is essential for the analysis of the RCSM.
The oscillation frequency and amplitude of the central spin
can be controlled by the magnetic field hz . Figure 4b shows
Fourier spectra m˜z(ω) at different hz . The oscillation fre-
quency shifts approximately linearly with hz from the zero-
field value (see the black dashed line at the bottom in Fig. 4b)
with stronger deviations from linearity at large fields. The
amplitude of the oscillations is enhanced (suppressed) when
magnetic field is applied towards (away from) the resonance
(c.f. Figs. 1 and 4b). These magnetic-field dependences are
consistent with those found in the conventional central spin
problem [28], suggesting the tantalizing possibility to control
the electron spin of dense Rydberg gases in an analogous way
to solid-state qubits [33, 35, 38, 40].
We emphasize that the defining features of the RCSM orig-
inate from the unique interplay between the orbital motion
and the central spin couplings of environmental atoms. To
demonstrate this, in Figs. 2c,d we plot the results of A(ω)
and mz(t) in the limiting case of heavy atoms m → ∞,
where orbital dynamics is completely frozen and the sys-
tem reduces to the ordinary central spin problem with ran-
dom couplings. Specifically, for each atomic configuration
{r1, . . . , rN}, we solve exactly the time evolution of the in-
tegrable central spin Hamiltonian Sˆe ·
∑N
i=1 giSˆi with the po-
larized initial condition (2), obtaining the absorption spectrum
via the exact expressionA{ri}(ω) =
∑N+1
l=1 δ(ω−ωl)Al with
Al = 1/[1+
∑
i g
2
i /(ωl+gi/2)
2]. Here, we denote gi = g(ri)
and the Bethe roots {ωl} satisfy
∑N
i=1 gi/(2ωl + gi) = −1.
The absorption spectrum is then obtained by taking the aver-
age over atomic configurations
Am→∞(ω) =
∑
{ri}
Prob[{ri}]A{ri}(ω), (4)
where Prob denotes the spatial distribution of environmental
atoms determined from the initial wavefunction.
As shown in Fig. 2c, the results do not exhibit the character-
istic multiple peaks (c.f. Fig. 2a) and thus fail to capture essen-
tial features of the many-body bound states. Figure 2d shows
that in the infinite-mass limit the oscillations in mz(t) are ab-
sent. This is because, while for each realization of atomic
positions the central spin can exhibit long-lasting oscillations
[28], it averages when the summation (4) over the initial distri-
bution is performed. These results demonstrate that the orbital
motion of environmental particles, which is absent in the con-
ventional central spin problem, is essential for understanding
the physics of the RCSM.
Discussions.— As a concrete example of the RCSM, we
consider an ensemble of alkaline-earth atoms (e.g., 84Sr) as a
bosonic environment and an alkali atom (e.g., 87Rb) as a host
for the Rydberg excitation. We assume that Sr atoms have
been transferred into the 3P1 state that has J = 1 [65]. The
hyperfine interaction in bath atoms is absent since Sr atoms
have no nuclear spins while the Rydberg hyperfine interaction
scales as 1/n3 and is on the order of ∼10kHz. While this en-
ergy can be on the scale of molecular binding, it is tiny com-
pared to the spin coupling gr. The electron-atom scattering
then separates into Jtot =3/2, 1/2 channels with correspond-
ing pseudopotentials V3/2,1/2. The impurity-boson interaction
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FIG. 5. The mean frequencies of the central spin dynamics with
the anisotropic spin interaction at (a) different densities ρ with zero
magnetic field and at (b) different magnetic fields hz with ρ = 6 ×
1011cm−3. The black dashed curve and line indicate the scalings
ω ∝ √ρ in (a) and δω = −hz in (b), respectively.
can be written as V0 + grSˆe · Jˆr with V0 = (2V3/2 +V1/2)/3
and gr = 2(V3/2−V1/2)/3. Identifying two internal states of
environmental atoms as |⇑〉= |J=1, Jz=+1〉 and |⇓〉= |J=
1, Jz = 0〉, we introduce effective spin-1/2 operators by using
the correspondence Jˆx,yr ↔
√
2Sˆx,yr and Jˆ
z
r ↔ Sˆzr + 1/2,
leading to the effective Hamiltonian Hˆeff =
√
2Hˆ⊥ + Hˆ‖.
The main difference between this model and the basic RCSM
Hamiltonian (1) is the anisotropy of the Kondo interaction.
Figure 5 demonstrates that this anisotropy does not alter our
findings qualitatively (see Ref. [64] for further details).
Before concluding this paper, we point out that our analysis
should be applicable beyond Rydberg excitations in ultracold
atoms. The present formulation can be used to analyze a broad
class of quantum many-body systems, in which a localized
spin is coupled to multiple modes of a many-body environ-
ment [64]. The nontrivial spin dynamics found in our anal-
ysis suggests an intriguing possibility that photoexcited elec-
trons can be used to prepare and manipulate mesoscopic spin
environments, analogously to what has been demonstrated in
solid-state qubits [33, 35, 38, 40].
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