I. INTRODUCTION
POLYNOMIAL systems of equations frequently arise in solid modelling, robotics, computer vision, chemistry, chemical engineering, and mechanical engineering. Locally convergent iterative methods such as quasi-Newton methods may diverge or fail to find all meaningful solutions of a polynomial system. This paper proposes a parallel homotopy algorithm for polynomial systems of equations that is guaranteed globally convergent (always converges from an arbitrary starting point) with probability one, finds all solutions to the polynomial system, and has a large amount of inherent parallelism. Some mathematical background material on homotopy algorithms and polynomial systems is included. A particular coarse-grained decomposition strategy is given in detail, and the results of some experiments on an Intel iPSC-32 hypercube are presented.
Solving nonlinear systems of equations is a central problem in numerical analysis, with enormous significance for science and engineering. A very special case, namely small polynomial systems of equations with many real solutions, occurs frequently enough in solid modelling, robotics, computer vision, chemical equilibrium computations, chemical process design, mechanical engineering, and other areas to justify special algorithms. To put polynomial systems in perspective and for the purpose of discussion here, there are three classes of nonlinear systems of equations: (1) large systems with sparse Jacobian matrices, (2) small transcendental (nonpolynomial) systems with dense Jacobian matrices, and (3) small polynomial systems with dense Jacobian matrices. Sparsity for small problems is not significant, and large systems with dense Jacobian matrices are intractable, so these two classes are not counted. Of course medium sized problems are also of practical interest, but the boundaries between small, medium, and large, change with computer hardware technology and algorithmic development. Depending on algorithmic efficiency, hardware capability, and the significance of sparsity, a medium sized problem is treated like it belongs to one of the above three classes anyway, so there is no need for a "medium" class.
Large sparse nonlinear systems of equations, such as equilibrium equations in structural mechanics, have two aspects: highly nonlinear and recursive scalar computations, and large matrix, vector operations. There is a great amount of parallelism in both aspects, but the nature of the parallelism is very different (or so it seems). Small dense transcendental systems of equations pose a major challenge, since they involve recursive, scalar intensive computation with a small amount of linear algebra. It has been argued that the communication overhead of hypercube machines makes them unsuited for such problems, but the issue is still open and algorithmic breakthroughs are yet possible. Polynomial systems are unique in that they have many solutions, of which several may be physically meaningful, and that there exist homotopy algorithms guaranteed to find all these meaningful solutions. The very special nature of polynomial systems and the power of modern homotopy algorithms are often not fully appreciated, perhaps because the theory of these modern globally convergent probability-one homotopy methods for polynomial systems is grounded in algebraic geometry and differential topology.
Algorithms for solving nonlinear systems of equations can be broadly classified as (1) locally convergent or (2) globally convergent. The former includes Newton's method, various quasiNewton methods, and inexact Newton methods. The latter includes continuation, simplicial methods, and probability-one homotopy methods. These algorithms are qualitatively significantly different, and their performance on parallel systems may very well be the reverse of their performance on serial processors. Locally convergent methods such as the very popular leastchange secant update quasi-Newton methods are very difficult to apply to polynomial systems with many solutions, because the solution they converge to cannot be controlled easily. Furthermore, although model trust region quasi-Newton methods are often touted as globally convergent, they in fact frequently fail by converging to local minima that are not zeros, unless the starting points are sufficiently close to the zeros. For polynomial systems, obtaining these good starting points is a highly nontrivial impediment.
Much work has been done on solving linear systems of equations on parallel computers, mostly on vector machines [4, 5, 7, 8, 10-12, 14-16, 18, 23, 241 . Some work has been done on nonlinear equations and Newton's method [28, 3 1, 36, 371 , and on finding the roots of a single polynomial equation [9, 271. Parallel algorithms for polynomial systems have not been studied, nor have parallel homotopy algorithms for nonlinear systems of equations.
A hypercube computer consists of 2" processors (nodes), each with memory, floating-point hardware, and (possibly) communication hardware (see, e.g. [25] or [29] ). The nodes are independent and asynchronous, and connected to each other like the corners of an ndimensional cube. At first glance it appears that the time needed to solve a problem on one processor is reduced by a factor of 2" for a hypercube with that number of processors. Of course this reduction is only theoretical since it assumes that the computations are equally divided among the nodes and it ignores the time associated with communication among nodes. Typically the overhead for this communication is considered to be small relative to the time used for computational purposes. The present article proposes a particular coarse-grained decomposition of a globally convergent probability-one homotopy algorithm for polynomial systems of equations. The parallel algorithm is tested on some real engineering problems in chemical engineering, solid modelling, and robotics obtained from General Motors Research Laboratories.
Only polynomial systems and homotopy algorithms are considered here. Large sparse nonlinear systems, small transcendental systems, and quasi-Newton algorithms will be considered in future work. Section 2 summarizes the mathematics behind the homotopy algorithm, and sketches a computer implementation of the serial algorithm. Section 3 discusses the special case of polynomial systems in some detail, giving the theoretical justification for the claim that the homotopy algorithm is guaranteed to be globally convergent and to find all solutions. Section 4 describes the parallel homotopy algorithm for polynomial systems. Computational results on an Intel iPSC-32 hypercube are presented and discussed in Section 5.
HOMOTOPY ALGORITHM
Let EP denote p-dimensional real Euclidean space, and let F: EP -+ EP be a Cz (twice continuously differentiable) function. The general problem is to solve the nonlinear system of equations
The fundamental mathematical result behind the homotopy algorithm (see [6, [19] [20] [21] [22] ) is the following. along which the Jacobian matrix Dp,(A, x) has full rank, emanating from (0, W) and reaching a zero x of Fat A = 1. Furthermore, y has a finite arc length if DF(x) is nonsingular.
The general idea of the algorithm is apparent from the proposition: just follow the zero curve y of p. emanating from (0, W) until a zero X of F(x) is reached (at A = 1). Of course it is nontrivial to develop a viable numerical algorithm based on that idea, but at least conceptually, the algorithm for solving the nonlinear system of equations F(x) = 0 is clear and simple. A typical form for the homotopy map is (1) although more complicated homotopy maps tailored for special situations are commonly used in practice. The homotopy map pW in (1) has the same form as a standard continuation or embedding mapping. However, there are two crucial differences. In standard continuation, the embedding parameter 1 increases monotonically from 0 to 1 as the trivial problem x -W = 0 is continuously deformed to the problem F(x) = 0. The present homotopy method permits A to both increase and decrease along y with no adverse effect; that is, turning points present no special difficulty. The second important difference is that there are never any "singular points" which afflict standard continuation methods. The way in which the zero curve y of p. is followed and the full rank of Dp, along y guarantee this. Observe that proposition 1 guarantees that y cannot just "stop" at an interior point of [0, 1) x EP.
The zero curve y of the homotopy map p,(& x) (of which p&l, x) in (1) is a special case) can be tracked by many different techniques. Older curve tracking techniques were based on Gaussian elimination [17] , which is less robust than QR factorization [3] [35] . The serial curve tracking algorithm described here is based on subroutine FIXPDF in 1341.
Assuming that F(x) is C2 and a is such that proposition 1 holds, the zero curve y is C' and can be parametrized by arc length s. Thus A = A(s), x = x(s) along y, and
With the initial conditions /l(O) = 0, x(0) = w, (9 the zero curve y is the trajectory of the initial value problem (3) (4) (5) . When A(S) = 1, the corresponding X(S) is a zero of F(x). Thus all the sophisticated ODE techniques currently available can be brought to bear on the problem of tracking y [30, 331. If the computed points y = (J,x) wander too far from the true curve y, the last computed point (X,X) is used to calculate a new parameter vector a such that P,KX) = 0 (6) exactly, and the zero curve of pi@, x) is followed starting from (1, Z). A rigorous justification for this strategy was given in [33] . In summary, the algorithm is:
1.
2. 3.
6. 7. Take a step along the trajectory of (3) (4) (5) with the ODE solver. yp = y'(s) is computed for the ODE solver by 10-12: 10. Find a vector z in the kernel of Dp,(y) using Householder reflections. 11. If z'ypold < 0, then z: = -_z. 12. yp: = z/llz11. If the ODE solver returns an error code, then go to 23. If y, < 0.99, then go to 2. If resfart = true, then go to 20. restart: = true. error: = final accuracy desired. If yI L 1, then set (s, y) back to the previous point (where y, < 1). Go to 4. If y1 c 1 then go to 2. Obtain the zero (at yI = 1) by interpolating mesh points used by the ODE solver. Normal return. Error return.
POLYNOMIAL SYSTEMS
Section 2 described a homotopy algorithm for finding a single solution to a general nonlinear system of equations F(X) = 0. Proposition 1 provided the theoretical guarantee of convergence. The rich structure and multiple solutions of polynomial systems dictate that the general theory in Section 2 must be sharpened. This section develops a globally convergent (with probability one) homotopy algorithm that finds all solutions to a polynomial system, and provides the theoretical justification for that algorithm.
Suppose that the components of the nonlinear function F(x) have the form E;;(X) = z Oi& fJ, XjdDk, i= l,...,n.
The ith component e(x) has ni terms, the a& are the coefficients, and the degrees d;jk are nonnegative integers. The degree of 6 is di = m;x i dijk e j= 1
For technical reasons it is necessary to consider F(x) as a map F:C" + C", where C" is ndimensional complex Euclidean space. A system of n polynomial equations in n unknowns, F(x) = 0, may have many physically meaningful solutions, all of which are desired. Examples include the six-degree-of-freedom robot manipulator equations, surface intersections for solid modelling, the structure from motion equations in computer vision, and distillation tower equations in chemical engineering. In a technical mathematical sense, all solutions (real, complex, and at infinity) of a polynomial system are created equal. Thus to be assured of finding all the real solutions one must find all solutions; it turns out that this is indeed possible. A complete and rigorous exposition of the mathematical properties of polynomial systems 'and how homotopy theory applies to them can be found in [19] [20] [21] . Only the essential facts are repeated here. Define G: C" + C" by Gj(X) = bjXjdJ -aj, j=l n, , .**,
where aj and bj are nonzero complex numbers and dj is the degree of C(X), for j = 1, . .., n.
Define the homotopy map
where c = (a, b), a = (a,, . . . , a,, 
THEOREM [19] . If F'(y) = 0 has only a finite number of solutions in CP", then F"(y) = 0 has exactly d solutions (counting multiplicities) in C"+' and no solutions at infinity, for almost all r E c=+t.
Under the hypothesis of the theorem, all the solutions of F'(y) = 0 can be obtained as lines through the solutions to F"(y) = 0. Thus all the solutions to F(x) = 0 can be obtained easily from the solutions to F"(y) = 0, which lie on bounded homotopy paths (since F"(y) = 0 has no solutions at infinity).
The import of the above theory is that the nature of the zero curves of the projective transformation F"(y) of F(x) is as shown in Fig. 1 . There are exactly d (the total degree of F) zero curves, they are monotone in A, and have finite arc length. The homotopy algorithm is to track these d curves, which contain all isolated (transformed) zeros of F. 
PARALLEL HOMOTOPY ALGORITHM
Polynomial systems arising from diverse areas such as chemistry, computational geometry, solid modelling, robotics, chemical engineering, mechanical engineering, and computer vision come in various sizes. A small problem might have total degree d c 100 and a large problem, say, d > 1000. Given that d homotopy paths (containing all solutions, as explained in the previous section) are to be tracked, there are two extreme approaches using a hypercube.
The first extreme, with the coarsest granularity possible, is to assign one path to each node processor, with the host controlling the assignment of paths to the nodes, keeping as many nodes busy as possible, and post-processing the answers computed by the nodes.
The second extreme, with the finest granularity, is to track all d paths on the host processor, distributing the curve tracking logic, numerical linear algebra, polynomial system evaluation, Jacobian matrix evaluation, and possibly other tasks amongst the nodes. Because of the high communication overhead (whether hardware of software) on a hypercube, this approach requires an immense amount of sophistication and analysis to prevent the communication costs from overwhelming the computational costs. Also the algorithm at this granularity would have to be a major modification of the serial algorithm. A possible advantage is that the load could be balanced better, resulting in an overall speedup over a coarser grained algorithm.
These issues are not simple, and much more research is needed on these and intermediate approaches. Neither extreme can be declared inferior a priori. The first approach, having a node track an entire path, is described below in detail. The subroutine POLSYS of HOMPACK [34] solves a polynomial system, using the curve tracking subroutine FIXPNF to track the d zero curves. The parallel hypercube code is a modification of POLSYS for the host program and of FIXPNF for the (identical) node programs. Note that the information passing between the host and the nodes using SEND's and RECEIVE's is exactly the information that would ordinarily be passed using subroutine CALL's. We can therefore concentrate on the message passing scheme without getting mired in the details of what information (the argument list of FIXPNF [34] ) is being transferred.
The parallel algorithm is:
FOR THE HOST:
(1) Initialize the data space and calculate a starting point for each path.
(2) SEND initializations and a starting point to a node. (3) If the message in (2) is incomplete, go to (2) . (4) If another path needs to be assigned and a node is available, go to (2) . (5) Now wait for a message from a node. (6) RECEIVE a "ready to transmit solution" message from a node (call it the "current" node). (7) SEND an acknowledgement ("ready to receive" message) to the current node. (8) If a "ready to transmit" message is received from another node, put the node identification into a queue until the current node completes transmitting a solution. (9) RECEIVE a "solution" message from the current node. (6) is incomplete, go to (6) . (8) Go to (1).
Note 1: The initialization and solution messages may be longer than permitted by the message buffer. The information must therefore be passed in multiple messages. Note 2: Each node program is in an infinite.
RECEIVE initializations --) track homotopy zero curve + SEND solution loop.
COlLlPUTATlONAL RESULTS
Some computational results are shown in Table 1 for real industrial engineering problems that have arisen at General Motors and elsewhere in chemical equilibrium computations, solid modelling, and robotics. The problem number refers to an internal numbering scheme used at General Motors Research Laboratories; problem data is available on request. An example of a solid modelling problem (403 in Table 1 Several interesting conclusions can be drawn from Table 1 . For medium sized polynomial systems (with total degree in the hundreds), the iPSC-32 parallel machine compares favorably with larger serial machines, and is also more cost effective for such problems. There is considerable variation within this problem set; this is evident from comparing the ratios of the execution times for just the serial machines. There is also sometimes considerable variation among the zero curves for a problem (e.g., problems 405, 602, and 603), resulting in a severe load imbalance. What happens is that several paths are especially hard to track, and the entire system waits (with most nodes idle) while these (relatively slow) nodes finish off their paths. Even so, a 31% efficiency rating (problem 602) is still respectable, and the iPSC hypercube is still cost effective even for problem 602.
The efficiencies w range from 0.31 to 1.15; an efficiency w > 1 is theoretically impossible. This is a good illustration of the difficulty of using statistics such as speedup and efficiency to measure performance. The host is memory poor compared to the aggregate memory of 32 nodes, and for larger polynomial systems memory does make a difference. The point is that it is unfair to compare a memory starved serial time (on the host or on one node) to a memory abundant parallel time. Another contributing factor to this w > 1 paradox is the significant difference between the node and host operating systems. Note also that the total degree d (which is a direct measure of the potential parallelism) is not a particularly predictive statistic, because problems 601 and 602 both have d = 60 but have efficiencies w = 1.11 and w = 0.31, respectively.
It is worthwhile to comment here on some realities of parallel computation. The parallel computation scheme of assigning a path to each node seems completely transparent and straightforward. Why this is not so is illustrative of the difficulty of the whole field of parallel computation. The following is a list of tasks that should be trivial, with comments as to why they were not.
Assigning data to the nodes
There are exactly d paths and starting points, completely determined by the parameters in the homotopy map pr. Once pr is chosen, these starting points are fixed, and may not be changed in any way. In production use of HOMPACK, not every solution may be desired, so only some of the paths may need to be tracked. Thus the parallel computer code has to keep track of all the paths, which of those are being tracked and have been assigned to a node, and which are to be tracked but have not yet been assigned to a node. This is further complicated by the fact that the number of paths does not equal (in general) the number of nodes. Also the nodes are finishing paths at random (thus becoming available to track another path), and so must be reused in random order. Now all this bookkeeping can, of course, be done, but the point is that these considerations do not even arise for the serial program.
Transmitting data to the nodes
In the serial version of HOMPACK, all work arrays (below the level of the main program) have variable dimensions, and there are absolutely no static arrays limiting the size of the problem. Current hardware implementations of the hypercube architecture have nodes with relatively small memories (128K or 512K), and the nodes do not support virtual memory. Furthermore, what executes on the nodes is a "main program", not a "subroutine". Thus memory is tight, and arrays cannot be dynamically allocated. Since the actual storage needed depends on several factors-dimension, total degree, number of terms, etc.-it is difficult to optimally fit a problem into the available memory. Another annoyance is that only short messages may be sent (on the NCUBE the node program itself must be transmitted by the host program), so the data defining the problem must be broken up and transmitted in pieces. All this communication sending, receiving, queueing, blocking, and unblocking is currently (and unfortunately) the responsibility of the application programs.
Transmitting answers to the host
To appreciate the situation here, consider the following three facts: (1) the complete answer (point (1, R) at end of path and concomitant path statistics) cannot be sent all in one message; (2) the nodes finish tracking their assigned paths asynchronously; (3) for hardware and software reasons, the host cannot just "listen" to one mode. No matter how the host resolves this situation, it is going to be nontrivial.
One possibility is to maintain a huge data structure, and as the answer pieces arrive, insert them in the correct slot in the structure. This requires an identification stamp with each message, and some blocking and unblocking overhead at the ends. A second possibility is to establish a "handshake" protocol, whereby each node simply informs the host that its path is complete, and does not transmit its solution until the host requests it. Even in this case an answer reception may be punctuated by completion notices from other nodes, which must be queued. This second approach (outlined by the pseudo code in Section 4) was the one used for the times reported in Table 1 . There are many other reasonable approaches to this issue; more research is needed.
Replicating performance measurements
Message transmission is a combination of hardware and software, and may involve several (intermediate) nodes between the sender and recipient. All this happens asynchronously in real time, and the temporal order of events may depend on such things as buffer status, free space list size, timer interrupts, and even random (corrected) hardware errors. The state of the node operating systems and disk file fragmentation on the host can affect durations and the temporal order of events, sometimes by as much as 10%. Obtaining performance data is difficult, and for complex, realistic codes, replicating performance results may be impossible.
These problems were also attempted on the NCUBE, but as of this writing the NCUBE f77 compiler would not correctly compile HOMPACK, which is written in ANSI standard FORTRAN 77. 
