A trust-region method with two subproblems and backtracking line search for solving unconstrained optimization is proposed. At every iteration, we use the truncated conjugate gradient method or its variation to solve one of the two subproblems approximately. Backtracking line search is carried out when the trust-region trail step fails. We show that this method have the same convergence properties as the traditional trust-region method based on the truncated conjugate gradient method. Numerical results show that this method is as reliable as the traditional one and more efficient in respect of iterations, CPU time and evaluations. Mathematical subject classification: Primary: 65K05; Secondary: 90C30.
Introduction
Consider the unconstrained optimization problem
solve the subproblems. Our method can be regarded as a modification to the standard trust region method for unconstrained optimization in such a way that the Newton step can be taken as often as possible. A slightly modified truncated conjugate gradient method is used to compute the Newton step. The global convergence and local superlinear convergence results of the algorithm are also given in the paper. The paper is organized as follows. In the next section, we give the framework of the method and describe our new algorithm. The convergence properties are presented in Section 3 and the numerical results are provided in Section 4. Some conclusions are given in Section 5.
The algorithm
First we briefly review the framework of trust-region method with two subproblems and backtracking line search.
One of the two subproblems is the trust-region subproblem. At the current iteration x k , the trust-region subproblem is 
where Q k (s) is the approximate model function of f (x) within the trust-region, g k = g(x k ) = ∇ f (x k ) and H k = ∇ 2 f (x k ) or an approximation of ∇ 2 f (x k ).
We usually choose Q k to be the first three terms of the Taylor expansion of the objective function f (x) at x k with the constant term f (x k ) being omitted as this term does not influence the iteration process. Another subproblem is defined by
where g k , H k has the same meaning as in (2) . Since in this subproblem we do not require the trust region constraint, we call it unconstrained subproblem. In the ideal situation, the unconstrained subproblem should be used when the model function is convex and gives an accurate approximation to the objective function. Define
TWO SUBPROBLEMS AND BACKTRACKING LINE SEARCH
The ratio ρ k is used by trust region algorithms to decide whether the trial step is acceptable and how to update the trust-region radius. In the method given in [12] , we also use the value of ρ k and the positive definiteness of
to decide the model choice since we solve the trust-region subproblem exactly.
In this paper, we use the truncated conjugate gradient method (see [1, 10] ) to compute a minimizer of the trust-region subproblem approximately, as Cholesky factorization cannot be used for large scale problems. Now, we consider how to compute the unconstrained model minimizer approximately. Consider using the conjugate gradient method to solve the subproblem (3). The subscript i denotes the interior iteration number. If we do not know whether our quadratic model is strictly convex, precautions must be taken to deal with non-convexity if it arises. Similarly to the analysis of the truncated conjugate gradient method (see [4] ), if we minimize Q k without considering whether or not ∇ 2 f (x k ) is positive definite, the following two possibilities might arise:
(i) the curvature p i , H p i is positive at each iteration. This means the current model function is convex along direction p i , as we expect. In this case, we just need to continue the iteration of the conjugate gradient method.
(ii) p i , H p i ≤ 0. This means the model function is not strictly convex. Q k is unbounded from below along the line s i + σ p i . The unconstrained subproblem is obviously not fit for reflecting the condition of the objective function around the current iteration now. So we should add the trustregion constraint and minimize Q k along s i + σ p i as much as we can while staying within the trust region. In this case, what we need to do is finding the positive root of s i + σ p i = .
In order to avoid conjugate gradient iterations that make very little progress in the reduction of the model quadratical function, the iteration are also terminated if one of the following conditions
is satisfied (see [9] ). The iterations are also terminated if the theoretical upper bound n is reached. Now, we can give an algorithm for solving the unconstrained subproblem approximately. It is a variation of the truncated conjugate gradient method.
Algorithm 2.1
Step
Step 2 While i ≤ iter max if pr eq − curq ≤ kappag * (−curq), stop.
end if
The above modification of the conjugate gradient method can deal with negative curvature directions. Such technique is also discussed in [1] as well. In the above algorithm, if info equals 1, the current model function is not convex. It is easy to see that the computation cost in each iteration of the above algorithm is mainly one matrix-vector multiplication. Thus, it is very likely that the 94 TWO SUBPROBLEMS AND BACKTRACKING LINE SEARCH above algorithm is faster than solving H k s = −g k by carrying out the Cholesky factorization of H k directly.
We now describe the algorithm of using truncated conjugate gradient method in the trust-region method with two subproblems and backtracking line search. We use ρ k and flag info to decide the model choice. If the value of ρ k of an unconstrained subproblem is smaller than a positive constant η 2 or in f o = 1, we may consider that the unconstrained model is not proper and choose the trustregion subproblem in the next iteration. We take the unconstrained model if the ratio ρ k of the trust-region trail step is bigger than a constant β (β → 1 and β < 1) in 2 consecutive steps. The overall algorithm is given as follows.
Algorithm 2.2 (A trust region method with two subproblems)
Step 1 Initialization.
An initial point x 0 and an initial trust-region radius 0 > 0 are given. The stopping tolerance ε is given. The constants η 1 , η 2 , γ 1 , γ 2 and β are also given and satisfy 0 < η 1 ≤ η 2 < β < 1 and 0 < γ 1 < 1 ≤ γ 2 . Set k := 0, btime := 0 and f min := f (x 0 ). Set flag T R 0 := 0, info := 0.
Step 2 Determine a trial step.
else use truncated CG method to obtain s k .
Step 3 Backtracking line search. Step 4 Acceptance of the trial point and update the flag TR k+1 and the trustregion radius.
Compute ρ k according to (4) .
Update btime and T R k+1 :
if btime = 2, btime := 0.
go to step 2.
In the above algorithm, backtracking line search is carried out using the same formula as in [12] . We try to find the minimum positive integer i such that
, where α ∈ (0, 1) is a positive constant (see [8] ). The step
s or the result of truncated quadratic interpolation when the denominator equals to zero . Set α k = max[0.1, α], in case that α k is too small. It is obvious that to evaluate the objective function on two close points is a waste of computational cost and available information. The idea of discarding small steps computed as minimizers of interpolation functions was also explored in [2] and [3] .
Convergence
In this section we present the convergence properties of the algorithm given in the previous section. In our algorithm, if the unconstrained subproblem is chosen and the Hessian matrix is not positive definite, the trial step will be truncated on the boundary of trust-region just the same as truncated conjugate gradient method. So the difference arises when the model function is convex and the trail step is large, which provides more decrease of the model function. Thus in fact the unconstrained model is used only when the model function is convex. The proof of our following theorem is similar to that of Theorem 3.2 of Steihaug [11] and Powell [10] . 
Proof. Since we have
no matter the trail step s k is computed by the trust-region subproblem or the unconstrained subproblem, it follows from Powell's result [10] that
with c 1 = 1 2 .
We prove the theorem by contradiction. If the theorem were not true, we can assume that
Thus, due to (4) and the boundedness of H k , there exists a positive constant δ such that
First we show that
Define the following two sets of indices:
Since f is bounded below, we have
Hence there exists k 0 such that
δ for all sufficiently large k. This shows that
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First we consider the case that U is a finite set. In this case, there exists an integer k 1 such that T R k = 1 for all k ≥ k 1 and Algorithm 2.2 is essentially the standard trust-region algorithm for all large k. Thus
Let k 2 = max{k 0 , k 1 }, we have that
which shows that (6) is true. Now we consider the case that U has infinitely many elements. If k / ∈ S, T R k = 0 and k is sufficiently large, we have that T R k+1 = 1 and
while k / ∈ S, T R k = 1, always have k+1 = γ 1 k . Therefore there exists k 3 such that
Hence
Relation (10), (11) and (17) indicate that
which implies that lim k→∞ k = 0. Therefore, when k → +∞ and s k ≤ k , we have
Thus, k+1 ≥ k if k is sufficiently large and if s k ≤ k . If s k > k , we know that T R k = 0, our algorithm gives either k+1 = k or k+1 = γ 2 k . This shows that k+1 ≥ k for all large k. This contradicts to (18). So (4) must therefore be false, which yields (1).
The above theorem shows that our algorithm is globally convergent. Furthermore, we can show that our algorithm converges superlinearly if certain conditions are satisfied. (1) 
Theorem 3.2. Suppose that f in
Proof. Because x k → x * and H (x * ) > 0, there exists k 1 such that
for all k ≥ k 1 . Therefore, no matter s k generated by our algorithm is a trustregion step or a truncated Newton step, we have that 
Consequently, x k+1 = x k + s k and k+1 ≥ k for all sufficiently large k. Consequently, s k < k for all sufficiently large k. Namely s k is an inexact Newton step for all large k, which indicates that
for all sufficiently large k. Relation (24) shows that
Now, (20) follows from the fact that H (x * ) > 0 and x k → x * .
Numerical results
In this section we report numerical results of our algorithm given in Section 2, and we also compare our algorithm with traditional trust region algorithm as given in [6, 13] . Test problems are the 153 unconstrained problems from the CUTEr collection (see [7] ). The names and dimensions of the problems are given in Tables 1-3 . The starting point and the exact first and second derivatives supplied with the problem were used. Numerical tests were performed in double precision on a Dell OptiPlex 755 computer (2.66 GHz, 1.96 GB of RAM) under Linux (fedora core 8) and the gcc compiler (version 4.2.3) with default options. All attempts to solve the problems are limited to a maximum of 1000 iterations or 1 hour of CPU time. The choice of the parameters do not have a uniform standard and the parameters are not sensitive to the algorithm. So we choose the common values as (for example, see [6, 13] ) γ 1 = 0.25, γ 2 = 2, η 1 = 0.1, η 2 = 0.75, β = 0.9, 0 = 1. The truncated conjugate gradient method (see [11] ) is used to solve the trust-region subproblem. Both algorithms stop if ∇ f (x k ) ≤ 10 −6 .
Our algorithm solved 125 problems out of the 153 CUTEr test problems, while the traditional trust-region method solved 120 problems. Failure often occurs because the maximal iteration number is reached. Thus, we found that the new algorithm is as reliable as the traditional one.
Both algorithms fail on the same set of 27 problems. For the other 126 problems, the new algorithm needs less iterations on 88 problems. The two algorithms have the same number of iterations on 22 problems and the traditional trustregion method wins on 16 problems. Figure 1 gives the performance profiles (see [5] ) for the two algorithms for iterations. Figure 2 gives the performance profiles for CPU times. Considering account inaccuracies in timing, we only compare the CPU times of the 49 test problems whose run-times are longer than 0.1 second and dimensions are larger than 100. The new method takes less time to solve 33 among these 49 problems. Figure 3, 4 algorithm is also shown by total number of evaluations since it is dominative on 77 problems. It is easy to see from these figures that the new algorithm is more efficient than the traditional trust-region algorithm. 
Conclusions
We have proposed a new trust-region algorithm with two subproblems and backtracking line search using truncated conjugate gradient method and its variation to solve the subproblems. This new algorithm for unconstrained optimization is global convergence and has local superlinear convergence rate when the Hessian matrix of the objective function at the local minimizer is positive definite.
Numerical results on problems from CUTEr collection are also given. The results show that the new algorithm is more efficient than the standard trust-region method in term of the number of iterations and evaluations as well as CPU time. 
