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1. Introduction. -Ising models with competing interactions between nearest neighbours and next nearest neighbours in one direction were first introduced by Elliott [1] . The specific model considered in this paper is displayed by figure 1 in d = 2 dimensions. The interest in this type of model was recently renewed when Bak and Von Boehm [2, 3, 4] investigated the details of the phase diagram numerically and analytically. For d = 3 they found an infinity of commensurate and incommensurate phases. The nature of the commensurate phases at low temperature was specified by Villain and Gordon [5] and by Fisher and Selke [6] . However, the approximations used for d = 3 fail in two dimensions. For d = 2, computer simulations and various approximations have been used by Hornreich et a1. [7] and by Selke and Fisher [8] . In this paper a different analytic approach is used in order to specify the nature of the phases. Some of our results are in qualitative disagreement with those of earlier authors.
Article published online by EDP Sciences and available at http://dx.doi.org/10.1051/jphys:01981004205065700 i) the ferromagnetic structure (+ + + + +), ii) the simple antiferromagnetic structure ( + -+ -+ -+ -) , iii) the structure (+ + --+ +) or ( 2 ) in the Fisher and Selke [6] notation.
Apart from pinned structures « floating » phases are often encountered in two-dimensional systems.
They are characterized by the algebraic decay of spin correlations at long distances r, ( s(0) s(r) &#x3E; -llr". This possibility of floating phases was first pointed out by Wegner [9] for XY magnets, and by Jancovici [10] for harmonic solids. The transition to the paramagnetic or liquid state (characterized by s(0) s(r) &#x3E; -e-xr) was investigated by Kosterlitz and Thouless [11] and by Kosterlitz [12] , and Nelson and Halperin [13] . The expression « floating phase » was introduced by the latter authors. It has been argued by Bak [14] by mapping the present model onto a KosterlitzThouless model with « cos PCP» perturbations [15] that at high temperatures near Tea floating phase could exist, in agreement with speculations by Selke and Fisher [8] [6, 8] . In section 2 a « free fermion approximation » (FFA) is introduced, which is, in some way, correct at low temperatures. In this approximation, positive (and negative) spins are assumed to form stripes running from the bottom to the top of the sample. This approximation yields a ferromagnetic phase, the (+ + --) phase (( 2 ) in the notation of Fisher and Selke [6] [9, 16, 17] .
In section 3 the correlation functions are calculated in the floating phase within the FFA and are related to an appropriate Landau-Wilson free energy. This free energy has precisely the same form as was used by
Wegner for the XY model in the harmonic approximation [9] . The analogy between XY ferromagnets and Ising models with modulated phases is well known since it was pointed out for instance by Garel and Pfeuty [18] .
In (Fig. 2) . Each stripe is bounded by straight « walls » parallel to the y axis, and its width is 2 or larger.
In this section we use an approximation [20] in which the excited states also consist of v = V., q alternating positive and negative stripes, but the walls are no longer straight. Thus, the width of the p'th stripe depends on the ordinate y. The position xp( y) of the p'th wall is assumed to be a single-valued function of y. In analogy with the ground state it is assumed to satisfy the condition (Fig. 3 Periodic boundary conditions will not be assumed along the y direction. Indeed, even if they are satisfied in the real system ( Fig. 4a ) they are not conserved in the transformed system (Fig. 4b) ..
Variables ç p satisfy the following relations :
The partition function is then given by where I y ) denotes the set {ç 1 (y), Ç2(Y)' ..., ç,,(y) }, and the summation is over all possible sets { çp(Y) }. figure 5 , and the wave vector as a function of (J1 1 + 2 J2) is shown in figure 6 .
The phase boundary of the ferromagnetic state can be calculated following the method of MfllerHartmann and Zittarz [21] which gives [7, 22] . The average value of n is and its fluctuation is Correlation functions are more easily evaluated in the fictitious system (Z) deduced from the real system (S) by the transformation (2.6). More precisely this transformation associates to the point (x, y) of (S) the point (C, y) of(Z) defined by :
If the point (x, y) of the real system lies in the n'th stripe, the point (C, y) of the fictitious system lies in the n'th stripe in view of formulae (2.6) and (3.4 [n(r' + r) -n(r')] may be assumed to have a Gaussian probability centred at qx. In this case it can be shown (using the fact that n is an integer) that When q = 0, this relation is well-known [9] . Using (3.22) 7 . In the present section this possibility is introduced. The definition of the field n(x, y) ii) n(x, y) changes by 1 (Fig. 7) the total change of n is 2 if the domain comes from the bottom of the sample, and -2 if the domain comes from the top. The field cp(x, y) defined by (3. 3) changes by + 2 7r : Thus, the wall loops shown in figure 7 can be considered as dislocations of the wall network. Away from dislocations the free energy is given by formula (3.16 [12] . Comparison of formula (2.2) of the same reference with our formula (3.20) shows that J is to be identified with tJKx Ky-Replacing this quantity by its expression (3.18), condition (4.2) becomes :
This condition involves the quantity which is the free energy of an isolated dislocation. The exact definition of p will be found in reference [12] .
Condition (4.3) implies the following, weaker condition, which has the advantage to be independent ofjM 2(l -q)2 1, or Thus, if q is calculated from formula (2.23), there is a region near the ferromagnetic part of the phase diagram, where condition (4.4) is not satisfied and therefore the system is paramagnetic (Fig. 5 ). There is no direct commensurate-incommensurate transition from ferromagnetism to the floating phase. The Lifshitz point is at T = 0.
For the right hand side of the phase diagram (J 1 + 2 J2 0) it is necessary to know the free energy p of a dislocation. At low temperature may be replaced by the minimum energy 4 Jo of a dislocation (see Fig. 7a ). At higher temperature, more complex dislocation structures (Fig. 7b) should be taken into account, and one obtains for J, + 2 J 2 0 Figure 5 was plotted using formulae (4.5) [12, 15] consists in the progressive elimination of dislocation pairs of radius R T, where t goes from the atomic distance to infinity, and X and Y are defined by (3.19) . The usual technique assumes [12, 15] a Landau-Wilson free energy of the form (3.20) or (3.31) . In the ANNNI problem, this form is only correct for short wave vectors k 1/Ro, where Ro is evaluated below, equation (4.8) . Longer wave vectors yield a free energy contribution which has not the form (3.31). Only for T Z Ro the renormalization group equations take the form obtained by Kosterlitz [12] and Jose et al. [15] (3.16) where T is defined by (3. The modulus of this product is less than, or equal to the product of the moduli of its factors
