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On savait les jeux être un excellent 
sujet d’étude pour l ’ intel l igence 
artificie l le.  Le poker en est certa i-
nement un très bon exemple. In-
formation imparfai te et évènements 
aléatoires font de ce jeu un pro-
blème d’une grande complexité et  
par conséquent un challenge exc i-
tant pour certains scientifiques.  
Preuve de cet engouement,  l ’ « An-
nual Computer Poker Competition 
» organisée depuis 2006 par l ’AAAI 
rassemble des équipes du monde 
entier et les meil leurs agents de la  
spécia l ité .  
 
Ce travail  va d’abord s’attacher à 
décrire la problématique et l ’état de 
l ’art du domaine avant de se con-
centrer sur l ’ implémentat ion d’un 




Poker ;  Jeux à information impa r-
faite  ;  Équi l ibre de Nash; Théorie 





Games are known to be an exce l-
lent subject for artif icial inte l l i -
gence. Poker is certainly a very 
good example. Imperfect info r-
mation and random events make 
this game a complex problem and 
therefore an exciting challenge for 
some scientists.  Demonstration of 
this interest,  the "Annual Computer 
Poker Competition" organized 
since 2006 by the AAAI brings to-
gether teams from around the 
world and the best agents of the 
specia lty.  
 
 
This work wi l l  f irst attempt to de-
scribe the problem and the latest  
developments in the field before 
focusing on the implementation of 






Computer poker ; Imperfect infor-
mation games; Nash equi l ibrium; 














Ingénieur en é lectromécanique de formation, je suis fasciné, depuis le milieu 
des années 90 et les fameuses confrontations e ntre "Deep Blue" et Garry 
Kasparov, par l ’ intel l igence arti ficiel le.  
Malheureusement mon parcours professionnel  ne m’a jamais permis 
d’approcher ce domaine et j ’a i  récemment décidé, avec l ’ intention de remédier 
à ce manque,  de commencer  des études d’informatique.  
C’est donc naturellement  vers l ’ intel l igence art if iciel le  que je me suis tourné  
pour le  choix de mon sujet  de mémoire .  
J’ai été surpris d’apprendre qu’un  jeu comme les « Dames » avait déjà été ré-
solu depuis 2007 par un chercheur de l ’Université  d’Alberta au Cana da.  
Cette même Universi té a depuis lors concentré ses recherches en IA sur le 
poker et partic ipe chaque année à l ’ACPC, une compétition internationale de 
« Computer Poker ».  Ce sujet m’a immédiatement  passionné et malgré l ’ image 
quelque fois peu glorieuse de ce jeu, sa complexité  en fait un excellent thème 
d’étude .  
Outre la complexité,  l ’autre intérêt de l ’application de l ’IA au poker est  
l ’ incroyable diversi té  des matières concernées (informatique, mathématiques, 
sciences économiques , sc iences cognitives) .  
 
Je t iens à remercier mon promoteur,  le professeur Pierre -Yves Schobbens,  
bien sûr pour son précieux conseil  et  son suivi tout au long de l ’élaboration 
de ce mémoire mais également pour sa grande ouv erture d’espri t qui m’a pe r-
mis d’étudier ce sujet quelque peu atypique.   
Je tiens également à remercier les membres du jury  pour avoir  accepté 
d’examiner ce travail  ainsi que mon collègue Serkan Eryi lmaz pour son aide et 
notamment ses précieux éclaircissements sur de nombreux sujets.  
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Depuis les prémices de la théorie des jeux, les théoriciens de la  discipline que 
sont Émile Borel 2 ,  John von Neumann 1 3  et John Nash 1 9  ont tous montré un 
intérêt notable pour le poker. Bien que le poker dans sa version Texas 
Hold’em soit devenu extrêmement populaire depuis les années 2000, l ’ intérêt 
actuel des scientifiques pour ce jeu tient néan moins plus à ces caractérist iques 
intrinsèques que sont la présence d’informations cachées et de composantes 
aléatoires qui en décuple la complexité.  
Un cadre précis définit par des règles simples, permettant une modélisation 
fidèle , font du jeu un terrain  d'expérimentation idéal  pour l ' inte l l igence artif i-
ciel le.  
La victoire, en 1997,  de « Deep Blue  » contre Garry Kasparov (première vi c-
toire d’un ordinateur contre un champion du monde d'échecs en titre) a mis 
un coup de projecteur sur le domaine de l ’IA app liqué au jeu mais i l  ne s’agit -
là que d’un haut fai t parmi d’autres :  
o Au Backgammon, l ’ordinateur prendra le  dessus sur les meil leurs 
joueurs du monde dès les années 1980.  
o Aux Dames, Chinook 2 1  le programme développé par Jonathan 
Schaeffer remporte le  championnat du monde en 1994.  
o A Othello, le programme Logistel lo 3  a battu en 1997 le champion du 
monde humain par 6 jeux à 0.  
o Au scrabble , jeu bien plus complexe qu’i l  n’y parait,  le programme 
Quackle a  battu en 2006 un ancien champion du monde humain.  
 
Les recherches continues pour des jeux comme le Go ou le poker dont la 
complexité représente un challenge encore bien supérieur.  
Afin de dynamiser les recherches sur le poker, l ’association Américaine 




Poker (Annual Computer Poker Competit ion - ACPC),  destiné au robot, se 
déroulant dans le cadre de leur conférence annuelle.  
L’objectif de ce mémoire est d’acquérir le  savoir nécessaire dans le domaine 
afin de pouvoir partic iper à cette compétition.  
Afin, très modestement, d’apporter ma pierre à l ’édifice nous avons convenu 
mon promoteur et moi d’ut i l iser une technique qui ,  à notre connaissance,  
n’avait jusqu’ic i pas été testée  sur le poker ,  en l ’occurrence les « modèles de 
Markov de maximum entropie  » (MEMM). 
Ce mémoire se divise en deux , une première partie «  théorie » s ’attache à ana-
lyser le poker à travers différentes disciplines. Cette part ie présente égal e-
ment l ’état de l ’art du domaine ainsi que le cadre théorique uti l isé ultérieur e-
ment.  La seconde partie «  prat ique » décrit  le développement d’un agent avec 












PARTIE 1 : THÉORIE 
 
1 LE JEU 
 Modèle 1.1
Le poker est un ensemble de jeux de cartes de formes variées . On peut néan-
moins dégager une série de caractéristiques  communes décrites c i-dessous.  
 
1.1.1 Assistance 
Le nombre minimum et maximum de joueurs autorisés dans une part ie  ;  celui -
ci est compris entre 2 et 10 joueurs.  Des termes spécifiques existent pour ce r-
taines configurat ions tel les que :  
o Full  r ing (9 ou 10 joueurs) ,   
o Heads-up (2 joueurs) ,  
o Short Handed (± 6 joueurs).  
 
1.1.2 Univers 
Nous appellerons univers l ’ensemble des cartes à  jouer ut i l isées dans le jeu.  
Les jeux de poker ut i l isent une partie , la tota l ité  ou même  parfois plusieurs 
jeux de 54 cartes.  L'enseigne, désigne la marque de reconnaissance des quatre 
séries le Carreau ♦ ,  le Cœur ♥ ,  le Trèfle ♣  et le Pique ♠ .  Par souci de clarté 






Nous uti l iserons la  notat ion ci-dessous pour nommer les é léments du jeu de 
carte.  
 2  3  4  5  6  7  8  9  T J Q K A W 
Heart  ♥  2h  3h  4h  5h  6h  7h  8h  9h  Th  Jh  Qh  Kh  Ah  Wh  
Spade  ♠  2s  3s  4s  5s  6s  7s  8s  9s  Ts  Js  Qs  Ks  As  Ws  
Dia mond ♦  2d  3d  4d  5d  6d  7d  8d  9d  Td  Jd  Qd  Kd  Ad   
Club  ♣  2c  3c  4c  5c  6c  7c  8c  9c  Tc  Jc  Qc  Kc  Ac   
Tableau 1  :  Convent ion de nommag e des  cartes  du jeu de 54  cartes  
 
1.1.3 Système 
Le système, permettant de départager les joueurs,   est commun à tous les jeux 
de poker et  représente l ’ensemble des combinaisons de 5 cartes et leur valeur 
respective.  Il  est basé sur deux paramètres  :  
1. Le rang 
Dans l ’ordre croissant  :  2, 3 , 4,  5, 6, 7 , 8,  9 , T, J,  Q, K, A  
L'As (A) est un cas particulier,  i l  peut parfois être indifféremment considéré 
comme la carte la plus forte ou la plus faible.  
2.  L’enseigne  
Les enseignes ne possèdent pas de valeur respective :  ♦  ≈ ♥  ≈ ♣  ≈ ♠  
Le système peut être généralement synthétisé en 8 catégories l istées dans le 
tableau ci-dessous :   
Nom "fr" Nom "en" Min. Max.  
hauteur high-card 7d  5d  4s  3c  2c   Ah  Kc  Qd  Js  9s   
paire pair  5d  4d  3s  2s  2c  Ah  Ac  Kd  Qs  Js  
double paire  two pair  4h  3d  3s  2s  2c Ah  Ac  Kd  Ks  Qs 
brelan three of a kind  2s  2d  2c  3h  4d  As  Ad  Ac  Kh  Qd  
suite straight  Ac  2s  3s  4h  5h   Tc  Js  Qs  Kh  Ah   
couleur flush 7d  5d  4d 3d 2d  Ad Kd Qd  Jd 9d  
main pleine  full  house 2s  2d  2c  3h  3d  As  Ad  Ac  Kh  Kd  
carré four of a kind  2s  2d  2c  2h  3d   As  Ad  Ac  Ah  Kd   
Quinte flush  straight f lush  Ac  2c  3c  4c  5c   Tc  Jc  Qc  Kc  Ac   





Dans de rares jeux de poker, d’autres catégories sont uti l isées  ;  ceci est no-
tamment dû à l ’uti l isation de plusieurs jeux de carte ou de jokers ( W) .  
Le système peut être uti l isé  de trois manières différentes  :  
1. High 
Les combinaisons les moins probables ont les valeurs les plus é levées ( valeur 
croissante dans le tableau 2).  
2.  Low 
Les combinaisons les plus probables ont les valeurs les plus élevées ( valeur 
décroissante dans le  tableau 2).  
3.  High / Low 
Il y a deux combinaisons gagnantes par manche une High et une Low et 
l ’enjeu est partagé.  
 
1.1.4 Échantillon 
Nous appellerons échanti l lon les cartes que le joueur a à sa disposition pour 
former la meil leure combinaison de 5 cartes. Ces cartes peuvent être  com-
munes ,  c’est-à-dire qu’el les  sont ut i l isables par l ’ensemble des joueurs ou 
privative ,  ut i l isable par un seul joueur. Les cartes privatives peuvent el le s-
mêmes être soit fermées, uniquement visible s par le joueur, ou ouvertes et 
donc visibles de tous.  
De ces caractéristiques découle nt les trois grandes familles de poker  :  
1. Draw poker  
En français poker fermé. Chaque joueur reçoit cinq quartes toutes privat ives 
et fermées.  
2.  Community card poker  






3.  Stud poker 
Toutes les cartes sont privatives mais une part ie est  ouverte et l 'autres fer-
mées.  
 
Le nombre de cartes à la disposition du joueur varie d’un poker à l ’ autre.  
Dans le cas où le nombre de cartes composant l ’échanti l lon est de plus de 5, 
la meil leure combinaison de 5  cartes sera prise en compte.  
 
1.1.5 Ressources 
Les ressources d’un joueur sont matérial isées par des jetons. Le nombre de 
jetons avec lequel  un joueur peut débuter une partie  est déterminé à l ’avance  
et s’appelle la cave .   
Les ressources déterminent également la  capacité d’act ions d’un joueur.  
Au poker l ’ensemble des jetons  d’un joueur s’appelle le tapis.  La règle du al l -
in (uniquement en no-limit) garantit au joueur de toujours pouvoir suivre une 
mise et cela même si ces ressources sont inférieures à la mise e n question. Le 
joueur est alors déclaré al l - in et  ne concoure qu’à hauteur de sa mise.  
  
1.1.6 Dessein 
L’objectif premier au poker est de maximiser son nombre de jetons. Il  existe 
deux moyens de gagner une manche de poker  :   
1. la première consiste à  faire passer tous ces adversaires,  
2. la seconde consiste à présenter lors de l ’abat tage une mei l leure combi-
naison que les autres joueurs (en cas d’égalité on peut prétendre à une 
part ie de l ’enjeu)  
 
1.1.7 Contraintes 
Avant toute donne, les joueurs doivent placer les mises forcé es qui sont de 






Le processus détermine la succession de phases qui caractérisent une manche.  
Le battage (mélange des cartes)  peut être considéré comme l’ instant 0 d’une 
manche,  les mises obl igatoires sont alors placées par les joueurs.  
Une donne correspond à une phase de distribution de cartes, une manche en 
comporte plusieurs.  
Les enchères sont une phase successive à une donne pendant laquelle chaque 
joueur, toujours en l ice , effectue une ou plusieurs actions.  
 
1.1.9 Enjeu 
L’enjeu représente l ’ensemble des jetons qui ont été engagés par les joueurs.  
Avant le  premier tour d’enchères, l ’enjeu est constitué uniquement des mises 
obligatoires.  Au poker l ’enjeu est appelé le  pot.  
 
1.1.10 Alternatives 
Nous appellerons alternatives l ’ensemble des actions à disposition du joueur 
lors d’un tour d’enchères.  
Ces act ions sont :  
o suivre (CALL) 
o passer (FOLD) 
o parole (CHECK) 
o miser (BET) 
o relancer (RAISE) 
 
Quand les mises ne sont pas fixes ( f ixed l imit),  les deux dernières actions 
(BET  & RAISE ) impl iquent l ’annonce du montant de la mise. Ce montant est 
fixé par le joueur mais à l ’ intérieur de la plage déterminée par la règle en v i -
gueur.  




o No limit,  un joueur peut miser n’importe quel montant de jetons, à 
hauteur de son tapis.  
o Pot l imit,  un joueur peut miser n’ importe quel montant de jetons, au 
maximum à hauteur du pot.  
o Fixed l imit ,  une l imite de mise prédéterminée est appliquée à chaque 
tour d’enchères.  
o Cap limit ,  une l imite de mise prédéterminée  est appl iquée à la 
manche entière , une fois celle-ci atteinte plus aucune mise n’est 
possible  et les donnes se succède jusqu’à l ’abattage.  
 
1.1.11 Superstructure 
Une part ie de poker est  un ensemble de manches.  
À chaque nouvelle  manche, l a  position du dealer ,  identifiée par le bouton (B ) ,  
avance d’un joueur dans le sens horaire.  




La variante que nous al lons uti l iser est le Texas hold'em qui  est sans contes te 
la variante la plus populaire aujourd’hui .  
Sur bases des caractéristiques que nous venons de voir on peut classer cette 
variante comme suit  :  
o Domaine :  Game 
o Classe :   Card game 
o Genre :   Poker 
o Famil le :   Community card poker  
o Variante :   Texas hold'em 
o Formes :   No l imit,  Pot l imit,  Fixed l imit,  Cap l imit  
o Types :   Full  r ing,  heads-up, Short Handed 








Les actions sont menées dans le sens horaire.  
Chaque joueur reçoit  deux cartes fermées.  Cinq cartes communes sont distr i-
buées au fi l  des donnes.  Le joueur forme donc la meil leure combinaison de 
cinq cartes à partir des 7 cartes (2 fermées + 5 communes) à sa disposition. 
Ceci se réal ise en associant aucune, une ou deux de s cartes fermées aux cartes 
communes.  
En générale, les mises obl igatoires sont au nombre de deux et sont appelées 
smal l blind (sb ) et big blind (bb) .  La sb  est placée par le joueur situé à gauche 
du dealer et la bb  par le joueur suivant.  La bb  vaut le  double de la sb .  
Dans le cadre du no-limit,  ou les mises ne sont pas fixes, une mise doit tou -
jours être au minimum égale au montant de la bb.  Si une mise à  déjà été fai te,  
la relance doit toujours être au moins du double du montant de la mise. En 
cas de sur relance i l  faut au moins doubler la  val eur net de la relance précé-
dente.  
Une manche se déroule en maximum 4 phases, appelées respectivement « pré 
flop », « flop »,  « turn » et « river » .  
Dans le cadre du l imit,  les mises sont f ixées à l ’avance. On appelle une mise 
dans les phases pré flop et flop, le small bet (SB ) .  Dans les phases turn et r i -







1.2.2 Déroulement d’une manche .  
 
Phase 1 : « pré flop »  
 Battage :  Les joueurs participant au coup sont identifiés, les cartes sont 
mélangées et les mises obligatoires sont placées.  
 Donne 1 :  Le joueur identifié comme le dealer distr ibue les cartes une à 
une en commençant par le joueur situé immédiatement à sa gauche . 
Chaque joueur reçoit au total deux cartes privatives.  
 Enchères 1 :  Le premier tour d’enchères commence par le joueur situé 
immédiatement à gauche du dernier joueur ayant placé une mise oblig a-
toire. En présence de mises, les seules actions possibles sont FOLD ,  
CALL  ou RAISE .  
 
 
Phase 2 : « f lop » 
 Donne 2 :  Trois cartes ouvertes sont distribuées, on appelle ces cartes le  
flop.  
 Enchères 2 :  Aucune mise obligatoire n’est présente, les act ions possibles 
pour le premier joueur à parler sont CHECK ,  BET  et dans une moindre 
mesure FOLD .  
 
Phase 3 : « turn »  
 Donne 3 :  Une carte ouverte est distribuée, on appelle cette carte la turn .  






Phase 4 : « river »  
 Donne 4 :  Une carte ouverte est distribuée, on appelle cette carte la river .  
 Enchères 4  
 Abattage :  Si aucune mise n’a été fai te, ou qu’au moins un joueur a suivi la 
mise ou la  dernière relance on procède à l ’abat tage des cartes fermées en 
commençant par le joueur ayant misé le dernier.  Le pot est attribué au 














2 LES MATHÉMATIQUES 
 
 Combinatoire 2.1
Certains problèmes de calcul de probabil i té peuvent se ramener à un calcul de 
dénombrement, en particulier ceux pour lesquels i l  y a  un nombre f ini d' i s-
sues possibles à  l 'expérience et où la  probabil i té de chaque issue est la même. 
Cette méthode consiste à  compter (dénombrer) le nombre total de cas po s-
sibles et  le nombre de cas favorables à la  réalisation d'un évènement.  
L’objet de la combinatoire s’appelle  les complexions qui désignent les diff é-
rents arrangements ou combinaisons d’un nombre fini d’éléments.  
 
2.1.1 Principe multiplicatif  
Si deux tâches indépendantes T 1  et T 2  doivent être exécutées l ’une à la suite 
de l ’autre, si  la tâche T 1  peut être exécutée de n 1  façons différentes, et si  la 
tâche T 2  peut être exécutée de n 2  façons différentes,  alors la  séquence T 1  T 2  







Une complexion constituée de k éléments pris parmi n éléments différents en 
tenant compte de leur ordre est appelée un arrangement d’ordre k de n él é-
ments.  
  
   
  
(   ) 
       
Équation 1  :  No mbre  d’arrang ements  de  n é lé ments  sans répét i t ion  
 
   
      




Un arrangement particulier  ou n = k est appelé permutation.  
 
       
Équation 3  :  No mbre  de per mutat ions de n é l éme nts  di f férents  
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Une complexion constituée de k éléments pris parmi n éléments différents 
sans tenir compte de leur ordre est appelée une combinaison d’ordre k de n 
éléments.  
  
   
  
   (   ) 
       
Équation 5  :  No mbre  de co mbinaisons de n é lé ments  sans répét i t ion  
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Les probabil i tés représentent un élément essentiel dans la prat ique du poker.  
Les notions suivantes permettent de mieux appréhender l ’architecture du jeu.  
De manière générale,  si  n essa is d’une expérience produit n 0  occurrences 
d’un évènement x, on définit la probabil i té  p(x) comme suit  :  
 
 ( )      








Définition axiomatique d’une probabilité  :  application de P qui associe un 
nombre réel  p = P(A) à un évènement aléatoire  A ∊  ε 1 ,  tel le  que :  
o Axiome 1 :  P(A) est un nombre réel positi f ou nul et ≤ 1  :  0 ≤ P(A) 
≤ 1.  
o Axiome 2 :  la probabil ité  de l ’évènement certain est 1  :  P(Ω) = 1.  
o Axiome 3 :  la probabil i té d’une somme d’évènements deux à deux 
incompatibles A 1 ,  A 2 ,  A 3 ,  … est égale à la somme des probabil ités 
des évènements :  P(A 1  ∪  A 2  ∪  A 3  ∪  …) = P(A 1)+ P(A 2 )+ P(A 3 )+… .  
 
2.2.2 Propriétés 
o Pour la  probabil i té de l ’évènement contraire  ̅ de  ,  on a  ( ̅ )  
   ( ).  
o Pour la probabil ité de l ’évènement impossible Ø, on a  ( )   .  





2.2.3 Événements incompatibles  
Deux événements sont dit incompatible si  et seulement si l eur réal isation s i-
multanée est impossible.  
 (  ∪   )     ( )     ( ) 
Exemple  :  La probabi l i té  qu’une cart e d’un jeu de 52 cart es  soi t  à la fois  un quatre et  
une dame est  nu l le .  Ces deux évènements sont  donc incompat ible s .  
 
2.2.4 Événements indépendants 
On dit que des événements aléatoires  sont indépendant si  i l s  n’ont  aucune 
influence l 'un sur l 'autre .  
 (     )     ( )     ( ) 
Exemple  :  La probabi l i té  qu’une cart e d’un jeu de 52 cart es  soi t  un cœur n’ inf luence  
pas la probabi l i t é qu ’el l e soi t  un as.  En e f fe t  la probabi l i t é d ’avoir  un as  dans un jeu  de 
52 cart e e st  de 4/52 c’ e st -à -dir e 1/13 et  la probabi l i té  d ’avoir un as  parmi l es cœurs  
est  de 1/13. Ces deux évènements sont donc  indépendants .  
 p(A ♥ ) = (4/52) * (13/52) = 1/52  
 
2.2.1 Événements dépendants 
On dit que des événements aléatoires  sont dépendant si  la réalisation de l ’un 
affecte la  réal isation de l ’autre .  
 (     )     ( )     (     ) 








2.2.2 Loi de probabilité  
Une loi de probabil ité est une donnée qui permet la caractérisat ion complète 
d’une variable a léatoire.  
 
1. Espérance mathématique  
L’espérance mathématique M(X) est une valeur numérique qui  évalue le résu l-
tat moyen d’une expérience aléatoire.  
 
 ( )   ∑     
 
 
Équation 8  :  Espérance mathémat ique  d’une ex périence aléato ire  di scrète  
 
Dans le cadre d’un jeu tel  que le poker, l ’objectif est donc de maximiser 
l ’espérance mathématique.  
 
2.  Variance 
La variance V(X) représente la moyenne des carrés des écarts à  la moyenne : 
el le permet de caractériser , tout comme l 'écart type  (σ) ,  la  dispersion des va-
leurs  par rapport à  l ’espérance mathématique .  
 
 ( )   ∑ (    )    
 
     
Équation 9  :  Variance d’une ex périence aléato ire  di scrète  
 
3.  Loi normale  
La loi normale est une loi de certa ines variables aléatoires (valeurs mesurées),  
que l ’on peut voir comme étant la loi d’une somme de grandeurs de contrib u-
tions approximativement identiques et entachées d’erreurs.  
 
  ( )   
 




   
 )  





La loi normale standard est un cas particulier ou l ’espérance est nul le (m=0) 
et l ’écart  type vaut un (σ = 1).  
 
4.  Théorème centrale l imite  
Représente la somme de n variables aléatoires indépendantes qui suivent une 
même loi qui  s ’approche de la loi normale lorsque n croit.  
 
5.  Maximum de vraisemblance  
La méthode du maximum de vraisemblance consiste,  en présence du résultat  
du tirage d’un échantil lon, à se demander quel le était la probabi l ité de 
l ’obtenir.  
 
2.2.1 Inférence bayésienne1 
On nomme inférence bayésienne la démarche logique permettant de calculer 
ou réviser la  probabil ité d'un événement. Cette démarche est régie en partic u-
l ier par le théorème de Bayes. Dans la perspective bayésienne, une probabil i té 
n'est pas interprétée comme le passage à la l imite d'une fréquen ce, mais 
comme la simple traduction numérique d'un état de connaissance . 
Une différence entre l ' inférence bayésienne et les stat istiques classiques, dites 
aussi fréquentistes, indiquée par Myron Tribus, est  que  :  
o les méthodes bayésiennes uti l isent des méthodes impersonnelles 
pour mettre à jour des probabil i tés personnelles, dites aussi subje c-
tives (une probabi l ité  est en fai t toujours subjective, lorsqu'on an a-
lyse ses fondements),  
o les méthodes stat istiques uti l isent des méthodes personnelles pour 
trai ter des fréquences impersonnelles.  
 
Les bayésiens font donc le choix de modéliser leurs attentes en début de pr o-
cessus (quitte à réviser ce premier jugement en donnant des poids de plus en 
plus faibles aux aprioris au fur et à  mesure de s observations) ,  tandis que les 
                                                 




statist iciens c lassiques se fixaient a  priori  une méthode et une hypothèse arb i-
traires et ne trai taient les données qu'ensuite.  
 
 
 Structure du jeu 2.3
 
2.3.1 Tableau 
1. Cartes privatives  
Il existe    
        mains de départ possible.  
 
2.  Cartes communes  
Flop 
Il existe    
         f lop possible.  
Turn 
Il existe    
     turn possible.  
River 
Il existe    






2.3.2 Évaluations5  
1. Évaluation de la force 
Le calcul de la  force  brute  d’une combinaison IHS (Immediate Hand Rank) 
est assez simple, i l  consiste à évaluer le nombre de victo ires, de partages et de 
défaites contre l ’ensemble de toutes les mains que l ’adversaire peut avoir.  
      
       
    
 
                    
 
 
Exemple  :  
Cartes priva tives  :  Tc  Jc   
Flop :  2d  Ts  Kh  
L’adversai re  peut avoir     
        cart es  privat ives  poss ible .  
On gagne 899 fois,  on partage 6 fois et on perd 176 fois.  
       
      
           
     
 
Cette solution suppose une distribution uniforme des cartes privatives de 
l ’adversa ire , hors cette hypothèse est assez éloignée de la réa lité puisqu’un 
joueur va souvent jeter ses mauvaises mains pré flop.  
Pour compenser ce problème, on peut pondérer l ’ensemble des cartes priva-
tives de l ’adversaire grâce aux informations récoltées sur celui -ci .  On uti l ise,  
en général ,  une table de pondération contenant toutes les cartes privatives 
possible , celle -ci est mise à jour à chaque fois que l ’ information est disp o-








2.  Évaluation du potentiel  
La force ne tient compte que de la  phase actuel le,  hors au flop ou à la turn 
des cartes communes doivent encore arriver. Le potentie l représente soit la  
probabi l ité d’avoir la  meil leure combinaison mais de perdre le  coup lors de 
l ’abattage (potentie l négatif) ou au contra ire d’avoir une moins bonne comb i-
naison mais de gagner la  manche à l ’abattage (potentiel  positi f) .  
             (                 )  
 (                   )
 
 
 (                )
 
 
             (               )  
 (                 )
 
 




3.  Combinaison force et  potentiel  
L’EHS (Effective Hand Strength) combine l ’IHS (la force) et  le potentie l .  
          (     )                    
 
4.  Cote du pot 
La cote du pot représente le  ratio entre le montant du CALL  (ce que le  
joueur doit investir) et le pot qu’i l  peut gagner.  
             
        à      
        à                    
 
 
On parle de cote implici te  quand on envisage  les enchères suivantes et les 
montants que l ’adversaire pourra it encore investir.  
 
5.  Espérance 
L’espérance ou EV (Expected value) est un paramètre primordial dans 
l ’évaluation  de la pert inence d’une action.  
Exemple  :  Nous sommes favor is  à 60% dans une manche ou l e pot  tota l  e st  de 100.  





2.3.3 Analyse de la complexité1  
Nous allons maintenant nous fa ire une idée de la complexité du poker Texas 




Cartes privatives  
Pré flop,  2 cartes privatives  sont distribuées à chaque  joueur.  
Joueur 1 :     
       
Joueur 2 :     




Au flop,  3 cartes communes sont distribuées.  
Flop :     
        
 17.296 
 
À la turn, 1 carte commune est distribuée.  
Flop :     
     
 45 
 
À la river, 1 carte commune est distribuée.  
Flop :     







2.  Enchères 
Comme nous l ’avons vu précédemment, les actions possibles lors d’un tour 
d’enchères sont  :  
o suivre (CALL)  
o passer (FOLD) 
o parole (CHECK) 
o miser (BET) 
o relancer (RAISE)  
 
On peut considérer que  CALL  et CHECK  sont similaires dans la mesure où 
ces deux actions consistent à payer le montant minimum afin de rester dans le  
coup.  
BET  et RAISE  sont également similaires puisqu’el les visent chacune à au g-
menter le montant à payer pour rester dans le  coup.  
Après avoir appliqué ces deux abstractions, nous avons donc  :  
o "f" = FOLD  
o "c"  = CALL  et CHECK  
o "r"  = BET  et RAISE  
 
Le règlement de la compétition l imite le nombre de BET/RAISE  à 3 pré flop 
et à 4 à part ir  du f lop.  
Les actions et les séquences d’actions ont différentes implicat ions  :  
o "f" entra ine la f in du mot et la fin de la  manche,  
o "c" prolonge le  mot et donc la  manche,  
o "cc" et "rc" entrainent la fin du mot et la manche continue dans la  
phase suivante,  





Un maximum de 19 mots peuvent être composé à partir de l ’alphabet {c,  r,  f} 
et des règles en vigueur.  
 
1 2 3 4 5 6 Total  
f  cf  crf  crrf  crrrf crrrrf  
 cc crc crrc crrrc crrrrc  
 rf  rrf  rrrf rrrrf   
 rc rrc rrrc rrrrc   
1 4 4 4 4 2 19 
Tableau 3  :  Dict ionnaire des  mots  autorisés  sur l ’alphabet  ( c ,  r ,  f )  
 
Les mots se terminant par l ’action "f" (soulignés dans le tableau ci -dessus)  
terminent la manche et ne nous intéressent donc pas dans l ’est imation de la 
complexité.  
Le mot "cf" (en rouge dans le tableau c i -dessus) suggère qu’un joueur qui a la 
possibil ité de voir la  donne suivante en réalisant un "c", pr éfère opter pour 
l ’action "f" lui faisant immédiatement perdre la part ie. Ce choix peut être 
considéré comme non rationnel.  À la rivière, ce choix peut  parfois se just ifier 
pour dissimuler de l ’ information si le joueur n’a plus aucune chance de gagner 
le coup.  
Le mot "f" (en bleu dans le tableau ci -dessus) suggère qu’un joueur qui a la 
possibil ité de réaliser un "c", préfère opter pour l ’act ion "f" lui faisant imm é-
diatement perdre la part ie. Ce choix peut être considéré comme non rat io n-
nel ,  sauf pré f lop ou  "c" représente un CALL  et donc l ’ invest issement de la  
différence entre la  sb  et la bb  et  également à  la  r ivière pour les raisons expo-
sées ci -dessus.  
 
Pré flop 
La l imite du nombre de "r" étant de 3  pré flop, 4 mots (en vert dans le t a-
bleau ci-dessus) peuvent être soustrai ts au dictionnaire.  Ils restent donc 7 






Flop et turn 
La l imite de "r" passe à 4 et  9 mots sont donc possible :  {cc,  rc,  crc , crrc , 




La rivière étant obligatoirement une phase terminale, tous les mots doivent 
être pris en compte,  soit 19 mots possible  :  {f,  cf,  crf,  crrf,  crrrf ,  crrrrf,  cc, 
crc, crrc, crrrc,  crrrrc , rf,  rrf ,  rrrf,  rrrrf ,  rc,  rrc, rrrc,  rrrrc }.  
 19 
 
3.  Complexité  
Si l ’on comptabil ise toutes les combinaisons possibles on obtient  :  













3 LA THÉORIE DES JEUX  
Que ce soit chez l ’homme ou chez certa ins animaux les vertus du jeu sont 
bien connues, notamment son rôle positi f dans l ’apprentissage de tâches 
complexes.  
Si l ’on fa it abstraction de son caractère ludique , on peut généraliser le jeu à 
quasi toutes les in teractions entre les personnes. En effet,  que ce soit lors  
d’une vente aux enchères, une négociation de contrat ,  une guerre  ou simple-
ment un déplacement en voiture dans la circulation on est d’une certaine m a-
nière dans un jeu.  
C’est sans doute ces mult itudes d’applicat ions qui font de la théorie des jeux 
l ’une des disciplines les plus prometteuses . Pour preuve de l ’engouement 
qu’el le  rencontre ,  les trois « Prix Nobel d’Économie » décernés à des travaux 
sur le  sujet  lors des vingt dernières années (1994, 200 7 et 2012).  Mais 
l ’économie n’est pas le seul domaine à tirer parti  de la théorie des jeux, el le  
est également largement ut i l isée en biologie, en poli tique, en droit,  en phil o-
sophie et bien entendu dans les sciences de l ’ informatique.  
L’intérêt de la théor ie des jeux pour le poker remonte à ses prémices 
puisqu’aussi bien Émile Borel 2  que John von Neumann 1 3  l ’ont étudié dans leur 
l ivre respectif ,  ouvrages que l ’on peut considérer comme la genèse de la di s-
cipline.  Ce choix n’est pas dû au hasard mais bien au caractéristiques du p o-
ker que nous al lons décrire ci-après tout en présentant certa ins grand s prin-






 Caractéristiques des jeux 3.1
Pour Peter Morris 1 8 ,  un jeu implique la présence des éléments suivants  :  
o Un ensemble fini de joueurs,  
o Un ensemble fini  d’action s que chaque joueur peut prendre  à  des 
moments spécifiques du jeu,  
o Un profit  sous forme numérique assigné à chaque joueur à la f in du 
jeu. Ce profi t pouvant ê tre une valeur négative (une perte),  une v a-
leur positive (un gain) ou 0 (une égali té) .  
En plus de ces éléments un jeu peut également contenir  :  
o Des évènements aléatoires comme le t irage d’une carte dans un p a-
quet,  
o Des informations cachées,  c’est -à-dire des informations non dispo-
nibles pour un joueur lors de sa prise de décision.  
 
Nous al lons maintenant caractérisés plus avant les jeux en nous intéressant à  
leurs propriétés intr insèques.  
 
3.1.1 Jeux à somme nulle / non-nulle 
Quand dans un jeu à deux joueurs l ’ inté rêt d’un agent est strictement opposé 
à celui de l ’autre, c’est -à-dire que les agents ont des préférences str ictement 
opposées, on dit que le jeu est à somme nulle. On parle également dans ce cas 
de jeu strictement compétiti f.   
 
3.1.2 Jeux à information complète  / incomplète 
Les informations potentiel lement accessibles par un agent lors d’une prise de 
décision sont :  
o Les différentes actions qui lui sont autorisées,  
o Les différentes actions autorisées aux autres agents,  




o Les motivations des autres agents.  
Si l ’une des informations n’est pas connue de l ’agent lors de sa prise de déc i -
sion, on parle de jeu à information incomplète.  
3.1.3 Jeux à information parfaite / imparfaite  
Un jeu à information incomplète est par définition un jeu à information im-
parfaite .  Les jeux à information complète peuvent être à information impa r-
faite si  i ls sont simultanés (voir ci -dessous) soit s i  des évènements aléatoires 
ne sont pas connu de l ’agent lors de la  prise de décision.  
3.1.4 Jeux coopératifs / non-coopératifs 
Un jeu coopératif se caractérise par la possibil i té que les joueurs ont de se 
rassembler en coalit ion afin d’améliorer le bénéfice de chaque membre de 
cette coali tion.  
3.1.5 Jeux à 2 joueurs / n joueurs  
Le nombre de joueurs est un élément sensible de la  c omplexité des jeux.  On 
fait  la distinction entre les jeux à 2 joueurs et à plus de deux joueurs.  
3.1.6 Jeux à mémoire parfaite / imparfaite 
Par mémoire parfa ite,  on entend que l ’agent est capable de retenir l ’ensemble 
des évènements qui se sont déroulés depuis l e début du jeu. Les jeux à infor-
mation imparfai te supposent une amnésie au moins partiel le de la part des 
joueurs.  
3.1.7 Jeux simultanés / séquentiels 
On dit d’un jeu qu’i l  est de type simultané si les agents doivent choisir en 
même temps l ’action qu’i ls vont prendre, à  l ’ inverse quand les agents agissent 
chacun à leur tour, en connaissance des éventuelles actions de leur(s) adve r-
saire(s) ,  le  jeu est de type séquentiel .  
 
 Utilité 3.2
L’une des modali tés de la théorie des jeux est que les agents  agissent de ma-
nière rationnel le, c’est -à-dire que leurs choix sont fondés sur la raison et v i-




L’uti l i té peut être vue comme la mesure subject ive de la satisfaction de 
l ’agent.  
3.2.1 Fonction d'utilité  
Une fonction d’uti l i té au sens définit par von Neumann et Morgenstern équ i-
vaut à  :  
        







3.3.1 Forme normale 
L’une des manières courantes pour représenter un jeu est connue sous le nom 
de forme normale a l ias forme stratégique.  On définit  le jeu par  :  
o    {     },  l ’ensemble des joueurs ,  
o   ,  l ’ensemble non vide des actions ou stratégies pures du joueur    
o                  ,  la fonction d’uti l ité ,  de gain ou de paiement 
du joueur   ou              le produit cartésien des stratégies 
des différents joueurs.  
 
Matrice de gain 
Dans un jeu à deux joueurs avec un ensemble fini de stratégies pour chacun 
des deux joueurs, i l  est courant de représenter le jeu sous sa forme normale à 
l 'a ide d 'une matrice des gains ou matrice des paiements .  
Par exemple, pour le jeu «  Pierre-feuil le -ciseaux » la matrice des gains est  :  
 









 P F C 
P 0,0 -1 ,1  1 ,-1  
F 1,-1  0 ,0  -1 ,1  
C -1 ,1  1 ,-1  0 ,0  






3.3.2 Forme extensive 
Les jeux peuvent être  également représentés par un arbre .  
Un jeu sous forme extensive est défini par :  
o un ensemble    {     } de joueurs  
o un arbre fini  composé de  :  
 un ensemble de nœuds {       } représentant les coups  
 un ensemble de branches {       } représentant les a l-
ternatives à chaque coup  
o une fonction de nommage qui indique à chaque nœud quel est le  
joueur qui doit jouer  
o une fonction d’uti l ité ,  de gain ou de paiement  qui associe à chaque 
nœud terminal un vecteur de nombres représentant les gains de ch a-
cun des joueurs  
o une parti tion des nœuds en un ensemble d 'ensembles d' informations 



















Joueur 2 Joueur 2
Joueur 1
 








La stratégie peut se définir comme l ’application entre les différents états d’un 
jeu et les act ions qu’un agent effectuera dans ces états.  
Une stratégie est dite  stat ique si el le n’évolue pas  en cours de jeu et  au con-
traire « adaptive » si  e l le évolue dans le  temps.  
 
3.4.1 Stratégie pure 
Une stratégie pure du joueur   est une action ou un plan d'actions qui  prescri t 
une action de ce joueur pour chaque fois qu' i l  est susceptible de jouer. On 
note par    l 'ensemble des stratégies pures du joueur   et  par    une stratégie 
pure de ce joueur.  
 
3.4.2 Stratégie mixte 
La notion de stratégie pure est étendue à cel le de stratégie mixte qui est déf i-
nie comme une distribution de probabi l ité  sur l ’ensemble des stratégies pures.  
Dans le cadre du poker une stratégie est  déterminée par un triplet  [ f,  c,  r  ] 
de probabi l ités pour chaque état du jeu ou f,c et r sont respec tivement les 
probabi l ités de FOLD ,  CALL  ou RAISE .  
 
3.4.3 Stratégies dominantes 
On parle de stratégie dominante  quand pour un joueur une stratégie apparait 
meilleure qu’une autre et ce quel le que soit  la stratégie de l ’adversa ire .  
En d’autres mots, dans un jeu à information parfai te, pour deux stratégies A 
et B possible pour un joueur, B domine A si le gain associé à  B est supérieur 
ou égal  à celui associé à A pour toute stratégie de l ’adversaire.  Si le ga in est 
supérieur ou égale on parle de stratégie faiblement dominante,  s’ i l  est str ic-
tement supérieur on dit que la stratégie est strictement dominante.  
Dans un jeu en forme stratégique, on dit qu’une stratégie      ∈     est domi-
nante pour le joueur   si ,  quel  que soit    ∈     et    ≠    ,  les inégali tés :  
  ( 
 




sont satisfai tes pour tout      ∈      .  
Si dans un jeu donné  tous les joueurs disposent d’une stratégie dominante et  
qu’i ls choisissent effectivement cette stratégie, le résultat du jeu est appelé 
équil ibre  en stratégies dominantes.  
 
 
3.4.4 Meilleure réponse 
Une ou plusieurs stratégies sont qualifiées de meil leures réponses quand elles 
maximisent la fonction d’uti l i té d’un joueur donné  par rapport aux stratégies 
de ses adversaires.  
Une stratégie      est une meil leure réponse du joueur   à un profi l  de straté-
gies     ∈      de l ’autre joueur si  :  
  ( 
 
     )    (       ) 
pour tout   .  
 
 
3.4.5 Équilibre de Nash 
Le concept d’équil ibre de Nash ( John Nash, 1950) décrit un équil ibre dans un 
jeu non coopératif ou aucun joueur ne peut modifier seul sa stratégie sans 
affaiblir sa position.  
Un profil  de stratégies   ∈    est un équi l ibre de Nash si      est une mei l leure 
réponse à     pour tout  .  Autrement dit,    est un équil ibre de Nash si  :  
  ( 
 
     )    (       ) 








Abrévié ε-Nash un epsilon-équi l ibre est obtenu en appl iquant des abstractions 
simplificatr ices au jeu. «  ε  » représente le  montant maximal qu’un joueur peut 
gagner en déviant de sa stratégie.  
 
 Jeu d’exploitation  3.5
Le jeu d’exploitation ou «  exploitative play  » en anglais est une technique qui 
consiste à ti rer avantage de toutes les informat ions disponibles,  en ce compris  
les faiblesses de l ’adversa ire , af in de maximiser l ’espérance mathématique.  
Cela nécessi te l ’élaboration d’un modèle de l ’adversa ire afin de «  prévoir » ses 
futures actions.  
Les stratégies d’exploitation peuvent être statique ou «  adaptive ».  
Ces stratégies dévient, par essence, d’un équil ibre de Nash et sont donc el les-






 Analyse du poker 3.6
Comme nous l ’avons déjà dit,  le poker possède une série de caractérist iques 
qui en font un sujet d’étude très intéressant pour les chercheurs de diff é-
rentes disciplines.  Certaines des propriétés marquantes du jeu  sont décri tes 
ci-dessous.  
Les cartes privatives des adversaires étant par définition inconnues du joueur 
le jeu est dit à information imparfaite .  L’incertitude générée par cette cara c-
téristique induit la nécessi té de recourir à la tromperie mais également  à  
s’adapter à la tromperie de l ’adversaire. Deux types de tromperie sont à con-
sidérer :  
o Le bluff ,  qui se produit lorsqu’un joueur pensant avoir une mauvaise 
main cherche à faire croire aux autres joueurs que la main est 
bonne.  
o La neutral isation, qui  se produit lorsqu’un joueur pensant avoir une 
bonne main cherche à faire croire aux autres joueurs que la  main est 
mauvaise.  
Cette caractéristique avantage le joueur variant son sty le  de jeu par 
l ’uti l isation de stratégies mixtes.  
La distribution aléatoire des cartes à différentes étapes du jeu introduit un 
aspect stochastique des profits .  Cette variance importante dans les résultats 
rend l ’évaluat ion des performances diff ici le.  La gestion du risque  par 
l ’analyse des stratégies et  de  leurs conséquences est dès lors complexe  mais 
primordia le .  
Au poker, un joueur peut remporter la partie si  tous les autres joueurs FOLD ,  
avec pour conséquence qu’aucune information sur les cartes fermées des 
joueurs n’est alors disponible .  Les états cachés sont donc partiellement 
observables ,  ce qui rend l ’é laborat ion d’un modèle de l’adversaire  et son 
exploitat ion beaucoup plus compliquée.  
 
Le nombre de joueur varie de 2 à 10 ce qui classe le poker aussi  bien dans  la  




sont, malgré l ’absence de coalition au poker  ( jeu non-coopératif) ,  nettement 
plus complexe.  
Les jeux rassemblant ces caractéristiques sont parmi les problèmes les plus 
compliqués en informatique théorique.  
La variante du poker à  laquelle nous al lons nous intéresser est le  Texas 
Hold’em heads up l imit qui appartient à la famille des jeux à deux joueurs à 
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 Estimateurs de performances 4.1
4.1.1 Small bets per hand (sb/h)  
Il s’agi t du nombre de « small bets » en l imit ou « big blinds » en no l imit ga-
gner ou perdu divisés par le nombre tota l de manches jouées.  Dans la pra-
tique on uti l ise souvent le  mill ième de «  small bets ».  
4.1.2 Exploitabilité ε  
ε  peut être est imé en calculant la «  meil leure réponse » à la stratégie d’un 
agent. En pratique, pour une stratégie statique connue, on définit à chaque 
état du jeu, l ’act ion qui maximise l ’espérance.  Par état du jeu on entend ici les 
états distinguables.  
4.1.3 « Annual Computer Poker Competition » (ACPC) 
L’ACPC est la compétition de référence du domaine. Elle permet donc 








Nous abordons ici  des algorithmes de base qui permettront une meil leure 
compréhension de notions qui  seront énoncées par la suite.  
 
4.2.1 Minimax 
L'algorithme minimax est un algorithme qui s'applique aux jeux à deux 
joueurs à somme nulle et à information complète  (ex. les échecs) .  
Cet algori thme passe en revue toutes les possibil ités pour un nombre l imité  
de coups et leur assigne une valeur qui prend en compte les bénéfices pour le 
joueur et pour son opposant. Le mei l leur choix est alors celui  qui minimise 
les pertes du joueur  (pire des cas) tout en supposant que  l 'opposant cherche 
au contra ire à les  maximiser.  
 
Principe :  
L’arbre de jeu est visi té afin de faire remonter à la racine une valeur. Cette 
valeur est appelée «  valeur de jeu » et est  calculé récursivement de la manière 
suivante  :  
Soit p  un nœud de l 'arbre de jeu et f  est une fonction d'évaluat ion de la pos i-
tion du jeu. Alors :  
       ( )    ( ) si  p  est une feuil le  de l ’arbre  
       ( )     (       (  )          (  )) si  p  est un nœud Joueur 
avec fi ls    ,  …,    
       ( )     (       (  )          (  )) si  p  est un nœud Opposant 
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Figure  4  :  Appl icat ion de  Minimax  sur un arbre de j eu  
 
4.2.2 Negamax 
Negamax n’est pas à proprement parler un nouvel algori thme, i l  s’agit en ré a-
l i té d’une implémentation différente de minimax.  
Partant du principe que     (   )         (     ),  on peut,  plutôt que 
d’implémenter deux sous -routines différentes (MAX et MIN) ,  n’uti l iser que 
MAX et uti l iser les valeurs opposées (négatives) aux valeurs qui devraient être 
passées à MIN.  
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4.2.3 Élagage alpha-bêta 
L’é lagage alpha-bêta (Alpha–beta pruning en angla is) est une technique 
d’optimisation applicable à minimax.  
Dans l ’explorat ion minimax, le nombre d’états à examiner dépend expone n-
tiel lement de la profondeur de l ’arbre. La technique d’é lagage alpha-bêta  
permet de calculer la décision minimax appropriée sans examiner tous les 
nœuds de l ’arbre de jeu.  
 
Principe :  
Considérons un nœud n  de l ’arbre (figure x) te l que le joueur a  le choix de se 
déplacer  jusqu’à ce nœud. Si le joueur dispose d’un mei l leur choix m  au ni-
veau du nœud parent, voire plus haut,  alors n  ne sera jamais atteint dans le  







Figure  6  :  Représentat ion d’un élag age  alpha-bêta  
 
L’élagage a lpha -bêta t ire son nom des deux bornes qui sont remontées le  long 
du chemin :  
o α :  la valeur du mei l leur choix provisoire pour MAX  
o β  :  la valeur du meil leur choix provisoire pour MIN  
L’exploration met à jour les valeurs de α et de β à  mesure qu’el le progresse et 




L’efficacité de cette technique est sensiblement dépendante de l ’ordre dans 
lequel les états sont examinés. Elle peut résoudre un arbre à peu près deux 
fois plus profondément que minimax pendant la  même durée.  
 
4.2.4 Simplex 
L'algorithme du s implexe est un algorithme de résolution des problèmes d'o p-
timisation l inéaire.  
Le nom de l 'a lgorithme est dérivé de la notion de simplexe mais en réal ité,  
l 'a lgorithme n'uti l ise pas de simplexes, mais certaines interprétations de l 'e n-
semble admissible du problème renvoient au concept de simplexe.  
 
Principe :  
Si un problème de programmation l inéaire en forme standard possède une 
solution optimale, alors i l  existe une solution de base admissible qui  soit  o p-
timale . La méthode du simplexe consiste à  passer d’u ne solution de base ad-
missible à  l ’autre, en réduisant le coût.  
Le problème en forme standard  s’écrit  :  
(  ) {
     
  
    
    
 
Avec :  
o  ∈      une matrice réelle  de type     et  ∈   .  
o l ignes de A  l inéairement indépendantes  
o l 'ensemble admissible  se note    { ∈  
          } 
 
L’algorithme part d’une solution de base admissible et recherche une solution 
de base admissible voisine qui  amél iore l ’object if.  Une fois qu’i l  n’en trouve 
plus on est en présence d’un minimum local ,  hors en programmation l inéaire 







Nous avons vu que la complexité du poker (Texas Hold’em limit Heads -up) 
était  d’un peu moins que O(10 1 8) .  Celle -ci est  bien trop importante pour pou-
voir appliquer les techniques de calcul classiques. Les différentes formes 
d’abstract ions que nous al lons énoncer ic i ont toutes pour but de diminuer la 
complexité du jeu ,  certaines provoquent des pertes d’informations et d’autres 
au contra ire sont transpa rentes.  
 
 
Figure  7  :  Sché ma d’ut i l i sat ion des  abstract ions ( t iré  de *)  
 
4.3.1 Sans perte 
Comme nous l ’avons vu précédemment les différentes combinaisons de cartes 
privatives pour le joueur 1 sont au nombre de 1326 mais certaines ne prése n-
tent entre el les que des différences non stratégiques dans la phase pré flop.  
On peut donc réaliser une série d’abstractions te ls que  :  







[Ah ,  Ks] = [Ad ,  Ks ] = [Ac ,  Ks] = [Ad ,  Kc ]  = [Ah ,  Kc ] = [Ad ,  Kh ]  = [As ,  Kh] = 
[As ,  Kd ] = [As ,  Kc ] = [Ac ,  Kd ] = [Ac ,  Kh ] = [Ah ,  Kd]  
 AK 
 
[Ah ,  Kh] = [Ad ,  Kd]  = [Ac ,  Kc ]  = [As,  Ks ]  
 AKs 
Avec l ’étiquette "s" pour suited (assorti ) .  
Si l ’on applique ces abstractions on passe de 1326 à 169 co mbinaisons de 
cartes privatives, soit  un rapport de quasi 8.  
Ce type d’abstract ions n’est malheureusement pas suffisant pour atte indre une 
tai l le qui permettra it de résoudre le jeu, el le a également pour désavantage de 
ne convenir qu’à  une phase.  En effet,  l ’exemple c i -dessus fonctionne très bien 
pré flop, mais lors de la transition vers le flop les information concernant 
l ’enseigne sont nécessaires.  
 
4.3.2 Avec pertes 
Afin de réduire encore la complexité , on uti l ise des techniques qui vont affe c-
ter l ’ intégri té stratégique du jeu et qui ne garantissent donc plus une solution 
optimale,  on dit qu’el les sont pseudo -optimal.  
1. Bucketing 
Le bucketing est une technique qui  consiste à répartir  des combinaisons,  par-
tageant des similari tés stratégiques,  dans des classes d’équivalence.  
Expectation-based abstraction 
Cette méthode, classe les combinaisons selon leur probabil ité  de gagner à  
l ’abattage appelé E[HS] (Expected Hand Strength) .  
 





On modélise alors le jeu en uti l isant les c lasses plutôt que les cartes.  
Le même travail  est  réalisé pour les di fférentes phases du jeu,  et i l  faut alors 
déterminer les probabil i tés de transit ions entre les classes de ces phases.  
 
Potential-aware automated abstraction  
Cette méthode, développée par Gilpin et al . 8 ,  uti l ise une approche multid i-
mensionnelle pour la distr ibution des  combinaisons dans les différentes 
classes.  
Le bucketing commence par la  première phase  :  pré flop.  Le nombre de 
classes pour chaque phase est déterminé à l ’avance. Afin de capturer le poten-
tiel d’une combinaison i l  faut préalablement réal iser un premier b ucketing des 
phases suivantes. On travail le de bas en haut en commençant donc par la r i -
ver qui possède la particularité d’être exclusivement terminal,  le potentie l n’a  
donc plus d’ importance et seul la force réel de la combinaison compte. On 
uti l ise l ’a lgori thme des k-moyennes (k-means clustering ) af in de répart ir les 
combinaisons dans les classes. Ensuite , pour chaque combinaison de la turn, 
on calcule la probabi l ité d’évoluer vers chaque classe de la river. Dotées de 
leurs nouvelles caractéristiques les combinaisons de la turn sont el le - même 
réparties dans des classes via l ’a lgorithme des k-moyennes. On recommence 
ce processus jusqu’à obtenir les classes pré f lop. Pour les autres phases on 
recommence toute la  procédure à la différence qu’on ne considère q ue les 
combinaisons d’une c lasse de la phase précédente. Par exemple, pour le f lop 
on commencera par appliquer la procédure  seulement aux combinaisons con-
tenue dans la première classe,  ensuite de la  seconde,  etc.  
 
2.  Mémoire imparfaite 2 2  
A priori i l  nous parait normal qu’un agent impliqué dans un jeu mémorise 
parfaitement toutes ses observations afin de prendre les meil leures décision s. 
Faire abstract ion d’une partie plus ou moins grande de ces informations fa is 
même disparaître la garantie que la  solution soit optimale.  
Néanmoins relâcher cette contrainte dans le cas de jeux présentant une très 




plus de ressources au calcul de la phase en cour s au détriment des précé-
dentes.  
 
3.  Limite des enchères  
La l imite des enchères (Betting round reduction ) consiste à l imiter le nombre 
d’actions possibles. Le règlement de l ’ACPC prévoit un maximum de 3 
BET/RAISE  dans la  phase pré flop .  
 
4.  Élimination de phase 
Une solution plus radicale consiste à él iminer des phases entières du jeu. Par 
exemple, un jeu qui se terminerait à la turn ou un jeu qui ne permettrait des 







4.4.1 Base de connaissance 
Les techniques uti l isant une base de connaissance nécessi tent l ’aide d’un e x-
pert dans le domaine envisagé.  
1. Base de règles  
Une base de règle,  en angla is rule -base, est  une col lection de règles de types 
si/alors (voir figure ci -dessous) pour différents scénarios susceptible s de se 
produire.  
C’est sans aucun doute la manière la plus naturel le d’aborder le  problème et 
c’est  d’ai l leurs celle qui a souvent été uti l isé e dans les premiers agents. Ma l-
heureusement étant donné la complexité du jeu,  cette technique s’est rapide-
ment avérée beaucoup trop lourde et incapable de produire des agents de 
haute performance.  
 
 
Action preflopAction(Hand hand, GameState state){ 
 if( state.betsToCall > 2 && 
     state.opponentsInHand > 1 && 
     state.relativePosition > 0.8 && 
     hand.AAo){ 
       return getAction(new Triple(0.0, 0.05, 0.95)); 
 } else if... 
} 
 
Figure  8  :  Ex e mple de code d’un progra mme rule -based  
 
 
2.  Base de formules  
Une base de formules, en anglais formula  base, est une forme général isée de 
la base de règles . Le système accepte en entré une collection de données,  




concernant l ’état du jeu. Il  s’agit dans le cas qui nous intéresse des représen-
tations numériques (voir structure du jeu)  de la force des combinaisons 
(mains) et de la cote du pot.  
o Immediate hand strength (IHS)  
o Hand potential  
o Effective hand strength (EHS)  
o Pot odds 
Ces informations sont alors prises en compte,  et une action po ur l ’état en 
cours est passée en sortie.  
 
4.4.2 Simulation 
Une autre approche du problème  est de simuler dynamiquement le jeu afin de 
faire ressortir les mei l leures stratégies.  
L’une des manières de procéder, consiste à parcourir exhaustivement l ’arbre 
de jeu, quand une feuil le est atteinte on applique une fonction d’uti l ité et on 
remonte la valeur obtenue au nœud intermédiaire .  C’est le cas pour 
l ’algori thme minimax avec élagage alpha -beta uti l isé avec succès dans les jeux 
à information parfa ite.  
Son application aux jeux à information imparfai te est  par contre problém a-
tique, en effet le  manque d’information empêche de connaitre l ’état exact 
dans lequel on se trouve.  
Une méthode convient bien à la modélisation de problèmes complexes co m-
portant une part d’incerti tude, la méthode de Monte Carlo. I l  s ’agit en réal ité 
d’un ensemble de méthodes qui ont en commun d’estimer une valeur num é-
rique en uti l isant des techniques probabil istes.  Plus concrètement, en simu-
lant aléatoirement les évènements probables un grand nombr e de fois,  on fi-
nit par converger vers des valeurs représentat ives de la valeur réel reche r-
chées (par exemple la  valeur de π, une surface, un volume, …).  
L’une des techniques appl iquant cette méthode est appelée MCTS ( Monte 
Carlo tree search), celle-ci donne d’excellents résultats notamment au back-





1. Monte-Carlo Tree Search (MCTS)  
 
MCTS est donc une technique de simulat ion ayant pour objectif la  recherche 
de décisions optimales. Elle combine la simulation aléatoire et  les arbres de 
recherches.  
MCTS est un algorithme de recherche de type best -f irst c’est -à-dire que l ’on 
cherche à identif ier le  nœud le  plus prometteur,  via une fonction 
d’évaluation, pour le parcourir en priorité .  
 
Principe 
Dans son application au poker, la méthode consiste à al éatoirement détermi-
ner les valeurs des nœuds de décisions (enchères) et des nœuds de chance 
(donnes) de l ’arbre de jeu jusqu’à atte indre une feui l le  ou le paiement est dé-
terminé. En répétant l ’opérat ion un grand nombre de fois,  on peut converger 
vers une bonne évaluation de l ’espérance dans les nœuds intermédiaires sans 
avoir à parcourir l ’entièreté de l ’arbre.  
 







Un arbre de recherche se compose donc de  :  
o Feuil les  (paiements)  
o Nœuds de décision  (enchères)  
o Nœuds de chance (donnes)  
o Nœuds de l ’adversa ire (enchères)  
 
Il est construit nœud par nœud selon les résultats des évènements simulés du 
jeu. Chaque nœud doit contenir deux informations importantes :   
o Une valeur est imée (espérance estimée) basée sur les résultats de la 
simulat ion 
o Le nombre de fois ou le nœud a été visité  (un compteur)  
 
Le processus se divise en 4 étapes, i l  est répété jusqu’à la fin du temps de ca l -
cul défini :  
1. Sélection 
On démarre depuis le nœud racine R, récursivement on sélectionne un fi ls  
optimal (fonction de la stratégie de sélect ion) jusqu’à ce qu’une feuil le L soit 
atteinte (cette feuil le n’est pas nécessairement une feui l le de l ’arbre de jeu).  
2. Expansion 
Une ou plusieurs feuil les sont ajoutée s à l ’arbre comme fi ls de la feui l le a t-
teinte à l ’étape précédente (si  ce l le -ci n’était pas une feuil le de l ’arbre de jeu).  
3. Simulation 
Une simulation de jeu est effectuée à partir de la feuil le ajoutée jusqu’à la fin. 
La valeur obtenue (de la feuil le  de l ’arbre de jeu) est enregistrée. Une évalu a-
tion heuristique n’est  pas nécessaire puisque chaque jeu est entièrement sim u-
lé.  




L’estimation de l ’espérance (expected value) ainsi que le compteur sont mis à 
jour dans tous les nœuds du chemin exp loré (fonction de la s tratégie de rétro 
propagation).  
Après un nombre d’i térations de ce processus (dépendant du temps de calcul  
défini),  une stratégie de sélect ion d’action est responsable de choisir  la bonne 
action en fonction de l ’espérance et de la  val eur du compteur de chaque f i ls 
de la racine.  
 
Figure  10  :  Étapes du processus  d’un MCTS  ( t i ré  de 4 )  
 
Stratégie de sélection 
Les performances de cette technique sont très sensiblement l iées à la stratégie 
de sé lection uti l isée. Il  exis te différentes stratégies  comme :  
o La sélect ion aléatoire  qui  maximise le  nombre de visites ,  
o la recherche du meil leur compromis exploration/exploitation  (dérivé 
du problème dit du bandit  manchot ),  
o maximiser la probabi l ité de choisir la meil leure al ternative  après un 
nombre fini d’i térations (Algorithmes «  selecting-the-best ») .  
 
 
4.4.3 Approximations de stratégies optimales  
Les principes de la théorie des jeux dont nous avons parlé précédemment,  




Néanmoins la recherche de solutions optimales s’avère très rapidement ardue 
à mesure que la complexité augmente .  
 
1. Optimisation linéaire  
Les premières démarches dans ce sens éta ient réalisées en plusieurs phases  :  
1. Diminuer la complexité par l ’uti l isation de plusieurs mo dèles (généra-
lement un pré flop et un post flop) dans lesquels on a recours à diff é-
rentes abstract ions avec et sans pertes d’informations .  
2. Util iser la représentation en «  sequence form 1 1  » afin d’assurer la con-
version en un problème d’optimisation.  
3. Appliquer un algorithme de résolution des problèmes d'optimisation l i -
néaire  comme le simplexe ou les points intérieurs .  
4. Un équi l ibre ainsi obtenu pour le jeu abstrait est uti l isé dans le jeu or i-
ginal ou i l  représente un ε-Nash.  
 
Le problème est que cette approche nécessite une mémoire l inéairement dé-
pendante de la tai l le de l ’arbre de jeu ,  ce qui ne permet pas de trai ter les 4 
phases (pré flop, flop, turn, river)  en un modèle . Or, le fait de scinder le jeu 
orig inal  annule la  garantie de trouver un équil ibre de Nash.  
 
2.  Algorithmes itératifs  
 
Fictitious play  
La méthode « Ficti tious play  » se base sur l ’ idée très simple que si deux 
joueurs s’affrontent un grand nombre de fois,  leur stratégie va s’adapter et 
s’améliorer au fur et à mesure  de leurs confrontations.  
L’algorithme peut être décomposé en 3 phases :  
1. Chaque agent se voit  attribuer de manière arbitraire une stratégie (un 
triplet   [f,  c,  r ]  de probabil i tés pour chaque état du jeu ). Les agents 




2. Une phase d’entrainement composée de si tuat ions choisies aléatoir e-
ment est accomplie. Les agents peuvent, en connaissance de la stratégie 
adverse,  choisir  la meil leure act ion dans une si tuation donnée.  
3. Les agents mettent à jours leur stratégie de base avec les nouvelles i n-
formations.  
Le nombre d’itérat ions augmentant les stratégies doivent converger vers un 
équil ibre de Nash.  
 
Range of Skill  
L’algorithme de « Range of Skil l 7  » consiste à créer une séquence d’agents  
dans laquelle  chaque agent est capable de battre l ’agent qui le précède dans la 
séquence d’au moins ε .  Quand un nouvel  agent ne parvient plus à  atteindre 
cet objectif on a atte int un ε-Nash.  
Pour améliorer la stratégie, cet algori thme fait  appel à un autre algori thme 
appelé «  generalised best response  » qui calcule la meil leure réponse à un e n-
semble restreint de stratégies.  
 
Excessive gap technique  
L’EGP est un algorithme « anytime » (qui  donne une solution valide à tout 
moment du processus) et qui ne requiert  que  O(1/ε) itérations pour appro-
cher un ε-Nash. Il  ut i l ise la représentation «  sequence form » et  uti l ise direc-
tement la représentation en point-sel le d’un équil ibre de  Nash dont l ’équation 
est  :  
   
 
   
 
         
 
   
 
      
Avec :  
o   la matrice de paiement du joueur 1  
o   la stratégie du joueur 1  





Cette technique a été la première à résoudre un modèle abstra it portant sur 
l ’ensemble du jeu.  
 
Counterfactual regret minimisation  
L’algorithme CFR 2 3  est le nec plus ultra en matière d’a lgorithme pour la co n-
ception d’agents ε-Nash .  C’est la technique uti l isée par les vainqueurs de la 
catégorie « Bankroll  Instant Run-Off » depuis plusieurs années.  
L’avantage de cet algori thme est qu’i l  ne nécessi te pas de stocker l ’arbre de 
jeu en mémoire mais seulement de le traverser.  I l   ne requiert  donc pas une 
mémoire propo rt ionnelle au nombre d’états possibles du jeu mais seulement 
au nombre d’ensembles d’informations du jeu. Les ensembles d’informations 
qui représentent les informations visibles par un joueur sont stockés dans des 
arbres séparés  (un par joueur) .  
Le CFR est un algorithme i tératif qui minimise le regret c’est -à-dire la diffé-
rence entre l ’uti l i té de l ’act ion choisie et l ’uti l ité  de la meil leure action. Si le 
maximum d’uti l i té est offert  par l ’action    ,  le regret d’un joueur choisissant 
l ’action   vaut :  
 (  )   ( ) 
Le terme « Counterfactual  » signifie  que le  calcul du regret est pondéré par la  
probabi l ité  pour le  joueur d’atteindre l ’ensemble d’informations pour lequel 
le regret est ca lculé.  
L’algorithme commence par assigner arbitra irement des stratégies  aux 
joueurs. Ensuite, des jeux en information parfai te sont répétés entre les 
joueurs. Leurs stratégies respectives sont modifiées à  la  fin de chaque jeu afin 
de minimiser le regret.  À mesure que le nombre de jeux augmente , les straté-
gies évoluent vers un  équil ibre de Nash.  






4.4.4 Contre-stratégies d’exploitation  
Les agents qui tentent d’exploiter les faibl esses de leur adversaire, s ’éloigne 
par définition d’un équil ibre de Nash et sont donc également exploitable.  
Ce type d’agents construit  en général un modèle de l ’adversaire afin de 
l ’évaluer et de l ’exploiter .  
1. Imperfect information game tree search  
Un algorithme comme minimax (ou plutôt expectimax son équivalent adapté 
aux jeux avec intervention du hasard)  peut, grâce à l ’apport d’un modèle de 
l ’adversa ire , combler les informations manquantes afin d’estimer l ’espérance.  
Deux algorithmes ont, sur cette i dée, été développé par l ’universi té d’Alberta.  
Miximax  
L’algorithme choisi t par défaut l ’act ion qui maximise l ’espérance.  
Miximix 
L’algorithme choisit un compromis entre exploration et exploitation ce qui 
réduit également sa prédictibil i té.  
 
 
4.4.5 Contre-stratégies optimales  
1. Frequentist best response  
Cette technique calcule une meil leure réponse pour un adversaire donné . Ce 
calcule est  réa lisé offl ine, c’est -à-dire qu’el le n’est pas réal isée pendant le 
cours du jeu mais par exemple sur des fichiers . log.  Cette technique est sta-
tique et ne convient que pour un adversaire bien déterminé. El le expose fo r-
tement l ’agent à une exploitat ion.  
Des techniques basées sur le même principe  comme « Restricted Nash Res-
ponse » ou « Data biased response  » visent à diminuer l ’exp loi tabil ité de 







4.4.6 Raisonnement à partir de cas  
Le raisonnement à partir de cas (RàPC) consiste à retrouver dans une base de 
connaissances des cas analogues au problème en quest ion ce qui ressemble 
assez fort au comportement humain. La base de connaissance est maintenue 
avec les couples problème/solution préalablement rencontrés.  
L’applicat ion du RàPC au poker  consiste à enregistrer des cas décrivant des 
manches jouées avec leur solution et le paiement l ié .  Les solutions de ces cas 
sont ensuite réuti l isées pour aider à de futures décisions.  La méthode des k 
plus proches voisins est  ut i l isée pour retrouver les cas les plus proches.  
 
4.4.7 Apprentissage supervisé 
1. Réseau de neurones 
Parmi les différentes techniques d’apprentissage supervisé, les réseaux de 
neurones est sans doute celle qui le plus souvent été uti l isé dans le domaine 
du poker, notamment afin de modéliser l ’adversaire 6 .  
D’excellentes performances ont été réalisées par des agents uti l isant cette 
technique qui est souvent préférées aux autres quand la complexité est très 
importante  comme en ful l  ring (10 joueurs) .  
 
4.4.8 Réseau bayésien 
Un réseau bayésien est un modèle probabil iste sous la forme d'un graphe 
orienté acyclique dont les nœuds représentent des variables aléatoires . Chaque 
nœud dans le réseau est associé à une table de probabil ités conditionnel les 
qui permet le calculer la valeur des probabil ités en se basant sur la valeur des 
nœuds paren t .  Un diagramme d' influence  peut être associé au réseau bayésien 






5 LA COMPÉTITION 
 
Afin de dynamiser les recherches sur l ’ IA appl iquée au poker,  l ’associat ion 
América ine d’Intell igence Artificie l le (AAAI) à décider d’organiser depuis 
2006 une compétition de « Computer Poker » se déroulant dans le cadre de 
leur conférence annuelle.  
Cette année la  conférence se déroule à Bellevue (Seattle) Washington ,  USA, 
du 14 au 18 juil let,  2013  
La compétit ion est organisée avec la  variante Texas -Holdem limit et no-limit 
du Poker. Le règlement prévoit deux configurations ;  Heads -up (deux joueurs) 
et 3 joueurs.  Au total  i l  existe 3 catégories :  
o Heads-Up limit  
o Heads-Up no-l imit  
o 3 joueurs l imit  
 
Nous al lons maintenant passer en revue les informations les plus importantes 
concernant la compétition. Un document exhaustif  (ACPC2013_1-1.pdf) se 
trouve sur le cd-rom accompagnant ce mémoire. Une partie des informations 
sont également disponibles sur le si te de la  compétition.  
L’objectif  étant de partic iper à la catégorie Heads -Up limit nous nous l imite-












Variante  :  Texas Hold 'em 
Forme :  Fixed l imi t  
Type :  Heads-up (2 joueurs)  
Mode :  Cash game  
Format  :  Sér ie  de  doubles matches  
Matches par  série  :  40 doubles matches  
Manches par match  :  3000 
Tapis :  Inf ini  
Tai lle  des mises  :  10/20  
Tai lle  des blinds  :  5/10  
Structure des  blinds  :  Inverse  
Actions i l légales  :  Interpré tées comme un CALL   
Vainqueur  :  Bankro ll  Ins tant  Run-Off & Total  Bankrol l  





La sb  vaut 5 et la  bb  10.  
Il  existe une particularité  dans les part ies de Heads-up, à savoir que la sb ,  qui  
est  le dealer , parle en premier pré flop et en dernier lors des autres phases.  
 
Mises 
Dans les phases pré flop et flop la mise est  de 10  (SB) ,  el le est  de 20 (BB)  
pour la  turn et la river.  
Le nombre de mises (BET  et RAISE ) est l imité à 3 durant la phase pré flop et 






La tai l le des mises et  des blinds est fixe (au contraire des tournois).  Le tapis 
des joueurs est supérieur au montant maximum que l ’on peut miser sur 
l ’ensemble d’une manche (jamais nul) et i l  est réinitial isé au début de chaque 
manche.  
 
2.  Détermination du vainqueur  
Chaque catégorie possède deux classements et donc deux vainqueurs.  
Le premier c lassement (Total  Bankroll ) attribue la victoire à  l ’agent qui aura 
pris le plus de jetons à  l ’ensemble de ces adversaires. Ce classeme nt vise à  
récompenser les agents  qui maximisent l ’exploitation de leurs adversaires.  
Le second classement (Bankroll Instant Run-Off)  attribue la victoire à  l ’agent 
qui aura survécu à un mécanisme éliminant à chaque cycle le joueur ayant g a-
gné le moins de jetons face à l ’ensemble de ces adversaires .  Ce classement 
vise à récompenser les agents capables de battre les mei l leures  adversaires.  
Un échantil lon de mains destiné à réduire la variance est uti l isé pour départ a-
ger les robots. Chaque robot a 7 secondes p our donner sa décision.  
Avec deux vainqueurs par catégorie, i l  existe donc six divisions et chaque 
équipe peut inscrire un programme par division.  
 
3.  Limite de perte  
Afin d’éviter qu’un agent de niveau très faible ne soit trop déterminant dans 
les résultats,  la perte maximale est l imitée à 750 mill i -big blinds par manche. 
Cette l imite représente la perte qu’un agent subirait  en choisissant l ’action 
FOLD  tout le  temps.  
 
4.  Chumps 
Le niveau de la compétition augmentant chaque année, i l  devient de plus en 
plus diffici le d’exploiter les faiblesses des adversaires.  Les agents basés sur 




tent donc un intérêt moindre. Afin d’endiguer ce phénomène  dans la catégorie 
Total Bankroll ,  des agents intentionnellement faibles appelés «  chumps » sont 
introduit dans la compétition.  
 
5.  Double matche 
Afin de minimiser l ’effet de la variance chaque match d’une série est rejoué 
en inversant les cartes privatives des joueurs et  ce pour toutes les manches.  
Un match compte 3000 manches et i l  y a 40 doubles matches par série.  
Une série (240.000 manches) permet, en général ,  de départager avec certi tude 
deux agents.  
 
 




Les agents part icipant à la  compétition tournent sur des instances Am azon 
EC2 avec un espace disque de 100 GB.  
Ci-dessous les caractéristiques de la meil leure machine virtuelle disponible.  
Type :  M1 Large Instance  
Mémoire  :  7.5 GiB  
Unité de calcul  :  2 vir tual  core wi th 4  EC2 Compute Uni t  
Stockage :  100 GB 
Plateforme  :  64-b it  
Système d’explo itat ion  :  Linux 
ht tp: / /aws.amazon.com/ec2/ ins tance -types/   
Tableau 6  :  Config urat ion matér iel l e  
 
 
2.  Software 
Afin de permettre aux concurrents de tester localement leur programme, l e  
code du serveur de jeu ainsi que le protocole de communication est disp o-





Les participants ont accès à leur machines (via SSH), au minimum une s e-
maine avant la soumission finale .  
Tous les fichiers nécessaires à la bonne marche du programme doivent être 
rassemblés dans un dossier sur la machine virtuel le de test .  Ce dossier sera 
ensuite déplacé par les organisateurs vers la machine définitive.  
Pour vérifier s’ i l  tourne correctement et q u’i l  atteint le  minimum de perfo r-
mance requis, le programme doit préalablement être validé pour pouvoir co n-
courir.  Cette étape est réalisée via un script disponible sur la machine de test.  
 
3.  Déroulement de la compétition 
La compétition est automatisée.  
Les programmes ne sont pas autorisés à se connecter à Internet.  
A la moit ié d’un double match, les machines sont remises à zéro et le pr o-
gramme réinstal lé.  
Le programme a au maximum 10 minutes pour démarrer.  
Le serveur de jeu se connecte aux deux clients ou so nt instal lés les pro-
grammes des agents.  
Le temps total maximum qu’un agent a à sa disposit ion pour un match est de 
7 secondes par manche. Donc pour un match de 3000 manches, l ’agent di s-
pose au total de 21.000 secondes . Le temps maximum pour une action est de 
600 secondes.  
Un dépassement du temps maximum entra ine la  disqualificat ion de la  comp é-
tition.  
 
Génération des cartes  
Les graines a léatoires (random seeds)  qui seront ut i l isées pour l ' ini tial isation 







Les partic ipants de la  compétit ion ont accès, pendant les douze mois qui su i-
vent celle -ci ,  au benchmark server. Ce serveur donne l ’opportunité de jouer 
des matches contre tous les agents engagés dans la catégorie du par ticipant.  





6 LE CONCEPT 
 Objectif 6.1
L’objectif de la part ie «  pratique » de ce mémoire est double  :  d'une part ,  
concevoir un bot possédant le  niveau minimum requis pour participer à 
l ’ACPC 2013. D’autre part,  uti l iser une technique innovante pour le domaine 
et ainsi  partic iper quelque peu aux recherches.  
6.1.1 Problème 
Pour atteindre les performances minimum requises et  pourquoi pas tenter 
d’être compétit if  face aux autres agents, i l  faut être capable de s’approcher au 
mieux d’un équi l ibre de Nash (ε faible) .  Hors les solutions les plus perfo r-
mantes, comme la «  Counterfactual Regret Minimization  » peuvent être com-
plexe à mettre en œuvre et nécessi te des ressources importantes.  La partie 
simulat ion de l ’ implémentation de Slumbot 9  (vainqueur de l ’ACPC 2012 
Heads-Up limit) représente 2880 heures soit 120 jours de calcul sur un cluster 
de 9 machines grand publ iques.  
L’uti l isation d’une tel le solution n’est donc pas envisageable ,  qui  plus est,  el le 
n’aurait  pas de caractère innovant.  
6.1.2 Solution 
Un élément prépondérant dans l ’orientat ion de mon choix est la  disponibil i té,  
sur le si te de l ’ACPC, des f ichiers . log  (voir annexe 1) de la compétition de-
puis 2009. Cela représente plusieurs centaines de mill ions de mains rien que 
pour la catégorie Heads-Up limit et donc une belle opportunité d’uti l iser une 
méthode d’apprentissage supervisé.  
Les réseaux de neurones ayant déjà été ut i l isés à plusieurs reprises, j ’a i  che r-
ché une autre méthode pour finalement m’intéresser aux modèles probab i -





 Modèles de Markov 6.2
Un modèle de Markov est un automate probabi l iste à états finis  qui se base 
sur la propriété de Markov pour laquelle les  états futurs, ne dépendent que de 
l 'état  présent . Cela implique que toute information nécessaire à  la prédiction 
parfaite  du système doit être contenue dans l 'état  actuel  du modèle.  
 
6.2.1 Les chaînes de Markov 
Dans une chaîne de Markov,  on fait  l ’hypothèse qu’ i l  y  a plusieurs évolutions 
possibles à partir de la situation présente ,  chacune d’el les ayant une cer ta ine 
probabi l ité  de se réal iser .   
On peut matérial iser cela par un graphe d’état doté d’une fonction de trans i-
t ion probabil iste.  
                         
                                [   ] 
 
6.2.2 Processus de décision markovien (MDP) 
Un modèle de décision Markovien ou MDP (Markov decision process) peut 
être vu comme une chaîne de Markov à laquelle on ajoute une composante 
décisionnelle  a insi que la notion de récompense .  
                         
                           
                                   [   ] 
                                  
On peut définir l ’objectif du système comme le choix d’une act ion, dans l ’état  







6.2.3 Modèles de Markov cachés (HMM) 
Un modèle de Markov caché  ou HMM (Hidden Markov model )  est une autre 
évolution possible des chaînes de Markov. Ce nouveau modèle est basé sur 
deux processus stochastiques interdépendant. L 'état du système n'est plus d i-
rectement observable , caché par un processus d'observation.  
                         
                                [   ] 
                                [   ] 
 
6.2.4 Processus de décision markovien partiellement o b-
servable (POMDP) 
Un Processus de décision markovien partie l lement observable  ou POMDP 
(Partia l ly Observable Markov Decision Process ) sont issus de la fusion des 
MDP et des HMM. Ils cumulent la notion d’observation et celle  d’action  en-
gendrant une double incertitude :  
o L'effet des actions que l 'on entreprend est incertain  (actions proba-
bil istes),   
o On ne dispose que d'observation pour connaitre l 'état  dans lequel 
on se trouve.   
 
6.2.5 Modèle de Maximum d'entropie (MaxEnt) 
Un modèle de Maximum d'entropie  ou MaxEnt (maximum entropy model ) est 
un classifieur probabi l iste l inéaire et discriminant.   
« Le principe d'entropie maximale vise à définir une contra inte pour chaque 
information observée et choisir la distribution  qui maximise l 'entropie  
(l ’ incertitude)  tout en restant consistante vis -à-vis de l 'ensemble de ces con-
traintes » 1 0 .  
Un MaxEnt est é laboré en trois étapes  :  




o Identifier les traits qui décrivent le phénomène aléatoire  
o Choisir le modèle qui maximise l ’entropie mais respecte les con-
traintes 
 
6.2.6 Modèles de Markov de maximum entropie  (MEMM) 
Un modèle de Markov de maximum entropie  ou MEMM (Maximum-entropy 
Markov model)  combine les caractéristiques des HMM et des MaxEnt.  Ce 
modèle 1 7  permet de représenter des observations comme des caractérist iques 
superposées et définis la  probabil ité conditionnelle  de séquences d’états étant 
donné les séquences d’observations.  
 
6.2.7 Champs aléatoires conditionnels  (CRF) 
Les champs aléatoires conditionnels ou CRF (Conditional Random Fields ) 
sont une méthode d’extraction d’informations présentée par Lafferty et al . 1 4  
en 2001 qui  souhaitait lever certa ines l imitations l iées aux HMM et aux 
MEMM. Les CRF sont notamment uti l isés dans  :  
o le traitement automatique du langage naturel ,  
o la vision par ordinateur ,  
o la bio-informatique.  
 
 « Un CRF est un cadre pour construire des modèles probabi l istes af in de 
segmenter et labéliser des séquences de données.  » 
Plus concrètement, le CRF modélise une distribution de probabil i tés cond i-
tionnelles sur un ensemble de variables cibles étant donné un e nsemble de 









PARTIE 2 : PRATIQUE 
 
7 ANALYSE 
L’objectif de la part ie prat ique est de créer un agent afin de partic iper à  
l ’ACPC 2013  dans la  catégorie Heads-up l imit .  Nous avons décidé d ’ut i l iser 
les fichiers . log des années précédentes comme base pour un apprentissage 
supervisé .  
 
1. Extraction de l’ information  
L’information contenue dans les fichiers . log doit être traitée pour être ut i l i-
sable .  Le tra itement de l ’ information doit également assurer la validi té de 
celle-ci  (détect ion d’erreur visible dans le fichier).  I l  est  donc nécessaire 
d’implémenter un « parser » .   
Afin de s’ inspirer des meil leurs agents, nous extrayons l ’ information des 3 
premiers de la compétition 2012 en «  Bankroll Instant Run-off » à savoir 
Slumbot (Eric Jackson, USA) , Hyperborean (Universi ty of Alberta, Canada)  et  
Zbot (Ilkka Rajala, Finland) .  
 
2.  Traitement de l ’information  et modélisation 
Une fois l ’ information extrai te,  i l  faut réussir à  fa ire ressortir  les stratégies 
sous-jacentes des agents et les intégrer dans un ou plusieurs modèles. Nous 
nous servirons pour cela d’un logiciel  d’apprentissage supervisé ;  Wapit i .  
 
3.  Framework 
Outre l ’aspect «  intel l igence » l ’agent doit  également être capable de comm u-






8 IMPLÉMENTATION  
 Parser 8.1
L’implémentation du «  parser » est  réa lisée en Java.  
Par agent, i l  y 3000 f ichiers contenant chacun 3000 manches, soit un total de 
9.000.000 de manches à traiter.  
Le parser reçoit en paramètre le chemin d’un répertoire et le nom d’un agent.  





Une fois le fichier identifié,  le  premier objectif  est de s’assurer que la l igne 
du fichier . log concerne bien un résultat et qu’el le ne contient pas d’erreur 
visible.  Ceci est  réa lisé grâce à  l ’uti l isation d’une expression régulière.  
Une fois la  l igne val idée, on procède à l ’extraction des informations .  





La l igne se divise en 4 parties  :  
1. Les actions [pré flop/flop/turn/river ]  
2. Les cartes [bb|sb/flop/turn/river ]  
3. Le paiement [bb|sb ]  
4. La position [bb|sb ]  
 
Le joueur 1 est en big blind et le  joueur 2 (dealer) est  en small blind.  
Nous devons extraire les informations visibles par l ’agent «  s lumbot » ainsi  
que toutes les  actions réalisées dans chaque phase .  Nous savons que slumbot 





En sortie  du parser nous obtenons le  résultat ci -dessous.  
 
pflop blind r - - - K 9 - - - - - a - r 
flop blind rrc - - - K 9 J 6 5 - - ega King High r 
turn blind rrc rc - - K 9 J 7 6 5 - egga King High c 
turn blind rrc rc cr - K 9 J 7 6 5 - egga King High c 
river blind rrc rc crc - K 9 J T 7 6 5 - King High c 
river blind rrc rc crc cr K 9 J T 7 6 5 - King High f 
 
Figure  11  :  Représentat ion d’une séquence .  
Chaque l igne correspond donc aux informations disponibles et  à la décision 
prise par l ’agent (dernière colonne à droite).  
Afin d’amél iorer la qualité du modèle généré par la suite, le parser réal ise éga-
lement une abstraction sur l ’enseigne (a , ega, egga) et détermine la valeur de 
la combinaison (ici  hauteur roi).  
La stratégie au niveau du jeu pré flop est très faci lement identifiable , nous 
pouvons dès lors, v ia le parser, la stocker directement dans plus ieurs matrices  
13x13 appelées «  starting hand chart  » (un exemple est visible en annexe 2).  




8.2.1 Logiciel  
Le programme uti l isé  pour générer les modèles de jeu  dans le cadre de ce tra-
vail  est Wapiti 1 6 ,  i l  s ’agit  d’un logicie l  sous l icence BSD qui propose un en-
semble d’outi ls pour la segmentat ion et l 'é tiquetage de séquences. I l  est basé 
sur les modèles de maximum entropie , les modèles de Markov de maximum 
entropie  (MEMM) et les CRF. Il  est développé par LIMSI, un laboratoire du 
CNRS. 
 
1. Algorithmes d’entrainement  
Plusieurs a lgorithmes d’entra inement sont disponibles  :  
o L-BFGS et OWL-QN (Méthode de Quasi -Newton),  
o SGD-L1 (Méthode du gradient) ,  
o BCD (Block Coordinate Descent ) ,  




2.  Utilisation 
Plusieurs modes sont disponibles mais seul le mode entrainement nous int é-
resse dans un premier temps (le mode label sera uti l isé dans l ’agent ou i l  d é-
terminera les actions à effectuer par celui -ci) .  Dans ce mode le logiciel att end 
en entrée un corpus d’entrainement (train da taset),  un corpus de validat ion 
(devel dataset ) et un pattern. I l  produit en sort ie un modèle optimisé dont le 
taux d’erreurs est calculé sur le  corpus de validat ion.  
 
Commande 
Ci-dessous un exemple de l igne de commande  :  
 
wapiti train [options] [input data] [model file] 
 
wapiti train –c –t 8 –a rprop –p pattern.txt slumbotTrain.txt 
–d slumbotDevel.txt slumbot.model 
 
 
Avec :  
o train :  mode entrainement  
o –c :  mode compacte ( la tai l le du modèle en sortie est optimisée)  
o –t 8 :  nombre de thread à uti l iser (inf luence sensiblement la perfo r-
mance)  
o –a rprop :  nom de l ’algori thme à uti l iser  
o –p pattern.txt  :  nom du fichier contenant le pattern  
o slumbotTrain.txt  :  nom du fichier contenant le corpus 
d’entrainement  
o –d slumbotDevel. txt  :  nom du f ichier contenant le corpus  de valida-
tion 






Le fichier de pattern indique au logiciel comment agencer l ’ information co n-
tenue dans le corpus.  
 
# Round P or F or T 
u:Round=%x[0,0] 
 









# hole cards + board  
*:Board=%x[0,6]/%x[0,7]/%x[0,8]/%x[0,9]/%x[0,10]/%x[0,11]/%x[0,12] 
 
# Suit pattern 
u:SP=%x[0,13] 
 
# HC + Suit pattern 
*:HSP=%x[0,6]/%x[0,7]/%x[0,13] 
 
# hand name 
*:HN=%x[0,14] 
 
Figure  12  :  Fichier  pat tern de  Wapit i  
 
Toute l igne vide ou commençant par  "#" est ignorée par le  logic iel .  
Une l igne doit  commencer par un des caractères suivant  qui spécifie  le type 
de trai t  :  
o 'u '  :  unigram 
o 'b '  :  bigram 
o '* '  :  unigram et bigram 
 
Un trai t est  spécifié par %x[off,col]  où "col" est  le numéro de la colonne et 
"off" est l ’offset éventuel.  






Durant la modél isation les informations sont communiquées à l ’uti l isateur  via  
le terminal .  
 
* Load patterns 
* Load training data 
   1000 sequences loaded 
   2000 sequences loaded 
   3000 sequences loaded 
... 
4769000 sequences loaded 
4770000 sequences loaded 
4771000 sequences loaded 
* Load development data 
   1000 sequences loaded 
   2000 sequences loaded 
   3000 sequences loaded 
... 
 528000 sequences loaded 
 529000 sequences loaded 
 530000 sequences loaded 
* Initialize the model 
* Summary 
    nb train:    4771728 
    nb devel:    530725 
    nb labels:   3 
    nb blocks:   323160 
    nb features: 3876993 
* Train the model with rprop 
  [   1] obj=5242279.02 act=0        err=45.41%/45.41% time=0.93s/0.93s 
  [   2] obj=5242279.02 act=869516   err=31.74%/31.74% time=0.92s/1.85s 
  [   3] obj=3807120.66 act=694435   err=38.53%/38.53% time=0.94s/2.78s 
... 
  [  47] obj=1675944.03 act=822459   err=12.63%/12.63% time=0.98s/44.88s 
  [  48] obj=1675634.73 act=822535   err=12.64%/12.64% time=0.95s/45.83s 
  [  49] obj=1675326.94 act=822649   err=12.64%/12.64% time=0.95s/46.78s 
* Compacting the model 
    - Scan the model 
    - Compact it 
       10310 observations removed 
      123720 features removed 
* Save the model 
* Done 
test_Model Finished 
Figure  13  :  Infor mations co mmuniquées  par Wapi t i  durant  une modél isat ion  
L’information la plus importante est le taux d’erreur du modèle  (err=x%),  







1. Corpus et pattern 
En sort ie du parser, nous avons un fichier contenant l ’ information mi se en 
forme concernant un agent pour les phases flop, turn et river.  
À partir de ce fichier on crée le corpus d’entrainement qui représente 90% du 
fichier de départ et le corpus de validation avec les 10% restant  ( la propor-
tion est choisie  par l ’uti l isateur) .  
La première étape a consisté à définir les informations du corpus et la m a-
nière de les combiner via le pattern. Elle a  été réal isée via de nombreux test s 
visant à minimiser le taux d’erreur. Le pattern finalement adopté est représe n-
té en figure 12.  
L’idée de départ éta it  d’uti l iser des séquences via la  fonction CRF de Wapiti .  
Une séquence  dans notre cas représente un ensemble de l igne s concernant 
une même manche comme représenté sur la figure 11. À l ’usage, le fai t de re-
grouper les décisions en séquences n’a  r ien apporté en termes de minimis a-
tion du taux d’erreurs mais s’avère par contre bien plus dél icat au niveau de la  
consommation de ressources (CPU et  surtout mémoire vive).  Le corpus a  
donc été modifié de manière à avoir une séquence pour chaque décision et 
nous travail lons donc en mode maximum entropie .  
La seconde étape a été de créer différents modèles à part ir des trois agents 
choisis (slumbot, Hyperborean et Zbot) dans le but de les tester en configur a-
tion réelle c’est-à-dire sur le serveur de jeu.  
Pour chaque agent nous souhaitons tester  les types de  modèles suivants :  
o Un modèle comprenant les 3 phases (flop, turn  et r iver)  :  
agent_ALL.model  
o Un modèle uniquement pour la  phase  flop : agent_FLOP.model  
o Un modèle uniquement pour la  phase turn  :  agent_TURN.model  
o Un modèle uniquement pour la  phase r iver  :  agent_RIVER.model  
 
Afin de déterminer l ’ influence de l ’augmentat ion du volume du corpus, des 
types de modèles multi -agents ont également un intérêt (slumbot + Hyperbo-




Pour chaque type de modèle , un modèle est créé par algorithme (sauf pour 
l ’a lgori thme BCD qui ne  semble pas fonctionner sur des corpus de cette 
tai l le).  
Ci-dessous le tableau récapitulatif des  45 modèles et de leur taux d’erreurs.  
 
l -bfgs  Sgd- l1  rprop 
Slumbot All  24,70% 14,55% 14,66% 
Slumbot Flop  19,23% 15,89% 15,89% 
Slumbot Turn  15,00% 13,97% 14,09% 
Slumbot River  13,70% 12,57% 12,63% 
Hyperborean All  25,15% 16,75% 16,84% 
Hyperborean Flop  21,05% 17,71% 17,71% 
Hyperborean Turn  27,68% 16,07% 16,21% 
Hyperborean River  16,57% 15,50% 15,63% 
Zbot All  24,92% 17,33% 17,43% 
Zbot Flop  20,80% 17,85% 17,84% 
Zbot Turn  19,07% 18,28% 18,42% 
Zbot River  16,19% 15,21% 15,34% 
Slumborean Flop  20,05% 16,81% 16,78% 
Slumborean Turn  16,35% 15,53% 16,65% 
Zblumborean River  15,87% 15,01% 15,17% 
Figure  14  :  Tableau des  modèles  avec taux  d’erreurs  par alg ori thme  
 
Erreurs 
Il faut signaler que les  taux d’erreurs du tableau ci -dessus sont surévalués. En 
effet,  quand le logiciel effectue la validation i l  ne tient évidemment pas 
compte du fai t que l ’agent ut i l ise une stratégie mixte . Si l ’agent ne choisi t pas 
l ’action estimée comme la plus probable pa r le logiciel ,  une erreur est comp-







Afin de facil iter l ’ implémentation, la plateforme AI Poker Bot 1 2  a été uti l isée .  
Il s’agit d’une plateforme de développement d’agent de «  computer bot » 
écrite en Java par deux étudiants de l ’université de Brême (DE) en 2010. Elle 
supporte le Texas Hold’em limit et no - l imit et sa structure permet, via l ’a jout 
de modules, de faci lement l ’étendre à d’autres variantes de Poker mais surtout 
à d’autres techniques d’intel l igence arti fic ie l les.  
Elle est à l ’orig ine conçue pour interagir avec le server ACPC 2 010 et la pre-
mière tâche a donc été de modifier le module de communication (classe Talk) 
pour l ’adapter au server ACPC 2011 (protocole 2.0.0) .  
Ensuite l ’ implémentation c’est concentrée sur la partie « décisions » de l ’agent 












Figure  15  :  Fra mew ork de l ’agent  
Comme montré dans la figure 15 ,  l ’agent communique avec le  serveur. Il  ut i -
l ise, quand c’est nécessaire ,  les modules « abstractions » et « hand evaluator  » 
pour formater l ’ information avec laquelle i l  va interroger les modèles (SHC,  
Flop, Turn et River) .  Le modèle SHC (starting hand chart) est  interrogé du-
rant la phase pré  f lop. Les modèles Flop,  Turn et River sont les modèles g é-
nérés par Wapiti .  Comme on l ’ a vu précédemment, i l  peut également s’agir  








 Cycles de sélection 9.1
Un très grand nombre de modèles ont été générés pour les différentes phases.  
9.1.1 Modèles 
1. Pré flop 
Sous forme de SHC (starting hand chart) nous avons les stratégies mixtes 
d’Hyperborean, de Slumbot et de Zbot.  Auxquel les on ajoute celle calculée 
par Selby (voir annexe 2) dans le cadre d’un jeu équivalent au Texas Hold’em 
l imit Heads-up à la différence qu’aucune action n’est possible post flop .  
2.  Post flop 
Post flop nous avons les 45 modèles construits avec  Wapiti .  
 
9.1.2 Mode de sélection 
Afin de choisir  les agents qui seront présentés à l ’ACPC, les différentes co n-
figurat ions possibles seront départagées dans des doubles matches de 10.000 
manches, soit  au total  20.000 manches par confrontation.  
L’agent qui sera choisi  pour la catégorie «  Bankroll  Instant Run Off  » sera 
celui capable de batte le plus grand nombre d’autres agents.  
Pour la catégorie «  Total Bankroll  », l ’accent sera mis sur les capacités 






9.1.3 Sélection 1 : Type de modèle post flop 
La première sélection a opposé les agents  ( issus d’un même algorithme  et 
d’un même agent orig inal )  possédant un modèle post flop unique et ceux pos-
sédant un modèle par phase (flop, turn et river) .  Les agents uti l isent leur 
propre SHC.  
Les résultats sont flagrants et quasi tous les agents à modèle post flop unique 
sont é l iminés.  
 
9.1.4 Sélection 2 : Type d’algorithme  
La deuxième sélection a opposé les agents issus d’un même agent original 
mais d’a lgorithme différents.  
Ici aussi les résultats sont sans appel et les agents générés par l ’algorithme 
RPROP démontrent une nette supériorité sur les autres. Seul  un agent issu de 
l ’a lgori thme LBFGS parvient à ti rer son épi ngle du jeu par ses quali tés 
d’exploitation.  
 
9.1.5 Sélection 3 : Agents original et SHC 
Les agents rescapés des deux premières sélections (un agent par agent orig inal  
plus le modèle multi -agents) sont tous issus de l ’algori thme RPROP  sauf un 
LBFGS et possède un modèle Wapiti  par phase post f lop.  
Chaque agent encore en l ice va être décliné en 4 agents, et  chacun recevra une  
SHC différentes (sa propre SHC, celles des autres agents et  celle  de Selby) .  
Les résultats montrent que pour tous les agents,  la SHC de Selby améliore les 
performances. L’agent qui remporte la sélect ion en battant la total i té des 
autres agents est le modèle post flop multi -agents et pré flop SHC de Selby.  
Le modèle qui démontre les mei l leures qualités d’exploitation est le modèl e 







Une fois les modèles sélectionnés, la dernière démarche à accomplir étai t de 
copier les codes sur la machine virtuel le de test  de l ’ACPC et de passer la v a-
l idation pour les deux agents.  
Aucun prob lème n’a été rencontré et les agents ont parfaitement passé cette 
dernière étape .  
 
 Analyse et enseignements 9.3
Après analyse des résultats des sélections , i l  apparait une supériorité des 
agents :  
o Util isant un modèle pré flop basé sur la SHC de Selby,  
o util isant un modèle par phase post flop (flop, turn,  r iver),  
o util isant un modèle basé sur un corpus de très grande tai l le (corpus 
mult i-agents),  
o util isant un modèle généré par l ’algorithme d’entra inement RPROP.  
 
Le taux d’erreurs calculé par Wapiti  n’agit  pas de manière sensible sur les r é-
sultats.  
Il faut souligner que la générat ion d’un modèle avec Wapit i  (en uti l isant 
l ’algori thme RPROP) est assez rapide et pourrai t représenter une solution 














Les participants 2013 de la catégorie «  Heads-up Limit Texas Hold'em » sont 
au nombre de 12.  Ci-dessous un aperçu de ceux-ci :  
Ag ent  Co ncepte ur  Af f i l i a t i o n  Pa y s  Technique (s )  
Fes t e  F.  Pa ys  In d ép en d an t  Fran ce  Exc ess i v e  gap  t ech n iq u e  
H ITS Z_ CS_ 1 3  X.  Wan g  H IT  Ch in e  Fo rmu la  b as ed  
H yp erb or ean 2 p l . i r o  M .  Bo wl in g  U.  o f  Alb er t a  Can ad a  Ch an ce  Samp led  C FR  
H yp erb or ean 2 p l . t b r  M.  Bo wl in g  U.  o f  Alb er t a  Can ad a  Da ta  b i a sed  r esp .  +  C FR  
LIACC  LF.  Te o f i l o  U.  o f  P or t o  Po r tu ga l  EV maximi za t i on  
Li t t l e  R ock  R .  Byrn es  In d ép en d an t  Au s t ra l i e  Mon te  Ca r lo  C FR  
Marv  M .  An d e rs en  In d ép en d an t  U K Neu ra l  n e t wo rk  
Neo P ok er  B ot  A.  Lee  Neo P ok er  Lab ora t or y  Esp agn e   
P r oP ok e r Too ls  D.  Hu tch in gs  Pr oP ok e r Too ls  US A CFR  
Slu ga th oru s  D.  Be rg e r  U.  o f  N ew S ou th Wa les  Au s t ra l i e  Mon te  Ca r lo  C FR  
Un amu r  N.  V erb ei r en  U.  o f  Namu r  Be lg iq u e  Maximu m en t r op y  
Zb ot  I .  Ra j a la  In d ép en d an t  Fin lan d  CFR  
Tableau 7  :  Tableau des  part i c ipants  à  l ’ACPC 2013 (Heads -up l imi t)  
 
 Résultats 10.2
Les résultats sont donnés en mill i  big bl ind par manche et associés à  un inte r-
valle de confiance.  





marv 56,4 ± 9,4 -15,2 ± 5,7 -1,9 ± 6,2 9,2 ± 7,1 -10,7 ± 6,5 16,7 ± 7,1 231,3 ± 9,8 166,5 ± 8,2 523,0 ± 15,7 677,0 ± 12,1 165,2
feste_iro -56,4 ± 9,4 -59,7 ± 9,7 -51,5 ± 10,3 -51,1 ± 8,5 -53,3 ± 8,9 -39,0 ± 8,3 156,1 ± 11,0 157,8 ± 7,9 643,8 ± 15,9 672,4 ± 18,4 131,9
hyperborean_iro 15,2 ± 5,7 59,7 ± 9,7 9,8 ± 4,3 21,6 ± 7,3 -11,2 ± 6,2 27,3 ± 8,2 157,0 ± 10,9 167,8 ± 9,2 390,1 ± 15,4 440,8 ± 15,3 127,8
zbot 1,9 ± 6,2 51,5 ± 10,3 -9,8 ± 4,3 13,4 ± 7,3 -6,5 ± 7,0 8,5 ± 7,8 169,0 ± 9,9 170,9 ± 7,1 385,3 ± 15,8 448,8 ± 14,9 123,3
littlerock -9,2 ± 7,1 51,1 ± 8,5 -21,6 ± 7,3 -13,4 ± 7,3 -21,2 ± 8,1 5,5 ± 8,4 151,3 ± 8,3 160,0 ± 9,3 392,5 ± 19,2 469,3 ± 15,2 116,4
neo_poker_lab 10,7 ± 6,5 53,3 ± 8,9 11,2 ± 6,2 6,5 ± 7,0 21,2 ± 8,1 20,2 ± 6,9 150,5 ± 9,4 169,0 ± 10,0 313,6 ± 17,6 405,0 ± 18,6 116,1
propokertools -16,7 ± 7,1 39,0 ± 8,3 -27,3 ± 8,2 -8,5 ± 7,8 -5,5 ± 8,4 -20,2 ± 6,9 159,5 ± 10,2 156,5 ± 9,6 402,2 ± 17,9 466,2 ± 16,9 114,5
HITSZ_CS_13 -231,3 ± 9,8 -156,1 ± 11,0 -157,0 ± 10,9 -169,0 ± 9,9 -151,3 ± 8,3 -150,5 ± 9,4 -159,5 ± 10,2 109,4 ± 10,8 609,3 ± 15,4 750,0 ± 0,0 29,4
unamur_iro -166,5 ± 8,2 -157,8 ± 7,9 -167,8 ± 9,2 -170,9 ± 7,1 -160,0 ± 9,3 -169,0 ± 10,0 -156,5 ± 9,6 -109,4 ± 10,8 77,3 ± 16,4 324,6 ± 14,0 -85,6
liacc -523 ± 15,7 -643,8 ± 15,9 -390,1 ± 15,4 -385,3 ± 15,8 -392,5 ± 19,2 -313,6 ± 17,6 -402,2 ± 17,9 -609,3 ± 15,4 -77,3 ± 16,4 750,0 ± 0,0 -298,7
slugathorus -677 ± 12,1 -672,4 ± 18,4 -440,8 ± 15,3 -448,8 ± 14,9 -469,3 ± 15,2 -405,0 ± 18,6 -466,2 ± 16,9 -750,0 ± 0,0 -324,6 ± 14,0 -750,0 ± 0,0 -540,4






1. Podium final  
o Neo Poker Lab 
o Hyperborean2pl. i ro  
o Zbot 
 
2.  Résultat  
La version « Bankroll  Instant Run-off » de UNamur termine 9 è m e  sur 11,  et  est  
él iminé au 3 è m e  tour. I l  perd en moyenne 0,086 big blind par manche.  
 




1. Podium final  
o Marv 
o Feste  
o Hyperborean2pl. tbr  
  
marv 10,000 marv 9,000 marv 7,446 marv 6,534 neo_poker_lab 5,610 neo_poker_lab 4,789 neo_poker_lab 3,935 neo_poker_lab 2,972 neo_poker_lab 1,987 neo_poker_lab 0,999
feste_iro 8,886 hyperborean_iro 7,994 neo_poker_lab 6,793 hyperborean_iro 5,826 hyperborean_iro 5,389 hyperborean_iro 4,211 hyperborean_iro 3,065 hyperborean_iro 2,026 hyperborean_iro 1,003 hyperborean_iro 0,001
hyperborean_iro 8,089 zbot 6,905 hyperborean_iro 6,742 neo_poker_lab 5,634 zbot 3,567 zbot 2,742 zbot 1,926 zbot 0,913 zbot 0,010
zbot 7,021 neo_poker_lab 6,088 zbot 5,019 zbot 4,006 marv 3,434 marv 2,258 marv 1,074 marv 0,089
littlerock 5,263 littlerock 4,571 littlerock 3,844 littlerock 2,824 littlerock 1,922 littlerock 0,832 littlerock 0,000
neo_poker_lab 5,214 propokertools 4,053 propokertools 3,156 propokertools 2,176 propokertools 1,078 propokertools 0,168
propokertools 4,527 feste_iro 3,389 feste_iro 2,000 feste_iro 1,000 feste_iro 0,000
HITSZ_CS_13 3,000 HITSZ_CS_13 2,000 HITSZ_CS_13 1,000 HITSZ_CS_13 0,000
unamur_iro 2,000 unamur_iro 1,000 unamur_iro 0,000
liacc 1,000 liacc 0,000
slugathorus 0,000
ROUND 7 ROUND 8 ROUND 9 ROUND 10ROUND 1 ROUND 2 ROUND 3 ROUND 4 ROUND 5 ROUND 6
AVG
marv 69,7 ± 8,8 36,8 ± 7,8 -1,9 ± 6,2 9,2 ± 7,1 16,7 ± 7,1 -10,7 ± 6,5 231,3 ± 9,8 218,1 ± 10,8 212,2 ± 8,9 523,0 ± 15,7 417,3 ± 10,2 677,5 ± 12,1 199,9
feste_tbr -69,7 ± 8,8 -39,2 ± 9,6 -64,1 ± 10,3 -57,1 ± 9,2 -57,6 ± 10,5 -62,0 ± 9,4 140,8 ± 10,9 118,3 ± 11,1 198,4 ± 10,0 750,0 ± 0,0 539,5 ± 16,2 750,0 ± 0,0 178,9
hyperborean_tbr -36,8 ± 7,8 39,2 ± 9,6 -25,7 ± 9,5 -10,7 ± 8,7 -8,0 ± 9,4 -31,8 ± 9,8 159,0 ± 9,4 138,6 ± 11,6 182,2 ± 11,9 527,0 ± 20,7 548,2 ± 16,5 617,4 ± 19,6 174,9
zbot 1,9 ± 6,2 64,1 ± 10,3 25,7 ± 9,5 13,4 ± 7,3 8,5 ± 7,8 -6,5 ± 7,0 169,0 ± 9,9 152,1 ± 10,1 187,2 ± 10,1 385,3 ± 15,8 365,5 ± 11,1 448,8 ± 14,9 151,3
littlerock -9,2 ± 7,1 57,1 ± 9,2 10,7 ± 8,7 -13,4 ± 7,3 5,5 ± 8,4 -21,2 ± 8,1 151,3 ± 8,3 154,7 ± 9,3 169,3 ± 10,3 392,5 ± 19,2 366,7 ± 12,6 469,3 ± 15,2 144,4
propokertools -16,7 ± 7,1 57,6 ± 10,5 8,0 ± 9,4 -8,5 ± 7,8 -5,5 ± 8,4 -20,2 ± 6,9 159,5 ± 10,2 151,9 ± 9,7 170,8 ± 9,3 402,2 ± 17,9 352,5 ± 12,2 466,2 ± 16,9 143,2
neo_poker_lab 10,7 ± 6,5 62,0 ± 9,4 31,8 ± 9,8 6,5 ± 7,0 21,2 ± 8,1 20,2 ± 6,9 150,5 ± 9,4 158,1 ± 14,1 183,6 ± 9,6 313,6 ± 17,6 352,3 ± 15,4 405,0 ± 18,6 143,0
HITSZ_CS_13 -231,3 ± 9,8 -140,8 ± 10,9 -159,0 ± 9,4 -169,0 ± 9,9 -151,3 ± 8,3 -159,5 ± 10,2 -150,5 ± 9,4 126,8 ± 20,5 213,4 ± 11,2 609,3 ± 15,4 542,9 ± 19,3 750,0 ± 0,0 90,1
chump12 -218,1 ± 10,8 -118,3 ± 11,1 -138,6 ± 11,6 -152,1 ± 10,1 -154,7 ± 9,3 -151,9 ± 9,7 -158,1 ± 14,1 -126,8 ± 20,5 93,3 ± 12,1 68,4 ± 16,8 677,0 ± 13,7 670,7 ± 15,2 24,2
unamur_tbr -212,2 ± 8,9 -198,4 ± 10,0 -182,2 ± 11,9 -187,2 ± 10,1 -169,3 ± 10,3 -170,8 ± 9,3 -183,6 ± 9,6 -213,4 ± 11,2 -93,3 ± 12,1 132,3 ± 16,7 321,3 ± 12,6 437,0 ± 17,6 -60,0
liacc -523,0 ± 15,7 -750,0 ± 0,0 -527,0 ± 20,7 -385,3 ± 15,8 -392,5 ± 19,2 -402,2 ± 17,9 -313,6 ± 17,6 -609,3 ± 15,4 -68,4 ± 16,8 -132,3 ± 16,7 602,5 ± 16,7 750,0 ± 0,0 -229,3
chump1 -417,3 ± 10,2 -539,5 ± 16,2 -548,2 ± 16,5 -365,5 ± 11,1 -366,7 ± 12,6 -352,5 ± 12,2 -352,3 ± 15,4 -542,9 ± 19,3 -677,0 ± 13,7 -321,3 ± 12,6 -602,5 ± 16,7 390,0 ± 19,3 -391,3
slugathorus -677,5 ± 12,1 -750,0 ± 0,0 -617,4 ± 19,6 -448,8 ± 14,9 -469,3 ± 15,2 -466,2 ± 16,9 -405,0 ± 18,6 -750,0 ± 0,0 -670,7 ± 15,2 -437,0 ± 17,6 -750,0 ± 0,0 -390,0 ± 19,3 -569,3





2.  Résultat  
La version « Total Bankroll » de UNamur termine 10 è m e  sur 13. Il  perd en 












Tout d’abord, si  l ’on reprend les objectifs de départ qui étai en t d’explorer les 
applications de l ’ inte l l igence arti ficiel le  au poker et  d’implémenter un agent 
capable de participer à l ’ACPC, on peut dire que de ce point de vue le contrat 
est  rempli .  
 
Ensuite, pour ce qui est d’évaluer la technique uti l isée ,  ce n’est  pas chose a i -
sée tant les résultats sont à nuancer . Il  est  vrai  que les performances lors de 
la compétition ne sont pas exceptionnelles, mais el les ne sont finale ment pas 
mauvaises non plus face aux mei l leurs agents . Et ces performances sont -elles 
le ref let de la valeur des techniques ou plutôt de la manière dont je les ai e x-
ploitées ? 
 
Enfin, d’un point de vue personnel cette expérience peut être qualif iée , et je 
pèse mes mots,  d’exceptionnel le .  En effet,  jamais i l  y  a un an je n’aurais cru 
pouvoir présenter un agent capable de jouer au poker dans une compétit ion 
rassemblant les meil leures programmes du domaine et ce sans même finir 
dernier. Mes connaissances en technique d’inte l l igence art if iciel le étaient 
proches de zéro et avec le recul l ’ idée que je me faisais de mon niveau en i n-
formatique étai t largement surestimée.  
Au moment de terminer ce travai l ,  j e  ressens donc une certaine satisfaction, 
mais surtout une soif  d’en apprendre encore plus sur le sujet et je  dois bien 









Si je devais répondre à la question , quels sont les choses que j ’améliorerais en 
priorité si  j ’avais plus de temps ,  je répondrais en 3 points :  
o Je présenterais en plus une analyse du poker d’un point de vue l o-
gique,  
o J’adapterais le  code de Wapiti  af in de générer des modèles capable s 
de stratégies mixtes avec un calcul  du taux d’erreurs adapté,  
o J’ intègrera is les modèles présenté s ici dans la partie « modél isation 
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Annexe 1 : Fichier log ACPC 
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Annexe 3 : ACPC Protocol Specification version 2.0.0 
This document describes the format of messages between the ACPC dealer 
program (server) and a  player (cl ient .) Communication is over TCP, with cl i -
ents connecting to the server (the cl ient wil l  be  given a numeric address) us-
ing the ports printed out by the server. All  messages are terminated by a  car-
riage return and a new line ( ' \r\n' or ASCII characters 13 and 10, respective-
ly.) Any message from the server which starts with '#' or ' ; '  i s  a comment or 
GUI command, and may be safely ignored.  
The first  message from a player must be a version string  
 
<version> := 'VERSION:2:0:0\r\n' 
 
 
After this,  the server wil l  repeatedly send messages to the cl ient g iving their 
view of the match state,  including states where the cl ient is not act ing,  and 
the final  state when the game is over. If the cl ient is  acting,  they wil l  respond 
by returning a message with the same st ate,  followed by an action.  
 
<serverMessage> := <matchState> '\r\n' 
<matchState> := 'MATCHSTATE:' <position> <handNumber> <betting> <cards> 
<position> := <unsigned integer> ':' 
<handNumber>:= <unsigned integer> ':' 
<betting> := { <limitBetting> } { <nolimitBetting> } ':' 
<limitBetting> := ( <round1LimitBetting> 
{ | <round1LimitBetting> '/' <round2LimitBetting> … } ) 
<roundXLimitBetting> = <limitAction>* 
<limitAction> := <fold> | <call> | <limitRaise> 
<fold> := 'f' 
<call> := 'c' 
<limitRaise> := 'r' 
<nolimitBetting> := ( <round1NolimitBetting> 
{ | <round1NolimitBetting> '/' <round2NolimitBetting> … } ) 
<roundXNolimitBetting> := <noLimitAction>* 
<noLimitAction> := <fold> | <call> | <nolimitRaise> 
<nolmitRaise> := 'r' <nolimitRaiseSize> 
<nolimitRaiseSize> := <unsigned integer> 
<cards> := <holeCards> <boardCards> 
<holeCards> := <player1Cards> '|' <player2Cards> { '|' <player3Cards> 
… } 
<boardCards> := <round1BoardCards> { '/' <round2BoardCards> … } 
<playerXCards> := '' | <card> { <card> … } 
<roundXBoardCards> := { <card> … } 
  
vi i  
 
<card> := <rank> <suit> 
<rank> := '2' | '3' | '4' | '5' | '6' | '7' | '8' | '9' | 'T' | 'J' | 
'Q' | 'K' | 'A' 
<suit> := 's' | 'h' | 'd' | 'c' 
<clientResponse> := <matchState> ':' { <limitAction> } { <noLimitAc-
tion> } '\r\n' 
 
 
Parts of the specification in brackets indicate game specific definitions. For 
example, in Texas Hold'em, there are four rounds with zero, three, one, and 
one board cards on the rounds respectively, so  the actual  definition would be  
 
<round1BoardCards> := '' 
<round2BoardCards> := <card> <card> <card> 
<round3BoardCards> := <card> 
<round4BoardCards> := <card> 
 
 
The <position> field tel ls the cl ient their position re lative to the dealer bu t-
ton. A value of 0 indicates  that for the current hand, the cl ient is the f irst  
player after the button (the small bl ind in ring games, or  the big blind in re-
verse-blind heads-up games.)  
The <handNumber> is simply an identifier for the current hand. Clients 
should make no assumption about these values, other than that it wil l  be 
unique across hands within a  match, and that it wil l  not  change within a sin-
gle hand.  
<bett ing> is a l ist of actions taken by a l l  players. There is no distinction 
made between call ing and checking, or betting and raising. In no -limit betting 
strings, the ra ise action includes a size , which  indicates the total number of 
chips the player wi l l  have put into the pot after raising (ie the value they  are 
raising to, not the value they are raising by.) Valid betting str ings wil l  be d e-
scribed in a later  sect ion.  
<cards> is the complete set of cards visible to the player, given their <pos i-
tion>. <holecards> describes the view of the private cards,  and the number 
of <playerCards> sections is determined by the  game being player. For exam-
ple, heads-up games wil l  have two sections, 3 player ring games wil l  have  3 
sect ions, and so on.  Each <playerCard> section wil l  ei ther be an empty 
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string, indicating that the  player does not know what those cards are, or a  
number of <card> strings determined by the game. A  <card> is simply two 
characters, one for the rank and one for the suit.  The <boardCards> descri p-
tion wi l l  also have a number of sections, one for each round, up to the cu r-
rent round as indicated by the  <betting>. The number of <cards> in each 
sect ion is fixed, and determined by the game. Note that i f i t  ever becomes 
desirable to play a game with board cards in the f irst round, the protocol 
should probably  be changed again to add a separator between the hole cards 
and board cards.  
A valid <betting> string consists of a  sequence of val id actions for succe s-
sive act ing players. Call ing is  always valid.  Folding is only valid if the act ing 
player would need to add money to the pot to call .  To  describe raises, i t is 
worth making a dist inction between ra ising by and raising to.  Unless this 
document specifica l ly  mention otherwise, when it speaks of a raise size, i t is 
talking about a raise to a  value,  using the term to mean the total number of 
chips the player wil l  have put into the pot, including  chips added in previous 
rounds. In contrast,  raising by a value is adding that number of chips to the 
pot after call ing the current bet.  
A raise is valid i f a) i t ra ises by at least one chip,  b) the player has sufficient 
money in their stack to  raise to the value, and c) the raise would put the play-
er al l -in (they have spent a l l  their chips) or the  amount they are ra ising by is 
at least as large as the big blind and the ra ise -by amount for any other  raise in 
the round. This description properly handles some odd cases where some 
players may be al l  in.  Informal ly, at  the beginning of a round a player may bet 
as low as the big blind, and each  subsequent raise must increase the bet by at 
least as much as the last raise. In l imit bett ing games, there  may also be a l im-
it on the number of raises in a round, and any raise action over this l imit is 
not valid.  
An active player is one that has not folded,  and is not a l l - in. Label the players 
from 0 to N-1, where N is the number of players in the game. After an action 
by player p,  the next acting playe r is p'  for the minimum d>0 such that p'  is  
active and p' =(p+d) modulo N. That is,  the next player around the table  who 





A betting round ends when all  active players rema ining have ei ther called, or 
were the player which initiated the current bet. The game is over i f the al l  
bett ing rounds have finished,  or i f there are not at  least two active players 
left in the game. If al l  players but one have folded, the remaining play er wins 
the entire pot, and does not show other players their cards. Otherwise, the 
game has ended in a  showdown and all  non-folding players show everyone 
their cards.  
Values in a showdown are determined by the rank of a players best hand,  
constructed from their hole  cards and the publ ic board cards. Folding players 
have a lower rank than any non -folding player.  Every pot of money is spli t 
evenly between a ll  partic ipat ing players with the highest rank.  There is a  sep-
arate pot for every distinct amount j  of money spent by a  player (whether 
they fold or not),  and a  player is participat ing in the pot i f they spent at least 
that much money (again, whether they fold or  not. ) The size of the pot is 
equal to the number of part icipating players multiplied by (j  - the size of the 
next smallest  amount spent by a player).  
Changes from Version 1  
There a number of changes from the f irst version of the protocol. Ring games 
are now documented.  No-limit games no longer give a  value for a call ,  and 
there are no bl inds in the str ing.  The quest ion of  whether al l -in players got to 
act was previously left unspecified, and different implementations had  differ-
ent behavior.  Folding is no longer al lowed if the player could have called for 
free. Finally,  this  updated description also covers the protocol for no-l imit 
ring games,  in the event that this game is  added to the competition.  
It is a lso strongly suggested to the chair that on a fai led responses from a cl i -
ent, whether the message  was malformed, the action was invalid, or the player 
did not respond in t ime, the entire match should  be ended. If the problem 
cannot be fixed easi ly by a very short interaction with the team, the program  
should be disqualif ied. The previous choice of having the player call  in some 
cases, or fold al l  remaining hands led to some si tuations where the results of 
the competit ion depended on the chair's  decision on exactly  how to handle 
incorrect behavior. Teams with buggy programs also took up large  amounts 
of the chair's time. As long as players are given  sufficient t ime for testing, 




expect players to be able to run without  producing error messages or warn-
ings.  
Example 
The rest of this document is examples of messages to and from  a cl ient in 
various games. Messages  from the server are prefaced with S ->. Responses 
from the cl ient are prefaced with <-C. 
 
Two player limit Texas Hold'em 
 
S-> MATCHSTATE:0:0::TdAs| 
S-> MATCHSTATE:0:0:r:TdAs| 
<-C MATCHSTATE:0:0:r:TdAs|:r 
S-> MATCHSTATE:0:0:rr:TdAs| 
S-> MATCHSTATE:0:0:rrc/:TdAs|/2c8c3h 
<-C MATCHSTATE:0:0:rrc/:TdAs|/2c8c3h:r 
S-> MATCHSTATE:0:0:rrc/r:TdAs|/2c8c3h 
S-> MATCHSTATE:0:0:rrc/rc/:TdAs|/2c8c3h/9c 
<-C MATCHSTATE:0:0:rrc/rc/:TdAs|/2c8c3h/9c:c 
S-> MATCHSTATE:0:0:rrc/rc/c:TdAs|/2c8c3h/9c 
S-> MATCHSTATE:0:0:rrc/rc/cr:TdAs|/2c8c3h/9c 
<-C MATCHSTATE:0:0:rrc/rc/cr:TdAs|/2c8c3h/9c:c 
S-> MATCHSTATE:0:0:rrc/rc/crc/:TdAs|/2c8c3h/9c/Kh 
<-C MATCHSTATE:0:0:rrc/rc/crc/:TdAs|/2c8c3h/9c/Kh:c 
S-> MATCHSTATE:0:0:rrc/rc/crc/c:TdAs|/2c8c3h/9c/Kh 
S-> MATCHSTATE:0:0:rrc/rc/crc/cr:TdAs|/2c8c3h/9c/Kh 
<-C MATCHSTATE:0:0:rrc/rc/crc/cr:TdAs|/2c8c3h/9c/Kh:c 
S-> MATCHSTATE:0:0:rrc/rc/crc/crc:TdAs|8hTc/2c8c3h/9c/Kh 
S-> MATCHSTATE:1:1::|Qd7c 
<-C MATCHSTATE:1:1::|Qd7c:r 
S-> MATCHSTATE:1:1:r:|Qd7c 
S-> MATCHSTATE:1:1:rr:|Qd7c 
<-C MATCHSTATE:1:1:rr:|Qd7c:c 
S-> MATCHSTATE:1:1:rrc/:|Qd7c/2h8h5c 
S-> MATCHSTATE:1:1:rrc/r:|Qd7c/2h8h5c 
<-C MATCHSTATE:1:1:rrc/r:|Qd7c/2h8h5c:c 
S-> MATCHSTATE:1:1:rrc/rc/:|Qd7c/2h8h5c/Th 
S-> MATCHSTATE:1:1:rrc/rc/r:|Qd7c/2h8h5c/Th 
<-C MATCHSTATE:1:1:rrc/rc/r:|Qd7c/2h8h5c/Th:f 
S-> MATCHSTATE:1:1:rrc/rc/rf:|Qd7c/2h8h5c/Th 
S-> MATCHSTATE:0:2::9d7s| 
S-> MATCHSTATE:0:2:r:9d7s| 
<-C MATCHSTATE:0:2:r:9d7s|:c 
S-> MATCHSTATE:0:2:rc/:9d7s|/5d2cJc 
<-C MATCHSTATE:0:2:rc/:9d7s|/5d2cJc:c 
S-> MATCHSTATE:0:2:rc/c:9d7s|/5d2cJc 
S-> MATCHSTATE:0:2:rc/cc/:9d7s|/5d2cJc/3d 
<-C MATCHSTATE:0:2:rc/cc/:9d7s|/5d2cJc/3d:c 
  
xi 
 
S-> MATCHSTATE:0:2:rc/cc/c:9d7s|/5d2cJc/3d 
S-> MATCHSTATE:0:2:rc/cc/cr:9d7s|/5d2cJc/3d 
<-C MATCHSTATE:0:2:rc/cc/cr:9d7s|/5d2cJc/3d:f 
S-> MATCHSTATE:0:2:rc/cc/crf:9d7s|/5d2cJc/3d 
 
 
