I. Introduction
In empirical finance and in time series applied economics in general, the least squares model is the workhorse. In class there is much discussion of the assumptions of exogeneity, homoskedasticity and serial correlation. However in practice it may be unstable regression coefficients that are most troubling. Rarely is there a credible economic rationale for the assumption that the slope coefficients are time invariant.
Econometricians have developed a variety of statistical methodologies for dealing with time series regression models with time varying parameters. The three most common are rolling window estimates, interaction with trends, splines or economic variables, and state space models where the parameters are treated as a state variable to be estimated by some version of the Kalman Filter. Each approach makes very specific assumptions on the path of the unknown coefficients. The first approach specifies how fast the parameters can evolve, and by using least squares on each moving window, employs an inconsistent set of assumptions. The second specifies a family of deterministic paths for the coefficients that may have undesirable or inconsistent implications particularly when extrapolated. The third requires specifying a 2 stochastic process for the latent vector of parameters which may include unit roots and stochastic trends that are generally unmotivated and rarely based on any economic analysis.
There is no standardized approach that has become widely accepted. This paper will propose such an approach for a wide class of data generating processes. In addition, it will allow a test of the constancy of the parameter vector.
II. Dynamic Conditional Beta
Consider a vector of observables,   In the very special case we generally assume, this may turn out to be linear in x with parameters that do not depend upon the past information set. Much more generally, this regression may be linear with parameters that do depend upon the past information set.
A natural formulation of this problem is in terms of the joint distribution of all the variables conditional on the past. Suppose 
The betas from this expression will be called Dynamic Conditional Betas. These betas have been used in univariate settings by many authors beginning with Bollerslev, Engle and Wooldridge(1988) and including Engle(2009) and Brownlees and Engle(2011) . This author does not recall seeing the multivariate expression in (3) before.
The expression however is very familiar if the time subscript is dropped. In this case we simply have ordinary least squares. If we use rolling regressions, then the matrices are changing and we can think of the regression coefficients as being approximations to (3). The assumption in (1) makes it clear exactly what the rolling covariance matrices should accomplish. These matrices should give conditional covariances of y with x and of x with x. Rolling windows are often used to compute "historical" volatilities and correlations which are viewed as forecasts.
The time width of the window is a central feature of historical volatilities as it regulates the volatility of volatility. Naturally, the criticisms of historical volatility forecasts apply here as well. That is, a window of k days is the correct choice if the joint vector of returns on the next day is equally likely to come from any of the previous k days but could not be from returns more than k days in the past. Because of the unrealistic nature of this specification, exponential smoothing is a better alternative for most cases.
The normality assumption is obviously restrictive but even without normality, (2) can be interpreted as the conditional linear projection. The projection may be linear but with a nonnormal error which will support estimation as in Brownlees and Engle(2011 
so that the ratio of a covariance to the variance is constant.
III. Maximum Likelihood Estimation of DCB
Maximum likelihood estimation of the Dynamic Conditional Beta model requires specification of both the covariance matrix and the mean of the data vector. In general, the covariance matrix and mean of these data will include unknown parameters. Extending equation
(1) to include a jx1 vector of unknown parameters in the mean and variance equations, we get
Clearly, this specification includes the wide range of multivariate volatility models that are used in practice such as VEC, BEKK, DCC and general classes of mean functions. In most cases, the model does not satisfy assumptions for weak exogeneity as in Engle Hendry and Richard(1985) 5 because the distribution of the x variables has information about the dynamic conditional betas.
In special cases where the covariance matrix has no unknown parameters or these can be partitioned in special ways, weak exogeneity can be established. 
The asymptotic standard errors can be developed in the same way. From (7), the limiting distribution of q can be established as ( ) (
where A could be the information matrix if the normality assumption is valid or a robust covariance matrix of the sandwich form if it is not. See for example Bollerslev and Wooldridge(1992) for a proof. Applying the mean value theorem to (8) In this classical case, the likelihood function can again be evaluated based on equation (1) where the specification includes the assumption that the betas are all constant. For convenience,
we again assume that all means are zero. Now we write the log likelihood as the sum of the log of the conditional density of y given x plus the log of the marginal density of x. Ignoring irrelevant constants gives: In this equation
If hu is a general volatility process with no common parameters from Hxx then maximum likelihood estimators of beta are simply given by maximizing the first part of the likelihood. This is just least squares with a heteroskedastic error process.
The asymptotic distribution of beta is simply given by the conventional expression for heteroskedastic regression. 
Thus the conditional log likelihood can be evaluated by regressing y minus the first term on the fixed regressors and allowing heteroskedasticity in u. The result is:
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Notice that the second term in curly brackets is the same in (9) (13) and (16). In each case, the estimates of the covariance matrix of the x's will be identical so any comparison of log likelihoods can be done simply by comparing the marginal log likelihoods.
VI. Testing for a constant regression coefficient
In this section a set of approaches will be developed for testing that one or more parameters is constant. These hypotheses are basically non-nested although they more precisely are overlapping models. As a non-nested hypothesis testing problem, there are several standard approaches. The first developed initially by Cox(1961 Cox( ,1962 ) is a model selection approach 8 which simply asks which model has the highest value of a (penalized) likelihood. If there are two models being considered, there are two possible outcomes.
A second approach introduced by Vuong(1989) is to form a two tailed test of the hypothesis that the models are equally close to the true model. In this case, there are three possible outcomes, model 1, model 2, and that models are equivalent.
A third approach is artificial nesting as discussed in Cox(1961 Cox( ,1962 
where e indicates a Hadamard product or element by element multiplication. A Wald test of the hypothesis that the coefficient is constant corresponds to a t-test that gamma is zero. Similarly, a
Wald test of the hypothesis that the coefficient is time varying corresponds to the t-test that beta is zero in the same regression. This testing approach leads as always to the possibility that both hypotheses or neither hypothesis could be rejected. If both are rejected, then it may be useful to consider the estimate of equation (17) as the accepted model. If neither is rejected, then it might be natural to test them jointly and consider whether x in any form is a useful explanatory variable.
VII. Overlapping Models and Econometric Solutions
Consider two data generating processes for the same vector of time series
In the simplest case, there is only one endogenous variable and k conditioning variables. These can be expressed in terms of the joint distributions conditional on past information as:
Without loss of generality we can write each distribution conditional on the past as the product of a conditional and a marginal distribution each conditioned on the past.
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The MLEs are given by ( )
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Model f is said to be nested within g if for every 0
so that events have the same probability whether
 is the true DGP. A similar definition applies to the notion that g is nested within f. The models f and g are partially non-nested (Cox(1960 (Cox( ),1961 , Pesaran(1999)) or overlapping (Vuong (1989)) if there are some parameters in x QFthat lead to identical distributions. Vuong proposes a sequential procedure that tests for such parameters first and upon rejecting these cases, examines the purely non-nested case. The parameters  and  include parameters of the covariance matrix that must be estimated as well as parameters of the regression function such as the betas.
The parameters of the covariance matrix could be the parameters of a multivariate GARCH there is heteroskedasticity in y and x to ensure that this is a non-nested problem.
As discussed above, several approaches to model building for non-nested models will be applied.
a) Model Selection
From the maximized likelihood in and a penalty function such as Schwarz or Aikaike, the selected model can be directly found. In most cases the likelihood will have the same specification of the conditioning variables, x, and consequently the maximized values will satisfy
Therefore model selection will only involve the first term in the log likelihood just as in a conventional regression. Thus model selection can be based on 
This can be computed as the t-statistic on the intercept in a regression of mt on a constant. Based on this limiting argument, three critical regions can be established -select model f, select model g, they are equivalent.
To apply this approach we substitute the log likelihood of the DCB model and the fixed coefficient GARCH model into (24). From (13) and (16) 
This series of penalized log differences is regressed on a constant and the robust t-statistic is reported. If it is significantly positive, then model f is preferred and if significantly negative, then model g is preferred. As m in equation (28) is likely to have autocorrelation, the t-statistic should be computed with a HAC standard error that is robust to autocorrelation and
heteroskedasticity. See Rivers and Vuong(2002).
c) The third approach is based on artificial nesting and, as discussed above in (17), is simply an augmented regression model which allows for heteroskedasticity. From asymptotic standard errors, tests of both f and g null models can be constructed. The simplicity and power of this approach make it appear to be the most useful way to apply the DCB model. Although this regression has regressors that depend upon estimated parameters, this does not lead to the generated regressor problem of Pagan(1984) . A theorem from Wooldridge(2002) however may be useful to show that parameter estimates are consistent and inference is supported.
The nested DCB model can be expressed as 
Because G consists only of lagged variables, the first term has expected value zero. The second term will generally be non-zero except when The pricing factors are taken to be tradable with returns given by ft. A pricing kernel can be specified as
14 where the parameters a and b potentially change over time but the changes are not priced. From the pricing kernel it is straight forward to derive the following expression: The last expression is based upon the assumption that the factors are priced with the same pricing kernel. Notice that in this derivation
which is exactly the formula for DCB as in (3). This nxk matrix has the betas from regressions of asset returns on factor returns and these betas are conditional on past information. The themes of asset pricing come through completely in that the expected return on an asset is linear in beta and depends upon the risk premium embedded in the factor.
In Bali and Engle(2012) this empirical model is challenged to explain cross sectional returns in a one factor dynamic model. It performs very well providing new evidence of the power of beta when it is estimated dynamically. Furthermore, they find strong evidence of hedging demand in the conditional ICAPM. In Bali and Engle(2010) a similar model is examined from primarily a time series point of view and again evidence is found for hedging demands. It is found that the most useful second factor is a volatility factor.
VII. Asset Pricing for Industry Portfolios
To illustrate the usefulness of the DCB in an asset pricing context, the 12 industry portfolios will be examined in the context of the Fama French 3 factor model. Data are from When the nested model is applied there are t-statistics for each beta corresponding to pure time variation and pure fixed beta. The t-statistics in Table 2 indicate that almost all the coefficients are significantly different from zero. This means that the null hypothesis of zero fixed beta as well as the null hypothesis of no time variation are both rejected almost every time.
There is clear evidence that time varying betas add to the explanatory power of this regression.
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Interestingly, the coefficients on the time varying betas are typically less than one in this application indicating the advantage of some shrinkage.
From an asset pricing perspective, it is interesting to learn if the DCB model estimates are more consistent with asset pricing theory than fixed parameter estimates. The multifactor pricing model predicts that the alpha of these regressions should be zero. Table 3 presents t-statistics for each of these models from the full time series. This is a question of systemic risk because the only source of capital in a financial crisis is likely to be the taxpayer. The taxpayer will consider the consequences of bailing out this institution or letting it fail. In a financial crisis, this institution will not be alone in requesting capital. The bigger the total request the more severe the situation as the real economy cannot function without a viable financial sector. Prudent regulators will foresee this event and require a sufficient cushion that the firms do not need to raise capital, or at least not as much, in a crisis. Financial firms will also foresee this event however their costs are limited to their salaries and ownership positions and therefore do not include the costs imposed on the rest of society. This systemic risk externality makes it clear that risks rationally taken by financial firms may be greater than are socially optimal. This argument is developed in more detail in Acharya, Pedersen, Phillipon and Richardson(2010) .
To measure the capital shortfall, Brownlees and Engle(2010) propose a time series approach which essentially estimates the beta of a firm equity on a broad market index.
They estimate a bivariate volatility model between the return on the broad market and the equity return on the firm being analyzed. This model allows volatilities and correlations to evolve and the process is used to simulate the probability of severely negative outcomes over an extended period. Assuming that firms can only operate if capital is a non-trivial proportion of their total liabilities, we define SRISK as the capital that would be needed to achieve a market cap that is 8% of the book value of assets in the event of another crisis. The input to SRISK is size, leverage and risk. Each is important and a firm that wants to reduce its SRISK, can operate on any of 22 these characteristics. A crisis is taken to be a 40% drop in global equity values over six months.
SRISK is computed for US firms weekly and published on the internet at http://vlab.stern.nyu.edu .
In extending this analysis to international markets and to multi-factor systemic risk assessments, the model is naturally generalized to a multivariate volatility model. The data are considered to be the equity return on one firm, the equity return on a global index of equity returns, and perhaps other risk factors such as the equity return a regional index, mortgage returns, sovereign cds spreads, funding illiquidity measures, or other factors. In addition, the use of daily data for assets that are priced in different time zones means that closing prices are not measured at the same time and consequently there may be some important effect from lagged factor returns.
To adapt the DCB model to this setting requires first adjusting for the timing of returns.
In the figure below, closing prices in New York and in a foreign market are plotted on a time line. It is clear that the foreign market will close before New York on day t-1 and again on day t.
Consequently the company return will correlate with NY returns on the same day and also on the day before. Thus it appears that there is a lagged effect of NY returns on foreign returns, but this is merely a consequence of non-synchronous trading.
By using an ETF traded in NY which is index to a global equity portfolio the model can be expressed simply as has an MA(1) representation with a negative coefficient just sufficient to offset the autocorrelation induced by the non-synchronous data. As in almost all asset return equations, there is heteroskedasticity so u must have a GARCH -MA(1) representation.
The expected return of firm i when the market is in decline is called the Marginal Expected Shortfall or MES and is defined as
In the asynchronous trading context with DCB, the natural generalization is to consider the loss on two days after the global market declines on one day. The answer is approximately the sum of beta and gamma from equation (38) 
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The last approximation is based on the near unit root property of all these coefficients when examined on a daily basis.
This statistical model is now operating in V-LAB where it computes SRISK for 1200 global financial institutions weekly and ranks them. A few plots of the betas of European banks will serve to illustrate the effectiveness of the DCB model. In each case the beta is the sum of the current and the lagged beta.
For example, the beta of Deutsche Bank was about 1.50 in the summer of 2011 but it rose to almost 2.50 as the sovereign financial crisis became the dominant news in global equity markets. Since April this risk has decreased.
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In many respects these show the same patterns. Rising betas starting in August 2011 and declining betas over the last few weeks in May and June. The decline in beta will reduce the SRISK but in many cases this effect is counteracted by declining equity values. For example, the 10 bank on the European list is Santander and its SRISK is given by Similarly, number 20 is BBVA with SRISK These banks are rising in the chart as others are dropping.
IX Conclusion
This paper has introduced a new method to estimate time series regressions that allow for The model is applied in two contexts, multi-factor asset pricing and systemic risk assessment. The Fama French three factor model is applied to industry portfolios and the fixed beta assumption is tested. There is strong evidence that the betas are time varying. From plots it is apparent that the hml beta is the most volatile. In the global systemic risk context a dynamic two factor model is estimated which allows foreign equities to respond to current as well as lagged global prices which is expected because of non-synchronous markets. As a result, betas for global financial institutions can be followed over time. The big European banks have had rising betas over the fall of 2011 as the sovereign debt crisis grows in strength. This is an input to the NYU Stern Systemic Risk Ranking displayed on V-LAB which documents the serious nature of the current level of systemic risk.
