Abstract-The IEEE 802.11 Task Group E will soon approve the 802.11e standard for medium access control (MAC) layer quality-of-service (QoS) enhancements to the 802.11 protocol, and it is widely believed that these enhancements will allow 802.11 technology to form the foundation of high-bandwidth vertically integrated networks. At the heart of 802.11e is a modified contention-based access mechanism, named the enhanced distributed coordination function (EDCF). In this paper, we propose and validate an analytical model for the saturation throughput of EDCF. Key to the accuracy of our model is a treatment of the postcollision period, which has been ignored by all previous 802.11 models. With results from the ns-2 simulator, we show that our model can accurately predict throughput over a wide range of scenarios, and thereby demonstrate its usefulness as a predictive tool for use in QoS provision. With context provided by our analytical model, we discuss the primary throughput differentiation mechanisms of EDCF.
I. INTRODUCTION
T HE WIDESPREAD adoption of IEEE 802.11 as the standard for wireless local area networks (WLANs) has given credibility to the notion that WLANs may soon form a large part of multiservice communication networks. The primary obstacle to the use of IEEE 802.11 in multiservice wireless networks is a lack of quality-of-service (QoS) functionality that is demanded by real-time voice and video applications. To overcome this, the IEEE 802.11 Working Group created Task Group E to design medium access control (MAC) layer QoS enhancements to the 802.11 standard. At the time of writing, the work of Task Group E is nearly complete, with version 4.0 of the 802.11e draft standard currently the subject of a recirculation ballot.
The centerpiece of the 802.11e standard is the hybrid coordination function (HCF). HCF provides an efficient mechanism for centrally coordinated medium access and uses the enhanced distributed coordination function (EDCF) for distributed coordination of medium access. EDCF provides service differentiation amongst different traffic priorities and is backward compatible with legacy 802.11 DCF.
In this paper, we present a mathematical model for the throughput performance of the EDCF 802.11 MAC layer, and use this model to elucidate the means by which EDCF differentiates service. To our knowledge, there has been one attempt to construct a mathematical model for the throughput performance of 802.11e [1] . This paper does not present results using the suggested parameters of 802.11e, which in our opinion are likely to expose deficiencies in their model as we later explain. Simulation studies have been presented in [2] - [4] showing the effectiveness of EDCF for differentiating traffic, but do not examine how EDCF is providing different levels of service.
Since IEEE draft standards are available only to Working Group members, this paper works with the definition of EDCF found in [5] , which, based on our reading of the Task Group minutes, is the most recent specification. Our analysis is based on the analytical framework used in [6] to compute the throughput performance of legacy DCF, and so assumes the conditions of a finite number of stations and an ideal channel.
The outline of this paper is as follows. In Section II, we review the operation of the legacy 802.11 DCF. Section III contains a description of EDCF and discusses how the mechanisms introduced by EDCF provide service differentiation. The analytical model is developed in Sections IV and V and validated by comparison with simulation results in Section VI. Section VII examines the operation of the EDCF differentiation mechanisms and how the offered load affects the provisioning of service. Final thoughts are given in Section VIII.
II. LEGACY DCF REVIEW
In the absence of centralized control, IEEE 802.11 coordinates shared medium access using the distributed coordination function (DCF). DCF is based on carrier sense multiple access/collision avoidance (CSMA/CA) and requires that stations (STAs) use both physical and virtual mechanisms to track channel activity. Transmissions of arbitrarily long (subject to PHY specific length limits) MAC service data units (MSDUs) are initiated by stations after observing an idle channel for a prescribed period of time. When two stations initiate transmission simultaneously, a collision occurs and both transmissions are rescheduled according to a backoff procedure.
A station with an empty transmission queue may transmit an arriving MSDU after it has observed idle medium for a duration equal to the DCF interframe space (DIFS). Should the medium be busy when an MSDU arrives, transmission is deferred until the end of the current transmission, at which time the station selects a random backoff interval. Backoff intervals are measured in discrete time units called backoff slots and randomly chosen from the range [0, CW], where CW is the PHY 0733-8716/04$20.00 © 2004 IEEE specific contention window parameter. After observing an idle medium for DIFS, the station decrements its backoff counter at the end of each observed idle backoff slot. When the backoff counter reaches zero, the station initiates transmission of the MSDU. Should the station detect that the medium is busy during a backoff slot, it suspends the backoff procedure until it next observes the medium as idle for DIFS.
In order to avoid congestion in heavily loaded systems, the contention window from which a station draws its backoff interval is expanded each time an MSDU collides. The CW for a transmission that has collided times can be expressed in terms of the PHY specific aCWmin and aCWmax values as . After every successful transmission the station resets its CW to aCWmin.
MSDUs may be transmitted using one of two transmission mechanisms: basic or request-to-send/clear-to-send (RTS/CTS). Basic transmission sends the MSDU immediately. RTS/CTS uses a handshaking mechanism, whereby the initiating station sends a short RTS control frame and waits to receive a CTS control frame from the destination station before transmitting the MSDU. Use of RTS/CTS combats the hidden station problem [7] and when RTS frames are shorter than MSDU frames, has the benefit of reducing time lost to collisions. Stations also have the option of fragmenting MSDUs into a series of smaller transmissions to reduce both the probability of unsuccessful transmissions and the penalty of retransmitting a large frame. When fragmentation is used, a STA only has to contend for the channel when transmitting the first fragment; subsequent fragments are transmitted a short IFS (SIFS) after the end of the acknowledgment (ACK) control frame sent by the destination to acknowledge the successful reception of the previous fragment.
The success of a transmission is inferred from the reception of a positive ACK from the destination station, in the form of an ACK control frame. A destination station sends an ACK control frame a SIFS after the end of any successfully received data frame. Immediately after receiving the ACK control frame acknowledging the successful reception of an MSDU, a sending station performs the backoff procedure described above. This "postbackoff" is performed regardless of whether MSDUs are queued for transmission.
A sending station not receiving an ACK (or CTS) within the ACK (CTS) timeout interval, begins the backoff procedure described above immediately after the end of the timeout interval. Stations not participating in a collision infer the occurrence of a collision from the calculation of an incorrect frame check sequence (FCS) on the received frame and defer for an extended IFS (EIFS) before resuming the backoff procedure. Should a station deferring for EIFS correctly receive a transmission it will resynchronize itself to the actual busy/idle state of the medium, terminating the EIFS and resuming normal medium-access following reception of the frame. Since the EIFS is appreciably longer than the ACK timeout, colliding stations are furnished an interval where they may contend for access to the channel while the majority of other stations defer. The effect of this policy is that retransmission attempts have a greater success rate than initial attempts. 
III. EDCF OVERVIEW
As part of the effort to add QoS support to IEEE 802.11 DCF, Task Group E of the IEEE 802.11 standard group has devised an EDCF. EDCF stations (QSTAs) support up to four queues for incoming traffic. Each queue is associated with a specific access category (AC) and contends for the channel independent of the others. Collisions among a single station's queues are resolved internally, permitting the higher priority queue to transmit and forcing the lower priority queue to perform a collision response. Different levels of service are provided to each AC through a combination of three service differentiation mechanisms as follows:
• arbitrary interframe spaces (AIFS);
• contention window sizes;
• medium occupancy limits. Figs. 1 and 2 illustrate EDCF backoff operations for two different ACs and are provided as an aid to the following discussion of EDCF differentiation mechanisms. Fig. 1 depicts EDCF backoff after a successful transmission; Fig. 2 shows EDCF backoff after an unsuccessful transmission.
A. Arbitrary Interframe Spacing (AIFS)
Whereas all DCF backoff slots begin after DIFS from the end of the last indicated busy medium, EDCF backoff slots begin at different intervals according to the AC of the traffic queue. The duration of the interframe space (AIFSD [AC] ) is given by a SlotTime (1) where AIFS[AC], aSlotTime, and aSIFSTime are MIB attributes. Use of AIFS furnishes higher priority stations better service in two ways. First, higher priority stations enjoy a lower average probability of collision, since these stations may transmit in backoff slots that lower priority stations still waiting in AIFS cannot. For convenience, we refer to these groups of slots where different sets of stations contend for access to the medium as contention zones. Fewer collisions means that, on average, fewer backoff slots are traversed per successful transmission.
Second, higher priority stations will progress through backoff slots relatively faster since they may decrement their backoff counters, while lower priority stations wait till the end of AIFS.
Consider the case where two transmissions from stations with different AIFS collide and by chance choose identical backoff counter values: the station with the smaller AIFS will transmit sooner since its backoff counter will be decremented more often in subsequent transmission periods.
B. Contention Window Sizes
In legacy DCF, initial values for backoff counters are randomly selected from the interval [ , then . The benefit of a smaller contention window is multiplied by the reduced competition of the postcollision period. A station involved in a collision will be the next to transmit if it selects a backoff counter value that expires before the end of the EIFS and before the backoff counter values selected by the other colliding stations. Stations choosing from smaller contention windows, especially those on the order of EIFS, have the best chances of successful transmitting during postcollision contention periods.
C. Medium Occupancy
EDCF places limits on medium occupancy using an AC specific transmission opportunity (TXOP) limit parameter, in contrast to a common limit for all stations in DCF. Upon gaining access to the medium, QSTAs set a medium occupancy timer to the AC specific TXOP limit attribute. A QSTA may continue to access the medium so long as the medium occupancy timer is greater than zero. This allows TXOP bursting, a procedure where a station sends several MSDUs without contending for the channel between transmissions. Stations with longer TXOP limits have to contend for medium access less often than stations with similar traffic arrival rates but shorter TXOP limits. Less frequent contention means lower transmission overhead per unit of payload and fewer collisions and, thus, superior service.
IV. MODEL DEVELOPMENT

A. Previous Work
In [6] , Bianchi presented a simple, accurate analytical model to compute the throughput of a saturated IEEE 802.11 DCF network under ideal channel conditions. The model relies on two discrete time processes to model the progress of a given station through backoff. One process represents the backoff counter of the station. Whenever reaches zero the station transmits and, regardless of the outcome of the transmission, starts a new backoff, thus drawing a new value for . Otherwise, is decremented at the start of every idle backoff slot. It is important to note that the time scale for does not correspond to real time: it observes only backoff slots and is suspended for the duration of all transmissions and interframe spaces (i.e., SIFS, DIFS).
Because the value of after transmissions depends on the size of the contention window from which it is drawn, depends on the station's transmission history, and is therefore non-Markovian. To overcome this another process, , is defined to track the size of the contention window ( , ) from which is drawn. After every successful transmission is reset to zero, and for every collision is incremented up to a maximum of corresponding to the stage where the size of the contention window equals aCWmax.
Bianchi's model is underpinned by two assertions. First, the probability that a station will attempt transmission in a timeslot is constant across all timeslots; and second, the probability that any transmission experiences a collision is constant and independent of the number of collisions already suffered. Using these assertions a bi-dimensional Markov process is formed, whose stationary distribution, , , , is expressed in terms of and constant system parameters.
Since the stationary distribution is equivalent to the probability of a station occupying a given state at any time, is the probability that a station will a transmit in a given timeslot. With an expression for , and the probability of a transmission encountering a collision in a system of stations , a closed form solution for and can be found. Once found, and can be plugged into straightforward expressions for throughput.
In [1] , a model for EDCF was proposed that conditioned all state transitions in Bianchi's Markov process on the probability that the transition is preempted by a transmission from one or more other stations. This approach does not treat AIFS correctly since the conditioning probability is the same for all stations regardless of each station's AIFS attribute. Further, the probability of a (preemptive) transmission occuring in a given timeslot is not uniform across all timeslots and, thus, cannot be applied to a Markov process; this is explained in detail later in this work.
B. Keys to EDCF Extensions
In this work, we extend Bianchi's model to accommodate the QoS features provided by EDCF. Sharing the approach of using and to underlie a two-dimensional Markov process, we underpin our model with the following conjectures.
• Each queue in the system is modeled by a Markov process specific to the AC associated with the queue.
• The probability that any transmission experiences a collision is constant within a contention zone, regardless of the number of retransmissions suffered.
• The probability that a station initiates a transmission in a given backoff slot is constant across all of its backoff slots.
• The Markov process does not observe postcollision timeslots prior to the expiry of the EIFS; backoff and transmission during postcollision contention periods are treated outside the Markov process. The reasoning behind the first point is obvious: since queues of different AC will progress through backoff at different rates, they must be modeled by different processes.
The second conjecture is the parallel of Bianchi's approximation that all transmissions collide with constant and independent probability. Since the probability that a transmission collides is a function of the size and composition of the set of competing stations, it must differ among contention zones. Since our model does not track progress within a transmission period, our solution uses an average conditional collision probability , defined in terms of the contention zone specific values for and the distribution of transmission attempts across contention zones.
The third conjecture is rooted in random nature of pauses in the backoff procedure that are symptomatic of randomly chosen backoff intervals. When multiple stations are contending for use of the medium, the backoff counter of a single station may be stalled several times, while other stations access the medium. Given that the value of any backoff counter at the beginning of any transmission period is random, the probability of the backoff counter being decremented to zero in a backoff slot is uniform.
The fourth conjecture arises from the fact that only stations involved in the immediately preceding collision use the postcollision contention timeslots for backoff. Since models backoff for all stations of the same AC category concurrently, it cannot incorporate timeslots from the postcollision contention period. Bianchi's model does not treat EIFS contention, but since higher priority stations derive a marked advantage from postcollision contention periods special treatment is required. Later, we present a comparison of analysis results with and without EIFS contention to underscore the importance of treating the postcollision period.
Treatment of EIFS also means that our model must discard the simplicity of uniform backoff counter selections. Colliding stations that do not transmit successfully in the postcollision contention period are likely to have decremented their backoff counters before returning to the normal contention modeled by the Markov backoff process. Thus, the value of a backoff counter upon return to the Markov backoff process is a function of both the contention window size and the duration of the postcollision contention period. In subsequent work, we denote the probability of transmitting successfully in the postcollision contention period by and the probability of returning to the backoff process in stage with a backoff counter value of by . Development of the model will be presented in three parts. First, a Markov backoff process is presented to model normal contention; probabilities for postcollision events are assumed to be known where necessary. Following this the concept of average conditional collision probability is developed. Finally, expressions for postcollision event probabilities are introduced in a probabalistic treatment of the postcollision contention period. Fig. 3 illustrates the discrete time bidimensional Markov process we use to model backoff and transmission for a given station. In contrast to Bianchi, our model does not persist in a single stage once aCWmax[AC] has been reached. Instead, we use multiple aCWmax[AC] stages so that the final stage in our model corresponds to the retry counter limit. This approach provides a more accurate result, but has the drawback that a different model must be used depending on the transmitted packet size because of distinct retry limits for short and long frames. For consistency with Bianchi, we will continue to refer to the final backoff stage as .
C. Normal Contention Markov Backoff Process
Another departure from Bianchi's model is our choice to define such that it is decremented at the end of every idle transmission slot. This definition provides better conformance to the definition of 802.11 operation where backoff counters are decremented at the end of idle backoff slots. The change in definition means a station in any state , , will decrement its backoff counter to zero and simultaneously initiate transmission at the end of the next idle backoff slot it observes. For convenience, we refer to the largest backoff value that may be drawn in stage as , instead of in terms of the present contention window size (i.e.,
). Assuming knowledge of , and , and defining the range of possible backoff counter values for stage as , the following nonnull one-step transition probabilities govern the activity of our Markov backoff process:
The state transitions above correspond to (top to bottom): decrementing the backoff counter after an idle slot, a failed transmission attempt, a successful transmission attempt, and any transmission attempt in the last backoff stage.
Denoting the stationary distribution with , we note the following relationship between backoff stages: (2) Relationships between stationary distributions of neighboring backoff states are
From (2) and (3), we deduce for all (5) and for all and
A solution for in terms of average conditional collision probability and the postcollision probabilities and is found by imposing the normalization condition on the Markov process and solving for using (6) . Recalling our definition that transmissions occur whenever the backoff counter reaches to zero, we find the probability that a station transmits after any idle backoff slot using the solution for and (2) in conjunction with
D. Average Conditional Collision Probability
To preempt confusion, subsequent development is based on a hypothetical system containing stations that serve one of two ACs (A and B), with distinct numbers of stations and distinct values for AIFS, aCWmin[AC], and aCWmax [AC] . Such a system has two contention zones: high priority stations (A) are active in both zones while low priority stations (B) are active only in the second (later) zone. By this definition it is clear that , and . Though all work in this paper can be generalized to a larger number of ACs, we have resisted presenting such a generalization out of concern that adopting a general formulation risks making the model more difficult to understand. We have also elected not to expand the expressions to more than two ACs because this would generate expressions too large to be typeset coherently in this publication. Following Bianchi's lead, we define the probability of a transmission colliding in terms of the probability of other stations transmitting. A transmission "sees" a collision whenever any other station transmits at the same time. Since the composition of the set of contending stations varies across contention zones in EDCF, is defined on a zone specific basis Here, we note that our definition of can be modified to accommodate multiple queues inside a single station. Since the internal collision resolution mechanism permits the highest priority station partaking in an internal the collision to transmit, higher priority queues never "see" colocated lower priority queues. Thus, the expression for should not include terms for lower priority colocated stations.
The average probability of collision is found by weighting zone specific collision probabilities according to the long term occupancy of contention zones. Since a backoff slot is reached only when no transmissions have occurred in all preceding timeslots of the current transmission period, and the probability of passing through each timeslot is constant, we can use a Markov process to find the occupancy of backoff slots. Such a process is governed by the probability of at least one transmission occurring in a backoff slot and is illustrated for convenience by Fig. 4 .
Defining as the probability that at least one transmission occurs in a backoff slot (7) the relationship between the occupancy of adjacent backoff slots is (8) where is the occupancy the th backoff slot, and is the probability of transmission in the zone where the slot occurs.
Since the maximum number of backoff slots between successive transmissions is strictly bounded by the smallest contention window in the system there is a maximum number of terms in the stationary distribution. Since this maximum is not constant because the sizes of contention windows are increased after collisions, we select the smallest maximum window size in the system as our bound on the stationary distribution. With this approximation the solution to the stationary distribution is given by (9) Having found and backoff slot occupancy, we obtain by summing the zone specific conditional collision probabilities, weighted according to backoff slot occupancy (10) (11)
E. Postcollision Contention Outcomes
Following every collision, noncolliding stations are suspended for the duration of EIFS, while the stations involved in the collision contend for access to the channel. The backoff counter value chosen by a station contending in the postcollision period determines which one of three possible outcomes the station experiences. In a postcollision period, a station will:
• conduct a successful postcollision transmission if it completes its backoff before any other competing station and before the end of the EIFS; • return to normal contention with a backoff counter reduced by the number of backoff slots elapsed during the postcollision period if interrupted by a transmission from a competing station, or by expiry of EIFS; • enter into another postcollision period if the station collides with another station transmitting during the postcollision period. It is obvious that postcollision outcomes are contingent on the set of stations involved in the collision. Since the Markov process requires average values for and , post collision outcome probabilities must be calculated for all possible collisions, then summed with appropriate weight according to the likelihood of the inciting collision condition occurring. The expression for the probability of a particular set of stations colliding is necessarily zone dependent, since the zone in which the collision occurs limits the combination of stations that may be involved in a collision. Given that a collision has occurred in a system of stations, the probability that this collision involves a subset of stations is (12) Because stations competing in the postcollision may have different values for AIFS, we adopt the convention whereby backoff counters and expiry of the EIFS are evaluated at timeslot boundaries relative to the end of the ACK (or CTS) timeout period. Using this convention a backoff counter of maps to an expiry at timeslots after the end of the ACK (CTS) timeout. After collisions, noncolliding stations defer for from the end of the last indicated busy medium before resuming backoff, in contrast to colliding stations, who wait for only before inferring a failure and starting backoff. Since the expiry of EIFS does not necessarily coincide with the timeslot boundaries of the colliding stations, and because the definition of EIFS is different for each AC, we define anACKTime aSlotTime aSlotTime (13) where anACKTime is the time required to transmit an ACK frame, including headers, aSlotTime is the length of single timeslot, and is the smallest AIFS among stations not active in the postcollision contention period. Because used here depends on the set of stations waiting outside the postcollision contention period, may vary depending on the collision scenario. Using this definition only backoff counters expiring at less than will expire during postcollision contention. We illustrate these conventions in Fig. 5 . Though it is possible to develop a complex probabilistic treatment that considers all possible window sizes among a set of colliding stations, such a treatment would create an explosion of possible collision scenarios. As we are unable to know the current backoff stage of each station involved in a collision, we assume that all stations are in the second backoff stage . For convenience we hereafter refer to the contention windows of this stage for stations of AC's A and B as and , and define the expiry of the largest possible backoff counters for each AC as and . Thus, in further postcollision treatment, stations will select a backoff expiry . A station will successfully transmit in a postcollision contention period when it completes its backoff before any other colliding stations and before the end of the EIFS. Using combinatorics the probability that a station succeeds in a postcollision contention can be expressed as (14) where is the uniform probability that the station under consideration chooses any particular backoff value in its contention window after a collision in the th stage. The terms within the sums are the probabilities that all competing stations select backoffs larger than the particular value chosen by the station. Since contention window size and EIFS constrain the range of backoff values that may result in successful retransmission, we define as the largest backoff value that a station may choose and still successfully transmit in the post collision period
Stations not transmitting successfully during the postcollision period return to normal contention having observed backoff up to interruption by a transmission or end of the EIFS. The probability of either interruption is dependent on the earliest backoff expiry among the set of stations contending in the postcollision period. For our hypothetical system, the probability that the first backoff counter expiry among a set of colliding stations occurs timeslots after the ACK (CTS) timeout is given by (15) for . Equation (15) can be understood as the sum over the number of stations that may choose a backoff expiry at , where for each the number of ways stations from a set of stations can select backoff counters that expire at , is multiplied by the probability of stations choosing a backoff expiry at and by the probability that station choose a backoff expiry later than . Simplification of (15) Since the probability of collision during postcollision contention is generally low, and because the present model will not gracefully accommodate the iterative pursuit of such collisions (transitions between nonadjacent backoff stages would be required for unsuccessful stations), we use the probability of these collisions to normalize the previous results for postcollision success and return to normal contention.
Using the collision content dependent expressions (14), (18), and (19) average values for each and are found by computing weighted sums using over every collision possibility using the appropriate for each stage . Care should be taken that the collision probability is also weighted according to zone occupancy, as in (10) .
The expressions for , , , , and are sufficient to form an exactly determined system of nonlinear equations, amenable to solution by numerical methods. We obtained analytical results using the GNU Octave programming language.
V. THROUGHPUT ANALYSIS
Our calculation for throughput is based on the interpretation of throughput as a measure of the fraction of time spent transmitting payload. This is simply the average amount of information successfully transmitted in a transmission period (i.e., payload) divided by the average duration of a transmission period (i.e., time taken by deferral, empty timeslots, successful transmission, and colliding transmission) payload transmitted in a transmission period length of a transmission period
The expected payload that a station transmits per transmission period and the expected length of a transmission period can be determined from the weighted sum of possible event sequences that may occur in a transmission period. Defining a transmission period as the interval between successive normal contention periods, a transmission period must include deferral, backoff and transmission, and may include collision resolution.
A. Payload Analysis
Examining the outcome of a single timeslot provides the basis for our solution. Since the probability of a station successfully transmitting during a normal contention timeslot is by definition the probability that that station transmits and no other active stations transmit, we can express this probability as
For a station to succeed during postcollision contention it must first transmit and collide with at least one other station during normal contention, and then successfully transmit during the postcollision period (21)
In the above expression, is the zone specific probability of post collision success average over all backoff stages. This is in contrast to used in the Markov analysis, which is the backoff stage specific probability of post collision success, average over all contention zones.
The calculation for is an average of all for every collision that can occur in the zone, weighted by both the probability of the collision occurring (12) and by the probability that the station is transmitting in stage stage transmission .
B. Transmission Period Analysis
Since we already have expressions for the probability that a single given station successfully transmits in a timeslot (20), (21), we can express the probability that any station successfully transmits as follows:
To our knowledge of transmission success probability we can add the probability of a timeslot elapsing without any transmissions occurring using as given by (7). With expressions for idleness, normal contention success and postcollision success, only return to backoff following collision remains as a possible outcome for a timeslot. Thus, the probability of a return to normal contention after collision is
C. Event Timing
Using the above expressions for event probability, we can express the expected length of the outcome for a single timeslot in terms of the duration of possible timeslot events. In the following description, we will use to denote the duration of a single timeslot, for successful normal contention transmissions, for successful postcollision transmissions, and for collisions not leading to successful transmissions.
Because the use of AIFS differentiation may cause event probabilities to differ from one timeslot to the next the expected length and payload of a transmission period must be a sum over the timeslots of the transmission period weighted according Consistent with work presented in [6] , our expressions for throughput rely on generic definitions for durations of successful transmissions and collisions. This endows the model with the flexibility to specify AC specific payloads and transmission mechanisms (basic or RTS/CTS). Letting H be the sum of the duration of PHY and MAC layer headers and be the propagation delay, , , and are defined in accordance with Fig. 6 as follows:
The above expressions for include to approximate the average backoff observed prior to transmissions in post collision contention.
can be found by noting the probability of backoff expiry selections winning during the calculation, weighting the winning probabilities according to collision probability (including zone occupancy), and normalizing to the net probability of all post collision successes. Stage is irrelevant in such a calculation, and AC is relevant only to the extent that it affects collision probability, since expiry is fixed relative to the . Note that is a zone specific measure, whereas is not. This is because the RTS/CTS mechanism removes the duration of colliding payloads from the calculation of collision duration, and so the duration of all collisions are identical regardless of contention zone. Any time that stations using the basic access mechanism contend for the channel, the expected length of the longest colliding payload must be considered. In the case where the payloads of all transmissions are the same fixed size . When all payloads are of fixed size, but vary in size across ACs, depends on the relative probabilities of access categories colliding and can be determined by weighting with expressions similar to (12). In [6] , the calculation of was extended to a general case where payloads of collided transmissions are treated as independent random variables. A similar analysis is applicable to the present model, and with an appropriate statistical traffic model would expand the model's applicability to more complex transmission schemes such as RTS/CTS thresholds, MSDU fragmentation and TXOP bursting. Such an extension is beyond the scope of this paper and is left for future work.
VI. MODEL VALIDATION
We validate the accuracy of our model by comparing calculations yielded by the model to results of simulations conducted using the ns-2 simulator. The ns-2 EDCF implementation used was created by G. Chesson and A. Singla of Atheros, Inc. as part of their work on the 802.11e Task Group, and can be found in [8] . We have examined the simulator code in detail and are satisfied that it is an accurate representation of the EDCF protocol.
In all simulations presented here, all transmitting stations contend to transmit fixed size user datagram protocol (UDP) packets to a single nontransmitting station (i.e., an access point), using the RTS/CTS transmission mechanism. Saturation conditions are created by feeding stations with high rate constant bit rate traffic generators. All stations are configured according to DSSS system parameters and suggested AC parameters [9] . These parameters are listed for convenience in Table I . Simulation results were obtained using the replication/deletion approach for means as described in [10] . All simulation results presented here have a 95% confidence interval within 1% relative error. Figs. 7-9 contain comparisons of per station throughput and probability of normal contention collision for adjacent access categories under symmetrically increasing loads. The accordance of analysis results with simulation results suggests that our model is highly accurate, and shows no discernable trends toward error. The figures also highlight the importance of the postcollision treatment by showing results of an analysis that omits the postcollision treatment.
VII. DISCUSSION OF DIFFERENTIATION MECHANISMS
In Figs. 7 and 8, stations differentiated by only contention window size are subjected to increasing loads, while in Fig. 9 stations are differentiated by only AIFS. The contrast between these figures clearly shows differences in the behaviors of the contention window and the AIFS differentiation mechanisms, and indicates a strong relationship between the level of differentiation provided and the offered load.
Under low load conditions contention window sizes provide efficient differentiation, but as loads increase efficiency suffers and low priority stations may be starved of bandwidth. Declines in efficiency under high load conditions can be explained by looking at how the probability of collision increases with load. When only contention window differentiation is used, the difference in normal contention collision probability can be expressed as . Thus, it is clear that as load ( or ) increases, the collision probabilities of both ACs will converge. This means that high priority stations can suffer performance degradations due to lower priority stations offering heavy loads.
The tendency for contention window differentiation to starve low priority traffic is only apparent when lower priority stations have maximum window sizes much greater than high priority stations, as is the case in Fig. 8 . In these situations, the probability of collision soars, and lower priority stations, already less likely to succeed in postcollision contention, are pushed in larger and larger contention windows. Thus, they transmit infrequently due to long backoffs and have miniscule chances of transmitting successfully.
In contrast to contention window differentiation, AIFS differentiation will not sacrifice service provided to high priority access categories when taxed by voluminous lower priority traffic. Because AIFS differentiation creates a contention zone where only high priority stations may transmit, it maintains a lower probability of collision for high priority stations. AIFS differentiation also speeds the backoff of high priority stations, since these stations decrement their backoff counters more often than their low priority counterparts. When high network loads cause the average length of backoff in transmission periods to decline, the effect of AIFS become more pronounced. High priority stations proceed through backoff relatively faster, since they "see" an increasingly greater fraction of the backoff slots in each transmission period. Conversely, low priority stations are susceptible to being starved, since transmission periods may become so short that low priority stations are rarely able observe backoff slots.
VIII. CONCLUSION
This paper has presented an accurate numerical model for the saturation throughput performance of 802.11e EDCF. The model accounts for both arbitrary interframe spaces and contention window differentiation mechanisms, and supports the use of both basic and RTS/CTS access mechanisms. Importantly, it contains an in depth treatment of the postcollision contention period, which is vital to its accuracy for systems with small contention windows or operating under very high loads. The model is also flexible enough to be extended to support more complex access mechanisms and to move beyond the use of fixed size payloads to general payload distributions.
Comparisons with results from simulators developed independent of the authors' work have demonstrated the validity of the model for predicting throughput and collision probability. Simulations results also underscored the importance of treating the postcollision period in the analysis.
In our analysis of EDCF differentiation mechanisms, we found that contention window sizes have a pronounced effect on service by directly influencing the relative frequency of transmission. However, service differentiation using contention window sizes leaves the service of high priority traffic susceptible to degradation due to heavy low priority load. Use of AIFS has been shown to differentiate service by scaling average collision probability and relative progress through backoff in proportion to differences in AIFSD. Though AIFS provides efficient service differentiation and preserves service to high priority traffic at high loads, it is especially prone to starving lower priority traffic.
Our greatest disappointment with this model is that it does not provide a closed form solution for throughput and, thus, can only be used for optimization of EDCF parameters through numerical methods. Practical use of the model is also severely limited by its restriction to saturation conditions, though we are pursuing an extension to statistical traffic based on [11] .
