Abstract. Weyl group multiple Dirichlet series are Dirichlet series in r complex variables, with analytic continuation to C r and a group of functional equations isomorphic to the Weyl group of a reduced root system of rank r. Such series may be defined for any global field K, but in the case when K is an algebraic function field they are expected to be, up to a variable change, rational functions in several variables. We verify the rationality of these functions in the case when K = F q (T ), and describe the denominators and support of the numerators.
1. Introduction 1.1. Overview. To n a positive integer, K a global field containing the 2nth roots of unity, and Φ a reduced root system of rank r, one may associate a Weyl group multiple Dirichlet series. These objects are Dirichlet series in r complex variables, with analytic continuation to C r and a group of functional equations isomorphic to the Weyl group of Φ. They arise, for example, as Fourier-Whittaker coefficients of Eisenstien series on metaplectic groups and have applications in analytic number theory [9, 11, 18, 20, 25] .
In this paper we consider the case when K = F q (T ) is the field of rational functions over the finite field F q with q elements. In this case -in fact, if K is any algebraic function field -Weyl group multiple Dirichlet series are expected to be rational functions in several variables. The first one to note the rationality of these series was Hoffstein, who in [19] obtained a Weyl group multiple Dirichlet series of type Φ = A 2 as the Mellin transform of a half-integral weight Eisenstein series. In [16] , Fisher and Friedberg also obtain an analytic continuation for and prove the rationality of type A 2 series (and provide explicit examples for K the rational function field and the function field associated to a specific genus one curve -for similar A 3 examples, see [15] ; for more A 2 and K genus one, see [27] ), but with a different construction that avoids the use of metaplectic Eisenstien series. Our methods are more in line with the latter construction. However, in the time since that publication, a more cohesive theory of Weyl group multiple Dirichlet series has developed, cf. [3, 4, 6, 8, 12] . For A 2 and A 3 examples illustrative of this newer approach, see [9] ; for A r and n r, see [13] . Our work expands on the previous literature in two ways. First, we work with Φ and n arbitrary. Second, we consider "twisted" Weyl group multiple Dirichlet series over the rational function field. Twisted series are essentially twists of the original series by nth order characters. In this sense, one may think of twisted Weyl group multiple Dirichlet series as analogue to L-functions. Just as in the case of the zeta function associated to an algebraic function field, we expect the coefficients of these twisted series to encode information about the arithmetic of the defining curve. The first step is to determine the support of the series, we which we address in Theorem 4.4. Specifically, we prove that such series are in fact rational functions and show that after a variable change, Weyl group multiple Dirichlet series over the rational function field can be expressed as finite weighted sums of "local" series, which act analogue to Euler factors in the construction of the global object. This result generalizes observations from [9, 13] that note a similarity between the local and global series in certain special cases. It also provides a roadmap to compute families of examples.
Series construction.
To better understand Theorem 4.4, it is helpful to have an idea of how one constructs Weyl group multiple Dirichlet series in the rational function field case. We give a brief overview here, with full details appearing in Section 2. Let n ≥ 1 be an integer such that q ≡ 1 mod 2n. Let O = For fixed p ∈ O mon irreducible and = (l 1 , . . . , l r ) ∈ (Z ≥0 ) r , the p-part of Z(s; m) is a generating function in |p| −s 1 , . . . , |p| −sr for the
is not Eulerian in general, the p-parts completely determine the coefficients H(c 1 , . . . , c r ; m) via a twisted multiplicativity relation that acts analogue to an Euler product (see Section 2.5).
The p-parts are built out of Gauss sums using combinatorial data from Φ. We will follow the Chinta-Gunnells construction (see Section 2.3), which defines the p-parts via an averaging technique analogous to the Weyl character formula. This method yields global series with the desired analytic properties of analytic continuation and Weyl group of functional equations for all Φ and n [12] . There are other methods to define the p-parts, notably the crystal graph technique of Brubaker, Bump, and Friedberg [3, [5] [6] [7] . Equivalence of the Brubaker-BumpFriedberg and Chinta-Gunnells constructions has been shown in several cases [10, 14, 17, 24] .
As previously mentioned, the series Z(s; m) are expected to be rational in q −s 1 , . . . , q −sr . It was noticed in [9, 13] that in the untwisted case when Φ is type A and n r, up to a rational factor, a simple change of variables transforms the p-parts into the global series. This correspondence parallels the relationship between the Euler factors of the zeta function associated to the projective line and the global series. Indeed, Chinta and Gunnells [12] use this correspondence as a basis for their combinatorial construction of the p-parts. Our results generalize previous case-by-case observations: first, Theorem 4.1 proves that the global series are indeed rational functions. Proposition 4.3 then shows that in the untwisted case, a simple change of variables transforms a modified p-part into the global series, and Theorem 4.4 shows that in the twisted case, this same variable change allows us to express the the global series as a finite weighted sum of modified p-parts. (The modified p-parts are simply p-parts multiplied by a prefixed rational factor.) Moreover, after normalizing by a product of zeta functions, the weights are coefficients of the original series Z(s; m). This paper is organized as follows. In Section 2 we introduce relevant notation and review the Chinta-Gunnells construction of the p-parts and their combinatorial properties [10, 12, 17] . In Section 3 we use the functional equations stated in [12] for K any number field to derive explicit functional equations for the case when K = F q (T ). In Section 4, we prove the rationality of the series and describe the relationship between the p-parts and the global series in detail. In particular, Propositions 4.3 and Theorem 4.4 completely characterize Weyl group multiple Dirichlet series associated to the rational function field in terms of local p-parts. We also provide two low-rank examples.
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Preliminaries
Fix an integer n ≥ 1 and let q = p k , for p a rational prime and k a positive integer, be such that q ≡ 1 mod 2n. We consider K = F q (T ) the field of rational functions in T over the finite field F q with q elements, where O = F q [T ] denotes the associated polynomial ring and O mon ⊂ O the subset of monic polynomials. The completion of K at the place corresponding to
the degree of f is the smallest i such that a i = 0, and the norm | · | : O → C × is defined by |f | := q deg f . For the remainder of the text, we assume that P is a prime element of K, i.e. P ∈ O mon is irreducible.
2.1. Gauss sums. The coefficients of Weyl group multiple Dirichlet series involve nth order Gauss sums. Before defining these generalized Gauss sums, we first recall the traditional finite field Gauss sum definition. Let µ n = {a ∈ F q : a n = 1} be the nth roots of unity in F × q , and fix an embedding : µ n → C. Consider the multiplicative character χ : F × q → µ n defined by a → a (q−1)/n and an additive character e 0 : F × p → C, which we will take as a → exp 2πia/p. To extend e 0 to F q , put e * = e 0 • T r Fq/Fp . For t ∈ Z, define the Gauss sum
A detailed listing of the properties of these sums see can be found in [22, Section 8.2] . In particular, one can show that τ ( t )τ ( −t ) = q. We now extend the notion of Gauss sum to O. As we will no longer need to refer explicitly to the characteristic of K, from now on we let p := |P |. For a ∈ K ∞ , write a = i≥−N a i π i ∞ and let ψ(a) = a −1 and ψ * (a) = ψ(T 2 a). Define a global additive character e = e * • ψ * , where e * is the additive character on 
where y c n is the nth order residue symbol for K. We note that for a, b ∈ O mon , the nth order reciprocity law, cf. [26, Theorem 3.5] and our assumption q ≡ 1 mod 2n imply a b n = b a n .
After an appropriate identification of the residue field (O/cO) × of c with the finite field F q deg c , one sees that g t (1, c) corresponds to the F q deg c Gauss sum τ ( t ). Accordingly, the following properties of generalized Gauss sums follow directly from the corresponding properties of finite field Gauss sums [2, 9, 20] , cf. [22, Section 8.2] .
(1) If (c, c ) = 1, we have
(2) If (a, c) = 1, we have
(3) Let k, l ∈ Z ≥0 , and let φ(P l ) = be the number of elements of
(4) If (t, n) = 1, then
In what follows, we denote g t (1, c) by g t (c).
2.2.
Roots and weights. The p-parts are built using combinatorial data from an irreducible, reduced root system Φ of rank r, see [21, Chapter 9] . Any root of Φ can be written as a Z-linear combination of the simple roots α 1 , . . . , α r . We say α ∈ Φ is positive (negative) if when written as a sum of simple roots α = k i α i , all k i are nonnegative (nonpositive). We have a decomposition Φ = Φ + ∪ Φ − into positive and negative roots. If α ∈ Φ + , we will write α > 0. Let Λ be the root lattice of Φ, i.e. the Z-span of the simple roots. Define the generalized height function d : Λ → Z by
Let W be the Weyl group of Φ, and fix a W -invariant symmetric, bilinear, positive definite inner product (·, ·) on Λ ⊗ R normalized such that the short roots all have length one. This implies that for any α, β ∈ Λ, we have (α, β) ∈ 1 2 Z. In particular
1 for all α in types A, D, E, 1 for α a short root in types B, C, F 4 , G 2 , 2 for α a long root in types B, C, F 4 , 3 for α a long root in type G 2 .
The Weyl group W is generated by the simple reflections
where we define α i , α j := 2
. We will denote the ij-entry of the Cartan matrix by c(i, j) = α i , α j . For w ∈ W, let l(w) be the number of σ j in any reduced expression for w, and put sgn(w) = (−1) l(w) . Define the simple corootsα i = 2α i /(α i , α i ) for i = 1, . . . r. The fundamental weights { 1 , . . . , r } of Φ are the corresponding dual basis with respect to (·, ·). In particular, we have i , α j = δ ij and may express each simple root α i = c(i, j) j as a linear combination of fundamental weights. Let L be the weight lattice of Φ generated by the fundamental weights. There is a partial order on L: we say µ ξ if µ − ξ = k i i with all k i nonnegative. We say µ ∈ L is dominant if µ, α i ≥ 0 for all i = 1, . . . , r and regular dominant if the inequality is strict. For example, ρ = r i=1 i is a regular dominant weight. 2.3. Chinta-Gunnells construction. Recall that P is a prime of
Here we describe the Chinta-Gunnells method [12] to construct, for each prime P , generating functions in p −s 1 , . . . , p −sr for the P -power coefficients of Z(s; m). These generating functions are called p-parts. This construction involves a technique analogous to the Weyl character formula to define an invariant rational function by averaging over the Weyl group.
We first define an appropriate Weyl group action on rational functions. Fix an r-tuple of nonnegative integers = (l 1 , . . . , l r ). The we choose will be determined by P and the twisting parameter m; hence, we also call a twisting parameter. The tuple determines a regular dominant weight
and a W -action on Λ:
Note that when w = σ j is a simple reflection, we have
, the ring of Laurent polynomials on Λ. The ring A consists of all expressions f of the form f = β∈Λ c β x β with c β ∈ C almost all zero. Multiplication in A is defined by addition in Λ:
Our goal is to define a Weyl group action on the field of fractionsÃ of A. First, define a change of variables action on A by
This action is essentially a reformulation of the standard action of
2 ). Consider the sublattice Λ ⊂ Λ generated by the set {n(α)α} α∈Φ . DefineÃ λ as the set of functions f /g ∈Ã such that g lies in the kernel of the map ν : Λ → Λ/Λ and ν maps the support of f to λ. Then we have the decompositioñ
For f (x) ∈ A β , the Chinta-Gunnells action associated to the simple
where P and Q are rational functions defined below in the following way: fix k ∈ {1, . . . , r} and for 
where g * t (P ) denotes the normalized Gauss sum
Note that action (10) satisfies the defining relations for W [12, Theorem 3.2] and hence it extends to all of W . We are now ready to define the p-parts in terms of a W -invariant rational function. Let j(w,
is invariant under (10) and
The we choose is determined by P and m in the following way: let l i be the largest nonnegative integer such that
). In other words, the p-parts are generating functions for the P -power coefficients of Z(s; m).
We remark that the invariance of F (x; ) under the action (10) yields a functional equation. Write
2.4. Properties of p-parts. We will briefly review some structural properties of the p-parts.
where it is understood that P is fixed and for λ = r i=1 k i α i , we have a λ = H(P k 1 , . . . , P kr ; P l 1 , . . . , P lr ). Let Π θ be the convex hull of θ − wθ for w ∈ W . More precisely, Π θ is the weight polytope for the irreducible representation of lowest weight −θ, shifted by θ. If Θ is the set of dominant weights in the representation of highest weight θ, then all points of Π θ have the form θ − wξ where w ∈ W and ξ ∈ Θ. Proof of the following results may be found in [17] .
We will refer to the coefficients associated to the vertices of Π θ as stable coefficients. When n r, these are the only nonzero coefficients. The stable coefficients are completely determined by recurrence relations on the coefficients of the p-parts (after setting the constant term to be 1). The unstable coefficients (those strictly inside of the polytope Π θ ) are also determined by the recurrence relations, as we see in the following theorem. Theorem 2.2. Define Θ + to be the set of all regular dominant weights in the representation of highest weight θ. Then the p-part N (x; θ) is completely determined up to the coefficients a θ−ξ for ξ ∈ Θ + .
In fact, the proof of [17, Theorem 5.4] shows that any polynomial satisfying the recurrence relations of N (x; θ) can be written as a sum of shifted p-parts. Theorem 2.3. Define Θ + to be the set of all regular dominant weights in the representation of highest weight θ. Suppose that N (x) is any polynomial satisfying the recurrence relations of N (x; θ). Then
where m ξ are complex numbers.
Finally, multiplying the p-parts by the rational factor ∆(x)/D(x) reflects the support over Π θ . As we shall see, these modified p-parts are related to the global series up to a variable change.
2.5. Global series coefficients. Let us explain how to define the coefficients of the global series Z(s; m). Recall that the p-parts are generating functions for the coefficients H(P k 1 , . . . , P kr ; P l 1 , . . . , P lr ). Up to a product of residue symbols, the coefficient H(c; m) is the product over all P dividing the c i of H(P k 1 , . . . P kr ; P l 1 , . . . , P lr ), where k i and l i satisfy P k i ||c i and P 
Also define the normalized series Z * (s; m) = Ξ(s)Z(s; m), where
and ζ O denotes the zeta function ζ O (s) :
Note that like Z(s; m), the product Ξ(s) depends on Φ and n.
Global Functional Equations
In this section we derive the functional equations of Weyl group multiple Dirichlet series defined over F q (T ). Our main reference is [12] , which derives the functional equations of Z * (s; m, K, Φ, n) for K any number field. Although it is understood that their arguments apply to K any global field, we require explicit functional equations to discern the structural properties of the global series in Section 4 and thus, we include the specific details of the rational function field argument here.
To state the functional equations of Z * (s; m), we first define a slightly more general class of series. Let I = (I 1 , . . . , I r ) be an r-tuple of integers such that I j ∈ {0, . . . , n(α j ) − 1}. Then define 
where for integers i and j the functions P t i,j (s k ) and Q t i,j (s k ) are defined by
. We note that our functional equations (17) agree with those appearing in [9] , which treats the untwisted case when K = F q (T ) and Φ = A 2 .
Verifying (17) requires several steps. The crux of the argument uses Kubota's Dirichlet series, which is a rank-one Weyl group multiple Dirichlet series. Specifically, we fix c j for j = i to obtain a new series E(s i ;ĉ i ; m, I i ) from Z * (s; m, I) and show that it satisfies the same functional equations as Kubota's Dirichlet series. Writing Z * (s; m, I) in terms of E(s i ;ĉ i ; m, I i ), we obtain (17). We proceed as follows: first we define Kubota's Dirichlet series and state its functional equations. Then we define E(s i ;ĉ i ; m, I i ) and explain how its functional equations relate to that of Kubota's Dirichlet series. Finally, we use the former to obtain functional equations for Z * (s; m, I).
3.1. Kubota's Dirichlet series. Kubota's Dirichlet series is a Weyl group multiple Dirichlet series associated to Φ = A 1 . This series may be defined for any global field K and has applications to higher order reciprocity laws [2] . When K = F q (T ) we have
To state the functional equations, let 0 ≤ i ≤ n − 1 and m ∈ O mon and define
It is shown in [20 
where P t i,j and Q t i,j are defined in (18) . Note that P t i,j and Q t i,j depend only on the value of 2i − j mod n.
To compare our notation with that of [12] , we now follow [9, 25] and express the D(s, m; t , i) as sums over equivalence classes of
The following lemma shows D(s, m; t , π
Proof. Suppose that c/π
n , where we assume
has degree −k. Clearing the denominator, we have c = π
For the converse, suppose that deg c = k ≡ i mod n, and write
n if and only if f (u) = 0 has a solution in K × ∞ . Note that u = 1 is a solution modulo (π ∞ ), and our assumption q ≡ 1 mod 2n implies f (u) is a unit. By Hensel's Lemma, there is a unique K (21) . We claim that the effect of including Ψ i in the coefficients is to restrict the sum to the equivalence classes [π
n . Note that Ω is maximal isotropic for the Hilbert symbol in the sense that for any ε 1 , ε 2 ∈ Ω, we have (ε 1 , ε 2 ) ∞ = 1. Define M t (Ω) as the space of functions Ψ : K 
. A special case of Theorem 5.8 of [12] shows that E * satisfies functional equations of the same form as (20) . We will sketch the proof. 
Proof. Let P be prime and k = (k 1 , . . . , k r ) an r-tuple of nonnegative integers. Recall that i ∈ {1, . . . , r} is fixed. Set l i = ord P m i and n = n(α i ). Writing β = k j α j , define a new tuple k by setting
Then define 
We will write E * (s i , a; m, j) in terms of Kubota series D(s i , m; t , j) and f (P ;k) (x; m, α i ). To simplify notation, assume that i = 1. Let P 1 , . . . , P v be the prime divisors of a 2 · · · a r m 1 · · · m r , with p j = |P j |. Let S = {P 1 , . . . , P v }. Write a j = P β j1 · · · P β jv for j = 2, . . . , r and
where ξ and C(k 1 , . . . , k r ) are products of residue symbols. In particular, for η ∼ P 2k 1 −l 1 −1 and K j = l j − 2k j , we have [12, Lemma 5.9]
where we define Ψ (a) (c) = Ψ(ac) andΨ η (c) = (η, c) t ∞ Ψ(ηc). It is clear thatΨ η ∈ M t (Ω) and depends only on the class of
n . The proof of (25) is a lengthy, but straightforward, computation with residue symbols. The idea is to use twisted multiplicativity to rewrite the coefficients H (c 1 , a 2 , . . . , a r ) in terms of Gauss sums and prime power coefficients. This follows from considering c 1 = cc , where we assume that (c, a 2 · · · a r m 1 · · · m r ) = 1. Summing all relevant c, up to a product of residue symbols we can write E(s 1 , a; m, j) as the sum of the product of Kubota series of the form D S (s 1 , m; ; m, α 1 ). Here D S (s, m; t , η) is a generalization of (22); for a finite set of primes S, it is defined exactly the same as (22) except that we restrict the sum to those c relatively prime to the elements of S.
To obtain D(s 1 , m;
2 , η), we use the following result of [25] (see also [12, Lemma 5.4] ) to "remove" primes from S one at a time.
Making a change of variables and applying (26), we put the two terms on the left-hand side of (27) together to obtain (25) after v iterations. It remains to see that (25) satisfies (23) . For this, we first apply the functional equations of D * . Assume k = (k 1 , . . . , k r ), where each k j ∈ {0, . . . , n(α 1 ) − 1}, and let
Set e = deg E and f = deg F . It follows from (21) that
Recall that P depend only on the value of 2i−j modulo n(α 1 ). We have
Therefore P i−f,e (s 1 ) = P i,deg Am 1 (s 1 ) and Q i−f,e (s 1 ) = Q i,deg Am 1 (s 1 ) do not depend on k. The result now follows from [12] using (24).
Functional Equations for Z
* (s; m). We now derive the functional equations for Z * (s; m). Fix a simple reflection σ i ∈ W and let n = n(α i ). We have the following decomposition:
H (c 1 , . . . , c i , . . . , c r ; m)
Substituting deg Cm
Recall that σ i permutes the positive roots of Φ other than α i . It follows that
.
Thus we have achieved the desired result. It will be convenient to express (17) in a slightly different way. Summing Z * (s; m, I) over all I, we have
(30) We remark on the similarity between the p-part functional equations (14) and the global functional equations (30).
The Support of Z * (s; m)
In this section we prove the rationality of and describe the support of Z * (s; m). Let X i = q −s i and X = (X 1 , . . . , X r ). Under this identification, we put Z * (X; m) = Z * (s; m).
4.1.
Rationality of Z * (X; m). The key to understanding the relationship between the global series and its p-parts is to note that both F (x; ) and Z * (X; m) are rational functions that, up to a change of variables, satisfy the same functional equations. Thus, we first show that Z * (X; m) is indeed a rational function.
ρ i α i so that ρ i is the coefficient of α i in the sum of positive roots of Φ. For a fixed choice of reduced expression w 0 = σ it σ i t−1 · · · σ i 1 , let β j for j = 1, . . . , t be the positive root corresponding to σ i j . That is,
Our proof requires the following root-theoretic statement.
Theorem 4.2. Fix a reduced expression w 0 = σ it σ i t−1 · · · σ i 1 , where necessarily t = #Φ + . Let β j for j = 1, . . . , t be the positive roots corresponding to σ i j . That is,
Remark. If w 0 = −1, then the right-hand side of (31) becomes 2 k . If we sum (31) over all k, we get the two standard expressions for 2ρ:
i . Thus Theorem 4.2 can be seen as a refinement of the two different ways of computing 2ρ.
Proof of Theorem 4.2. Our proof of Theorem 4.2 for the classical cases utilizes a specific good choice of reduced decomposition for w 0 due to Littelmann [23] . The exceptional cases G 2 , F 4 , E 6 , E 7 , and E 8 were checked via computer computation with LiE. In what follows, ( 1 , . . . , r ) is the canonical basis on R r (see [1, VI, 4.] ). Below we use nonstandard terminology and refer to the positive roots β k corresponding to the simple reflections σ k in the reduced expression for w 0 as k-roots. [23] , the good decomposition of the long word is
, and the corresponding enumeration of the positive roots is
where R = 1 2 r(r + 1). One readily checks that the k-roots are of the form i − j such that 1 ≤ i < j ≤ r + 1 and j − i = k. It follows that i j =k β j = i j =r−k+1 β j . Therefore, we assume without loss of generality that k ≤ r/2. It follows from our definition of k that
Clearly this agrees with the sum of the k-roots. ( 1 + 2 + · · · + r ) for B r and respectively 1 = 1 + 2 + · · · + r for C r . Note that in both cases w 0 = −1.
The good decomposition of the long word is
and the corresponding enumeration of the positive roots for B r is
where R = r 2 . The enumeration for C r is
One easily checks (31) holds in all cases. That is, the k-roots sum to 2 k . Let Φ = D r . As in [23] , we label the simple roots α r = 1 − and i = 1 + 2 + · · · + r−i+1 for 3 ≤ i ≤ r. In this case we have w 0 = −1 if r is even and w 0 = −ε if r is odd, where ε is the automorphism of Φ that interchanges α 1 and α 2 and leaves the other α i fixed.
and the corresponding enumeration of the positive roots is
where R = r 2 − r. With this labeling, Equation (31) is easily verified.
Proof of Theorem 4.1. Our arguments generalize that of Theorem 5.1 of Fisher-Friedberg [16] and Proposition 4.1 of Chinta [9] , which treat the case Φ = A 2 and m = (1, 1). First note that Theorem 6.1 of [12] shows Z * (X; m) is meromorphic and its set of polar hyperplanes is contained in the W -translates of the hyperplanes s i = 1 ± 1/ gcd(n, α i 2 ). Thus, by arguments similar to the proof of Theorem 2 in [3] , the function N (X; m) is entire. To prove that it is polynomial, we bound the degree. We consider two cases, dependent on the action of w 0 on Φ.
• Case 1:
• Case 2: Φ = A r with r ≥ 2, D r with r odd, or E 6 . We first address Case 1. In this case, we have w 0 = −1. For now, assume that gcd(n, α ) = 1 for all positive roots α and m = (1, . . . , 1). Let Z * (X; m) be the column vector consisting of all Z * (X; m, I) with I = (I 1 , . . . , I r ) satisfying I j ∈ {0, . . . , n − 1}. In matrix notation, the functional equation (17) can be expressed as
where A σ i (X i ) is an n r × n r matrix whose coefficients are the functions P t i,j (X i ) and Q t i,j (X i ). We note that by definition, each A σ i (X i ) X 1−n i . Let t = #Φ + and fix a reduced expression w 0 = σ i 1 σ i 2 · · · σ it . Let A w 0 (X) be the matrix product corresponding to repeated application of the functional equations for this this choice. Indeed we can write A w 0 (X) explicitly as
by Bourbaki VI Corollary 2 to Proposition 17, the σ it σ i t−1 · · · σ i j+1 x α i j correspond to the distinct positive roots of Φ, with some extraneous q powers. Thus, we can express the functional equation (17) in matrix form as
Multiplying both sides by D(X)D( ) and
; m) remain bounded, while
Therefore the right hand side is O(
If gcd(n, α ) > 1 for some α ∈ Φ, then our vector Z * (X, m) has length r i=1 n(α i ). Still, we derive (34) is the same way, and we readily check that as
. In the notation of theorem, we write A w 0 (X) = t j=1 A σ i j (q * X θ j ), where q * represents some extraneous q powers. It follows that
The same strategy as above shows that N (X; m) is polynomial in X 1 , . . . , X r of degree at most ρ i + r k=1 c k i deg m k in each X i . Note that this expression is independent of our choice of reduced expression for w 0 by Theorem 4.2.
In Case 2 it is not true that w 0 = −1. However, here we have additional automorphisms of Φ (see [1, VI] ) that yield extra functional equations (in addition to that of (17)), which correspond to relabeling the variables X 1 , . . . , X r . In each case, let B represent the matrix corresponding to the functional equation as follows: for Φ = A r and r ≥ 2, the functional equation that interchanges s i and s r−i+1 ; for Φ = D r and r odd, the functional equation that interchanges s r−1 and s r ; and for E 6 
, . . . , 1 q 2 X r ; m).
The remainder of the argument for Case 1 now follows in the exact same way.
The Variable Change.
In what follows, we abuse terminology and refer to both F (x; θ) = F (x; ) and N (x; θ) = N (x; ) as p-parts.
(Previously, we referred to F (x; ) as modified p-parts.) Recall that we say Z(s; m) is untwisted when m = (1, . . . , 1). Similarly, we say that the p-part F (x; ) is untwisted when = (0, . . . , 0). It was noticed in [9] , for Φ = A 2 , and [13] , for Φ = A r and n r, that a variable change transforms F (x; 0) to Z * (X; 1). We now generalize this observation to all Φ and n. 
where τ ( k ) and g * k (P )are the Gauss sums defined by (2) and (3), respectively. Then Z * (X; 1, . . . , 1) =F (X; 0, . . . , 0).
Proof. Let β = r j=1 β j α j and let (σ i • β) j denote the α j coefficient of σ i • β. One computes
It follows that δ i (β) = 1 − j =i c(j, i)β j − 2β i . Put I = β i and J = − j =i c(j, i)β j . Then the transformation (35) takes P β,0,i (x i ) and Q β,0,i (x i ) of (11) to P 
Using Magma, we compute that M 0 = 1, M α 2 = −τ ( ), and M α 1 +2α 2 = q 2 . Figure 2 shows the support of the numerator of the global series Z * (X; m), expressed in terms of the shifted p-parts. The support of N (X; 0, 2) is shown in light gray, the support of M α 1Ñ (X; 1, 0)X 2 is shown in gray, and the support of M α 1 +2α 2Ñ (X; 0, 1)X 1 X 2 2 is shown in black. (X; 1, T 2 + 2), in terms of theÑ (X; ξ).
