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Abstract. We present a study of the lens properties of quadruply imaged systems, lensed by numerically simulated galaxies.
We investigate a simulated elliptical and disc galaxy drawn from high resolution simulations of galaxy formation in a concor-
dance ΛCDM universe. The simulations include the eﬀects of gas dynamics, star formation and feedback processes. Flux-ratio
anomalies observed in strong gravitational lensing potentially provide an indicator for the presence of mass substructure in lens
galaxies as predicted from CDM simulations. We particularly concentrate on the prediction that, for an ideal cusp caustic, the
sum of the signed magniﬁcations of the three highly magniﬁed images should vanish when the source approaches the cusp.
Strong violation of this cusp relation indicates the presence of substructure, regardless of the global, smooth mass model of
the lens galaxy. We draw the following conclusions: (1) the level of substructure present in simulations produces violations
of the cusp relation comparable to those observed; (2) higher-order catastrophes (e.g. swallowtails) can also cause changes of
the order of 0.6 in the cusp relation as predicted by a smooth model; (3) the ﬂux anomaly distribution depends on the image
parity and ﬂux and both the brightest minimum and saddle-point images are more aﬀected by substructure than the fainter
images. In addition, the brightest saddle point is demagniﬁed w.r.t. the brightest minimum. Our results are fully numerical and
properly include all mass scales, without making semi-analytic assumptions. They are ultimately limited by the mass resolution
of single particles in the simulation determined by current computational limits, however show that our results are not aﬀected
by shot-noise due to the ﬁnite number of particles.
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1. Introduction
Whereas the current Cold Dark Matter (CDM) paradigm for
structure formationis widely accepted, two major problemsfor
CDM remain. While simulations predict cuspy dark matter ha-
los (e.g. Moore 1994), observed rotation curves of low surface
brightness galaxies indicate that their dark matter halos have
more shallow cores (Kravtsov et al. 1998; Swaters et al. 2000;
van den Bosch & Swaters 2001; de Blok & Bosma 2002). The
other is the apparent over-prediction of the small-scale power
in CDM simulations. As was shown by Moore et al. (1999)
and Klypin et al. (1999), the number of satellite halos seen in
N-body simulations appears to far exceed the number of dwarf
galaxies observed around the Milky Way. Particular discrepan-
cies have been found for satellite masses < ∼109 M .
Gravitational lensing is at present the only tool to inves-
tigate CDM substructure in galaxies outside the local group.
As ﬁrst noted by Mao & Schneider (1998), mass-substructure
other than stars on scales less than the image separation can
substantially aﬀect the observed ﬂux ratios in strong gravita-
tional lens systems. Chiba (2002), Dalal & Kochanek (2002),
Mao & Schneider (1998),Metcalf & Madau (2001),Metcalf &
Zhao (2002), Metcalf et al. (2003), Keeton (2001), and Bradaˇ c
et al. (2002) have all argued that substructure can provide the
explanation for the ﬂux anomalies in various systems. Dalal
& Kochanek (2002) further conclude that the amount of sub-
structure needed to explain the ﬂux ratios of quadruply-imaged
systems broadly agrees with the CDM predictions. At least for
some systems the ﬂux mismatches are probably not just an ar-
tifact of oversimpliﬁed macromodels of the main lens galaxy
(see e.g. Evans & Witt 2003; Metcalf & Zhao 2002). As dis-
cussed by Keeton (2003) and Chen et al. (2003), ﬂuxes can be
further aﬀected by clumps of matter at a redshift diﬀerent from
that of the lens, along the line of sight between the observer
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and the source; however, this eﬀect is not dominant. It is also
possible that the small scale structure does not consist of com-
pact CDM clumps, also tidal streams or oﬀset disc components
can aﬀect the ﬂux ratios (see Möller et al. 2003; Quadri et al.
2003).
Keeton(2001)andGaudi& Petters(2002)recentlyfocused
on the magniﬁcation relations that should be satisﬁed by par-
ticularfour-imagegeometries(socalled“fold”and“cusp”con-
ﬁgurations).Theserelationsaremodel-independentpredictions
for the magniﬁcations of highly magniﬁed images (Blandford
& Narayan 1986; Blandford 1990; Schneider & Weiss 1992;
Mao 1992).Strictly speaking,however,theyholdonlyfor ideal
“fold”or“cusp”conﬁgurationsanditisthereforeinsomecases
hard to disentangle the eﬀects of the source being further away
from the cusp from the eﬀect of substructure, purely by em-
ploying these relations.
Theinﬂuenceofsubstructurecannotonlybeseenonimage
ﬂux ratios, but also in the structure of multiple-imaged jets.
The lens system B1152+199 consists of a doubly-imaged jet,
one of which appears bent, whereas the other is not (Metcalf
2002). Alternative explanation is that an intrinsic bend in the
jet issimply magniﬁedin oneimage,andproducesonlya small
eﬀect in the other.
Microlensing can change the ﬂux ratios not only in the op-
tical (e.g. Wo´ zniak et al. 2000), but also at radio wavelengths
(Koopmans & de Bruyn 2000). Flux ratio anomalies can also
be introduced by propagationeﬀects in the interstellar medium
(ISM) in the lens galaxy, by galactic scintillation, and scatter
broadening (Koopmans et al. 2003). Fortunately, these eﬀects
are frequency dependent and one can distinguish them using
multi-frequency observations. In addition, these electromag-
netic phenomena are similar for images of diﬀerent parities.
For substructure, on the other hand, Schechter &
Wambsganss (2002) found that magniﬁcation perturbations
shouldshowadependenceonimageparity.Microlensingsimu-
lations showed that the probability distributions for magniﬁca-
tions of individualimages are not symmetric aroundthe unper-
turbed magniﬁcation.The distributiondependson image parity
and becomes highly skewed. The probability for the brightest
saddle point image to be demagniﬁed is increased1.O b s e r v e d
lens systems also seem to show this image parity dependence
(Kochanek & Dalal 2003), and this indicates that the ﬂux ratio
anomalies arise mainly from gravitational lensing, rather than
propagation eﬀects.
All these eﬀects on ﬂux ratioshave placed some doubtas to
whether the existence of substructure can be rigorously tested
with strong lensing and whatis expectedsignal. Severalgroups
have tested the eﬀects of substructurein strong lensing systems
using a semi-analytic prescription for substructure (Metcalf &
Madau 2001; Keeton et al. 2003; Dalal & Kochanek 2002;
Kochanek & Dalal 2003). Recently Mao et al. (2004) showed
using high-resolutionnumericalsimulationsthat the fractionof
1 Images form at extrema of the arrival time surface (i.e. Fermat’s
principle). At saddle points, images have negative and at min-
ima/maxima, they have positive parity. In quadruply-imaged system
one observes two saddle point images, and two minima. The ﬁfth im-
age is a maximum, too faint to be observed.
surface mass density in substructures is lower than required by
lensing; however both predictions are still uncertain.
In this paper we use diﬀerent projections of two diﬀer-
ent galaxies obtained in N-body+gasdynamics simulations.
Whereas a semi-analytic prescription overcomes the problem
of shot-noise, and the problem of modelling becomes sim-
pler (one has an analytic model for the underlying macro-
distribution),byusing thedirectoutputofan N-bodysimulated
galaxy, one does not make any simplifying assumption about
themassproﬁlesofthemacromodel,orthesubstructure.Down
to the resolution scales of the simulation we therefore believe
we have a better comparison with a realistic galaxy.
Whereas higher-resolution DM-only simulations are avail-
able, the absence of baryons signiﬁcantly aﬀects lens proper-
ties. Those type of simulations are of limited use for the pur-
poseoftestingCDM substructureeﬀect onstronglens systems.
Moreprecise, stronggravitationallensingis probingthe galaxy
potentialon the inner 5−10 kpc (the typical size of the Einstein
radius). It was shown by Treu & Koopmans (2004) that the
range of projected baryonic fraction within the Einstein radius
is fbar = 0.3−0.6. It is therefore crucial to include the gravita-
tional pull of baryons in our simulations.
This paper is structured as follows. In Sect. 2 we ﬁrst give
the main properties of the N-body simulations that we use.
We also introduce an improved smoothing scheme compared
to Bradaˇ c et al. (2002) and describe how to extract lensing
propertiesfrom N-body simulations. In Sect. 3 we focus on the
cusp relation for simulated lens systems. Section 4 describes
the modelling of synthetic images and the phenomenonof sup-
pressed saddle points. We conclude and give an outlook in
Sect. 5.
2. Strong lensing by a simulated galaxy
N-bodysimulationscanprovideapowerfulbenchmarkfortest-
ing the eﬀects of substructureon strong lensing. One can simu-
late conditionsin which propagationeﬀects due to the ISM can
be ignoredand thusexamineonly the signatureof substructure.
The drawback of this method at present lies in the resolution
available for simulations that include dark matter, gas and star
particles. This limits our analysis to mass clumps of > ∼108 M .
However, since the mass resolution is improving rapidly, this
will soon be less of a problem.
As in Bradaˇ c et al. (2002),we used the nummerical N-body
simulations for several realisations of galaxies including gas-
dynamics and star formation (Steinmetz & Navarro 2003).
We investigate two diﬀerent halos, each of them in three
diﬀerent projections. The simulations were performed using
GRAPESPH, a code that combines the hardware N-body inte-
gratorGRAPEwiththeSmoothParticleHydrodynamics(SPH)
technique (Steinmetz 1996).
In Table 1 the properties of the halos are listed. In
both cases the original simulated ﬁeld contains approximately
300000 particles. The simulation is contained within a sphere
of diameter 32 Mpc which is split into a high-resolutionsphere
of diameter 2.5 Mpc centred around the galaxy and an outer
low-resolution shell. Gasdynamics and star formation are re-
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Table 1. Properties of the two simulated halos we used. zl denotes
the redshift of the halo, zs is the redshift of the source. Nbar, NDM,
and Nstr are the numbers of baryonic, dark matter particles and “stars”,
respectively, present in the cut-out of the simulation we used (note
that even within one family particles have diﬀerent masses). Mtot is
the total mass of the particles we used.
Halo Elliptical Disk
zl 0.81 0.33
zs 3.0 3.0
Nbar 12000 20000
NDM 17000 26000
Nstr 70000 110000
Mtot 1.5 × 1012 M  0.5 × 1012 M 
particles of the low-resolution sphere sample the large scale
matter distributionin orderto appropriatelyreproducethe large
scale tidal ﬁelds (see Navarro & Steinmetz 1997; Steinmetz &
Navarro 2000, for details on this simulation technique). From
the original simulated ﬁeld we use a cube of size ∼2003 kpc3
centred on a single galaxy. This volume lies well within the
high-resolution sphere and is void of any massive intruder par-
ticles from the low-resolution shell.
All simulations were performed in a ΛCDM cosmology
(Ω0 = 0.3, ΩΛ = 0.7, Ωb = 0.019/h2, σ8 = 0.9). They have
a mass resolution of 1.26 × 107 M  and a spatial resolution of
0.5 kpc. A realistic resolution scale for an identiﬁed substruc-
ture is typicallyassumedtobe ∼40particleswhichcorresponds
to 5 × 108 M . The quoted mass resolution holds for gas/stars.
The high-resolution dark matter particles are about a factor of
7( =Ω0/Ωb) more massive. A detailed analysis of the photo-
metric and dynamical properties of the simulated halos was
carried out in Meza et al. (2003) for the elliptical and Abadi
et al. (2003a,b) for the disc galaxy.
Early N-body simulations suﬀered from the problem of
overmerging,i.e. most satellites were dissolved due to the tidal
ﬁeld of the host galaxy. Current N-body simulations demon-
strate that quite often this tidal disruption is ineﬃcient result-
ing in survivingsubstructures.While this qualitatively diﬀerent
result is usually accounted to the increased particle numbers of
modern simulations, it is in fact rather caused by a more pru-
dent choice of the numerical softening compared with a more
rigorous limit on the numerical time stepping. Convergence
studies using modern N-body simulations demonstrate that
with a suﬃciently small numerical softening length and suf-
ﬁciently rigorous numerical time stepping, mass functions can
be accurately produced down to clumps with only a very few
tens of particles (see e.g. Springel et al. 2001).
2.1. Delaunay triangulation smoothing technique
From the irregularly sampled particle distribution in the sim-
ulation box, we reconstruct the density ﬁeld. We apply a
smoothing procedure and then project the resulting particle
distribution to obtain the surface mass density κ.I nB r a d a ˇ c
et al. (2002) it was shown that a more sophisticated smoothing
method should be employed for the data analysis than simply
smoothing with a Gaussian kernel. A method is needed that
adapts the kernel size in order to increase the signal to
noise of the reconstructed ﬁeld. For this purpose, we make
use of the Delaunay tesselation technique from Schaap &
van de Weygaert (2000).
We performathree-dimensionalDelaunaytriangulationus-
ing the QHULL algorithm (Barber et al. 1996). The density
estimator from Schaap & van de Weygaert (2000) is then eval-
uated at each vertex, and we interpolate values of the density
at each three-dimensional grid point to obtain the κ map. The
resulting density ﬁeld is then projected onto a two-dimensional
grid.
Since the N-body simulations contain three independent
classes of particles (gas, stars, and dark matter particles, each
having diﬀerent masses), we repeat the procedure described
above for each group separately and the ﬁnal κ map is obtained
by adding the contributions from all three classes.
The Delaunay tesselation method performs very well in
comparisontothestandardGaussiansmoothingtechniqueused
in Bradaˇ c et al. (2002), or an adaptive Gaussian smoothing
technique (see also Schaap & van de Weygaert 2000). Since it
is non-parametric, it adjusts the scale of the smoothing kernel
such that regions of low noise (i.e. where the particle density
is highest) are eﬀectively smoothed less than regions with high
noise. Also the shape of the kernel is self-adaptive. Hence, this
method is very useful for the analysis of galaxies with high dy-
namic range and signiﬁcant structure in the mass distribution
(e.g. mass clumps and spiral arms).
2.2. Estimating the noise properties
A drawback of using the Delaunay tesselation method is that
the signal-to-noiseevaluation for the ﬁnal surface mass density
map is non-trivial. For example, with a Gaussian kernel one
can determine the noise by simply looking at the number of
particles in a smoothing element (for a more detailed estimate,
see Lombardi & Schneider 2002). When using the tesselation
technique, such an approach is not viable.
One approach for estimating the error is to use bootstrap-
ping(see e.g. Heylet al. 1994).Normallywe calculate physical
properties by using all n particles in the simulation. To create
a bootstrap image one has to randomly select n particles out
of this simulation with replacement; i.e. some of the particles
from the original simulation will be included more than once
and some notat all. In other words, we randomlygeneraten in-
tegers from 1 to n, representing the bootstrapped set of parti-
cles. If a particle is included k times in a bootstrapped map, we
puta particleatthesame positionwithk times its originalmass.
One can then make an error estimation using the ensemble of
such images and calculating the desired physical quantity for
each of them.
Whereas the tesselation itself is done very quickly, the in-
terpolation of density on a grid is a process that takes a few
CPU days on a regular PC. We therefore limit ourselves to
10 bootstrapped maps and the elliptical halo only.
For each pixel i we calculate the associated error using
σ
2 (κi) =
1
M − 1
M 
m=1

κ
m
i −  κi 
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where  Xi  is the average value of X at pixel i averaged over
all M bootstrapped maps; in our case M = 10. This procedure
gives us an estimate for the error on κ. We ﬁnd that within the
critical curves, i.e. κ > ∼ 0.25 the average noise σ(κi)/ κ  is of
the order of < ∼5%.
2.3. Strong lensing properties
Having obtained the κ-map, we then calculate the lens proper-
ties on the grid (2048 × 2048 pixels). The Poisson equationfor
the lens potential ψ
∇2ψ(θ) = 2κ(θ)( 2 )
is solved on the grid in Fourier space with a DFT (Discrete
Fourier Transformation) method. We used the publicly avail-
able C library FFTW (“Fastest Fourier Transformin the West”)
written by Frigo & Johnson (1998).To reduce the boundaryef-
fects, padding was introduced. In particular, the DFT was per-
formed on a 4096 × 4096 grid, where one fourth of the grid
contains the original κ map and the rest is set to zero.
One can now proceed in two ways. Either, one can calcu-
late the two components of the shear γ1,2 and the deﬂection
angle α by multiplyingthe potential in Fourierspace by the ap-
propriatekernel.However,since we calculate the Fouriertrans-
form of the potential on a ﬁnite grid, we ﬁlter out high spatial
frequency modes. By multiplying the transform with diﬀerent
kernels for γ1,2 and α, these ﬁnal maps do not correspond ex-
actly to the same κ map. The eﬀect is small, but it shows up
near the critical curves. Therefore, it is better to only calculate
the lens potential ψ using DFT and obtain the shear and deﬂec-
tion angle by ﬁnite diﬀerencing. The latter method is also less
CPU-time and memory intensive.
The simulated galaxiesare a ﬁeld galaxy.However,most of
the lenses in quadruple image systems are members of groups.
To make our simulated galaxies more closely resemble a re-
alistic system, we add an external shear to the Jacobi matrix
(evaluated at each grid point). The shear components are the
same for each projection and all halos. We use
γext
1 = −0.04,γ ext
2 = −0.16;
corresponding to the shear of the best-ﬁt singular-isothermal
ellipse model with external shear for the lens B1422+231 in
Bradaˇ c et al. (2002). Figure 1 show the magniﬁcation maps of
the elliptical and edge-ondisk galaxy.The correspondingcaus-
tic curves (for a source at z = 3) were obtained by projecting
the points with vanishing determinant of the Jacobian matrix
from the image plane to the source plane. The critical curves
are plotted in white in Fig. 1a for the elliptical and Fig. 1b for
the edge-on disk galaxy. The corresponding caustic curves are
plotted in Figs. 3a and 5c respectively.
2.4. The importance of baryons
As mentioned above, the inﬂuence of baryons is very impor-
tant in lens galaxies. Since we are interested in the eﬀects of
substructure, it would be desirable to use N-body simulations
that have the highest possible dynamical range. At present this
(a)
(b)
Fig.1. The magniﬁcation map of the simulated elliptical a) and edge-
on diskb)galaxy. External shear is added in the evaluation of the mag-
niﬁcation map to account for neighbouring galaxies (see text). Lighter
regions represent high magniﬁcations. The units on the axes are arc-
seconds, one arcsecond inthe lensplane corresponds to approximately
7 kpc in a) and 5 kpc in b)3.
is achieved in high-resolution N-body simulations that only in-
clude dark matter. However, if baryons are not included, the
central potential is more shallow than what we typically ob-
serveinlensgalaxies.All quadruply-imagedsystemsforwhich
the inner slope of the mass distribution has been measured, are
well described by a total mass density proﬁle ∼r−γ with γ   2
(Kochanek1995;Cohnetal. 2001;Treu& Koopmans2002a,b;
Koopmans & Treu 2003; Treu & Koopmans 2004), consistent
withthecombinedmassdistributionofdarkmatterandbaryons
seen inthe simulations.Hence,darkmatteronlysimulationsdoM. Bradaˇ c et al.: The signature of substructure on gravitational lensing in the ΛCDM cosmological model 801
(a) (b)
Fig.2. The caustic curves of two simulated galaxies. Panel a) represents the simulation which includes baryonic and dark matter particles,
whereas for panel b) we use a simulation with dark matter particles only. The radial caustic for the dark matter only simulation it is almost
entirely enclosed within the asteroid caustic, prohibiting formation of cusp images in quadruply-imaged systems.
not accurately represent the overall properties of lens galaxies,
and instead we need to use hydro-dynamicalsimulations.
To test the importance of baryons we have simulated an el-
liptical halo using only dark matter particles and performedthe
same lensing analysis as described above. We project the den-
sity approximately along the long axis of the halo, thus max-
imising the central density. In Fig. 2 we plot the correspond-
ing caustic curves for the halo simulations; in panel (a) the
simulation including baryons (DM+B), for panel (b) we use
the DM-only simulation (DM). The radial critical curve in the
DM+B halo is located close to the galaxy centre and is there-
fore not well resolved (but also irrelevant for our purposes) –
the correspondingcaustic is therefore not plotted.
The two caustic curves are very diﬀerent, indicating very
diﬀerent overall strong lensing properties of these two simula-
tions. Whereas the DM+B simulation has a steep inner mass
proﬁle (very close to singular isothermal), the DM simulation
hasacausticconﬁgurationtypicalforalenswithashallowden-
sity proﬁle (see e.g. Wallington & Narayan 1993). The radial
critical curve has become smaller comparedto the DM+Bh a l o
and the correspondingcaustic curve is almost entirely enclosed
by the asteroid caustic. The prominent naked cusp region is a
three-imageregion.Thisconﬁgurationisextremelyrareamong
the observed lensed systems. For a source located in such a re-
gion one would observe three highly magniﬁed images. There
is only one possible example of a triply imaged quasar out
of ∼50 doublets and triplets (Evans & Hunter 2002), namely
APM 08275+5255 (Ibata et al. 1999). Further, the vast major-
ity of systems similar to B1422+231can notformin such a po-
tential. We therefore conclude that the eﬀects of baryons have
to be included, and we will use only DM+B simulations from
now on, discussing their limits where necessary.
3 For distance calculations throughout the paper we assume
an Einstein-de-Sitter Universe and the Hubble constant H0 =
65 kms−1 Mpc−1.
3. The cusp relation
We generatediﬀerentfour-imagesystemsusing eachsimulated
galaxy. For each projection, regions in the source plane where
ﬁve images form are determined. The image plane is projected
back to the source plane using the magniﬁcation and deﬂection
angle maps. We used the grid search method from Blandford
& Kochanek (1987) to ﬁnd the pixels enclosed by the asteroid
caustic and approximate image positions. Then the MNEWT
routinefrom Press et al. (1992)is applied and the lens equation
is solved for the image positions. For this step, we interpolate
the deﬂection angle between the grid points. We use bilinear
and bicubic spline interpolation, and both methods give com-
parable results. Once we have the image positions, their mag-
niﬁcationsare calculatedand the fourbrightestimagesare cho-
sen. These represent the “observable” images; the ﬁfth image
is usually too faint (except in the regions where more than ﬁve
images are formed) and therefore likely to escape observation.
We can nowinvestigatethe basic propertiesof the synthetic
four-image systems. There are three basic conﬁgurations: the
fold, cusp, and cross. They correspond to a source located in-
side the asteroid caustic, close to a fold, a cusp or near the cen-
tre,respectively(seee.g.Keeton2001).Allconﬁgurationshave
been observed, and even though one would naively think that
fold and cusp images are rare among observed lenses, they are
in fact frequently observed due to the large magniﬁcation bias.
In this section we will mainly concentrate on cusp image con-
ﬁgurations.
The behaviour of gravitational lens mapping near a cusp
was ﬁrst studied by Blandford & Narayan (1986), Blandford
(1990), Schneider & Weiss (1992), and Mao (1992), who in-
vestigated the magniﬁcation properties of the cusp images and
concluded that the sum of the signed magniﬁcation factors of
three merging images approaches zero as the source moves to-
wards the cusp. In other words,
Rcusp =
|µA + µB + µC|
|µA| + |µB| + |µC|
→ 0, for µtot →∞ , (3)802 M. Bradaˇ c et al.: The signature of substructure on gravitational lensing in the ΛCDM cosmological model
(a) (b)
(c) (d)
Fig.3. The cusp relation Rcusp for the N-body simulated elliptical galaxy at a redshift of zl = 0.81. The source was put at a redshift of zs = 3a n d
approx. 30000 systems were generated that lie inside the asteroid caustic. Rcusp is plotted in gray-scale, for sources close to the cusp the smooth
models would predict Rcusp ∼ 0 (i.e. white – red). The deviations are due to the substructure. Due to magniﬁcation bias most of the observed
lenses correspond to the fold and cusp conﬁgurations. Discontinuities in the maps arise when the source moves in the direction of the minor
or major axes, since we chose diﬀerent subsets of three cusp images. On top we plot the caustic curve. Panel a) shows Rcusp for the original
mass distribution, whereas panels b)–d) show the cusp relation for the models where we additionally smoothed the substructure (see text) with
a Gaussian kernel characterised by standard deviation σG ∼ 1 kpc b), σG ∼ 2 kpc c) and σG ∼ 5 kpc d).
where µtot is the unsigned sum of magniﬁcations of all four
images, and A, B and C is the triplet of images forming the
smallest opening angle (Keeton 2001). The opening angle is
measured from the galaxy centre and is spanned by the two
images of equal parity. The third image lies inside this opening
angle.
3.1. The cusp relation of an N-body simulated elliptical
galaxy
The cusp relation (3) is an asymptotic relation and holds when
the source approaches the cusp from inside the asteroid. One
can derive the properties of lens mapping close to critical
curvesusing a Taylor expansionof the Fermat potential around
a critical point (see e.g. Schneider & Weiss 1992). Such calcu-
lations are very cumbersome and therefore it is diﬃcult (if not
impossible) to explore the inﬂuence of arbitrary substructure
analytically. In practice, we can calculate Rcusp for the N-body
simulated systems. Smoothing the original κ-map on diﬀerent
scales then gives an indication of the inﬂuence of substructure
on Rcusp.
The three cusp images(designatedas A, B and C in (3)) are
chosen according to the image geometry. Since we know the
lens position, this procedure is straightforward and foolproof.M. Bradaˇ c et al.: The signature of substructure on gravitational lensing in the ΛCDM cosmological model 803
We have identiﬁed the triplet of images belongingto the small-
est opening angle (described above). Since we know the image
parities and magniﬁcations, one is tempted to identify the three
brightest images as the cusp images and assign diﬀerent parity
to the brightest one than to the other two (e.g.as in Möller et al.
2003). However, due to the presence of shear and substructure
this could lead to misidentiﬁcations.
Figure 3a shows the caustic curve in the source plane for
the simulated elliptical at a redshift of zl = 0.81. The source
is at a redshift of zs = 3. Approximately 30000 lens systems
are generated with source positions inside the asteroid caustic.
Rcusp is plotted in gray-scale.The apparentdiscontinuities orig-
inate from diﬀerent image identiﬁcation. In the very centre of
the caustic the meaning of “cusp image” is ill deﬁned. As the
source moves in the direction of the minor or major axes we
chose diﬀerent subsets of three cusp images and therefore the
discontinuity arises.
The remaining panels of Fig. 3 show the eﬀect of smooth-
ing the small-scale in the surface mass density κ map with
Gaussian kernels characterised by standard deviation σG.T h e
values for σG were chosen to be σG ∼ 1,2,5 kpc for pan-
els (b), (c) and (d) respectively. Note that we do not smooth the
κ-map directly. First we obtain the smoothmodelκsmooth for the
κ-map by ﬁtting elliptical contours to the original map using
IRAF.STSDAS package ellipse. We subtract κsmooth from κ
and smooth the diﬀerence using diﬀerent Gaussian kernels. We
then add the resulting map back to the κsmooth.I nt h i sw a yt h e
overall radial proﬁle of the mass distribution is not aﬀected.
The eﬀect of smoothing on the cusp relation is clearly vis-
ible. In Fig. 3d one sees that the substructure is completely
washed out when smoothing on scales of σG ∼ 5 kpc is ap-
plied. As we go to smaller smoothing scales, the eﬀects of
substructure become clearly visible. In the extensions of swal-
lowtails there is a region where the cusp relation is strongly
violated (with Rcusp ∼ 0.6, where the smooth model predicts
Rcusp < ∼ 0.1). However, further out, a swallowtail can cause the
cusp relation to change the trend and go to zero (due to high-
magniﬁcation systems being formed in such region).
Finally, the cusp relation behaves diﬀerently for the source
on the major or the minor axis (see especially Fig. 3d). This
is a generic feature for smooth elliptical models and can easily
be calculated for e.g. an elliptical isopotential model (see e.g.
Schneideret al. 1992).We use thismodelsince it isanalytically
tractableforsourcepositionsalongthemajorandminoraxis.In
Fig. 4 we plotthe cusp relationfor the source movingalong the
major (minor) axis as a thick (thin) solid line for the elliptical
isopotentialmodel with   = 0.15. As the source approachesthe
cusp, Rcusp → 0 for both source positions, however the slope
is diﬀerent. We also plot the total magniﬁcation factor of the
three cusp images, i.e. µA+B+C = |µA| + |µB| + |µC| as a thick
(thin) dashed line.
3.2. The cusp relation in an N-body simulated disk
galaxy
The procedure described above was applied to three diﬀer-
ent projections of the elliptical halo and very similar conclu-
Fig.4. Rcusp for a simple elliptical isopotential lens model with
  = 0.15. Rcusp is plotted as a thick (thin) solid line for sources along
the major (minor) axis. θopen represents the angle measured from the
position of the galaxy, spanned by two “outer” cusp images (A and C).
The opening angle π means that the source is located at the centre
(images A, C and the galaxy lie on the same line). When the source
approaches the cusp, θopen → 0. The total magniﬁcation for the three
cusp images µA+B+C is plotted as a thick (thin) dashed line for sources
along the major (minor) axis.
sions can be drawn. However, the question is, how much these
conclusions depend on the speciﬁc morphological type of the
galaxy. To investigate this we follow a similar procedure for a
simulated disk galaxy.
In this case, however, we did not look at the eﬀects of ad-
ditional smoothing. It is diﬃcult to subtract a smooth model,
since the galaxy consists of a bulge, warped disk and extended
halo, which can not simply be ﬁtted by ellipses. If we were
to smooth the edge-on projection with a Gaussian kernel, we
would also wash out the (in our case warped) disc. We only in-
clude the analysis of the cusp relation for this halo in order to
show the eﬀect of the disc on Rcusp.
Figure 5 shows the cusp relation of an N-body simulated
disk galaxy in three projections. The disc clearly plays a role
for the edge-on projection (see Figs. 5b,c), whereas the face-
on projection is similar to the elliptical galaxy. Especially in
Fig. 5c, where the disc extent in projection is smaller than the
typical image separation, the cusp relation in the upper-right
and lower-left cusp is strongly violated. This direction corre-
sponds to the orientation of the disc.
3.3. Observed cusp relation
In this section we compare predictions of Rcusp from our sim-
ulated galaxies with the values from observed lens system.
Unfortunatelythenumberofobservedsystemsisnotlarge;sev-
enteen four-image systems have been published (see Keeton
et al. 2003 for a summary), and four of them are believed to
show a typical cusp geometry (see Table 2).
Note that relation (3) is modelindependentand can only be
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Fig.5. The cusp relation for the N-body simulated disk galaxy at a
redshift of zl = 0.33. The source was put at a redshift of zs = 3a n d
approx. 10000 systems were generated which lie inside the asteroid
caustic. Rcusp is plotted in grey-scale. On top we plot the caustic curve.
Panels a), b),a n dc) show three diﬀerent orthogonal projections of the
halo, a) corresponds totheface-on, b)andc)totheedge-on projection.
Panel c) corresponds to the magniﬁcation map in Fig. 1b.
Table 2. The values for Rcusp taken from Keeton et al. (2003) for four
lens systems showing a typical cusp geometry.
Lens Rcusp
B2045+265 0.52 ± 0.04
B0712+472 0.26 ± 0.06
RX J0911+0551 0.22 ± 0.06
B1422+231 0.18 ± 0.06
the image separation. Hence, if the smooth model provides
an adequate description of the lens galaxy, one would expect
Rcusp ∼ 0 for these lenses. This is clearly not the case and for
this reasonit is diﬃculttoexplaintheir ﬂuxratiosusingsimple,
smooth models.
If we make a comparisonwith simulations, one can see that
thepatterninFig.3dclearlydoesnotexplaintheobservedRcusp
ofthese fourlenses. Onthe otherhand,substructureonfew kpc
scales and below provides enough perturbations to Rcusp to ex-
plain the observed values.
The question arises, however, whether from the value
of Rcusp we can conclude that we indeed see the eﬀects of
CDM substructure. Keeton et al. (2003) indeed argue that
the cusp relation alone does not reveal anomalous ﬂux ratios
in B1422+231. Still, detailed modelling for this system shows
that the ﬂux ratios are anomalous. The diﬃculties in mod-
elling B1422+231 are not only a consequence of a violation in
cusp relation, but also that image D is a fainter than predicted
from smooth models. On the other hand, the simulated disk
galaxy shows violation of Rcusp even though there are no clear
mass clumps present in the region where images are formed.
Hence one has to be cautious when making conclusions about
the presence of CDM substructure based on the value of Rcusp
alone.
3.4. The inﬂuence of noise on the cusp relation
The simulated cusp-relation can be reliably compared with ob-
servations only if we know the noise properties of our simula-
tions. The eﬀects of noise and physical substructures need to
be disentangled through a detailed analysis.
Fromthebootstrappingprocedure(Sect.2.2)wealso getan
estimateoftheerrorinthecusprelation.We estimatedthenoise
on Rcusp using a similar technique as for κ in (1). Moreover, we
do not perform the analysis directly in the source plane by sub-
tractingthe mapspixel-by-pixel.The problemisthatbootstrap-
ping somewhat changesthe shape of the caustic curve (see also
Fig. 7). Since we never observe the source plane directly, in re-
ality we can not distinguish between two shifted, but identical
caustics. We therefore have to match diﬀerent bootstrap maps
in the image plane. We compare the image positions generated
by each source in the original frame with those generated by
bootstrapped lenses. Thus for each source position in the orig-
inal map (see Fig. 3a), we search for the source position in the
bootstrappedmap such that the four image positions from both
maps diﬀer as little as possible.M. Bradaˇ c et al.: The signature of substructure on gravitational lensing in the ΛCDM cosmological model 805
Fig.6. The estimated absolute uncertainty σ(Rcusp,i)o ft h ec u s pr e -
lation, calculated using the bootstrap analysis described in Sect. 2.2.
Note that the colour coding has changed as compared with the other
ﬁgures in this paper. The errors plotted for each source position were
calculated using the systems from bootstrapped maps having similar
image positions as the system generated by the original lens; i.e. from
Fig. 3a (see text).
In principle, one can redo the ray-tracing and calculate
image ﬂuxes for the position in the original map using the
bootstrapped-lens properties. However this is not necessary,
since our grid in the source plane is ﬁne enough and we only
need an approximate error estimate. Figure 6 shows the es-
timated absolute error σ(Rcusp,i) for the elliptical halo from
Fig. 3a. As described above, each value of σ(Rcusp,i), plotted
in grey-scale, does not correspond to the error for a source
position, but refers to the error of the system with image po-
sitions similar to the original ones.
The absolute error becomes slightly larger in the regions
of the swallow tails. This is, however, not the eﬀect of sub-
structure vanishing in individualbootstrappedrealisations. It is
rathertheeﬀectofslightpositionchangesofindividualclumps.
If one looks at the individual caustic curves of bootstrapped
halos (see Fig. 7) the swallow-tails are present in all realisa-
tions, although they change their positions slightly. Since this
hardly aﬀects the image positions we cannot perfectly match
the source positions i  with the original source position i in
these regions; thus we are overestimating the true error.
We conclude that the values of Rcusp in the close proximity
of the cusp can be as high as Rcusp = 0.6, with the error of ±0.1
as determinedfromthe bootstrapping.Smoothingthe substruc-
ture on scales aslargeas ∼1kpcdoesnotremovethis eﬀect, but
reduces it. This is expected, since smoothing changes the pro-
ﬁle of substructures.
Finally, we investigate how well we can sample the smooth
mass distribution given the number of particles in the origi-
nal simulation. We take an ellipsoidal power-law density pro-
ﬁle following ρ(r) ∝ r−2.9. The power-law index was chosen,
to closely reproduce the surface mass density κ of the simula-
tion which follows κ(θ) ∝ θ−1.9 in the vicinity of the critical
Fig.7. The original caustic curve (thick line) of the halo from Fig. 3a
and the corresponding caustic curves from the ten bootstrapped maps
plotted on top (thin lines).
curve (see Sect. 4.1 for more details). The number of particles
we use is the same as in the original N-body simulation. To
each particle we assign the average mass of the original sam-
ple, leaving the total mass of the lens galaxy unchanged. We
sample the density proﬁle using a rejection method (e.g. Press
et al. 1992). The resulting particle distribution was again adap-
tivelysmoothedusingDelaunaytesselation andwe performthe
lensing analysis as in all previous cases.
Theresultingcusprelationis givenin Fig.8a.We havecho-
sen the proﬁle such that the particle densities around the outer
critical curves are similar in both cases. Only in that case can
we reliably compare the noise properties of Rcusp. The fact that
the caustic is largerthan in the case of the N-bodysimulated el-
liptical halo (compare to Fig. 3a) is here of lesser importance;
it arises due the diﬀerence in the central proﬁle, far from the
critical curve.
TheabsenceofstrongviolationsofRcusp closetothecaustic
in Fig. 8 as comparedto Fig. 3a conﬁrmsthat deviationof Rcusp
from zero is not dominated by the shot noise of the particles,
but is due to genuine substructure in the N-body simulation.
For a more quantitative comparison we show the probability
distribution of Rcusp for systems with µtot > 20 in Fig. 8b as
a solid line for the sampled smooth halo and as a dashed line
for the original. The much tighter distribution for the sampled
halo conﬁrms the absence of strong violations of Rcusp in the
sampled smooth halo compared to the original simulation.
This analysis also shows the advantage in smoothing with
Delaunay tesselation. If we only use a Gaussian kernel (of the
same size as in Fig. 3b), the deviations in the cusp-relation for
the sampled particle distribution are much larger.
4. Lens models for synthetic image systems
To explore the saddle point demagniﬁcation phenomena we ﬁt
the synthetic image systems using a singular isothermal ellipse
model with external shear (SIE+SH) (Kormann et al. 1994).
We do not include the ﬂux ratios in the ﬁt, since they are af-
fected by the substructure. Furthermore, we keep the lens posi-806 M. Bradaˇ c et al.: The signature of substructure on gravitational lensing in the ΛCDM cosmological model
Fig.8. a) The cusp relation for the smooth ellipsoidal model sampled
with the same amount of particles as present in the original N-body
simulated elliptical galaxy. The redshifts of the source and the lens
were kept at zl = 0.81 and zs = 3. Rcusp is plotted in gray-scale.
On top we plot the corresponding caustic curve. The absence of large
ﬂuctuation in Rcusp as compared to Fig. 3a shows that the signal is
not dominated by the shot noise of the particles. b) The probability
distribution of Rcusp for systems with µtot > 20. The solid line gives
the probability distribution for the sampled smooth ellipsoidal model,
while the dashed line corresponds to the original N-body simulation
(cf. Fig. 3a).
tion ﬁxed. Using only image positions we thus have 7 param-
eters and 8 constraints (the parameters that we used are lens
strength, two components of the ellipticity of the lens, two ex-
ternal shear components and the source position. The 4 image
positions provide 8 constraints).
4.1. Surface mass density proﬁle
We ﬁnd that the average unsigned magniﬁcations predicted by
the SIE+SH model are higher than those from N-body simula-
tions. This is true for all systems generated with the same halo;
aconsequenceofthe massproﬁlebeingsteeperthanisothermal
around the typical position where the images are formed.
We have calculated the κ proﬁle for the N-body simu-
lated elliptical by ﬁtting the κ with elliptical contours using
the IRAF.STSDASpackage ellipse.For the inner ∼500pcthe
proﬁleis veryclose to isothermalwith slope −1.0±0.2,the pro-
ﬁle becomes steeper than isothermal with slope −1.9±0.2. The
break radius, where the proﬁle becomes steeper than isother-
mal, is smaller than the radius where images form.
We therefore over-predict the magniﬁcations using an
isothermal proﬁle. In order to deal with this problem, one
would preferably use a power-law proﬁle with the index men-
tioned above for the lens modelling, instead of SIE. However,
these proﬁles require the evaluations of hypergeometric func-
tions and/or numerical integrations (Grogin & Narayan 1996;
Barkana 1998). Modelling is therefore computationallytoo ex-
pensivetoapplytoseveral10000sources.Moreover,thisisnot
critical,since weare notsearchingforthebestﬁtmacro-model,
but rather pretending that we observe the systems and try to ﬁt
them with the model used for most observed lenses. Since we
only observe the ﬂux ratios and not directly the magniﬁcations,
it is impossible to compare magniﬁcation factors in practice.
Thus one cannot spot the diﬀerence in proﬁles using only this
consideration when dealing with real lens systems.
4.2. Suppressed saddle points
It was ﬁrst noted by Witt et al. (1995) that the expected ﬂux
changes due to stellar-mass perturbers diﬀer between saddle
points and minima images. This was further investigated by
Schechter & Wambsganss (2002) who conclude that for fold
images a stellar-mass component added to a smooth mass dis-
tributioncancause a substantial probabilityforthe saddle point
image to be demagniﬁed w.r.t. the minimum.
Recently, Kochanek & Dalal (2003) and Keeton (2003) in-
vestigated the eﬀect of singular isothermal sphere (SIS) mass
clumps on the ﬂux perturbations for images of diﬀerent types.
Their conclusions are similar; SIS perturbers also cause the
brightest saddle point image to behave statistically diﬀerently
compared to those at minima.
Knowing whether the ﬂux anomalies depend upon the im-
age parity for observed lenses would be a major step forward
in identifying ﬂux anomalies either with substructure, or with
propagation eﬀects. Namely, if the observed ﬂux anomalies
depend upon the image parity and its magniﬁcation we can
set limits on the inﬂuence of the ISM (see Kochanek & Dalal
2003).
To test whether saddle point images are also suppressed
in our simulation we proceed as follows. Following Kochanek
& Dalal (2003) we deﬁne C (<ln(µobs/µmod)) to be the cumu-
lative probability distribution of ﬂux residuals, where µobs is
the “observed” magniﬁcation of a simulated image and µmod
is the magniﬁcation predicted by the best-ﬁtting smooth
SIE+SH model (as described above). In Fig. 9a we plot
C (<ln(µobs/µmod)) for the systems with “observed” total un-
signed magniﬁcationsµtot > 20 forthe simulated elliptical halo
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Fig.9. a) The cumulative ﬂux residuals for each type of image.
Synthetic image systems were taken from the elliptical halo (see also
Fig. 3a). Only image positions from the systems with µtot > 20 gen-
erated from the elliptical halo were ﬁtted using SIE+SH. µobs are the
magniﬁcation factors takendirectlyfrom N-body simulations andµmod
are the ones from best ﬁt SIE+SH models. b) The diﬀerence of the
cumulative distribution of ﬂux residuals ∆C (<ln(µobs/µmod)) between
the brightest saddle point and the brightest minimum images calcu-
lated using original halo (solid line with dots- dots also indicate the
grid points used to evaluate ∆C), bootstrapped images (solid lines)
and halo when additionally smoothed on a scale of σG ∼ 5kpc (dashed
line).
images, because they are aﬀected by substructure at most. We
repeat the whole procedure with the same halo, but smoothed
o nas c a l eo fσG ∼ 5 kpc; in this case essentially no diﬀerence
is seen among images of diﬀerent parity, as expected.
For the original halo the cumulative distribution is
much broader for the brighter minimum and saddle
point. This is in accordance with the conclusions from
Mao & Schneider (1998); the higher the magniﬁcation, the
more is the image ﬂux aﬀected by substructure. Among the
two most magniﬁed images, the saddle point is on average
more demagniﬁed compared to the brighter minimum. We
have examined two other orthogonal projections of the mass
density of the same halo and we ﬁnd that qualitatively the
results do not change with projection.
The eﬀect, however, is not as pronounced as in Kochanek
& Dalal (2003). The reason is two-fold. First, our simula-
tions have a resolution of ∼108 M  and structure at this scale
and below is suppressed when using Delaunay tesselation.
Kochanek & Dalal (2003), however, used SIS clumps with
masses of 106 M . Since these are more numerous, they can
enhance the eﬀect. Further, ﬁtting SIE to the global mass
proﬁle is not fully justiﬁed. The mass proﬁle is known only
for a handful of observed lenses. Whereas the lens galaxies
in MG1654+134, MG2016+112, 0047−281, and B1933+503
havea nearlyisothermalproﬁle,theoneofPG1115+080seems
to be steeper (see Kochanek 1995; Cohn et al. 2001; Treu &
Koopmans 2002a,b; Koopmans & Treu 2003). Besides the ab-
sence of substructureon scales < ∼107 M , our syntheticsystems
andtheirmodelledquantitiesclosely resemblethe propertiesof
realistic lenses and the way in which these are modelled.
In the analysis of Kochanek & Dalal (2003) the syn-
thetic images were generated using an SIE macromodel with
SIS substructure. This simpliﬁes the model ﬁtting and explains
why they get a transition of cumulative distribution exactly at
ln(µobs/µmod) ∼ 0.
In addition, we have looked at the cumulative ﬂux mis-
match distribution in the bootstrapped maps, to investigate the
signiﬁcance of our results. In the bootstrapped images we con-
ﬁrm the broader distribution for bright minimum and saddle
point images. In Fig. 9b we plot the diﬀerence of the cumula-
tive distribution of ﬂux residuals ∆C (<ln(µobs/µmod)) between
the brightest saddle point and the brightest minimum images
for the originalhalo (solid line with dots), bootstrappedimages
(solid lines) and halo when additionally smoothed on a scale
of σG ∼ 5 kpc (dashed line). Positive values of ∆C thus de-
note the saddle point demagniﬁcation. In all bootstrapped im-
ages ∆C is positive, except for few points (corresponding to
C (<ln(µobs/µmod)) ∼ 1). This conﬁrms that the eﬀect of the
saddle point demagniﬁcation is present and comparable to the
original halo, whereas in the smoothed halo this eﬀect is not
seen. We conclude that substructure on mass scales > ∼108 M 
signiﬁcantly contributes to the saddle point demagniﬁcation;
possibly going a long way in explaining the observed saddle
point demagniﬁcation.
5. Conclusion
In this work we have studied strong gravitational lensing prop-
erties of N-body simulated galaxies. In particular, we concen-
trated on the inﬂuence of substructure on ﬂux ratios on highly
magniﬁed images. Such an analysis is crucial in order to fully
understandthe lensing signalthat we observein realistic lenses
and to disentangle the inﬂuence on lensed-image ﬂuxes due to
propagation eﬀects in the ISM and mass substructure.
We have examined two strong lensing signatures of sub-
structure, i.e. the broken cusp relation observed in images that
show a typical cusp conﬁguration and the saddle point sup-
pression. The saddle point suppression has been previously
studied using semi-analytic prescriptions of substructure (e.g.
Schechter& Wambsganss2002;Kochanek& Dalal 2003).The
eﬀect of substructure on the cusp relation, however, has up to
now not been studied in detail.808 M. Bradaˇ c et al.: The signature of substructure on gravitational lensing in the ΛCDM cosmological model
In order to determine the magnitude of both eﬀects we
use N-body simulated galaxies. The diﬀerence compared to
the works of Schechter & Wambsganss (2002) and Kochanek
& Dalal (2003) is that we are using a representation of sub-
structure that is as realistic as possible and do not make
any assumptions on the mass function and abundance of
sub-halos. The drawback, however, is the resolution of the
simulations. We are therefore not able to extrapolate the anal-
ysis to masses <108 M . Still, the signatures of both eﬀects
are clearly present, and in the future we plan to use higher-
resolution N-body plus gasdynamical simulations to explore
their eﬀects in greater detail.
The main question when dealing with N-body simulations
is how much are the magniﬁcation factors, that we use for syn-
thetic image systems, aﬀected by noise which can mimic sub-
structure of <108 M . We show that the average relative noise
in the surface mass density σ(κ)/κ lies below the ∼5% level
for κ > ∼ 0.25. Second, in Sect. 3.4 we show that the results
for Rcusp are not signiﬁcantly aﬀected by the noise, and are
dominated by physical substructure. The signal is dominated
by several resolved mass clumps, which in projection lie close
to the Einstein radius. Similarly, in the case of the phenomenon
of suppressed saddle points, the bootstrap analysis shows that
the signal also here is not dominated by noise.
The behaviour of Rcusp for sources close to a cusp is a very
promisingtoolto detectsubstructure.Itsmain advantageis that
it makes deﬁnite, model-independent predictions for the im-
age magniﬁcations. These predictions can only be broken in
the presence of structure in the potential on scales smaller than
the image separation. In Fig. 3, where we used a simulated el-
liptical galaxy to calculate Rcusp, we clearly see these eﬀects.
When smoothing the substructure on larger scales we witness
the transition to the pattern that is common for generic smooth
SIE lens model.
However, the disc in the disk galaxy can also help to de-
stroy the cusp relation for sources in the vicinity of a cusp. We
have calculated the cusp relation pattern for the simulated disk
galaxy, and even in the absence of obvious substructure in the
form of clumps we can see strong violations of the cusp rela-
tion. This is expected, since the edge-on disk gives κ-variations
on the scales smaller than the image separation and , similar
to small-scale substructure. One cannot conclude from a bro-
ken cusp relation alone that we observe the signatures of mass
substructure in the form of clumps. However, the observations
show that most observed lenses are elliptical and therefore one
can concentrate on this morphology. Still, detailed modelling
is required in most cases (e.g. B1422+231) to clearly see the
eﬀect.
The phenomenon of suppressed saddle points is a very
strong prediction that rules out a signiﬁcant inﬂuence of
the ISM on ﬂux anomalies. If ﬂux anomalies depend on par-
ity and magniﬁcation, they must clearly be caused by lensing,
if signiﬁcant substructure is present. Observations so far, show
a clear parity dependence, which is more obvious for highly
magniﬁed images.
Finally, our analysis shows that the two brighter images
are more aﬀected by substructure than the two fainter ones.
In addition, we conﬁrm that the brightest saddle point image
in N-body simulated systems has a higher probability to be
demagniﬁed, in accordance with predictions from microlens-
ing and from semi-analytic work by (Kochanek & Dalal 2003).
It is therefore necessary that all mass scales are properly ac-
counted for, in order to compare observations with theoretical
predictions in detail.
For future work, we plan to look for jet curvature as seen
from N-body simulations. At present, there is only one case of
a curved jet observed that is likely the cause of gravitational
lensing (Metcalf 2002). It will be interesting, however, to in-
vestigate the probabilityof more of these occurrences.We plan
to investigate the signal one expects on average for multiple-
imaged jets; this signal is also less aﬀected by noise in the sim-
ulation and low-mass substructure.
In summary, gravitational lensing remains a very power-
ful tool for testing the existence of CDM substructure. N-body
simulated galaxies do seem to produce the same eﬀects as
seen in observed lens systems. In addition, systematics on
ﬂux anomalies (scatter broadening,scintillation, microlensing)
can be eﬃciently ruled out by multi-frequency and higher-
frequency observations of lenses. Furthermore, the statistical
analysis of large samples of lenses can directly probe the prop-
erties of CDM substructure in galaxies to a redshift of z ∼ 1.
This provides a unique tool to measure the evolution of these
structures with cosmic time, as predicted in the hierarchical
structure formation scenario.
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