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1. abstract
The Kno¨del graph W∆,n is a ∆-regular bipartition graph on n ≥ 2
∆ vertices and n is an even
integer. The vertices of W∆,n are the pairs (i, j) with i = 1, 2 and 0 ≤ j ≤ n/2 − 1. For every j,
0 ≤ j ≤ n/2−1, there is an edge between vertex (1, j) and every vertex (2, (j+2k−1) mod (n/2)),
for k = 0, 1, · · · ,∆−1. In this paper we obtain some formulas for evaluating the distance of vertices
of the Kno¨del graph and by them, we provide the formula diam(W∆,n) = 1+⌈
n−2
2∆−2
⌉ for the diameter
of W∆,n, where n ≥ (2∆ − 5)(2
∆ − 2) + 4.
2. Introduction
In this paper, all graphs are simple and finite. A simple and finite graph G(V,E) consists of two
finite sets, V 6= ∅ is the set of its vertices and E is a set of some two-elements subset of V . If
E 6= ∅, then each element of E is called as an edge of G. We denoted the edge {x, y} by xy and
we call x and y as the the ends of xy. Two vertices are called adjacent if they are the ends of an
edge. The set of all adjacent of a vertex x is denoted by N(x). A graph is bipartite if its vertex
set can be partitioned into two subsets so that every edge has one end in each of them. A walk in
a simple graph is a sequence x1x2 · · · xℓ, whose terms are the vertices of the graph such that each
two consecutive vertices are adjacent. We say that the walk x1x2 · · · xℓ connects x1 to xℓ and refer
to it as x1xℓ-walk and the number ℓ − 1 is called as the length of the walk. A path in a graph is
a walk with distinct vertices in it. The length of a path is equal to the number of edges that its
consecutive vertices make, or one less than the number of its vertices. The length of the shortest
xy-path is called as the distance between two vertices x and y and we denote it by d(x, y). The
diameter of a graph G, diam(G), is the greatest distance between two vertices of G. For more
terminology we refer the reader to [1].
An important family of graphs in gossiping and broadcasting is the Kno¨del graph introduced in
1975 by Walter Kno¨del[9]. Indeed, he provided a proof for this problem:
Given n persons, each with a bit of information, wishing to distribute their information to one
another in binary calls, each call taking a fixed time, how long must it take before each knows every
thing?
The following definition of Kno¨del graphs is extracted from Kno¨del’s proof [2]:
Definition 2.1. The Kno¨del graph W∆,n is a bipartite regular simple graph on n vertices ( n
even ) and valency ∆, 1 ≤ ∆ ≤ ⌊log2 n⌋. The vertices of W∆,n are the pairs (i, j) with i = 1, 2 and
0 ≤ j ≤ n/2 − 1. For every j, 0 ≤ j ≤ n/2 − 1, there is an edge between vertex (1, j) and every
vertex (2, (j + 2k − 1) mod (n/2)), for k = 0, 1, · · · ,∆− 1.
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2 For simplicity, we will show the set of vertices {(1, 0), (1, 1), · · · , (1, n2−1)} by U = {u0, u1, · · · , un2−1}
and the set of vertices {(2, 0), (2, 1), · · · , (2, n2 − 1)} by V = {v0, v1, · · · , vn2−1}. Then two ver-
tices ui and vj are adjacent iff j ∈ {i + 2
0 − 1, i + 21 − 1, · · · , i + 2∆−1 − 1} ( or j − i ∈
{20 − 1, 21 − 1, · · · , 2∆−1 − 1}). Throughout the paper, U ∪ V is the vertex set of W∆,n and
we will use two notations s = 2∆−1 − 1 and M∆ = {2
0 − 1, 21 − 1, · · · , 2∆−1 − 1}. All calculations
on the indices are done in module n/2. Hence ui = ui′ and vj = vj′ if and only if i ≡ i
′( mod n/2)
and j ≡ j′( mod n/2), respectively.
Each Kno¨del graph is a Cayley graph [8] and so is a vertex-transitive graph. Here are two graph
automorphisms that we will use later. If we want to map the vertex ui to the vertex uj , we use
the graph automorphism σ such that σ(uk) = uj−i+k and σ(vk) = vj−i+k for k = 0, 1, · · · ,
n
2 − 1.
Also, if we want to map the vertex ui to the vertex vj , we use the graph automorphism σ
′ such
that σ′(uk) = vi+j−k and σ
′(vk) = ui+j−k for k = 0, 1, · · · ,
n
2 − 1.
The Kno¨del graph has a highly symmetric structure and good properties in terms of broadcast-
ing and gossiping in interconnected networks. Among the well-known network architectures, the
Kno¨del graph can be considered a suitable candidate for the problem of information dissemination.
Although good communication properties of W∆,2∆ or W∆−1,2∆−2 are well known, they were not
studied for general Kno¨del graph W∆,n.
Diameter and distance of vertices in Kno¨del graphs are two important parameters. But so far,
the results are not great. In 2000, Fertin et. al in [4] proved that diam(W∆,2∆) = 1 + ⌈
∆
2 ⌉. On
the other hand, Gul Bahar Oad in [13], provided some results about the number of vertices with
a particular distance from a fixed vertex in the some special Kno¨del graphs and an exact value
for diameter of W3,n, diam(W3,8) = 3 and diam(W3,n) = ⌈
n−2
6 ⌉ + 1 where n ≥ 10. In order to
explore the communication properties of Kno¨del graph, Harutyunyan and Oad performed exten-
sive simulations. The simulation results showed that the Kno¨del graph has good communication
properties in particular small diameter and small broadcast time. However, they were not able to
find and to prove the closed form formulas for diameter, broadcast time and number of vertices
from a particular distance. They were only able to come up with some hypothesis for diameter and
broadcast time for the following classes of Kno¨del graphs [7, 13] (See Table 1).
Kno¨del Graph Diameter Tested Degree
W∆−1,2∆−2 ⌈(∆ + 2)/2⌉ 3 ≤ ∆ ≤ 24
W∆−1,2∆ ⌈(∆ + 2)/2⌉ 5 ≤ ∆ ≤ 24
W∆,2∆+2 ⌊(∆ + 2)/2⌋ 4 ≤ ∆ ≤ 24
W∆,2∆+4 ⌈(∆ + 2)/2⌉ 5 ≤ ∆ ≤ 24
W∆,2∆+2∆−1−2 ⌈(∆ + 2)/2⌉ 3 ≤ ∆ ≤ 24
Table 1. Some special Kno¨del graphs and their diameters.
In the same years, Grigoryan and Harutyunyan presented an algorithm to find a short path
between any two vertices in the Kno¨del graph. Then they proved the following theorem [5]:
Theorem 2.2. [5, Theorem 6 ] For any 0 < ǫ < 1 there exists some N(ǫ) such that for all n ≥ N(ǫ),
∆ < log n− (1 + ǫ) log log n and i > ǫn we have 2⌊ i
2∆−1−1
⌋+ 1 ≤ d(u0, w) ≤ 2⌊
i
2∆−1−1
⌋+ 3, where
w ∈ {ui, vi} and 2⌊
⌊n/4⌋
2∆−1−1
⌋+ 1 ≤ diam(W∆,n) ≤ 2⌊
⌊n/4⌋
2∆−1−1
⌋+ 3.
Another important parameter of a Kno¨del graph is its domination number, the least number of
elements of a dominating set, that is, a set of vertices such that any vertex out of it, is adjacent
to some vertex in it. In [6], an upper bound is obtained on broadcast function of some Kno¨del
graphs, using minimum dominating sets. However, there is still not much information about the
domination number of Kno¨del graphs. For more information see [10, 11, 12, 14].
3In this paper, first, we introduce a corresponding between the set of walks in the Kno¨del graph
W∆,n and the set {±
m
Σ
k=1
(−1)kak : m = 1, 2, · · · , ak ∈ M∆} and then by each summation we make a
walk, with definite length, from a vertex to another vertex. The shortest known walk between two
vertices gives us an upper bound for their distance. These upper bounds helps us to obtain some
formulas for calculating the distance between two vertices and the diameter of the Kno¨del graphs,
where the number of vertices is sufficiently large.
Observation 2.3. If 0 ≤ a0 < a1 < a2 < · · · < ak then the equation
k−1∑
i=0
2xi =
k∑
i=0
2ai has no
solution in integers.
Observation 2.4. In a Kno¨del graph W∆,n, each walk with the length m gives a summation
±
m
Σ
k=1
(−1)k−1ak, such that ak ∈ M∆ for k = 1, 2, · · · ,m. If i and j be the indices of the first vertex
and the last vertex of the walk, respectively, then j − i ≡ ±
m
Σ
k=1
(−1)k−1ak( mod n/2).
Proof. The paths are divided into 4 categories in terms of starting and ending points. Because of the
similarity of methods, we consider one of the cases. Suppose that the walk vj1ui1vj2ui2 · · · vjmuimvjm+1 ,
with the length equal 2m, has been started in part V and has been ended in the same part. For
each t, 1 ≤ t ≤ m, the vertex uit is adjacent with two vertices vjt and vjt+1 . By definition of
adjacency in the Kno¨del graphs, we have jt ≡ it + a2t−1 and jt+1 ≡ it + a2t( mod n/2), where
a2t−1, a2t ∈ M∆. Now , we have −
2m
Σ
k=1
(−1)k−1ak = −
m
Σ
t=1
(a2t−1−a2t) ≡ −
m
Σ
t=1
(jt− jt+1) = jm+1− j1(
mod n/2), as desired. 
Observation 2.5. Suppose that j − i ≡
m
Σ
k=1
(−1)k−1ak ( mod n/2), where m is a positive integer,
i, j ∈ {0, 1, 2, · · · , n/2− 1} and ak ∈ M∆ for k = 1, 2, · · · ,m. We have:
(i) If m is an even integer, then there exists a walk between ui and uj with the length m.
(ii) If m is an odd integer, then there exists a walk between ui and vj with the length m.
Proof. By definition of Kno¨del graphs, we know that if a ∈ M∆ then vi+a ∈ N(ui) and ui−a ∈ N(vi).
By this fact, we produce the walk corresponding to the given summation. We consider the walk
ui0vi1ui2vi3 · · · vim−3uim−2vim−1uim if m is even and the walk ui0vi1ui2vi3 · · · vim−2uim−1vim if m is
odd. In each case we have i0 = i, im ≡ j( mod n/2) and ik ≡ ik−1 + (−1)
k−1ak( mod n/2) for
k = 1, 2, · · · ,m. The proof is completed. 
3. Distances in W∆,n
In this section we focus on the distances between the vertices of W∆,n. Using vertex transitivity,
we choose u0 as root vertex. At the beginning, we see a symmetry in distances between the vertices
of part U .
Lemma 3.1. In each Kno¨del graph W∆,n we have:
d(u0, ui) = d(u0, un
2
−i) i = 1, 2, · · · , ⌊
n
4
⌋
Proof. For each i ∈ {1, 2, · · · , ⌊n4 ⌋}, we consider the graph automorphism σ, that maps the vertex
u0 to the vertex ui and we have d(u0, un
2
−i) = d(σ(u0), σ(un
2
−i)) = d(ui, un
2
) = d(u0, ui), as
desired. 
We can calculate the exact value of the distance between u0 and some special vertices in part U .
Lemma 3.2. If i = ks ≤ ⌊n4 ⌋ for some positive integer k, then d(u0, ui) = 2k =
2i
s .
4Proof. If i = ks ≤ ⌊n4 ⌋ and k is a positive integer, then i 6≡ 0( mod n/2) and there exists a path
u0vsusv2su2s . . . vksuks between u0 and uks with the length equal 2k. This implies that d(u0, ui) ≤
2k = 2⌈ is⌉.
Now, assume that the path u1vi1uj1vi2uj2 · · · virujr , where ujr = uks, has the length 2r = d(u0, ui).
We have i1 = a1 , it =
t−1∑
l=1
(al− bl)+at, 2 ≤ t ≤ r and jt =
t∑
l=1
(al− bl), 1 ≤ t ≤ r, where al, bl ∈ M∆.
We show that r ≥ k. By the contrary, assume that r < k. Since −s ≤ al − bl ≤ s for 1 ≤ l ≤ r, we
have:
−⌊
n
4
⌋ ≤ −ks < −rs ≤ jr =
r∑
l=1
(al − bl) ≤ rs < ks ≤ ⌊
n
4
⌋
Now, we have 0 < ks − jr < 2⌊
n
4 ⌋ ≤
n
2 and so ks − jr 6≡ 0( mod
n
2 ) or ks 6≡ jr( mod
n
2 ), a
contradiction with ujr = uks. Therefore, r ≥ k that implies r = k and d(u0, ui) = 2k =
2i
s . 
In the following lemma and its corollary, we give a lower bound for the distance between u0 and
every vertex in part U .
Lemma 3.3. If (k − 1)s < i ≤ ⌊n4 ⌋ for some positive integer k, then d(u0, ui) ≥ 2k.
Proof. Assume that d(u0, ui) = 2r and the path u0vi1uj1vi2uj2 · · · virujr has the length 2r =
d(u0, ui), where ujr = ui and so i ≡ jr(mod n/2). We show that r ≥ k. Suppose by the con-
trary r ≤ k − 1. We have i1 = a1 , it =
t−1∑
l=1
(al − bl) + at, 2 ≤ t ≤ r and jt =
t∑
l=1
(al − bl), 1 ≤ t ≤ r,
where al, bl ∈ M∆. Thus, −s ≤ al − bl ≤ s and
−⌊
n
4
⌋ ≤ −i < −(k − 1)s ≤ −rs ≤ jr ≤ rs ≤ (k − 1)s < i ≤ ⌊
n
4
⌋
Now, we have 0 < i−jr < 2⌊
n
4 ⌋ ≤
n
2 and so i−jr 6≡ 0( mod
n
2 ) or i 6≡ jr( mod
n
2 ), a contradiction.
Therefore, r ≥ k that implies r ≥ k and 2r = d(u0, ui) ≥ 2k =
2i
s . 
Corollary 3.4. If 1 ≤ i ≤ ⌊n4 ⌋, then d(u0, ui) ≥ 2⌈
i
s⌉.
Proof. i) If 1 ≤ i = ks ≤ ⌊n4 ⌋ for some positive integer k. By Lemma 3.2, we have d(u0, ui) = 2k =
2⌈ is⌉, as desired.
ii) If is is not an integer, then we have k − 1 <
i
s < k for some positive integer k. Since (k − 1)s <
i ≤ min{ks, ⌊n4 ⌋}, by Lemma 3.3 we obtain that d(u0, ui) ≥ 2k = 2⌈
i
s⌉. 
To continue, we have to express a property of the set M∆. Indeed, to finding the summations
that introduced in Observations 2.4 and 2.5 , we need the following lemma and its corollary.
Lemma 3.5. If ∆ ≥ 3 and a is an integer with 0 ≤ a ≤ 2∆−1 − 2 and a 6= 2∆−1 − (∆ − 1), then
the equation y1 + y2 + · · ·+ y∆−2 = a has a solution in M∆−1.
Proof. We prove this lemma by induction. If ∆ = 3, then we have 0 ≤ a ≤ 1. Obviously, the
equation y1 = a has a solution in M2 = {0, 1}.
Assume that the equation y1+ y2+ · · ·+ y∆−2 = a with 0 ≤ a ≤ 2
∆−1 − 2 and a 6= 2∆−1− (∆− 1)
has a solution in M∆−1 for some ∆ ≥ 3. We show that the equation
(∗) y1 + y2 + · · ·+ y∆−2 + y∆−1 = a
with 0 ≤ a ≤ 2∆ − 2 and a 6= 2∆ − (∆) has a solution in M∆.
For this, we consider four distinct cases:
Case 1. If 0 ≤ a ≤ 2∆−1 − 2 and a 6= 2∆−1 − (∆ − 1), then we set y∆ = 0 and by the induction
hypothesis, the equation y1 + y2 + · · · + y∆−2 = a has a solution in M∆.
Case 2. If a = 2∆−1− (∆−1), then yi = 2
i−1 for i = 1, 2, · · · ,∆−2 and y∆−1 = 1 give a solution
for the equation (∗) in M∆.
5Case 3. If 2∆−1−1 ≤ a ≤ 2∆−3 and a 6= 2∆−∆, then we set y∆ = 2
∆−1−1 and a′ = a−(2∆−1−1).
We have 0 ≤ a′ ≤ 2∆−1 − 2 and a′ 6= 2∆−1 − (∆ − 1). Now, by induction hypothesis the equation
y1 + y2 + · · ·+ y∆−2 = a
′ has a solution in M∆.
Case 4. If a = 2∆ − 2, then y1 = y2 = 2
∆−1 − 1 and y3 = · · · = y∆−1 = 0 give a solution for the
equation (∗) in M∆. 
Corollary 3.6. If ∆ ≥ 3 and a is an integer with 0 ≤ a ≤ 2∆−1 − 2, then the equation y1 + y2 +
· · ·+ y∆−1 = a has a solution in M∆−1 = {2
i − 1|i = 0, 1, · · · ,∆− 2}.
Proof. If a 6= 2∆−1 − (∆ − 1), then by the Lemma 3.5 the equation has a solution with y∆−1 = 0.
If a = 2∆−1 − (∆− 1), then yi = 2
i − 1 for i = 1, 2, · · · ,∆− 2 and y∆−1 = 1 give a solution for the
equation in M∆−1. 
In the next lemma, we obtain an upper bound for distance between u0 and some vertices of the
part U and the exact distance for the other vertices in U . For this, we will hire the above lemma
and its corollary.
Lemma 3.7. In a Kno¨del graph W∆,n, with ∆ ≥ 3 and n ≥ 4(∆ − 3)(2
∆−1 − 1) + 4 we have:
(i) If 0 ≤ i ≤ (∆ − 3)s, then d(u0, ui) ≤ 2(∆ − 2).
(ii) If (∆− 3)s + 1 ≤ min{i, n/2 − i}, then d(u0, ui) = d(u0, un
2
−i) = 2⌈
min{i,n/2−i}
s ⌉.
Proof. (i) We will construct a walk between u0 and ui with the length equal to ∆ − 2. For this
purpose, we show that the equation i =
∆−2∑
ℓ=1
(aℓ − bℓ) has a solution in M∆. We set aℓ = s for
1 ≤ ℓ ≤ ⌈ is⌉ and aℓ = 0 for ⌈
i
s⌉ + 1 ≤ ℓ ≤ ∆ − 2. Now, we have ⌈
i
s⌉s − i =
∆−2∑
ℓ=1
bℓ and since
0 ≤ ⌈ is⌉s− i ≤ s− 1 by Lemma 3.5 the equation has a solution in M∆.
(ii) By symmetry, we assume that i ≤ ⌊n4 ⌋ ≤
n
2 − i. From Corollary 3.4 we have d(u0, ui) ≥ 2⌈
i
s⌉.
We show that d(u0, ui) ≤ 2⌈
i
s⌉. Let k = ⌈
i
s⌉ and introduce a walk between u0 and ui with the
length 2k. Equivalently, we have to find a solution for the equation i =
k∑
ℓ=1
(aℓ−bℓ) in M∆. Suppose
aℓ = s for 1 ≤ ℓ ≤ k. We have k ≥ ∆ − 2 and if k ≥ ∆− 1, then we set bℓ = 0 for ∆ − 1 ≤ ℓ ≤ k.
Therefore, we have ks− i =
∆−2∑
i=1
yi and since 0 ≤ ks − i ≤ s− 1, by Lemma 3.5, this equation has
a solution in M∆, as desired. 
Corollary 3.8. In a Kno¨del graph W∆,n, with ∆ ≥ 3 and n ≥ 4(∆−3)(2
∆−1−1)+4 if (∆−3)s+1 ≤
i ≤ j ≤ ⌊n4 ⌋, then d(u0, ui) ≤ d(u0, uj) ≤ d(u0, u⌊n4 ⌋) = 2⌈
1
s ⌊
n
4 ⌋⌉.
Proof. We know that the ceil function is an increasing function and so the Lemma 3.7 easily
concludes the results. 
The following theorem gives us the maximum distance between the vertices in the part U . This
value is a candidate for diameter of W∆,n.
Theorem 3.9. In a Kno¨del graph W∆,n, if ∆ ≥ 3 and n ≥ 4(∆ − 3)(2
∆−1 − 1) + 4, then
max
i
d(u0, ui) = d(u0, u⌊n
4
⌋) = 2⌈
1
s ⌊
n
4 ⌋⌉.
Proof. (i) For i = 0, 1, · · · , (∆ − 3)s, since ⌈1s ⌊
n
4 ⌋⌉ ≥ ∆ − 2 by Lemma 3.7(i) we have d(u0, ui) ≤
2(∆ − 2) ≤ d(u0, u⌊n
4
⌋) = 2⌈
1
s ⌊
n
4 ⌋⌉.
(ii) For i = (∆ − 3)s + 1, · · · , ⌊n4 ⌋, by Lemma 3.7(ii) we have d(u0, ui) = 2⌈
i
s⌉ ≤ d(u0, u⌊n4 ⌋) =
2⌈1s ⌊
n
4 ⌋⌉.
6(iii) Finally, for i = ⌊n4 ⌋ + 1, · · · ,
n
2 − 1 we have 1 ≤
n
2 − i ≤ ⌊
n
4 ⌋. Now, using Lemma 3.1, (i) and
(ii), we conclude that d(u0, ui) = d(u0, un
2
−i) ≤ d(u0, u⌊n
4
⌋) = 2⌈
1
s ⌊
n
4 ⌋⌉.
Hence, for each i we have d(u0, ui) ≤ d(u0, u⌊n
4
⌋) = 2⌈
1
s ⌊
n
4 ⌋⌉ which implies that maxi
d(u0, ui) =
d(u0, u⌊n
4
⌋) = 2⌈
1
s ⌊
n
4 ⌋⌉. 
We got some useful results on distances between the vertices in part U . Let’s move on to the part
V . First, we note that by transitivity of Kno¨del graphs, we have d(ui, uj) = d(vi, vj) for all i and
j. Then, we take advantage of the fact that the distance of u0 and a vertex vj ∈ V is related to
the distances of u0 and the neighbours of vj in part U . After proving the following observation, we
have the second and last candidate for the diameter of W∆,n.
Observation 3.10. In the Kno¨del graph W∆,n we have :
i) If x and y be two adjacent vertices, then we have |d(u0, x)− d(u0, y)| = 1.
ii) For each j = 0, 1, · · · , n2 − 1 there is an i = 0, 1, · · · ,
n
2 − 1 such that d(u0, ui) = d(u0, vj)− 1.
iii) For each j = 0, 1, · · · , n2 − 1 we have d(u0, vj) = 1 + min{d(u0, ui) : ui ∈ N(vj)}.
iv) max
j
d(u0, vj) ≤ 1 + 2⌈
1
s ⌊
n
4 ⌋⌉.
Proof. i) If u0x1x2 · · · xkx be a path between u0 and x , then we can see the walk u0x1x2 · · · xkxy
between u0 and y. This shows that d(u0, y) ≤ 1 + d(u0, x) and similarly, we have d(u0, x) ≤
1 + d(u0, y). These two inequalities confirm that |d(u0, x) − d(u0, x)| = 1. Note that d(u0, x) and
d(u0, y) are unequal in terms of parity.
ii) If d(u0, vj) = 1, then we set i = 0 and we have d(u0, u0) = d(u0, vj) − 1. If d(u0, vj) = 2r + 1
and r ≥ 1, then there is a path u0vj1ui1 · · · vjruirvj between u0 and vj with the length equal 2r+1.
Now, we set i = ir and so 2r = d(u0, uir) = d(u0, vj)− 1, as desired.
iii) We set 2r = min{d(u0, ui) : ui ∈ N(vj)}. Hence vj has an adjacent ui such that d(u0, ui) = 2r
and so by (i) we have d(u0, vj) ∈ {2r − 1, 2r + 1}. We have to show that d(u0, vj) = 2r + 1. By
the contrary, assume that d(u0, vj) = 2r − 1. By (ii), vj has to have an adjacent ui such that
d(u0, ui) = 2r− 2, a contradiction by minimality of 2r. Therefore, d(u0, vj) = 2r+1 and the proof
is completed.
(iv) It is obvious that min{d(u0, ui) : ui ∈ N(vj)} ≤ max
i
d(u0, ui). Now, by (iii) and Theorem 3.9
we have max
j
d(u0, vj) ≤ 1 + 2⌈
1
s ⌊
n
4 ⌋⌉. 
Theorem 3.9 gives the maximum value of distances between two vertices in a same part, but
Observation 3.10 gives an upper bound for distances between two vertices in distinct parts. We
show that this upper bound may be the maximum.
Lemma 3.11. In a Kno¨del graph W∆,n, with ∆ ≥ 3 and (4k − 2)s + 4 ≤ n ≤ 4ks + 2 where
k ≥ ∆− 2, we have:
(i) d(u0, ui) = 2k for (k − 1)s + 1 ≤ i ≤
n
2 − (k − 1)s − 1.
(ii) d(u0, vj) = 2k + 1 for ks+ 1 ≤ j ≤
n
2 − (k − 1)s − 1.
Proof. Since n ≥ 2(2∆ − 5)s + 4, using Theorem 3.9 we have max
i
d(u0, ui) = 2⌈
1
s ⌊
n
4 ⌋⌉.
(i) In the first case, we have ks + 1 − s2 ≤
n
4 ≤ ks +
1
2 and (k − 1)s < ks + 1 −
s+1
2 ≤ ⌊
n
4 ⌋ ≤ ks.
This inequalities imply that ⌈1s ⌊
n
4 ⌋⌉ = k and we have maxi
d(u0, ui) = 2k = d(u0, u⌊n
4
⌋). Since
(k − 1)s + 1 ≤ min{i, n2 − i}, by Lemma 3.7 we have d(u0, ui) = d(u0, un2−i) = 2⌈
min{i,n/2−i}
s ⌉ ≥
2⌈ (k−1)s+1s ⌉ = 2k and so by maximality of d(u0, u⌊n4 ⌋) = 2k we have d(u0, ui) = 2k for (k−1)s+1 ≤
i ≤ n2 − (k − 1)s − 1.
(ii) Now, we consider the vertex vj , where ks + 1 ≤ j ≤
n
2 − (k − 1)s − 1 and compute d(u0, vj).
From Observation 3.10 we know that d(u0, vj) = 1 + min{d(u0, ui) : ui ∈ N(vj)}. Assume that
7ui ∈ N(vj), We have j− s ≤ i ≤ j and so (k− 1)s+1 ≤ i ≤
n
2 − (k− 1)s− 1. Now, by the previous
part we have d(u0, ui) = 2k, that is, {d(u0, ui) : ui ∈ N(vj)} = {2k}. Therefore, d(u0, vj) = 2k + 1
and the proof is completed. 
4. Main result
In this section, we give the exact value of the diameter of some Kno¨del graphs with sufficiently
large order respect to their valency.
Lemma 4.1. In a Kno¨del graph W∆,n, with ∆ ≥ 3 we have:
(i) If (4k − 2)s + 4 ≤ n ≤ 4ks + 2 and k ≥ ∆− 2, then diam(W∆,n) = 2k + 1.
(ii) If 4ks + 4 ≤ n ≤ (4k + 2)s + 2 and k ≥ ∆− 2, then diam(W∆,n) = 2k + 2.
Proof. (i) In this case we consider the vertex v⌊n+2s
4
⌋ and compute d(u0, v⌊n+2s
4
⌋).
Since (4k − 2)s + 4 ≤ n we have 4ks + 4 ≤ n + 2s ≤ 2n − 4(k − 1)s − 4 and so ks + 1 ≤ n+2s4 ≤
n
2 − (k − 1)s − 1. By Lemma 3.11 we have d(u0, v⌊n+2s
4
⌋) = 2k + 1 = d(u0, u⌊n4 ⌋) + 1. Now by
Theorem 3.9 and Observation 3.10 we deduce that diam(W∆,n) = d(u0, v⌊n+2s
4
⌋) = 2k + 1.
(ii) We have ks + 1 ≤ ⌊n4 ⌋ ≤
n
4 ≤ ks +
s+1
2 and k +
1
s ≤
1
s ⌊
n
4 ⌋ ≤ k +
s+1
2s ≤ k + 1. This
imply that ⌈1s ⌊
n
4 ⌋⌉ = k + 1 and so maxi
d(u0, ui) = 2k + 2 = (u0, u⌊n
4
⌋). Hence, by Observation
3.10(? ? ? ? ? ? ? ? ?) we have d(u0, vj) = 2k + 1 for some j. We have to prove that
d(u0, vj) ≤ 2k + 1 for j = 0, 1, · · · ,
n
2 − 1. By the contrary, assume that there exists j such
that d(u0, vj) = 2k + 3. By Observation 3.10 we have min {d(u0, ui) : ui ∈ N(vj)} = 2k + 2
and so {d(u0, ui) : ui ∈ N(vj)} = {2k + 2}. Therefore, d(u0, uj) = d(u0, uj−s) = 2k + 2. Since
d(u0, uj) = d(u0, un
2
−j) = 2k+2 we have ks+1 ≤ j and ks+1 ≤
n
2−j ≤ 2ks+s+1−j or j ≤ (k+1)s.
Therefore, we obtain that ks + 1 ≤ j ≤ (k + 1)s. Now, we have (k − 1)s + 1 ≤ j − s ≤ ks ≤ ⌊n4 ⌋
and d(u0, uj−s) = 2k, which is a contradiction. finally, we have max
i
d(u0, vj) = 2k + 1 and so
diam(W∆,n) = d(u0, u⌊n
4
⌋) = 2k + 2. 
Due to the proof of the above lemma, we conclude that:
Corollary 4.2. In a Kno¨del graph W∆,n, with ∆ ≥ 3 and n ≥ (2∆ − 5)(2
∆ − 2) + 4, we have
diam(W∆,n) = max {d(u0, u⌊n
4
⌋), d(u0, v⌊n+2s
4
⌋)}.
We can now state the main purpose of the article.
Theorem 4.3. In a Kno¨del graph W∆,n, with ∆ ≥ 3 and n ≥ (2∆ − 5)(2
∆ − 2) + 4, we have
diam(W∆,n) = 1 + ⌈
n−2
2∆−2
⌉.
Proof. We consider the even integer n+2s− 4 and by division algorithm we can write n+2s− 4 =
4ks + 2r or n = (4k − 2)s + 2r + 4, where k and r are integers and 0 ≤ r ≤ 2s − 1. From now on,
we distinguish the following two cases.
Case 1: If 0 ≤ r ≤ s − 1, then (4k − 2)s + 4 ≤ n ≤ 4ks + 2, that is, 2k − 1 + 1s ≤
n−2
2s ≤ 2k and
⌈ n−2
2∆−2
⌉ = 2k. Now, by Theorem 4.1 we conclude that diam(W∆,n) = 2k + 1 = 1 + ⌈
n−2
2∆−2
⌉.
Case 2:If s ≤ r ≤ 2s − 1, then 4ks + 4 ≤ n ≤ (4k + 2)s + 2, that is, 2k + 1s ≤
n−2
2s ≤ 2k + 1 and
⌈ n−2
2∆−2
⌉ = 2k+1. Now, by theorem 4.1 we conclude that diam(W∆,n) = 2k+2 = 1+ ⌈
n−2
2∆−2
⌉. This
two cases complete the proof. 
5. Conclusion
In this article, we discuss on two important concepts in graph theory and communication networks,
distance and diameter in Kno¨del graphs. This well-known family of graphs, unlike their simple def-
inition, they have a complex structure. Their graphical parameters such that diameter, domination
8number, broadcast number , . . . are known in some special cases. The results obtained in this
article confirm the result of G. B. Oad’s thesis [7, 13] about the diameter of the 3-regular Kno¨del
graphs. Since for every positive integer n we have 2⌊ ⌊n/4⌋
2∆−1−1
⌋ + 1 ≤ ⌈ n−2
2∆−2
⌉ + 1 ≤ 2⌊ ⌊n/4⌋
2∆−1−1
⌋ + 3,
our result on the diameter of Kno¨del graphs is a confirmation for he lower and upper bounds for it
obtained in [5].
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