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Abstract
Background: Recurrent major mood episodes
and subsyndromal mood instability cause sub-
stantial disability in patients with bipolar disor-
der. Early identification of mood episodes en-
abling timely mood stabilisation is an important
clinical goal. Recent technological advances al-
low the prospective reporting of mood in real
time enabling more accurate, efficient data cap-
ture. The complex nature of these data streams in
combination with challenge of deriving meaning
from missing data mean pose a significant ana-
lytic challenge. The signature method is derived
from stochastic analysis and has the ability to
capture important properties of complex ordered
time series data.
Objective: To explore whether the onset of
episodes of mania and depression can be iden-
tified using self-reported mood data.
Methods: Self-reported mood data were col-
lected from 261 participants with bipolar disor-
der using the True Colours monitoring system.
Manic and depressive episodes were defined as
an ASRM score 6 or a QIDS score 10, respec-
tively. The signature method was used to ex-
tract features from a rolling window of k-weeks,
where k = {4, 6, 8, 12, 20, 50}. Two independent
models for prediction of depressive and manic
mood episodes were trained using logistic regres-
sion with the elastic net regularisation scheme to
reduce overfitting. The stability of the generali-
sation error metrics of the predictive models was
estimated by pooling 100 repetitions of 10-fold
cross validation.
Results: The signature method on average accu-
rately predicted 79.2% of precursors to depres-
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sive episodes with a sensitivity of 76.9% and
specificity of 79.5% (PPV=78.6%, AUC=0.86)
and 71.9% of precursors to manic episodes with
a sensitivity of 73.3% and specificity 79.2%
(PPV=77.1%, AUC=0.83). This was more ac-
curate than predictions (accuracy 77.4% for de-
pression and 69.5% for mania, p-value < 0.001)
based up on a model comprises three features:
the mean value, variability and a number of miss-
ing responses within the window.
Conclusions: The signature method offers a sys-
tematic approach to the analysis of longitudi-
nal self-reported mood data. The accuracies of
the signature-based linear models are consider-
ably better than linear models based on manu-
ally crafted features and the models have the po-
tential to significantly enhance self-management
and clinical care in bipolar disorder.
1. Introduction
1.1. Related Work
Predicting the future outcomes on the basis of historical
observations is a long standing challenge in many scien-
tific areas. The accurate prediction of future symptoms in
patients with bipolar disorder could facilitate timely clin-
ical interventions enhancing patients quality of life, alter-
ing the course of disease and could have economic bene-
fits for the national health service (Manning, 2005). Sev-
eral predictive models have been proposed using the self-
reported longitudinal mood data from psychometric ques-
tionnaires. These models included: autoregressive linear
models (Moore et al., 2012; 2014), relaxation oscillator
framework (Bonsall et al., 2015), Kalman filter with the
data from geographic location (Tsanas et al., 2016; Palmius
et al., 2017) and an effective subgroup selection among di-
verse cohort of patients (Palmius & De Vos, 2016). How-
ever, these methods focused only on predicting the numer-
ical value of the rating scale In this work, we took a dif-
ferent route in building a predictive model. In contrast to
previous approaches, we aim to identify the precursors of
upcoming episodes of depression and mania, using the self-
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reported rating scale. In fact, we solve a binary classifica-
tion problem, where our developed model, using an inter-
val of k-consecutive self-reported observation, estimates a
probability of being a precursor to an episode.
2. Methods
2.1. Data
The data were collected as part of the OXTEXT-1 study
(Bilderbeck et al., 2017). The participants completed stan-
dardised questionnaires on a weekly basis using the True
Colours mood monitoring system after receiving a text or
email prompt. The data were collected in an observational
manner and independent from the clinical care.
Self-reported mood data using the Quick Inventory of De-
pressive Symptoms (QIDS-SR16) (Rush et al., 2003) and
Altman Self-Rating Mania scale (ASRM) (Altman et al.,
1997). A depressive episode was defined as a QIDS score
of above 11 for at least two consecutive weeks. A manic
episode was defined as an AMRS score above a threshold
6 for at least one week (Kessler et al., 2005).
2.2. Demographics and Patient Selection
The original cohort contained 286 subjects. Data collected
from 01-Jan-2012 until 31-Dec-2016 was included in this
analysis. We excluded 25 participants from the analysis:
22 participants had unconfirmed diagnoses and 3 partici-
pants withdrew consent. Of the 261 included participants
148 and 113 subjects were diagnosed with bipolar type I
and type II, (denoted by BP-I and BP-II) respectively. All
identical duplicate values were removed. If there were mul-
tiple responses within a week, only the first response was
considered.
Additionally, we excluded patients who stayed less than
5 weeks in self-monitoring and all of those who had no
recorded mood episodes during the study period. From the
exploratory analysis, we found that only 59% of patients
(155/261) in this cohort had episodes of depression (spent
at least two weeks in depression) and 69% (181/261) had
manic episodes (at least one week). The reported ethnicity
and education level in accordance with the standard clas-
sification. One male from the BP-II group did not report
his ethnicity. One male from the BP-I group, one male
from the BP-II group, two females, one BP-I and one BP-II
did not report their education levels. Percents of relevant
groups may not add up to 100 due to rounding errors. The
adjusted adherence corresponds to the period of observa-
tions between the first and the last actual responses. The
demographic data summarised in Table 1.
2.3. Signature-based Predictive Model
We used a rolling window analysis to learn temporal de-
pendencies in the data. This is a commonly used method to
estimate changes and reveal patterns in sequential data over
time (Zivot & Wang, 2007). The rolling window analysis
allows to estimate the variability of data within certain time
intervals and to compare between them.
The proposed predictive model is based on logistic re-
gression, which learns patterns in data within the win-
dow of size k-weeks to predict the future occurrence of
an episode at one-week time horizon. Two linear logis-
tic models were trained independently to predict depressive
and manic episodes. Using the definition of depressive and
manic episodes, we developed an algorithm which identi-
fies episodes in patients data and marks the weekly obser-
vations with a binary label (0 or 1) corresponding to the
absence or presence of an episode.
The features used in logistic regression to predict
outcomes, were extracted using the signature method
(Chevyrev & Kormilitzin, 2016). The novel signature
method, from stochastic analysis, has the ability to capture
important properties of complex time-ordered data. It maps
N unique data streams into a single piece-wise continuous
path in N dimensions with the iterated integrals of such
path representing a feature set (signature features) of the
data. The signature is an infinite sequence of ordered iter-
ated integrals and in practice. For machine learning appli-
cations and data analyses, we truncate the infinite sequence
at some level L by taking only first terms and use them as
features.
The signature method allows missing responses to be in-
corporated into the analysis by introducing a new indica-
tor binary variable, which takes values 1 or 0, indicates
whether a response is missing or present respectively (Lit-
tle & Rubin, 2014). The indicator variable stream is then
combined with N data streams of interest and mapped into
a lifted path in N+1 dimensions. Practically, we used the
self-reported data streams (QIDS and Altman question-
naires) together with their missing responses indicator data
streams. The detailed description, rigorous mathematical
foundations and algorithms of the signature methods are
beyond the scope of the current paper and have been ex-
tensively covered in (Kormilitzin et al., 2016; Levin et al.,
2013; Gyurko´ et al., 2013; Yang et al., 2015; Lyons, 2014;
Kira´ly & Oberhauser, 2016; Yin et al., 2013; Graham,
2013; Chen, 1957; Lyons & Xu, 2011; Lyons et al., 2007;
Hambly & Lyons, 2010; Hairer, 2014; Yang et al., 2016;
Xie et al., 2016; Lai et al., 2017) and references therein.
In order to estimate the generalisation error of predic-
tive models, we split the entire data set into two non-
overlapping groups of patients for training (67%) and test-
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ing (33%) data sets, while preserving the ratio of weeks in
episodes to weeks without episodes in both sets. The strat-
ified splitting strategy allowed the variance and bias of a
model to be minimised (Kohavi et al., 1995; Cawley & Tal-
bot, 2010). A model was trained and cross-validated using
the data only from one group and then the data from the
withheld second group of patients was used to assess the
classification metrics. The process of random splitting of
patients into two disjoint groups was repeated 100 times to
estimates the uncertainty of the metrics.
The elastic net regularisation scheme (Zou & Hastie, 2005)
was used to prevent the models from overfitting the data.
The elastic net regularisation introduces the convex com-
bination of L1 and L2 penalties, mitigating the problem
of multicollinearity of features and improving the stabil-
ity of a classifier. As an additional preprocessing step, the
signature features matrix was standardised along columns
to have zero mean and unit variance. To account for the
variability in longitudinal data, we used the lead-lag trans-
formation, where the lead transform of the signal is paired
with its lagged transform of the signal. To assess the per-
formance of the classification procedure we computed ac-
curacy, sensitivity, specificity, and positive predicted value
(PPV). Additionally, we used the area under the receiver
operating characteristic curve (AUC) to assess the perfor-
mance of the classification models at different values of a
threshold.
We compared the signature-based model (Sig) to four base-
line models, where three of them based only on one of the
mean value (Mean), variability (Rmssd) and a number of
missing responses (MissRes) within the window predic-
tors and the fourth model comprises all these three predic-
tors simultaneously in a linear combination (MRM). The
variability was computed, ignoring the missing responses,
using the root mean square successive distance (RMSSD)
(Electrophysiology, 1996), which captures the temporal de-
pendencies in the data.
2.4. Parameters of the Model
The longitudinal self-reported data were partitioned into k-
week intervals, transformed into a set of features using the
signature method and the resulting features were used as
inputs to logistic regression to predict a binary outcome,
presence or absence of an episodes, at the week follow-
ing the interval. The intervals that precede the episodes
(precursors to episodes) are labelled as positives (1). The
data from QIDS and AMSR questionnaires were used to
train models predicting respectively depressive and manic
episodes. Intervals that precede missing responses or con-
tain only one non-missing response were excluded. Ad-
ditionally, we sought to optimise the classification model
using the hyperparameters of the penalised logistic regres-
sion during the 10-fold cross-validation phase with the pa-
rameter λ ∈ {0, 0.1, 0.2, 0.3, ..., 1.0} that mixes L1 and L2
penalties.
We used the Python Pandas package (version 0.20.1)
(McKinney et al., 2010) for statistical analysis, data manip-
ulations and processing, Python Scikit-learn package (ver-
sion 0.18.1) (Pedregosa et al., 2011) for implementing ma-
chine learning tasks and Matplotlib for plotting and graph-
ics (version 2.0.1) (Hunter, 2007).
3. Results
3.1. Predicting Depressive and Manic Episodes
The performance of the signature-based model and com-
parison to the baseline models for depression and mania
trained on corresponding test sets are summarised in Ta-
bles 2-3 respectively. Classification results evaluated on
the corresponding test sets of the models for depression and
mania using 100 repetition of random splitting to train/test
(67%,/33%) sets. The features used in the model are ele-
ments of a truncated signature at level 2. The repeated re-
sults of metrics were nearly normal distributed and follow-
ing the suggested procedure (Salzberg, 1997; Dietterich,
1998), we used the corrected paired t-test to pair-wise com-
pare the performance of all metrics of five models. We
found a strong statistical significance of their differences
(p-value < 0.001), also for depression and mania models.
The stability of the classification metrics was estimated by
repeating the training and testing the models 100 times and
the results presented as mean and standard deviation. The
classification metrics of models for depression and mania
as function of the size of the rolling window are presented
in Figures 1-2.
3.2. Experimental Clinical Applications
The proposed models for classification of intervals are po-
tentially useful for clinical insights and for identifying par-
ticular states, where a patient is in transition between the
episodes. First, we are interested in examining whether it
is possible to distinguish between the intervals which are
close to an episode and those which are further away. For
the sake of simplicity and demonstration of the conceptual
approach, we consider intervals of fixed length of size 6
weeks. Two types of intervals are: a wellness and a pre-
cursor interval, which are spaced 14 and n weeks prior
to the beginning of an episode respectively. By varying
n = {0, 1, 2, 3, 4, 6}, and applying the developed mod-
els, we will measure the area under the ROC curve (AUC)
to assess the classification performance. We restrict the
wellness and the precursor intervals from overlapping. For
classification procedure we considered only the signature-
based model. To estimate the variability due to split of
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the data into training and testing sets (67% / 33%) we re-
peated the process 100 times. The results are presented
as mean and standard deviation. The AUC estimations are
summarised in Table 4.
4. Discussion
4.1. Principal Results
In this study we have presented an application of the signa-
ture method for modelling and prediction of mood episodes
in bipolar disorder. We demonstrated that the results of the
signature-based model outperform four other models based
on the manually selected predictors. The main advantage
of the signature method is that it allows to systematically
combine multimodal longitudinal data streams, including
the distribution of missing responses, and to extract fea-
tures used in predictive models, avoiding a complicated
feature engineering process. The signature terms faithfully
represent the underlying data, have an interpretable geo-
metrical meaning as functions of data and should be used
as canonical features in machine learning and data analysis
tasks. Intuitively, one can think of the signature terms as
of an ordered collection of the sample statistical moments.
The lead-lag transformation naturally captures the succes-
sive variability in the data, avoiding the need for designing
a special feature for that task as we did with the RMSSD.
The plot of the classification metrics (Figures 1-2) demon-
strate the dependence of the predictive performance of the
models on the size of the rolling window. For small values
of the window size (k < 12) all models perform similar,
while the signature-based model, MRM and MissRes, con-
tinue improving as the number of historical observations
grows and the Mean and Rmssd models decline or satu-
rate. The predictive performance does ultimately depend
on the ability of models to account for the temporal depen-
dencies. The signature model is based on the unique set of
predictors derived from a trajectory (a path) of the longitu-
dinal self-reported responses, where the predictors account
for the sequential dependencies through the path integrals
and thus more observations lead to a higher accuracy of
predictions. The Mean model, in contrast with the others,
strongly declines when used with a large number of histor-
ical observations. That manifests the fact, that the average
score over a long interval of observations is a poor predic-
tor of future episodes, because it does not take into account
the temporal dependencies. Interestingly, it appears that the
variability of the rating scale along is a very poor predic-
tor of future episodes, even though it does account for the
sequential dependencies in the data through the RMSSD
metric. Another interesting observation is that the number
of missing responses along within the window can predict
with up to 80% accuracy the future episodes of depression
and mania. Finally, we observed that the composite model
(MRM) that comprises all three predictors linearly, under-
performs the accuracy of the signature-based model on av-
erage by 2.36%.
The developed models aim to discover the temporal pat-
terns of mood episodes and accurately predict the possible
future outcomes. The proposed algorithms can be poten-
tially deployed in modern health-monitoring platforms and
serve as a patient self-management tool. Detection of pre-
cursors to upcoming mood episodes and early intervention
of the healthcare professionals can help to reduce the sever-
ity of symptoms in patients with bipolar disorder. However,
the developed predictive models do not take into account
the unique personal traits of patients, for example, the dis-
tribution of missing values and the item responses. The
main problem of training an individual model is due to rel-
atively small number of episodes each participant experi-
ences during the self-monitoring.
While the results of the current work have demonstrated
the feasibility of building the predictive models based on
the signature transformation of the self-reported data alone,
more in-depth research is needed to refine the model. The
current analysis considered only a relatively small number
of patients who satisfied the inclusion criteria and in order
to develop robust models, in the future we are planning to
replicated the proposed method using a larger cohort. It has
been shown [40] that training a model on a selected sub-
group of patients who share common traits leads to a sig-
nificant improvement of accuracy of the predictive models.
We are planning to address the problem of clustering pa-
tient in our future works and retrain the predictive models
for each cluster.
Apart from the identifying early signs of deterioration, it
is also clinically interesting to identify early signs of im-
provement. The approach to find precursors to wellness is
conceptually similar to the one we presented in this work,
but requires different labelling of intervals and retraining
the models.
The developed approach to interval classification allows us
potentially to identify the early signs of transitions between
the mood states in patients. We tested whether the we can
distinguish between an interval which is not in an episode
and an interval which is n-weeks close to the beginning
of an episode. The results presented in Table 4 indicate
that intervals closer to an impeding are distinct than those
which are far apart. However, the choice of the interval
size (6-weeks) and the subjective definition of the wellness
intervals (14 weeks prior to an episode) may not be optimal
to conclude the results. Further investigation needed.
In this work we used only linear models for prediction of
future episodes. Linear models preferable over more com-
plex and non-linear ones, especially with medical data, as
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they allow to understand clearly which variables used as
predictors and their influence on the dependent variable.
However, the important clinical condition which has not
yet been addressed through our research is the case of
mixed episodes, where both depression and mania may oc-
cur simultaneously (Vieta & Valentı´, 2013). The signature
method allows to combine and develop a model using both
QIDS and AMSR data streams to predict the future states
including the missing ones. We are planning to address this
problem in a future work.
4.2. Limitations
Notwithstanding the signature approach outperforms other
models based on the manually created predictors, the full
potential of the signature method, which has been shown to
be superior to state-of-the-art methods in other fields (Yang
et al., 2017) has not yet been demonstrated on the longitudi-
nal mood data. We refer the limited power of the proposed
method to the challenging nature of the self-reported lon-
gitudinal data, e.g. presence of non-randomly distributed
missing values and more importantly, to the diversity of the
cohort and lack of regularly time-stamped records of ex-
ogenous factors (for example, medications and hospitalisa-
tions). The moderate accuracies of the models are also in-
fluenced by the assumption that all patients share the same
patterns of early signs of deterioration, which might not
be true. That assumption allowed us to train and test the
models on randomly selected non-overlapping sets of pa-
tients from the entire cohort. With more data collected over
longer period of the self-monitoring, we are interested in
construction of individual models, to examine the diversity
in patients. Additionally, the proposed method for incorpo-
rating of missing responses might not be optimal. In this
work we laid a significant groundwork with a lot of open
questions for further research and are planning to address
the aforementioned problems in subsequent publications.
4.3. Conclusions
In this work we developed and compared several linear
models for predicting the episodes of depression and ma-
nia in patients with bipolar disorders. We found that the
accuracy of predictions depends on the length of historical
observations (the size of the rolling window). The accu-
racy of the signature-based model is higher than all others
by the amount of at least as 2.36% and 3.37% for depres-
sion and mania respectively. The signature method repre-
sents a systematic approach for feature extraction from and
modelling functions on streams of data. We found that the
linear combination of three predictors (Mean, Rmssd and
MissRev) outperforms each of them individually for pre-
dicting the future episodes in both models for depression
and mania.
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Figure 1. Classification metrics for depression model presented as mean with 95%CI for different size of the rolling window.
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Figure 2. Classification metrics for mania model presented as mean with 95%CI for different size of the rolling window.
Detecting early signs of depressive and manic episodes in patients with bipolar disorder using the signature-based model
Diagnosis BP-I (N=148) BP-II (N=113)
Sex Male Female Male Female
51 (34%) 97 (66%) 39 (35%) 74 (65%)
Ethnicity
White 50 (98%) 86 (89%) 35 (92%) 66 (92%)
Age
years
17 - 25 4 (0.08%) 12 (0.13%) 7 (0.18%) 13 (0.18%)
25 - 35 13 (0.25%) 25 (0.27%) 7 (0.18%) 23 (0.32%)
35 - 45 16 (0.31%) 32 (0.34%) 9 (0.23%) 13 (0.18%)
45 - 55 10 (0.20%) 14 (0.15%) 9 (0.23%) 12 (0.16%)
55 - 65 6 (0.12%) 6 (0.06%) 7 (0.18%) 7 (0.10%)
65 - 75 2 (0.04%) 5 (0.05%) 0 (0%) 5 (0.09%)
Mean (SEM) 41.70 (1.77) 38.70 (1.36) 39.98 (2.23) 38.69 (1.77)
Range 17 - 70 17 - 74 20 - 64 17 - 72.5
Median (IQR) 42 (16) 38 (18) 37 (22.5) 35 (23.5)
Education
Tertiary 32 (0.63%) 52 (0.53%) 18 (46%) 44 (60%)
Adherence
Mean (SEM) 0.45 (0.04) 0.38 (0.05) 0.41 (0.05) 0.41 (0.04)
Adjusted (Mean (SEM)) 0.64 (0.02) 0.59 (0.03) 0.61 (0.02) 0.65 (0.04)
Episodes
Depression 23 (45%) 58 (60%) 17 (46%) 57 (77%)
Mania 33 (65%) 68 (70%) 26 (67%) 54 (73%)
Table 1. Demographic summary of the data used for modelling.
Detecting early signs of depressive and manic episodes in patients with bipolar disorder using the signature-based model
weeks Model Sensitivity Specificity Accuracy PPV AUC
Sig 0.731(0.054) 0.804(0.037) 0.741(0.032) 0.775(0.019) 0.842(0.021)
MRM 0.703(0.062) 0.793(0.045) 0.723(0.032) 0.758(0.021) 0.818(0.023)
k=4 Mean 0.692(0.071) 0.773(0.067) 0.702(0.048) 0.741(0.024) 0.793(0.033)
Rmssd 0.422(0.068) 0.638(0.063) 0.464(0.061) 0.544(0.022) 0.546(0.024)
MissRes 0.525(0.089) 0.669(0.106) 0.55(0.042) 0.607(0.038) 0.608(0.024)
Sig 0.763(0.042) 0.788(0.041) 0.755(0.025) 0.779(0.017) 0.847(0.017)
MRM 0.699(0.06) 0.787(0.046) 0.738(0.028) 0.75(0.02) 0.817(0.021)
k=6 Mean 0.661(0.074) 0.768(0.059) 0.71(0.043) 0.721(0.024) 0.769(0.034)
Rmssd 0.423(0.066) 0.633(0.059) 0.494(0.037) 0.537(0.024) 0.543(0.028)
MissRes 0.495(0.105) 0.74(0.106) 0.624(0.038) 0.628(0.035) 0.65(0.026)
Sig 0.766(0.042) 0.783(0.036) 0.76(0.025) 0.777(0.017) 0.846(0.016)
MRM 0.692(0.062) 0.791(0.044) 0.75(0.026) 0.747(0.02) 0.814(0.019)
k=8 Mean 0.638(0.078) 0.761(0.054) 0.708(0.039) 0.705(0.022) 0.751(0.033)
Rmssd 0.443(0.072) 0.615(0.068) 0.508(0.036) 0.533(0.024) 0.548(0.027)
MissRes 0.58(0.07) 0.706(0.051) 0.64(0.028) 0.647(0.023) 0.677(0.024)
Sig 0.772(0.048) 0.798(0.046) 0.799(0.019) 0.789(0.014) 0.854(0.014)
MRM 0.7(0.067) 0.79(0.049) 0.775(0.024) 0.749(0.018) 0.819(0.017)
k=12 Mean 0.634(0.085) 0.739(0.078) 0.718(0.039) 0.691(0.022) 0.743(0.032)
Rmssd 0.441(0.08) 0.618(0.08) 0.542(0.04) 0.529(0.029) 0.545(0.031)
MissRes 0.58(0.063) 0.751(0.057) 0.707(0.035) 0.665(0.027) 0.717(0.025)
Sig 0.784(0.053) 0.792(0.049) 0.827(0.018) 0.792(0.018) 0.862(0.014)
MRM 0.705(0.085) 0.787(0.064) 0.809(0.023) 0.745(0.025) 0.825(0.018)
k=20 Mean 0.612(0.085) 0.749(0.068) 0.754(0.038) 0.677(0.031) 0.732(0.037)
Rmssd 0.46(0.084) 0.597(0.078) 0.586(0.038) 0.52 (0.035) 0.546(0.038)
MissRes 0.622(0.076) 0.755(0.059) 0.761(0.033) 0.683(0.027) 0.75(0.027)
Sig 0.799(0.052) 0.807(0.051) 0.873(0.018) 0.805(0.022) 0.877(0.013)
MRM 0.716(0.088) 0.789(0.063) 0.849(0.023) 0.748(0.037) 0.833(0.019)
k=50 Mean 0.602(0.104) 0.738(0.084) 0.79 (0.042) 0.658(0.041) 0.723(0.04)
Rmssd 0.466(0.135) 0.614(0.132) 0.669(0.058) 0.52(0.045) 0.564(0.045)
MissRes 0.652(0.081) 0.776(0.064) 0.829(0.029) 0.703(0.035) 0.782(0.03)
Table 2. Prediction results for depression on the test set of the signature-based and four baseline models for different size of the rolling
window. The results are presented as mean(SD).
Detecting early signs of depressive and manic episodes in patients with bipolar disorder using the signature-based model
weeks Model Sensitivity Specificity Accuracy PPV AUC
Sig 0.675(0.05) 0.78(0.035) 0.611(0.031) 0.747(0.020) 0.796(0.021)
MRM 0.69(0.047) 0.763(0.037) 0.598(0.031) 0.741(0.021) 0.786(0.021)
k=4 Mean 0.560(0.091) 0.764(0.085) 0.556(0.059) 0.697(0.038) 0.703(0.033)
Rmssd 0.481(0.072) 0.659(0.06) 0.42(0.04) 0.598(0.024) 0.590(0.023)
MissRes 0.579(0.149) 0.674(0.189) 0.497(0.065) 0.644(0.079) 0.657(0.026)
Sig 0.709(0.049) 0.785(0.043) 0.667(0.026) 0.759(0.019) 0.814(0.018)
MRM 0.703(0.054) 0.763(0.045) 0.643(0.027) 0.744(0.021) 0.797(0.021)
k=6 Mean 0.54(0.066) 0.756(0.05) 0.573(0.044) 0.677(0.027) 0.679(0.035)
Rmssd 0.5(0.058) 0.638(0.056) 0.454(0.037) 0.586(0.025) 0.583(0.029)
MissRes 0.56(0.083) 0.764(0.094) 0.595(0.04) 0.69(0.039) 0.701(0.022)
Sig 0.732(0.047) 0.776(0.045) 0.689(0.024) 0.761(0.017) 0.821(0.014)
MRM 0.705(0.053) 0.767(0.043) 0.672(0.025) 0.745(0.017) 0.801(0.016)
k=8 Mean 0.55(0.069) 0.727(0.061) 0.577(0.042) 0.658(0.024) 0.671(0.03)
Rmssd 0.523(0.065) 0.626(0.064) 0.485(0.042) 0.584(0.025) 0.592(0.029)
MissRes 0.583(0.067) 0.781(0.056) 0.645(0.04) 0.703(0.024) 0.725(0.023)
Sig 0.735(0.043) 0.801(0.045) 0.737(0.018) 0.776(0.016) 0.835(0.014)
MRM 0.71(0.054) 0.769(0.051) 0.7 (0.023) 0.748(0.018) 0.811(0.017)
k=12 Mean 0.546(0.07) 0.714(0.061) 0.588(0.042) 0.644(0.024) 0.663(0.033)
Rmssd 0.552(0.08) 0.599(0.091) 0.508(0.041) 0.581(0.026) 0.594(0.028)
MissRes 0.628(0.052) 0.778(0.051) 0.682(0.026) 0.717(0.023) 0.753(0.02)
Sig 0.764(0.039) 0.797(0.043) 0.77(0.023) 0.784(0.016) 0.854(0.013)
MRM 0.724(0.045) 0.785(0.042) 0.749(0.022) 0.759(0.016) 0.829(0.014)
k=20 Mean 0.54(0.063) 0.710(0.052) 0.621(0.036) 0.632(0.024) 0.65(0.032)
Rmssd 0.525(0.059) 0.625(0.059) 0.552(0.039) 0.58 (0.026) 0.592(0.035)
MissRes 0.663(0.05) 0.79(0.041) 0.736(0.026) 0.733(0.018) 0.786(0.019)
Sig 0.786(0.046) 0.811(0.04) 0.838(0.022) 0.8(0.019) 0.878(0.013)
MRM 0.76(0.057) 0.776(0.05) 0.808(0.026) 0.77(0.021) 0.843(0.016)
k=50 Mean 0.555(0.1) 0.672(0.114) 0.683(0.052) 0.608(0.031) 0.64(0.036)
Rmssd 0.563(0.101) 0.59(0.116) 0.632(0.043) 0.577(0.027) 0.602(0.035)
MissRes 0.708(0.074) 0.775(0.065) 0.798(0.036) 0.741(0.025) 0.813(0.024)
Table 3. Prediction results for mania on the test set of the signature-based and four baseline models for different size of the rolling
window. The results are presented as mean(SD).
weeks before episode Depression Mania
n = 0 0.696(0.048) 0.742(0.051)
n = 1 0.676(0.059) 0.675(0.074)
n = 2 0.606(0.063) 0.637(0.038)
n = 3 0.634(0.061) 0.612(0.063)
n = 4 0.614(0.078) 0.558(0.048)
n = 6 0.637(0.066) 0.571(0.071)
Table 4. The results of discrimination between the wellness and the precursor intervals of 6 weeks. Precursor intervals are tested at n
week before an impending an episode. The values are the area under the ROC curve (AUC) and presented as mean(SD).
