Abstract. We apply Lagrangian intersection Floer theory to construct a flat neighborhood of the identity within the Hamiltonian diffeomorphism group of any symplectic manifold with respect to the Hofer and spectral norms.
Introduction
The purpose of this article is twofold. We show that certain cap moduli spaces entering in the Floer theory of Lagrangian submanifolds are non-empty, a chain level result in the subject. The method of proof follows Chekanov's version [2] of the Floer continuation argument and a generalized definition of chain homotopy, λ−homotopy. The second goal is to show that under the Hofer and spectral norms the Hamiltonian group of a closed symplectic manifold exhibits a local flatness property. This was first observed for the group of Hamiltonian diffeomorphisms of R 2n for the Hofer norm by Bialy-Polterovich [1] . The neighborhood of the identity we construct is likely larger than has been constructed in the literature, notably by McDuff [6] for the the Hofer norm and Y.-G. Oh [11] for both the Hofer and spectral norms. It is defined as follows.
Let (M, ω) be a closed symplectic manifold of dimension 2n. Following Oh [11] a diffeomorphism φ is engulfable if it is C 0 −small in the sense that its graph is contained in a Darboux-Weinstein neighborhood of the diagonal and its image under the Darboux chart Φ within the cotangent bundle is the graph of an exact one-form, dS φ , S φ being the (autonomous) generating function for φ. Any The flat neighborhood in question consists of all engulfable Hamiltonians for which the oscillation of the generating function is less than half the minimal energy of a non-constant pseudo-holomorphic sphere in M , what we denote σ(M, ω).
Let (P, ω) be any tame symplectic manifold and L be a connected, closed and Lagrangian submanifold of P . Also let U be a Darboux neighborhood of L. Throughout this article we assume all Hamiltonian functions H : M × [0, 1] → R are normalized. Let H : P × [0, 1] → R and let 0 < s << 1. Denote σ(L; P, ω) the minimal area of any non-constant pseudo-holomorphic sphere or disk with boundary on L on P.
Theorem A. Suppose that the Hamiltonian diffeomorphism φ = φ 1 H is nondegenerate in the sense that φ 1 H (L) meets L transversally and satisfies
where ||H|| is Hofer's norm of H. The thin Floer cap product
where Φ + and Φ − are continuation maps
is the local Floer cap product defined via curves with image in U.
The spectral norm γ on the Hamiltonian group is a Floer theoretic refinement of the Hofer metric and in particular is a lower bound for the Hofer norm. Roughly speaking the spectral norm of a Hamiltonian diffeomorphism φ F is the smallest action difference among critical points of the action functional A F of Conley -Zehnder index n and −n. Under the isomorphism between Floer homology and quantum (co)homology, such critical points correspondence with the quantum cohomology class 1. To reflect the fact that the spectral metric involves only this cohomology class, Oh introduced a quantity called the homological area A(φ; 1) which is, again roughly speaking, the minimal energy of a Floer trajectory connecting the maximum and minimum of F . In fact a main result of [11] is that for any non-degenerate Hamiltonian φ A(φ; 1) ≤ γ(φ) ≤ ||φ|| Hof er .
In the case of C 1 −small diffeomorphisms the thick and thin decomposition of the Floer moduli space implies A(φ; 1) ≥ γ(φ) and as a result A(φ; 1) = γ(φ) = ||φ|| Hof er = osc(S φ ). When the diffeomorphism φ is engulfable the thick and thin approach does not directly apply and so we must use Theorem A to prove the following Theorem B. Let φ be a non-degenerate, engulfable Hamiltonian diffeomorphism and assume that the oscillation of its generating function S φ satisfies
For such a diffeomorphism the following string of equalities holds.
Consequently the Lie algebra of the Hamiltonian group can be identified with the normed vector space of normalized C ∞ −functions on M , where the norm is the oscillation. See [6] , Proposition 1.8 and [11], Corollary G.
This work formed a portion of my Ph. D. thesis. I wish to thank my advisor Yong-Geun Oh for his guidance and support. Theorem B is motivated by a version of that result announced in the preprint [10] . I also wish to thank Joel Robbin and Augustin Banyaga for many helpful discussions .
λ-homotopy
Chekanov [2] defined an algebraic framework to prove an existence theorem of Lagrangian intersections. We recall the definitions and prove a new algebraic result, Proposition 2.4, needed in the proof of Theorem B.
Let Γ be a free abelian group and λ : Γ → R be an injective homomorphism. Such a mapping is called a weight function. Denote
Let k be a commutative ring with nonzero unity and K = k(Γ) be the group ring over k. The group ring K includes the group Γ as a subgroup. Now let M be a k-module. The group Γ needn't act on M , but Γ does act on
The above splitting supports two projections
and similarly for p − . Now assume in addition that (M, ∂) is a differential k−module with ∂ • ∂ = 0. Notice that ∂ extends to M ⊗ K by setting ∂(v ⊗ g) = (∂v) ⊗ g. Also the differential ∂ and the projections p + , p − are commuting operators because ∂ acts on M while the projections act only on K in M ⊗ K.
Notice that if ψ 1 , ψ 2 were chain maps in the usual sense that Equation (2.3) holds. The definition implies that ψ 1 and ψ 2 are chain maps from negative to positive weight. The essential algebraic lemma, observed first by Chekanov, from which this section really follows is Lemma 2.2 (Chekanov, [2] ). Let V be the homology of (M, ∂). Set W = V ⊗K. For any nonzero r ∈ W there exists g ∈ Γ for which g · r = q
As an example of what can be proven using this lemma we state the following Lemma 2.3 (Lemma 5, [2] ). Let λ, Γ, k, K and (M, ∂) be as above. Let in addition N be a K −module and the maps
What follows below is the main algebraic result of the current paper. An isomorphism on homology can not be λ−homotopic to the zero map provided the isomorphism commutes with the projection p + .
Proposition 2.4. Suppose (M, ∂) is a differential k−module with non-trivial homology. Suppose the linear maps
and the induced map commutes with p + on homology (i.e. up to a boundary on the chain level) then ψ 2 = 0.
Proof. Choose a submodule of ∂−cycles V ⊂ M representing the homology H(M, ∂).
To prove the proposition suppose to the contrary that ψ 2 = 0. Applying equation (2.3) to q 0 + q − we see
Here we have used the linearity of all the maps, that q 0 + q − is a cycle and that the projection p + commutes with the boundary. By assumption p + and ψ 1 commute up to a boundary, say ∂c and so continuing
which implies that ψ 1 (q 0 ) is a boundary; hence ψ 1 can not be an isomorphism, a contradiction.
Remark 2.5. Because the valuation of any element in the downward Novikov ring is finite, Lemma (2.2) continues to hold and so λ−homotopy extends nicely to this coefficient ring.
The Proof of Theorem A
Let L be a closed, connected n−dimensional Lagrangian submanifold of the tame symplectic (P, ω). Let U be a Darboux-Weinstein neighborhood of L. We employ the version of Floer homology of the action functional from [7] , [5] . 
Denote Γ = Γ(L, l 0 ; P, ω) the automorphism group of this cover, a free abelian group. Γ acts by gluing a disk:
The symplectic action provides the weight homomorphism
Let σ(L; P, ω) be the minimal area of a pseudo-holomorphic sphere or disk with boundary on L in P and assume for the remainder of this section that the Hofer norm of H satisfies ||H|| < σ/2. Let 0 < s << 1 and choose 0 < δ to satisfy ||H|| < δ/2 < σ/2.
For the parametrized Hamiltonian sH denote the critical points of the action functional A sH Crit(A sH ) = CF (L, sH) = CF (s) and the vector space of Floer chains
We will make a number of assumptions on the size of the parameter s in the course of the proof of Theorem A, the first of which is
Two elements of CF (s) are equivalent [2] if they belong to the same connected component of the set
The first assumption on the parameter s guarantees that the set of equivalence classes is not empty. Fixing any equivalence class CF • (s) yields the decomposition CF * (s) = CF • * (s) ⊗ K, where CF • * (s) = span Z2 CF
• (s) and K = Z 2 (Γ) denotes the group ring. The action difference of any two elements in CF
• (s) can be made arbitrarily small by choosing s sufficiently small. This is the second assumption we make on s:
The sets of positive and negative weight critical points are denoted
Finally we fix our notation for the Floer moduli spaces. Let J be a (possibly time-dependent) almost complex structure compatible to ω. The Floer differential is defined by finite energy solutions of the following boundary problem
The energy of a solution u is
The full Floer moduli space of finite energy solutions M(L, sH) = M(s) ranges over all critical points of A sH . When asymptotic limits are specified, we write
, when it is not empty. The length of a Floer trajectory u ∈ M([x, x], [z, z], s) is defined to be the action difference at its ends
We say that u is somewhat thin if l(u) ≤ ||H|| + δ, thin if l(u) ≤ δ and local if image(u) ⊂ U. Curves which exit the Darboux-Weinstein neighborhood are called thick. A consequence of Gromov's compactness theorem is Oh's thick and thin decomposition theorem that implies when s is sufficiently small and J is C 1 −close to a time independent compatible almost complex structure every somewhat thin trajectory is thin and every (somewhat) thin trajectory is local. Our fourth assumption on the size of the parameter s is that it is small enough to ensure the thick and thin decomposition. See [7] and [2] . We denote the collection of thin trajectories M
• (L, sH) and local trajectories M U (L, sH). After dividing by the time-shift, the thin Floer differential ∂
• is defined by
The thin differential satisfies ∂ • •∂ • = 0 and in fact represents the singular homology of L (3.5)
. The proof of this isomorphism is carried out in Section 4 of [7] .
The thin Floer cap product
The collection of such maps is denoted
). Because of the pointed condition u(0, 0) = p, the dimension is reduced by n, the dimension of L. Again the thick and thin decomposition holds.
Proposition 3.1 (Proposition 4.6, [7] ). Fix a time-independent compatible almost complex structure J 0 on P . There exists s ′ > 0 with the property that for any 0 < s < s
< s then any somewhat thin cap trajectory is thin and any (somewhat) thin cap trajectory is local.
The Proposition implies that the moduli space M • (L, sH; p) is isolated within M(L, sH; p). Passing to the cotangent bundle, the work of [3], [9] and [4] implies [L] ∩ • s (·) descends to an isomorphism on HF
• * (L, sH; Z 2 ). (In particular A. Floer originally proved the injectivity of the cap action.) The next assumption on s is that is it small enough to ensure
Within the Darboux neighborhood of L bubbling-off can not occur and so [L] ∩ U (·) is defined; however, this map need not agree with the singular cap product. We have thus far fallen short in proving that the moduli space of local curves is isolated among all curves. This fact is what motivated the use of λ−homotopy. For the same reason, when s = 1 the local Floer homology might not be defined. In particular ∂ U need not square to zero. The continuation maps Φ + and Φ − are constructed by introducing monotone continuation functions ρ + and ρ − of τ and a non-autonomous Floer equation. We sketch the map Φ + , referring the reader to [2] for the full details. 
} The length of a continuation trajectory can be defined as before (and could be negative) u
where 
Consequently the continuation map Φ + : CF (s) → CF (1) defined by
, yy)[y, y] is finite. Notice that a thick and thin decomposition is not needed to make this definition.
The important point is that these linear maps provide a bridge from the Floer complexes corresponding to 0 < s << 1 and s = 1.
The main result in [2] is that when s is sufficiently small and ||H|| < σ, there exists a λ−homotopy h from the identity to the composition Φ − • Φ + . As a consequence the displacement energy of any Lagrangian submanifold is larger than σ. Our λ−homotopy is defined similarly, where we must also take into consideration the marked point p ∈ L. We now provide the details.
Let R ∈ [s, +∞) and µ R : R → (s, 1] be a smooth function with all the following properties. Firstly 0 ≤ µ ′ R (τ ) for τ ≤ 0 and µ ′ R (τ ) ≤ 0 for τ ≥ 0 and for R ≥ 1
while when s ≤ R ≤ 1, µ R = R · µ 1 . The λ−homotopy is defined via the the finite energy solutions of the non autonomous Floer equation
The collection of all finite energy solutions is denoted
By the parameterized index theorem the local dimension of M µ is one greater than the difference of Maslov indices of the asymptotic limits and so defines a map of degree +1. The formula for the pointed λ−homotopy h p : CF (s) → CF (s) on generators is
where [x, x] ∈ CF − ∪ CF • . Because the energy is controlled by the Hofer norm, bubbling off does not occur and so the sum is finite. The induced map is linear over K.
We now verify the λ−homotopy equation.
We write the left hand side of Equation (3.12) as
where
is the union of the following four sets. For the remainder of this section each of
represent generic critical points of the respective action functionals.
By the Floer gluing theorem each term above lies at the end of the one-dimensional portion Q of S. In fact Q is compact and the correspondence is one-one. The compactness of Q follows from the uniform energy estimate which is a consequence of the assumption ||H|| Hof er < σ/2 (See Lemma 10, [2] and Lemma 2.2, [8].).
On the other hand by the Gromov-Floer compactness theorem every end of Q may be compactified by one of the following
We must show that in each of the above cases the relevant trajectories are thin. In fact this follows from the conjugation by p + and p − and that ||H|| < σ/2. Moreover that the limit trajectories are thin in cases (3) and (4) already follows from Chekanov's original argument. Therefore we focus on (1) and (2) .
Let us begin with (1). The asymptotic limits assure us that [ Hence the length of u satisfies
which makes it thin. Figure 3 .2 illustrates the situation of case (2) .
To complete the identification we must prove that each u + and u − is thin. In other words we must prove l(u
. By definition of length
For the last line E(u) < ||H|| ≤ δ/2 and from this it now follows that u + is thin: Recall from Lemma 3.2 that l(u − ) ≥ −(1−s)·b + (H) (resp. l(u + ) ≥ −(1−s)·b − (H)) and so if u + were not thin then
Repeating the argument but interchanging u + and u − proves that u − is also thin. In short the terms in Equation (3.12) are in one-one correspondence with the ends of the compact one-dimensions manifold Q. This implies h p is indeed a λ−homotopy.
The proof of Theorem B
Theorem B is a consequence of Theorem A and Proposition 2.4. Take the symplectic manifold (M × M, −ω ⊕ ω) and the diagonal, ∆, a Lagrangian submanifold of dimension 2n = dim(M ). In this case σ(∆; M × M, −ω ⊕ ω) = σ(M ; ω). Let J be an almost complex structure on M × M compatible to −ω ⊕ ω and of the form
Throughout this section consider the Hamiltonian deformation of the diagonal corresponding to the isotopy t → graph tdS φ , and assume that the Hamiltonian function H satisfies ||H|| < σ(M, ω)/2. For any non-degenerate Hamiltonian diffeomorphism we have A(φ; 1) ≤ γ(φ) ≤ ||φ|| Hof er ≤ ||H|| = osc(S φ ). Examination of Oh's proof in the C 1 −small case makes clear that the essential step of the proof is to produce a Floer trajectory connecting the maximum and minimum of the quasi-autonomous Hamiltonian H. The trajectory we find is in fact local. Once this is established we will then have osc(S φ ) ≤ A(φ; 1), completing the proof.
When s is sufficiently small the thin part of the Floer homology satisfies 
Because ∆ is orientable H 0 (∆; Z 2 ) ∼ = Z 2 and H 2n (∆; Z 2 ) ∼ = Z 2 and so [∆] ∩ It can be very difficult to compute the constant σ. For the two-sphere with total surface area equal to 4π then in fact σ(S 2 × S 2 , −ω ⊕ ω)/2 = 2π. The Hamiltonian function which generates the half-turn rotation about a diameter has Hofer length 2π. In this sense the constant σ/2 seems to be precise. This is plausible as rotation by more than half the way around a diameter is not Hofer (nor spectral) length minimizing: one can generate the same diffeomorphism by rotation in the opposite direction. However it is not yet know if this situation is engulfable. In some cases the Darboux neighborhood of the diagonal can be very large. This will be studied in subsequent work.
