We present a new method for the analysis of ionograms that evolves from methods developed for image analysis and utilizes techniques based on the concepts of fuzzy segmentation and connectedness. Ionogram traces (herein referred to as signals) are often not "crisply" defined and it is demonstrated here that it is possible to approximate them as fuzzy subsets within the two-dimensional space defined by the time-of-flight (converted to virtual height in km) and the radio frequency. A real number between 0 and 1 is assigned to each pixel in an ionogram, thereby defining the membership of that pixel to each of the fuzzy subsets and creating a 'gray scale' ionogram. In this manner, ionogram analysis becomes a problem in fuzzy geometry. Various geometrical properties, including the topological concepts of connectedness, adjacency, height, width, and major axis, will be defined in the context of ionogram analysis. Not only does the fuzzy segmentation process separate signals from the chaotic noise background that often characterizes ionograms, but it can also be applied to classify ionospheric echoes according to standard nomenclature, e.g. normal E, F, or Es layers. Furthermore, in reference to skeleton or thinning extraction in imaging processing, the fuzzy connectedness between echoes in selected segments can be used to determine the primary layers that are characteristic of vertical incidence ionospheric reflection. This information can be provided as input to automatic scaling or true-height inversion routines, which can then be used to derive either the standard set of ionospheric parameters or the electron density distribution in the overhead ionosphere. This fuzzy algorithm approach has been successfully applied to mid-latitude ionogram data from digital ionospheric sounders operated by the National Central University (24.6ºN, 121.0ºE) and by Utah State University (41.9ºN, 111.4ºW).
Introduction
Nearly seven decades ago, the first vertical incidence ionospheric sounding radar (termed an ionosonde) evolved from the pioneering experiments of Breit and Tuve [1926] . Although more sophisticated techniques for in-situ measurement of ionospheric parameters have since been developed, the vertical incidence ionosonde still remains an inexpensive and viable environmental monitor at nearly every national Geophysical Observatory. The variation of the virtual height of reflection h'(f) as a function of the radio frequency is the fundamental ionosonde data product and the records from these measurements are known as ionograms. Synoptic ionospheric measurements derived from ionograms have provided valuable information both for high frequency (HF) propagation work and for studies related to the physics of the ionosphere. Piggott and Rawer [1978] demonstrated that "It is, in principle, possible to develop the reduction of ionograms using four different points of view, each of which suggest a particular set of parameters for measurement and interchange. These are:
• To make a phenomenological description of the ionogram.
•
To give a simplified parametric description of the ionosphere overhead.
To determine the electron density/height profile overhead.
• To identify and measure parameters which determine or describe the physical characteristics of the ionosphere." The development of computer-controlled ionosondes and the ever increasing computational power of desktop computers provide a means for autonomously reducing ionograms in the manner outlined by Piggott and Rawer. It is conservatively estimated that over 200 million ionograms have been recorded at several hundred observatories world-wide since the deployment of the first automatic ionosonde in 1933. Of these, less than 25% have been reduced to quantitative parameters following internationally agreed criteria (Wright, unpublished note 1991) and an even smaller fraction have been reduced to ionization profiles, which can be obtained from ionograms by a mathematical inversion process [Titheridge, 1985] . Because of the complex structures that frequently characterize ionograms, the derivation of ionospheric parameters proved to be a difficult task, requiring skilled human "scalers" who became intimately familiar with the ionograms from a particular station. It is this labor-intensive and time-consuming task that many researchers have sought to automate [e.g. Wilkinson, 1998 ] so that the full potential of vertical incidence sounding can be realized.
In the following sections, we describe a fuzzy segmentation and connectedness algorithm that can be utilized to autonomously process ionograms as fuzzy images and show the results of the application of this algorithm to ionograms obtained with contemporary digital ionospheric sounders. The conventional approach to image analysis/recognition/ interpretation consists of segmenting the image into physically meaningful regions, extracting from each its different features (e.g. edges or skeletons) and computing the various properties of, and relationships between, the different regions. In practice, the objects that are to be extracted from images are not always clearly defined, and it is not always feasible to map these objects into clear-cut, two-valued overlays. Very often, these objects are defined only in a "fuzzy" sense, and it would be more appropriate to represent them by continuous-valued "membership functions." These are functions that can take on any value between 0 and 1; a point that has the value 1 definitely belongs to the object, a point with a value of 0 definitely does not, while points with intermediate values have intermediate "degrees of membership" to the object.
During the past decade, interest in fuzzy subset theory has led to the development of a well-organized theory that was pioneered by Zadeh [1965] . This theory has been applied to a broad spectrum of studies, including various branches of pure and applied mathematics, topology, graph theory, mapping, automata and pattern recognition. Fuzzy set theory has also been applied to a variety of image problems with encouraging results, one of the most promising approaches being that developed by Rosenfeld [1979 Rosenfeld [ , 1983 Rosenfeld [ , and 1984 . In Rosenfeld's approach, the various regions of interest within an image are generally not crisply defined, but he has shown that it is possible to identify fuzzy subsets within the images. This is accomplished by representing the fuzzy subsets with gray scale pixels that are assigned real numbers between 0 and 1; these fuzzy subsets can be further classified by their degree of belonging-ness to other objects within the two-dimensional image space. In this manner, image analysis becomes a problem in fuzzy geometry. For example, the problem of image segmentation is that of finding all fuzzy-connected subsets and classifying object and background; it is this method that will be used herein to segment the objects contained in ionograms, e.g. the 'signals' that comprise ionograms. Note that our use of the term 'signal' encompasses not only ionospheric echoes reflected from different layers in single or multiple hops, but also interference from HF sources, and impulsive noise from unknown targets or sources that appear in ionograms. This term is also used to differentiate these forms of information from the noise background of ionograms, which arises from partially reflected ionospheric echoes or RF generated by the radar. The algorithms introduced in this paper are capable of both separating signals from the background noise in ionograms, as well as classifying signals according to the layers from which they are reflected (e.g. E, Es, or F layers). Finally, a fuzzy linkage between echoes in the different segments is established and utilized to determine the main trace of ionospheric reflection. The information derived from these processes can be input to an automated scaling process or a true-height inversion procedure, which can derive either the standard set of ionospheric parameters or the electron density distribution in the overhead ionosphere [Tsai, et al., 1995a,b] . Previous applications of fuzzy theory to the problem of ionogram analysis can be found in Chen et al. [1994] , Chen and Berkey [1995] , and Tsai et al. [1998] .
Fuzzy Geometric Properties in Ionograms
To distinguish between fuzzy sets and classical (non-fuzzy) sets, we refer to the latter as crisp sets. The crisp set is defined in such a way as to dichotomize the individuals in some given universe of discourse into two groups: members and nonmembers. A sharp and unambiguous distinction exists between the members and nonmembers of the set. However, many of the classification concepts that are commonly employed and expressed in natural language describe sets that do not exhibit these characteristics. The capability of fuzzy sets to express gradual transitions from membership to non-membership and vice versa has a broad utility, providing not only a meaningful and powerful representation of measurement uncertainties, but also with a meaningful representation of vague concepts expressed in natural language. A fuzzy set is often represented mathematically by a real-number value ranging in the closed interval between 0 and 1. Thus, individuals may belong in the fuzzy set to a greater or lesser degree as indicated by a larger or smaller membership grade. There is a great deal of work in this field by Rosenfeld [1979 Rosenfeld [ , 1983 Rosenfeld [ , and 1984 who generalized many standard geometric properties of, and relationships among, the regions in an image by extending them to the fuzzy case. Such an extension, called fuzzy geometry, includes the topological concepts of connectedness, adjacency and degree of adjacency, convexity, area, perimeter, compactness, height, width, diameter, extent, elongatedness, and surroundedness. As described in the following sections, several of these measures can be utilized to create flexible rules for the purposes of identifying the various ionospheric layers and deriving ionospheric parameters.
We define a fuzzy subset of a set S as a mapping µ from S into [0, 1] . For any p ∈ S, µ(p) is called the degree of membership of p in µ. With reference to the work of Rosenfeld [1984] and Pal and Ghosh [1992] , a subset of the geometrical properties of µ can be applied to digital ionogram processing and are illustrated below with examples. Membership µ: Let µ(x,y) be the membership value denoting the degree of brightness of a pixel p (x,y) . Most of the geometrical properties (of a fuzzy image subset) such as area, perimeter, length, breadth, etc. are dependent not only on the shape of the image, but also on the membership values. If the object pixels have higher gray levels we can select the standard S function [Zadeh, 1975] to extract a 'bright' image plane. The S function is defined as Index of area coverage (IOAC)/Compactness: The index of area coverage of a fuzzy set is defined as
Angle, major axis, and expansion: After determining the length of the object, rotate the axes through an angle θ, varying θ between 0° and 90°. The angle for which the length is maximum is defined as the angle of inclination of the object (with the vertical). The corresponding axis along which the length is maximum is defined as the major axis and the length along the major axis denotes the expansion of the object. Connectedness/adjacency: In the case of a digital picture, the definition of adjacency given by Rosenfeld is provided only for two neighboring pixels. In practice, it is reasonable to determine the adjacency between any two pixels by both their physical and gray level distances. Thus, the adjacency between any two pixels p 1 and p 2 is given as
Here d(p 1 , p 2 ) is the distance between p 1 and p 2 ; the adjacency value is not dependent upon the absolute membership values of the pixels, rather it is a function of the difference of their membership values and their distance. When µ(p 1 ) = µ(p 2 ) and p 1 is a neighbor to p 2 , i.e. the distance between two pixels is unity, the adjacency value is maximum (=1). The lesser the difference between membership values of pixels the greater is the adjacency and vice versa. We note that the definition of connectedness/adjacency between pixels is newly defined by the authors and is represented in function of the difference in membership between pixels. It is proposed to classify different values of membership for pixels even if they are adjacent. α-cut: The α-cut of a fuzzy set A is defined by:
The connectedness/adjacency equation shows that the higher the contrast (difference in gray levels) between two pixels and the greater the distance between them, the lower is their connectedness/adjacency. Therefore, a lower value of adjacency implies that the segments formed have more validity (separable) if both their gray level and physical distances are considered. For this reason we will use the λ value of connectedness as a criterion to classify segments within a gray scale ionogram.
With the exception of IOAC (index of area coverage), all of the fuzzy geometry properties described above have been incorporated in our ionogram analysis method. The IOAC is usually applied to the optimization of fuzzy image segmentation and is mentioned here in reference to the method of thresholding developed in this paper (e.g. Section 4). Other fuzzy properties that have been used include: the membership µ, which is used to prepare the gray level ionograms for scaling; the α-cut, which is used to define the threshold membership in gray level ionograms in preparation for further processes (Section 4); connectedness and λ-connectedness, parameters employed to classify segments for different ionospheric layers (Section 6) and the subsequent tracing (Section 8); the height and width, which are used to determine the F-layer segment (Section 3); the area, length, and breadth, which can be used to characterize the "spread" that often occurs in ionograms (Section 10); the fuzzy angle, along with several of the previously mentioned parameters, which can be used to determine the type of Es layer (Sections 9 and 10).
Automatic Scaling Procedures
The analysis algorithm described here has been designed for automation with modern digital ionosondes of the Digisonde [Bibl and Reinisch, 1978; Reinisch, 1986] and the National Oceanic and Atmospheric Administration (NOAA) HF radar [Grubb, 1979; Argo and Hindman, 1986] class. The Digisonde measures the following parameters: (1) group travel time of h', (2) echo amplitude, (3) phase, (4) Doppler frequency, (5) angle of arrival, (6) wave polarization (separation of ordinary and extraordinary modes), and (6) wave-front curvature. The Digisonde operates in a number of different modes: ionogram, fixed frequency, and drift. In this paper, we will discuss image processing and automatic scaling of vertical incidence ionograms only. However, the same techniques can also be applied to oblique and topside ionograms and fixed frequency echo segmentation. In the ionogram mode, the Digisonde steps through the selected frequency band in increments of 5, 10, 25, 50, 100, or 200 kHz over a selected frequency range between 0.4 and 40 MHz. The virtual height has either 128 or 256 height ranges (2.5 or 5 km resolution) and the available amplitude resolution from the discrete Fourier transform is 1.5 dB. The information on angles of arrival and Doppler shift is limited but the wave polarization is identified for all frequency-range bins. The second modern ionosonde discussed here is the NOAA HF radar, also referred to as a Dynasonde, which measures the complex vector amplitude of signal returns versus range and frequency (0.1-30 MHz) to permit the derivation of the amplitude, phase, and envelope group delay (to 0.75 km resolution). Furthermore, the manipulation of echo data from an array of receiving antennas and a four pulse set enables derivation of the direction-of-arrival, wave polarization, and other diffraction pattern information; the utilization of echo data at closelyspaced frequencies and closely-spaced times enables one to measure the stationary phase (dφ / df) group delay, Doppler, group-rate, and other time-dependent information. The Dynasonde can also operate in a number of different modes: P mode, I (ionogram) mode, B (basic measurement) mode, and K (kinesonde) mode [Wright and Pitteway, 1979] . Except for Pmode operation, which measures echo amplitude and phase at all range bins, a simple algorithm (implemented in a DSP board) is used to determine echo peaks at each sounding frequency. As this algorithm is very robust to spurious noise bursts and interference signals, the thresholding and interference removal procedures discussed in subsequent sections are not required for segmentation processing when analyzing the I, B, or K sounding modes employed by the Dynasonde.
In developing the principles for automatic scaling, the input information for the processing algorithm must be taken into consideration. In the algorithms described here, and applied to both the Digisonde and the Dynasonde, we treat the ionograms as two dimensional images, where frequency, range, and signal amplitude are input parameters. The other input parameter is the signal polarization, which distinguishes between the ordinary and extraordinary modes. In most cases, the use of polarization information will avoid the problems associated with differentiating between intersecting trace and simplify the process of ionogram analysis, but will produce two fuzzy images with different polarization that need to be treated separately. In the following, we confine our discussion to the analysis of ordinary mode signals, although we note that the procedure for analyzing extraordinary mode signals is identical. The primary input for fuzzy processing is then a two-dimensional (frequency-virtual height) image with amplitude and polarization information. The main processing steps are as follows:
(1) to prepare gray scale ionograms by establishing membership values for each pixel in reference to the standard S function [Zadeh, 1975] , (2) to establish a membership threshold, relative to the background noise, for signals and to identify and remove strong interference from ionograms, (3) to search for the linked/mother point for each thresholded pixel in the gray scale ionograms by calculating the values of connectedness to the relevant adjacent points and to classify signals using λ-connectedness to obtain different layer segments, (4) to derive fuzzy geometric characteristics for each of the classified segment and to identify the F-region as the main segment using the various fuzzy geometric parameters (e.g. height and width), (5) to discriminate between the normal and sporadic E layers in the E-region segment, to determine the Es layer type, and to delete multiple-hop E and Es echoes that overlap Fregion echoes, (6) to identify the whole fuzzy connected/linked ionogram trace, (7) to define smoothing, extrapolation, and interpolation processes for the fuzzy trace, and (8) to derive ionospheric parameters, e.g.
h 'F, h'F2, foF2, fxI, and M(3000) F2, in URSI/IUWG format.
Ionogram Segmentation: Gray Level Thresholding for Signals and Background Separation
The thresholding for gray scale ionograms is a process that consists of searching an appropriate α-cut value of pixel membership that allows separation of signals and background. Various algorithms that implement the concepts of fuzzy geometry to separate object from background have been discussed in the literature [Pal and Ghosh, 1992; Pal and Rosenfeld, 1988; Rosenfeld and Kak, 1982] . For crisp sets, the value of the index of area coverage (IOAC) is maximum for a rectangle and, of all possible fuzzy rectangles, the IOAC attains a minimum for its crisp version. Similarly, in a non-fuzzy case the compactness is maximum for a circle and of all possible fuzzy discs, compactness attains a minimum for its crisp version. For this reason, the minimization of fuzzy compactness or IOAC has been used as a criterion for image segmentation optimization. To obtain the threshold one may take the cross-over point (which is considered to be the maximum ambiguous level) as the α-cut point of the threshold between the object and the background. However, most such algorithms are iterative and therefore computationally intensive; the computational requirements are a function of the inherent noise.
In practice, the histogram of gray scale ionograms should display two membership peaks corresponding to ranges at which signal and background occur. Due to the computational requirements of the previously described IOAC method, we have adopted another thresholding method which consists simply of choosing a membership value as that α-cut point which separates the membership peaks as follows: let the membership histogram be m(µ) and find two local maxima in the histogram that are at least some minimum distance apart; designating these as µ i and µ j . Let µ k be the point between µ i and µ j at which m(µ) has its lowest value. If m(µ k ) /[min(m(µ i ),m(µ j ))] is small, then m(µ k ) is much smaller than either m(µ i ) or m(µ j ), so that the histogram has a significant valley between the membership peaks, and µ k should therefore define a viable membership threshold for segmenting gray scale ionograms. Although using the lowest point between two membership peaks as a threshold is intuitively plausible merely from a knowledge of the probability densities of the two subpopulations, we may find that this threshold is neither mathematically optimal nor does it filter out noise well. However, as described in Section 1, it is noted that noise sometimes appears to be a form of signal and can be removed after the subsequent ionogram classification process (discussed in Section 6). We will describe an echo classification algorithm based on λ-connectedness for application to different characteristic echoes; this algorithm is both computationally efficient and unaffected by noise in computational processes associated with segmentation or ionogram layer identification.
Removing Interference Signals in Ionograms
By a careful examination of interference signals and ionospheric echoes, it is possible to identify at least one characteristic that differentiates between them. This feature is that interference signals have a strong and more-or-less uniform amplitude distribution that is independent of range, since the interference source (e.g. HF transmitter) transmits a nominally constant power level over the time of an ionosonde sweep interval. On the other hand, the amplitude of an ionospherically reflected pulse is not constant, even if spread-F exists. Koschmieder [1994] developed a neural network method that was used to identify stray noise signals within ionograms. The algorithm correctly identified 85% of the stray HF signals recorded in the ionograms recorded by the IPS-71 ionosonde (KEL Aerospace Pty.). In this section, we introduce a simple technique to remove interference that is based on a threshold criteria for interfering signals at discrete frequencies distributed over a significant number of range bins. As described previously, a strong membership (close to a value of 1) should be distributed along all or most of the range bins at the frequencies of the interference sources. It is relatively simple to search for an experimental value of about 50% of the total range bins as the summary membership threshold criteria, to determine if the signals at these frequencies are interference signals. When the interfering signals are removed, a data gap at the interfering frequency will appear, which can be recovered by interpolation or extrapolation. For weak and discontinuous interference signals, this simple removal procedure is not a satisfactory solution, but these forms of interfering signals will often appear to be valid noise signals and would be identified by the ionogram classification procedure based on λ-connectedness. Examples are shown in the Figures 1 and 2 , obtained from the Chung-Li Digisonde. The interfering signals at frequencies of 3.8, 5.0, 7.1, 8.1, and 8.4 MHz in Figure  1 and at 3.3, 3.6, and 3.8 MHz in Figure 2 have been removed and thus gaps appear in the ionograms. However, several weak and/or discontinue interference signals at frequencies of 1.4, 5.7, 7.0, and 8.0 MHz occurring in Figure 2 are not recognized by the method described here, but are classified as unique segments and denoted by different colors relative to the actual ionospheric echoes. This form of weak interference usually does not affect the subsequent classification and tracing processes, with the exception of those cases where the unrecognized weak interference occurs near the plasma critical frequency.
Echo Classification Based on λ-connectedness
Next, we discuss briefly some of the basic topological concepts of connectedness that are commonly applied to fuzzy subsets [Rosenfeld, 1979; Zheng, 1984] and extend these concepts to determine a methodology for echo classification within gray scale ionograms. Let ∑ 2 be a two-dimensional discrete space corresponding to the frequency-virtual height information contained in the gray scale ionograms. Conventionally, the point p of ∑ 2 has four horizontal and vertical neighbors (or 8-neighbors, if all four diagonal neighbors are included). For all points p, q of ∑ 2 , by a path Π from p to q, we designate a sequence of points p = p 0 , p 1 , p 2 , … , p n = q such that p i is adjacent to p i-1 , 1 ≤ i ≤ n. Let S be any subset of ∑ 2 . We specify that any two points p and q of ∑ 2 are connected in S if there exists a path from p to q consisting entirely of points belong to S. It is at this point that we develop extensions to these concepts of fuzzy sets. We recall that a fuzzy subset of ∑ 2 is a function µ : ∑ 2 → [0,1] and for any point p ∈ ∑ 2 , the value µ(p) defines the degree of membership of p in µ. However, because of weak reflections from the ionosphere or discontinuities in the ionograms caused by interference, a path in an gray level ionogram cannot always be defined by a sequence of adjacent points, but can be determined by the fuzzy-linked points in λ-connectedness, as described below. We require that the adjacency between two different points p and q is defined as a(p, q) (e.g. Section 2) and note that 0 ≤ a(p, q) ≤ 1. When µ(p) = µ(q) and p is a neighbor to q, i.e. the distance between two pixels is unity, the adjacency value is maximum (=1). The lesser the difference between the membership values of pixels the greater is the adjacency and vice versa.
Let Π = p 0 , p 1 , ..., p n be a fuzzy linked path in ∑ 2 (frequency-virtual height); the degree of connectedness of Π is denoted by
i.e., a path is fuzzy-linked as strongly as its weakest link. Furthermore, the degree of connectedness of two points p and q is defined as
We define the degree of connectedness between two points to be the maximum connectedness over all paths between these points. It is noted that the degree of connectedness of two points p and q is larger than or equal to their adjacency a (p, q) . For a λ ∈ [0, 1], we say that p and q in ∑ 2 are λ-connected if C(p, q) ≥ λ or there exists a path Π' linking p and q such that C p (Π') ≥ λ. Furthermore, let λ 1 > λ 2 ; if p and q are in a λ 1 -connected class, then p and q must be in a λ 2 -connected class. Thus, if λ 1 > λ 2 , then λ 1 -connected segmentation is a refinement of λ 2 -connected segmentation. Actually, "λ-connected" is an equivalence relation: if p is connected to q in a λ-connected class, then q is also connected to p in a λ-connected class; if p is connected to q and q is connected to r in a λ-connected class, then p is connected to r in a λ-connected class (the concatenation of two paths is a path). In fact, λ-connectedness is a fuzzy connectedness, which is one form of fuzzy relations.
Having introduced the concepts of λ-connectedness, we can now begin to discuss the echo classification algorithms that are employed to classify segments as different ionospheric layers, based on λ-connectedness. Assume a gray scale ionogram and that the functions of adjacency, a(p, q) and C(p, q), are given. For arbitrary λ ∈ [0, 1]; the algorithm, which can find all λ-connected segments in ∑ 2 , is illustrated by the following procedure.
An algorithm for echo classification using the fuzzy λ-connectedness technique: 1. Let p 0 be a point in ∑ 2 . Set the linked/mother point to p 0 to be floating temporarily, i.e.
L(p 0 ) ← *. We have noted that the connectedness is theoretically established bi-modally, i.e. a(p 0 , p 1 ) = a(p 1 , p 0 ). While it is true that the points in an individual segment that are connected/linked in one direction only (e.g. from high frequency to low frequency), windowing in the lower frequency regime is necessary to select the mother or linked point to the referenced point, as described in the second step of the algorithm outlined above. Furthermore, different values of λ-connectedness may be required for the initial step of separating the combined E region segment (combining the normal E and the abnormal Es layers) and the normal F region segment, as well as for the subsequent process described in the following section of separating the normal E and the abnormal Es segments in the combined E layer. Applying these concepts to ordinary mode echoes from ionograms acquired in both day and night-time by the Chung-Li Digisonde and the Bear-Lake Dynasonde, the resultant layer segmentation and classification are shown in color in Figures  1-4 . Segments can easily be differentiated amongst the E-and F-layer echoes, multi-hop echoes, noise, and spurious signals. Even for ionograms dominated by spread-F, the results contain a significant amount of information that can be retained for characterizing the spread phenomenon or to which true-height reduction can be applied.
Ionogram Layer Interpretation
After applying segmentation and echo classification processing to ionograms, an identification of the segment containing the F-region is carried out by a search for the largest segment, using the fuzzy geometric parameters of segment height and width. When a strong Es layer occurs in the ionosphere and the normal F trace is blanketed, the ionograms will have the largest segment width in E-region, in which case a restriction on the fuzzy height parameter can be applied to determine the presence of a normal F trace. Furthermore, as noted previously, it is often observed that the pulse reflected from the F2 layer has a much longer duration than the transmitted pulse; this phenomenon is called spread F and usually occurs at night. As shown in the upper panels of Figures 2 and 4 , spread F echoes can be "fuzzy" connected to the main segment by an adequate choice of λ value. These figures use color to show the segmentation and echo classification results for nighttime ionograms obtained from both of the Chung-Li Digisonde and the Bear-Lake Dynasonde.
The next step is the construction of the E-layer segment between f min (the minimum frequency for ionospheric reflected echoes shown in ionograms) and the minimum frequency of the F-region segment. Adding further complexity to the identification process is the presence of the sporadic E layer (Es) and recognizing whether or not the F-layer echoes are absorbed or blanketed by the Es layer. This critical step is important in detecting the presence of the Es layer. As a result, the echo traces observed in the E regions exhibit very complex structures, especially when both the E and Es layers exist at similar height and are "fuzzy" connected. The fuzzy connected E-region segment for both the E and Es layer echoes requires the maximum frequency of such segment to be larger than the minimum frequency of the F-region segment. To address this complexity, we have used the signal amplitude to distinguish between the normal E layer and the "abnormal" Es layer traces. Figures 5 and 6 illustrate the frequency-virtual height information where echo amplitude is displayed in color. These figures were derived from E region information obtained from ionograms recorded on 30 October 1995 (5313B44L at 0944 LT and 5313B49L at 0949 LT) with the Chung-Li Digisonde. We note that the relative signal amplitudes of echoes reflected from the Es layer are generally more than 12 dB greater than echoes from the normal E layer. This amplitude difference will induce a weak connectedness between echoes of the normal E and abnormal Es layers. As described in the previous section, a larger value of λ-connectedness should result from the initial procedure of separating the combined E region segment (combining the normal E layer and the abnormal Es layer) and the normal F region segment, and a smaller value of λ-connectedness is used for the subsequent process of separating the normal E and the abnormal Es segments in the combined E layer. In this case, the echoes corresponding to the E-and Es-layers can be separated into different segments and the layer parameters can be obtained as shown in Figures 1-4 . Further elimination of multiple Es echoes connected to the F-layer segment can be carried out by this process, also using the echo amplitude information.
Fuzzy Tracing
Several authors have described applications of compactness or IOAC measure for skeleton or thinning extraction of a gray level image [Pal and Ghosh, 1992 ]. An optimum version can be obtained by computing the compactness or IOAC value on various α-cuts in the fuzzy skeleton plane; by extracting a crisp single pixel width version, one may retain only the highest valued pixels, preserving their connectivity. However, in the case of ionogram analysis, this method may select multiple pixels at a given sounding frequency and generate non-physical ionospheric sounding frequency versus virtual range traces. As described in the previous sections, we define the connectedness/adjacency between two different points as a function of the difference of their membership values and their physical distance. We further utilize the λ-connectedness criteria to classify echoes into different characteristic segments.
In each segment, with the exception of the initial linking point, every point is fuzzy-linked to its corresponding mother point, which is determined by choosing the point with a maximum connectedness value to the referenced point. Those fuzzy-linked points form a path in the direction from high to low frequency in the gray scale ionogram segments. The degree of connectedness of any path in a segment is therefore determined by its weakest link over all points along the path and should be larger then or equal to the corresponding λ-connectedness value for the segment. In the case of a particular F-layer segment, if an ending pixel in this segment is properly chosen from the frequency and virtual-height information, we can determine its corresponding mother point. Proceeding step by step, the ending point can be linked to the initial point of the segment, and an optimum fuzzy-linked path from the ending point to the initial point is therefore determined. This path can then be linked with other paths determined by the same method for other chosen segments corresponding to the E-layer, and the entire fuzzy-linked path is the resulting ionospheric trace. Note that this method is computationally efficient compared to the skeleton extraction process commonly employed in some analysis applications [Tripathi, 1998] . 
Automated Scaling Results
The quantitative reduction of ionograms to numerical values (commonly termed scaling), is intended to select certain features of the ionogram which are of particular significance for scientific or operational work. Following the U.R.S.I. standard, fourteen ionospheric parameters: f min , foE, h'E, foE s , h'E s , type of Es, fbE s , foF1, M(3000) F1, h'F, h'F2, foF2, fxI, and M(3000) F2 have been identified as important geophysical parameters With the exception of fxI, all of the parameters are defined by the ordinary wave component. In general, fxI and the minimum virtual height parameters (h'E, h'Es, h'F, and h'F2) can readily be determined directly from the echo classification and tracing methods described in this paper. For the purpose of automated ionogram analysis, it is particularly important to obtain accurate numerical values for the critical frequencies of the most variable layers: foE, foF1, and foF2. While the echo classification and layer tracing procedures described here yield a frequency at the cusps of a layer, it often does not represent the critical frequency but is called the "top" frequency of the layer. For our work, we have employed a method developed by Paul and Mackison [1981] to derive a more accurate estimate of the critical frequency; they denoted that when the radio frequency f approaches the critical frequency f c , the inverse of the slope of the virtual height versus radio frequency curve approaches zero linearly with the difference between f and f c . This behavior is still true in the general case when the Earth's magnetic field is included and the virtual heights are represented either by the ordinary or extraordinary mode. This principle can be used extrapolate a very accurate estimate of the critical frequency.
It is also important to measure f min , which is the sole index of absorption given by ionograms, and the M(3000) parameters. M(3000)F2 and M(3000)F1 are derived from the critical frequencies and the Maximum Usable Frequencies (MUF), which is usually referred to as the "standard MUF," is obtained by application of the conventional transmission curve to the fuzzy trace of the vertical-incidence ionograms, together with the use of a distance factor. The annotation contained in Figures 1-4 shows numerical results derived from our automated analysis procedures as applied to data obtained with the Chung-Li Digisonde and the Bear-Lake Dynasonde. Color has been used in the upper panels to denote the various fuzzy segments identified by this method, while the black line indicates the resulting fuzzy traces; the bottom-left panels show the least-squares linear fitting for dh'/df obtained from the fuzzy-linked traces and the extrapolation method which determines the critical frequencies for both the E and F layers. The quality or accuracy of the autonomously scaled parameters can be determined from an examination of the data presented in these figures. Finally, for the parameter describing the type of Es layer, we expect that the fuzzy parameters of segment area, angle, and major axis described in the Section 2 may be applied to determine the geometric properties of the Es layer, but further research on this problem is needed. Although we have not yet attempted to carry out a detailed quantitative analysis of the methods that have been described here, a study under the direction of the lead author has recently undertaken such an analysis [Cheng, 1999] . Based on a limited comparison between automatically scaled foF2 and manually scaled results on selected days in different seasons, he found that the method described in this paper can achieve ~85% success when applied to daytime Chung-Li ionograms (with errors less than 0.5 MHz) and ~50% success for nighttime Chung-Li ionograms.
Summary
In this paper, a scaling algorithm that incorporates fuzzy segmentation and connectedness methods has been described. This scaling algorithm is applicable to ionograms recorded by modern digital ionosondes, that measure echo amplitude, pulse group delay, and wave polarization. Adapting Rosenfeld's image analysis approach, it has been shown that ionograms can be represented as fuzzy gray scale images that can be characterized by the membership value µ. Thus, ionogram analysis can be treated as a problem in fuzzy geometry and various geometric properties can be used to characterize the ionogram segments that correspond to the different ionospheric layers. As demonstrated, the information derived from fuzzy image connectedness can be used to determine an optimal ionospheric reflection trace. Following the U.R.S.I. standard, the segmentation and tracing method can be used to identify and automatically derive the parametric values that describe ionograms quantitatively: F1, h'F, h'F2, foF2, fxI, and M(3000) F2. To classify different types of Es, the fuzzy geometric parameters representing segment area, the angle of inclination, and its corresponding major axis can be applied to characterize the Es layer to be f, l, c, h, or other features, which in turn can be specifically extracted for further study. To further characterize ionospheric irregularity phenomena, the techniques described here can be used to derived additional parameters, e.g. QF (average range spread of F-trace) and FF (average frequency spread of F-trace) from spread segments. Results from research on these topics will be the subject of further work. Paul and Mackison [1981] is used to derive foE and foF2 for these data. The numerical information derived by the algorithm is shown in the lower left-hand corner of the diagram. Note that the discontinuities in the segment near 3. 8, 5.0, 7.1, 8.1, and 8.4 MHz result from the removal of interference signals, as discussed in Section 5. 
