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In this paper, a simple and efﬁcient contact algorithm is presented for the evaluation of
density distribution in three-dimensional dynamic modeling of powder compaction pro-
cesses. The contact node-to-surface algorithm is employed to impose the contact con-
straints in large deformation frictional contact, and the contact frictional slip is modiﬁed
by the Coulomb friction law to simulate the frictional behavior between the rigid punch
and the work-piece. The 3D nonlinear contact friction algorithm is employed together with
a double-surface cap plasticity model within the framework of large ﬁnite element defor-
mation in order to predict the non-uniform relative density distribution during the
dynamic simulation of powder die-pressing. The accuracy and robustness of contact algo-
rithm is veriﬁed by the impact analysis of two elastic rods, which is compared with the
analytical solution. Finally, the performance of computational schemes is illustrated in
dynamic modeling of a set of powder components.
 2012 Elsevier Inc. All rights reserved.1. Introduction
In powder metallurgy, the contact friction between the tool and work-piece limits the performances of the process, which
can result in poor density distributions. There are several aspects of the process which can be affected by the friction, includ-
ing: the density distribution, pressing forces, ﬁnal shape, tool wear, residual stresses and cracks. In contact friction modeling,
the tangential velocities along the interface are discontinued due to the stick–slip behavior between the powder and
punches. These characteristics of contact introduce signiﬁcant difﬁculties in the time integration of discrete equations. Thus,
it is important to understand the densiﬁcation behavior of mixed powders, since it has been considered as a major route for
processing composite materials. In order to develop a deep understanding of the effects of process variables on the product
with the main objective of producing a compacted component which is free from internal cracks, a dynamic modeling of
powder compaction process is important. Up to date, the most computational aspects of powder forming processes have
been reported in the static modeling of powder die-pressing [1–9]. An overview of various computational aspects has been
addressed by Khoei [10] in the framework of computational plasticity of powder forming processes.
The aim of present study is to investigate the ﬁnal density distribution of powder compaction process in dynamic die-
pressing. There are a few research works reported in literature for dynamic simulation of powder forming process, including:
the one-dimensional elasto-plastic analysis of wave propagation in a powder-ﬁlled container by Sukegawa et al. [11], a dy-
namic ﬁnite strain model for 3D complex powder components by Cedergren et al. [12], a transient dynamic analysis of dry. All rights reserved.
fax: +98 21 6601 4828.
444 A.R. Khoei et al. / Applied Mathematical Modelling 37 (2013) 443–462powder based on the ﬁnite strain elasto-plasticity by Tobias et al. [13], the dynamic compaction of porous media by Borg
et al. [14], a computational technique for the explosive compaction of superconducting powder by Mamalis et al. [15],
and an analysis of impact velocity on green density, shock wave, compacting and ejection forces of iron powder by Wang
et al. [16,17]. An overview of dynamic compaction of powder metallurgy was reported by Sethi et al. [18] emphasizing
the key powder related factors and processing parameters affecting dynamic compaction. In the present study, a computa-
tional algorithm is presented for dynamic simulation of powder compaction process based on a simple and efﬁcient 3D node-
to-surface contact algorithm.
In powder metallurgy (PM) processes, the friction between the powder and tools limits the performances of the process
and the mechanical characteristics of components. The dynamic sliding friction causes a large and important class of truly
dynamic problems, including the frictional damping, dynamic sliding, stick–slip motion, chattering, etc. The constitution of
the material interface is essentially stable; there is no marked penetration, or normal plastic deformation, of the interface
and, at least from a global point of view, the frictional forces developed on the contact surface appear to depend on the slid-
ing velocity of one surface relative to another. Dynamic sliding friction can result in poor density distributions, which leads
to differential retreat during compaction and sintering of the ﬁnal component. Friction can affect various aspects of compac-
tion process, including: the density distribution, pressing forces, ﬁnal shape, tool wear, residual stresses and cracks. There are
a number of experimental and numerical investigations in frictional behavior of powder compaction process reported in the
literature. The experimental investigations were performed to evaluate the effect of wall friction between the powder-die
and powder-punches; including: the friction behavior between the powder and the mandrel by Kim and Lee [19], the
micro-mechanical behavior of friction between the powder and tool by Cameron and Gethin [20], and the effects of
lubricated and unlubricated wall friction in the compaction of pharmaceutical tablets by Sinka et al. [21]. The treatment
of contact friction via the ﬁnite element modeling was performed in powder die-pressing to evaluate the density distribution
on ﬁnal component; including: the large frictional contact deformation based on the node-to-node algorithm by Keshavarz
et al. [22] and Khoei et al. [23], and the contact friction modeling on the basis of node-to-surface algorithm by Khoei et al.
[24,25].
The contact computational algorithms have been mainly towards the contact formulation with structural elements and
contact constraint technique in which the contact forces are continuous between two contact surfaces. In contact friction
problems, constraints are generally categorized into the impenetrability constraints expressed as a set of complementary
conditions, and the frictional constraints typically taken as the Coulomb friction law. In order to enforce the normal, or
impenetrability constraints, various techniques have been accomplished, including: the penalty [26], Lagrange multiplier
[27], perturbed-Lagrange [28], and augmented-Lagrange multiplier [29,30] methods. The domination of these approaches
has been due to their successful applications in various types of mechanics problems and their well–understood mathemat-
ical structure. Further improvements have been reported in literature, including: the contact detection algorithms for large
scale computations, the large deformation–large sliding modeling, the smoothing and non-smoothing contact problems, the
mortar FE contact algorithm, the contact frame model based on localized Lagrange multipliers, etc. [31–36]. In this study, the
treatment of large frictional contact deformation is performed based on a simple and efﬁcient node-to-surface contact
algorithm via the penalty approach by imposing the normal and tangential springs at the contact interface, in which the stiff-
ness of tangential spring is modiﬁed according to the Coulomb friction law.
The objective of present study is focused on a computational algorithm for dynamic simulation of powder compaction
process based on the node-to-surface contact algorithm. The plan of the paper is as follows; in Section 2, a general formu-
lation for continuummodel of large FE deformation is presented based on the Lagrangian description. Section 3 is devoted to
the frictional contact formulation and its computational algorithm for analyzing the phenomena. The implementation of
penalty approach into the node-to-surface contact model together with the plasticity theory of friction are demonstrated
in this section. In Section 4, the double-surface cap plasticity is brieﬂy presented for description of powder behavior. In Sec-
tion 5, several numerical examples of complicated die geometries are simulated numerically. Finally, some concluding re-
marks are given in Section 6.2. Large ﬁnite element deformation formulation
In nonlinear elasto-plastic analyses, whether the displacements, or strains, are large or small it is imperative that the
equilibrium conditions between the internal and external forces are satisﬁed. The dynamic equilibrium equation of a body
in the current deformed conﬁguration can be written in the standard form as:orji
oxj
 q€ui þ bi ¼ 0; ð1Þwhere rji is the Cauchy stresses, xj current coordinates, q the density, €ui the acceleration and bi the body force. In order to
develop a ﬁnite element formulation, we need to solve Eq. (1) numerically for spatial discretization. Following the standard
procedure of the ﬁnite element method, the initial domain X0 is divided into elements. If the displacements within an ele-
ment are prescribed by a ﬁnite number of nodal values, we can obtain the necessary equilibrium equations using the virtual
work principle. Thus, the equilibrium conditions between the internal and external forces, i.e. Wint =Wext, can be written in
the following weak forms at the current, or initial conﬁguration as:
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X
deTrdX ¼ 
Z
X
duTq€udXþ
Z
X
duTbdXþ
Z
Ct
duTtdC; ð2ÞZ
X0
dETSdX0 ¼ 
Z
X0
duTq0€udX0 þ
Z
X0
duTb0dX0 þ
Z
C0t
duTt0dC0; ð3Þwhere e denotes the small strain vector, r the Cauchy stress vector, E the Green–Lagrange strain vector, and S the second
Piola–Kirchhoff stress vector. In above equations, b is the body force vector and t the traction applied on the boundaries.
The ‘0’ superscript denotes the value of variables according to conﬁguration at the start of Lagrangian step.
2.1. Linearization of the weak formulation
In order to formulate the Lagrangian ﬁnite element model, the variational Eqs. (2) and (3) must be linearized using the
Newton–Raphson method. Taking the derivative from the weak formulation:W intðuÞ þ DDuW int ¼ WextðuÞ þ DDuWext; ð4Þ
orDDuW int  DDuWext ¼ WextðuÞ W intðuÞ: ð5Þ
The linearization of internal work can be obtained in terms of the second Piola–Kirchhoff stresses and Green–Lagrange
strains. Since there are two sources of nonlinearities in the internal work expression, i.e. the stress vector which depends
on the strains, or in turn depends on displacements, and the Green–Lagrange strain vector which is a nonlinear function
of displacements, the linearization of internal work in Eq. (5) can be written as:DDuW int ¼
Z
X0
DDudE
T
ðuÞSðuÞ þ dETðuÞDDuSðuÞ
 
dX0; ð6Þwhere DDudE
T
ðuÞ is the linearization of variation of the Green–Lagrange strain and DDuS(u) is the linearization of second
Piola–Kirchhoff stress. Applying the deﬁnition of Green–Lagrange strain and second Piola–Kirchhoff stress and taking their
derivatives with respect to Du, Eq. (6) can be rewritten as:DDuW int ¼
Z
X0
ðdHTSDHþ dHTFTCFDHÞdX0; ð7Þwhere S is the second Piola–Kirchhoff stress and C is the 6  6 matrix of tangent elasto-plasticity. In above equation, F; S and
H are deﬁned as:FI ¼
oxI=oX
0 0 0
0 oxI=oY
0 0
0 0 oxI=oZ
0
oxI=oY
0 oxI=oX
0 0
0 oxI=oZ
0 oxI=oY
0
oxI=oZ
0 0 oxI=oX
0
26666666664
37777777775
; ð8Þ
S ¼
½S 0 0
0 ½S 0
0 0 ½S
264
375 with S ¼ Sxx Sxy SxzSyx Syy Syz
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0B@
1CA; ð9Þ
H ¼ ou
oX0
ou
oY0
ou
oZ0
ov
oX0
ov
oY0
ov
oZ0
ow
oX0
ow
oY0
ow
oZ0
n oT
: ð10ÞThe linearization of external work in Eq. (5) can be related to the inertia force term, since there is no effect of displace-
ments on the external work done by the applied forces and body forces, i.e. DDuð
R
X0 du
Tb0dX0 þ RC0t duTt0dC0Þ ¼ 0. Thus:
DDuWext ¼ DDu 
Z
X0
duTq0€udX0
 
 d
de

Z
X0
duTq0 €uþ eD€uð ÞdX0
 
¼ 
Z
X0
duTq0D€udX0: ð11ÞApplying the generalized Newmark (GN22) technique for dynamic problems [37], we have:D€u ¼ 1
aDt2
Du 1
aDt
€u 1
2a
€u; ð12Þwhere a is the Newmark parameter. Substituting Eq. (12) into (11), it results in:DDuWext ¼  1aDt2
Z
X0
duTq0DudX0
 
þ
Z
X0
duTq0
1
aDt
€uþ 1
2a
€u
 
dX0: ð13Þ
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X0
dHTSDHþ dHTFTCFDH
 
dX0 þ 1
aDt2
Z
X0
duTq0DudX0
 

Z
X0
duTq0
1
aDt
_uþ 1
2a
€u
 
dX0
¼ 
Z
X0
dHTFTSdX0 
Z
X0
duTq0€udX0 þ
Z
X0
duTb0dX0 þ
Z
C0t
duTt0dC0: ð14Þ2.2. Lagrangian FE formulation
Based on the linearized form of the weak formulation (14), the Lagrangian ﬁnite element formulation can be written as:Z
X0
BTSBdX0 þ
Z
X0
BTFTCFBdX0 þ 1
aDt2
Z
X0
NTq0NdX0
  
Du
¼ 
Z
X0
BTFTSdX0 þ
Z
X0
NTq0
1
aDt
_uþ 1
2a
€u
 
dX0 
Z
X0
NTq0€udX0 þ
Z
X0
NTb0dX0 þ
Z
C0t
NTt0dC0; ð15Þwhere N and B are the shape function and the gradient shape function of the elements, respectively, deﬁned as:NI ¼
NI 0 0
0 NI 0
0 0 NI
0B@
1CA; ð16Þ
BTI ¼
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oX0
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oZ0
0 0 0 0 0 0
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oZ0
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2664
3775: ð17ÞIn Eq. (15), the tangential stiffness matrix, mass matrix and load vectors are deﬁned as:Kc ¼
Z
X0
BTFTCFBdX0;
Ks ¼
Z
X0
BTSBdX0;
M ¼ 1
aDt2
Z
X0
NTq0NdX0
 
;
Rint ¼ 
Z
X0
BTFTSdX0;
Rt ¼
Z
C0t
NTt0dC0;
Rb ¼
Z
X0
NTb0dX0;
I1 ¼ 
Z
X0
NTq0€udX0;
I2 ¼
Z
X0
NTq0
1
aDt
_uþ 1
2a
€u
 
dX0;
ð18Þwhere Kc is the stiffness matrix for large deformation, Ks the stress (or geometric) stiffness matrix, M the mass matrix, Rint
the equivalent load vector due to stresses in the current known conﬁguration, Rt the equivalent nodal load vector due to
surface loading, Rb the equivalent nodal load vector due to body force and, I1 and I2 are equivalent nodal load vectors due
to inertia. Finally, Eq. (15) can be simpliﬁed as:KDu ¼ R; ð19Þ
where K ¼ Kc þ Ks þM and R ¼ Rint þ Rt þ Rb þ I1 þ I2.
3. Contact friction modeling
In contact friction problems, contact constraints can be applied by using the impenetrability conditions expressed as the
non-penetration conditions and the frictional constraints as the Coulomb friction law. The normal contact condition prevents
the penetration of one body into another and the tangential slip represents the frictional behavior between two contact sur-
faces. In this study, an efﬁcient algorithm is implemented to model the frictional contact based on the penalty approach by
implementation of the linear and nonlinear terms of the contact stiffness matrix. The technique is employed by imposing the
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at each increment of large frictional contact deformations. The stick–slip behavior is modeled using the Coulomb friction law
for tangential behavior of contact interfaces, in which the tangential constraint is imposed in the stick behavior and no con-
straint is taken between two contact interfaces in the slip behavior. The slip condition is modeled using the frictional forces
applied on two contact interfaces with the same magnitude and opposite directions. A numerical contact algorithm which
yields a smooth transition from the stick to slip is employed in the framework of penalty approach.
3.1. Modeling of contact constraints
In order to model the contact constraints between two bodies, the node-to-surface (NTS) contact model is used in large
deformation ﬁnite element simulation of contact problems. Consider that the discrete slave point Swith coordinate XS comes
into contact with the master surface deﬁned by nodes M1 to M4 with the nodal coordinates X
m
1 to X
m
4 , as shown in Fig. 1. By
introducing the surface coordinates (n,g) on the master surface and considering XmT ¼ XmT1 Xm
T
2 X
mT
3 X
mT
4
n o
, we have
X
_
m
ðn;gÞ ¼
P4
i¼1Niðn;gÞXm
T
i ¼ NXm
T , where Ni(n, g) are the standard shape functions of four-noded isoparametric element. The
normal vector to master surface is deﬁned by Vm ¼ X
_
m
;n  X
_
m
;g and the tangential vectors S
m
1 and S
m
2 are deﬁned by
Sm1 ¼ h1 0 0 iT  nm and Sm2 ¼ Sm1  nm, in which nm denotes the normalized normal vector to master surface, i.e.
nm ¼ Vm=kVmk. If nm is assumed to be in x-direction, Sm1 is deﬁned by Sm1 ¼ h0 1 0 iT  nm. The vector VS is deﬁned to con-
nect the ﬁrst master node to slave node, as shown in Fig. 2. The normal distance from the slave node to master surface is
deﬁned by gN ¼ VS
T
nm. Projecting the slave node on master surface, we deﬁne a two-dimensional surface coordinates on
master surface in the direction of ðSm1 ; Sm2 Þ as smi ¼ Xm
T
i S
m
1 and t
m
i ¼ Xm
T
i S
m
2 . Based on the new surface coordinate we can obtain
(ns,gs) corresponding to the projection of slave node on master surface by the solution of following equations:sms ¼
X4
i¼1
smi Ni n
s;gsð Þ;
tms ¼
X4
i¼1
tmi Ni n
s;gsð Þ;
ð20Þwhere ðsms ; tms Þ are the surface coordinates of projected slave node on master surface, and smi and tmi are the surface coordi-
nates of master surface.
In order to perform the contribution of NTS element into the weak form of equilibrium equation, an approach is applied
by introducing the contact constraints based on the potential energy of springs imposed at the normal and tangential direc-
tions. In this technique, the normal and tangential springs are deﬁned at the contact interface between the slave node and
master surface. The relative displacement between the slave and master is deﬁned by du ¼ NNTSdu, where du is the vector of
nodal displacements, i.e. duT ¼ fdusT dumT1 dum
T
2 du
mT
3 du
mT
4 g, and NNTS are the NTS contact shape functions deﬁned as:NNTS ¼
1 0 0 N1 0 0 N2 0 0 N3 0 0 N4 0 0
0 1 0 0 N1 0 0 N2 0 0 N3 0 0 N4 0
0 0 1 0 0 N1 0 0 N2 0 0 N3 0 0 N4
264
375: ð21ÞThe normal and tangential relative displacements can be derived by using the normal and tangential shape functions, i.e.
Nn ¼ ðnm  nmÞNNTS and Nt ¼ ðI nm  nmÞNNTS, in which the normal and tangential relative displacements are deﬁned by
dun ¼ Nndu and dut ¼ Ntdu, respectively.Fig. 1. Problem deﬁnition in three-dimensional contact problem.
Fig. 2. The coordinate system in 3D node-to-surface contact algorithm.
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posing the potential energy of contact interface into the normal and tangential directions as:P ¼ 1
2
an duTndun
 þ 1
2
af duTt dut
  ¼ 1
2
duTNTnanNnduþ
1
2
duTNTt afNtdu; ð22Þwhere an and af are the normal and tangential penalty parameters. In order to apply the contact constraints on NTS element,
the potential energy must be minimized according to the normal and tangential springs employed in the penalty approach.
Due to large deformation of contact problems, the variations are taken with respect to all variables as:dP ¼ and dunð ÞTdun þ af d dutð ÞTdut; ð23Þ
whered dunð Þ ¼ nm  nmð ÞNNTSd duð Þ þ dnm  nm þ nm  dnmð ÞNNTSduþ nm  nmð ÞdNNTSdu;
d dutð Þ ¼ NNTSd duð Þ þ dNNTSdu d dunð Þ:
ð24ÞIn order to derive the normal and tangential stiffness matrices at the contact interface, the equilibrium equations of con-
tact constraints must be linearized by minimizing the potential energy (23), i.e. dP = 0. The details of linearization of contact
constraints are described in Appendix A. By evaluating the variation of NTS contact shape functions dNNTS and the variations
of unit normal and tangential vectors on master surface, i.e. dnm; dSm1 and dS
m
2 , and substituting in relations (24), the normal
and tangential stiffness matrices at the contact interface can be obtained as:Kconn ¼ anduTn;duNn;
Kcont ¼ af duTt;duNt;
ð25Þwheredun;du ¼ nm  nmð ÞNNTS þ nm;du  nm þ nm  nm;du
 
NNTSduþ nm  nmð ÞNNTS;du du;
dut;du ¼ NNTS þ NNTS;du du dun;du;
ð26Þwhere the values of nm;du and N
NTS
;du are derived in Appendix A. The contact stiffness matrices (25) take both the linear and non-
linear terms into the computational contact algorithm. If the displacement increment du is assumed to be small, the normal
and tangential stiffness matrices (25) can be simpliﬁed as:Kconn ¼ NTnanNn;
Kcont ¼ NTt afNt:
ð27Þ3.2. Contact friction algorithm
In order to implement the tangential behavior of contacting bodies, the stick–slip condition must be applied. In the stick
condition, there is no relative displacement on the contact interface and the contact constraint is imposed based on the tan-
gential penalty parameter af . In the slip condition, the Coulomb friction law is applied if the tangential force between the
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gential relative displacement and the interaction between two interfaces is based on a determined frictional force. In order to
implement the contact constraint of frictional slip, the Coulomb friction law is incorporated in the tangential spring. Accord-
ing to the numerical procedure described in preceding sections, a computational algorithm is applied based on the Newton–
Raphson technique. For iteration i within the time step n, the following algorithm is performed:
(i) Read the incremental displacement of the nodal points.
(ii) Set the position of ‘slave’ nodal point at ‘master’ surface.
(iii) Search those ‘slave nodes’ that are in contact with the ‘master surface’, and determine the values of displacement at
the current time step.
(iv) Evaluate the stiffness matrices Kconn and K
con
t using appropriate af , and assemble into a global stiffness matrix (at the
ﬁrst iteration of each time step, set af  at , for subsequent iterations, af is calculated from step ‘ix’ and an is taken as a
constant value).
(v) Solve the global system of equilibrium equation Kitotaldu
i ¼ df i.
(vi) Compute the incremental nodal displacement at the next iteration Dui ¼ Dui1 þ dui, where du0 ¼ 0.
(vii) Determine the normal and tangential forces at each slave–master point, i.e. DFn ¼ annmTNnDui and DFt ¼ af tmTNtDui,
in order to modify the value of tangential force.
(viii) Compute the maximum frictional force based on the Coulomb friction law, as ðDFtÞmax ¼ Cf  lf ðDFnÞ, with Cf and lf
denoting the cohesion and friction coefﬁcient of contact interface.
(ix) Correct the values of DFt and af , if DFt > ðDFtÞmax, according to af ¼ jðDFtÞmax=kDutkj and DFt ¼ ðDFtÞmaxðDut=kDutkÞ,
where Dut ¼ NtDui.
(x) Evaluate the out of balance force, or residual force, of contact constraints, i.e. Rn ¼ NTnanNnDu and Rt ¼ NTt DFt .
Computational algorithm (i)–(x) are repeated until the norm of residual forces and maximum residual are both less than
prescribed tolerance.
4. Powder plasticity model
Themechanical behavior of powders involves several interactingmicro-mechanical processes. Firstly, at low pressure, par-
ticle sliding occurs leading to particle re-arrangement. The second stage involves both elastic and plastic deformation of the
particles via their contact areas leading to geometric hardening (i.e. plastic deformation and void closure). Lastly, at very high
pressure, the ﬂow resistance of the material increases rapidly due to material strain hardening. Therefore, it is necessary that
the constitutivemodel of powder captures various behaviors of the compaction process. A number of constitutivemodels have
been developed for the compaction of powders over the last three decades, including micro-mechanical [38–44] and macro-
mechanical [45–53] models. It was experimentally demonstrated that the constitutive modeling of granular and frictional
materials can be utilized to construct suitable phenomenological constitutive models [54], which capture the major features
of the response of initially loose powders to the complex deformation processing histories encountered in the manufacture of
engineering components by powdermetallurgy techniques. It was illustrated that a two-mechanismmodel, such as Drucker–
Prager or Mohr–Coulomb and elliptical cap models, which are widely used for geological materials and exhibit pressure-
dependent behavior can be applied for modeling the behavior of powder materials [55–58]. Thesemodels consist of two yield
surfaces: a ‘distortion surface’ which controls the ultimate shear strength of materials and a ‘cap’ surface, which has an ellip-
tical shape and captures the hardening behavior of materials under compression. Various applications of double-surface cap
plasticity models have been reported in the framework of Lagrangian description, ALE formulation, extended FEM technique
and mesh-free methods for the simulation of powder die-pressing [59–62].
A density-dependent endochronic theory was developed by Khoei et al. [63], Khoei and Bakhshiani [64] based on coupling
between the deviatoric and hydrostatic behavior to simulate the compaction process of powder material. A generalized
single cap plasticity with an isotropic hardening rule was developed by Khoei et al. [65,66], which generate the elliptical
yield surface and double-surface cap plasticity as special cases. Recently, a three-invariant plasticity model was developed
by Khoei et al. [67] based on the isotropic–kinematic hardening rule for powder forming process. In the present study, a
double-surface cap plasticity model, based on a combination of a convex yield surface consisting of a failure envelope
and a hardening elliptical cap is proposed for the nonlinear behavior of powder materials. The model reﬂects the yielding,
frictional and densiﬁcation characteristics of powder along with strain and geometrical hardening which occur during the
compaction process. The model is based on the concept of continuous yielding of powders, expressed in terms of a three-
dimensional state of stress and formulated on the basis of consistent mechanics principles. The yield surface of this
elasto-plastic model has a moving cap, intersecting the hydrostatic loading line, whose position is a function of plastic vol-
umetric strain. A detailed description of the proposed double-surface cap plasticity model can be found in reference [10].
5. Numerical simulation results
In order to illustrate the applicability of proposed dynamic frictional contact algorithm, a set of numerical examples are
performed in modeling of physical and engineering phenomena. The ﬁrst example is of a contact-impact problem, in which
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The next example is the extrusion of an aluminum billet used to present the capability of computational algorithm for han-
dling large deformations under frictional contact behavior. The next two examples are chosen to illustrate the capability of
proposed dynamic frictional contact algorithm in large FE deformation of highly nonlinear behavior of powder material in
the compaction process of powder die-pressing.5.1. Impact of two rods
The ﬁrst example is the impact of two elastic rods chosen to verify the accuracy of proposed computational model in com-
parison with the analytical solution reported in literature. A three-dimensional surface contact-impact problem consisting of
two linear elastic rods moving with equal speeds v0 in opposite directions is analyzed. The problem deﬁnition is illustrated
in Fig. 3 and the material properties are given in Table 1. The problem is symmetric about the point at which the two rod
faces impact. On the virtue of symmetry, the initial geometry and initial FE mesh of one rod is depicted in Fig. 3(b) and
(c). The exact solution for displacement, velocity and contact stress at the contact surface is given as follows [68]:u1 ¼ v0t; _u1 ¼ v0; rn ¼ 0; t 6 timpact;
u1 ¼ g; _u1 ¼ 0; rn ¼ v0
ﬃﬃﬃﬃﬃﬃ
Eq
p
; timpact 6 t 6 trelease;
u1 ¼ 2v0 g=v0 þ L
ﬃﬃﬃﬃﬃﬃﬃﬃ
q=E
p
 t=2
 
; _u1 ¼ v0; rn ¼ 0; t P trelease;
ð28Þwhere timpact ¼ g=v0 and trelease ¼ g=v0 þ 2L
ﬃﬃﬃﬃﬃﬃﬃﬃ
q=E
p
. In order to perform the FE simulation, each rod is modeled by 400 eight-
noded hexahedral elements and the corresponding mass matrix is assumed to be lumped. The dynamic solution is obtained
using a uniform step increment Dt ¼ 1 108 s based on the explicit Runge–Kutta method. Fig. 4 presents the displacement
histories of contact surface for the left rod. A complete agreement can be observed between the numerical simulation andFig. 3. Impact of two rods: (a) problem deﬁnition, (b) geometry of each impacting rod, (c) the FE mesh of each rod.
Table 1
The material properties of two impacting rods.
E = 3.0E+007 g = 0.5 Dt = 4.0E008 s
v = 0.0 v0 = 202.2 Contact gap (CG) = 0.01
L = 10.0 q = 7.33E004
A.R. Khoei et al. / Applied Mathematical Modelling 37 (2013) 443–462 451analytical solution. Obviously, the proposed algorithm can model the time interval between timpact and trelease with excellent
agreement, as shown in Fig. 4(b). The maximum magnitude of displacement is obtained equal to 0.495 which is due to the
contact gap (CG) equal to 0.01. Considering the symmetry of problem, it results in 0.0005 for each rod, and subtracting this
magnitude from g ¼ 0:5, we will reach to the numerical evaluation of 0.495. In Fig. 5, the velocity and contact stress histories
are plotted for the contact surface of left rod, which are in complete agreement with those obtained analytically.5.2. Extrusion of an aluminum billet
The second example is of the extrusion of an aluminum billet, which is applicable typically in metallurgy. This example is
chosen to illustrate the capability of 3D computational algorithm for handling large deformations under dynamic frictional
contact behavior. Considerable geometrical nonlinearity behavior is included in this mechanical description by inclining the
master surface, as shown in Fig. 6. The two-dimensional modeling of this example was originally proposed by Padmanabhan
and Laursen [33] to present their non-smooth frictional contact algorithm, and then by Khoei et al. [24] to demonstrate their
contact friction algorithm in large plastic deformations. The aim of present study is to investigate the 3D dynamic frictional
contact behavior in this practical example. An efﬁcient search algorithm is used for each slave node, which can be easily
determined by the relevant master surface at various angles of master surfaces. The bottom nodes of the billet are subjected
to a uniform upward loading and the outer boundaries of the die are considered ﬁxed. The geometry and boundary condi-
tions are depicted in Fig. 6 and the initial FE mesh is shown in Fig. 7(a). The material properties of the die are as follows;
K ¼ 63:84 GPa and G ¼ 26:12 GPa. The material properties of the billet are chosen so that to ensure signiﬁcant deformation
on both sides of the contact surface; K ¼ 0:638 GPa and G ¼ 0:261 GPa. The Coulomb frictional contact law is used with the
friction coefﬁcient of l ¼ 0:1.
The deformed ﬁnite element meshes at the half and ﬁnal stages of process are depicted in Fig. 7(b) and (c). In Fig. 8, the
distributions of normal stress rz are shown at the half and ﬁnal stages of process. In Fig. 9(a), the force–displacement curve is
presented for the dynamic simulation at t ¼ 2 s, which is compared with the static analysis using the displacement control
algorithm. In the displacement–control algorithm, the numerical simulation is performed using a constant prescribed dis-
placement rate at the bottom of billet, while in the force–control algorithm, the simulation is carried out under a constant
value of loading rate on the billet, in which by increasing the value of friction coefﬁcient, the predicted value of process
deformation decreases. Finally, the variations of punch movement are plotted in Fig. 9(b) at various time steps, i.e.
t ¼ 1;2 and 5 s, using the force–control algorithm at the friction coefﬁcient l ¼ 0:1.5.3. A plain bush component
The next example is the uniaxial compaction of a plain bush component, which is extensively used in mechanical engi-
neering. This example is chosen to demonstrate the performance and accuracy of proposed computational algorithm for sim-
ulation of the dynamic frictional contact in powder compaction process. The two-dimensional numerical modeling by KhoeiFig. 4. The displacement history of contact surface of the left rod.
Fig. 5. The contact history of left rod: (a) the velocity history, (b) the contact stress history.
Fig. 6. The extrusion of an aluminum billet: geometry and boundary conditions.
Fig. 7. Finite element modeling of an aluminum billet extrusion: (a) initial FE mesh, (b and c) deformed meshes at the half and ﬁnal stages of extrusion.
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Fig. 8. The distribution of stress rz contours at the half and ﬁnal stages of extrusion.
Fig. 9. The extrusion of an aluminum billet: (a) the force–displacement curve of dynamic simulation at t = 2 s compared with the static analysis, (b) the
variations of punch movement at various time steps t = 1, 2 and 5 s.
A.R. Khoei et al. / Applied Mathematical Modelling 37 (2013) 443–462 453and Lewis [47] and experimental data by Gethin and Lewis [69] are available for this example and used for comparison. A
cylindrical component of powder with the inner and outer radiuses of 8.5 and 12.5 mm and initial length of 20.0 mm has
been modeled by increasing the top punch displacement up to 11 mmwhile bottom punch is ﬁxed. The geometry, boundary
condition and initial FE mesh are depicted in Fig. 10. The component is made from a mixture of different metallic powders
with the material parameters of double-surface plasticity given in Table 2. The die-wall friction is simulated with the Cou-
lomb friction coefﬁcients of l ¼ 0:08 and 0.3. The deformed FE meshes at the half and ﬁnal stages of compaction are depicted
in Fig. 11 using the friction coefﬁcient l = 0.3.
In Figs. 12 and 13, the distributions of relative density and normal stress rz contours of green powder are presented at
various stages of compaction for the friction coefﬁcient l = 0.3. Fig. 14 presents the force–displacement curves of plane bush
component for various times of compaction process, i.e. t = 5, 10 and 20 s. Obviously, by increasing the time of compaction
process and as a result, ignoring the effects of inertia forces due to the mass matrix, the dynamic simulation converges to
the numerical [47] and experimental [69] results obtained by the static modeling of powder die-pressing. Clearly, it can
be seen from Fig. 14(c) that the dynamic simulation with the process time of t = 20 s is in good agreement with those of
numerical and experimental results obtained by the static modeling. In Fig. 15, the ﬁnal density distributions are presented
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Fig. 10. A plain bush component: the geometry, boundary conditions and initial FE mesh.
Table 2
The material model parameters for double-surface cap plasticity model.
Fixed surface parameters Cap parameters Tension cut-off
a = 225 MPa R = 1.75 T = 0.3 MPa
b = 0.002 MPa–1 D = 0.005 MPa
c = 200 MPa W = 0.34
h = 0.008 X0 = 1 MPa
Fig. 11. A plain bush component: deformed meshes at the half and ﬁnal stages of pressing using the friction coefﬁcient l = 0.3.
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Fig. 12. A plain bush component: the density distribution at 30%, 60% and ﬁnal stage of compaction using the friction coefﬁcient l = 0.3.
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Fig. 13. A plain bush component: the stress rz contours at 30%, 60% and ﬁnal stage of compaction using the friction coefﬁcient l = 0.3.
Fig. 14. The force–displacement curves of a plane bush component for various times of compaction process: (a) t = 5, (b) t = 10, (c) t = 20 s.
A.R. Khoei et al. / Applied Mathematical Modelling 37 (2013) 443–462 455for various times of compaction process, i.e. t = 5, 10 and 20 s. It can be highlighted that by increasing the time of compaction
process, a component with almost uniform density distribution can be achieved. Finally, the displacement–time diagrams
are plotted in Fig. 16 for various times of compaction process.5.4. Tablet pressing
The last example is chosen to demonstrate the performance of proposed computational algorithm in complicated die
geometry and simultaneous high distortional and volumetric deformation of elements. The 2D numerical modeling of this
t 5=  s t = 10 s t 2= 0 s
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.7
0.7
0.7
0.7
0.7
70
64
58
51
45
39
33
26
20
14
08
01
95
89
82
76
70
Fig. 15. The distribution of density contours at ﬁnal stage of compaction for a plane bush component at various times of compaction process.
456 A.R. Khoei et al. / Applied Mathematical Modelling 37 (2013) 443–462component is performed by Khoei and Bakhshiani [64] with no initial gap between the punch and powder to show the capa-
bility of their endochronic plasticity model in tablet pressing process. On the virtue of symmetry, the simulation is per-
formed for one-half of component with its geometry presented in Fig. 17 at the initial conﬁguration of compaction. The
initial ﬁnite element mesh, geometry and boundary conditions are shown in this ﬁgure. The shaped tablet is pressed by
the action of top punch, and the numerical simulation is performed based on the force-control algorithm. In Fig. 18, the de-
formed FE meshes of component are presented at the half and ﬁnal stages of compaction. The distributions of predicted rel-
ative density and normal stress rz contours are shown in Figs. 19 and 20 at the half and ﬁnal stages of compaction for the
friction coefﬁcient of l = 0.08. The contour of ﬁnal density distribution presents the highest values of density at the right
hand side of tablet component. In Fig. 21, the force–displacement curves are plotted for various times of compaction process,
i.e. t = 1, 5 and 10 s. Obviously, by increasing the time of compaction process to t = 10 s, the dynamic solution is in complete
agreement with that obtained from the static simulation. Finally, the time histories of top punch movements are plotted in
Fig. 22 at various times of compaction process.Fig. 16. The displacement–time diagrams of a plane bush component for various times of compaction process.
Fig. 17. Tablet pressing: geometry, boundary conditions and initial FE mesh.
Fig. 18. The deformed meshes of tablet pressing at the half and ﬁnal stages of pressing.
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In the present paper, the 3D large frictional contact deformation was presented in dynamic simulation of powder forming
processes. The numerical modeling of contact friction between the rigid tool and deformable material was performed using a
simple and efﬁcient computational algorithm in the concept of node-to-surface contact algorithm. The technique was em-
ployed by imposing the normal and tangential springs at the contact interface, in which the stiffness of tangential spring was
modiﬁed according to the Coulomb friction law. A plasticity theory of friction based on the Coulomb friction law was incor-
porated to simulate sliding resistance at the powder-tool interface. A double-surface cap plasticity model was employed for
description of powder behavior. Finally, the capability and efﬁciency of the proposed contact friction model in dynamic sim-
ulation of powder die-pressing was presented by a set of forming processes, including: the extrusion of an aluminum billet,
the compaction process of a plain bush component, and the tablet pressing problem. The distribution of stress and relative
density contours are presented at different stages of compaction. Comparisons were performed between the experimental
and numerical results reported in the literature. It is shown that by increasing the duration of compaction process and as
a result, ignoring the effects of inertia forces due to the mass matrix, the dynamic simulation converges to the static solution
of powder die-pressing. The numerical simulation results indicated that the proposed computational algorithmmakes it pos-
sible to simulate the complex phenomena of dynamic frictional contact in the powder forming problems efﬁciently and0.80
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Fig. 19. The density contours for tablet pressing at the half and ﬁnal stages of pressing.
Fig. 20. The stress rz contours for tablet pressing at the half and ﬁnal stages of pressing.
Fig. 21. The force–displacement curves of tablet pressing for various times of forming process.
458 A.R. Khoei et al. / Applied Mathematical Modelling 37 (2013) 443–462accurately. In a later work, the rate-dependency of powder and friction constitutive models will be investigated on the ﬁnal
density distribution of mixed powders.
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Fig. 22. The displacement–time diagram of tablet pressing for various times of forming process.
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A.1. Linearization of contact constraints
The potential energy of contact surface can be decomposed into the normal and tangential components given in Eq. (22)
as:P ¼ 1
2
duTNTnanNnduþ
1
2
duTNTt afNtdu; ðA:1Þwhere an and af are the normal and tangential penalty parameters. In order to minimize the potential energy, taking the
variations from expression (A.1), it results in:dP ¼ and dunð ÞTdun þ af d dutð ÞTdut; ðA:2Þ
whered dunð Þ ¼ nm  nmð ÞNNTSd duð Þ þ dnm  nm þ nm  dnmð ÞNNTSduþ nm  nmð ÞdNNTSdu;
d dutð Þ ¼ NNTSd duð Þ þ dNNTSdu d dunð Þ;
ðA:3Þwherednm ¼ dV
m
kVmk  n
m V
mT dVm
Vm
T
Vm
; ðA:4Þwhere dVm ¼ dX
_
m
;n  X
_
m
;g þ X
_
m
;n  dX
_
m
;g and dN
NTS ¼ ½oNNTS=ong¼gsdns þ ½oNNTS=ogn¼nsdgs, in which dns and dgs can be obtained
using Eq. (20) by the solution of following equations:dsms ¼
X4
i¼1
dsmi Ni n
s;gsð Þ þ
X4
i¼1
dnssmi Ni;n þ
X4
i¼1
dgssmi Ni;g;
dtms ¼
X4
i¼1
dtmi Ni n
s;gsð Þ þ
X4
i¼1
dnstmi Ni;n þ
X4
i¼1
dgstmi Ni;g;
ðA:5Þwhere dsmi ¼ dXm
T
i S
m
1 þ Xm
T
i dS
m
1 and dt
m
i ¼ dXm
T
i S
m
2 þ Xm
T
i dS
m
2 , with dS
m
1 ¼ h1 0 0 iT  dnm and dSm2 ¼ dSm1  nm þ Sm1  dnm.
In order to derive the normal and tangential stiffness matrices at the contact interface, the equilibrium equations of con-
tact constraints must be linearized by minimizing the potential energy (A.2), i.e. dP = 0. Taking the variation of coordinates of
master and slave nodes as:
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dXm1 ¼ ½0 I33 0 0 0 d duð Þ  Im1 d duð Þ;
dXm2 ¼ ½0 0 I33 0 0 d duð Þ  Im2 d duð Þ;
dXm3 ¼ ½0 0 0 I33 0 d duð Þ  Im3 d duð Þ;
dXm4 ¼ ½0 0 0 0 I33 d duð Þ  Im4 d duð Þ;
ðA:6Þand taking the variation of unit normal and tangential vectors on master surface, we have:dVm ¼ ½ð@N=@nÞdðduÞ  bXm;g þ bXm;n  ½ð@N=@gÞdðduÞ  Vm;dudðduÞ;
dnm ¼ V
m
;du
kVmk  n
m V
mTVm;du
VmTVm
 !
dðduÞ  nm;dudðduÞ;
dSm1  Sm1;dudðduÞ;
dSm2  Sm2;dudðduÞ:
ðA:7ÞIn Eq. (A.5), dsmi and dt
m
i can be obtained as:dsmi ¼ Sm
T
1 I
m
i d duð Þ þ Xm
T
i S
m
1;dud duð Þ  smi;du
D E
d duð Þ;
dtmi ¼ Sm
T
2 I
m
i d duð Þ þ Xm
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i S
m
2;dud duð Þ  tmi;du
D E
d duð Þ;
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D E
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d duð ÞNi ns;gsð Þ þ
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D E
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ðA:9Þand dns and dgs can be obtained as:dns ¼
P4
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m
i Ni;g
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D E
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ðA:10Þordns  ns;dud duð Þ;
dgs  gs;dud duð Þ:
ðA:11ÞThus, the variation of NTS contact shape functions, dNNTS in relations (A.3), can be obtained as:dNNTS ¼ NNTS;n ns;dud duð Þ þ NNTS;g gs;dud duð Þ  NNTS;du d duð Þ; ðA:12Þ
and the variations of incremental normal and tangential displacements, deﬁned in (A.3), can be rewritten as:d dunð Þ ¼ nm  nmð ÞNNTS þ nm;du  nm þ nm  nm;du
 
NNTSduþ nm  nmð ÞNNTS;du du
h i
d duð Þ  dun;dud duð Þ;
d dutð Þ ¼ NNTS þ NNTS;du du dun;du
h i
d duð Þ  dut;dud duð Þ;
ðA:13ÞSubstituting relations (A.13) into (A.2) results in:dP ¼ d duð ÞT anduTn;duNn þ af duTt;duNt
 
du; ðA:14Þwhere the normal and tangential stiffness matrices at the contact interface are deﬁned as:Kconn ¼ anduTn;duNn;
Kcont ¼ af duTn;duNn:
ðA:15Þ
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ment is assumed to be small, the normal and tangential stiffness matrices can be simpliﬁed as Kconn ¼ NTnanNn and
Kcont ¼ NTt afNt .References
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