studied the reduced rank regression model Y = XΘ + ZA + E where Y is an n × L matrix of dependent variables, X and Z contains p and k explanatory variables and Θ and A are parameter matrices where Θ is assumed to have reduced rank q < min (L, p) . The rows of E are assumed to be independent normal with mean zero and variance matrix Σ. Under the reduced rank assumption Θ can be factored into Θ = ΨΦ with Ψ a p × q matrix and Φ a q × L matrix, both of rank q. To identify the model Geweke considers two normalizations, Φ = (I q , Φ * ) with Ψ unrestricted (normal- 
where
The mean and variance of the full conditional posterior for Φ * in normalization 1 given in equation (13) of Geweke are incorrect. Let φ * = vec (Φ * ) , the correct full conditional
where The mean and variance of the full conditional posterior for Ψ * in normalization 2 given in equation (15) of Geweke are incorrect. Let ψ * = vec (Ψ * ) , the correct full conditional
where X 1 contains the first q columns of X and X 2 the remaining columns Additional details and derivations are provided in Karlsson (2012) . The correct expressions for the improper prior in Geweke (1996) can be obtained as special cases by setting τ = 0 in (1), (2) and (3).
