In the literature studying randomized controlled trials (RCTs), it is often assumed that the potential outcomes of units participating in the experiment are deterministic. This assumption is unlikely to hold, as stochastic shocks may take place during the experiment. In this paper, we consider the case of an RCT with individual-level treatment assignment, and we allow for individual-level and cluster-level (e.g. village-level) shocks to affect the potential outcomes. We show that one can draw inference on two estimands: the ATE conditional on the realizations of the cluster-level shocks, using heteroskedasticity-robust standard errors; the ATE netted out of those shocks, using cluster-robust standard errors. By clustering, researchers can test if the treatment would still have had an effect, had the stochastic shocks that occurred during the experiment been different. * We are very grateful to Kelsey Jack, Heather Royer, Dick Startz, Doug Steigerwald, Gonzalo Vazquez-Bare, members of the UCSB econometrics research group, and participants in the UCSB labor lunch for their helpful comments.
Introduction
It is well known that in a randomized controlled trial (RCT), one can estimate and draw inference on the average treatment effect, if the potential outcomes of units participating in the experiment are non-stochastic (Neyman, 1923; Imbens and Rubin, 2015; Li and Ding, 2017) . In practice, it is often implausible that units' potential outcomes are fixed. For instance, an agricultural household's investment decisions may be affected by the weather conditions in its village during planting season, or by other stochastic shocks. In a model where units' potential outcomes are not fixed but depend on stochastic shocks, the results in Neyman (1923) or Li and Ding (2017) still hold, conditional on the realizations of the shocks affecting units' potential outcomes. One can estimate and draw inference on the average treatment effect (ATE) given the shocks that occurred during the experiment. This may not be a parameter of interest, as it lacks in external validity: when evaluating the effect of giving a cash grant to farmers on their investment decisions, one may want to know the grant's effect independent of the specific shocks that arose during the experiment, rather than the grant's effect given those specific shocks.
To fix ideas, we will describe our paper in the context of the farmers' cash grant RCT example, even though our results apply beyond it. We assume that the cash grant is randomly assigned to some households within each village. Then, we relax the assumption of deterministic outcomes and allow household-level as well as village-level shocks to affect farmers' potential investment decisions without and with the grant. Finally, we define two estimands of interest: the ATE conditional on the realization of the village-level shocks and the ATE netted out of those shocks.
We start by showing that researchers can draw inference on the conditional ATE, by regressing farmers' investment on whether they received the cash grant, using the heteroskedasticity-robust variance estimator. Indeed, this variance estimator is conservative for the ATE estimator's variance conditional on the village-level shocks. On the other hand, to draw inference on the unconditional ATE, researchers need to cluster their standard errors at the village level. Indeed, we show that the village-clustered variance estimator is conservative for the ATE estimator's unconditional variance. We also show that owing to the conservative nature of both variance estimators, the expectation of the heteroskedasticity-robust estimator may not be smaller than the expectation of the clustered one, when the treatment effect is more heterogeneous across farmers than across villages. Finally, we show that if one is ready to assume that the villagelevel shocks affect treated and untreated farmers similarly, then the heteroskedasticity-robust variance estimator is also conservative for the ATE estimator's unconditional variance.
Our paper makes the following contributions to the literature. In randomized experiments without clustering in the treatment assignment, Abadie et al. (2017) have shown that if the potential outcomes are non-stochastic, clustering standard errors is not needed. We show that if there are cluster-level stochastic shocks affecting the potential outcomes, one may still want to cluster, if one wants to estimate the average treatment effect netted out of the shocks. Rosenzweig and Udry (2019) have argued that with aggregate stochastic shocks affecting the potential outcomes, heteroskedasticity-robust variance estimators may understate the true variance of the ATE estimator in an RCT. The solution they propose to account for aggregate shocks differs from ours. Most importantly, their solution is designed to account for weather shocks in studies of agricultural treatments, while clustering is a generic tool that can be used in any study, to account for any type of cluster-level shock.
We use our results to revisit Karlan et al. (2014) , who study the effects of a rainfall insurance and of a cash grant treatment on farmers' investment decisions. That paper was also revisited by Rosenzweig and Udry (2019) , who argue that in this context, regional-level weather shocks need to be accounted for. To do so, we cluster standard errors at the level indicated by Rosenzweig and Udry (2019) . We do not find very different results from those Karlan et al. (2014) had obtained using heteroskedasticity-robust standard errors, thus showing that their results are robust to accounting for aggregate shocks.
We also revisit Cole et al. (2013) , who study the effects of various treatments on farmers' adoption of a rainfall insurance. Using heteroskedasticity-robust standard errors, the authors found that two of their treatments significantly increased adoption. Clustering standard errors at the village level, we find that only one of those two treatments still has a significant effect on adoption. The effect of the second treatment may have been due to the specific village-level shocks that arose during the experiment, and may not replicate under different circumstances.
The remainder of the paper is organized as follows, Section 2 sets up the theoretical framework and presents our finite-sample results, Section 3 presents our large-sample results, Section 4 goes over two empirical applications, and Section 5 concludes.
2 Setup and finite-sample results
Setup and Notation
To fix ideas, let us consider a randomized controlled trial conducted in multiple villages, that wants to look at the effect of cash grants on farming households' investment in agriculture. In each village, households are randomly divided into a treatment and a control group, and the treatment group will receive a cash grant while the control group will not. The outcomes of interest are households' investments in agriculture such as land preparation costs, value of chemicals used, and acres cultivated. It is arguably implausible to assume that households' potential outcomes are fixed, they may be affected by a wealth of stochastic events that could take place until the time they make their investment decisions. These shocks could be specific to the households (such as the breadwinner being laid off or injured), or they could be common to all households within a village (such as extreme weather events, economic hardships in the village etc.). We therefore assume that households' potential outcomes without and with the treatment Y ik (0) and Y ik (1) are respectively drawn from distributions with means y ik (0) and y ik (1), and that they satisfy the following equations:
(1)
is a shock that affects household i in village k if she receives treatment d, and η k (d) is a shock that affects all the households in the village with treatment d. We assume that E( ik (0)) = E( ik (1)) = E(η k (0)) = E(η k (1)) = 0.
Let K be the number of villages in the experiment. For every k ∈ {1, ..., K}, let n k be the number of households in village k. Finally, let n = K k=1 n k denote the total number of households in the K villages. In this framework, we may be more interested in learning
rather than AT E( (0), (1), η(0), η(1)) = 1 n
or
The second parameter is the average effect of the treatment on households' investments, conditional on the specific village and household shocks that arose during the experiment. The third parameter is the average effect of the treatment on households' investments, conditional only on the specific village shocks. The first parameter is the average effect of the treatment, net of those specific shocks. This parameter is more externally valid than the other two, as it applies beyond the specific circumstances that occurred during the experiment. 1
Let D ik be an indicator for whether household i in village k is treated, let D k be a vector stacking the treatment indicators of all households in village k, and let D be a matrix stacking these vectors. We consider the following assumption:
Assumption 2 For all i, k,
Points 1 and 2 require that ( ik (0), ik (1)) have a second moment. Point 3 requires that in each village, the household level shocks be independent. Point 4 requires that the household-and village-level shocks be independent of the treatments, which usually holds by design in a RCT. Point 5 requires that the household-and village-level shocks be independent. Finally, Point 6 requires that the variance of η k (1) − η k (0) exist. Assumption 2 does not require that the shocks ( ik (0), ik (1)) and (η k (0), η k (1)) be identically distributed: the variance of the shocks may for instance vary across households or villages. Assumption 2 also does not require that ik (0) and ik (1) be independent, or that η k (0) and η k (1) be independent: one may for instance have ik (0) = ik (1) and η k (0) = η k (1), if the household-and village-level shocks are the same when treated and untreated.
Let n 1k and n 0k respectively denote the number of households in the treatment and control groups in village k.
denote the observed outcome of household i. For any variable x ik defined for every i ∈ {1, ..., n k } and k ∈ {1, ..., K}, let
(1 − D ik )x ik respectively denote the average value of x ik among the treated and untreated households in village k, and let x = 1 n i,k x ik denote the average value of x ik across all households. Then let n = n K , and let
respectively denote the standard difference in means estimator of the average treatment effect in village k, and the estimated average treatment effect in the K villages. For any variable x ik defined for every i ∈ {1, ..., n k } and k ∈ {1, ..., K}, let S 2 x,k = 1
) 2 respectively denote the variance of x ik among the treated and untreated households in village k. Then let,
respectively denote the robust estimators of the variances of AT E k and AT E (Eicker et al., 1963; Huber et al., 1967; White et al., 1980) .
We assume that the treatment is randomly assigned at the household level in each village:
.
Finally, we make the following assumption:
Assumption 4 requires that the variables attached to different villages be mutually independent.
Finite-sample results
We can now state our first result.
Theorem 1 If Assumptions 1, 2, 3, and 4 hold,
there is no treatment effect heterogeneity within village: S 2 y(1)−y(0),k = 0 for all k.
Point 1 of Theorem 1 shows that AT E is an unbiased estimator of AT E(η(0), η(1)), conditional on the village-level shocks. Point 2 gives a formula for the variance of AT E conditional on the village-level shocks. Point 3 shows that the robust variance estimator is a conservative estimator of that conditional variance.
In our set-up, the result in Neyman (1923) implies that conditional on the household-and villagelevel shocks, AT E is an unbiased estimator, and the robust variance estimator is a conservative estimator of the variance of AT E. Theorem 1 extends this result, by showing that it still holds when one only conditions on the village-level shocks. 2
In our cash-grant example, Theorem 1 implies that if the researcher uses robust standard errors and finds a statistically significant effect, she can conclude that AT E(η(0), η(1)) = 0: the treatment had an effect, given the specific village-level shocks that arose during the experiment. AT E(η(0), η(1)) does not depend on the household-level shocks that arose during the experiment, but it does depend on the village-level shocks. Therefore, the researcher cannot say whether the treatment would still have had an effect if different village-level shocks had occurred.
To answer that question, one needs to draw inference on AT E. We now show that this can be achieved, by clustering standard errors at the village level. Let
be the cluster-robust estimator of the variance of AT E (Liang and Zeger, 1986) .
Theorem 2 If Assumptions 1, 2, 3, and 4 hold,
Point 1 of Theorem 2 shows that AT E is an unbiased estimator of AT E. Point 2 gives a formula for the unconditional variance of AT E. Point 3 shows that the cluster-robust variance estimator is a conservative estimator of that variance.
In our cash-grant example, Theorem 2 states that if the researcher uses the cluster-robust standard errors and finds a statistically significant effect, she can conclude that AT E = 0. AT E does 2 It has also been shown (see Imbens and Rubin, 2015) that when the potential outcomes are i.i.d., the robust variance estimator is an unbiased estimator of V ( AT E). This result can also be obtained from Theorem 1. Assume that η k (0) = η k (1) = 0, thus ensuring that the potential outcomes are independent, and that y ik (d) = y(d) and σ 2 dik = σ 2 d , thus ensuring that they are identically distributed. Then, Point 3 implies that
not depend on the household-and village-level shocks that arose during the experiment. Therefore, this conclusion is not dependent on the specific shocks that arose during the experiment, but holds when the shocks are set at their average value.
We also consider the following assumption.
Assumption 5 Homogeneous clustered shocks For all k, η k (1) = η k (0).
Assumption 5 requires that treated and untreated households are affected similarly by the villagelevel shocks. 3 Under Assumption 5, AT E(η(0), η(1)) = AT E and V AT E = V AT E|(η k (0), η k (1)) 1≤k≤K , so Theorem 1 and 2 imply that the robust variance estimator is conservative for V AT E . This shows that under Assumption 5, one can draw inference on AT E using the robust variance estimator. However, Assumption 5 may not always be plausible. In the cash-grant example, receiving a cash grant can affect the way households' investments respond to village specific weather shocks. For instance, in the face of a negative weather shock, treated households may choose to spend more money on land preparation costs in order to offset the negative shock. But there may be other instances where Assumption 5 is plausible. If Assumption 5 is satisfied, it follows from Theorems 1 and 2 that:
and we now have two conservative estimators for V AT E . The bias term for the heteroskedasticity robust variance estimator is
so V rob ( AT E) is unbiased when the treatment effect is constant for all households in the same village, namely y ik (1) − y ik (0) = τ k for all i ∈ {1, ..., n k } and for all k. The bias term for the cluster robust variance estimator is
so V clu ( AT E) is unbiased when there is no treatment heterogeneity across villages (AT E k = AT E) and villages are of similar size (n k = n). Therefore, if the bias in Equation (5) is larger than that in Equation (6), E V clu ( AT E) will be lower than E V rob AT E .
Clustering can also reduce standard errors, even when Assumption 5 fails. This will happen if:
namely if the additional variance in AT E coming from the village-level shocks, is lower than the difference between the bias of the heteroskedasticity-and cluster-robust variance estimators.
Large-sample results
We now derive the asymptotic distribution of AT E considering a case where the number of villages K goes to infinity. First let:
and consider the following assumption:
Assumption 6 Regularity conditions to derive the asymptotic distribution of AT E For some > 0,
Assumption 6 contains the regularity conditions needed to apply the strong law of large numbers in Lemma 1 of Liu et al. (1988) and the Lyapunov CLT. Also let:
We show:
Theorem 3 If Assumptions 1, 2, 3, 4, and 6 hold,
Point 1 of Theorem 3 shows that AT E is an asymptotically normal estimator of AT E when the number of villages goes to infinity. Point 2 shows that K V clu AT E converges to a finite upper bound of the asymptotic variance of AT E and can be used to construct conservative confidence intervals for AT E.
Applications

Agricultural Decisions After Relaxing Credit And Risk Constraints
In this section we reexamine the results from Table 4 of Karlan et al. (2014) . It presents the effects of having rainfall index insurance, receiving a capital grant, and having both treatments on investment decisions and harvests of farmers. The results are obtained from a two-year randomized controlled trial that was run in Ghana. In the first year of the experiment the authors randomly assigned households to one of four groups: the cash grant group, the insurance group, the cash grant and insurance group, and the control group. In the second year, the cash grant experiment was still present but the insurance grant experiment was replaced by an insurance pricing experiment. Insurance prices were randomized at the community level but every community also had control households without access to the insurance with the randomization being at the household level. For farmers that were offered insurance, insurance take-up is instrumented using the price offered to them (see Karlan et al., 2014) .
In a re-analysis of the data from this experiment, Rosenzweig and Udry (2019) divide communities into 11 regions, and show that the returns to farmers' investments strongly respond to the weather shocks affecting their region × year. They therefore argue that the stochastic nature of those weather shocks should be accounted for when deriving confidence intervals of the treatment effect. To do so, they propose a method that differs from the simple clustering method we propose. They find that accounting for those region-level shocks significantly widens the confidence intervals of returns to farmers' investments. In Karlan et al. (2014) , as it uses heteroskedasticity-robust variance estimators. In Panel B, we instead use cluster-robust variance estimators. However, there are only 21 clusters in the data, and Theorem 3 relies on an asymptotic approximation where the number of clusters goes to infinity. Accordingly, in Panel C we present p-values computed using the wild-bootstrap test proposed in Cameron et al. (2008) , and that has been shown to have better properties when the number of clusters is small.
Results with and without clustering are pretty similar. Clustering even seems to reduce p-values for some outcomes, which may suggest that the treatment effect is less heterogeneous across than within region × year. Overall, it seems that the results in this experiment are not driven by the specific region × year shocks that arose during the experiment, and that for most of the outcomes for which we can reject AT E(η(0), η(1)) = 0, we can also reject AT E = 0. Standard errors in parentheses, p-values in brackets. The results in this table are based on Table 4 from Karlan et al. (2014) , in year 2 Insured is instrumented using a full set of prices. Total costs (column (6)) includes sum of chemicals, land preparatory costs (e.g., equipment rental but not labor), hired labor, and family labor (valued at gender/community/year-specific wages).
Harvest value includes own-produced consumption, valued at community-specific market value. All specifications include controls for full set of sample frame and year interactions. *** p <0.01 ** p <0.05 * p <0.1.
Barriers to Household Risk Management: Evidence from India
In this section we reexamine the results in Cole et al. (2013) , who conducted an experiment in India to study the effect of price and nonprice factors in the adoption of an innovative rainfall insurance product. The authors estimate the impact of the following treatments on the decision to purchase insurance: whether the household is visited by an insurance educator; whether the educator was endorsed by local agents that have close relationships with rural villages; whether the educator presented an additional education module about the financial product; and whether the visited household received a high cash reward. The treatments were assigned at the household level, within each of the 37 villages participating in their experiment. 5 Table 5 of Cole et al. (2013) presents the results of that experiment using robust variance estimators. In Table 2 below, we replicate their results, using the same variance variance estimators first, and then clustering standard errors at the village level. As Cole et al. (2013) find no effect for the endorsement and education treatments, we only report results for the other treatments. The results in this table are based on specification 3 of Table 5 from Cole et al. (2013) . The dependent variable in the regression is an indicator for whether the household purchased an insurance policy. The treatment variables are indicators for whether the household was visited by an insurance educator; whether the educator was endorsed by an LSA; whether the educator presented the education module; and whether the visited household received a high cash reward. Household controls are the same as in Cole et al. (2013) . Robust standard errors are shown in parentheses in the first column. Standard errors clustered at the village level are shown in the second column. * p<0.10 ** p<0.05 *** p<0.01.
The first column of Table 2 presents results using robust standard errors. The effects of both treatments are significant, so for both of them we can reject AT E(η(0), η(1)) = 0: conditional on the village-shocks that arose during the experiment, the treatment had an effect. Assumption 5 is likely to fail in this application: receiving a visit from an educator that describes features of the insurance and answers the household's questions can affect how these households' insurance decisions respond to village specific economic and weather shocks. Therefore, using robust standard errors may not be appropriate to test AT E = 0, one may instead have to use clustered standard errors. With clustered errors, the second column of the Table shows that the effect of the high-reward treatment is still significant. We can reject AT E = 0 for that treatment: its effect does not seem to be driven by the specific village-level shocks that arose during the experiment. On the other hand, the effect of the visit treatment is no longer significant with clustering. We cannot reject AT E = 0 for that treatment: its effect may have been driven by the village-level shocks that occurred during the experiment.
Conclusion
In this paper we consider RCTs with household-level treatment assignment and household-as well as village-level shocks affecting the potential outcomes. We define two estimands of interest: the ATE conditional on the realizations of the village-level shocks and the ATE netted out of those shocks. By regressing the outcome on the treatment and using the heteroskedasticity-robust variance estimator, researchers can draw inference on the conditional ATE. Indeed, we show that this variance estimator is conservative for the variance of the ATE estimator conditional on the village-level shocks. On the other hand, to draw inference on the unconditional ATE, researchers need to cluster their standard errors at the village level. Indeed, we show that the village-clustered variance estimator is conservative for the unconditional variance of the ATE estimator. Finally, we reexamine the results of two RCTs. While results in the first are robust to accounting for cluster-level shocks, results in the second are not fully robust. That paper's findings may then be specific to the village-level shocks that arose during the experiment, and may not replicate in different circumstances.
Appendix
Useful Results
Under Assumption 3, one has that for all i, k
and for all j = i
6.2 Proof of Theorem 1
The first equality holds because we observe Y i (1) for treated units and Y i (0) for untreated units, the third equality follows from Assumption 1 and Point 4 of Assumption 2, and the fourth equality follows from Assumption 1 and Points 4 and 5 of Assumption 2 and Equation (7).
n AT E k , therefore : η(1) ).
QED.
Conditional Variance of AT E
We begin by deriving the conditional variance of AT E k . We start with:
Now begin with the first term:
The second equality comes from the fact that:
The second equality follows from Assumption 1, the third equality follows from Points 4 and 5 of Assumption 2. Similarly, one can show that E ((1 − D ik )Y ik (0)|D k , (η(0), η(1))) = (1 − D ik )(y ik (0) + η k (0)).
By Point 4 of Assumption 2, 1 n 1k
(1−D ik )y ik (0) is independent of (η(0), η(1)), so:
The right hand side of the previous equation is the variance of the estimated average treatment effect in the case of deterministic potential outcomes. Then, it follows from Equations (10) and (11) and from Neyman (1923) that:
Moving to the second term :
The first equality holds because conditional on D k and (η(0), η(1)) there is no randomness in (1 − D ik )(y ik (0) + η k (0)) and D ik (y ik (1) + η k (1)). The second equality holds by Points 1, 2, 3, 4, and 5 of Assumption 2, which imply that V ( ik (d)|D k , (η(0), η(1))) = V ( ik (d)) = σ 2 dik and Cov( ik (d), jk (d)|D k , (η(0), η(1))) = Cov( ik (d), jk (d)) = 0. The third equality holds by Point 4 of Assumption 2. The fourth equality holds since D ik is binary therefore D 2 ik = D ik , and because by Points 3, 4, and 5 of Assumption 2, Cov( ik (1), jk (0)|D k , (η(0), η(1))) = Cov( ik (1), jk (0)) = 0. The last equality holds since D ik (1 − D ik ) = 0. Combining Equations (9), (12), and (13) shows that:
Now by Points 4 and 5 of Assumption 2, we have that D, ( ik (0), ik (1)) 1≤i≤n k ,1≤k≤K , and (η k (0), η k (1))) 1≤k≤K are mutually independent.
This implies that (D, ( ik (0), ik (1)) 1≤i≤n k ,1≤k≤K ) ⊥ ⊥ (η k (0), η k (1))) 1≤k≤K . Then:
where the second equality holds by Assumption 1 and the fact that conditional on (η(0), η(1)) there is no randomness in η k (0), η k (1), η k (0), and η k (1). The third equality holds because Points 4 and 5 of Assumption 2 imply that (D, ( ik (0), ik (1)) 1≤i≤n k ,1≤k≤K ) ⊥ ⊥ (η k (0), η k (1))) 1≤k≤K . The fourth equality holds by Assumption 4. Therefore:
Cov AT E k , AT E k (η(0), η(1)) = 0 (15) for all k = k .
Finally, combining the fact that AT E = 1 K K k=1 n k n AT E k and Equation (15) we get:
Estimating an Upper Bound for the Variance of AT E
We begin by showing that V rob AT E k is a conservative estimator of V AT E k (η(0), η(1)) .
We will prove that the expectation of the first term is 1 n 1k S 2 y(1),k + 1 n 1k σ 2 1 k and a mirror proof would show that the expectation of the second term is 1 n 0k S 2 y(0),k + 1 n 0k σ 2 0 k .
We have:
where the fourth equality holds because of Assumption 1 and:
and
We now show that E(A|(η(0), η(1))) = 1 n 1k S 2 y(1),k , E(B|(η(0), η(1))) = 1 n 1k σ 2 1 k , and E(C|(η(0), η(1))) = 0.
To ease notation let E * (X) = E(X|(η(0), η(1))).
Starting with A:
y ik (1)y jk (1) = 1 n 1k (n 1k − 1) (n 1k − 1)(n k − 1) + (n 1k − 1) n k (n k − 1)
The third equality holds since D 2 ik = D ik , and by Equations (7), (8) and by Point 4 of Assumption 2 we have that E * (D ik D jk ) = E ( D ik D jk ) = n 1k (n 1k −1) n k (n k −1) and E * (D ik ) = E(D ik ) = n 1k n k . Now for B:
The first equality holds by Points 1 and 4 of Assumption 2. The second equality holds by Points 1 and 4 of Assumption 2. The third equality holds since D 2 ik = D ik and by Points 1, 3, 4, and 5 of Assumption 2 as well as by Equation (7), which imply E * (D ik ) = E(D ik ) = n 1k n k , E * ( 2 ik (1)) = E( 2 ik (1)) = σ 2 1i , and E * ( ik (1) jk (1)) = E( ik (1) jk (1)) = 0.
Finally for C:
E * (C) = 1 n 1k 2 n 1k − 1 Where the first equality holds by Theorem 1, and the second equality holds because V AT E k |(η k (0), η k (1)) 1≤k≤K contains no stochastic components, as shown in Point 2 of Theorem 1.
V E AT E|(η k (0), η k (1)) 1≤k≤K = V (AT E(η(0), η(1)))
[(y ik (1) + η k (1)) − (y ik (0) + η k (0))]
