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ZUSAMMENFASSUNG
Der steigende Bedarf an Internettraffic, Speicher und Verarbeitung benötigt immer mehr
Hardwareressourcen. Zusätzlich überdimensionieren Datenzentrumbetreiber ihre Infrastruk-
tur, um auch bei Bedarfsspitzen hinreichend Leistung zur Verfügung stellen zu können.
Das führt zu einer geringen Ressourcenauslastung und damit zu einem erhöhten Energie-
verbrauch. Durch Konsolidierung der aktiven Dienste auf einer Teilmenge der physischen
Server zu Zeiten geringer Auslastung können zum einen nicht benötigte Server ausgeschaltet
werden und zum anderen sind die verbleibenden Server besser ausgelastet. Jedoch müssen
sich Dienste nach der Konsolidierung die physischen Ressourcen mit anderen Diensten teilen.
Durch Wechselwirkungen auf gemeinsam genutzten Ressourcen, sogenannten Interferenzen,
verschlechtert sich die Performanz der Dienste.
In dieser Arbeit wird auf Interferenzen eingegangen, die aufgrund des zeitlich variieren-
den Ressourcenverbrauchs von Diensten entstehen. Am Beispiel von der Rechenzeit einzelner
Prozessorkerne wird mit Hilfe des Cutting Stock Problems mit nichtdeterministischen Län-
gen (ND-CSP) der Energieverbrauch durch die Zahl der benötigten Ressourcen um bis zu
64,1% gesenkt. Durch Berücksichtigung der zeitlichen Variation des Ressourcenverbrauchs
verbessert sich die Performanz um bis zu 59,6% gegenüber anderen Konsolidierungsstrate-
gien.
Außerdem wird das Konzept des Überlappungskoeffizienten eingeführt. Dieser beschreibt
die probabilistische Beziehung zweier parallel laufender Dienste, inwiefern sie gleichzeitig ak-
tiv sind. Sind Dienste nicht gleichzeitig aktiv, können sie ohne zu erwartende Interferenzen
konsolidiert werden. Umgekehrt sollte die Konsolidierung gleichzeitig aktiver Dienste ver-
mieden werden. Die Analyse eines Datenzentrums von Google zeigt, dass beide Szenarien
einen signifikanten Anteil darstellen. Zur Berücksichtigung des Überlappungskoeffizienten
wird das ND-CSP erweitert und näherungsweise gelöst. Hier zeigt sich jedoch weder eine
Verbesserung noch eine Verschlechterung der Performanz der Dienste bei gleichem Energie-
verbrauch. Perspektivisch, bei der exakten Lösung und weiterer Optimierung, können aber
damit Dienste eventuell so allokiert werden, dass ihre Interferenzen reduziert oder im Idealfall
sogar weitgehend ausgeschlossen werden können.
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ABSTRACT
An increasing portion of IP traffic is processed and stored in data centers. However, data
center providers tend to over-provision their resources. Therefore, underutilized resources
unnecessarily waste energy. Consolidating services allows them to be executed within a
subset of the entire data center and to turn off the unnecessary, idling machines. Additionally,
the remaining machines are properly utilized and, hence, more energy-efficient. Nevertheless,
this has to be balanced against degrading the quality of service due to the shared resources
of the physical machines after the consolidation.
This thesis focuses on the above mentioned interferences due to fluctuating workloads.
These are treated in the framework of the Cutting Stock Problem, where items with non-
deterministic length are introduced. This reduces the power consumption by minimizing the
necessary, active resources by up to 64.1% for the exemplary CPU time of individual cores.
Thanks to the awareness of workload fluctuations, it improves the performance of services
by up to 59.6% compared to other allocation schemes.
Additionally, the concept of ’overlap coefficients’ is introduced, which describes the proba-
bilistic relation between two services which run in parallel. The more often these services are
active at the same time the higher the overlap coefficient and vice versa. Services which are
not active at the same time can be consolidated without any expected interference effects,
while these with common activity periods should not be consolidated. The analysis of one
of Google’s data centers unveils that most of the services can be mapped onto one of the two
patterns, while few with undetermined relation remain. The ND-CSP is extended by the
’overlap coefficient’ and approximatively solved. In contrast to the former ND-CSP, neither
an improvement nor a deterioration of the consolidation results is obtained. In the future,
the services can be allocated with reduced or even without interference effects if an exact
solution or a multi-objective optimization is applied.
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1 EINLEITUNG
In den letzten Jahrzehnten hat die Verwendung von Informationstechnik massiv an Bedeu-
tung gewonnen. Viel mehr noch sind sowohl Firmen als auch das tägliche Leben darauf
angewiesen. Daher sind die meisten Einrichtungen gezwungen ihr eigenes Rechenzentrum zu
unterhalten. Mit steigender Komplexität von notwendiger Datensicherheit und Hochverfüg-
barkeit werden lokale Rechenzentren jedoch immer mehr durch die Angebote von zentrali-
sierten Datenzentren ersetzt [1, 2]. Diese bieten die Computerplattform, u. a. bestehend aus
den physischen Maschinen (PMs) samt Kühlung und Netzwerk, oder auch ganze Dienste zur
Miete an.
Allerdings variiert die Nachfrage nach Ressourcen [3–5]. Um auch zu Zeiten der Spitzenlast
genug Ressourcen zur Verfügung stellen zu können, dimensionieren die Betreiber das Daten-
zentrum zu groß. Infolgedessen verbringen die PMs viel Zeit im Idle-Zustand [6, 7]. Dadurch
sinkt die Energieeffizienz, da Energie verbraucht wird ohne eine Leistung zu erbringen. Die
Kosten für den Betreiber des Datenzentrums steigen. Eine Lösung stellt die Virtualisierung
dar [8]. Eine PM wird in mehrere virtuelle Maschinen (VMs) aufgeteilt. So können mehrere
Server in Form von je einer VM mit niedriger Last gemeinsam auf einer PM ausgeführt
werden. Als Resultat sind die PMs besser ausgelastet und somit auch energieeffizienter. Mit
Hilfe der VM-Migration [9] wird so der Workload des gesamten Datenzentrums auf eine klei-
ne Teilmenge von PMs verschoben. Nicht mehr benötigte Ressourcen, wie im Idle befindliche
PMs, können abgeschaltet werden.
Dabei kann der Betreiber des Datenzentrums jedoch nicht beliebig viele VMs einer PM
zuweisen. Im Rahmen eines Service-Level-Agreement (SLA) hat er dem Mieter ein Min-
destmaß an Leistung zugesichert. Die PM muss also genügend Kapazität besitzen, um die
Anforderungen aller ihr zugewiesenen VMs erfüllen zu können. Diese Abwägung zwischen der
Konsolidierung von VMs für Energieeffizienz und Einhaltung der SLA muss für die Zukunft
getroffen werden. Reicht die Kapazität nicht aus, muss eine weitere PM gestartet werden.
Das Einschalten, Booten, Einbinden ins Netzwerk usw. dauert dabei fünf bis 15 Minuten
[10]. Zusätzlich kostet die Migration Energie [11], sodass unnötige Migrationen vermieden
werden sollten.
Obwohl Datenzentren effizienter als einzelne lokale Rechenzentren sind, wuchsen diese
mittlerweile auf eine Zahl und Größe an, dass sie einen signifikanten Anteil am weltweiten
Energieverbrauch haben. Bereits in den Jahren 2005 bis 2010 waren sie für 1% bis 2%
davon verantwortlich [12]. Mit einher geht auch die Zunahme des Kommunikationsvolumens.
Waren es 2017 noch nur 8190EB, so sind für das Jahr 2021 bereits 19 509EB prognostiziert
[13]. Zusammen dürfte der Anteil am weltweiten Elektrizitätsenergiebedarf für die gesamte
Informations- und Kommunikationstechnologie bis 2030 auf 51% ansteigen [14]. Allein 13%
werden für Datenzentren vorhergesagt [15].
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Aktuell werden nur durchschnittlich 40% der Energie eines Datenzentrums unmittelbar
von den PMs genutzt. Die restlichen 60% werden für die Peripherie wie Kühlung, Netz-
werk usw. verwendet [16]. Die effizientesten Datenzentren zeigen jedoch bereits jetzt, dass
in Zukunft der größte Teil durch die Rechenleistung der PMs verbraucht werden wird. So
beträgt der Anteil für die Peripherie nur noch 8,3% bei Facebook oder gar 5,7% bei Google
[16]. Neben effizienter Hardware selbst ist also eine effiziente Skalierung dieser, entsprechend
der aktuellen Nachfrage, maßgebend. Daher ist die Optimierung der Konsolidierung von
VMs – oder allgemein Diensten – zwingend notwendig.
1.1 PROBLEMSTELLUNG UND MOTIVATION
Ohne Konsolidierung haben Dienste exklusiven Zugriff auf alle Ressourcen der PM. Nach der
Konsolidierung werden jedoch die Ressourcen der PM gemeinsam von verschiedenen Diensten
genutzt. Infolgedessen treten Wechselwirkungen, sogenannte Interferenzen, auf. Diese führen
im Allgemeinen zu einer Performanzverschlechterung der Dienste [17–19]. Daher muss bei
der Konsolidierung auf die Nutzungscharakteristik der Ressourcen geachtet werden.
Bisherige Ansätze gehen bei der Vermeidung von Interferenzen ausschließlich von einer
gleichbleibenden Nutzungscharakteristik aus. In Wahrheit verändert sie sich jedoch während
der Laufzeit der Dienste [20, 21]. Einige Arbeiten beschäftigen sich bereits mit der Untersu-
chung des zeitlichen Verlaufs sowie dessen Beschreibung. Nur wenige betrachten dabei jedoch
auch die Beziehungen zwischen den verschiedenen Diensten.
Die Kombination beider Aspekte, den Interferenzen einerseits und der zeitlichen Variabi-
lität andererseits, stand bisher nicht im Fokus der Forschung. Wie wirkt sich die zeitliche
Variabilität auf die auftretenden Inferenzen und die daraus entstehende Verschlechterung
der Performanz aus? Wie können diese Interferenzen bei einer Konsolidierung vermieden
werden?
1.2 ZIELE DER DISSERTATION
Das übergeordnete Ziel der Arbeit ist die effiziente Konsolidierung von Diensten mit der Ver-
meidung von Interferenzen durch variierenden Ressourcenverbrauch. Dies teilt sich wiederum
in zwei Teilaspekte.
Zum Einen geht es um eine effiziente Konsolidierung von Diensten. Dabei muss jedoch
beachtet werden, dass sich die Eigenschaften der Dienste, wie zum Beispiel ihr Ressourcen-
verbrauch, über die Zeit ändern. Dies geschieht – je nach betrachteter Zeitskala – nichtde-
terministisch. Aus der Behandlung der Frage, wie Dienste mit nichtdeterministischem Res-
sourcenverbrauch auf Ressourcen mit einer festen Kapazität unter Einhaltung eines SLA
grundlegend konsolidiert werden können, ergeben sich folgende Beiträge:
• Konsolidierungsalgorithmus für Dienste mit zeitlich variierendem Ressourcenverbrauch
• Beziehung zwischen der Performanzverschlechterung in Abhängigkeit von der Überlas-
tungswahrscheinlichkeit einer Ressource
• Überführung der zeitlichen Variabilität in eine Beschreibung mit einem konstanten Res-
sourcenverbrauch für eine Konsolidierung zeitlich variierender Dienste mit bestehenden
Ansätzen
Darüber hinaus laufen Dienste jedoch nicht immer unabhängig voneinander, sondern ar-
beiten als verteiltes System an einem gemeinsamen Ziel [22]. Dementsprechend sind auch die
Zeitverläufe ihres Ressourcenverbrauchs nicht unabhängig voneinander. Aus der Behandlung
der weiteren Frage, wie Dienste untereinander zeitlich korreliert sind und welche Bedeutung
dies für die Konsolidierung darstellt, werden folgende Beiträge geleistet:
• Untersuchung der Beziehung zwischen der zeitlichen Variabilität verschiedener Dienste
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• Erweiterung des Konsolidierungsalgorithmus zur Berücksichtigung dieser Beziehungen
untereinander
1.3 AUFBAU DER DISSERTATION
Der weitere Aufbau der Dissertation orientiert sich an der Reihenfolge der zuvor genannten
Beiträge und ist daher wie folgt:
Kapitel 2 zeigt anhand verwandter Arbeiten, welche Limitierung es bei der Konsolidie-
rung von Diensten aktuell gibt. Dies umfasst zum Einen Wechselwirkungen, die durch die
Virtualisierung und somit gemeinsam genutzter Ressourcen entstehen, zum Anderen die
Charakteristiken und möglichen Beschreibungen der zeitlich veränderlichen Nachfrage.
Kapitel 3 vermittelt Grundkenntnisse, die zum Verständnis der nachfolgenden Konzepte
notwendig sind.
Kapitel 4 stellt ein Konzept vor, welches die Konsolidierung von Diensten mit variierender
Last ermöglicht und dabei die Wechselwirkung untereinander aufgrund von Überlastung der
PM vermeidet. Es wird anhand der Rechenzeit eines Prozessors evaluiert.
Kapitel 5 untersucht zunächst die zeitliche Abhängigkeit des Ressourcenverbrauchs von
Diensten. Anschließend wird das Konzept zur Konsolidierung aus dem vorhergehenden Ka-
pitel um die Berücksichtigung dieser Beziehung namens „Überlappungskoeffizient“ erweitert.
Kapitel 6 fasst die erreichten Ziele der Arbeit zusammen. Außerdem werden sowohl offene
Themen als auch Probleme diskutiert, die als Ausblick für zukünftige Arbeiten präsentiert
werden.
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2 VERWANDTE ARBEITEN
Die Arbeit umfasst im Wesentlichen zwei Aspekte. Der erste ist die Konsolidierung von
Diensten, welche bereits früh durch Virtualisierung mit Hilfe von VMs umgesetzt werden
konnte [23, 24]. Mit zunehmender Komplexität der VMs wurden jedoch auch Wechselwir-
kungen zwischen den VM, genannt „Interferenzen“, relevant, welche sich negativ auf die
Performanz auswirken [17–19]. Bei welchen Ressourcen diese Interferenzen auftreten und
inwiefern bereits wissenschaftliche Arbeit bezüglich dieser geleistet wurde, wird im ersten
Abschnitt zusammengefasst.
Der zweite Aspekt dieser Arbeit ist die zeitliche Variabilität der Ressourcenauslastung
durch einzelne Dienste. Auf unterschiedlichster Zeitskala ist so für eine effiziente Ausführung
der Dienste zu reagieren. Im zweiten Abschnitt wird daher zusammengefasst, wie bisher
versucht wurde die zeitliche Variabilität von Diensten zu beschreiben.
2.1 INTERFERENZEN INNERHALB VERSCHIEDENER RESSOURCEN
Der Grundansatz von Konsolidierung ist das Zusammenführen mehrerer Dienste, wie z. B.
VMs, auf der gleichen Hardware. Durch eine höhere Auslastung der Hardware kann diese
infolge energieeffizienter arbeiten. Gleichzeitig treten jedoch auch Interferenzen auf, da jeder
Dienst die Hardware nun nicht mehr exklusiv nutzen kann [17–19].
2.1.1 RECHENZEIT EINES PROZESSORKERNS
Als erstes Beispiel für eine von Diensten gemeinsam genutzte Ressource sei die Rechenzeit
eines logischen Prozessorkerns genannt. Es ist das klassische Beispiel für eine zeitlich geteilte
Ressource innerhalb eines Computersystems. Es kann nur genau ein Dienst zur gleichen
Zeit auf einem Kern ausgeführt werden. Für Multitasking, also der „parallelen“ Ausführung
mehrerer Dienste auf einem Kern, werden die Dienste jeweils für eine kurze Zeitscheibe
(beim Linux-Kernel standardmäßig 100ms1) ausgeführt, wodurch der Eindruck der Paralle-
lität erzeugt wird. Ein Beispiel zweier Dienste in Abbildung 2.1 dargestellt. Da der jeweils
andere Dienst dazwischen ausgeführt wird, verzögert sich die Vollendung beider Dienste.
Eine sehr frühe Beschreibung dieser Performanzdegradation gab es bereits 1967 von Klein-
rock [25]. Er hat die Ausführung mehrerer Dienste auf einem Prozessorkern als Warteschlan-
genproblem beschrieben. Gemäß Abbildung 2.2 kommen mit einer zufälligen Rate λQ neue
Aufgaben an der Warteschlange (englisch „Queue“) an. Sobald sie an der Reihe sind, wer-
den sie für eine gewisse Zeitscheibe auf dem Prozessorkern („Service Facility“) ausgeführt.
Danach ist der Dienst entweder vollendet oder wird wieder hinten an die Warteschlange für
1Konstante RR_TIMESLICE in include/linux/sched/rt.h definiert
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1 2 1 2 1 2 1 2 1 22
T1 T20 s T 01 T 02
Abbildung 2.1
Scheduling zweier gleichberechtigter, gleichzeitig startender Dienste: Die Vollendung von Dienst 1
verzögert sich von T1 zu T ′1 und von Dienst 2 von T2 zu T
′
2.
eine erneute Ausführung angehängt. Es ist offensichtlich, dass durch das zum Teil wieder-
holte Warten in der Warteschlange Verzögerungen auftreten. Mit diversen Erweiterungen
des Modells, wie z. B. der Einführung von Prioritäten, kann die Wartezeit einzelner Diens-
te reduziert oder gar vollständig vermieden werden. Dies geschieht dann jedoch auf Kosten
anderer Dienste, die stattdessen hinten angestellt werden.
Abbildung 2.2
Warteschlangentheorie für Multitasking [25, S. 244, Abb. 1]
Das Anliegen von Kleinrock [25] ist nicht die Konsolidierung von Diensten. Im Gegensatz
dazu stehen die Arbeiten von Verboven et al. [26] und Xu et al. [27], welche unter anderem
die Prozessorauslastung als einen Aspekt betrachten. Beide werden in Abschnitt 2.1.3 bzw.
Abschnitt 2.1.4 näher betrachtet.
Zhao et al. [28] modellieren explizit die Performanzdegradation durch Prozessor (CPU),
Festplatten-I/O (siehe Abschnitt 2.1.4) und Netzwerk-I/O (siehe Abschnitt 2.1.5). Dank
der Performanzmodelle können sie dann sowohl die Degradation als auch den Energiever-
brauch durch eine geeignete Konsolidierung mit Hilfe eines Ameisenkolonie-Algorithmus [29]
minimieren. Für die Modellierung der Performanzdegradation auf der CPU führen sie den
Benchmark Hyper PI2 auf mehreren virtuelle CPU-Kerne einer VM (vCPUs) auf einer PM
mit acht Kernen aus. Solange nur maximal acht vCPUs verwendet werden, beobachten sie
nur eine geringe, lineare Abnahme der Performanz (u. a. durch Interferenz im Cache, sie-
he Abschnitt 2.1.2). Sobald jedoch die Rechenzeit zwischen mehr als 8 vCPUs geteilt wird,
ist eine Abnahme zu beobachten, die indirekt proportional zur Zahl der vCPUs ist (siehe
Abbildung 2.3).
Zhao et al. [28] zeigen also, dass die zur Verfügung stehende Rechenzeit zu gleichen Teilen
aufgeteilt wird. Sind nun gerade n Dienste gleichzeitig aktiv, bekommt bei gleichberechtig-
tem Scheduling jeder Dienst 1n der zur Verfügung stehenden Rechenzeit. Somit beeinflussen
sich mehrere Dienste auf einem gemeinsamen Kern sehr stark [30]. Dies ist je nach Anwen-
dungsfall nicht tragbar. Daher unterscheiden die Cloudanbieter bei ihren Angeboten zwischen
geteilten und exklusiv genutzten Prozessorkernen. So kann der Kunde nach seinen eigenen
Anforderungen entscheiden, ob er Konsolidierung zulässt. Die exklusive Nutzung eines Pro-
zessorkerns durch einen Kunden führt jedoch zu Idle-Zeiten von bis zu 90% [7]. Sind Dienste
jedoch nicht gleichzeitig aktiv, fordern sie auch nicht zur gleichen Zeit Rechenzeit. Daher
ist keine gegenseitige Verzögerung zu erwarten. Eine Untersuchung dazu befindet sich in
Kapitel 5.
2http://virgilioborges.com.br/hyperpi/ (besucht am 26.02.2019)
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Abbildung 2.3
Performanzdegradation durch geteilte Rechenzeit [28, S. 1390, Abb. 2]: Ausführung des Benchmarks
Hyper PI2 auf mehreren vCPUs auf einer PM mit 8 Kernen
2.1.2 CACHE
Eine weitere Ressource, die zwischen mehreren Diensten gemeinsam genutzt werden kann,
ist der Cache. Dieser ist, wie in Abbildung 2.4 angedeutet, hierarchisch aufgebaut. Der kern-
nächste Level 1-Cache ist dabei am schnellsten (Intel Core i7 Xeon 5500 Series: Zugriffszeiten
von 1,2 ns bis 2,1 ns [31]), jedoch auch am kleinsten. Etwas größer ist der Level 2-Cache, wel-
cher jedoch dafür eine etwas höhere Latenz aufweist (Intel Core i7 Xeon 5500 Series: Zugriffs-
zeiten von 3,0 ns bis 5,3 ns [31]). Da beide Caches exklusiv von einem Prozessorkern genutzt
werden können, werden sie häufig gemeinsam als Level 1/Level 2-Cache (L1/L2-Cache) be-
zeichnet. Mehrere Kerne teilen sich üblicherweise einen Last-Level-Cache (LLC). Dieser ist
zwar der größte, zugleich aber auch der langsamste aller Caches innerhalb eines Prozessors
(Intel Core i7 Xeon 5500 Series: Zugriffszeiten von 12,0 ns bis 40,2 ns [31]). Die auftretenden
Interferenzen innerhalb eines Prozessorkerns durch den gemeinsam genutzten L1/L2-Cache
sowie zwischen verschiedenen Prozessorkernen durch den LLC werden in den folgenden bei-
den Abschnitten behandelt.
Prozessorkern 1
Dienst 1 & Dienst 2
L1/L2-Cache
Prozessorkern 2
Dienst 3
L1/L2-Cache
LLC
Bus mit begrenzter Speicherbandbreite
Dienst 2Dienst 1 Dienst 3
Arbeitsspeicher
Festplatten-I/O Netzwerk-I/O
E
E
E
E
E E
Abbildung 2.4
Interferenzen von Diensten innerhalb verschiedener Ressourcen: Die Rechenzeit von Prozessorkern 1,
der Level 1/Level 2-Cache (L1/L2-Cache), der Last-Level-Cache (LLC), der Bus zum Arbeitsspeicher,
Festplatten-I/O sowie Netzwerk-I/O werden zwischen den Diensten geteilt.
INNERHALB EINES KERNS
Neben der Rechenzeiten eines Prozessorkerns müssen sich zwei Dienste auch den kernexklu-
siven Cache teilen (L1/L2-Cache in Abbildung 2.4). Im Gegensatz zum Arbeitsspeicher, in
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dem jeder Dienst einen eigenen Speicherbereich hat, auf den nur er zugreifen kann, bildet der
Cache nur einen Teilbereich des gesamten Arbeitsspeichers ab, welcher aktuell am häufigsten
angefragt wird.
Betrachten wir als Beispiel die Ausführung von zwei Diensten, Dienst 1 und Dienst 2,
auf einem gemeinsamen Prozessorkern. Zuerst wird Dienst 1 ausgeführt. Er fragt Daten aus
dem Arbeitsspeicher an, welche in den Cache geladen werden und so nachfolgende Anfragen
beträchtlich beschleunigt. Wie in Abschnitt 2.1.1 beschrieben, wird irgendwann die Ausfüh-
rung von Dienst 1 zu Gunsten von Dienst 2 pausiert. Analog zum Dienst 1 fordert ebenfalls
Dienst 2 aus dem Arbeitsspeicher an. Da der L1/L2-Cache nur begrenzte Kapazitäten be-
reitstellt, werden „alte“ Daten vom Dienst 1 durch die Daten von Dienst 2 überschrieben.
Anschließende Anfragen von Dienst 2 auf diese Daten werden schnell durch den Cache be-
dient. Aber auch Dienst 2 wird irgendwann pausiert, damit Dienst 1 fortgesetzt werden kann.
Fragt Dienst 1 nun Daten an, die vormals bereits im Cache gespeichert wurden und somit
eigentlich hätten zügig beantwortet werden können, nun aber gegebenenfalls von Dienst 2
ersetzt wurden, verzögert sich die Beantwortung der Speicheranfrage und somit die gesamte
Ausführungszeit von Dienst 1. Dienst 2 hat also zu einer Verzögerung von Dienst 1 geführt.
Umgekehrt wird natürlich auch Dienst 1 Daten aus dem Cache verdrängen, welche bereits
von Dienst 2 geladen waren und gegebenenfalls später noch einmal benötigt worden wären.
Je nach dem, wie viele unterschiedliche Daten ein Dienst während seiner Laufzeit anfragt,
können nur wenige oder gar alle Daten des jeweils anderen Dienstes aus dem Cache verdrängt
worden sein.
Xu et al. [32] haben unter anderem die Performanzeinbußen durch den L1/L2-Cache unter-
sucht, indem sie die Laufzeiten der CloudSuite3 über mehrere Ressourcen hinweg gemessen
haben. Sie kommen zu dem Ergebnis, dass Interferenzen im L1/L2-Cache zusätzlich zur
geteilten Rechenzeit (siehe Abschnitt 2.1.1) zu einer Verschlechterung um 27% führen.
ZWISCHEN VERSCHIEDENEN KERNEN
Wie bereits in Abschnitt 2.1.1 angesprochen, werden Dienste häufig auf unterschiedliche Pro-
zessorkerne verteilt. Somit tritt zugleich auch keine Wechselwirkung durch den L1/L2-Cache
auf. Sofern die Dienste jedoch noch auf dem gleichen Prozessor laufen, teilen sie sich den
LLC. Ähnlich der Wechselwirkung im L1/L2-Cache kann ein Dienst, je nach Speicherakti-
vität, die Daten des jeweils anderen Dienstes verdrängen und somit seine Ausführungszeit
verlängern. Diese Leistungseinbrüche können ebenfalls bis zu 28% betragen [32]. Deshalb
jedoch jedem Dienst einen eigenen Prozessor zuzuweisen ist jedoch nicht rentabel.
Kim et al. [33] haben sich genau dieses Problems angenommen. Sie charakterisieren die
Speicheraktivität einzelner Dienste, in ihrem Fall VMs, und identifizieren anhand derer Kom-
binationen von VMs, bei denen eine nur geringe Wechselwirkung zu erwarten ist. Hierfür
definieren Kim et al. zwei Größen, welche die Speicheraktivität beschreiben. Die erste ist die
Intensität I:
I := rLLC-miss ·
√︄
1
RLLC-miss
. (2.1)
Sie besteht aus der Missrate rLLC-miss = NLLC-miss∆t , wie viele Anfragen NLLC-miss inner-
halb der Zeit ∆t nicht vom LLC beantwortet werden konnten, und dem Missverhältnis
RLLC-miss = NLLC-missNLLC-ref , wie viele Anfragen im Verhältnis zu den beantworteten Anfragen
NLLC-ref nicht durch den LLC beantwortet werden konnten. Die Intensität ist dabei ein
Maß, wie stark ein Dienst voraussichtlich negativ auf einen anderen Dienst wirken wird. Als
3http://cloudsuite.ch/ (besucht am 10.09.2018)
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zweites wird die Sensitivität S definiert.
S := (1−RLLC-miss) ·Rstall (2.2)
Dabei beschreibt Rstall = TstallTtotal das Verhältnis von Takten Tstall, in denen auf die Beantwor-
tung von Speicheranfragen gewartet wurde, zu den Takten Ttotal der gesamten Ausführung.
Die Sensitivität ist ein Maß, wie stark ein Dienst sich voraussichtlich durch einen ande-
ren Dienst negativ beeinflussen lässt. Basierend auf der Speichercharakteristik der einzelnen
Dienste, werden Dienste mit hoher Intensität mit Diensten niedriger Sensitivität konsolidiert
(siehe Abbildung 2.5).
Diese Herangehensweise ist leicht umzusetzen, da nur einfach verfügbare Werte genutzt
werden. Allerdings ist der Cache keine zeitlich geteilte Ressource, da die Performanz eines
Dienstes von dem zwischenzeitlich ausgeführten abhängt. Daher adressieren Kim et al. [33] in
erste Linie eine Ressource, die nicht von dieser Arbeit behandelt wird. Trotz alledem könnte
der Ansatz parallel zu den Konzepten aus Kapitel 4 und 5 berücksichtigt werden.
VMs
mit
Intensität
I VMs
mit
Sensitivität
S
Abbildung 2.5
Konsolidierung nach Kim et al. [33]: virtuelle Maschinen (VMs) mit großer Intensität werden mit VMs
kleiner Sensitivität konsolidiert.
Des Weiteren wird die Interferenz im LLC auch von anderen Arbeiten berücksichtigt. Diese
werden in folgenden Abschnitten 2.1.3 (Roytman et al. [30]), 2.1.4 (Verboven et al. [26]) und
2.1.5 (Xu et al. [27]) näher beschrieben.
2.1.3 ARBEITSSPEICHER
Wie bereits in Abbildung 2.4 dargestellt, teilen sich Dienste neben dem LLC ebenfalls die
Speicherbandbreite zum Arbeitsspeicher. Roytman et al. [30] haben Wechselwirkungen in
diesen beiden Komponenten als Hauptursache für Performanzdegradation identifiziert und
einen Lösungsansatz vorgeschlagen. Dabei betrachten sie jedoch nicht jede VM für sich, son-
dern ordnen sie anhand nicht näher genannter Parameter einem charakteristischen Klon zu.
Diese diskrete Menge an Klonen soll das gesamte Spektrum der Interferenzen durch das
Speichersystem abdecken [34]. Die Klone wurden im Vorfeld charakterisiert, wie stark sie die
anderen Klone beeinflussen bzw. wie stark sie sich von diesen beeinflussen lassen (ähnlich
Intensität und Sensitivität aus Abschnitt 2.1.2). Somit werden die Klone als Proxy für die
Vorhersage der erwarteten Interferenz zwischen den VMs genutzt. Als Umsetzung stellen
Roytman et al. einen Konsolidierungsalgorithmus vor, dessen Evaluation in Abbildung 2.6
zusammenfassend dargestellt ist. Gezeigt ist die Reduzierung der Performanzdegradation bei
ihrem Konsolidierungsalgorithmus im Vergleich zu je zehn naiven Verteilungen der VMs. Es
ist zu sehen, dass die Konsolidierung desto effizienter ist, je mehr VMs behandelt werden.
Dies ist dadurch zu erklären, dass bei einer größeren Anzahl von VMs jeder VM mehr Kon-
solidierungspartner gegenüber stehen, aus denen die mit der am geringsten zu erwartenden
Interferenz gewählt werden kann.
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Die Charakterisierung der repräsentativen Klone im Vorfeld ist aufwendig. Zudem ist die
Konsolidierung von den gewählten Klonen abhängig. Darüber hinaus können individuelle
VMs, welche Mischformen verschiedener Klone darstellen, nicht angemessen berücksichtigt
werden, da sie nur einem Klon zugeordnet werden.
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Abbildung 2.6
Reduzierung der Performanzdegradation bei Berücksichtigung von u. a. der Speicherbandbreite [30,
S. 10, Abb. 8]: Je mehr virtuelle Maschinen (VMs) zur Auswahl stehen, desto wahrscheinlicher befindet
sich eine komplementäre VM darunter.
Analog der Modellierung der Performanzdegradation durch die CPU haben Zhao et al. [28]
auch den Einfluss des Arbeitsspeichers untersucht. Durch mehrere Instanzen des Benchmarks
memtester4 haben sowohl die Allokation als auch die Auslastung des Arbeitsspeichers va-
riiert. Wie für die Rechenzeit haben sie ebenfalls eine indirekte Proportionalität von Per-
formanzdegradation und Auslastung des Arbeitsspeichers identifiziert (siehe Abbildung 2.7).
Daher ist es gerechtfertigt die Speicherbandbreite als zeitlich geteilte Ressource aufzufassen
(vgl. Abschnitt 2.1.1).
Abbildung 2.7
Performanzdegradation im Arbeitsspeicher bei Ausführung mehrerer Instanzen des Benchmarks mem-
tester4 [28, S. 1390, Abb. 3]
Die Speicherbandbreite wird ebenfalls von Xu et al. [27] berücksichtigt. Dessen Ansatz
wird im Abschnitt 2.1.5 näher betrachtet.
2.1.4 FESTPLATTEN-I/O
Server können mehrere Prozessoren mit jeweils lokal angebundenem Arbeitsspeicher haben.
Damit könnten Dienste so verteilt werden, dass sie die oben genannten Ressourcen exklu-
siv nutzen können. Dennoch gibt es weitere Ressourcen, die gemeinsam von verschiedenen
4http://pyropus.ca/software/memtester/ (besucht am 26.02.2018)
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Diensten genutzt werden. Ein Beispiel hierfür ist das Schreiben/Lesen (Input/Output – I/O)
persistenter Daten aller Dienste auf die Festplatte.
Yang et al. [35] haben die möglichen Interferenzen untersucht, indem sie gezielt Angrif-
fe auf VMs innerhalb eines Datenzentrums durchgeführt haben. Dafür wurden zunächst
Festplatten-Benchmarks über mehrere VMs ausgeführt, um Statistiken über die gegenseitige
Wechselwirkung zu sammeln. Auf dessen Basis konnte ermittelt werden, welcher I/O-Sche-
duler gerade vom jeweiligen Hypervisor verwendet wird. Schließlich konnten gezielt Burst-
Angriffe variierender Größe ausgeführt werden. In Abbildung 2.8 ist zu sehen, dass bei hoher
Aktivität der angreifenden VM Performanzeinbußen von bis zu 85% auftreten können.
Abbildung 2.8
Leistungseinbruch des Festplatten-Input/Output-Operationen pro Sekunde (IOPS) in Abhängigkeit
der Aktivität der angreifenden virtuelle Maschine (VM) [35, S. 39, Abb. 7]: Die Abszisse zeigt den
Anteil des benötigten Durchsatzes der angreifenden VM, wohingegen die Ordinate die relative Per-
formanz des „Opfers“ bezüglich des Durchsatzes ohne Angreifer darstellt.
Neben diversen anderen Parametern wie CPU und Hit/Miss-Rate des Caches war auch
der Festplatten-I/O ein Kriterium für Verboven et al. [26]. Ähnlich den „Klonen“ aus Ab-
schnitt 2.1.3 (Roytman et al. [30]), werden einzelne VMs auf vier charakteristische Cluster
C1, C2, C3 und C4 abgebildet. Während C1 und C2 von der CPU limitiert werden und nur
eine maximal geringe Festplattenaktivität aufweisen, wird C3 unter anderem und C4 sogar
ausschließlich durch die Festplatte limitiert. Der Tabelle 2.1 ist zu entnehmen, dass gerade
C3 und C4, welche die Kapazität der Festplatte bereits für sich ausschöpfen, stark unter
nebenläufigen Festplattenaktivitäten anderer VMs leiden. Werden zwei VMs des Clusters
C4 konsolidiert, findet wie bei der Rechenzeit eines Prozessorkerns (siehe Abschnitt 2.1.1)
eine Verdopplung der Laufzeit statt.
Sowohl Yang et al. [35] als auch Verboven et al. [26] demonstrieren mit ihrer Arbeit, dass
zumindest unter hoher Last Festplatten-I/O als zeitlich geteilte Ressource aufgefasst werden.
Die Kapazität der möglichen Zugriffe wird zwischen beiden VMs geteilt.
2.1.5 NETZWERK-I/O
Analog des Festplatten-I/Os wird auch die Bandbreite des Netzwerkinterfaces von allen
Diensten auf einer physischen Maschine geteilt. Da mehrere Dienste häufig als verteiltes
System an einem gemeinsamen Ziel arbeiten, ist die Kommunikation zwischen ihnen über
das Netzwerk ein elementarer Bestandteil der Gesamtarchitektur. Daher haben Xu et al.
[27] den Netzwerk-I/O neben CPU und der Speicherbandbreitenauslastung innerhalb ei-
nes Nachfrage/Angebot-Modells mit berücksichtigt. Aus allen Parametern haben sie einen
Wert („Interference Value“) berechnet, welcher bei Null beginnend mit steigendem Wert
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Tabelle 2.1
Durschnittliche Performanzdegradation [%] durch paarweise konsolidierte virtuelle Maschinen (VMs)
[26]
konsolidierte VM
gemessene VM C1 C2 C3 C4
C1 0,38 0,39 0,37 0,72
C2 0,65 0,47 0,71 2,03
C3 0,62 1,04 3,03 11,05
C4 6,19 7,88 25,66 102,23
die zu erwartenden Wechselwirkungen zwischen den VMs beschreibt. Er beinhaltet die er-
wartete Verschlechterung durch Interferenz sowohl in der CPU als auch im Netzwerk-I/O.
Diese Vorhersage beider Aspekte („Est. Interference“) vergleichen Xu et al. mit der tat-
sächlichen Performanzverschlechterung, insbesondere durch den Einfluss des Netzwerk-I/Os
(„Degradation“ in Abbildung 2.9). Die Performanz verschlechtert sich allein aufgrund des
Netzwerk-I/Os um etwa 0,1 und 1,0. Der Netzwerk-I/O stellt daher gegenüber der Vorhersa-
ge von etwa 1,1 bis 2,3 den großen Teil des „Interference Values“ dar. Unter Berücksichtigung
dieser Beobachtung bei der Konsolidierung konnten Xu et al. die Performanzdegradation bei
netzwerklastigen Diensten um 45% bis 65% reduzieren.
Abbildung 2.9
Interferenz von zwei VMs u. a. durch Netzwerk-I/O in Abhängigkeiten von der Netzwerkauslastung
einer dritten VM vm03 [27, S. 3016, Abb. 6]
Die Performanzdegradation zwischen mehr als zwei Diensten haben Zhao et al. [28] unter-
sucht. Mit Hilfe von mehreren VMs, welche über den Benchmark netperf5 Netzwerk-I/O
erzeugten, konnten sie zeigen, dass die Performanzdegradation durch das Netzwerk („Average
value“ – gemittelt über alle beteiligten VMs) ebenfalls eine indirekte Proportionalität zu de-
ren Auslastung aufweist („Fitted value“ in Abbildung 2.10). So liegt auch die Annahme
des Netzwerk-I/O als zeitlich geteilte Ressource nahe (vgl. Abschnitt 2.1.1). Ohne gezielte
Manipulation, im Gegensatz zu Yang et al. [35] (Abschnitt 2.1.4), wird die Kapazität des
Netzwerks zu gleichen Teilen auf beide VMs aufgeteilt.
2.2 ZEITLICHE VARIABILITÄT AUF MAKROSKALA
Alle Ansätze aus Abschnitt 2.1 betrachten die Parameter der Dienste, wie z. B. die Prozes-
sorauslastung, die Speicheraktivität oder den I/O, über die gesamte Laufzeit eines Dienstes
5https://hewlettpackard.github.io/netperf/ (besucht am 26.02.2018)
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Abbildung 2.10
Performanzdegradation durch Netzwerk-I/O bei Ausführung des Benchmarks netperf5 zwischen
mehreren VMs [28, S. 1391, Abb. 4].
als konstanten Wert. Dies entspricht jedoch nicht der Realität, wie die Auslastung der Google
Websuche vom Google Transparenzbericht6 in Abbildung 2.11 zeigt. Die Auslastung variiert
auf der Zeitskala von Monat, Woche und Tag. Dabei ist unter anderem eine Periodizität
in Abhängigkeit des Wochentags festzustellen. Diese hängt jedoch vom jeweils betrachteten
Dienst ab. Während die Google Websuche Sonntag am häufigsten besucht wird, konzentrie-
ren sich viele Dienste aus dem Google Data Trace (siehe Abschnitt 3.3) eher auf Wochentage
[20]. Die Abweichung davon in Abbildung 2.12 an Tag 18 ist einem einzelnen Nutzer zuzu-
schreiben. Ohne diesen verhält sich Tag 18 wie die anderen Wochentage.
Abbildung 2.11
Traffic von Google Websuche in Deutschland über 19 Tage vom Google Transparenzbericht6
Wie Abbildung 2.11 zeigt, kann Periodizität auch innerhalb eines Tages auftreten, wie
z. B. Vormittag hohe, Mittag etwas niedrigere und Nachmittag wieder hohe Auslastung.
Zeiträume, in denen unter anderem solch eine Periodizität auftreten kann, wird als Makro-
skala definiert. Sie umfasst größere Zeiträume in Form von Monaten, Wochen, Tagen und
gegebenenfalls noch mehreren Stunden innerhalb eines Tages. Von ihnen lässt sich die durch-
schnittliche zu erwartende Auslastung abschätzen, sei es durch auftretende Periodizität oder
6https://transparencyreport.google.com/ (besucht am 19.06.2018)
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Abbildung 2.12
Anzahl zu bearbeitender Jobs eines Datenzentrums über 28 Tage [20, S. 498, Abb. 1a]
durch Tendenzen der unmittelbar vorher gemessenen Auslastung [36–43].
2.3 ZEITLICHE VARIABILITÄT AUF MIKROSKALA
Im Gegensatz zur Makroskala ist die Auslastung im Laufe eines Tages im Allgemeinen jedoch
zufällig [20, 21]. Es kann nicht durch im Vorhinein erlernte Muster vorhergesagt werden, ob
eine hohe oder niedrige Auslastung zu erwarten ist. Der Makroskala steht dementsprechend
die Mikroskala entgegen. Sie umfasst kleinere Zeiträume wie Stunden, Minuten, Sekunden
oder gar kleineren Intervallen. Die zeitliche Variabilität auf Mikroskala ist dadurch gekenn-
zeichnet, dass die Auslastung zufällig ist. Es können Aussagen über Statistiken, wie z. B.
Mittelwert, Varianz etc., getroffen werden, allerdings nicht über Einzelwerte. Die Einzelwer-
te sind im Allgemeinen unabhängig von den zuvor aufgetretenen Werten.
2.3.1 BESCHREIBUNG DER ZEITLICHEN VARIABILITÄT
Aus der Erkenntnis heraus, dass sich die Auslastung der Dienste über die Zeit ändert, er-
gibt sich die Frage, wie diese Dynamik beschrieben werden kann. Anhand von Zeitreihen
von Clustern bzw. Grids hat Li [44] dafür zwei grundlegende Konzepte vorgestellt. Beide
nutzen dabei die Formalismen von Zufallszahlen. Im ersten Konzept werden die Anfragen
bzw. Events eines Dienstes einzeln für sich betrachtet. Sie sind durch ihre Ankunftszeit ti
charakterisiert. Aus den Ankunftszeiten wird die Zwischenankunftszeit T = ti+1 − ti defi-
niert, welche die Zufallsvariable darstellt. Dieser ungleichmäßigen Aufteilung der Zeit steht
das zweite Konzept mit äquidistanten Intervallen der Länge ∆t gegenüber. Es wird die Ge-
samtanzahl N(t) der Events gezählt. Daraus ergibt es für jedes Intervall
[︁
k ·∆t, (k + 1) ·∆t)︁
die zufällige Anzahl der Anfragen Ck = N((k+1) ·∆t)−N(k ·∆t). Ein Beispiel ist in Abbil-
dung 2.13 dargestellt. Es ist zu erkennen, wie Anzahl der Anfragen für jedes Intervall zufällig
variiert. Häufig werden auch entsprechend skalierte Darstellungen solch eines Zählprozesses
verwendet. Wird z. B. die Anzahl mit der Intervalllänge normiert, erhält man die Rate Ck∆t .
Die Multiplikation mit dem Arbeitsaufwand, wie z. B. der benötigten Rechenzeit, kann die
Last darstellen. Wird diese wiederum auf die zur Verfügung stehenden Ressourcen (z. B.
Rechenzeit) normiert, ergibt sich die Auslastung der Ressourcen.
Yu et al. [45] haben die Beschreibung als Zählprozess für die Prozessorauslastung aus
dem Google Data Trace (siehe Abschnitt 3.3) gewählt. In Abbildung 2.14a ist zu sehen,
dass nicht nur die Prozessorauslastung verschiedener VMs unterschiedlich ist, sondern auch
die jeweiligen Einzelwerte variieren. Abbildung 2.14b zeigt hierfür auch exemplarisch die
Verteilung der Einzelwerte einer VM. Die Prozessorauslastung variiert von etwa 24% bis
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Abbildung 2.13
Anzahl von Ereignissen je Intervall der Anwendung lhcb [44, S. 12, Abb. 4]
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Abbildung 2.14
Prozessorauslastung von virtuellen Maschinen als Zufallsvariable
Für die Konsolidierung der VMs haben Yu et al. [45] einen Grenzwert definiert. Dieser
drückt aus, mit welcher Wahrscheinlichkeit die Prozessorauslastung nach der Konsolidierung
überschritten, also effektiv überlastet, sein darf. Das ist im Wesentlichen die gleiche Herange-
hensweise wie die „Konsolidierung von stochastisch unabhängingen Diensten“ (Abschnitt 4).
Im Gegensatz dazu nutzen Yu et al. den Ansatz jedoch nicht für eine globale, effiziente Ver-
teilung aller VMs. Stattdessen werden damit nur kritische Punkte der Überlast identifiziert
und lokal aufgelöst.
Monshizadeh Naeen et al. [46] ergänzen diesen Ansatz. Zum einen nutzen sie die Formu-
lierung auch für die globale Verteilung der VMs. Außerdem vergleichen sie den aktuellen
Zustand des Datenzentrums regelmäßig mit dem globalen Optimum. Zum anderen berück-
sichtigen sie neben der Fluktuation des Workloads auf Mikroskala ebenfalls Langzeittrends
auf Makroskala, indem sie die Beschreibung der Ressourcenauslastung durch nichtstatio-
näre Zufallsvariablen wählen. Allerdings treffen die Autoren explizit die Annahme, dass alle
VMs unabhängig voneinander agieren. Dies ist im Allgemeinen nicht der Fall, wie in Ab-
schnitt 2.3.3 und 5.3.1 gezeigt wird.
2.3.2 KLASSIFIZIERUNG VON ZEITREIHEN
Alternativ zur Beschreibung jedes einzelnen Dienstes mit Hilfe von Zufallszahlen können die
Zeitreihen, analog den Ansätzen von Roytman et al. [30] (Abschnitt 2.1.3) und Verboven et
al. [26] (Abschnitt 2.1.4), in eine begrenzte Anzahl von charakteristischen Klassen eingeteilt
werden. Patel et al. [47] haben 17 Klassen für den Google Data Trace (siehe Abschnitt 3.3)
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identifiziert. Drei Klassen sind als Beispiel in Abbildung 2.15 dargestellt. So identifizieren
Patel et al. [47] unter anderem zahlreiche Zeitreihen von Diensten mit einer durchgängig sehr
geringen CPU-Auslastung (Abbildung 2.15a). Ein weiteres, typisches Muster ist die geringe
CPU-Auslastung mit einzelnen Peaks (Abbildung 2.15b). Eine dritte, häufige Klasse sind
Zeitreihen erhöhter CPU-Auslastung (Abbildung 2.15c). Die anderen 14 Klassen beinhalten
relativ individuelle Merkmale kleiner Gruppen von Zeitreihen. Wie die Einteilung der Zeit-
reihen von Diensten zur Konsolidierung genutzt werden kann, wird jedoch nicht untersucht.
Dennoch sind die Erkenntnisse von Patel et al. [47] von großer Relevanz für diese Arbeit.
Selbst bei grober Einteilung aller Dienste sind 14 Klassen notwendig, um alle Dienste annä-
hernd zu beschreiben. Somit ist gezeigt, dass es viele unterschiedliche oder auch individuelle
Dienste gibt. Das rechtfertigt nicht nur eine stark begrenzte Menge repräsentativer Klone
(siehe Abschnitt 2.1.3 und 2.1.4) zu betrachten, sondern die Beziehungen einzelner Dienste
untereinander zu berücksichtigen.
(a) geringe Prozessorauslastung
(b) geringe Prozessorauslastung mit Peaks
(c) hohe Prozessorauslastung
Abbildung 2.15
Drei beispielhafte der insgesamt 17 Klassen von Zeitreihen der Prozessorauslastung aus [47, S. 29,
Abb. 3]
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2.3.3 KORRELATION ZWISCHEN ZEITREIHEN
Sowohl Yu et al. [45] (Abschnitt 2.3.1) als auch Patel et al. [47] (Abschnitt 2.3.2) betrach-
ten jeden Dienst für sich. Es wird keine Aussage darüber getroffen, wie sich die Zeitreihen
unterschiedlicher Dienste untereinander verhalten. Dabei ist in Abbildung 2.15b zu sehen,
dass die Last von unterschiedlichen Diensten offensichtlich miteinander korrelieren kann. So
treten die Peaks mehrerer Dienste zur gleichen Zeit auf.
Khan und Yan [48] hingegen haben die Korrelation zwischen verschiedenen „Clustern“
untersucht. Ein Cluster besteht dabei jedoch aus mehreren VMs, da die Daten der einzelnen
VMs zu stark rauschten. Außerdem wurde die Untersuchung auf die Prozessorauslastung
beschränkt. Analog können auch andere Ressourcen betrachtet werden.
Um die Untersuchung auf grundlegende Korrelationen zu konzentrieren, haben Khan und
Yan [48] die Prozessorauslastung in fünf Schritte diskretisiert. Diese wurden in eine Matrix
übertragen, welche in der einen Dimension alle VMs und in der zweiten Dimension deren
Auslastungen enthält (siehe Abbildung 2.16). Zur Validierung wurden 1212 VMs mit mindes-
tens mittlerer Auslastung ausgewählt. Unter diesen wurden 98 sogenannte „Co-Cluster“, also
Gruppen von VMs, deren Auslastung stark korreliert, mit durchschnittlich 15 VMs identifi-
ziert. Dabei kann eine VM allerdings durchaus in mehreren Co-Clustern enthalten sein. Die
Autoren haben damit gezeigt, dass Korrelation zwischen Zeitreihen ein signifikantes und so-
mit zu berücksichtigendes Kriterium sind. Würden solche Dienste konsolidiert werden, würde
die Ressource weitestgehend nur zwischen Idle (alle Dienste haben geringe Auslastung) und
Überlastung (alle Dienste haben erhöhte Auslastung) wechseln.
Co-cluster 
(s2=1, s3 = 4, s4 =2)
4
1
2
s1 s2 s3 s4 … sM
t1
t2
t3
…
tN
s2 s3 s4
t2
t3
1 4 2
1 4
2
3
3
3
1
1
1
4
4 2
4
1 4 2
Abbildung 2.16
Korrelation zwischen den Auslastungen der VMs si über die Zeit t [48, S. 1288, Abb. 2]: Eine VM
kann zu mehreren Co-Clustern gehören.
2.4 ZUSAMMENFASSUNG UND ABGRENZUNG
Eine Zusammenfassung der wichtigsten vorangegangenen Arbeiten ist in Tabelle 2.2 gegeben.
Hierfür wurden ebenfalls Kriterien für die Bewertung definiert. Das Kriterium „Konsolidie-
rung“ gibt dabei an, ob die Arbeit die Konsolidierung von Diensten als Anliegen hat. Das
zweite Kriterium sind die unterschiedlichen Ressourcen: CPU-Kern, Cache, Arbeitsspeicher
(RAM), Festplatten-I/O und Netzwerk-I/O. Für jede Ressource gibt es dabei zwei Unterkri-
terien. Als erstes, ob diese Ressource und insbesondere dessen Auslastung überhaupt betrach-
tet wird. Zweites und wichtiges Unterkriterium ist die Untersuchung von Interferenzeffekten.
Des Weiteren wird die Einbeziehung der zeitlichen Variabilität auf Mikroskala (Definition
siehe Abschnitt 2.3) als wichtiges Kriterium herangezogen. Zuletzt wird bewertet, ob eine
Generalisierung von Diensten stattfindet oder die Ergebnisse für jeden Dienst individuell
angewandt werden können.
In Tabelle 2.2 zeigt sich, dass sich die vorhandenen Arbeiten imWesentlichen in zwei Grup-
pen einteilen lassen. Entweder werden Interferenzen innerhalb verschiedener Ressourcen für
eine effiziente Konsolidierung oder die zeitliche Variabilität auf Mikroskala untersucht. Au-
ßerdem sind viele Konzepte nur auf einen Teil der unterschiedlichen Ressourcen anwendbar.
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Um Interferenzen aller Ressourcen zu berücksichtigen, müssten mehrere, zum Teil jedoch
inkompatible Ansätze miteinander kombiniert werden. Zudem verwenden Ansätze aus [26,
30, 47, 48] Verallgemeinerungen von den Diensten auf eine vordefinierte, begrenzte Anzahl
von Repräsentanten. Dadurch gehen individuelle Eigenschaften der einzelnen Dienste verlo-
ren, welche eine Konsolidierung gegebenenfalls hätten begünstigen oder auch beeinträchtigen
können.
In dieser Arbeit werden daher zwei Ansätze vorgestellt und entsprechend evaluiert, die
Interferenzen auf Basis der zeitlichen Variabilität auf Mikroskala reduzieren können. In
Abschnitt 4 wird das Cutting Stock Problem (CSP) für Dienste mit zufällig variierender
Ressourcenauslastung erweitert. Im Gegensatz zu Yu et al. [45] wird dabei jedoch darauf
eingegangen, wie das Problem der „Überlastungswahrscheinlichkeit“ auf das klassische CSP
zurückgeführt werden kann, welches in vielen anderen Konsolidierungsansätzen verwendet
wird. So kann die Berücksichtigung der Variabilität eines Dienstes in zahlreiche bestehende
Umsetzungen integriert werden.
Außerdem wird in Abschnitt 5 die Beziehung zwischen Phasen der Aktivität und Idle
untersucht. Indem Dienste miteinander konsolidiert werden, welche auf der Mikroskala zu
unterschiedlichen Zeiten aktiv sind, kann einerseits die Auslastung einer Ressource durch
weniger Idle-Zeiten verbessert und zugleich Interferenzen zwischen den Diensten verringert
werden.
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In diesem Kapitel wird kurz in Themen eingeführt, welche zum Verständnis dieser Arbeit
notwendig sind. Dabei wird auf drei Gebiete eingegangen. Das CSP dient als Ansatz zur
effizienten Dienstekonsolidierung. Die Stochastik von Zufallszahlen und deren Abhängigkei-
ten wird verwendet, um die zeitliche Variabilität der Auslastung zu beschreiben. Schließlich
wird der Aufbau des Google Data Traces [49] erläutert, welcher zur Validierung der in dieser
Arbeit vorgestellten Konzepte dient.
3.1 CUTTING STOCK PROBLEM
Das CSP entstammt der Produktionsplanung [50]. In der wortwörtlichen Bedeutung „Cutting
Stock“ (engl. für „Stöcke zerteilen“) beschreibt es, wie Teile mit einer gewissen Länge mög-
lichst effizient aus größeren Stöcken geschnitten werden können. Dabei wird der Verschnitt
und somit die Anzahl der benötigten großen Stöcke minimiert.
Im Kontext der Dienstekonsolidierung wird das CSP dazu verwendet eine gegebene Men-
ge D von n Diensten di auf m ≤ n disjunkte Teilmengen D1, . . . ,Dm aufzuteilen (siehe
Abbildung 3.1). Jede Teilmenge Dk enthält dabei die Dienste, welche gemeinsam auf einer
Ressource konsolidiert werden können ohne dessen Kapazität zu überschreiten. Durch die
Minimierung der Anzahl der Teilmengen werden nur so wenig Ressourcen verwendet, wie
wirklich zur Ausführung aller Dienste benötigt werden.
D1 = fd1, d3, : : : g D2 = fd2, d4, d5, : : : g : : : Dm
D = fd1, : : : , dng
Abbildung 3.1
Cutting Stock Problem: Beispielhafte Zerlegung der Menge D von n Diensten di in m ≤ n disjunkte
Teilmengen Dk.
In den nachfolgenden Abschnitten wird zum einen ein mathematisches Modell des CSP
vorgestellt. Zum anderen wird der Algorithmus First Fit Decreasing (FFD) als effiziente
Näherung zur Lösung erläutert.
3.1.1 MATHEMATISCHE MODELLIERUNG
Das CSP kann auf unterschiedliche Art und Weise beschrieben werden. Hier dienen zur
Beschreibung der Teilmengen Dk binäre Vektoren a⃗k ∈ Bn. Ist der Dienst di in Dk enthalten,
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so ist das i-te Element von a⃗k 1, sonst 0. Für die ersten beiden Teilmengen aus dem Beispiel
der Abbildung 3.1 ergibt sich daher:
a⃗1 = (1, 0, 1, . . . )| , a⃗2 = (0, 1, 0, 1, 1, . . . )| . (3.1)
Die Vektoren beinhalten dabei jedoch noch keine Aussage, ob die Teilmenge auch zuläs-
sig ist, dass heißt die Ressourcen nach Konsolidierung der Dienste nicht überlastet werden.
Hierfür muss der statische Ressourcenverbrauch µi jedes Dienstes di betrachtet werden (dy-
namischer Ressourcenverbrauch wird in Kapitel 4 behandelt). Um ein potentielles SLA nicht
zu verletzen, dürfen alle Dienste einer Teilmenge gemeinsam nur maximal die Kapazität C
der Ressource nutzen. Somit ergibt sich die Definition über die Zulässigkeit einer Teilmenge:
∑︂
i∈Dk
µi ≤ C. (3.2)
Des Weiteren lässt sich die Menge A aller zulässigen Teilmengen formulieren:
A = {a⃗ ∈ Bn |⃗a|µ⃗ ≤ C} , (3.3)
wobei der Vektor µ⃗ = (µ1,µ2, . . . ,µn)| alle Ressourcenverbräuche der einzelnen Dienste di
enthält.
Anzumerken ist, dass das CSP nur lösbar ist, wenn µi ≤ C, ∀i gilt. Sobald ein Dienst
mit µi > C existiert, kann dieser auch nicht einzeln einer Teilmenge unter Berücksichtigung
der Bedingung (3.2) zugeordnet werden. Durch das Ersetzen der Kapazität C durch c < C
können außerdem Überlastungssituationen zusätzlich vermieden werden.
3.1.2 FFD-ALGORITHMUS
A enthält alle zulässigen Mengen. Diese sind daher nicht disjunkt. Die Aufgabe besteht
also darin, m disjunkte Teilmengen aus A auszuwählen, sodass einerseits alle Dienste di
genau einmal vertreten sind und andererseits so wenig wie möglich Teilmengen auszuwählen.
Das Finden dieser optimalen Lösung ist NP-hart [51]. Zwar gibt es mehrere Modelle und
Algorithmen, die die optimale Lösung selbst für eine große Anzahl von Diensten finden
können, jedoch benötigen diese ganzzahlige Parameter [52–54]. Die Skalierung reeller Zahlen
auf ganzzahlige führt allerdings häufig zu sehr großen Zahlen. Daher ist für eine schnelle und
effiziente Konsolidierung von Diensten eine Näherung der optimalen Lösung sinnvoll. Eine
sehr gute Näherung ist der Algorithmus First Fit Decreasing (FFD) [55]. Seine maximale
Abweichung von der optimalen Anzahl benötigter Ressourcen moptimal ist bekannt als
m ≤ 119 ·moptimal +
6
9. (3.4)
Wie in Algorithmus 1 dargestellt, sortiert FFD alle Dienste in D zunächst nach abstei-
gendem Ressourcenverbrauch und initialisiert eine erste Teilmenge D1. Anschließend wird
jeder Dienst di der Reihe nach einer Teilmenge zugeordnet. Dabei wird für jede bisher initia-
lisierte Teilmenge Dk überprüft, ob der Dienst eben dieser hinzugefügt werden kann ohne
das Zulässigkeitskriterium (3.2) zu verletzen (Zeile 5). Ist dies möglich, wird der Dienst di
der Teilmenge Dk hinzugefügt und mit dem nächsten Dienst di+1 fortgefahren. Wenn keine
der bisherigen Teilmengen noch genügend Restkapazität besitzt, wird eine neue Teilmen-
ge initialisiert, der der Dienst di hinzugefügt wird. Schließlich ist jeder Dienst genau einer
Teilmenge zugeordnet.
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Algorithmus 1 CSP via First Fit Decreasing (FFD)
Eingabe: Menge aller Dienste D
1: Sortiere alle Dienste in D nach absteigendem Ressourcenverbrauch, z. B. µ1 ≥ µ2 ≥
· · · ≥ µn.
2: Initialisiere eine neue, leere Teilmenge D1.
3: for all Dienste di ∈ D do
4: for k = 1 to Anzahl bisher initialisierter Teilmengen do
5: if < Zulässigkeitskriterium > then
6: Füge di zur Teilmenge Dk hinzu.
7: break
8: end if
9: end for
10: if Dienst di ist in noch keiner Teilmenge then
11: Initialisiere eine neue Teilmenge Dk+1 mit di.
12: end if
13: end for
3.2 STOCHASTIK
Im Abschnitt 3.1 wurden ausschließlich Dienste mit konstantem Ressourcenverbrauch be-
trachtet. Wie in Abschnitt 2.3 dargelegt, variiert dieser jedoch in Wahrheit. Diese Fluktuati-
on wird mit Hilfe von Zufallsvariablen beschrieben. Anschließend wird die Kovarianz und der
Korrelationskoeffizient für die Beschreibung der Beziehung zweier Zufallszahlen zueinander
vorgestellt.
3.2.1 ZUFALLSVARIABLEN
Von Zufallsvariablen spricht man, wenn eine Variable keinen festen Wert hat [56]. Stattdessen
kann sich ihr Wert xi bei jeder Beobachtung von vorhergehenden unterscheiden. Als klas-
sisches Beispiel kann hierfür das Würfeln gesehen werden. Das Ergebnis xi einer einzelnen
Runde kann unterschiedliche Werte x ∈ E einer Menge M = {1, 2, 3, 4, 5, 6} möglicher Er-
gebnisse annehmen. Im Allgemeinen kann man aus zuvor beobachten Werten keine Aussage
darüber treffen, welcher genaue Wert als nächstes angenommen wird. Wir benennen solche
Zufallsvariablen durch Großbuchstaben, zum Beispiel X.
Jedem möglichen Wert x kann dabei eine Wahrscheinlichkeit P{X = x} ≥ 0 zugeordnet
werden. Sie beschreibt die Häufigkeit Nx des Auftretens relativ zu der Gesamtanzahl N der
Durchläufe:
P{X = x} = Nx
N
(3.5)
Dabei muss N jedoch „hinreichend groß“ sein. Häufig geht man hierfür vom Grenzwert
N →∞ aus. Daraus folgend muss der Wertebereich E auch keine Menge mit endlich vielen
Werten sein. Stattdessen sind auch kontinuierliche Wertebereiche möglich, wie zum Beispiel
die reellen Zahlen. Somit kann auch der Ressourcenverbrauch von Diensten durch Zufalls-
variablen beschrieben werden. Nachfolgend wird davon ausgegangen, dass N immer „hinrei-
chend groß“ ist ohne zwangsläufig unendlich zu sein.
Trotz ihrer Zufälligkeit können natürlich dennoch gewisse Eigenschaften von Zufallsvaria-
blen beschrieben werden. So kann beispielsweise die kumulative Verteilungsfunktion FX(x)
Auskunft darüber geben, mit welcher Wahrscheinlichkeit P{X ≤ x} die Zufallsvariable X
kleiner oder gleich einem Wert x sein wird. FX(x) ist dabei immer monoton von 0 nach
1 steigend. Drei exemplarische kumulative Verteilungsfunktionen, welche in Abschnitt 3.2.3
23
3 Grundlagen
noch näher erläutert werden, sind in Abbildung 3.2a dargestellt. Durch Ableitung fX(x) =
d
dxFX(x) erhält man die Wahrscheinlichkeitsdichtefunktion. Sie beschreibt, mit welcher Wahr-
scheinlichkeit sich ein Wert innerhalb des infinitesimal kleinen Intervalls [x,x+ dx) befindet.
Da die Wahrscheinlichkeit irgendeinen Wert zu erhalten immer 1 ist, gilt
∫︁
fX(x) dx = 1.
Zwei Beispiele einer Wahrscheinlichkeitsdichtefunktion sind in Abbildung 3.2b dargestellt.
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Abbildung 3.2
Kumulative Verteilungsfunktion FX(x) und Wahrscheinlichkeitsdichtefunktion fX(x) einer gleichver-
teilten, normalverteilten, exponentialverteilten Zufallsvariable X
Darüber hinaus können Zufallsvariablen durch elementare Werte charakterisiert werden,
allen voran der Erwartungswert E {X} (oder auch Mittelwert). Er ist wie folgt definiert und
wird mit µX bezeichnet:
µX = E {X} := 1
N
N∑︂
i=1
xi. (3.6)
Der Erwartungswert allein kann unterschiedliche Zufallsvariablen nicht ausreichend genau
repräsentieren. So enthält er keinerlei Aussage darüber, wie sehr die einzelnen Werte von µX
abweichen können. Daher gibt es einen weiteren elementaren Wert, die Varianz:
σ2X = Var(X) := E
{︂
(X − µX)2
}︂
= 1
N
N∑︂
i=1
(xi − µX)2. (3.7)
Die Varianz beschreibt die mittlere Fluktuation um den Erwartungswert und ist immer
positiv (σ2X ≥ 0). Äquivalent zur Varianz ist die Standardabweichung σX =
√︂
σ2X . Er-
wartungswert und Varianz bzw. Standardabweichung zusammen liefern eine grundlegende
Charakterisierung einer Zufallsvariable.
3.2.2 ADDITION VON ZUFALLSVARIABLEN
Zufallsvariablen sollen zur Beschreibung des zeitlich variierenden Ressourcenverbrauchs von
Diensten dienen. Dabei werden zum Beispiel zwei Dienste durch zwei Zufallsvariablen X
und Y repräsentiert. Nach Konsolidierung werden beide Dienste gemeinsam die Kapazität
einer Ressource auslasten. Nach der Konsolidierung zweier Dienste mit statischem Ressour-
cenverbrauch, zum Beispiel der CPU-Auslastung µX und µY , würde also eine Auslastung
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der Ressource CPU von µX + µY resultieren. Wie sieht jedoch die resultierende Ressour-
cenauslastung aus, wenn zwei Dienste mit variierendem Ressourcenverbrauch konsolidiert
werden?
Als Beispiel werden zwei Dienste betrachtet. Der Ressourcenverbrauch des ersten Dienstes
X wechselt zwischen den Werten EX = {10, 40} mit den Wahrscheinlichkeiten P{X = 10} =
0.3 und P{X = 40} = 0.7. Analog wechselt der zweite Dienst Y zwischen EY = {20, 80}
mit den Wahrscheinlichkeiten P{Y = 20} = 0.6 und P{Y = 80} = 0.4. Da jeder Dienst je
zwei Werte annehmen kann, gibt es bis zu 2× 2 mögliche Werte für die neue Zufallsvariable
Z = X + Y : 10+ 20 = 30 mit P{X = 10∧ Y = 30}, 10+ 80 = 90 mit P{X = 10∧ Y = 80},
40 + 20 = 60 mit P{X = 40 ∧ Y = 20} und 40 + 80 = 120 mit P{X = 40 ∧ Y = 80}.
Unbestimmt sind jedoch noch die Wahrscheinlichkeiten P{X = x ∧ Y = z − x}.
Zur Berechnung der resultierenden Wahrscheinlichkeiten muss die Annahme getroffen wer-
den, dass die Zufallsvariablen X und Y voneinander stochastisch unabhängig sind. Das be-
deutet, dass der Ressourcenverbrauch von X nicht vom Ressourcenverbrauch Y abhängen
darf und umgekehrt. Per Definition ergibt sich dann für die Wahrscheinlichkeit bzw. bei
kontinuierlichen Zufallsvariablen die Wahrscheinlichkeitsdichte je eines bestimmten Wertes
von X und Y :
P{X = x ∧ Y = y} = P{X = x} · P{Y = y} (3.8)
bzw. fX,Y (x, y) = ξ · fX(x) · fY (y), (3.9)
wobei ξ ein konstanter Faktor für die Normierung von fX,Y (x, y) ist.
Außerdem kann es bei der Addition von X und Y natürlich zu mehrfachen, identischen
Werten z kommen. So kann ein Wert z durch einen beliebigen Wert x und dem Wert y =
z − x zustande kommen. Diese Wahrscheinlichkeiten für den gleichen Wert von Z werden
aufsummiert:
P{Z = z} =
∑︂
x∈EX
P{X = x ∧ Y = z − x} =
∑︂
x∈EX
P{X = x} · P{Y = z − x} (3.10)
=
∑︂
y∈EY
P{X = z − y ∧ Y = y} =
∑︂
y∈EY
P{X = z − y} · P{Y = y}. (3.11)
Bei kontinuierlichen Zufallsvariablen führt das zu einer Faltung:
fX+Y (z) = (fX ∗ fY )(z) = ξ′
∫︂
x∈EX
fX,Y (x, z − x) dx = ξ′′
∫︂
x∈EX
fX(x) · fY (z − x) dx (3.12)
= ξ′
∫︂
y∈EY
fX,Y (z − y, y) dy = ξ′′
∫︂
y∈EY
fX(z − y) · fY (y) dy. (3.13)
3.2.3 GLEICH-, NORMAL- UND EXPONENTIALVERTEILUNG
Im Allgemeinen kann eine Zufallsvariable natürlich beliebige Eigenschaften sowie Vertei-
lungsfunktion besitzen. Trotz alledem haben jedoch viele Sachverhalte ganz bestimmte Wahr-
scheinlichkeitsdichten. Die einfachste Verteilung ist die Gleichverteilung. Bei ihr sind alle
Werte innerhalb eines Intervalls [xmin,xmax] gleich wahrscheinlich:
fX(x) = U(xmin,xmax)(x) =
⎧⎨⎩ 1xmax−xmin für xmin ≤ x ≤ xmax0 sonst. (3.14)
Der schematische Verlauf kann Abbildung 3.2b entnommen werden. Der Erwartungswert
ergibt sich aus E {X} = (xmin + xmax) /2.
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Außerdem folgen viele Phänomene, wie auch der Ressourcenverbrauch von Diensten [45,
57, 58], der Normalverteilung:
fX(x) = N (µX ,σ2X)(x) =
1√︂
2πσ2X
e
− (x−µX )
2
2σ2
X , (3.15)
wobei µX unmittelbar den Erwartungswert und σ2X die Varianz darstellt. Der schematische
Verlauf ist ebenfalls in Abbildung 3.2b dargestellt. Die Werte variieren symmetrisch um
den Erwartungswert, welcher zugleich der wahrscheinlichste aller Werte ist. Die kumulati-
ve Verteilungsfunktion FX(x) = erfµX ,σ2X (x) (siehe Abbildung 3.2a) kann nicht analytisch
berechnet werden.
Entgegen der kumulativen Verteilungsfunktion weist die Normalverteilung jedoch andere,
nützliche Eigenschaften auf. So ist sie gegenüber der Faltung (siehe Abschnitt 3.2.2) invariant:
N (µX ,σ2X) ∗ N (µY ,σ2Y ) = N (µX + µY ,σ2X + σ2Y ). (3.16)
Die Wahrscheinlichkeitsdichtefunktion zweier stochastisch unabhängiger ZufallszahlenX und
Y kann also unmittelbar aus der Summe ihrer Erwartungswerte und Varianzen gebildet
werden.
Als weitere typische Verteilung (z. B. bei Videohostern [59]) findet die Exponentialvertei-
lung in Abschnitt 4.2 kurz Verwendung. Sie ist wie folgt definiert:
fX(x) = E(λ)(x) = λe−λx. (3.17)
Sowohl der Erwartungswert als auch die Standardabweichung µX = σX = 1λ ergeben sich di-
rekt aus dem Parameter λ. Im Gegensatz zur Normalverteilung können somit Erwartungswert
und Varianz bei der Exponentialverteilung nicht unabhängig voneinander gewählt werden.
Eine schematische Darstellung befindet sich ebenfalls in Abbildung 3.2.
3.2.4 KOVARIANZ UND KORRELATIONSKOEFFIZIENT
Bisher wurde angenommen, dass die Zufallsvariablen X und Y stochastisch unabhängig sind.
Wie jedoch in Abschnitt 5.3.1 gezeigt wird, können durchaus Zusammenhänge zwischen X
und Y bestehen, wenn diese zum Beispiel den Ressourcenverbrauch von Diensten darstellen.
So können hohe (bzw. niedrige) Werte von X mit hohen (bzw. niedrigen) Werten von Y
einhergehen. Es kann also einen monotonen (bzw. gegensinnig monotonen) Zusammenhang
zwischen beiden Zufallsvariablen geben. Ein Maß für solch einen Zusammenhang ist die
Kovarianz:
Cov(X,Y ) := E
{︁
(X − µX) · (Y − µY )
}︁
(3.18)
„Hohe“ und „niedrige“ Werte sind bezüglich des jeweiligen zugehörigen Erwartungswertes
definiert. Bei einem monotonen Zusammenhang ist die Kovarianz positiv, bei einem gegen-
sinnigen Zusammenhang negativ. Besteht kein solcher Zusammenhang ist Cov(X,Y ) = 0.
Anzumerken ist, dass die Kovarianz nur einen linearen Zusammenhang betrachtet. Trotz
Cov(X,Y ) = 0 müssen X und Y nicht stochastisch unabhängig voneinander sein, da andere,
nichtlineare Zusammenhänge bestehen können.
Durch das Vorzeichen der Kovarianz ergibt sich zwar die Richtung des Zusammenhangs,
jedoch nicht wie stark X und Y zusammenhängen. Hierfür muss die Kovarianz normiert
werden. Die gebräuchlichste Normierung mittels Standardabweichung beider Zufallsvariablen
führt zum Korrelationskoeffizienten:
Cor(X,Y ) := Cov
(︄
X
σX
, Y
σY
)︄
= Cov(X,Y )
σXσY
= Cov(X,Y )√︁
Var(X)Var(Y )
(3.19)
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Der Korrelationskoeffizient hat einen Wertebereich von [−1,+1] . Ein Wert von +1 bedeutet,
dass ein exakter linearer Zusammenhang von yi = a·xi+b besteht, wobei a > 0 ist. Analog gilt
der lineare Zusammenhang für einen Korrelationskoeffizienten von -1 mit a < 0. Je mehr die
Werte yi von a ·xi+ b abweichen, desto mehr verschiebt sich der Korrelationskoeffizient zum
Wert 0. Besteht kein linearer Zusammenhang, so ist Cor(X,Y ) = 0. Analog der Kovarianz
ist dies jedoch nicht mit stochastischer Unabhängigkeit gleichzusetzen.
3.3 GOOGLE DATA TRACE
Um eine realitätsnahe Validierung der vorgestellten Konzepte vornehmen zu können, werden
Daten aus der unmittelbaren Realität genutzt. Hierfür haben Reiss et al. [49] umfangreiche
Aufzeichnungen aus einem Datenzentrum von Google unter dem Namen „Google Data Trace“
veröffentlicht. Das Datenzentrum besteht dabei aus circa 12 500 PMs, die in Serverschränken
organisiert und über ein Breitbandnetzwerk miteinander verbunden sind. Für einen Zeitraum
von 30 Tagen wurde im Mai 2011 aufgezeichnet, welche Arbeit angefallen ist und wie sie
innerhalb des Datenzentrums ausgeführt wurde. „Arbeit“ trifft dabei in Form von Jobs im
Datenzentrum ein. Die Aufzeichnung umfasst 654 676 Jobs. Ein Job besteht wiederum aus
einem oder mehreren Tasks, die unter Berücksichtigung ihres Ressourcenbedarfs auf einzelnen
PMs ausgeführt werden. Insgesamt beinhaltet die Aufzeichnung 24 281 242 Tasks. Da jeder
Task ein Linuxprogramm widerspiegelt, welches auch aus mehreren Prozessen bestehen kann,
werden Tasks nachfolgend als Dienste bezeichnet.
Die Daten für Ereignisse (Start, Stoppen, etc.), Ressourcenverbrauch uvm. der Dienste
ist in Tabellen im CSV-Format organisiert. Die für diese Arbeit wichtigste Tabelle ist die
167GB große task-usage. Sie beinhaltet für jedes Zeitfenster von typischerweise 5min unter
anderem folgende Daten:
• Zeitfenster – bestehend aus Start- und Endzeit
• Dienst – bestehend aus Job-ID und Task-Index
• CPU-Auslastung
• Speicherzugriffe pro CPU-Instruktion
• Dauer des Festplatten-I/O.
Die letzten drei Punkte (der Ressourcenverbrauch) müssen dabei nicht zwingend für jeden
Dienst und jedes Zeitfenster vorhanden sein. Ein fehlender Wert bedeutet jedoch nicht gleich-
zeitig, dass der Dienst nicht aktiv gewesen wäre.
Sofern ein Task nicht während eines gesamten 5min-Intervalls aktiv ist, wird für diesen
Dienst das Zeitfenster entsprechend kleiner angegeben. Eine kleinere Granularität als 1 s kann
dabei jedoch nicht erreicht werden. Innerhalb des Zeitfensters wird der Ressourcenverbrauch
im Allgemeinen mit einer Frequenz von 1Hz erfasst und die Einzelwerte für das gesamte
Zeitfenster gemittelt.
Mit Hilfe der einzelnen Aktivitätszeitfenster jedes Dienstes lassen sich Zeitreihen des
Ressourcenverbrauchs rekonstruieren. Für zwei exemplarische Dienste sind die Zeitreihen
der CPU-Auslastung in Abbildung 3.3 dargestellt. Die Zeit zählt von Beginn der 30 Tage
Aufzeichnungsdauer. Es ist zu sehen, dass beide Dienste nicht durchgängig aktiv (CPU-
Auslastung größer Null) sind. Beide haben Phasen der Aktivität und im Idle. Das kann
als Motivation für Kapitel 5 gesehen werden. Können Dienste identifiziert werden, die ak-
tiv sind, während ein anderer Dienst gerade nicht aktiv ist und umgekehrt, sind bei einer
Konsolidierung auf zeitlich geteilten Ressourcen keine Interferenzen zu erwarten.
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Abbildung 3.3
Zeitreihen der CPU-Auslastung zwei exemplarischer Dienste: Ein Dienst läuft nicht durchgängig, son-
dern hat Phasen der Aktivität (Auslastung größer 0) und im Idle (Auslastung gleich 0).
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4 KONSOLIDIERUNG VON
STOCHASTISCH UNABHÄNGINGEN
DIENSTEN
Die Modellierung des CSP in Abschnitt 3.1 berücksichtigt weder die individuelle noch die
aggregierte Varianz des Ressourcenverbrauchs. So kann es zum Beispiel zu Situation kom-
men, in denen die Ressourcenkapazität überschritten wird und Überlast auftritt obwohl die
Ressource im Mittel nicht vollständig ausgelastet ist. Ein Beispiel für zwei Dienste X und Y
ist in Abbildung 4.1 dargestellt. Trotz einer mittleren Auslastung von nur E {X + Y } = 75%
gibt es eine 8,2%ige Wahrscheinlichkeit die Ressourcenkapazität C = 100% zu übersteigen.
Infolgedessen ist mit einer Verschlechterung der Performanz zu rechnen.
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Abbildung 4.1
Ausführung zweier Dienste mit normalverteiltem Ressourcenverbrauch: Die eingefärbte Fläche de-
monstriert die Wahrscheinlichkeit der Überlastung.
In Abschnitt 4.1 wird ein angepasstes mathematisches Modell zur Beschreibung des CSP
mit stochastisch unabhängigen Zufallsvariablen vorgestellt. Abschnitt 4.2 präsentiert dann
eine umfassende Evaluation über den Nutzen der Konsolidierung unter Berücksichtigung des
variierenden Ressourcenverbrauchs und vergleicht sie unter anderem mit Konsolidierungsan-
sätzen, die von einem statischen Ressourcenverbrauch ausgehen.
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4.1 CUTTING STOCK PROBLEM FÜR TEILE MIT
NICHTDETERMINISTISCHER LÄNGE (ND-CSP)
Auch innerhalb dieser Arbeit soll das CSP (siehe Abschnitt 3.1) zur Konsolidierung von n
Diensten mit einem entsprechenden Ressourchenverbrauch U1,U2, . . . ,Un genutzt werden.
Hierbei wird zunächst auf den Verbrauch Ui einer einzelnen Ressource eingegangen und in
Abschnitt 4.2 für die CPU-Auslastung evaluiert. Später ließe sich das Konzept jedoch auch
auf mehrere Dimensionen, für jede betrachtete Ressource eine, erweitern. Wir bezeichnen
die Erweiterung des CSP für Zufallsvariablen als ND-CSP. Wie jedoch Abbildung 4.1 illus-
triert, kann nicht der jeweilige Mittelwert µi (i = 1, . . . ,n) als Zulässigkeitskriterium genutzt
werden (vgl. Bedingung (3.2)). Da die Überlastungswahrscheinlichkeit einen maßgeblichen
Einfluss auf die zu erwartende Performanzverschlechterung hat, wie später in Abschnitt 4.2
gezeigt wird, verwendet man diese Wahrscheinlichkeit als Zulässigkeitskriterium. Hierfür de-
finieren wir eine maximal zulässige Überlastungswahrscheinlichkeit (MÜW) ϵ. Solange die
Überlastungswahrscheinlichkeit bei Konsolidierung aller Dienste einer Teilmenge Dj unter-
halb dieser MÜW liegt, soll die Teilmenge Dj als zulässig gelten. Somit ergibt sich ein neues
Zulässigkeitskriterium:
P{U > C} =
∞∫︂
C
fU (u) du ≤ ϵ. (4.1)
Hierbei bezeichnet U die zu erwartende Ressourcenauslastung
∑︁
i∈Dj Ui nach der Konsolidie-
rung und fU (u) dessenWahrscheinlichkeitsdichtefunktion. Anzumerken ist, dass das ND-CSP
nur lösbar ist, wenn P{Ui > C} ≤ ϵ, ∀i gilt.
Die MÜW ϵ stellt dabei eine Abwägung dar. Auf der einen Seite kann eine Teilmenge, also
eine einzelne Ressource, mehr Dienste zulässig enthalten, je größer ϵ ist. Somit werden ins-
gesamt weniger Teilmengen bzw. Ressourcen zur Abdeckung aller Dienste benötigt. Auf der
anderen Seite verschlechtert ein großes ϵ jedoch die Performanz und kann so gegebenenfalls
ein SLA verletzen. Es muss also mit Hilfe der MÜW zwischen Performanz und benötigter
Ressourcen abgewogen werden.
Abbildung 4.1 demonstriert das Zulässigkeitskriterium zweier Dienste mit normalverteil-
tem Ressourcenverbrauch. Die Konsolidierung beider Dienste ist zulässig, solange ϵ & 8,2%
gilt.
Mit Hilfe der Überlastungswahrscheinlichkeit (4.1) ist es nun möglich, Gleichung (3.3) der
Menge A mit allen zulässigen Teilmengen modifizieren:
A =
{︃
a⃗ ∈ Bn|P
{︂
a⃗|U⃗ > C
}︂
≤ ϵ
}︃
. (4.2)
Hier ist U⃗ = (U1,U2, . . . ,Un)| ein Vektor, der die Ressourcenverbräuche aller einzelnen Diens-
te zusammenfasst. Wie in Abschnitt 3.2.2 erläutert, führt die Addition von Zufallsvariablen
allerdings zu rechenaufwändigen Faltungen. Allerdings folgt ein Großteil der Auslastung der
Normalverteilung [45, 60]. Zur Vereinfachung von (4.2) nehmen wir daher eine Normalver-
teilung aller Dienste an. Das ist ein allgemein üblicher Ansatz [57, 58, 61]. Außerdem kann
diese Annahme auch damit gerechtfertigt werden, dass die resultierende Wahrscheinlichkeits-
dichtefunktion einer Summe genügend vieler, stochastisch unabhängiger Zufallsvariablen als
Folge des zentralen Grenzwertsatzes ohnehin einer Normalverteilung folgt [56].
Durch die Summation von normalverteilten Zufallszahlen vereinfacht sich die Faltung zu ei-
ner einfachen Addition der einzelnen Erwartungswerte und Varianzen (vgl. Abschnitt 3.2.3).
Somit ist die zu erwartende Ressourcenauslastung nach Konsolidierung aller Dienste aus
der durch a⃗ beschriebenen Teilmenge durch fU (u) = N (⃗a|µ⃗, a⃗|σ⃗2) gegeben. Hierbei fasst
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der Vektor µ⃗ = (µ1, . . . ,µn)| und σ⃗2 = (σ21, . . . ,σ2n)| die jeweiligen Erwartungswerte bzw.
Varianzen aller Dienste zusammen.
Trotz alledem beinhaltet das Zulässigkeitskriterium 4.1 weiterhin eine zumeist rechen-
intensive Integration. Daher liegt die Nutzung des Quantils qϵ nahe, welches durch eine
normalverteilte Zufallsvariable X mit fX(x) = N (0, 1) definiert ist:
P{X ≤ qϵ} = 1− ϵ. (4.3)
Die Werte von qϵ sind für eine große Anzahl verschiedener ϵ tabelliert (siehe erf0,1(ϵ) aus
Abschnitt 3.2.3). Im Zweifelsfall kann qϵ auch abgerundet werden, sodass das Gleichheits-
zeichen in (4.3) mit nur einer kleinen Abweichung durch ein ≤ ersetzt wird. Infolgedessen
können alle zulässigen Teilmengen aus (4.2) durch
A =
{︂
a⃗ ∈ Bn
⃓⃓⃓⃗
a|µ⃗+ qϵ ·
√
a⃗|σ⃗2 ≤ C
}︂
(4.4)
beschrieben werden [62]. Somit kann das Zulässigkeitskriterium für potentiell zulässige Teil-
mengen durch einfache Summation der betreffenden Erwartungswerte und Varianzen geprüft
werden.
Außerdem kann der FFD-Algorithmus 1 aus Abschnitt 3.1.2 für Dienste mit normalver-
teiltem Ressourcenverbrauch angepasst werden. Das Zulässigkeitskriterium in Zeile 5 lautet
dann: ∑︂
i∈Dj
µi + qϵ ·
√︄∑︂
i∈Dj
σ2i ≤ C. (4.5)
Die maximale Abweichung der benötigten Ressourcen m von der optimalen Lösung moptimal
wurde ebenfalls bestimmt:
moptimal ≤ m <
(︃5
2 + 2qϵβ
)︃
·moptimal. (4.6)
Hier ist β ∈ R+, ∀i ∈ D : σi ≤ βµi. Meist liegt die Lösung jedoch sehr nahe der optimalen
[62].
4.2 EVALUATION
Für den Kunden eines Datenzentrums entscheidet vor allem die Performanz. Performanz
bezeichnet dabei die Antwortzeit zwischen Aufkommen einer Anfrage und dessen Beant-
wortung. Die Antwortzeit setzt sich dabei aus dem Senden der Anfrage, dem Verarbeiten
und dem Empfangen der Antwort zusammen. Die Latenzen für das Senden und Empfangen
sind im Wesentlichen durch die Netzwerkkommunikation auf der Wegstrecke gegeben. Die
Verarbeitungszeit hingegen ist das Resultat aus der im Rahmen eines SLAs, vom Betrei-
ber des Datenzentrums mindestens zugesicherten Kapazität der Ressourcen. Reicht die vom
Betreiber zur Verfügung gestellte Kapazität nicht aus, ist die Ressource überlastet und es
kommt zu Verzögerungen bei der Bearbeitung der Anfrage. Gleichzeitig verursachen zusätz-
liche Ressourcen einen erhöhten Energieverbrauch. Nachfolgend soll deshalb der Einfluss des
ND-CSP sowohl auf den Energieverbrauch als auch die Performanz untersucht werden. Dabei
wird zuerst in Abschnitt 4.2.1 der Versuchsaufbau beschrieben. Anschließend werden folgende
Hypothesen für die Konsolidierung von Diensten mit normalverteiltem Ressourcenverbrauch
mit Hilfe des ND-CSP überprüft:
Hypothese H1. Der Stromverbrauch des Systems verringert sich.
Hypothese H2. Die Performanz der Dienste verbessert sich durch Reduzierung von Inter-
ferenzeffekten.
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Hypothese H3. Das ND-CSP lässt sich mit Hilfe einer effektiven Ressourcenkapazität c̃(ϵ)
auf das CSP zurückführen.
Außerdem wird die Auswirkung des ND-CSP bei Diensten mit nicht normalverteiltem
Ressourcenverbrauch untersucht:
Hypothese H4. Das ND-CSP, welches Dienste mit normalverteiltem Ressourcenverbrauch
annimmt, kann auch bei einer Exponentialverteilung angewendet werden.
4.2.1 VERSUCHSAUFBAU
Das ND-CSP dient zur Konsolidierung von Diensten mit zufälligem, insbesondere normalver-
teiltem Ressourcenverbrauch. Übliche Benchmarks wie SysBench7, SpecCPU20068 oder
die Benchmarks der Mälardalen WCET Gruppe [63] haben meist das Ziel die Leistungsfä-
higkeit der Hardware zu bestimmen. Dabei lasten sie die Systemressourcen maximal aus, um
entweder eine bestimmte Anzahl von Aufgaben innerhalb kürzester Zeit oder so viele Auf-
gaben wie möglich innerhalb einer festen Zeit zu erledigen. Sie spiegeln daher weder einen
zufälligen noch einen über die Zeit variierenden Ressourcenverbrauch wieder. Eine unmittel-
bare Verwendung bestehender Benchmarks ist damit leider nicht möglich.
Aus diesem Grund müssen neue Benchmarks erstellt werden. Um dennoch eine gewisse
Vergleichbarkeit zu gewähren, wird dabei auf bereits bestehende Benchmarks zurückgegriffen,
namentlich 29 Benchmarks der Mälardalen WCET Gruppe [63]. Alle 29 Benchmarks sind
in erster Linie CPU-lastig, dass heißt nutzen praktisch kaum den Cache, Arbeitsspeicher
oder gar I/O. Dafür ist ihr C-Quellcode offen und sie bieten mit einer Laufzeit von wenigen
Millisekunden eine ausreichend feine Granularität zur Replikation von Zeitreihen. Dabei
werden die Benchmarks nur minimal um einen UDP-Socket, der Anfragen entgegennimmt,
und der Konsolenausgabe, welche die Erledigung einer Anfrage quittiert, erweitert. Kurze
Tests haben ergeben, dass trotz des UDP-Protokolls (gegenüber TCP) bei Ausführung auf der
gleichen PM kein Paketverlust auftritt. Der Benchmark empfängt Anfragen unterschiedlicher,
ganzzahliger Größe und führt entsprechend oft den ursprünglichen Benchmark aus [63] aus
(siehe Abbildung 4.2). Das Starten der einzelnen Benchmarks, die Steuerung ihrer Last sowie
die Aufzeichnung der Verarbeitungszeit (Zeit zwischen Aufkommen der Arbeit und dessen
Erledigung) wird extern aus Python heraus gesteuert. Einzelne Anfragen werden dabei
mit einer Rate von U(0, 2) s erzeugt. Der empfangende UDP-Socket beinhaltet bereits eine
Warteschleife, sodass das Senden von Anfragen auch bei derzeitiger Ausführung einer anderen
Anfrage nicht blockiert. Die durchschnittliche Rate von Anfragen beträgt 1 s. Die insgesamt
jedoch zufällige Rate vermeidet konstante Verschiebungen zwischen mehreren Diensten. Alles
in allem können mehrere Dienste, bestehend aus einem Prozess des Benchmarks und der
Logik in Python, mit normalverteilter CPU-Auslastung instanziiert werden.
Des Weiteren werden statistische Werte µi und σ2i für die Dienste di benötigt. Diese wer-
den aus dem Google Data Trace (siehe Abschnitt 3.3) bezogen. Es wurde für alle Dienste aus
dem Datensatz der Erwartungswert µi sowie die Varianz σ2i der CPU-Auslastung bestimmt
und die 100 Dienste mit der größten Varianz darin ausgewählt. Zusammen mit den 29 un-
terschiedlichen Benchmarks können also bis zu 2900 unterschiedliche Dienste repräsentiert
werden.
Eine jeweils kleine zufällige Teilmenge dieser Dienste wird auf einem System mit vier
Sockeln, auf denen jeweils ein Intel Xeon E5-4603 mit wiederum vier Kernen montiert ist,
ausgeführt. Als Betriebssystem ist Ubuntu Server9 in der Version 16.04 installiert. Das Ziel
7https://github.com/akopytov/sysbench (besucht am 18.01.2019)
8https://www.spec.org/cpu2006/ (besucht am 18.01.2019)
9https://www.ubuntu.com/download/server (besucht am 17.10.2017)
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Python
innerhalb eines gesamtheitlichen Messskripts
Eingabe: Erwartungswert  2 [0, 1] und Vari-
anz 2 der CPU-Auslastung
1: k = Schleifendurchläufe innerhalb einer Se-
kunde bei exklusiver Ausführung
2: while Wahr do
3: x = bZufallszahl gemäß N (,2)c  k
4: Sende x .
5: Schlafe (Zufallszahl gemäß U(0, 2)) Se-
kunden.
6: end while
C – jeweils für 29 benchmark()
separater Prozess, ggfs. ge-
pinnt auf einen CPU-Kern
1: while Wahr do
2: Empfange x .
3: for i = 1 to x do
4: Führe benchmark() aus.
5: end for
6: Gebe „erledigt“ aus.
7: end while
UDP-Socket
stdout
Abbildung 4.2
Einzelner Dienst für die Messung des ND-CSP: Er besteht aus minimalistischem Kern aus C zur
wiederholten Ausführung eines Benchmarks aus [63] und der Modellierung von dynamischer Last aus
Python heraus. Letzteres misst die Verarbeitungszeit zwischen Aufkommen der Arbeit und dessen
Erledigung.
der Konsolidierung ist, so wenig Kerne wir möglich für die Ausführung der Dienste zu nutzen.
Nicht genutzte Kerne können in einen Schlafmodus versetzt werden, in dem sie einen sehr
geringen Energieverbrauch haben.
Um die Effizienz vom ND-CSP hinreichend vergleichen zu können, werden insgesamt fünf
Strategien implementiert, welche die Verteilung der Dienste auf die einzelnen Kerne über-
nehmen:
1. Linux Scheduler
2. zufällige Verteilung
3. nach Verma et al. [64]
4. CSP mit statischen Werten (Erwartungswert)
5. ND-CSP.
Der Linux Scheduler verteilt die Dienste dynamisch entsprechend der aktuellen CPU-Aus-
lastung immer wieder neu. Dies geschieht über alle Kerne, sodass keine von ihnen in den
Schlafmodus versetzt werden. Als zweites werden die Dienste zufällig den Kernen zugeord-
net. Im Gegensatz zum Linux Scheduler verbleiben die Dienste dann jedoch die gesamte
Dauer der Messung auf dem ihnen zugeordneten Kern. Verma et al. [64] gehen von einem
konstanten Ressourcenverbrauch µi der Dienste aus. Außerdem wird jede Ressource, hier ein
CPU-Kern, durch ein Stromverbrauchsmodell p(u) charakterisiert, welches die Leistungs-
aufnahme p in Abhängigkeit der Auslastung u beschreibt. Schließlich wird jeder Dienst der
Reihe nach, nach absteigendem Ressourcenverbrauch sortiert, dem Kern mit dem geringsten
Mehrverbrauch an Strom p(u+µi)−p(u), zugeteilt. Somit fließt die Effizienz der Ressourcen
bei der Konsolidierung mit ein. Effiziente Ressourcen, das heißt der geringste Stromverbrauch
für die selbe Arbeit, werden bevorzugt.
Als viertes wird das CSP mit den Erwartungswerten µi der CPU-Auslastung als statischer
Ressourcenverbrauch angewendet. Es wird nachfolgend als „meanCSP“ bezeichnet und mit
Hilfe des FFD-Algorithmus 1 gelöst. Dabei gilt Ungleichung (3.2) als Zulässigkeitskriterium
in Zeile 5. Um die Überlastung aufgrund des variierenden Ressourcenverbrauchs der Diens-
te gering zu halten, wird eine effektive Kapazität c < C = 1 verwendet. Für die spätere
Überprüfung von H3 werden Konsolidierungen für drei c = 0,5, 0,7 und 0,9 durchgeführt.
Als fünftes werden die Dienste mit Hilfe des ND-CSP konsolidiert, welches neben den Er-
wartungswerten µi auch die Varianzen σ2i der CPU-Auslastung berücksichtigt. Die Lösung
des ND-CSP findet ebenfalls mit Hilfe des FFD-Algorithmus 1 statt. Hierfür ist jedoch Un-
gleichung (4.5) als Zulässigkeitskriterium in Zeile 5 zu verwenden. Für die Untersuchung der
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Beziehung zwischen theoretisch zulässiger MÜW und tatsächlicher Überlastungswahrschein-
lichkeit werden mehrere ϵ = 0,05, 0,1, 0,25 und 0,4 gewählt.
Zur Organisation aller Einzelmessungen der Konsolidierungsstrategien wird ein Python-
Skript verwendet, welches schematisch im Algorithmus 2 dargestellt ist. Neben dem Strom-
verbrauch des Systems im Idle führt es die Konsolidierungen für eine unterschiedliche An-
zahl von Diensten aus: n = 5, 10, 15, 20, 25 und 30. Um für ein n weder gerade die ideale
noch die schlechteste Auswahl der n Dienste zu vermeiden, werden zudem jeweils zehn In-
stanzen generiert und konsolidiert. Schließlich werden CPU-Auslastung (via dstat10) sowie
Stromverbrauch (via eines Powermeters Yokogawa WT210) für die fünf unterschiedlichen
Konsolidierungsstrategien, gegebenenfalls mehrfach für wiederum unterschiedliche Parameter
ihrerseits, einzeln gemessen. Somit ergeben sich insgesamt 600 Szenarien der Konsolidierung,
dessen Einzelmessungen jeweils 10min dauern.
Algorithmus 2 Messung von Diensten mit normalverteilter CPU-Auslastung: Während
jeder Einzelmessung von 10min wird sowohl die CPU-Auslastung jedes Kerns als auch die
Leistungsaufnahme des gesamten System aufgezeichnet.
1: Einzelmessung im Idle.
2: for all n ∈ {5, 10, 15, 20, 25, 30} do
3: for instanz = 1 to 10 do
4: Instanziiere n zufällig ausgewählte Dienste.
5: Einzelmessung mit vom Linux Scheduler verwalteten Diensten.
6: Einzelmessung nach zufälliger Verteilung der Dienste zu Kernen.
7: Einzelmessung mit Diensten nach Verma et al. [64] verteilt.
8: for all c ∈ {0.5, 0.7, 0.9} do
9: Einzelmessung mit Diensten nach meanCSP verteilten Diensten bei einer effekti-
ven Kapazität c.
10: end for
11: for all ϵ ∈ {0.05, 0.1, 0.25, 0.4} do
12: Einzelmessung mit Diensten nach ND-CSP verteilten Diensten mit MÜW ϵ.
13: end for
14: end for
15: end for
Für jedes dieser 600 Szenarien wird die tatsächliche, über alle CPU-Kerne gemittelte Über-
lastungswahrscheinlichkeit (tÜW) bestimmt. Außerdem werden die Verarbeitungszeiten von
jedem Dienst gemittelt. Die durchschnittlichen Verarbeitungszeiten werden wiederum über
alle Dienste gemittelt. Für die mit 10Hz aufgezeichnete Leistungsaufnahme wird der Bedarf
im Idle in Höhe von (187,5± 6,2)W abgezogen und ebenfalls der Mittelwert gebildet. So-
mit ergibt sich für jede Einzelmessung eine tÜW, eine mittlere Verarbeitungszeit und eine
mittlere Leistungsaufnahme. Diese drei Werte werden wiederum für jede der zehn Instan-
zen gemittelt und zusammen mit ihrer Standardabweichung betrachtet. Letzteres ist in den
nachfolgenden Abbildungen als Fehlerbalken dargestellt.
4.2.2 ENERGIEVERBRAUCH (H1)
Das Anliegen des ND-CSP ist die Reduzierung der Performanzdegradation durch auftreten-
de Interferenzen bei gleichzeitiger Minimierung des Energieverbrauchs durch Minimierung
der notwendigen Ressourcen. Die Abbildung 4.3 vergleicht die durchschnittliche Leistungs-
aufnahme des System in Abhängigkeit der Anzahl n der gleichzeitig ausgeführten Dienste.
10http://dag.wiee.rs/home-made/dstat/ (besucht am 18.01.2019)
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Es ist zu sehen, dass beim Linux Scheduler die Leistungsaufnahme weitestgehend unabhän-
gig von n ist. Im Gegensatz dazu reduzieren sowohl die zufällige Verteilung der Dienste
als auch der Ansatz von Verma et al. [64] die Leistungsaufnahme signifikant, da nicht be-
nötigte CPU-Kerne in den Schlafmodus versetzt werden können. Dadurch verhält sich die
Leistungsaufnahme proportional zur Anzahl der ausgeführten Dienste.
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Abbildung 4.3
Vergleich der durchschnittlichen Leistungsaufnahme p für den Linux Scheduler (alle CPU-Kerne aktiv),
der zufälligen Verteilung (ungenutzte Kerne in den Schlaf versetzt) und dem Algorithmus von Verma
et al. [64] (Verma2008)
Da sowohl meanCSP als auch ND-CSP von intrinsischen Parametern abhängen, sind sie
separat in Abbildung 4.4 dargestellt. Sie zeigt die absolute Leistungsaufnahme in Abhängig-
keit der effektiven Kapazität c beziehungsweise der MÜW ϵ. Zum Vergleich sind die Werte
der zufälligen Verteilung und des Ansatzes von Verma et al. [64] als konstante, da sowohl von
c als auch ϵ unabhängig, horizontale Linien eingezeichnet. Insgesamt weist zwar der Ansatz
von Verma et al. [64] eine geringere Leistungsaufnahme auf, die sich jedoch nicht in einer
signifikanten Größenordnung befindet. Auf der anderen Seite führt die zufällige Verteilung
der Dienste zu einer größeren Leistungsaufnahme. Das verdeutlichen auch Tabelle 4.1 und
4.2. Die meanCSP- und ND-CSP-Strategien verbrauchen nur 84,6% bis 89,0% des Stroms
gegenüber der zufälligen Verteilung. Im Vergleich zum Algorithmus von Verma et al. [64]
haben beide CSP-Strategien einen 1,2% bis 6,5% höheren Strombedarf. Dies resultiert aus
der Vernachlässigung des variierenden Ressourcenverbrauchs. Da nur von einem statischen
Ressourcenverbrauch ausgegangen wird, werden mehr Dienste einem CPU-Kern zugeordnet.
Wie in Abschnitt 4.2.3 noch gezeigt wird, führt das in der Realität jedoch zu einer häufi-
gen Überlastung der Ressource. Daher verschlechtert sich die Performanz beim Ansatz von
Verma et al. deutlich gegenüber der geringen Reduzierung des Strombedarfs.
Tabelle 4.1
Die relative Leistungsaufnahme der meanCSP-Strategie (über alle n gemittelt)
Referenz c = 0.5 c = 0.7 c = 0.9
Linux Scheduler 38,0% 36,0% 35,9%
zufällig 88,5% 84,7% 84,6%
Verma2008 105,9% 101,3% 101,2%
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Abbildung 4.4
Vergleich der durchschnittlichen Leistungsaufnahme p für eine unterschiedliche Anzahl n von Diensten:
Blaue Quadrate des ND-CSP gehören zur unteren x-Achse der MÜW ϵ und grüne Karos des meanCSP
gehören zur oberen x-Achse der effektiven Kapazität c. Beide, ϵ und c, sind unkorreliert.
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Tabelle 4.2
Die relative Leistungsaufnahme der ND-CSP-Strategie (über alle n gemittelt)
Referenz ϵ = 0.05 ϵ = 0.1 ϵ = 0.25 ϵ = 0.4
Linux Scheduler 38,2% 37,6% 35,9% 35,9%
zufällig 89,0% 87,8% 84,3% 84,7%
Verma2008 106,5% 105,0% 100,8% 101,3%
In Abbildung 4.4 sind noch beide Parameter unkorreliert. Daher können meanCSP und
ND-CSP nicht direkt miteinander verglichen werden. Trotz alledem kann beobachtet wer-
den, dass ihre Leistungsaufnahme für alle ihre Parameter niedriger als die Leistungsaufnahme
sowohl der zufälligen Verteilung als auch des Linux Schedulers (nicht eingezeichnet) ist. In
anderen Worten, das CSP, insbesondere das ND-CSP kann für die Konsolidierung von Diens-
ten verwendet werden und reduziert dabei die Leistungsaufnahme des Servers. Der Ansatz
von Verma et al. [64] wird dabei nicht berücksichtigt, da er aufgrund der Performanz der
Dienste (siehe Abschnitt 4.2.3) nicht für die Konsolidierung von Diensten mit variierendem
Ressourcenverbrauch geeignet ist. Somit kann sowohl die Hypothese H1 für Dienste mit va-
riierendem Ressourchenverbrauch als auch die Beobachtungen bestehender CSP-Ansätze für
Dienste mit statischem Ressourcenverbrauch [65] bestätigt werden.
Ein wichtiger Aspekt ist der Trade-off zwischen dem Energieverbrauch und der Perfor-
manz der konsolidierten Dienste. Hierfür ist es notwendig die beiden Strategien meanCSP
und ND-CSP auf eine identischen Leistungsaufnahme p zu bringen. So kann anschließend
die Performanz unter gleichen Bedingungen miteinander verglichen werden. Jedoch hängt
die Leistungsaufnahme maßgeblich von der Anzahl der verwendeten CPU-Kerne und somit
der Packdichte, gesteuert durch die Parameter c und ϵ, ab. Abbildung 4.4 legt eine lineare
Abhängigkeit nahe:
pmeanCSP(c) = ameanCSP · c+ bmeanCSP (4.7)
pND-CSP(ϵ) = aND-CSP · ϵ+ bND-CSP. (4.8)
Die jeweiligen Koeffizienten a und b werden durch lineare Regression bestimmt. Unter der
Forderung der identischen Leistungsaufnahme ergibt sich so eine Beziehung der Parameter
beider CSP-Strategien:
pmeanCSP(c̃(ϵ))
!= pND-CSP(ϵ) ⇐⇒ c̃(ϵ) = aND-CSP · ϵ+ bND-CSP − bmeanCSP
ameanCSP
. (4.9)
Damit hat das ND-CSP mit der MÜW ϵ die gleiche Leistungsaufnahme wie das meanCSP mit
der effektiven Kapazität c̃(ϵ). Somit können die Metriken in den nachfolgenden Abbildungen
direkt zwischen beiden CSP-Strategien verglichen werden. Da die Beziehung (4.9) monoton
steigend ist, entspricht der kleinste Wert von c̃(ϵ) dem ϵ = 0.05, der zweitkleinste Wert dem
ϵ = 0.1, der dritte Wert dem ϵ = 0.25 und der größte Wert schließlich ϵ = 0.4.
4.2.3 PERFORMANZ (H2 & H3)
Je mehr Energie eingespart werden soll, desto weniger Ressourcen können genutzt werden,
was wiederum viele Dienste auf einer einzelnen Ressource zur Folge hat. Dies wird über
die Parameter der Kapazität c und der MÜW ϵ gesteuert. Je größer beide sind, desto mehr
Dienste können „zulässig“ auf einer einzelnen Ressource konsolidiert werden. Wenn sich mehr
Dienste die Kapazität einer Ressource teilen müssen, ist jedoch mit gehäuften Interferenzen
und infolge dessen einer Verschlechterung der Performanz zu rechnen. Ein erstes Kriterium
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für die zu erwartende Performanz ist die Überlastungswahrscheinlichkeit eines CPU-Kerns.
Abbildung 4.5 stellt die Abhängigkeit der tÜW von der effektiven Kapazität für eine un-
terschiedliche Anzahl n konsolidierter Dienste dar – unter der Bedingung, dass meanCSP
und ND-CSP die gleiche Leistungsaufnahme haben. Die horizontalen Linien zeigen die tÜW
der anderen Strategien, die nicht von den Parametern c und ϵ abhängen. Die schattierten
Flächen zeigen die Standardabweichungen an. Da das Ziel des Linux Scheduler das Erreichen
der besten Performanz anstatt von Energieeffizienz ist, ergibt dieser die geringste tÜW von
0,8%.
Des Weiteren lässt Abbildung 4.5 einen Rückschluss auf die Beziehung der theoretischen
MÜW und der praktischen tÜW zu. Obwohl eine genaue Berechnung nicht möglich ist, da
nur der Mittelwert aller Kerne gezeigt ist, kann beobachtet werden, dass die tÜW immer
niedriger als die MÜW von 0,05, 0,1, 0,25 und 0,4 ist. Ohne separate Abbildung kann jedoch
ebenfalls gesagt werden, dass auch der Maximalwert aller Kerne niedriger als die MÜW ist.
Beide Aussagen gelten auch für einzelne Instanzen im Rahmen der eingezeichneten Stan-
dardabweichung. Damit entspricht die MÜW ganz ihrer Definition aus Abschnitt 4.1.
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Abbildung 4.5
Vergleich von tatsächlicher, über alle CPU-Kerne gemittelter Überlastungswahrscheinlichkeit (tÜW)
für eine unterschiedliche Anzahl n von Diensten: Die meanCSP- und ND-CSP-Strategie sind auf eine
gemeinsame Leistungsaufnahme ausgerichtet.
Abbildung 4.6 kann als allgemeine Rechtfertigung der Dienstekonsolidierung gesehen wer-
den. Es wurde die Anzahl der gleichzeitig ausgeführten Dienste von 10 bis 25 schrittweise
erhöht. Für n > 30 war bereits bei einzelnen Instanzen die Kapazitätsgrenze des Systems
überschritten. Obwohl sich die Verarbeitungszeit zwischen den unterschiedlichen Konsolidie-
38
4.2 Evaluation
rungsstrategien maßgeblich unterscheidet, bleibt sie innerhalb einer Strategie weitestgehend
konstant. Eine Ausnahme stellt nur der Ansatz von Verma et al. [64] dar, welcher auch die
schlechteste Verarbeitungszeit liefert.
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Abbildung 4.6
Die Verarbeitungszeit von Diensten mit normalverteiltem Workload: Die Verarbeitungszeit steigt nicht
monoton mit der Anzahl der ausgeführten Dienste n an.
Abbildung 4.7 zeigt, wie sich die Verarbeitungszeit jeder Strategie in Abhängigkeit der
Parameter ändert. Erneut sind die von den Parametern unabhängigen Strategien durch ho-
rizontale Linien eingezeichnet. Der Linux Scheduler und die zufällige Verteilung der Dienste
auf die Kerne resultieren in einer stets vergleichbaren, guten Performanz, da beide nicht
die Anzahl der benötigen Ressourcen als primäres Ziel haben. Trotz alledem zeigt die Ab-
bildung jedoch auch, dass sowohl meanCSP mit einer geeigneten effektiven Kapazität c als
auch ND-CSP mit entsprechender MÜW ϵ ähnliche oder gar bessere Verarbeitungszeiten er-
zielen. Im Gegensatz dazu schneidet der Ansatz von Verma et al. [64] in allen Szenarien am
schlechtesten ab, da die Variation des Ressourcenverbrauchs der einzelnen Dienste keinerlei
Beachtung findet.
Tabelle 4.3 und 4.4 fassen die bisherigen Ergebnisse mit Hilfe der relativen Verarbei-
tungszeit zusammen. Im Vergleich zum Ansatz von Verma et al. [64] verbessern beide CSP-
Strategien die Verarbeitungszeit um bis zu 58%. Für eine MÜW ϵ ≥ 0.1 ist das ND-CSP
vergleichbar mit der zufälligen Verteilung und besser als der Linux Scheduler. Das zeigt klar,
dass eine Überprovisionierung der Ressourcen nicht zwangsweise zu einer Verbesserung der
Performanz führen muss. Für geeignete Parameter, insbesondere ϵ ≤ 0.1, verbessert schluss-
endlich das ND-CSP die Performanz und bestätigt somit die Hypothese H2.
Sowohl Abbildung 4.5 als auch Abbildung 4.7 zeigen außerdem, dass in der Performanz von
meanCSP und ND-CSP kein signifikanter Unterschied besteht. Das bedeutet, dass Dienste
mit variierendem Ressourcenverbrauch ebenso effizient durch das meanCSP konsolidiert wer-
den, obwohl ihm nur statische Ressourcenverbräuche der einzelnen Dienste zugrunde liegen.
Infolgedessen kann das ND-CSP mit Hilfe geeigneter Wahl der effektiven Kapazität c = c̃(ϵ)
mit sehr ähnlichem Erfolg gelöst werden. Somit kann auch Hypothese H3 bestätigt wer-
den. Das ist insofern von großer Bedeutung, dass dadurch viele bereits bestehende Ansätze
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Abbildung 4.7
Vergleich der Verarbeitungszeit für eine unterschiedliche Anzahl n von Diensten: Die meanCSP- und
ND-CSP-Strategie sind auf eine gemeinsame Leistungsaufnahme ausgerichtet.
Tabelle 4.3
Die relative Verarbeitungszeit der Dienste bei Anwednung der meanCSP-Strategie (über alle n gemit-
telt)
Referenz c = 0.5 c = 0.7 c = 0.9
Linux Scheduler 94,1% 115,1% 155,2%
zufällig 96,8% 117,9% 158,1%
Verma2008 41,9% 51,2% 68,4%
Tabelle 4.4
Die relative Verarbeitungszeit der Dienste bei Anwendung der ND-CSP-Strategie (über alle n gemit-
telt)
Referenz ϵ = 0.05 ϵ = 0.1 ϵ = 0.25 ϵ = 0.4
Linux Scheduler 91,1% 98,3% 118,8% 151,3%
zufällig 93,7% 101,0% 121,8% 154,3%
Verma2008 40,6% 43,7% 52,8% 67,1%
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auf Basis des CSP für statischen Ressourcenverbrauch leicht für Dienste mit variierendem
Ressourcenverbrauch angewandt werden können.
4.2.4 ND-CSP FÜR DIENSTE MIT EXPONENTIALVERTEILTEM
RESSOURCENVERBRAUCH (H4)
Wie in Abschnitt 4.1, beschrieben approximiert das ND-CSP die Verteilung des Ressourcen-
verbrauchs eines Dienstes durch eine Normalverteilung. Nun wird gezeigt, inwieweit dieser
Ansatz für eine abweichende Verteilung des Ressourcenverbrauchs funktioniert. In Abbil-
dung 4.8 ist gezeigt, inwieweit dieser Ansatz für einen exponentialverteilten Ressourcenver-
brauch funktioniert.
Abbildung 4.8 zeigt sowohl die tÜW als auch die Verarbeitungszeit ausgewählter n für
eine Exponentialverteilung. Ihr kann entnommen werden, dass alle Beobachtungen bei der
Normalverteilung auch bei der Exponentialverteilung gelten. Damit kann auch Hypothe-
se H4 bestätigt werden. Als Konsequenz kann das ND-CSP, welches den Ressourcenver-
brauch durch eine Normalverteilung annähert, auch für Dienste mit nichtnormalverteiltem
Ressourcenverbrauch verwendet werden. Das impliziert wiederum, dass die Betrachtung des
Erwartungswertes und der Varianz der konsolidierten Dienste ausreicht und keine Faltung
für die Lösung des ND-CSP notwendig ist.
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Abbildung 4.8
Vergleich von tatsächlicher, über alle CPU-Kerne gemittelter Überlastungswahrscheinlichkeit (tÜW)
und der Verarbeitungszeit für eine unterschiedliche, ausgewählte Anzahl n von Diensten mit exponenti-
ell verteiltem Ressourcenverbrauch (anstatt normalverteiltem): Die meanCSP- und ND-CSP-Strategie
sind auf eine gemeinsame Leistungsaufnahme ausgerichtet.
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5 ZEITLICH KOMPLEMENTÄRE
DIENSTE
In dem vorangegangen Kapitel 4 wurde generell angenommen, dass der Ressourcenverbrauch
der Dienste unabhängig ist. Das führt dazu, dass bei der Addition mehrerer zufälligen Res-
sourcenverbräuche hohe Werte gerade gleichzeitig auftreten und so zu einer hohen Auslastung
führen (vgl. Abschnitt 3.2.2). Sind die Ressourcenverbräuche der Dienste jedoch nicht sto-
chastisch unabhängig, sondern bedingt zum Beispiel ein hoher Verbrauch des einen Dienstes
zeitgleich einen niedrigen Verbrauch eines anderen, sind hohe Ressourcenauslastungen und
-überlastungen unwahrscheinlich. Davon profitiert die Performanz aller Dienste.
Dieser Vorteil der „komplementären Aktivität“ – ist ein Dienst gerade aktiv, ist ein ande-
rer Dienst inaktiv und umgekehrt – kann jedoch nicht bei allen Ressourcen genutzt werden.
Im Cache können Dienste noch benötigte Daten anderer Dienste überschreiben, wodurch
es zu Verzögerungen bei der anschließenden Ausführung kommt (siehe Abschnitt 2.1.3).
Daher muss in „zeitlich geteilte Ressourcen“ unterschieden werden. Das klassische Beispiel
ist die Rechenzeit eines Prozessorkerns (siehe Abschnitt 2.1.1). Innerhalb kleiner Zeitschei-
ben wird jeweils ein Dienst exklusiv ausgeführt. Wird die Ausführung eines Dienstes pau-
siert und später fortgesetzt, ist die Performanz unabhängig von den Operationen, welche in
der Zwischenzeit ausgeführt wurden. Ähnlich verhält es sich für den Festplatten-I/O (siehe
Abschnitt 2.1.4). Es wird nur ein Block zur gleichen Zeit geschrieben. Ebenfalls kann der
Netzwerk-I/O (siehe Abschnitt 2.1.5) als zeitlich geteilte Ressource gesehen werden. Es wird
nur ein Datenpaket zur gleichen Zeit versendet. Die Performanz darauffolgender Datenpa-
kete ist unabhängig davon, welche Pakete zuvor gesendet wurden. In diesem Kapitel wird
ausschließlich auf solche zeitlich geteilten Ressourcen eingegangen.
Im Folgenden wird in Abschnitt 5.1 darauf eingegangen, wie die zeitliche Komplementari-
tät von Diensten beschrieben werden kann. Anschließend wird das ND-CSP in Abschnitt 5.2
dahingehend erweitert, dass es die zeitliche Komplementarität zwischen Diensten berück-
sichtigt. In Abschnitt 5.3 wird evaluiert, inwiefern das Konzept der zeitlich komplementären
Dienste für die Realität relevant ist.
5.1 KONZEPT DES ÜBERLAPPUNGSKOEFFIZIENTEN
Die zeitliche Komplementarität von Diensten wird im Wesentlichen durch den Korrelati-
onskoeffizienten (siehe Abschnitt 3.2.4) beschrieben. Ein hoher Ressourcenverbrauch X des
einen Dienstes bedingt in einem stochastischen Sinn einen niedrigen Ressourcenverbrauch
Y eines anderen Dienstes. Sind zwei Dienste wie in Abbildung 5.1a „vollständig komple-
mentär“, ergibt sich ein Korrelationskoeffizient von Cor (X,Y ) = −1. Beide Dienste können
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konsolidiert werden, ohne dass mit einer gegenseitigen Beeinflussung zu rechnen ist. Sobald
es Zeiten gibt, in denen beide Dienste gleichzeitig aktiv sind, erhöht sich der Korrelations-
koeffizient (siehe Abbildung 5.1b). Zugleich wird eine Performanzdegradation auftreten. Um
solche Effekte zu beschränken, könnte ein maximal zulässiger Korrelationskoeffizient definiert
werden. Hierdurch würde man jedoch auch durchaus wünschenswerte Dienstpaare von der
Konsolidierung ausschließen. Wie in Abbildung 5.1c dargestellt, können auch beide Dienste
eine Ressource zeitweise ungenutzt lassen. Noch immer sind beide Dienste zu keiner Zeit
gleichzeitig aktiv, sodass keine Performanzdegradation zu erwarten ist. Dennoch erhöht sich
der Korrelationskoeffizient zu einem ähnlichen oder gar identischen Wert wie bei der gleich-
zeitigen Aktivität. Dieser Widerspruch desselben Wertes für eine zu vermeidende Beziehung
zweier Dienste und einer nicht störenden bis hin zur wünschenswerten Beziehung lässt die
Nutzung des Korrelationskoeffizienten zur Konsolidierung von Diensten nicht zu.
inaktiv
aktiv
Zeit
(a) Cor (X ,Y ) =  1
Zeit
(b)  1 < Cor (X ,Y ) < 0
Zeit
(c)  1 < Cor (X ,Y ) < 0 Dienst X
Dienst Y
Abbildung 5.1
Widerspruch des Korrelationskoeffizienten: Überlappung von Aktivität (b) und Freilassen von Res-
sourcenkapazität (c) führen zu ähnlichen bzw. gar identischen Korrelationskoeffizienten.
Die Erhöhung des Korrelationskoeffizienten ist das Resultat eines Vorzeichenwechsels in-
nerhalb des Terms Cov(X,Y ) = E
{︁
(X − µX) · (Y − µY )
}︁
aus Definition (3.19). Ist der
Ressourcenverbrauch X des einen Dienstes niedrig, so ist X − µX negativ. Ist zur gleichen
Zeit der Ressourcenverbrauch Y des zweiten Dienstes hoch, ist Y −µY positiv. Das Produkt
beider ist somit negativ und trägt bei der Mittelwertbildung zum Korrelationskoeffizienten
−1 bei. Umgekehrt, haben beide Dienste einen hohen Ressourcenverbrauch, ist das Produkt
entsprechend positiv und verschiebt den Korrelationskoeffizienten in Richtung +1. Haben
nun beide Dienste zur gleichen Zeit einen niedrigen Ressourcenverbrauch, ist sowohl X−µX
als auch Y − µY negativ. Das Produkt beider resultiert in einem positiven Wert, der den
Korrelationskoeffizienten erhöht. Im Gegensatz dazu ist unserer Definition nach jedoch kei-
nerlei Performanzdegradation zu erwarten, sodass das Produkt (X−µX) · (Y −µY ) < 0 sein
soll. Um dies zu erreichen, wird die Funktion S(x, y) eingeführt, welche das Vorzeichen in
genau diesem Fall umkehrt, andernfalls jedoch unverändert lässt:
S(x, y) =
⎧⎨⎩−1 x < 0 ∧ y < 0+1 sonst . (5.1)
Nach dessen Integration in den Korrelationskoeffizienten ergibt sich der Überlappungskoef-
fizient OC(X,Y ) zweier Ressourcenverbräuche X und Y :
OC(X,Y ) := E
{︁
(X − µX) · (Y − µY ) · S(X − µX ,Y − µY )
}︁√︁
Var(X) ·Var(Y ) . (5.2)
Es kann gezeigt werden, dass trotz des Einfügens von S(x, y) der Wertebereich [−1,+1]
erhalten bleibt: −1 ≤ OC(X,Y ) ≤ −1 (siehe Anhang A.1). Ebenfalls ist der Überlappungs-
koeffizient symmetrisch: OC(X,Y ) = OC(Y ,X).
44
5.2 ND-CSP unter Berücksichtigung des Überlappungskoeffizienten
Der Überlappungskoeffizient OC(X,Y ) stellt eine Metrik dar, die die gleichzeitige Aktivi-
tät zweier Ressourcenverbräuche beschreibt. Aktivität und Inaktivität eines Dienstes ist da-
bei relativ zur Varianz um den Erwartungswert definiert. Der Überlappungskoeffizient trifft
keine absolute Aussage darüber, wie sehr sich die Varianz nach Addition beider Zufallsva-
riablen gegenüber stochastisch unabhängiger Zufallsvariablen verringern wird. Als Beispiel
können drei Dienste mit dem Ressourcenverbrauch Ui ∼ (µi,σi), beschrieben durch den
Erwartungswert µi und der Standardabweichung σi des Ressourcenverbrauchs, betrachtet
werden: U1 ∼ (0.4, 0.2), U2 ∼ (0.2, 0.2) und U3 ∼ (0.5, 0.01). Wenn Dienst 1 und Dienst
2 vollständig komplementär sind, also OC(U1,U2) = −1 ist, wird die Varianz der Ressour-
cenauslastung nach der Konsolidierung (Addition beider Zufallsvariablen) nahe Null. Im
Gegensatz dazu, selbst wenn Dienst 1 und Dienst 3 vollständig komplementär sind, also
OC(U1,U3) = −1 ist, wird die Varianz nach der Konsolidierung im Wesentlichen σ21 sein.
5.2 ND-CSP UNTER BERÜCKSICHTIGUNG DES
ÜBERLAPPUNGSKOEFFIZIENTEN
Der Überlappungskoeffizient spiegelt die Wahrscheinlichkeit wider, ob zwei Dienste gleichzei-
tig einen hohen Verbrauch an Ressourcen haben. Je größer also der Überlappungskoeffizient
ist, desto höher ist auch die Überlastungswahrscheinlichkeit nach der Konsolidierung. Wird
der Überlappungskoeffizient hingegen auf einen Wert kleiner oder gleich Null begrenzt, wird
die tÜW (siehe Abschnitt 4.2.3) generell kleiner als die MÜW (siehe Abschnitt 4.1) sein.
Dies resultiert in einer besseren Performanz.
Um einen maximal zulässigen Überlappungskoeffizienten (MÜK) ocmax bei dem ND-CSP
aus Abschnitt 4.1 zu berücksichtigen, wird das Zulässigkeitskriterium für die Menge aller
zulässigen Teilmengen aus Gleichung 4.4 erweitert:
A =
{︂
a⃗ ∈ Bn
⃓⃓⃓⃗
a|µ⃗+ qϵ ·
√
a⃗|σ⃗2 ≤ C ∧ ocij ≤ ocmax, ∀i, j ∈
{︁
i ∈ {1, . . . ,n} |ai = 1
}︁}︂
. (5.3)
Ähnlich dem Erwartungswert sowie der Varianz eines Dienstes, ist der Überlappungskoef-
fizient zweier Dienste eine Eigenschaft, welche in einer Matrix ocij = OC(Ui,Uj) für alle
Dienstepaare zusammengefasst werden kann. Innerhalb einer Teilmenge muss der Überlap-
pungskoeffizient aller Dienste paarweise kleiner oder gleich dem MÜK sein. Auf Basis von
Gleichung (5.3) kann auch das Zulässigkeitskriterium für den Algorithmus 1 (FFD aus Ab-
schnitt 3.1.2) formuliert werden. Es ist in Algorithmus 3 aufgeführt. Durch die Symmetrie
des Überlappungskoeffizienten ocij = ocji genügt der Test eines Wertes.
Algorithmus 3 Zulässigkeitskriterium für das ND-CSP des FFD-Algorithmus 1 unter Be-
rücksichtigung des Überlappungskoeffizienten
Eingabe: aktueller Dienst di, aktuell zu prüfende Teilmenge Dk
1: for all Dienste dj ∈ Dk do
2: if ocij > ocmax then
3: return Falsch
4: end if
5: end for
6: return Wahr
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5.3 EVALUATION
Nachfolgend soll der Einfluss des Überlappungskoeffizienten bei der Konsolidierung von
Diensten geklärt werden. Dabei werden zuerst die Eigenschaften der Dienste aus dem Google
Data Trace (siehe Abschnitt 3.3) in Bezug auf folgende zwei Hypothesen analysiert:
Hypothese H5. Dienste mit zeitlich komplementärem als auch synchronem Ressourcenver-
brauch stellen einen signifikanten Anteil innerhalb eines Datenzentrums dar.
Hypothese H6. Der Überlappungskoeffizient kann als stochastische Größe von der Vergan-
genheit auf die Zukunft übertragen werden.
Anschließend wird in Abschnitt 5.3.4 folgende Hypothese überprüft:
Hypothese H7. Das ND-CSP kann unter Berücksichtigung des Überlappungskoeffizienten
noch effizienter konsolidieren.
5.3.1 EXISTENZ VON DIENSTPAAREN MIT NIEDRIGEM
ÜBERLAPPUNGSKOEFFIZIENTEN (H5)
Bevor Dienste anhand eines Überlappungskoeffizienten konsolidiert werden können, muss ge-
zeigt werden, dass es Dienste in für das Datenzentrum signifikantem Umfang gibt, dessen
Ressourcenverbrauch zeitlich komplementär zueinander ist. Dabei kann nicht auf alle mög-
lichen
(︁24 281 242
2
)︁ ≈ 295 · 1012 Dienstpaare eingegangen werden. Das wäre viel zu aufwändig.
Allerdings ist das auch nicht notwendig. Viele der Dienste existieren nur kurzzeitig und lassen
somit nicht genug Zeit zur Konsolidierung. Andere Dienstpaare haben keinerlei gemeinsame
Laufzeit. So kann zum Beispiel ein Dienst Montag bis Mittwoch und ein anderer Freitag
bis Sonntag laufen. Offensichtlich könnten beide Dienste auf der gleichen Ressource platziert
werden ohne sich gegenseitig zu beeinflussen. Das ist jedoch nicht der Fokus dieser Arbeit.
Hier sollen ausschließlich Dienstpaare mit einer gemeinsamen Laufzeit betrachtet werden,
bei denen eine Konsolidierung überhaupt in Frage kommt. Des Weiteren gibt es sehr viele
Dienste im Google Data Trace, welche keinerlei nennenswerten Ressourcenverbrauch haben.
Sie tragen kaum zum Energieverbrauch des Datenzentrums bei. Darüber hinaus kann die
Konsolidierung dieser Dienste über bestehende Strategien vorgenommen werden ohne deren
Performanz spürbar zu beeinträchtigen.
Um einerseits die Rechenzeit für diese Arbeit durch die Wahl nur weniger, ausgewähl-
ter Dienste gering zu halten und gleichzeitig die Signifikanz für das Datenzentrum zu de-
monstrieren, werden die Untersuchungen bezüglich des Überlappungskoeffizienten nur für
die „größten“ Dienste durchgeführt. Damit sowohl die Laufzeit als auch der Ressourcenver-
brauch in die „Größe“ wi eines Dienstes eingeht, wird das Produkt aus Ressourcenverbrauch
us jedes Zeitfensters s (vgl. Abschnitt 3.3), gewichtet durch die Länge des Zeitfensters ∆ts,
aufsummiert:
wi =
∑︂
s
∆ts · us. (5.4)
Über das Verhältnis wi/
∑︁
i∈D wi erhält man dann den relativen Anteil eines Dienstes an dem
Gesamtbedarf einer Ressource im Datenzentrum. Nach Sortierung der Dienste nach abstei-
gendem relativen Anteil kann dieser kumulativ über die Dienste aufgetragen werden (siehe
Abbildung 5.2). Ausgewählte Werte der Abbildung sind in Tabelle 5.1 genannt. Die Spalte
„Dienste insgesamt“ gibt an, bei wie vielen Diensten entsprechende Ressourcenverbräuche
im Google Data Trace aufgezeichnet wurden. Es ist zu sehen, dass nur ein geringer Teil
der Dienste für einen Großteil der Auslastung des Datenzentrums verantwortlich ist. Kon-
kret verantworten zum Beispiel nur 0,59% der Dienste 80% der CPU-Auslastung. Ähnlich
verhält es sich für die Speicheraktivität und den Festplatten-I/O.
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Abbildung 5.2
Kumulativer Anteil der Dienste am Ressourcenverbrauch des gesamten Datenzentrums für verschie-
dene Ressourcenverbräuche
Nachfolgend wird exemplarisch die CPU-Auslastung untersucht. Dabei wird ausschließ-
lich auf die größten 2857 Dienste eingegangen. Alle Berechnungen sind in vertretbarer Zeit
durchführbar (Näheres im folgenden Abschnitt 5.3.2). Gleichzeitig sind sie jedoch für 15%
der CPU-Auslastung des gesamten Datenzentrums verantwortlich. Können sie effizient kon-
solidiert werden, tragen allein diese Dienste zu einer signifikanten Verbesserung bei.
Aus den 2857 Diensten ergeben sich
(︁2857
2
)︁
= 4 079 796 Dienstpaare. Beide Dienste di und
dj eines Dienstpaares haben allerdings nicht zwingend eine identische Laufzeit. So kann ein
Dienst eher starten oder beendet sein als der andere. Da nur während der gemeinsamen
Laufzeit eine Konsolidierung in Frage kommt, wird die Laufzeit jedes Dienstes auf die ge-
meinsame Laufzeit des jeweiliges Paares reduziert. Durch das teilweise Wegschneiden der
Laufzeit ergibt sich jedoch auch ein vom zweiten Dienst dj abhängiger Erwartungswert µij
des Dienstes di. Analog verhält es sich für die Standardabweichung σij . Jeweils ein Histo-
gramm beider ist in Abbildung 5.3 dargestellt. Es ist zu sehen, dass alle Dienste innerhalb
ihrer Paare eine hinreichend große CPU-Auslastung aufweisen, die zudem stark fluktuiert.
Eine Konsolidierung mit Hilfe des ND-CSP ist daher ratsam.
Für alle Dienstpaare (di, dj) wurde der Überlappungskoeffizient OC(Ui,Uj) der CPU-Aus-
lastung Ui und Uj gemäß seiner Definition 5.2 berechnet. Die Verteilung der Werte inner-
halb des Wertebereichs von −1 bis +1 ist in Abbildung 5.4 mit Hilfe eines Histogramms
gezeigt. Es ist zu sehen, dass es Dienstpaare gibt, die einen Überlappungskoeffizienten von
gerade einmal −0,7 haben und sich somit für eine gemeinsame Konsolidierung auszeich-
nen. Gleichzeitig gibt es jedoch auch viele Dienstpaare mit einem Überlappungskoeffizienten
OC(Ui,Uj) > 0. Sie erhöhen die Wahrscheinlichkeit der Überlastung gegenüber stochastisch
unabhängiger Dienste und sollten daher nicht konsolidiert werden. Wird der Überlappungs-
koeffizient bei der Konsolidierung der Dienste nicht berücksichtigt, würden „zufällig“ Paare
aus Abbildung 5.4 gewählt werden. Infolgedessen würde der mittlere Überlappungskoeffizi-
ent E
{︁
OC(Ui,Uj)
}︁ ≈ 0 nach der Konsolidierung sein. Somit kann Hypothese H5 bestätigt
werden. Die zeitliche Abhängigkeit zwischen dem Ressourcenverbrauch von Diensten ist in
signifikantem Umfang vorhanden.
Demgegenüber gilt es zu klären, welcher MÜK ocmax gewählt werden kann, um jeden
Dienst mit mindestens einem zweiten Dienst konsolidieren zu können. Hierfür ist die kumu-
lative Anzahl einzigartiger Dienste als rote Linie in Abbildung 5.4 eingezeichnet. Sie gibt an,
wie viele Dienste in den Dienstpaaren mit OC(Ui,Uj) ≤ x (−1 ≤ x ≤ +1) bereits vertreten
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Abbildung 5.3
Histogramm der mittleren CPU-Auslastung µij und Standardabweichung σij des Dienstes di während
seiner gemeinsamen Laufzeit mit dem Dienst dj
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Histogramm des Überlappungskoeffizienten der Dienste di und dj während ihrer gemeinsamen Laufzeit
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sind. Ihr Maximum – alle 2857 Dienste – erreicht sie bereits bei einem Überlappungskoeffi-
zienten von etwa −0,07. Das heißt, alle Dienste können bereits mit einem MÜK ocmax = 0
konsolidiert werden.
5.3.2 RECHENAUFWAND DES ÜBERLAPPUNGSKOEFFIZIENTEN
Im Fokus dieser Arbeit stehen einzelne Dienste. Es kann sich leicht vorgestellt werden, dass
die Suche eines einzelnen Dienstes innerhalb der Tabelle aus Abschnitt 3.3 sehr lange dauert.
Dies dann für mehrere Dienste zu wiederholen ist nicht praktikabel. Daher wurde jeder
„Job“ mit seinen Diensten („Tasks“) in eine separate Datei sortiert und im JSON-Format
strukturiert. Dies wurde mit dem gleichen System aus Abschnitt 4.2.1, ausgestattet mit einer
Intel SSD DC P3520 (1,2TB), einmalig durchgeführt. Die Laufzeit betrug 3 h 15min.
Anschließend konnte gezielt auf einen einzelnen Dienst und dessen Werte zugegriffen werden.
{
"job_id" : 6457147393,
"tasks" : [
...,
{
"task_index" : 13,
"samples" : 4,
"start_time" : [250, 300, 600, 900],
"end_time" : [300, 600, 900, 950],
"cpu_rate" : [0.2, 0.1, 0.2, 0.3],
"memory_accesses_per_instruction" : [nan, nan, nan, nan],
"disk_io_time" : [nan, 0.1, nan, nan],
...
},
...
]
}
Abbildung 5.5
Ausschnitt aus der JSON-Struktur eines „Jobs“, bestehend aus mehreren Diensten („Tasks“)
Auf Basis der einzelnen JSON-Dateien wurde dann die Matrix ocij = OC(Ui,Uj) der
Überlappungskoeffizienten aus Abschnitt 5.3.1 berechnet. Die Berechnung dauerte 21 h 14min.
Diese Zeit beinhaltet bereits die Zeit für das Einlesen der Daten und umfasst die vollen 30
Tage des Google Data Trace für die Dienste, die für 15% der gesamten Last im Datenzen-
trum verantwortlich sind. Konsolidierung finden in der Regel weitaus häufiger als nur aller
30 Tage statt. Wird ein Konsolidierungsintervall von 12 h angenommen, würde das Einlesen
und Prozessieren der Daten nur etwa 21min dauern. Zum Einen kann die Dauer im Vergleich
zum betrachteten Zeitraum von 12 h vernachlässigt werden. Zum Anderen hat eine PM die
Berechnungen für bis zu 15% · 12 500PMs11 = 1875PMs bewältigt. Das dadurch erhaltene
Einsparpotenzial übersteigt den Energieverbrauch der einen zusätzlich benötigten PM bei
Weitem.
Die bisher verwendete Implementierung kann darüber hinaus optimiert werden. So können
die Daten bereits binär vorgehalten werden, sodass die Interpretation des JSON-Formates
entfällt. Des Weiteren können die von den einzelnen PMs empfangenen Daten direkt im
11vgl. Abschnitt 3.3
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Arbeitsspeicher gehalten werden. Somit kann der Aufwand für Interpretation und Lesen der
Festplatte eingespart werden.
5.3.3 RETROSPEKTIVE DES ÜBERLAPPUNGSKOEFFIZIENTEN (H6)
Eine Voraussetzung für die Konsolidierung von Diensten unter Berücksichtigung ihrer Über-
lappungskoeffizienten sind die Überlappungskoeffizienten selbst. Im Allgemeinen werden sie
jedoch nicht a priori bekannt sein. Stattdessen müssen sie erst auf Basis von Aufzeichnungen
vergangener Ressourcenverbräuche berechnet werden. Da der Überlappungskoeffizient eine
stochastisches Größe ist, wäre es möglich, dass er im Laufe der Zeit konstant bleibt. Dadurch
könnte man den Überlappungskoeffizienten der Zukunft, für die die Konsolidierung statt-
findet, aus der Vergangenheit schließen (vgl. Hypothese H6). Dem gegenüber können sich
jedoch auch stochastische Größen mit der Zeit verändern. Als Beispiel kann der Erwartungs-
wert des Ressourcenverbrauchs genommen werden. Wochentags, als Zeit hoher Nachfrage,
kann er höher sein als an Wochenenden, als Zeit niedrieger Nachfrage (vgl. Abschnitt 2.3).
Um die Änderung des Überlappungskoeffizienten zu untersuchen, werden die Zeitreihen
der Dienstpaare (di, dj) in Intervalle l von 3 h eingeteilt. Anschließend wird für jedes der
Intervalle der Überlappungskoeffizient OC(U (l)i ,U
(l)
j ) der CPU-Auslastungen Ui und Uj be-
rechnet. Abschließend wird die absolute Differenz der Überlappungskoeffizienten zwischen
zweier aufeinanderfolgenden Intervalle bestimmt und über alle Intervalle des Dienstpaares
gemittelt. Die durchschnittliche Differenz aller Dienstpaare ist als Histogramm in Abbil-
dung 5.6 dargestellt. Ihr ist zu entnehmen, dass der Unterschied zweier Intervalle in der glei-
chen Größenordnung wie der Überlappungskoeffizient selbst ist. Demzufolge kann sich der
Überlappungskoeffizient von einem Intervall zum nächsten grundlegend ändern. Anfänglich
zeitlich komplementäre Dienste könnten zu gleichzeitiger Aktivität neigen und so die Res-
sourcenkapazität zu häufig überlasten, wodurch die Performanz leiden würde. Daher muss
Hypothese H6 widersprochen werden: Der Überlappungskoeffizient als stochastische Größe
kann nicht von der Vergangenheit auf die Zukunft übertragen werden!
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Abbildung 5.6
Histogramm der durchschnittlichen absoluten Differenz zweier Überlappungskoeffizienten von zwei
aufeinanderfolgenden 3-h-Intervallen l und l + 1
Es stellt sich die Frage, wie man stattdessen den Überlappungskoeffizienten für die Kon-
solidierung erhalten kann. Dies bleibt im Rahmen dieser Arbeit ungeklärt und wird somit
Teil zukünftiger Arbeit sein.
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5.3.4 ND-CSP UNTER BERÜCKSICHTIGUNG DES
ÜBERLAPPUNGSKOEFFIZIENTEN (H7)
Die zusätzliche Einschränkung bei der Zulässigkeit einer Teilmenge Dk schließt zunächst
einmal Teilmengen zu konsolidierender Dienste aus. Dies kann auch Teilmengen betreffen,
die in Kapitel 4 Teil der optimalen oder nahoptimalen Lösung des ND-CSP sind. Infolge-
dessen werden bei gleicher MÜW zunächst mehr Ressourcen benötigt, was wiederum einen
höheren Energiebedarf zur Folge hat. Da der Ressourcenverbrauch der einzelnen Dienste je-
doch nicht mehr stochastisch unabhängig voneinander ist, wird die Wahrscheinlichkeit, dass
mehrere Dienste gleichzeitig einen hohen Ressourcenverbrauch haben, sinken. Deshalb wird
sich die Performanz verbessern, da die tÜW als indirektes Maß für die Performanzdegrada-
tion ebenfalls sinkt (siehe Abschnitt 4.2.3). Ohne SLAs zu verletzen, könnte dadurch eine
höhere MÜW gewählt werden, welche wiederum einen geringen Bedarf an Ressourcen nach
sich zieht. In der Summe könnten so unter Berücksichtigung des Überlappungskoeffizienten
weniger Ressourcen bei gleicher Performanz als ohne benötigt werden (vgl. Hypothese H7).
Zur Überprüfung der Hypothese wird zunächst kurz darauf eingegangen, wie gut die Lö-
sung des FFD-Algorithmus auch mit einer zusätzlichen Nebenbedingung ist. Anschließend
wird sowohl der Energieverbrauch als auch die Performanz der Konsolidierung mit Überlap-
pungskoeffizienten der Konsolidierung ohne (Kapitel 4) gegenüber gestellt.
ANWENDBARKEIT DES FFD-ALGORITHMUS MIT DEM ÜBERLAPPUNGSKOEFFIZIENTEN
ALS NEBENBEDINGUNG
Obwohl der Überlappungskoeffizient als zusätzliche Nebenbedingung die exakte Lösung des
ND-CSP erheblich beschleunigt, ist die Ausführung für viel mehr als 50 Dienste nicht in ver-
tretbarer Zeit beendet. Daher wird wieder auf den FFD-Algorithmus zurückgegriffen. Dieser
erstellt jedoch nur eine zulässige Lösung des ND-CSP auf Grundlage der nach absteigen-
dem mittleren Ressourcenverbrauch sortierter Dienste. Durch diese Sortierung ist es jedoch
möglich, dass Dienste di mit überwiegend Überlappungskoeffizienten OC(Ui,Uj) > ocmax
erst gegen Ende betrachtet werden. Ist auf den Ressourcen, denen bereits die Dienste dj
mit OC(Ui,Uj) ≤ ocmax zugeordnet wurden, nicht mehr genügend Kapazität frei, wird dann
jeder Dienst di auf einem separaten Kern ausgeführt.
Eine allgemeine obere Schranke gibt es für den FFD-Algorithmus unter Berücksichtigung
des Überlappungskoeffizienten nicht. Stattdessen wird analog der Tabelle 4 aus [62] die ge-
nerelle Tendenz von FFD gegenüber der optimalen Lösung moptimal untersucht. Die Gegen-
überstellung für 40 und 50 Dienste mit einer MÜW ϵ = 0.25 und einem MÜK von ocmax = 0
ist in Tabelle 5.2 aufgeführt12. Bereits hier ist der gesteigerte Ressourcenbedarf gegenüber
dem FFD ohne Berücksichtigung des Überlappungskoeffizienten zu sehen. Näher darauf ein-
gegangen wird im nachfolgenden Abschnitt. Hier zeigt sich zunächst, dass das FFD auch mit
Berücksichtigung des Überlappungskoeffizienten konkret für die Dienste aus Abschnitt 5.3.1
im Allgemeinen eine sehr gute nahoptimale Lösung liefert. Bis auf eine Ausnahme wird nur
maximal ein CPU-Kern mehr verwendet. Aus diesem Grund wird auch nachfolgend das FFD
mit der Nebenbedingung des Überlappungskoeffizienten zur Lösung des ND-CSP für mehr
als 50 Dienste verwendet.
VERSUCHSAUFBAU
In Abschnitt 4.2.1 wurden die stochastischen Charakteristiken der Dienste mit einer Rate
von durchschnittlich 1 s repliziert. Nach nur zehn Minuten war jeder Dienst so mit etwa 600
12durchgeführt von Dr. John Martinovic (Institut für Numerische Mathematik, TU Dresden)
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Tabelle 5.2
Vergleich der optimalen Lösung moptimal des ND-CSP mit der Lösung des angepassten FFD-
Algorithmus für n Dienste, MÜW ϵ = 0.25 und MÜK ocmax = 012
Instanz 1 2 3 4 5 6 7 8 9 10 Mittelwert
n
=
40 FFD (ohne OC) 5 5 5 5 6 6 5 6 5 6 5,4
moptimal 9 10 10 8 9 10 9 11 7 13 9,6
FFD (mit OC) 10 10 10 9 9 10 9 12 10 13 10,2
n
=
50 FFD (ohne OC) 6 7 6 6 7 6 6 6 6 7 6,3
moptimal 12 9 9 12 13 10 12 12 7 11 10,7
FFD (mit OC) 13 9 10 13 13 11 12 12 8 12 11,3
Datenpunkten entsprechend seiner Statistik, unabhängig von den anderen Diensten, hinrei-
chend oft ausgeführt. Im Gegensatz dazu werden nun Dienste betrachtet, zwischen denen
stochastische Abhängigkeiten bestehen. Diese resultieren aus dem Verhältnis der Zeitreihen
untereinander während ihrer gesamten Laufzeit. Um sie adäquat wiederzugeben, muss die
Zeitreihe vollständig repliziert werden. Dabei ist auch keine Skalierung der Zeit möglich, da
die Zeitreihen bereits eine Auflösung von bis zu 1Hz aufweisen (vgl. Abschnitt 3.3). Infol-
gedessen würde die experimentelle Messung einer einzigen Konsolidierung bis zu 30 Tage
dauern. Mehrere Messungen unterschiedlicher Parameter ist so schlichtweg nicht durchführ-
bar.
Statt experimenteller Messungen kann daher nur eine numerische Analyse durchgeführt
werden. Hierfür werden die Zeitreihen aller Dienste auf eine gemeinsame Länge des Zeit-
fensters ∆ts = 1 s konvertiert. Nach jeder Konsolidierung wird auf Grundlage dessen die
resultierende Ressourcenauslastung Uk =
∑︁
i∈Dk Ui zeitfensterweise berechnet und die tÜW
P {Uk > C = 1} bestimmt.
Durch die numerische Analyse begrenzen nicht mehr die 16 CPU-Kerne des Systems die
maximal mögliche Anzahl n zu konsolidierender Dienste. Da sie zudem schneller durchge-
führt ist als eine experimentelle Messung, können für eine höhere Genauigkeit mehr In-
stanzen betrachtet werden. So werden 30 Instanzen von je n = 200 Diensten, zufällig aus
allen 2857 Diensten ausgewählt, untersucht. Die numerische Analyse wird für je zwei Kon-
solidierungsstrategien durchgeführt: ND-CSP ohne und mit Berücksichtigung des Überlap-
pungskoeffizienten. Der Vorteil des ND-CSP ohne Überlappungskoeffizienten wurde bereits
in Abschnitt 4.2 gezeigt. Daher wird es nun als alleiniger Vergleich herangezogen. Dabei
werden wieder vier unterschiedliche MÜW ϵ = 0,05, 0,1, 0,25 und 0,4 betrachtet. Untersucht
wird, wie dem gegenüber das ND-CSP mit Überlappungskoeffizienten abschneidet. Um den
Einfluss des MÜK zu klären, wird die Konsolidierung außerdem mit ocmax = 0,0 . . . 0,95 in
0,05er-Schritten durchgeführt. Bei ocmax < 0 ist ein zu großer Ressourcenbedarf zu erwarten,
da nicht alle Dienste mit mindestens einem zweiten Dienst konsolidiert werden können (vgl.
Abschnitt 5.3.1). Ein Wert von ocmax = 1.0 entspräche dem ND-CSP ohne Berücksichtigung
des Überlappunkgskoeffizienten, da immer OC(Ui,Uj) ≤ 1 gilt (siehe Anhang A.1).
Wie bereits zu Beginn des Abschnitts erwähnt, kann die Sortierung der Dienste nach
dessen mittlerem Ressourcenverbrauch günstige Paare OC(Ui,Uj) benachteiligen. Um eine
Priorisierung der Überlappungskoeffizienten zu erreichen, wird alternativ auch die Sortierung
(Zeile 1 in Algorithmus 1) nach mittlerem Überlappungskoeffizienten E
{︁
OC(Ui,Uj)
}︁
des
Dienstes di untersucht. So werden anfangs besonders viele Dienste mit paarweise niedrigem
Überlappungskoeffizienten konsolidiert, da noch genügend Kapazität auf den Ressourcen frei
ist.
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Algorithmus 4 fasst die gesamte Durchführung zusammen. Jede einzelne Analyse der insge-
samt drei Konsolidierungsstrategien ergibt zwei Werte: die Anzahl der benötigen CPU-Kerne
sowie die tÜW. Um einen zuverlässigen Überblick über die Abhängigkeit von den einzelnen
Parametern zu erhalten, wird wie in Abschnitt 4.2.1 für beide Werte der Mittelwert aller
Instanzen gebildet und zusammen mit seiner Standardabweichung betrachtet.
Algorithmus 4 Durchführung der Konsolidierung von n = 200 Diensten unter Berücksich-
tigung des Überlappungskoeffizienten.
1: for instanz = 1 to 30 do
2: Wähle zufällig n = 200 Dienste, schneide sie auf eine gemeinsame Laufzeit zu und
berechne deren Überlappungskoeffizientenmatrix.
3: for all ϵ ∈ {0.05, 0.1, 0.25, 0.4} do
4: Analyse der nach ND-CSP verteilten Dienste ohne Berücksichtigung des Überlap-
pungskoeffizienten mit MÜW ϵ.
5: for all ocmax ∈ {0.0, 0.05, . . . , 0.95} do
6: Analyse der nach ND-CSP verteilten Dienste, sortiert nach absteigendem mitt-
leren Ressourcenverbrauch, mit Berücksichtigung des Überlappungskoeffizienten
mit MÜW ϵ und MÜK ocmax.
7: Analyse der nach ND-CSP verteilten Dienste, sortiert nach aufsteigendem mitt-
leren Überlappungskoeffizienten, mit Berücksichtigung des Überlappungskoeffizi-
enten mit MÜW ϵ und MÜK ocmax.
8: end for
9: end for
10: end for
ENERGIEVERBRAUCH
Jede Konsolidierung verwendet, in Abhängigkeit ihrer Parameter, eine gewisse Anzahl an
CPU-Kernen. Diese spiegelt direkt den Energieverbrauch wider. Je mehr CPU-Kerne aktiv
sind, also nicht in einen stromsparenden Schlafmodus versetzt werden können, desto mehr
Energie wird verbraucht. Die Anzahl der verwendeten CPU-Kerne ist in Abbildung 5.7 für
ausgewählte Werte von ocmax dargestellt. Es ist zunächst zu sehen, dass das ND-CSP mit
der Nebenbedingung des Überlappungskoeffizienten mehr CPU-Kerne verwendet. Wenn die
Dienste beim FFD-Algorithmus statt nach mittlerem Ressourcenverbrauch nach mittlerem
Überlappungskoeffizienten sortiert werden, sind zum Teil deutlich mehr CPU-Kerne aktiv,
da keine effiziente Konsolidierung bezüglich der Ressourcenauslastung stattfinden kann. Dar-
über hinaus ist ein exponentieller Abfall des Ressourcenbedarfs in Abhängigkeit vom MÜK
ocmax zu beobachten. Bei sehr kleinen Werten werden viele Dienste mangels zulässigem
Konsolidierungspartners einem separaten Kern zugeteilt. Erst mit einer weniger restrikti-
ven Nebenbedingung, namentlich mit fallendem ocmax, nähert sich der Ressourcenbedarf
dem Verlauf der Konsolidierung ohne Überlappungskoeffizienten an. Bezüglich der MÜW ϵ
ist weiterhin, wie in Abschnitt 4.2.2, eine indirekte, leicht quadratische Proportionalität zu
sehen.
Um auch hier wieder den Trade-Off zwischen Energieverbrauch und Performanz untersu-
chen zu können, indem die unterschiedlichen Strategien auf einen gemeinsamen Energiever-
brauch gebracht werden, wird die Abhängigkeit von ihren Parametern ϵ und ocmax durch
Funktionen approximiert:
m(ϵ) = a · ϵ2 + b · ϵ+ c (5.5)
mOC(ϵ, ocmax) = a′ · ϵ2 + b′ · ϵ+ c′ · e−d′·ocmax . (5.6)
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Abbildung 5.7
Anzahl der verwendeten CPU-Kerne nach Konsolidierung, u. a. unter Berücksichtigung des Überlap-
pungskoeffizienten OC, und dazugehöriger approximierter Funktionen
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Die Funktion m(ϵ) beschreibt den Bedarf an CPU-Kernen für das ND-CSP ohne Überlap-
pungskoeffizienten. Es ist von dem MÜK ocmax unabhängig und wird durch eine quadratische
Funktion sehr gut beschrieben. Dem gegenüber steht die FunktionmOC(ϵ, ocmax) für die Kon-
solidierung mit Überlappunkgskoeffizienten, jeweils für die Sortierung nach mittlerem Res-
sourcenverbrauch µi und mittlerem Überlappunkgskoeffizienten E
{︁
ocij
}︁
. Die Abhängigkeit
von der MÜW ϵ wird ebenfalls durch eine quadratische Funktion sehr gut beschrieben, wo-
hingegen die Abhängigkeit vom MÜK ocmax durch einen exponentiellen Abfall approximiert
wird. Wie in Abbildung 5.7 zu sehen, geben die entsprechenden Funktionen das Verhalten
der drei Konsolidierungsstrategien sehr gut wieder.
Mit Hilfe von m und mOC können jeweils beide Strategien mit Überlappungskoeffizien-
ten auf den gleichen Energieverbrauch wie die Strategie ohne Überlappungskoeffizienten ge-
bracht werden. Dazu werden die Werte der Konsolidierungen mit Überlappungskoeffizienten
von ihrer MÜW ϵOC zur MÜW ϵ̃(ϵOC , ocmax) verschoben, bei der die Konsolidierung ohne
Überlappungskoeffizienten gleich viele CPU-Kerne m(ϵ̃) verwenden würde.
m(ϵ̃(ϵOC , ocmax))
!= mOC(ϵOC , ocmax) ⇐⇒ (5.7)
ϵ̃(ϵOC , ocmax) =
−b±
√︂
b2 − 4a (︁c−mOC(ϵOC , ocmax))︁
2a (5.8)
Da auch ϵ̃ ansteigen muss, wenn ϵOC größer wird, und mOC im Definitionsbereich von
ϵOC ∈ [0.0, 0.4] monoton fallend ist, wird das negative Vorzeichen im Zähler gewählt.
PERFORMANZ
Die auf einen gemeinsamen Energieverbrauch ausgerichteten Strategien ohne und mit Über-
lappungskoeffizienten sind in Abbildung 5.8 dargestellt. Durch den Übergang von diskreten
ϵOC zu ϵ̃(ϵOC , ocmax) mit kontinuierlichem Wertebereich sind die Werte der Konsolidierungen
ohne und mit Überlappungskoeffizienten zueinander verschoben. Um sie dennoch miteinan-
der vergleichen zu können, ist die tÜW der Konsolidierung ohne Überlappungskoeffzienten
durch die Funktion
ftÜW(ϵ) = α · ϵ2 + β · ϵ+ γ (5.9)
approximiert und für den Definitionsbereich ϵ ∈ [0.0, 0.4] eingezeichnet.
Als Erstes ist zu sehen, dass die Konsolidierung mit Überlappungskoeffizienten bei einem
MÜK von ocmax = 0,0 bis 0,4 zum Teil so viele CPU-Kerne benötigt, dass dies einer MÜW
ϵ̃ < 0 bei Konsolidierung ohne Überlappungskoeffizienten entspräche. Das ND-CSP ist je-
doch nur für ϵ ≥ 0 definiert [62]. Daher entfallen Punkte mit ϵ̃ < 0 zum Vergleich. Dies ist
besonders, aber nicht ausschließlich, bei der Sortierung nach mittlerem Überlappungskoeffizi-
enten E
{︁
ocij
}︁
der Fall. Als zweite Beobachtung ist zu sehen, dass der FFD-Algorithmus die
Ressourcen bei der Sortierung nach mittlerem Überlappunkgskoeffizienten außerdem nicht
effizient nutzen kann. So liegt die tÜW überwiegend oberhalb der tÜW des ND-CSP ohne
Überlappungskoeffizienten bei Verwendung gleich vieler CPU-Kerne. Die Sortierung nach
mittlerem Überlappungskoeffizienten führt daher zu einer Verschlechterung der Performanz
und ist somit nicht praktikabel.
Als Drittes ist zu beobachten, dass auch mit traditioneller Sortierung nach mittlerem Res-
sourcenverbrauch µi der Dienste das ND-CSP mit Überlappungskoeffizienten zu keiner Ver-
besserung der tÜW führt. Die tÜW und damit die Performanz nach Konsolidierung liegt sehr
genau bei der des ND-CSP ohne Überlappungskoeffizienten. Der zusätzliche Rechenaufwand
für die Überlappungskoeffizientenmatrix und dessen Berücksichtigung bei der Konsolidierung
scheint daher nicht gerechtfertigt zu sein.
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Abbildung 5.8
Die tatsächliche, über alle CPU-Kerne gemittelte Überlastungswahrscheinlichkeit (tÜW) nach Konso-
lidierung, u. a. unter Berücksichtigung des Überlappungskoeffizienten OC, und dazugehöriger appro-
ximierter Funktion
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Dem gegenüber steht die vierte und letzte Beobachtung. Die tÜW ist bei allen Varianten
des ND-CSP sehr viel höher als die MÜW. Dies bedeutet, dass die Dienste nicht nur stochas-
tisch abhängig sind, sondern häufig zeitgleich einen hohen Ressourcenverbrauch aufweisen.
Daraus folgt, dass die Lösung des ND-CSP Konsolidierungen mit einem Überlappungskoef-
fizienten OC(Ui,Uj) & 0 bevorzugen zu scheint. Dies widerspricht dem Ansatz, dass gerade
Dienste mit zeitlich komplementärem Ressourcenverbrauch konsolidiert werden sollen. Infol-
gedessen müsste eher ein ϵOC < ϵ gewählt werden. Bei der Konsolidierung nur ocij ≤ ocmax
zu fordern, scheint daher nicht ausreichend zu sein. Stattdessen muss ein globaler Über-
lappungskoeffizient, bestehend aus den Überlappungskoeffizienten der konsolidierten Dienst-
paare, minimiert werden – ohne dabei jedoch die Minimierung der benötigten Ressourcen
zu vernachlässigen. Dies kann im Rahmen dieser Arbeit nicht mehr untersucht werden und
verbleibt daher Thema einer zukünftigen Analyse.
Somit kann die Hypothese H7 weder bestätigt noch widerlegt werden. Die approximierte
Lösung mit Hilfe des FFD-Algorithmus hat gezeigt, dass das ND-CSP mit Berücksichtigung
des Überlappungskoeffizienten mindestens genau so gut ist wie ohne dessen Berücksichtigung.
Eine bessere Approximation oder gar die exakte Lösung könnte jedoch die Effizienz der
Konsolidierung steigern.
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AUSBLICK
Die Ausführung von Diensten in Datenzentren trägt bereits heute einen signifikanten Anteil
am weltweiten Energieverbrauch – Tendenz steigend. Um die Ressourcen entsprechend des
aktuellen Bedarfs zu skalieren und so die Effizienz zu steigern, ist die Konsolidierung von
Diensten ein wichtiges Werkzeug der Datenzentrumbetreiber. Gleichzeitig müssen sie jedoch
im Rahmen eines SLA für eine gewisse Performanz garantieren.
Da nach der Konsolidierung Ressourcen gemeinsam von mehreren Diensten genutzt wer-
den, entstehen Wechselwirkungen zwischen Diensten. Sie werden Interferenzen genannt und
wirken sich im Allgemeinen negativ auf die Performanz der einzelnen Dienste aus. Es wurde
dargelegt, dass die Rechenzeit eines Prozessorkerns geteilt wird. Des Weiteren zeigen die
Bandbreite zum Arbeitsspeicher, der Festplatten-I/O sowie der Netzwerk-I/O die gleichen
Interferenzmuster einer zeitlich geteilten Ressource. Daher muss die Kapazität dieser effizi-
ent aufgeteilt werden. Gleichzeitig ist der variierende Bedarf der Dienste zu beachten. Auf
der Makroskala kann der zeitliche Verlauf weitestgehend vorhergesagt werden. Im Gegensatz
dazu variiert der Workload auf der Mikroskala zufällig, sodass während der Konsolidierung
sowohl Über- als auch Unterlast auftreten kann.
6.1 BEITRÄGE DER ARBEIT
Für die Beschreibung der Variation des Workloads auf Mikroskala wurden Zufallsvariablen
verwendet. Anschließend wurde das Cutting Stock Problem mit nichtdeterministischen Län-
gen (ND-CSP) eingeführt. Mit Hilfe des FFD-Algorithmus konnten so Dienste mit zufälli-
gem Ressourcenverbrauch unter der Bedingung einer maximal zulässigen Überlastungswahr-
scheinlichkeit (MÜW) konsolidiert werden. Beispielhaft für die CPU wurden 29 Benchmarks
so angepasst, dass sie die stochastischen Eigenschaften von Diensten aus einem Google-
Datenzentrum wiedergeben, und konsolidiert. Dabei konnte eine signifikante Reduzierung
des Energieverbrauchs von bis zu 64,1% gegenüber dem Linux Scheduler oder der zufälli-
gen Verteilung der Dienste gezeigt werden. Gegenüber dem Ansatz von Verma et al. [64]
wird zwar bis zu 6,5% mehr Energie verbraucht, dafür verbessert sich die Performanz je-
doch um bis zu 59,4%. Im Allgemeinen verbessert das ND-CSP die Performanz für eine
MÜW ϵ ≤ 0.1. Außerdem wurde gezeigt, wie sich das ND-CSP mit Hilfe einer effektiven
Kapazität c̃(ϵ) auf das CSP unter Verwendung des mittleren Ressourcenverbrauch zurück-
führen lässt. So sind viele, auf dem CSP basierende Ansätze auf Dienste mit zufälligem
Ressourcenverbrauch übertragbar. Dies gilt auch, wenn die Annahme des normalverteilten
Ressourcenverbrauchs nicht standhält. Das ND-CSP hat ebenso gute Resultate für einen
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exponentialverteilten Ressourcenverbrauch ergeben.
Die Frage, wie Dienste mit nichtdeterministischem Ressourcenverbrauch auf Ressourcen
mit einer festen Kapazität konsolidiert werden können, konnte somit beantwortet werden.
Darüber hinaus wurde eine Beziehung zwischen dem Parameter ϵ der MÜW und der Per-
formanz in Form der Verarbeitungszeit als SLA hergestellt, dessen Einhaltung durch geeig-
nete Wahl der MÜW ϵ gewährleistet werden kann. Offen bleibt, wie sehr die Verwendung
der effektiven Kapazität c̃(ϵ) das Ergebnis bestehender, für statischen Ressourcenverbrauch
konzipierter Konsolidierungsansätze verbessert.
Des Weiteren wurden nach bestem Wissensstand zum ersten Mal die zeitlichen Bezie-
hungen der Dienste untereinander für die Konsolidierung von Diensten herangezogen. Hier-
für wurde des Konzept des Überlappungskoeffizienten zweier Dienste eingeführt. Dieser ist
ein Maß für die Wahrscheinlichkeit, dass die Dienste gleichzeitig einen hohen, bezogen auf
ihren mittleren, Ressourcenverbrauch haben. Dadurch können Überlastsituationen weiter
vermieden werden. Anhand von 2857 Diensten, welche für 15% der Auslastung des Google-
Datenzentrums verantwortlich sind, wurde gezeigt, dass Dienste mit einem zeitlich komple-
mentären als auch synchronen Ressourcenverbrauch einen signifikanten Anteil darstellen.
Allerdings muss der zu erwartende Überlappungskoeffizient zwischen Diensten bereits zum
Zeitpunkt der Konsolidierung bekannt sein. Obwohl er eine stochastische Größe darstellt, ist
seine Änderung für Dienste aus dem Google Data Trace von einem dreistündigen Intervall
zum nächsten nicht zu vernachlässigen. Außerdem kann zwar auch das ND-CSP unter der
Berücksichtigung eines maximal zulässigen Überlappungskoeffizienten (MÜK) als Nebenbe-
dingung durch den FFD-Algorithmus gelöst werden, führt nach der Konsolidierung jedoch
zu keiner Verbesserung gegenüber dem ND-CSP ohne Berücksichtigung des Überlappungs-
koeffizienten.
Die Frage, wie Dienste untereinander zeitlich korreliert sind, wurde umfassend dargelegt.
Die Bedeutung für die Konsolidierung hingegen konnte nicht eindeutig gezeigt werden. Zwar
stellt der erweiterte Algorithmus eine effizientere Konsolidierung in Aussicht, rechtfertigt je-
doch in aktueller Form den zusätzlichen Rechenaufwand zur Berechnung der Überlappungs-
koeffizienten nicht.
6.2 AUSBLICK
Für die Zukunft bleibt noch zu klären, wie der Überlappungskoeffizient aus vergangenen
Daten für das anstehende Konsolidierungsintervall gewonnen werden kann. Hierfür ist die
Berechnung mit Hilfe eines gleitenden Zeitfensters oder die Verwendung von Vorhersagetech-
niken denkbar.
Zudem muss der Überlappungskoeffizient innerhalb des ND-CSP von der Nebenbedingung
zum gleichberechtigten Optimierungsziel überführt werden. Neben der Anzahl der verwende-
ten Ressourcen müssen auch die Überlappungskoeffizienten der konsolidierten Dienste mini-
miert werden. So kann bis auf einen kleinen Rest ein Großteil der Dienste von einem niedrigen
Überlappungskoeffizienten mit ihren Konsolidierungspartnern profitieren. Außerdem besteht
die Möglichkeit das aktuelle, eindimensionale ND-CSP, welches nur eine Ressource betrach-
tet, hin zu mehreren Dimensionen zu erweitern. So können gleichzeitig mehrere Ressourcen
einer PM optimal ausgelastet werden.
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A.1 ALLGEMEINER KORRELATIONSKOEFFIZIENT
Auf Grundlage eines Korrelationskoeffizienten von Kendall [66] wird der allgemeine Korre-
lationskoeffizient Γ wie folgt definiert:
Γ :=
∑︁N
i=1 aibi√︂∑︁N
i=1 a
2
i
∑︁N
i=1 b
2
i
. (A.1)
Der Wertebereich wird durch Satz 1 beschrieben:
Satz 1. Seien ai und bi beliebige reelle Zahlen. Dann gilt:
−1 ≤
∑︁N
i=1 aibi√︂∑︁N
i=1 a
2
i
∑︁N
i=1 b
2
i
≤ +1 . (A.2)
Beweis. Es werden beide Ungleichungen getrennt voneinander betrachtet.
a) linkes „≤“
−1 ≤
∑︁N
i=1 aibi√︂∑︁N
i=1 a
2
i
∑︁N
i=1 b
2
i
⇐⇒ −
⌜⃓⃓⎷ N∑︂
i=1
a2i
N∑︂
i=1
b2i ≤
N∑︂
i=1
aibi (A.3)
⇐⇒ 0 ≤
N∑︂
i=1
aibi +
⌜⃓⃓⎷ N∑︂
i=1
a2i
N∑︂
i=1
b2i (A.4)
=
N∑︂
i=1
aibi +
⌜⃓⃓⎷ N∑︂
i,j=1
a2i b
2
j (A.5)
≤
N∑︂
i=1
aibi +
N∑︂
i,j=1
√︂
a2i b
2
j (A.6)
=
N∑︂
i=1
aibi +
N∑︂
i,j=1
|ai| · |bj | (A.7)
=
N∑︂
i=1
(︁
aibi + |ai| · |bi|
)︁⏞ ⏟⏟ ⏞
i) aibi≤0⇒=0
ii) aibi≥0⇒=2·|ai|·|bi|≥0
}︄
≥0
+
N∑︂
i,j=1
i ̸=j
|ai| · |bj |
⏞ ⏟⏟ ⏞
≥0
(A.8)
Zur Abschätzung (A.6) wurde hierbei die Dreiecksungleichung genutzt.
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b) rechtes „≤“
∑︁N
i=1 aibi√︂∑︁N
i=1 a
2
i
∑︁N
i=1 b
2
i
≤ +1⇐⇒
N∑︂
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i=1
a2i
N∑︂
i=1
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N∑︂
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⃓⃓⃓⃓
⃓⃓ N∑︂
i=1
aibi
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⃓⃓ =
⌜⃓⃓⃓
⎷⎛⎝ N∑︂
i=1
aibi
⎞⎠2 ≤
⌜⃓⃓⎷ N∑︂
i=1
a2i
N∑︂
i=1
b2i (A.10)
Der letzte Schritt in (A.10) nutzt die Cauchy-Schwarz-Ungleichung sowie die Eigen-
schaft, dass
√· monoton steigend ist.
Für ai = (xi − µX)/N und bi = (yi − µY ) ergibt sich genau der Korrelationskoeffizient
aus Abschnitt 3.2.4. Der Wertebereich [−1,+1] ist bereits durch den allgemeinen Korrela-
tionskoeffizienten vorgegeben. Für den Überlappungskoeffizienten aus Abschnitt 5.1 werden
ai und bi wie folgt gesetzt:
ai =
1
N
(xi − µX) (A.11)
bi = (yi − µX) · S(xi − µX , yi − µY ) (A.12)
S(x, y) ist in Gleichung (5.1) definiert. Da sowohl ai als auch bi reell sind, gilt gemäß
Satz 1 für den Wertebereich: −1 ≤ Γ = OC(X,Y ) ≤ −1. Außerdem sind sowohl (A.1)
als auch (5.1) symmetrisch, sodass der Überlappungskoeffizient ebenfalls symmetrisch ist:
OC(X,Y ) = OC(Y ,X).
62
LITERATUR
[1] J. Voas und J. Zhang. „Cloud Computing: New Wine or Just a New Bottle?“ In: IT
Professional 11.2 (2009).
[2] P. Mathur und N. Nishchal. „Cloud computing: New challenge to the entire computer
industry“. In: 1st International Conference on Parallel, Distributed and Grid Compu-
ting (PDGC 2010). 2010.
[3] F. Zhang, J. Cao, W. Tan, S. U. Khan, K. Li und A. Y. Zomaya. „Evolutionary
scheduling of dynamic multitasking workloads for big-data analytics in elastic cloud“.
In: IEEE Transactions on Emerging Topics in Computing 2.3 (2014), S. 338–351.
[4] M. D. Assunção, R. N. Calheiros, S. Bianchi, M. A. Netto und R. Buyya. „Big Da-
ta computing and clouds: Trends and future directions“. In: Journal of Parallel and
Distributed Computing 79 (2015), S. 3–15.
[5] K. Kambatla, G. Kollias, V. Kumar und A. Grama. „Trends in big data analytics“. In:
Journal of Parallel and Distributed Computing 74.7 (2014), S. 2661–2573.
[6] S. S. Manvi und G. Krishna Shyam. „Resource management for Infrastructure as a
Service (IaaS) in cloud computing: A survey“. In: Journal of Network and Computer
Applications (2014).
[7] W. Zhang, S. Rajasekaran und T. Wood. „Big Data in the Background: Maximizing
Productivity while Minimizing Virtual Machine Interference“. In: Workshop on Archi-
tectures and Systems for Big Data. 2013.
[8] P. Barham, B. Dragovic, K. Fraser, S. Hand, T. Harris, A. Ho, R. Neugebauer, I. Pratt
und A. Warfield. „Xen and the art of virtualization“. In: ACM SIGOPS Operating
Systems Review (SOSP). 2003, S. 164–177.
[9] C. Clark, K. Fraser, S. Hand, J. G. Hansen, E. Jul, C. Limpach, I. Pratt und A.
Warfield. „Live migration of virtual machines“. In: 2nd conference on Symposium on
Networked Systems Design & Implementation (NDSDI). USENIX Association, 2005,
S. 273–286.
[10] A. Li, X. Yang, S. Kandula und M. Zhang. „CloudCmp: comparing public cloud pro-
viders“. In: Proceedings of the 10th annual conference on Internet measurement. 2010.
[11] K. Rybina, W. Dargie, A. Strunk und A. Schill. „Investigation into the energy cost
of live migration of virtual machines“. In: The Third IFIP Conference on Sustainable
Internet and ICT for Sustainability (SustainIT 2013) (2013), S. 1–8.
[12] J. G. Koomey. „Growth in Data Center Electricity use 2005 to 2010“. In: Oakland, CA:
Analytics Press. August (2011).
63
Literatur
[13] C. Inc. Cisco {VNI} Forecast and Methodology, 2016–2021. 2017.
[14] A. Andrae und T. Edler. „On Global Electricity Usage of Communication Technology:
Trends to 2030“. In: Challenges 6.1 (2015), S. 117–157.
[15] N. Jones. „How to stop data centres from gobbling up the world’s electricity“. In:
Nature 561 (2018), S. 163–166.
[16] A. S. Brown. „Keep it cool! inside the world’s most efficient data center“. In: The Bent
of Tau Beta Pi. 2014, S. 12–16.
[17] Y. Koh, R. Knauerhase, P. Brett, M. Bowman, Z. Wen und C. Pu. „An analysis
of performance interference effects in virtual environments“. In: IEEE International
Symposium on Performance Analysis of Systems and Software (ISPASS). 2007.
[18] I. S. Moreno, R. Yang, J. Xu und T. Wo. „Improved energy-efficiency in cloud datacen-
ters with interference-aware virtual machine placement“. In: IEEE 11th International
Symposium on Autonomous Decentralized Systems (ISADS). 2013, S. 1–8.
[19] M. Hähnel, R. Khasanov, F. M. Arega, W. Dargie und J. Castrillon. „Application
Interference Analysis: Towards Energy-efficient Workload Management on Heteroge-
neous Micro-Server Architectures“. In: Big Data and Cloud Performance Workshop at
INFOCOM 2017 (DCPerf 2017). 2017.
[20] J. Panneerselvam, L. Liu und N. Antonopoulos. „Characterisation of Hidden Periodici-
ty in Large-Scale Cloud Datacentre Environments“. In: IEEE International Conference
on Internet of Things (iThings) and IEEE Green Computing and Communications
(GreenCom) and IEEE Cyber, Physical and Social Computing (CPSCom) and IEEE
Smart Data (SmartData) (2017), S. 496–503.
[21] D. Gmach, J. Rolia, L. Cherkasova und A. Kemper. „Workload analysis and demand
prediction of enterprise data center applications“. In: IEEE International Symposium
on Workload Characterization (IISWC) (2007), S. 171–180.
[22] A. Schill und T. Springer. Verteilte Systeme - Grundlagen und Basistechnologien.
Springer-Verlag Berlin Heidelberg, 2012.
[23] Q. Chen und R. Xin. „Optimizing Enterprise IT Infrastructure through Virtual Server
Consolidation“. In: Proceedings of the 2005 InSITE Conference. 2005.
[24] N. Bobroff, A. Kochut und K. Beaty. „Dynamic placement of virtual machines for
managing SLA violations“. In: 10th IFIP/IEEE International Symposium on Integrated
Network Management 2007, IM ’07. 2007.
[25] L. Kleinrock. „Time-shared Systems: A Theoretical Treatment“. In: Journal of the
ACM (JACM) 14.2 (1967), S. 242–261.
[26] S. Verboven, K. Vanmechelen und J. Broeckhove. „Black box scheduling for resource
intensive virtual machine workloads with interference models“. In: Future Generation
Computer Systems 29.8 (2013), S. 1871–1884.
[27] F. Xu, F. Liu, L. Liu, H. Jin, B. Li und B. Li. „iAware: Making live migration of vir-
tual machines interference-aware in the cloud“. In: IEEE Transactions on Computers.
Bd. 63. 12. 2014, S. 3012–3025.
[28] H. Zhao, J. Wang, F. Liu, Q. Wang, W. Zhang und Q. Zheng. „Power-Aware and
Performance-Guaranteed Virtual Machine Placement in the Cloud“. In: IEEE Tran-
sactions on Parallel and Distributed Systems 29.6 (2018), S. 1385–1400.
[29] M. Dorigo, M. Birattari und T. Stützle. „Ant colony optimization artificial ants as a
computational intelligence technique“. In: IEEE Computational Intelligence Magazine
1.4 (2006), S. 28–39.
64
Literatur
[30] A. Roytman, A. Kansal, S. Govindan, J. Liu und S. Nath. „PACMan: Performance
Aware Virtual Machine Consolidation“. In: 10th International Conference on Autono-
mic Computing (ICAC’13). 2013, S. 83–94.
[31] D. Levinthal. Performance Analysis Guide for Intel® Core™ i7 Processor and Intel®
Xeon™ 5500 processors. 2009.
[32] T. Xu, X. Sui, Z. Yao, J. Ma, Y. Bao und L. Zhang. „Rethinking virtual machine
interference in the era of cloud applications“. In: IEEE International Conference on
High Performance Computing and Communications, HPCC 2013 and 2013 IEEE In-
ternational Conference on Embedded and Ubiquitous Computing (EUC 2013). 2014,
S. 190–197.
[33] S. G. Kim, H. Eom und H. Y. Yeom. „Virtual machine consolidation based on interfe-
rence modeling“. In: The Journal of Supercomputing 66.3 (2013), S. 1489–1506.
[34] S. Govindan, J. Liu, A. Kansal und A. Sivasubramaniam. „Cuanta : Quantifying Effects
of Shared On-chip Resource Interference for Consolidated Virtual Machines“. In: 2nd
ACM Symposium on Cloud Computing. 2011, 22:1–22:14.
[35] Z. Yang, H. Fang, Y. Wu, C. Li, B. Zhao und H. H. Huang. „Understanding the effects
of hypervisor I/O scheduling for virtual machine performance interference“. In: 4th
IEEE International Conference on Cloud Computing Technology and Science. 2012,
S. 34–41.
[36] K. Cetinski und M. B. Juric. „AME-WPC: Advanced model for efficient workload
prediction in the cloud“. In: Journal of Network and Computer Applications 55 (2015),
S. 191–201.
[37] V. G. Tran, V. Debusschere und S. Bacha. „Hourly server workload forecasting up to
168 hours ahead using Seasonal ARIMA model“. In: IEEE International Conference
on Industrial Technology (ICIT 2012). 2012.
[38] I. K. Kim, W. Wang, Y. Qi und M. Humphrey. „Empirical evaluation of workload
forecasting techniques for predictive cloud resource scaling“. In: IEEE International
Conference on Cloud Computing, CLOUD. 2017.
[39] W. Zhang, B. Li, D. Zhao, F. Gong und Q. Lu. „Workload prediction for cloud clus-
ter using a recurrent neural network“. In: International Conference on Identification,
Information and Knowledge in the Internet of Things (IIKI 2016). 2016.
[40] K. Qazi und I. Aizenberg. „Towards Quantum Computing Algorithms for Datacen-
ter Workload Predictions“. In: IEEE International Conference on Cloud Computing
(CLOUD). 2018, S. 900–903.
[41] A. T. Lora, J. M. R. Santos, J. C. Riquelme, A. G. Expósito und J. L. M. Ramos.
„Time-Series Prediction: Application to the Short-Term Electric Energy Demand“. In:
Conference on Technology Transfer (TTIA). 2003, S. 577–586.
[42] P. G. Zhang. „Time series forecasting using a hybrid ARIMA and neural network
model“. In: Neurocomputing 50 (2003), S. 159–175.
[43] M. T. Imam, S. F. Miskhat, R. M. Rahman und M. A. Amin. „Neural network and
regression based processor load prediction for efficient scaling of grid and cloud re-
sources“. In: 14th International Conference on Computer and Information Technology
(ICCIT 2011). 2011, S. 333–338.
[44] H. Li. „Workload dynamics on clusters and grids“. In: Journal of Supercomputing 47.1
(2009), S. 1–20.
65
Literatur
[45] L. Yu, L. Chen, Z. Cai, H. Shen, Y. Liang und Y. Pan. „Stochastic Load Balancing
for Virtual Resource Management in Datacenters“. In: IEEE Transactions on Cloud
Computing PP.99 (2016), S. 1–4.
[46] H. Monshizadeh Naeen, E. Zeinali und A. Toroghi Haghighat. „A stochastic process-
based server consolidation approach for dynamic workloads in cloud data centers“. In:
Journal of Supercomputing (2018), S. 1–28.
[47] J. Patel, V. Jindal, I. L. Yen, F. Bastani, J. Xu und P. Garraghan. „Workload Esti-
mation for Improving Resource Management Decisions in the Cloud“. In: IEEE 12th
International Symposium on Autonomous Decentralized Systems (ISADS 2015). 2015,
S. 25–32.
[48] A. Khan und X. Yan. „Workload Characterization and Prediction in the Cloud: A
Multiple Time Series Approach“. In: IEEE Network Operations and Management Sym-
posium. Maui, HI, USA: IEEE, 2012, S. 1287–1294.
[49] C. Reiss, J. Wilkes und J. L. Hellerstein. Google cluster-usage traces: format + schema.
Techn. Ber. Mountain View, CA, USA: Google Inc., 2011.
[50] L. V. Kantorovich. „Mathematical Methods of Organizing and Planning Production“.
In: Management Science 6 (1939), S. 366–422.
[51] M. R. Garey und D. S. Johnson. „‚Strong‘ NP-Completeness Results: Motivation,
Examples, and Implications“. In: Journal of the ACM 25.3 (1978), S. 499–508.
[52] M. Delorme, M. Iori und S. Martello. „Bin packing and cutting stock problems: Mathe-
matical models and exact algorithms“. In: European Journal of Operational Research
255 (2016).
[53] J. M. V. V. de Carvalho. „LP models for bin packing and cutting stock problems“. In:
European Journal of Operational Research 141.2 (2002), S. 253–273.
[54] J. Martinovic, G. Scheithauer und J. M. V. V. de Carvalho. „A comparative study of
the arcflow model and the one-cut model for one-dimensional cutting stock problems“.
In: European Journal of Operational Research 266.2 (2018), S. 458–471.
[55] G. Dósa, R. Li, X. Han und Z. Tuza. „Tight absolute bound for First Fit Decreasing
bin-packing: FFD (L) 11/9 OPT (L) + 6/9“. In: Theoretical Computer Science 510
(2013), S. 13–61.
[56] A. Papoulis und S. U. Pillai. Probability, Random Variables, and Stochastic Processes.
4. Aufl. McGraw-Hill, 2002.
[57] H. Jin, D. Pan, J. Xu und N. Pissinou. „Efficient VM placement with multiple determi-
nistic and stochastic resources in data centers“. In: IEEE Global Telecommunications
Conference (GLOBECOM). 2012, S. 2505–2510.
[58] M. Wang, X. Meng und L. Zhang. „Consolidating virtual machines with dynamic
bandwidth demand in data centers“. In: INFOCOM. 2011, S. 71–75.
[59] C. Möbius und W. Dargie. „Analytical and stochastic modelling techniques“. In: Ana-
lytical and Stochastic Modeling Techniques and Applications (ASMTA 2014). Bd. 8499.
2014, S. 223–237.
[60] M. Hähnel, J. Martinovic, G. Scheithauer, A. Fischer, A. Schill und W. Dargie. „Exten-
ding the Cutting Stock Problem for Consolidating Services with Stochastic Workloads“.
In: IEEE Transactions on Parallel and Distributed Systems 29 (2018).
[61] M. Chen, H. Zhangt, X. Wang, G. Jiangt und K. Yoshihirat. „Effective VM sizing
in virtualized data centers - IEEE Xplore Document“. In: IFIP/IEEE Symposium on
Integrated Network Management (IM). 2011, S. 594–601.
66
Literatur
[62] J. Martinovic, M. Hähnel, G. Scheithauer, W. Dargie und A. Fischer. „Cutting Stock
Problems with Nondeterministic Item Lengths“. In: 4OR (2018).
[63] J. Gustafsson, A. Betts, A. Ermedahl und B. Lisper. „The mälardalen WCET bench-
marks: Past, present and future“. In: International Workshop on Worst-Case Execution
Time Analysis (WCET 2010). 2010.
[64] A. Verma, P. Ahuja und A. Neogi. „pMapper: Power and migration cost aware ap-
plication placement in virtualized systems“. In: Lecture Notes in Computer Science
(including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bio-
informatics). 2008.
[65] S. Homsi, S. Liu, G. A. Chaparro-Baquero, O. Bai, S. Ren und G. Quan. „Workload
consolidation for cloud data centers with guaranteed QoS using request reneging“. In:
IEEE Transactions on Parallel and Distributed Systems 28.7 (2017), S. 2101–2116.
[66] M. G. Kendall. „Oscillatory Movements in English Agriculture“. In: Journal of the
Royal Statistical Society 106.2 (1943), S. 91–124.
67

ABKÜRZUNGSVERZEICHNIS
CPU Prozessor
CSP Cutting Stock Problem
ND-CSP Cutting Stock Problem mit nichtdeterministischen Längen
FFD First Fit Decreasing
I/O Input/Output
IOPS Input/Output-Operationen pro Sekunde
L1/L2-Cache Level 1/Level 2-Cache
LLC Last-Level-Cache
MÜK maximal zulässiger Überlappungskoeffizient
MÜW maximal zulässige Überlastungswahrscheinlichkeit
PM physische Maschine
RAM Arbeitsspeicher
SLA Service-Level-Agreement
tÜW tatsächliche, über alle CPU-Kerne gemittelte
Überlastungswahrscheinlichkeit
vCPU virtueller CPU-Kern einer VM
VM virtuelle Maschine
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