Abstract-We study the problem of determining the multicast capacity region of a wireless network of n nodes randomly located in an extended area and communicating with each other over Gaussian fading channels. We obtain an explicit informationtheoretic characterization of the scaling of the multicast capacity region for n nodes in terms of 2n weighted cuts. These cuts only depend on the geometry of the locations of the source nodes and their destination nodes and the traffic demands between them, and thus can be readily evaluated. The results are constructive and provide a two-layer architecture for achieving nearly the entire multicast capacity region in the scaling sense: The top layer routes traffic from each of the source nodes to its set of destination nodes, and the bottom layer physically distributes/concentrates traffic among appropriate nodes through one of the two cooperative communication schemes -hierarchical relaying and multi-hopping -depending on the wireless-channel characteristics.
I. INTRODUCTION
In recent years, large wireless networks have become the architecture of choice in many emerging scenarios, such as mesh networks for providing infrastructure in metro areas, communication infrastructure under extreme conditions in military applications, cost-effective sensor networks for monitoring and surveillance, peer-to-peer networks between handheld devices in a social setup, etc.
Motivated by such applications, numerous protocols have been proposed to perform multicast in wireless networks (e.g., [1] - [4] ). An important issue is to determine the performance of these protocols, or more generally, the best performance that can be achieved by any protocol. Some recent progress has been made for quantifying the performance in the homogeneous traffic case (discussed more in detail below). However, in many of the aforementioned applications, different users may wish to send varying number of messages to different groups of users. For example, a local news channel may wish to broadcast the news over the metro network to all users almost all the time, but an individual user may wish to send messages (e.g., voice, email, or SMS) to only a small group of his/her friends occasionally. The key issue of quantifying the performance of wireless networks under such heterogeneous demands of various users remains wide open.
Thus, in this paper, we consider the problem of determining the complete multicast capacity region of wireless
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networks. For a n node wireless network, this corresponds to characterizing a n × 2 n -dimensional region. As the main result of this paper, we obtain an information-theoretic scaling characterization of this region under random node placement.
A. Related Work
Before we describe our contributions in detail, we summarize related work. Given the popularity of this topic, the complete list is very large, and we will only sample a small subset of them here.
The result by Gupta and Kumar [5] started the inquiry of the scaling of the (unicast) capacity region for large wireless networks. Under random node placement and a protocol interference model, they showed that the maximal uniformly achievable per-node rate essentially scales as Θ(1/ √ n) for a network of n nodes when traffic demands are generated by n random source-destination pairs. More recently, a complete information-theoretic (i.e., without making the protocol interference assumption) analogue of these results were obtained byÖzgür, Lévêque, and Tse [6] . This information-theoretic characterization was further generalized by the present authors in a recent result [7] with nodes of the wireless network placed arbitrarily (as opposed to randomly) with a minimumdistance requirement. An excellent survey by Xue and Kumar [8] summarizes the results for this kind of traffic demand, as well as results for the transport capacity, up to early 2005. It can be shown that analyzing traffic demands of this type (i.e., n random source-destination pairs, each with the same rate requirement) yields the scaling of the unicast capacity region only along one particular direction [9] . In contrast, the complete unicast capacity region for a network of n nodes is a n 2 -dimensional region. Under the protocol model and arbitrary node placement, its scaling characterization follows from certain results on multi-commodity flows in wireline networks in terms of appropriately weighted cuts (cf. [9] using [10] ) -the number of cuts that need to be considered can be up to 2
n . An alternate approach based on transport-capacity bounds is discussed in [11] . In a very recent result [12] , the present authors have obtained a complete information-theoretic scaling characterization of this n 2 -dimensional unicast capacity region under random node placement. Somewhat surprisingly, as is shown in [12] , the scaling of the n 2 -dimensional unicast capacity region is obtained in terms of only 2n weighted cuts.
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The multicast capacity region of a network of n nodes is a n × 2 n -dimensional region. Again, under the protocol model and arbitrary node placement, characterizing this region is equivalent to characterizing the multicast capacity region of a wireline network. However, unlike in the unicast case, no scaling characterization of the multicast region is known even for wireline networks! This has led various authors to consider restricted setups to obtain an explicit characterization of such scaling (see [13] - [18] , among others). For example, in [13] , Li, Tang, and Frieder obtained a scaling characterization under the protocol model and random node placement for multicast traffic when each node chooses a certain number of its destinations uniformly at random. Independently, in [14] , Shakkottai, Liu, and Srikant considered a similar setup and also obtained the precise scaling when sources and their multicast destinations are chosen at random. Both of these results are non information-theoretic (in that they assume a specific protocol model). Furthermore, they correspond to the scaling characterization of the n × 2 n -dimensional multicast capacity region only along one particular dimension.
In the context of wireline networks with only one source and an arbitrary subset of multicast destinations, the min-cut among the various single source-destination cuts characterizes the precise achievable multicast rate. For example, the popular network coding schemes achieve this rate (cf. [19] - [21] ). In a recent result, Koetter [22] has established the equivalence of the multicast capacity region of a wireline network with noisy links (modeled as independent discrete memoryless channels) and the capacity region of a wireline network with noiseless links having the same capacity as in the noisy case. However, this equivalence relation still does not provide any hints for a characterization of the multicast capacity region even for wireline networks.
B. Our Contributions
The main contribution of this paper is an explicit and information-theoretic scaling characterization of the n × 2 ndimensional multicast capacity region of a wireless network of n nodes placed uniformly at random in a square of area n. Our characterization is in terms of 2n weighted cuts, which only depend on the geometry of the locations of the source nodes and their destination nodes and the traffic demands between them, and thus can be easily evaluated.
To establish our results, we develop two novel equivalence (up to scaling) relations of the multicast capacity region. The first relation is conceptual, stating that the scaling of the multicast capacity region is equivalent to the scaling of the intersection of a set of induced unicast capacity regions. For a precise statement, see Theorem 3. This can be thought of as a generalization of the min-cut characterization of a singlesource multicast in wireline networks (cf. I-A). The second relation is algorithmic, suggesting an optimal (in the scaling sense) two-layer architecture for multicast traffic. The top or routing layer sees the network as a rooted tree over which it routes messages from each of the source nodes to its set of destination nodes. The bottom or physical layer provides this tree abstraction by performing cooperative communication at various scales through one of the two schemes -hierarchical relaying and multi-hop communication -depending on the power path loss exponent of the wireless channel. See Theorem 1 and the communication schemes in Section III for details. These results also implicitly establish that a separation based approach, where the routing layer works essentially independently of the physical layer, can achieve nearly the entire multicast capacity region in the scaling sense.
C. Organization
The remainder of this paper is organized as follows. In Section II, we formally present our main results. Section III contains a description of the communication schemes used to prove achievability. In Section IV, we present the proof of the main result. Finally, Section V contains concluding remarks.
II. MAIN RESULT

A. Model
The n wireless nodes V (n) ⊂ A(n) (with |V (n)| = n) are placed independently and uniformly at random on A(n). These nodes share a common wireless medium modeled as Gaussian fading channels. Specifically, let {X u [t]} u,t be the (sampled) signals sent by the nodes in V (n). Then the (sampled) received signal at node v and time t is
(1) We also impose an average power constraint of P on the signal {X u [t]} t for every node u ∈ V (n).
B. Problem Statement
represents that source u ∈ V (n) wishes to send common data to multicast set W ⊂ V (n) at rateλ u,W ≥ 0. The multicast capacity region of a wireless network, denoted by Λ(n) ⊂ R n×2 n + , is 1 We make the full CSI assumption in all the converse results in this paper. Achievability can be shown to hold under weaker assumptions on the availability of CSI. In particular, for α ≥ 3, no CSI is necessary, and for α ∈ (2, 3), a 2 bit quantization of the channel state {Θu,v}u,v available at all nodes is sufficient.
the collection of multicast traffic matrices that are achievable. Define for any multicast traffic matrixλ
Since Λ(n) is a convex region, it can be completely characterized by the knowledge of ρ * λ (n) for all traffic matrices λ ∈ R n×2 n + . Our goal in this paper is to obtain the precise scaling (i.e., asymptotic) characterization of ρ * λ
C. Main Theorem
Before stating the main result, we introduce some notation. Define the function g α :
As we shall see, g α (4 − n) corresponds approximately to the total rate crossing the boundary of V ,i (n) that is achievable. Finally, for a given multicast traffic matrixλ ∈ R
where, for any U ⊂ V (n),
is the total demand across the boundary of U . We now state the main result of this paper characterizing the scaling of the complete multicast capacity region.
Theorem 1. Under either fast or slow fading, for any α > 2 and any
Theorem 1 implies that the quantity φ * λ (n) determines the scaling of ρ * λ (n). By definition, this can be computed by evaluating weighted cuts as in (2) . For 1 ≤ ≤ L(n), we need to evaluate at most n cuts (for n large enough). For = log(n), we only need to take those cuts into account that are non-empty. Since there are at most n such cuts with = log(n), the number of cuts in (2) that need to be evaluated is at most 2n. By (3), evaluating each such cut takes at most |{(u, W ) :λ u,W > 0}| operations. Thus computing (2) takes at most Θ(n) times more operations than required to just read the problem parameters.
D. Some Example Scenarios
Example 1. (Broadcast from one source)
Assume we have only one source (say u 0 ∈ V (n)) that wants to broadcast the same message to all other nodes. In other words, we consider the multicast traffic matrix
for some ρ(n) > 0. Applying Theorem 1 yields that ρ * (n), the largest achievable ρ(n), satisfies
with probability 1 − o(1) as n → ∞. This result says that the source can broadcast its information at essentially a constant rate independent of n to all nodes in the network. Hence, transmitting information from one source to its destination is (at least asymptotically) as difficult as broadcasting information from one source to all nodes in the network. Two comments are in order here. First, this example shows that in large wireless networks, network coding can provide at most a factor O(n ε ) gain for the multicasting problem with one source. Second, note that this result is independent of α. This is in contrast to the unicast situation with random source-destination pairing, where the resulting capacity depends strongly on the value of α (see [6] , [7] ). ♦
Example 2. (Broadcast from many sources)
Consider a scenario with n β sources, {u 1 , . . . , u n β ), for some 0 ≤ β ≤ 1, each broadcasting an independent message to all other nodes at the same rate. In other words, we have a multicast traffic matrix of the form
Example 3. (Multicast from many sources)
Consider n β1 sources, each generating independent multicast traffic for a set of n β2 destinations. All these sources and their destinations are chosen independently and uniformly at random from V (n). Let {u 1 , . . . , u n β 1 } be the source nodes and {W 1 , . . . , W n β 2 }, with |W i | = n β2 , be the corresponding destination nodes. Then the multicast traffic matrixλ is of the formλ
for some ρ(n) > 0. Applying Theorem 1 yields (after a somewhat lengthy computation) that ρ * (n) satisfies
with probability 1 − o(1) as n → ∞, and wherẽ
Example 1 is a special case of the setup here with β 1 = 0 and β 2 = 1. Plugging this into (5), we recover the result from Example 1. Similarly, Example 2 is a special case of the setup here with β 1 = β and β 2 = 1, which combined with (5) yields the result from Example 2. ♦
Example 4. (Localized multicast from many sources)
Consider the setup of Example 3 above, except now each source picks its n β2 destinations uniformly at random from among nodes within a distance of n β 3 2 , where β 3 > β 2 . In other words, each source node does localized multicast. Again, let {u 1 , . . . , u n β 1 } denote the source nodes and {W 1 , . . . , W n β 2 }, with |W i | = n β2 , denote the corresponding destination nodes, where now r ui,v ≤ n β 3 2 , for each v ∈ W i . The multicast traffic matrixλ is of the form (4). Then, an application of Theorem 1 shows that ρ * (n) satisfies
with probability 1 − o(1) as n → ∞. Note that setting β 3 = 1, i.e., each source picks its destinations uniformly over the entire region A(n), yields the same scaling of ρ * (n) as in Example 3. ♦
Example 5. (Multiple classes of localized multicast)
All the examples so far have homogeneous traffic requirements from different sources. We next relax that. There are K classes of multicast sources, for some fixed K. Each source node in class k generates multicast traffic for n β 2,k destinations, which are randomly and uniformly chosen among all nodes within a distance of n β 3,k 2
from it, where β 3,k > β 2,k . There are n β 1,k sources of class k, each chosen independently and uniformly over A(n), each generating multicast traffic at rate ρ k (n). Then, Theorem 1 yields that {ρ *
for all k ∈ {1, . . . , K} with probability 1−o(1) as n → ∞. In other words, time sharing between all the K classes is order optimal. ♦ III. COMMUNICATION SCHEMES In this section, we provide a high-level description of the communication schemes used to prove achievability in Theorem 1 (see Section III-B below). We start off in Section III-A by recalling results for unicast traffic from prior work that will be used as building blocks in the following.
A. Unicast Traffic
In unicast traffic, there is distinct data that needs to be communicated between each source-destination pair. A unicast
A unicast traffic matrix λ is called a permutation traffic if for every u ∈ V (n) there exists unique v,ṽ ∈ V (n)\{u} such that λ u,v > 0 and λṽ ,u > 0. Here we discuss (asymptotically) optimal communication schemes for such permutation traffic with uniform rate for all source-destination pairs. We shall use these communication schemes as building blocks in the following.
The type of optimal communication scheme depends drastically on the path loss exponent α. For α ∈ (2, 3], i.e., the path loss exponent is small, cooperative communication on a global scale is necessary to achieve optimal performance. For α > 3, i.e., the path loss exponent is large, only local communication between neighboring nodes is necessary, and traffic is routed in a multi-hop fashion from the source to the destination. We will refer to the optimal scheme for α ∈ (2, 3] as hierarchical relaying scheme, and to the optimal scheme for α > 3 as multi-hop scheme.
Given a permutation traffic on V (n). For α ∈ (2, 3], hierarchical relaying achieves a per-node rate of n 1−α/2−o(1) . For α > 3, multi-hop communication achieves a per-node rate of n −1/2−o (1) . By choosing the appropriate scheme, we can thus achieve a per-node rate of n 1−min{3,α}/2−o(1) . We provide a short description of the hierarchical relaying scheme in the following. The details can be found in [7] .
Consider n nodes placed independently and uniformly at random on A(n). Divide A(n) into n
of nodes proportional to its area. For each source-destination pair, choose such a dense squarelet as a relay, over which it will transmit information (see Figure 2) .
Sketch of one level of the hierarchical relaying scheme. Here
are three source-destination pairs. Groups of source-destination pairs relay their traffic over relay squarelets, which contain a number of nodes proportional to their area (shaded). We time share between the different relay squarelets. Within all relay squarelets the scheme is used recursively to enable joint decoding and encoding at each relay.
Consider now one such relay squarelet and the nodes that are transmitting information over it. If we assume for the moment that the nodes within the relay squarelets could cooperate then between the source nodes and the relay squarelet we would have a multiple access channel, where each of the source nodes has one transmit antenna, and the relay squarelet (acting as one node) has many receive antennas. Between the relay squarelet and the destination nodes, we would have a broadcast channel, where each destination node has one receive antenna, and the relay squarelet (acting again as one node) has many transmit antennas. The cooperation gain from using this kind of scheme arises from the use of multiple antennas for this multiple access and broadcast channel.
To actually enable this kind of cooperation at the relay squarelet, local communication within the relay squarelets is necessary. It can be shown that this local communication problem is actually the same as the original problem, but at a smaller scale. Indeed, we are now considering a square of size n 1− 2 α log −1/3 (n) with equal number of nodes (at least order wise). Hence we can use the same scheme recursively to solve this subproblem. We terminate the recursion after log 1/3 (n)
iterations, at which point we use simple TDMA to bootstrap the scheme. Observe that at the final level of the scheme, we have divided A(n) into
squarelets. A sufficient condition for the scheme to succeed is that all these squarelets are dense (i.e., contain a number of nodes proportional to their area). However much weaker conditions are sufficient as well (see [7] ). The per-node rate achievable with this scheme is at least n 1−α/2−o(1) .
We note in passing that for traffic matrices where a constant fraction of source-destination pairs are at distance Θ( √ n) (as is the case with probability 1 − o(1) as n → ∞ if the permutation traffic is chosen uniformly at random), this is asymptotically the best uniformly achievable per-node rate.
B. Multicast Traffic
In this section, we present a scheme to transmit general multicast traffic. As will soon become clear, the special tree structure of this scheme is crucial in proving Theorem 1.
The communication scheme consists of two layers: A top or routing layer, and a bottom or physical layer. Seen from the routing layer, the network consists of a capacitated communication (or an equivalent wireline) graph G. This graph is a tree, whose leaf nodes represent the nodes V (n) in the wireless network. The intermediate nodes of G represent larger clusters of nodes (i.e., subsets of V (n)) in the wireless network (see Figure 3) . In the routing layer, messages are sent from Fig. 3 . Construction of the tree graph G. We consider the same nodes as in Figure 1 with L(n) = 2. The leaves of G are the nodes V (n) of the wireless network. They are always at level = L(n) + 1 (i.e., 3 in this example). At level 0 ≤ ≤ L(n) in G, there are 4 nodes. The tree structure is the one induced by the grid decomposition {V ,i (n)} ,i as shown in the figure. Level 0 contains the root node of G. each source to its set of destinations by routing them over G. To send information along an edge of G, the physical layer is used. More precisely, to send information from a child node to its parent in G (i.e., towards the root node of G), the message at the cluster in V (n) represented by the child node is distributed (over the wireless medium) evenly among all nodes in the bigger cluster in V (n) represented by the parent node. To send information from a parent node to a child node in G (i.e., away from the root node of G), the message at the cluster in V (n) represented by the parent node is concentrated on the cluster in V (n) represented by the child node. This distribution and concentration of messages in the wireless network is performed by either using hierarchical relaying (for α ∈ (2, 3]) or multi-hop communication (for α > 3). It is this operation of each edge in the physical layer that determines the edge capacity of the graph G as seen from the routing layer.
Consider now a multicast message that needs to be transmitted from a source node u ∈ V (n) to its set of intended destinations W ⊂ V (n). As noted earlier, the scheme works by routing the message over the tree G (where sending a This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings.
message over an edge of G in the routing layer corresponds to the physical operation of the wireless network in the physical layer described in the last paragraph). Since G is a tree, the routing part is simple. In fact, between u and every v ∈ W there exists only one (simple) path in G connecting u and v. Consider the union of all those paths. It is easy to see that this union is a subtree of G. Indeed, it is the smallest subtree of G that covers {u} ∪ W . Traffic is optimally routed over G from u to W by sending it along the edges of this subtree. See Figure 4 for an example of how this two layer communication scheme works. Fig. 4 . We consider the same nodes as in Figure 1 , and we use the same numbering of the {V ,i (n)} ,i as there (i.e., from left to right and then bottom to top). Assume source node u wants to multicast a message to {v 1 , v 2 }. In the routing layer, we find the subgraph G({u, v 1 , v 2 }) (indicated by black lines in the figure). Messages are sent from the source to its destinations by routing them along this subgraph (as indicated by the arrows). To send a message along an edge, the physical layer is called upon. Consider the path from u to v 2 . In the physical layer, communication along the first edge results in distributing the message from u to the remaining two nodes in V 2,1 (n). Communication along the second edge results in distributing the message further from V 2,1 (n) to the remaining six nodes in V 1,1 (n). Communication along the third edge results in concentrating the message from V 1,1 (n) on V 2,6 (n). Finally, communication along the fourth edge results in concentrating the message from V 2,6 (n) on v 2 .
IV. PROOF OF THEOREM 1
The proof of Theorem 1 relies on showing that in the case of wireless networks, knowledge of the unicast capacity region is sufficient to determine the multicast capacity region. We start by recalling a result from [12] characterizing the unicast capacity region.
The unicast capacity region of a wireless network, denoted by Λ(n) ⊂ R n×n + , is the collection of unicast traffic matrices that are achievable. Define for any unicast traffic matrix λ ρ * λ (n) = sup{b ≥ 0 : bλ ∈ Λ(n)}.
Since Λ(n) is a convex region, it can be completely characterized by the knowledge of ρ * λ (n) for all traffic matrices λ ∈ R n×n + . In a previous work [12] , we obtained the asymptotic (scaling) characterization of ρ * λ (n) for any λ ∈ R n×n , yielding an asymptotic characterization of Λ(n).
For a unicast traffic matrix λ, define
Then we have the following result.
Theorem 2 (Theorem 4 in [12]). Under either fast or slow fading, for any
We say that a unicast traffic matrix λ is compatible with a multicast traffic matrixλ if there exists a mapping f :
for all (u, v). In words,λ is compatible with λ if we can create the unicast traffic matrix λ fromλ by simply discarding the traffic for the pair (u, W ) at all the nodes W \{f (u, W )}. Let Γ(λ) be the set of all unicast traffic matrices compatible with the multicast traffic matrixλ.
Theorem 3. Under either fast or slow fading, for any
Combining Theorems 2 and 3 proves Theorem 1.
Proof of Theorem 3.
We start with some definitions concerning capacitated tree graphs. Let G = (V G , E G ) be a tree graph with leaf nodes 2 V ⊂ V G , and with edge capacities c(e) in both directions for e ∈ E G . For a non-terminal node u in G, let D(u) be the descendants of u in G (including u itself, i.e., u ∈ D(u)), and let L(u) denote the leaf nodes in D(u). Denote by Λ G ⊂ R n×n + the set of feasible unicast traffic matrices between leaf nodes of G (i.e., the set of flow rates with both source and destination in V ⊂ V G that can be routed through G). Similarly, denote by Λ G ⊂ R n×2 n + the set of feasible multicast traffic matrices between leaf nodes of G.
Lemma 4. There exists a undirected capacitated tree
Proof. Construct a graph G = (V G , E G ) as follows. G is a full tree (i.e., all its leaf nodes are on the same level). G has n leaves, each of them representing an element of V . To simplify notation, we assume that V ⊂ V G , so that the leaves of G are exactly the elements of V ⊂ V G . Whenever the distinction is relevant, we use u, v for nodes in V ⊂ V G and μ, ν for nodes in V G \ V in the following. The non-terminal nodes of G correspond to V ,i for all ∈ {0, . . . , L(n)}, i ∈ {1, . . . , 4 }, with hierarchy induced by the one on A(n) (see Figure 5 and Figure 3 in Section III-B). 
Thus, nodes in
n children with high probability, and nodes in V G at level = L(n) + 1 are the leaves of the tree. To understand the relation between V G and V , we define the representative
This is possible with probability 1 − o(1) as n → ∞ for a random node placement. Finally, for μ ∈ V G at level < L(n), and with children
We now define an edge capacity c(μ, ν) for each edge (μ, ν) ∈ E G . If μ is a leaf of G and ν its parent, set
If μ is a non-terminal node at level in G and ν its parent, then set
We argue now that if a multicast trafficλ in which only the leaf nodes of G are sources or destinations can be routed through G, then n o(−1)λ ∈ Λ (i.e., almost the same flow can be reliably transmitted over the wireless network). The idea (that will be made precise) is the following. To transmit information from a non-terminal node μ ∈ V G to its parent node ν, we split the message at each node in R(μ) into four parts and send one part to each node in R(ν). In other words, we distribute the message by a factor four over the wireless network. To transmit information from a node μ ∈ V G with non-terminal children {ν j } 4 j=1 to one of them, say ν 1 , we send the message parts from each {R(ν j )} 4 j=2 to a corresponding node in R(ν 1 ) and combine them there. In other words, we concentrate the message by a factor four over the wireless network. The scheme is bootstrapped at the leaves V ⊂ V G of G (where, by our definition ofλ, all traffic originates and ends) as follows. To send a message from a leaf node u ∈ V ⊂ V G to its parent ν in G, the message is split at u into |R(ν)| equal pieces, and one piece is sent to each node in R(ν) over the wireless network. In other words, we distribute the message again over the wireless network, but this time by a factor of |R(ν)|. To send a message to a leaf node u ∈ V ⊂ V G from its parent ν in G, each node in R(ν) sends its piece of the message to u over the wireless network. Thus, again we concentrate the message over the network, but this time by a factor of |R(ν)|.
We now analyze this scheme in more detail. Note first that by time sharing between the L(n) + 1 non-terminal levels of the tree, and by appropriate spatial reuse within each level, we only loose a factor of at most
for some constant K > 0 in rate. Hence it is sufficient to consider communication between a non-terminal node of G and its children. We first consider communication up the tree (i.e., towards the root). Let u ∈ V ⊂ V G be a leaf node of G and ν be its parent. To send traffic at rate c(u, ν) from u to ν, node u splits its traffic into |R(ν)| = 4 −L(n)−1 n equal parts and sends each part to one node in R(ν).
, communicating between u and v, we incur a power loss of
and hence we can communicate between u and v at a rate of at least (1) .
By time sharing between all the destination nodes in R(ν), and since all message parts are only |R(ν)| −1 of the size of the original message, all message parts of u can be transmitted from u to R(ν) at this rate. It can be shown that for random node placement
with high probability, and hence further time sharing between all source nodes in L(ν), we can communicate simultaneously from all leaf nodes u ∈ L(ν) to R(ν) at a rate at least
for all j ∈ {1, . . . , 4}, we can find a one-to-one correspondence between R(μ j ) and R(μ k ). Choose an arbitrary such correspondence for each j, k ∈ {1, . . . , 4}, j = k. Now, we know that the traffic to be sent from μ j to ν originates at one or several nodes in L(μ j ). Thus by construction of the previous stages, all nodes in R(μ j ) possess an equal part of the total message to be transmitted from μ j to ν. Split each such message part further into four equal parts and consider one particular node u ∈ R(μ k ). The first part of the message stays at u. The other three parts are to be transmitted to the corresponding nodes in {R(μ j )} j =k . Time sharing between all 12 possible (j, k) pairs, we only incur a constant loss. Hence we can focus on communication between a particular (j, k) pair. We are now in a situation with 4 − (n)−2 n nodes in R(μ j ), each with a message of equal size for the corresponding node in R(μ k ). Note that this is a permutation traffic (as defined in Section III-A). Hence using existing results on unicast permutation traffic (see again Section III-A), we can therefore use hierarchical relaying (for α ∈ (2, 3]) or multi-hop for (α > 3) to transmit at a total rate up to
Consider now communication down the tree (i.e., away from the root). Communication between ν and μ works in the same fashion by concentrating the messages. The same arguments as in the previous two paragraphs show that any rate up to (6) or (7) are achievable up to a factor n −o (1) . Time sharing between the two directions, yields an additional rate loss of a factor 1/2. Together, this shows that
proving the first half of the lemma. We now turn to the proof of the second half of the lemma. Let e = (u, v) ∈ E G , and assume that v is the parent of u in G; with slight abuse of notation, define D(e) D(u). For a unicast traffic matrix λ ∈ R n×n + , define
and for e ∈ E G , let
We now show that
Indeed, assume (8) does not hold. Then the load over every edge e ∈ E G is strictly less than c(e), and hence it is possible to increase the flow for each (u, v) pair by a strictly positive amount. This contradicts the definition of γ * λ , and hence shows (8) .
Consider now an edge e = (μ, ν) ∈ E G , and assume that ν is the node closer to the root of G. Let be the level of μ in the tree. Then, by construction, c(e) is only a function of and given by either (6) or (7), which, in turn, is equal to
It can be shown that for all u ∈ V , we have {u} = V log(n),i for some i with probability 1 − o (1) , and thus
Comparing this to the upper bound in Theorem 2 shows that
where the O(n ε ) term is uniform in λ. By convexity of Λ and Λ G , this proves the second half of the lemma. 
(this is, in fact, true for all graphs G, not only trees).
Conversely, assume thatλ / ∈ Λ G . Since G is a tree, there is only one way to route multicast traffic from u to W , namely among the subtree induced by {u} ∪ W . For a set U ⊂ V G of nodes, denote by G(U ) the smallest subtree of G that covers U . Then traffic from u to W is routed along G({u} ∪ W ). Hence for any edge e ∈ E G , the traffic that needs to be routed over e is equal to dλ(e) = u∈VG,W ⊂VG: e∈E G({u}∪W )λ u,W . Now, sinceλ / ∈ Λ G , there exists e ∈ E G such that
dλ(e) > c(e).
But then, by definition of dλ(e), there exists a function f : V (n) × 2 V (n) → V (n) with f (u, W ) ∈ W for all (u, W ), and such that where λ f (λ) is the unicast traffic matrix produced by applying f to the multicast traffic matrixλ. Thus λ f (λ) / ∈ Λ G , and therefore Γ(λ) \ Λ G = ∅. This implies λ ∈ Λ G ⇐= Γ(λ) ⊂ Λ G .
We are now ready to prove Theorem 3. Consider first the upper bound. It is clear that ifλ ∈ Λ then λ ∈ Λ for any λ ∈ Γ(λ). Thusλ ∈ Λ =⇒ Γ λ ⊂ Λ, On the other hand, assume Γ λ ⊂ Λ. With G as in Lemma 4, we then have
Therefore by Lemma 5,
and applying Lemma 4
Setting ε = 2ε, we have hence shown that
where the Ω(n −ε ) is uniform inλ. Sinceε > 0 and thus ε > 0 is arbitrary, this concludes the proof of Theorem 3.
V. CONCLUSIONS
In this paper, we have obtained an explicit characterization of the scaling of the multicast capacity region of wireless networks with n nodes located uniformly at random in an extended region. The characterization is in terms of 2n weighted cuts, which are based on the geometry of the locations of the source nodes and their destination nodes and the traffic demands between them, and thus can be readily evaluated. This characterization is obtained by establishing two equivalence relations of the multicast capacity region. The first equivalence is of the scaling of the multicast capacity region to that of the intersection of a set of induced unicast capacity regions. The second equivalence establishes that the multicast capacity region of a logical rooted tree, derived from the wireless network, has essentially the same scaling as that of the original network. The latter also suggests a two-layer architecture for achieving the optimal scaling of the multicast capacity region. The top layer, which we refer to as the routing layer, establishes paths from each of the source nodes to its set of destinations over the rooted tree, whose nodes correspond to hierarchically growing sets of nodes. The bottom layer, which we refer to as the physical layer, distributes the traffic among the corresponding set of nodes as a path travels up the rooted tree and concentrates the traffic on to the corresponding subset of nodes when the path travels down the tree. How this distribution/concentration of traffic is physically achieved depends on the path loss exponent: In the low path loss case, α ∈ (2, 3] , it is achieved through hierarchical relaying, while in the high path loss case (α > 3), the same is achieved through multi-hopping. This scheme also implicitly establishes that a separation based approach, where the routing layer works essentially independently of the physical layer, can achieve nearly the entire multicast capacity region in the scaling sense. Thus, such techniques as network coding can provide at most a small increase in the scaling.
