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Abstract
Coalgebra and coinduction provide new results and insights for the supervisory con-
trol of discrete-event systems (DES) with partial observations. In the case of full
observations, coinduction has been used to deﬁne a new operation on languages
called supervised product, which represents the tuple of languages of the supervised
system. The ﬁrst language acts as a supervisor and the second as an open-loop
system (plant). We show ﬁrst that the supervised product is equal to the inﬁmal
controllable superlanguage of the supervisor’s (speciﬁcation) language with respect
to the plant language. This can be generalized to the partial observation case, where
the supervised product is shown to be equal to the inﬁmal controllable and observ-
able superlanguage. A modiﬁcation on the supervised product is presented, which
corresponds to the control policy for with the issue of observability is separated
from the issue of controllability. The operation deﬁned by coinduction is shown to
be equal to the inﬁmal observable superlanguage.
1 Introduction
Discrete-event (dynamical) systems (DES) have been studied using coalgebraic
techniques [12], [8]. The reference model for DES are partial automata, which
are coalgebras of a simple functor of the category of sets. They have been
developed by J.J.M.M. Rutten in [12], i.e. partial automata as the model for
control of DES with the partial automaton of (partial) languages as the ﬁnal
coalgebra. The main advantage of the use of coalgebra is the possibility to
use the coinductive deﬁnitions and proofs that are shown to be pertinent in
many situations. [8] presents a formulation of control of DES with partial
observations in terms of coalgebra. The generalizations to partially observed
DES is not straightforward, but requires the development of new concepts.
1 Email: Jan.Komenda@cwi.nl
c©2003 Published by Elsevier Science B. V.
150
CC BY-NC-ND license.  Open access under 
Komenda
Coinduction is used to deﬁne a binary operation on partial languages called
supervised product, which represents the tuple of languages of the closed-loop
system, where the ﬁrst language is the language of the supervisor and the
second language is that of the open-loop system. The supervised product
corresponds to the inﬁmal controllable and observable superlanguage. A minor
modiﬁcation is shown to be equal to the inﬁmal observable superlanguage.
We have obtained as a by-product coinductive deﬁnitions of these important
languages. These results have been submitted for publication elsewhere [8],
but here we focus only on these coinductive techniques and present some
new results as well (e.g. a coinductive deﬁnition of the supremal controllable
sublanguage.)
The paper is organized as follows. Section 2 recalls the partial automata
from [12] as the coalgebraic framework for DES represented by automata. The
reader interested in more details about the key notions like bisimulation, coin-
duction, and ﬁnality should consult [13] or [12]. In Section 3 we introduce
the reader into the supervisory control of DES. Section 4 presents a coalge-
braic treatment of partially observed DES, where observability relations from
[8] are recalled. In section 5 we deﬁne by coinduction the language of the
closed-loop system as supervised product of the supervisor (speciﬁcation) lan-
guage and the open-loop (plant) language. Section 6 shows the power and
ﬂexibility of coinductive deﬁnitions: in the full observation case both the in-
ﬁmal controllable superlanguage and the supremal controllable sublanguage
are deﬁned by coinduction. In the partial observation case, by modifying the
supervised product we obtain a coinductive deﬁnition of the inﬁmal observable
superlanguage.
2 Partial automata
In this section we recall from [12] partial automata as coalgebras with a special
emphasis on the ﬁnal coalgebra of partial automata, i.e. partial automaton of
partial languages.
Let A be an arbitrary set (usually ﬁnite and referred to as the set of inputs
or events). The empty string will be denoted by ε. Denote by 1 = {∅} the
one element set and by 2 = {0, 1} the set of Booleans. A partial automaton
is a pair S = (S, 〈o, t〉), where S is a set of states, and a pair of functions
〈o, t〉 : S → 2 × (1 + S)A, consists of an output function o : S → 2 and a
transition function S → (1 + S)A. The output function o indicates whether
a state s ∈ S is accepting (or terminating) : o(s) = 1, denoted also by s ↓,
or not: o(s) = 0, denoted by s ↑. The transition function t associates to each
state s in S a function t(s) : A→ (1+S). The set 1+S is the disjoint union
of S and 1. The meaning of the state transition function is that t(s)(a) = ∅
iﬀ t(s)(a) is undeﬁned, which means that there is no a−transition from the
state s ∈ S. t(s)(a) ∈ S means that the a−transition from s is possible and
we deﬁne in this case t(s)(a) = sa, which is denoted mostly by s
a→ sa. This
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notation can be extended by induction to arbitrary strings in A∗. Assuming
that s
w→ sw has been deﬁned, deﬁne s wa→ iﬀ t(sw)(a) ∈ S, in which case
swa = t(sw)(a) and s
wa→ swa.
A homomorphism between partial automata S = (S, 〈o, t〉) and S ′ =
(S ′, 〈o′, t′〉) is a function f : S → S ′ with, for all s ∈ S and a ∈ A:
o′(f(s)) = o(s) and s a→ sa iﬀ f(s) a→ f(s)a,
in which case: f(s)a = f(sa).
(1 + S)A ✛
t
S
❍❍❍❍❍
o
❥
2
✟✟
✟✟
✟o ✯′
(1 + S ′)A
❄
(1 + f)A
✛t
′
S ′
f
❄
A partial automaton S ′ = (S ′, 〈o′, t′〉) is a subautomaton of S = (S, 〈o, t〉)
if S ′ ⊆ S and the inclusion function i : S ′ → S is a homomorphism.
A simulation between two partial automata S = (S, 〈o, t〉) and S ′ =
(S ′, 〈o′, t′〉) is a relation R ⊆ S × S ′ with, for all s ∈ S and s′ ∈ S ′:
if 〈s, s′〉 ∈ R then (i) o(s) ≤ o(s
′), i.e. s ↓ ⇒ s′ ↓, and
(ii) ∀a ∈ A : s a→⇒ (s′ a→) and 〈sa, s′a〉 ∈ R,
A bisimulation between two partial automata S = (S, 〈o, t〉) and S ′ =
(S ′, 〈o′, t′〉) is a relation R ⊆ S × S ′ with, for all s ∈ S and s′ ∈ S ′:
if 〈s, s′〉 ∈ R then
(i) o(s) = o(s′), i.e. s ↓ iﬀ s′ ↓
(ii) ∀a ∈ A : s a→⇒ (s′ a→) and 〈sa, s′a〉 ∈ R, and
(iii) ∀a ∈ A : s′ a→⇒ (s a→) and 〈sa, s′a〉 ∈ R.
We write s ∼ s′ whenever there exists a bisimulation R with 〈s, s′〉 ∈ R. This
relation is the union of all bisimulations, i.e. the greatest bisimulation also
called bisimilarity.
2.1 Final automaton of partial languages
Below we deﬁne the partial automaton of partial languages over an alphabet
(input set) A, denoted by L = (L, 〈oL, tL〉). More formally, L = {Φ : A∗ →
(1 + 2) | dom(Φ) = ∅ is preﬁx-closed}. To each partial language Φ a pair
〈V,W 〉 can be assigned: W = dom(Φ) and V = {w ∈ A∗ | Φ(w) = 1(∈ 2)}.
Conversely, to a pair 〈V,W 〉 ∈ L, a function Φ can be assigned : Φ(w) = 1
if w ∈ V , Φ(w) = 0 if w ∈ W and w ∈ V , and Φ(w) is undeﬁned if w ∈ W.
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Therefore we can write :
L = {(V,W ) | V ⊆ W ⊆ A∗, W = ∅, and W is preﬁx-closed}.
The transition function tL : L → (1+L)A is deﬁned using input derivatives.
Recall that for any partial language L = (L1, L2) ∈ L, La = (L1a, L2a), where
Lia = {w ∈ A∗ | aw ∈ Li}, i = 1, 2. If a ∈ L2 then La is undeﬁned. Given any
L = (L1, L2) ∈ L, the partial automaton structure of L is given by:
oL(L) =


1 if ε ∈ L1
0 if ε ∈ L1
and
tL(L)(a) =


La if La is deﬁned
∅ otherwise
.
Notice that if La is deﬁned, then L
1
a ⊆ L2a, L2a = ∅, and L2a is preﬁx-closed.
The following notational conventions will be used: L ↓ iﬀ ε ∈ L1, and L w→ Lw
iﬀ Lw is deﬁned iﬀ w ∈ L2.
Recall from [12] that L = (L, 〈oL, tL〉) is ﬁnal among all partial automata:
for any partial automaton S = (S, 〈o, t〉) there exists a unique homomorphism
l : S → L. Another characterization of ﬁnality of L is that it satisﬁes the
principle of coinduction: for all K and L in L, if K ∼ L then K = L.
Deﬁnition by coinduction of an operation on elements of a ﬁnal coalgebra
consists in deﬁning the same coalgebraic structure on the operation (for in-
stance we deﬁne binary operations on partial languages by deﬁning derivatives
and output functions further in this paper). More details about coinduction
and ﬁnality can be found in [13] or [12]. Recall that the unique homomor-
phism l given by ﬁnality of L maps a state s ∈ S to the partial language
l(s) = (L1s, L
2
s) = ({w ∈ A∗ | s w→ and sw ↓}, {w ∈ A∗ | s w→}).
We adopt the notation from [11], page 9, easily extended from automata
to partial automata, and denote the minimal (in size of the state set) repre-
sentation of a partial language L by 〈L〉. Hence, 〈L〉 = (DL, 〈o〈L〉, t〈L〉〉) is a
subautomaton of L generated by L. This means that o〈L〉 and t〈L〉 are uniquely
determined by the corresponding structure of L. The carrier set of this min-
imal representation of L is denoted by DL, where DL = {Lu | u ∈ L2}. Let
us call this set the set of derivatives of L. Inclusion of partial languages that
corresponds to a simulation relation is meant componentwise. Some further
notation from [12] is used, e.g. ‘zero’ (partial) language is denoted by 0, i.e.
0 = (∅, {ε}).
There is yet another important concept that will be needed in this paper.
Namely, given an (ordinary) language L, the suﬃx closure of L is deﬁned by
suﬃx(L) = {s ∈ A∗ | ∃u ∈ A∗ with us ∈ L}. For partial languages, the suﬃx
closure is deﬁned in the same way as the preﬁx closure, i.e. componentwise.
153
Komenda
There is the following relation between the transition structure of L and its
suﬃx closure operator.
Lemma 2.1 For each (partial) language L: suﬃx(L) = ∪u∈L2Lu.
Proof. Immediate from Lu = ({s ∈ A∗ | us ∈ L1}, {s ∈ A∗ | us ∈ L2}). ✷
3 Introduction to supervisory control of partially ob-
served DES
In this section we introduce the reader to the supervisory control of DES
formulated within the algebraic framework.
In supervisory control of DES represented by generators in the form of a
partial automaton S, the aim is to restrict the behavior (i.e. partial language
L(S) = (L(S)1, L(S)2)) of a partial automaton to an admissible behavior that
is given by a speciﬁcation language K. The speciﬁcation language encodes
that certain strings are not legal, liveness of the system, and possibly fairness
in regard to two or more agents. We assume that A = Ac ∪Auc is a partition
of A into controllable events (Ac) and uncontrollable (Auc) events. Only con-
trollable events can be disabled. Auc are uncontrollable events that cannot be
disabled by any supervisor. We suppose that K ⊆ L(S).
In the case of full observations a controller can monitor every event that
is executed by the system, hence it knows exactly the state of the system.
A supervisory controller V interacting with S is adjoined to S. V then in-
ﬂuences the DES by specifying after observing an event a subset of the con-
trollable events which are then possible in the uncontrolled system and are
enabled/disabled by V .
The action of the supervisor is to enable only a subset of events that
are possible in the uncontrolled system based on the observed past behavior
of the plant. Events that are not enabled by the supervisor and are in the
plant are disabled in the closed-loop system that is formed of the plant and
the supervisor. The map that associates to a possible observed word a set
of enabled events when the supervisor observes this string from the plant is
called a control law. Supervisory control of DES consists in restricting the
behavior of a partial automaton S to a sublanguage of L(S) called a legal (or
admissible) behaviour given by a speciﬁcation language.
The set of all control patterns, i.e. the set of events that are enabled is
Γ = {T ⊆ A | T ⊇ Auc}.
Formally, a control law of the supervisor is a function γV : L(S)
2 → Γ.
The resulting (closed-loop) system is denoted by V/S and the uncontrolled
system has language (L(S)1, L(S)2). The (partial) language of V/S is the
language (L(V/S)1, L(V/S)2) deﬁned by induction as follows:
(i) ε ∈ L(V/S)2
(ii) sa ∈ L(V/S)2 iﬀ s ∈ L(V/S) and a ∈ γV (s) and sa ∈ L(S)2.
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The marked behavior of V/S is L(V/S)1 = L(V/S)2 ∩ L(S)1. We have
therefore ∅ ⊆ L(V/S)1 ⊆ L(S)1. Supervisor V is said to be nonblocking if
¯L(V/S)1 = L(V/S)2.
Deﬁnition 3.1 A (partial) language K is said to be controllable with respect
to L = L(S) and Auc if ∀s ∈ K2 and ∀a ∈ Auc such that sa ∈ L2 we have
sa ∈ K2. An equivalent statement is: K2Auc ∩ L2 ⊆ K2.
Theorem 3.2 [14] There exists a nonblocking supervisory controller V for
partial automaton S such that L(V/S)1 = K1 and L(V/S)2 = K2 iﬀ
(i) K is controllable with respect to L(S) and Auc and
(ii) K1 = K2 ∩ L(S)1. (K is L(S)1−closed.)
Corollary 3.3 Let K ⊆ L(S) be nonempty. There exists a supervisory con-
troller V for S such that L(V/S)1 = K1 and L(V/S)2 = K2 iﬀ K is control-
lable with respect to L(S) and Auc.
The underlying control law is:
γV (s) = Auc ∪ {a ∈ Ac : sa ∈ K2}.
Under the assumption of partial observations, a controller can monitor
only a subset of all events, i.e. only a subset of events are observed. For
example, an unobservable event is a failure of an element in a network. Let
A = Ao∪Auo be a partition of A into observable events (Ao) and unobservable
(Auo) events with the natural projection P : A
∗ → A∗o. Recall that P (a) = ε
for any a ∈ Auo, P (a) = a for a ∈ Ao, and P is catenative. This means
that the supervisor must decide what action to take regarding an event based
only on the projected past behavior. Formally, the action of the supervisory
controller (the events enabled after supervisor observes s ∈ A∗o) is deﬁned as:
γPV : P (L(S))
2 → Γ.
Let K = (K1, K2) be the desired behavior (partial language) and V be
the supervisory controller.
The control law under partial observations is (∀s ∈ A∗o the events enabled
after supervisor observes s ∈ A∗o):
γPV (s) = Auc ∪ {a ∈ Ac : ∃s′ ∈ K2 with P (s′) = P (s) and s′a ∈ K2 }.
It has been shown [10] that for partially-observed DES in addition to the
above mentioned controllability, and L(S)1−closedness of K, yet another con-
dition called observability is necessary for achieving this language as a desirable
behavior of the resulting (closed-loop) system. It will be studied in the next
section using the coalgebraic framework of the preceding section. The intu-
ition is that two strings in language K2 with the same projection must behave
the same with respect to the membership in K2 and L2 of their prolongation
by any controllable event.
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Deﬁnition 3.4 (Observability.) A partial languageK is said to be observable
with respect to another partial language L (with K ⊆ L) and projection P if
for all s ∈ K2 and a ∈ A the following implication holds true :
sa ∈ L2, s′a ∈ K2, and P (s) = P (s′) ⇒ sa ∈ K2.
The following theorem gives necessary and suﬃcient conditions for a given
partial language K to be exactly achievable by a supervisor.
Theorem 3.5 [10] There exists a nonblocking supervisory controller with par-
tial observations V for partial automaton S such that L(V/S)1 = K1 and
L(V/S)2 = K2 if and only if
(i) K is controllable with respect to L(S) and Auc
(ii) K is observable with respect to L and P ,and
(iii) K1 = K2 ∩ L(S)1. (K is L(S)1−closed.)
4 Observability and coalgebra
In the following deﬁnition we introduce the notion of weak derivative (tran-
sition). Roughly speaking it disregards unobservable steps, which correspond
to so called internal moves in the framework of process algebras.
Deﬁnition 4.1 (Nondeterministic weak transitions.) For an event a ∈ A and
a state s in partial automaton S = (S, 〈o, t〉) we deﬁne s P (a)⇒ s′ if there exists
u ∈ A∗ such that P (u) = P (a) and s u→ s′ = su).
Remark 4.2 According to this notation for unobservable events s
ε⇒ s′ is an
abbreviation for ∃τ ∈ A∗uo such that s τ→ s′ = sτ . For a ∈ Ao our notation
means that there exist τ, τ ′ ∈ A∗uo such that s τaτ
′→ s′ = sτaτ ′ . This deﬁnition
can be extended to strings (words in A∗) in the following way:
s
P (w)⇒ s′ iﬀ ∃t ∈ A∗ : P (w) = P (t) and s t→ s′ = st.
There may exist two or more u ∈ A∗ satisfying the condition in the def-
inition of weak transition. Hence, the weak transition structure introduced
above is not deterministic. We have introduced deterministic weak transition
structure on L in [8], but it will not be needed in this paper.
Let us recall ﬁrst the concept of control relation introduced in [12].
Deﬁnition 4.3 (Control relation.) Given two partial automata S ′ = (S ′, 〈o′, t′〉)
and S = (S, 〈o, t〉) as above, a binary relation C on S ′ × S is called a control
relation if for any 〈s, t〉 ∈ C the following items hold:
(i) ∀a ∈ A : s a→′ sa and t a→ ta ⇒ 〈sa, ta〉 ∈ C
(ii) ∀u ∈ Auc : t u→ tu ⇒ s u→′ su and 〈su, tu〉 ∈ C.
Control relation corresponds to controllability of a language K with re-
spect to L and Auc. It is also necessary for achieving K. Recall that K is
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controllable with respect to L and Auc iﬀ there exists a control relation C such
that (K,L) ∈ C. Our aim is to ﬁnd a relational characterization of observ-
ability. The following auxiliary relation is needed, where s0 denotes the initial
state of S.
Deﬁnition 4.4 (Observational indistinguishability relation on S.) A binary
relation Aux(S) on S is called an observational indistinguishability relation if
the following two conditions hold:
(i) 〈s0, s0〉 ∈ Aux(S)
(ii) If 〈s, t〉 ∈ Aux(S) then ∀a ∈ A : (s P (a)⇒ s′ for some s′ and t P (a)⇒
t′ for some t′ ) ⇒ 〈s′, t′〉 ∈ Aux(S)
From the deﬁnition of weak transitions it follows that (ii) is equivalent to
(ii)’ and (iii)’ below:
(ii)’ If 〈s, t〉 ∈ Aux(S) then : (s ε⇒ s′ for some s′ and t ε⇒ t′ for some t′ ) ⇒
〈s′, t′〉 ∈ Aux(S)
(iii)’ If 〈s, t〉 ∈ Aux(S) then ∀a ∈ Ao : (s a→ sa and t a→ ta ) ⇒ 〈sa, ta〉 ∈
Aux(S). Aux(S) can be characterized by the following lemma.
Lemma 4.5 For any s, s′ ∈ S: 〈s, s′〉 ∈ Aux(S) iﬀ there exist two strings
w,w′ ∈ K2 such that P (w) = P (w′), s = (s0)w, and s′ = (s0)w′.
Proof. (⇐) Let s, s′ ∈ S such that there exist two strings w,w′ ∈ K2 with
P (w) = P (w′) and s = (s0)w and s′ = (s0)w′ . Let w = w1 . . . wn, w′ =
t1 . . . tm, and P (w) = P (w
′) = a1 . . . ak. Then n ≥ k and m ≥ k and there
exists two increasing sequences of integers (indices) ui ≥ i, i = 1, . . . , k and
vi ≥ i, i = 1, . . . , k such that ai = wui = tvi . Since all ai are observable events
we can write s0
P (a1)...P (ak)
=⇒ s and s0 P (a1)...P (ak)=⇒ s′, whence by (ii) inductively
applied 〈s, s′〉 ∈ Aux(S).
(⇒) Let 〈s, s′〉 ∈ Aux(S). Then by the construction of Aux(S) there exist
a1, . . . , ak ∈ A such that s0 P (a1)...P (ak)=⇒ s and s0 P (a1)...P (ak)=⇒ s′. Therefore there
exist by deﬁnition of nondeterministic weak transitions two strings w,w′ with
the same projection such that s = (s0)w and s
′ = (s0)w′ . ✷
Our aim now is to provide a coalgebraic characterization of observability.
Since observability is a property of the second (closed) components of K and
L, we can assume that S1 = (S1, 〈o1, t1〉) is a partial automaton with initial
state s0 ∈ S that represents K in the sense K = l1(s0), l1 : S1 → L being
the unique behavior homomorphism deﬁned by ﬁnality of L. Moreover, since
K ⊆ L, we can assume that S1 is a subautomaton of S = (S, 〈o, t〉) with
L = l(s0) (l : S → L is the behavior homomorphism) and s0 their common
initial state. Let the transition function of S be denoted by →, i.e. s a→ sa
means sa = t(s)(a) and similarly the transition function t1 of S1 is denoted by
→1, i.e. s a→1 s1a means s1a = t1(s)(a). Notice also that due to the requirement
that S1 is a subautomaton of S, we have in fact s
1
a = sa ∈ S1. It means
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that the superscript 1 can be dropped here. Let us introduce observability
relations, in which the observational indistinguishability relation is involved.
Deﬁnition 4.6 (Observability relation.) A binary relation O(S1, S) on S1×S
is called the observability relation if for any 〈s, t〉 ∈ O(S1, S) the following
items hold:
(i) ∀a ∈ A : s a→1 sa ⇒ t a→ ta and 〈sa, ta〉 ∈ O(S1, S)
(ii) ∀a ∈ A : t a→ ta and (∃s′ : 〈s, s′〉 ∈ Aux(S1) : s′ a→1 s′a)
⇒ s a→1 sa and 〈sa, ta〉 ∈ O(S1, S).
For s ∈ S1 and s′ ∈ S we write s ≈O(S1,S) s′ whenever there exists an
observability relation O(S1, S) on S1 × S such that 〈s, s′〉 ∈ O(S1, S). It has
been proven in [6] that:
Theorem 4.7 A (partial) language K is observable with respect to L (K ⊆ L)
and P iﬀ s0 ≈O(S1,S) s0.
5 Coinductive deﬁnition of supervised product and par-
tial bisimulation under partial observations.
In this section we present the deﬁnition of a supervised product of languages
that describes the behavior of a supervised DES under partial observations.
Assume throughout this section that the speciﬁcation K and the open-loop
partial language L (K ⊆ L) are speciﬁed.
In the last section we have recalled from [6] relations on automata repre-
sentations and we have formulated the property of observability using these
relations. Here we aim at using the coinductive deﬁnitions. For this reason we
must work with the ﬁnal automaton of partial languages, where the coinduc-
tive deﬁnitions can be used. Note that observability relations can be deﬁned
on the ﬁnal automaton L. However, there is a diﬃculty with the fact that
once we use the minimal representations 〈K〉, 〈L〉 ∈ L as the subautomata of
L generated by K and L, respectively, it is not true in general that for K ⊆ L,
〈K〉 is a subautomaton of 〈L〉. Therefore some additional technicalities are
involved. In particular, Aux(S1) is replaced by Aux(K,L) to stress the fact
that both 〈K〉 and 〈L〉 are involved. Its deﬁnition has been presented in [7].
In order to characterize the observability we ﬁrst need to introduce the
following auxiliary relation deﬁned on DK × DL. Note that any relation
R ⊆ (DK×DL)2 can be endowed with the following transition structure: for
a ∈ A (M,N) a→ (M ′, N ′) iﬀ M a→ Ma and N a→ Na with M ′ = Ma and
N ′ = Na. We write also (M,N)
P (a)⇒ (M ′, N ′) iﬀ ∃s ∈ M2 ∩ N2: P (s) = a,
M ′ = Ms, and N ′ = Ns.
Deﬁnition 5.1 A binary relation Aux(K,L) ⊆ (DK ×DL)2 is called obser-
vational indistinguishability relation if the following conditions hold:
(i) 〈(K,L), (K,L)〉 ∈ Aux(K,L)
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(ii) If 〈(M,N), (Q,R)〉 ∈ Aux(K,L) then ∀a ∈ A : if (M,N) P (a)⇒ (M ′, N ′)
and (Q,R)
P (a)⇒ (Q′, R′) ⇒ 〈(M ′, N ′), (Q′, R′)〉 ∈ Aux(K,L)
For 〈(M,N), (Q,R)〉 ∈ DK ×DL we write (M,N) ≈K,LAux (Q,R) whenever
〈(M,N), (Q,R)〉 ∈ Aux(K,L). Similarly as Lemma 4.5 it is easy to show that
Lemma 5.2 For given partial languages K,L: 〈(M,N), (Q,R)〉 ∈ Aux(K,L)
iﬀ there exist two strings s, s′ ∈ K2 such that P (s) = P (s′), M = Ks, N = Ls,
Q = Ks′, and R = Ls′.
Now we repeat the deﬁnition of observability relation used in [7].
Deﬁnition 5.3 (Observability relation.) Given two (partial) languages K and
L, a binary relation O(K,L) ⊆ DK ×DL is called an observability relation if
for any 〈M,N〉 ∈ O(K,L) the following items hold:
(i) ∀a ∈ A : M a→ ⇒ N a→ and 〈Ma, Na〉 ∈ O(K,L)
(ii) ∀a ∈ A : N a→ and (∃M ′ ∈ DK,N ′ ∈ DL : (M ′, N ′) ≈K,LAux (M,N) and
M ′ a→) ⇒ M a→
For M ∈ DK and N ∈ DL we write M ≈O(K,L) N whenever there exists
an observability relation O(K,L) on DK ×DL such that 〈M,N〉 ∈ O(K,L).
We have shown in [7]:
Theorem 5.4 A (partial) language K is observable with respect to L (with
K ⊆ L) and P iﬀ K ≈O(K,L) L.
In order to check whether for a given pair of (partial) languages (K and L),
K is observable with respect to L, it is suﬃcient to establish an observability
relation O(K,L) on DK ×DL such that 〈K,L〉 ∈ O(K,L).
Remark 5.5 In the sequel we need also another type of auxiliary relations
Aux(S) for the special case S = 〈K〉. We will write Aux(K) instead of
Aux(〈K〉). Notice that it is possible to extend the deﬁnition of Aux(K) from
DK to Pwr(suﬃx(K)) with the only diﬀerence, that the propagation of this
relation is realized by unions of nondeterministic transitions. The following
deﬁnition will consider arguments from Pwr(suﬃx(K)) and Pwr(suﬃx(L))
rather than from DK and DL. In fact we will work with unions of the form
∪ki=1Ksi ∈ Pwr(suﬃx(K)), where P (s1) = . . . = P (sk). In order to keep
the notation simple, we will use an extension of Aux(K) to such unions of
derivatives. In the deﬁnition of supervised product this will be needed.
Now we give a formal deﬁnition of Aux(K) extended to Pwr(suﬃx(K)).
Deﬁnition 5.6 (Extension of Aux(K) from DK to Pwr(suﬃx(K)).) A bi-
nary relation Aux(K) ⊆ (Pwr(suﬃx(K)))2 is called an observational indistin-
guishability relation if the following two conditions hold :
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(i) 〈(K,K) ∈ Aux(K)
(ii) If 〈M,N〉 ∈ Aux(K) then ∀a ∈ A : if M a→ Ma and N a→ Na ⇒
〈Ma, Na〉 ∈ Aux(K)
(iii) If 〈M,N〉 ∈ Aux(K) then if M ε⇒M1,M ε⇒M2, . . . ,M ε⇒Mn,
and N
ε⇒ N1, . . . , N ε⇒ Nm, then 〈∪ni=1Mi,∪mj=1Nj〉 ∈ Aux(K).
Clearly, an extension of Lemma 4.5 holds. Namely, 〈∪ki=1Ksi ,∪lj=1Ltj〉 ∈
Aux(K), where P (s1) = . . . = P (sk) and P (t1) = . . . = P (tl) iﬀ P (s1) =
P (t1), which implies naturally P (si) = P (tj) ∀i, j. The notation ∪ki=1Ksi ≈KAux
∪lj=1Ltj is also used. Now we are ready for the coinductive deﬁnition of su-
pervised product.
Deﬁnition 5.7 (Supervised product under partial observations.) Deﬁne the
following binary operation on (partial) languages called supervised product
under partial observations for allM ∈ Pwr(suﬃx(K)) andN ∈ Pwr(suﬃx(L)):
(M/OUN)a =
(1) Ma/
O
UNa if M
a→ and N a→;
(2) (∪{M ′:〈M ′,M〉∈Aux(K)} M ′a)/OUNa if M  a→ and ∃M ′ ∈ DK : M ′ ≈KAux M
such that M ′ a→ and N a→ and a ∈ Ac ∪ Ao;
(3) 0/OUNa if M  a→ and (∀M ′ ∈ DK : M ′ ≈KAux M) M ′  a→ and N a→
and a ∈ Auc ∩ Ao;
(4) M/OUNa if M  a→ and N a→ and a ∈ Auc ∩ Auo;
(5) ∅ otherwise
and (M/OUN) ↓ iﬀ N ↓ .
Remark 5.8 1. According to Lemma 2.1, DL ⊆ Pwr(suﬃx(L)) and since
K ⊆ L also DK ⊆ Pwr(suﬃx(L)).
2. It follows from the deﬁnition of supervised product that K ⊆ (K/OUL) ⊆ L.
Both inclusions can be veriﬁed by construction of the corresponding simulation
relations. Let us show that K ⊆ (K/OUL). Consider the following relation:
R(K,L) = {〈Kw, (K/OUL)w〉 | w ∈ K2} ⊆ DK ×D(K/OUL).
It is easy to see that R(K,L) is a simulation relation proving the claimed
inclusion. Take w ∈ K2.
(i) If Kw ↓, then w ∈ K1, i.e. w ∈ L1, which means Lw ↓. Furthermore,
it follows from the deﬁnition of 5.7 that (K/OUL)w = Kw/
O
ULw. Therefore,
(K/OUL)w ↓.
(ii) if for a ∈ A: Kw a→, then (K/OUL)wa = (Kw/OULw)a = Kwa/OULwa, i.e.
(K/OUL)w
a→ and 〈Kwa, (K/OUL)wa〉 ∈ R(K,L).
As a consequence we conclude that the range of supervised product is
again Pwr(suﬃx(L)). Therefore, supervised product can be also viewed as a
(partial) binary operation on Pwr(suﬃx(L)).
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The deﬁnition of supervised product under partial observations is quite
complicated due to the interconnections between observability and control-
lability that must be taken into account. It deserves additional comments.
Notice that several cases must be distinguished. First of all, by (1) the con-
troller allows any event that does not exit from its (supervisor) language. A
controllable event is enabled when the supervisor observes s ∈ A∗o iﬀ there
exists a string with the same projection as s that can be prolongated by this
event within the supervisor’s language, which is included in (2). The controller
also enables all uncontrollable events that are possible in the plant, but the fu-
ture actions depend on whether the occured uncontrollable event is observable
or not. If the uncontrollable event is unobservable then the ﬁrst component of
the supervised product need not to move, but only the second component is
updated as is seen from (4) above. In the case that the uncontrollable event
a is observable, there must be further speciﬁed whether there exists a deriva-
tive indistinguishable from the derivative currently considered that can make
an a−transition (i.e. there exists a string that has the same projection as s
that can be prolongated by a within the supervisor’s language), in which case
the action is the same as for controllable events (i.e. this case is included in
(2) above), or whether there is no such a derivative, which means that only
uncontrollable events that are possible in the plant are allowed in the future.
The latter case corresponds to the term containing the zero partial language
and is labelled by (3) above. In any other case (5) the controllable events
are disabled by the supervisor. We have therefore the coinductive deﬁnition
of the closed-loop language that gives a clear picture of what is the mecha-
nism of discrete-event control under partial observations. It is a coalgebraic
formulation of theorem 3.5.
Recall from [7] the concept of partial bisimulation under partial observa-
tions.
Deﬁnition 5.9 (Partial bisimulation.) A binary relation R(K,L) ⊆ DK ×
DL is called a partial bisimulation under partial observations if for all 〈M,N〉 ∈
R(K,L):
(i) o(M) = o(N) (M ↓ iﬀ N ↓)
(ii) ∀a ∈ A : M a→ ⇒ N a→ and 〈Ma, Na〉 ∈ R(K,L)
(iii) ∀u ∈ Auc : N u→ ⇒ M u→
(iv) ∀a ∈ Ac : N a→ and (∃(M ′, N ′) ≈K,LAux (M,N) : M ′ a→ ) ⇒ M a→.
For M ∈ DK and N ∈ DL we write M ≈O(K,L)U N whenever there exists
a partial bisimulation under partial observations R(K,L) such that 〈M,N〉 ∈
R(K,L). This relation is called partial bisimilarity under partial observations.
Remark 5.10 Notice that (i) relates the marking components of the lan-
guages involved and (ii) corresponds to the language simulation (inclusion),
while (iii) to the controllability and (iv) to the observability condition. The
condition for observability is required only for a ∈ Ac, because by (iii) a
stronger condition (controllability) is required for a ∈ Auc.
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We have formulated in [8] a coalgebraic formulation of the controllability
and observability theorem for supervisory control of DES with partial obser-
vations.
Theorem 5.11 Let K ⊆ L are given partial languages. Then K ≈O(K,L)U L
iﬀ K = K/OUL. The supervised product under partial observations of the
languages K and L equals K iﬀ K and L are partially bisimilar in the sense
of Deﬁnition 5.9.
6 Inﬁmal observable superlanguages and supremal con-
trollable sublanguages
In the last section we have introduced an operation on partial languages called
supervised product under partial observations. This operation corresponds to
the behavior of the supervised (closed-loop) discrete-event system modelled
by a partial automaton.
Remark 6.1 We consider from now on an order relation on partial languages
induced by their second components only, i.e. we write K ⊆ L iﬀ K2 ⊆ L2.
The same applies for inﬁmum and supremum operations. Note that only the
second condition of simulation relations [12] must be checked to prove such
deﬁned inclusion of partial languages.
Let us recall the coinductive deﬁnition of supervised product in the case of
full observations from [12]. It turns out that the supervised product deﬁned
therein provides the inﬁmal controllable superlanguage. As a by-product we
have its coinductive deﬁnition.
Deﬁnition 6.2 ([12]) Deﬁne the following binary operation on (partial) lan-
guages for all K,L ∈ L and ∀a ∈ A:
(K/UL)a =


Ka/ULa if K
a→ and L a→
0/ULa if K  a→ and L a→ and a ∈ Auc
∅ otherwise
and (K/UL) ↓ iﬀ L ↓.
Theorem 6.3 (K/UL) = inf{M ⊇ K : M is controllable with respect to L
and Auc}, i.e. K/UL equals the inﬁmal controllable superlanguage of K.
Proof. Let us show that K/UL is a superlanguage of K that is controllable
with respect to L and Auc. It is clear from the deﬁnition of supervised product
that K ⊆ (K/UL) in the sense of Remark 6.1. Let us show that K/UL
is controllable with respect to L and Auc. It is suﬃcient to prove that the
following relation is a control relation.
C = {〈(K/UL), L〉 | K,L ∈ L}.
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(i) Let (K/UL)
a→ and L a→ for a ∈ A. Then by coinductive deﬁnition of
K/UL either (K/UL)a = (Ka/ULa) or (K/UL)a = (0/ULa). However, by
deﬁnition of C in both cases we have 〈(K/UL)a, La〉 ∈ C.
(ii) If L
u→ for u ∈ Auc, then either K u→ and hence (K/UL) u→ or K  u→, but
according to the deﬁnition of K/UL we have still (K/UL)
u→ (0/ULu).
It remains to show the inﬁmality. Let M ⊇ K be controllable with respect
to L and Auc. Then
R = {〈(K/UL),M〉 | K,L,M ∈ L : K ⊆M ⊆ L, and M2Auc ∩ L2 ⊆M2}.
satisﬁes (ii) of simulation relations. Let (K/UL)
a→ for a ∈ A. According to
the deﬁnition of K/UL we have two possibilities: either K
a→ and L a→, in
which case (K/UL)a = Ka/ULa or K  a→ and L a→ and a ∈ Auc. In the ﬁrst
case we have M
a→ simply because K a→ and K ⊆M , while in the latter case
we have M
a→ because of the controllability of M with respect to L and Auc
(by deﬁnition 4.3 of control relations for a ∈ Auc: L a→ ⇒ M a→). Moreover
in both cases 〈(K/UL)a,Ma〉 ∈ R. Thus (ii) of simulation relations (section
2) holds and K/UL ⊆M . ✷
Although the inﬁmal controllable superlanguages are important [9], supre-
mal controllable sublanguages are even more interesting. In [12] an algorithm
for their computation, based on control relations, has been presented. It turns
out that it is also possible to deﬁne the supremal controllable sublanguage by
coinduction.
Deﬁnition 6.4 Deﬁne the following binary operation on (partial) languages
for all K,L ∈ L and ∀a ∈ A:
(K/SCL)a =


Ka/
S
CLa if K
a→ and L a→
and if ∀u ∈ A∗uc : La u→⇒ Ka u→
∅ otherwise
and (K/SCL) ↓ iﬀ L ↓ .
Theorem 6.5 (K/SCL) = sup{M ⊆ K : M is controllable with respect to L
and Auc}, i.e. K/SCL equals the supremal controllable sublanguage of K.
Proof. First we show that K/SCL is a sublanguage of K that is controllable
with respect to L and Auc. It is clear from the deﬁnition of K/
S
CL that
(K/SCL) ⊆ K in the sense of Remark 6.1. Indeed, we take U = (K/SCL)w =
Kw/
S
CLw and V = Kw for some w ∈ (K/SCL)2 and then U a→ ⇒ V a→. Let
us show that K/SCL is controllable with respect to L and Auc. It is suﬃcient
to prove that the following relation is a control relation (deﬁnition 4.3).
C = {〈(K/SCL)w, Lw〉 | w ∈ (K/SCL)2}.
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Take a pair M = (K/SCL)s and N = Ls for some s ∈ (K/SCL)2.
(i) Let (K/SCL)s
a→ and Ls a→ for a ∈ A. Then by coinductive deﬁnition of
K/SCL we have (K/
S
CL)sa = (Ksa/
S
CLsa), which by deﬁnition of C means that
〈(K/SCL)sa, Lsa〉 ∈ C.
(ii) Let Ls
u→ for u ∈ Auc. Since (K/SCL) s→, we have by deﬁnition 6.4 that
K
s→ and L s→
and ∀u ∈ A∗uc : Ls u→ ⇒ Ks u→. Therefore we deduce Ks u→. Furthermore,
∀v ∈ A∗uc: Lsu v→ ⇒ Ls uv→ ⇒ Ks uv→ ⇒ Ksu v→, because uv ∈ A∗uc and
(K/SCL)
s→. Hence (K/SCL)s u→, which proves that C is a control relation, i.e.
K/SCL is controllable with respect to L and Auc.
It remains to show the supremality. Let M ⊆ K be controllable with
respect to L and Auc. In order to show that M
2 ⊆ (K/SCL)2, we consider
R = {〈Mw, (K/SCL)w〉 | w ∈M2}.
Take 〈Ms, (K/SCL)s〉 ∈ R for some s ∈M2. Let Ms a→ for a ∈ A. Then Ks a→,
and Ls
a→, since M ⊆ K ⊆ L. In order to prove that (K/SCL)s a→, it remains
to show that ∀u ∈ A∗uc : Lsa u→ ⇒ Ksa u→. But this is straightforward: if
Lsa
u→, then by controllability of M we deduce Msa u→, thus from M ⊆ K it
follows that Ksa
u→. It follows that R satisﬁes (ii) of simulation relations, i.e.
M ⊆ K/SCL. ✷
In the case of partial observations, we now separate the issue of control-
lability from observability and introduce the following modiﬁcation of the
supervised product.
Deﬁnition 6.6 Deﬁne the following binary operation on (partial) languages
for all M ∈ Pwr(suﬃx(K)) and N ∈ Pwr(suﬃx(L)) and ∀a ∈ A:
(M/ON)a =


Ma/
ONa if M
a→ and N a→
∪{M ′:〈M ′,M〉∈Aux(K)} M ′a/ONa if M  a→ and ∃M ′ ∈ DK :
M ′ ≈KAux M such that M ′ a→
and N
a→
∅ otherwise
and (M/ON) ↓ iﬀ N ↓.
The new operation has the following pleasant property:
Theorem 6.7 (K/OL) = inf{M ⊇ K : M is observable with respect to L
and P}. The inﬁmal observable superlanguage of K equals (K/OL).
Proof. We show that K/OL is an observable partial language containing K
that is smaller then any other observable superlanguage of K.
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Let us show that K/OL is a superlanguage of K that is observable with
respect to L. It is clear from the deﬁnition 6.6 that (K/OL)2 is a superlanguage
of K2. Formally it can be checked by constructing an obvious simulation
relation. Let us show that K/OL is observable with respect to L. For this
purpose denote
O = {〈(K/OL)u, Lu〉 | u ∈ (K/OL)2 }.
We show that O is an observability relation on D(K/OL) × DL. Take a
pair 〈U, V 〉 ∈ R. We can assume that U = (K/OL)s and V = Ls for some
s ∈ (K/OL)2.
(i) Let a ∈ A such that (K/OL)s a→. It follows from the deﬁnition 6.6 that
Ls
a→ and from the deﬁnition of O that 〈(K/OL)sa, Lsa〉 ∈ O.
(ii) Let a ∈ A be such that Ls a→ and there exist M ∈ D(K/OL) and N ∈ DL
: (M,N) ≈K/OL,LAux ((K/OL)s, Ls) with M a→. Using Lemma 5.2 there exist
w,w′ ∈ A∗ such that P (w) = P (w′),(K/OL)s = (K/OL)w, Ls = Lw, and
M = (K/OL)w′
a→. According to deﬁnition 6.6 inductively applied there exist
si ∈ A∗, i ∈ I for some index set I such that (K/OL)w′ = (∪i∈IKsi)/OLw′ ,
where P (si) = P (w
′) ∀i ∈ I. Notice, that it can be that I = {1} and s1 = w′.
From Ls = Lw we have Lw
a→. Since M a→, by deﬁnition 6.6 either there exist
sj, j ∈ J ⊆ I such that Ksj a→ for j ∈ J and Ma = (∪j∈JKsja)/OLw′a, or
there exist wk, k ∈ N for some index set N such that K wka→ , P (wk) = P (w′)
and Ma = (∪k∈KKwka)/OLw′a. Since also P (wk) = P (w) for all k ∈ K, we
deduce ﬁnally that according to deﬁnition 6.6 in both cases there must be
(K/OL)s = (K/
OL)w
a→, which proves that O is an observability relation.
The last step of the proof is to show that if M ⊇ K is a language which
is observable with respect to L and P , then (K/OL) ⊆ M . It is suﬃcient to
prove that
R = {〈(K/OL)u,Mu〉 | u ∈ (K/OL)2 and K ⊆M ≈O(M,L) L}
satisﬁes (ii) of simulation relation.
Take a pair 〈U, V 〉 ∈ R. We can assume that U = (K/OL)w and V = Mw
for some w ∈ (K/OL)2. Let U a→. There exist si ∈ K2 for i in some index
set I such that P (si) = P (w) ∀i ∈ I and U = (∪i∈IKsi)/OLw. Now, U a→
implies that either there exists J ⊆ I such that Ksj a→ for j ∈ J and Ua =
(∪j∈JKsja)/OLwa or there exist wk ∈ A∗, k ∈ N for some index set N such
that P (wk) = P (w) and Ua = (∪k∈NKwka)/OLwa. In the ﬁrst case we have
w ∈ M2 (because V = Mw), sj ∈ M2, because sj ∈ K2 ⊆ M2, sja ∈ M2,
wa ∈ L2 and P (sj) = P (w). Therefore wa ∈ M2, because M is observable
with respect to L and P . In the second case we have similarly w ∈ M2,
wk ∈M2, wka ∈M2, wa ∈ L2 and P (wk) = P (w), which gives also wa ∈M2.
Hence V = Mw
a→, and trivially 〈Ua, Va〉 ∈ R, which was to be shown. ✷
As an illustration of the new operation, let us consider the following ex-
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ample.
Example 6.8 We consider preﬁx-closed languages K2 and L2 given by the
following tree automata, diﬀerent from 〈K〉, resp. 〈L〉 from L! The marked
components are not considered, A = {a, τ}, and Ao = {a}.
L K
✠
a ❅❅
τ
❘ ✠
a ❅❅
τ
❘
La Lτ Ka Kτ
✠
a
✠
a
Laa Laτ
τ
❄
Lτa
a
❄
Kaa Kaτ
τ
❄
Kτa
a
❄
❅❅
a
❘
Lτaτ
τ
❄
Lτaa
Lτaaτ
τ
❄
Then
K/OL
❂✚
✚
✚
✚
a




τ

(K/OL)a (K/
OL)τ
❂✚
✚
✚
✚
a
(K/OL)aa (K/
OL)aτ
τ
❄
(K/OL)τa
a
❄




a

(K/OL)τaτ
τ
❄
(K/OL)τaa
We have for instance (K/OL)τaτ = (Kτa/
OLτa)τ = Kaτ/
OLτaτ according
to the deﬁnition 6.6, because Kτa  τ→, but there exists Ka ≈KAux Kτa with
Ka
τ→ Kaτ . Also, K/OL is indeed the inﬁmal observable superlanguage of K
as stated in theorem 6.7.
As for the original deﬁnition of supervised product it can be shown in a
similar way that
Theorem 6.9 (K/OUL) = inf{M ⊇ K : M is controllable with respect to L
and Auc and observable with respect to L and P}. Thus, (K/OUL) equals the
inﬁmal controllable and observable superlanguage of K.
The proof is somewhat more complicated because of the technicalities re-
lated to considering diﬀerent cases separately and hence is omitted.
Note that the inﬁmality of the above deﬁned operations is in both cases
only with respect to the second (closed) components of the partial languages
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involved. The following example shows that the inﬁmality with respect to the
marking component cannot hold.
Example 6.10 Take K = ({a}, {ε, a, τ, τa, τab}),
L = ({a, ab}, {ε, a, ab, abτ, τ, τa, τab}), Auo = {τ}, and
M = ({a, τ}, {ε, a, ab, τ, τa, τab}). ThenK/OL = ({a, ab}, {ε, a, ab, τ, τa, τab}).
Hence M ⊇ K, M is observable with respect to L and P , but (K/OL)1 ⊆M1,
because ab ∈ (K/OL)1 \M1.
Similar examples can be constructed for K/UL or K/
O
UL.
7 Conclusion
Supervisory control of DES with partial observations has been studied by coal-
gebraic techniques. Finality of the automaton of partial languages can be used
for coinductive proofs as well as for coinductive deﬁnitions. We have for in-
stance described the control policy under partial observations by deﬁning the
closed-loop languages as corresponding supervised products. A minor modiﬁ-
cation of the coinductive deﬁnition of supervised product leads to the inﬁmal
closed observable superlanguage. Future research might include a study of the
computational complexity of coalgebraic algorithms or a study of timed DES
using coalgebra.
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