Abstract In this paper we introduce model-based search as a unifying framework accommodating some recently proposed heuristics for combinatorial optimization such as ant colony optimization, stochastic gradient ascent, cross-entropy and estimation of distribution methods. We discuss similarities as well as distinctive features of each method, propose some extensions and present a comparative experimental study of these algorithms.
Introduction
The necessity to solve N P-hard problems, for which the existence of efficient exact algorithms is highly unlikely, has led to a wide range of heuristic algorithms that implement some sort of search in the solution space. These heuristic algorithms can be classified, similarly to what is done in the machine learning field [15] , as being either instance-based or model-based. Most of the classical search methods may be considered instance-based, since they generate new candidate solutions using solely the current solution or the current "population" of solutions. Typical representatives of this class are genetic algorithms or local search and its variants, such as, for example, simulated annealing and iterated local search.On the other hand, in the last decade several new methods, which may be classified as model-based search (MBS) algorithms, have been proposed. In MBS algorithms, candidate solutions are generated using a parameterized probabilistic model that is updated using the previously seen solutions in such a way that the search will concentrate in the regions containing high quality solutions.
In [20] , several MBS approaches, such as ant colony optimization (ACO) metaheuristic [6] , stochastic gradient ascent (SGA) [16, 12] , cross-entropy (CE) method [18] and estimation of distribution algorithms (EDAs) [11] , were considered within a common framework, and analysis of their similarities as well as their distinctive features was provided.
In this paper we provide a detailed comparative analysis of these algorithms, in the context of unconstrained binary coded problems. In addition to the analytical comparison, we also present an experimental comparison of the MBS methods discussed in this paper using the MAXSAT problem as a test bed.
Model-Based Search
Let us consider a minimization problem(S, f), where S is the set of feasible solutions, f is the objective function, which assigns to each solution s ∈ S a cost value f (s). The goal of the minimization problem is to find a feasible solution of minimal cost.
At a very general level, the model-based search approach attempts to solve this minimization problem by repeating the following two steps:
-Candidate solutions are constructed using some parameterized probabilistic model, that is, a parameterized probability distribution over the solution space. -The candidate solutions are used to modify the model in a way that is deemed to bias future sampling toward high quality solutions.
For any algorithm belonging to this general scheme, two components, corresponding to the two steps above, need to be instantiated: -A probabilistic model that allows an efficient generation of the candidate solutions. -A rule for updating the model's parameters.
In this paper we restrict our attention to those problems whose solutions can be coded as unconstrained binary strings, although ACO, SGA and CE can be applied in a more general context as well. A more general discussion about these methods and the relations between them is given in [20] . All of the methods described in this paper employ the following probabilistic model for generating candidate solutions:
-Every bit position, 1 ≤ i ≤ n, has an associated parameter τ i . -The bits, s i , are generated independently, with P (
The parameter vector and the resulting probability distribution over the solution space are denoted by T and P T (·) correspondingly. The parameters are typically initialized in such a way that the initial distribution is a uniform one. It should be noted that several algorithms that fall within the MBS framework and that allow for dependencies between the bit positions have been described in the literature (e.g., MIMIC [3] , BOA [14] or variants of ACO [17] ). Some of these algorithms were reported to yield certain improvement over the simpler algorithms, which generate bits for different positions independently.
However, these comparisons were performed on a basis of equal number of iterations, rather than equal computational time. On the other hand, our personal experience, as well as some results in the literature (e.g., [17] ), suggest that the considerable computational overhead imposed by using a more complex model renders the "dependencies learning" algorithms uncompetitive. Consequently, these algorithms are not considered in this paper.
The Algorithms
In this section we give a brief description of several existing MBS algorithms and discuss the relationships among them. The reader is referred to [20] and references therein for a more detailed discussion. It should be emphasized that the probabilistic model employed by all these algorithms is the same, hence the only difference among them is in the way the parameters are interpreted and modified.
Ant Colony Optimization
One well-established approach that belongs to the MBS framework is the ant colony optimization (ACO) metaheuristic. In ACO algorithms, solutions are generated using stochastic procedures, called artificial ants, which construct them by iteratively adding solution components. The components are chosen with a probability which is a function of so called pheromone values associated to components. After constructing the solutions, the pheromone values associated with the components belonging to good solutions are increased. This metaheuristic has been successfully applied to the solution of numerous NP-hard problems [6] as well as to time-varying stochastic optimization problems [4] . A particular variant of this metaheuristic, called Hyper-Cube (HC) ACO [2] , has been recently proposed in the context of combinatorial problems with binary coded solutions. In HC-ACO the pheromones are bounded between zero and one and the pheromone update rule can be described by the following general scheme:
where St is the sample in the t-th iteration, ρ, 0 ≤ ρ < 1, is the learning rate and Q f (s|S1, . . . , St) is some "quality function", which is typically required to be non-increasing with respect to f and is defined over the "reference set"Ŝt.
In the considered case of unconstrained problems, the pheromones are equal to the marginal probabilities of the corresponding positions, with the bits at different positions being assigned independently 2 .
Different ACO algorithms may use different quality functions and reference sets. For example, in the very first ACO algorithm -Ant System [5] -the quality function was 1/f (s) and the reference setŜ t = S t . In a more recently proposed scheme, called iteration best update [7] , the reference set was a singleton containing the best solution within S t (if there were several iteration-best solutions, one of them was chosen randomly). In the global-best update [7, 19] , the reference set contained the best among all the iteration-best solutions (and if there was more than one global-best solution, the earliest one was chosen).
In MAX -MIN Ant System [19] , maximum and minimum pheromone trail limits were introduced. With this modification the probability to generate any particular solution is kept above some positive threshold, which helps preventing search stagnation and premature convergence to suboptimal solutions. For HC-ACO, this approach translates into the requirement that the marginal probabilities are kept within the range [ , 1 − ], where ≥ 0 is the parameter that controls the amount of exploration.
It is worth noting that, as shown in [8] , for learning rate ρ = 1 and for a particular choice of the quality function, the HC-ACO is equivalent to the cross-entropy method [18] .
The Stochastic Gradient Ascent Method
While all the updates described above are of a somewhat heuristic nature, the SGA method allows to derive the parameters update rule in a more principled manner [12] .
The SGA method replaces the original optimization problem with the following equivalent continuous maximization problem:
where E(T ) = E T Q f (s) and E T denotes expectation with respect to P T . This maximization problem is, in turn, tackled using stochastic gradient ascent [16] :
where S t is the sample at iteration t. In [8] it was demonstrated how the required gradient ∇ ln P T t (s) can be calculated for a general class of probabilistic models. For the model we consider in this paper, namely binary variables without dependencies between different positions, it can be verified that the resulting parameter update rule is:
In order to guarantee the stability of the resulting algorithm, it is desirable to have a bounded gradient ∇ ln P T (s). For this reason, the use of the "natural"
representation F (τ i ) = τ i is inappropriate. Instead, we suggest using the logistic
. It can be shown that in this case the update rule becomes:
hence the gradient is indeed bounded. While the SGA method was originally formulated for iteration-independent quality functions, in [8] it was demonstrated that an alternative derivation of the SGA update through the CE method justifies the use of iteration-dependent quality functions as well. For example, one may use the indicator function Q f (s) = I(f (s) < θ t ), where θ t is a threshold value set to some percentile (say, lower 10%, for minimization problems) of the cost distribution at the last iteration. For this quality function, the expectation E T Q f (s) equals the probability of generating solutions, whose cost is below the threshold θ t , and the threshold is modified adaptively. The update based on this function is henceforth referred to as "top-quality" update.
Similarly to HC-ACO, we may choose to bound the marginal probabilities in order to increase the amount of exploration. In order to keep the marginal probabilities between and 1 − , with the logistic function representation described above, the pheromones should be kept in the range [ln( 1− ), ln( 1− )].
Estimation of Distribution Algorithms
As already mentioned in Section 1, the classical genetic algorithms can be considered an example of the instance-based approach, in which the search is carried out by evolving the population of candidate solutions using selection, crossover and mutation operators. Recently, several new algorithms, which generate new solutions using probabilistic models instead of crossover and mutation, have been proposed within the evolutionary computation community. In the population-based incremental learning (PBIL) algorithm [1] , the population is replaced by a probability vectorp, with all p i 's initially set to 0.5. At every iteration a sample S is generated using the probability vector and then the probability vector is updated as follows:
PBIL Update
-Stop ← a fixed number of lowest cost solutions from S, -for every s ∈ Stop -pi ← (1 − ρ)pi + ρsi, where ρ is the learning rate.
As it can be easily seen, this update is virtually identical (up to rescaling of the learning rate) to the HC-ACO with top-quality update. In particular, in case only the best solution is used for the update, HC-ACO with iteration-best update is obtained. In [1] two additional updates were suggested. The first was intended to make use of "negative" examples, shifting the probability vector towards the best solution in the positions where it differs from the worst solution:
where s best , s worst are respectively the best and the worst solutions in S and ρ nl is the so-called "negative learning rate". In the second update, the probability vector was randomly perturbed, with an effect similar to that of mutation in standard GA:
-For every i, modify pi ← (1 − ρmut)pi + ρmutdi, with probability pmut.
where ρ mut is the "mutation shift", and, for every i, the mutation direction d i is 0 or 1, with probability 1/2 each. Both updates were performed in addition to the basic PBIL update described above.
The compact genetic algorithm (cGA) [9] was proposed as a modification of PBIL, intended to represent more faithfully the dynamics of the real GA algorithm. At every iteration, two solutions, a and b, are generated using a probability vector, and then the probability vector is updated as follows (assuming, without loss of generality, that a has lower cost):
cGA Update This basic scheme can be extended to larger samples. Two variants were proposed in [9] . In the first variant, intended to simulate a tournament of size m, a sample S of size m is generated and the basic update above is used for every pair in the set {(s best , b)|b ∈ S, b = s best }. In the second variant, a "round-robin tournament" is simulated, that is, the basic update is used for every pair of solutions from the sample.
It can be shown that the update for "tournament of size m" cGA can be written as:
where ρ = m n and
For the "round-robin tournament" cGA, it can be shown that the update can also be described by (6) , with ρ = m(m+1) n and Q(s) = 2·rank(s) m(m+1) (the highest rank, m, is assigned to s best ). It can be easily verified that these two updates are virtually identical to the HC-ACO iteration-best and rank-based updates respectively. The only difference between cGA and HC-ACO is in the form of the evaporation factor. In cGA it is equal to ρ m s∈S s i , whereas in HC-ACO it is equal to ρp i , which is simply the expected value of the former.
Empirical Comparison
In this section we describe the results of the empirical comparison between the MBS algorithms described above, using MAXSAT as a test bed. MAXSAT is the optimization variant of SAT, the first problem which was shown to be NPcomplete. The weighted MAXSAT problem can be formulated as follows. Given k clauses C 1 , . . . , C k over n binary variables x 1 , . . . , x n , and the weights w 1 , . . . , w k , find an assignment which maximizes the sum of the weights of the satisfied clauses.
Comparison Setting
The comparison was carried out using randomly generated weighted MAXSAT instances from the SATLIB MAXSAT Benchmark Collection [10] . The benchmark set contains three groups of problems, with 100, 500 and 1000 variables and 500, 5000 and 10000 clauses respectively. Each group contains 10 instances.
The algorithms were evaluated using three different running times. For every problem size, three stopping times, T 1 , T 2 and T 3 , were chosen as the time that it takes for HC-ACO with population size 10 to perform 50, 200 and 1000 iterations respectively 3 . All of the algorithms described above have one or more parameters, whose choice can clearly affect the performance of the algorithm. Moreover, the optimal parameter setting may depend on the available computational time (e.g., with shorter times a higher learning rate and smaller samples should be more appropriate) and the problem size. Since to-date there are no established methods for the automatic tuning of metaheuristics' parameters, it was decided to use one problem out of every group for tuning the algorithms, and the other 9 for the testing. Specifically, each algorithm was run with a variety of parameter settings (described below), 10 times for each setting, and for every algorithm/problemsize/running-time combination, the configuration with the best average performance was chosen. This automatic tuning procedure insures that the comparison is not biased in favor of one of the algorithms. The separation between the training problem and the test problems guarantees the statistical validity of the performance estimates 4 . For all the algorithms, we considered learning rate ρ ∈ {0.03, 0.1, 0.3, 1}, and sample sizes |S| ∈ {10, 50, 200}. In HC-ACO and SGA we considered pheromone bounds with ∈ {0, 0.01, 0.1}. For PBIL, the additional parameters were: "negative learning rate" ρ nl ∈ {0, ρ/10, ρ}, mutation probability p mut ∈ {0, 0.01, 0.1} and mutation shift ρ mut ∈ {0.01, 0.1}.
For HC-ACO, SGA and PBIL we have tested both the iteration-best and the top-quality updates. We have also tested separately the basic CE method, which corresponds to the top-quality HC-ACO algorithm with learning rate 1 and no bounds on probabilities. Finally, both " single tournament" (cGA st ) and "round-robin tournament" (cGA rr ) versions of the cGA method were tested.
Furthermore, for every algorithm described above, we have also considered a hybrid version, in which the update was based on the population of the elite solutions, that is the highest quality solutions found so far, rather than on the last sample. Finally, all the algorithms (including the hybrid versions) were tested both with and without the use of the local search 5 .
Comparison Results
Every algorithm was run 30 times on every problem with the parameter setting determined using the tuning procedure described in the previous section. Since the optimal solution costs for the benchmark problems used in this study are not known, the cost of the best solution found by any of the algorithms in all the test runs were used as estimates. The performance of a single run of the algorithm was evaluated as:f
where f best is the cost of the best solution found during the run, f opt is the estimate of the optimal solution cost and E{f } is the expected cost of the solution generated from a uniform distribution 6 . Note that, for a random solution, E{f } = 1, hence the results coming from different problems are put on a same scale, which allows meaningful averaging over several problems. The results of the comparison are summarized in Tables 1 and 2 . Every column corresponds to a comparison with a particular problem size and stopping time. The average score of the empirically best algorithm is printed in bold typeface and the results, which are worse than the best one with 95% confidence 7 , are shown in italic. Since the use of the local search leads to a drastic improvement of performance, the results in Table 2 are multiplied by 100 for clarity of presentation. The superscript "h" denotes the hybrid versions of the algorithms, augmented with population, and "n" denotes the problem size, measured by the number of variables.
When local search is not used, in most cases the "round-robin" tournament cGA produces significantly better results. Still, even the performance of cGA 5 Although using local search is not a common practice in the EDA research field, the results reported next indicate that it certainly should be considered in the future. 6 Since, for any clause C with d variables, the proportion of non-satisfying assignments is 1/2 d , it can be verified that, for the 3-MAXSAT problems used in the benchmarks, E{f } = 7 8 k j=1 wj. 7 The statistical analysis was performed using Tukey-Kramer test, which is a modification of the t-test, adapted for the multiple comparisons. is relatively poor (recall that the expected performance score of a randomly generated solution is 1). The use of local search leads to an improvement of almost two orders of magnitude and there seems to be almost no significant differences between the algorithms in this case (note, however, that cGA is often significantly worse than the others). We hypothesize that the differences among the algorithms with the local search could be just an artifact of the particular tuning procedure which we use, rather than an evidence of the advantage of one of the methods. This is the topic of ongoing research.
Conclusions
During the last decade a new approach for solving combinatorial optimization problems has been emerging, as already observed in [13] . This approach, which we refer to as model-based search (MBS), tackles the combinatorial optimization problem by sampling the solution space using a probabilistic model, which is adaptively modified as the search proceeds. In this paper we presented a comparative analysis of several existing MBS methods, which construct binary coded solutions by generating every bit independently. Our theoretical analysis revealed considerable structural similarity among these algorithms, and the empirical comparison showed that also the actual performance of the algorithms is quite similar (especially, when the algorithms are hybridized with local search). In the future we hope to extend our analysis to a more general class of MBS algorithms and to compare these algorithms on different types of combinatorial optimization problems. n=100  n=500  n=1000  T1  T2  T3  T1  T2  T3  T1  T2  T3 
