We present an analytical bond-order potential for silicon, carbon, and silicon carbide that has been optimized by a systematic fitting scheme. The functional form is adopted from a preceding work ͓Phys. Rev. B 65, 195124 ͑2002͔͒ and is built on three independently fitted potentials for Siu Si, C u C, and Siu C interaction. For elemental silicon and carbon, the potential perfectly reproduces elastic properties and agrees very well with first-principles results for high-pressure phases. The formation enthalpies of point defects are reasonably reproduced. In the case of silicon stuctural features of the melt agree nicely with data taken from literature. For silicon carbide the dimer as well as the solid phases B1, B2, and B3 were considered. Again, elastic properties are very well reproduced including internal relaxations under shear. Comparison with first-principles data on point defect formation enthalpies shows fair agreement. The successful validation of the potentials for configurations ranging from the molecular to the bulk regime indicates the transferability of the potential model and makes it a good choice for atomistic simulations that sample a large configuration space.
I. INTRODUCTION
Silicon carbide is a compound semiconductor, which is of fundamental and technological interest, because of its electronic as well as mechanical properties. 1, 2 It features extreme hardness, chemical resistivity, excellent mechanical properties at high-temperature, large thermal conductivity, and high-temperature semiconductivity. [3] [4] [5] [6] Over the last decades, atomistic computer simulations based on molecular dynamics ͑MD͒, molecular statics, or Monte Carlo ͑MC͒ methods have evolved as invaluable tools in condensed-matter physics, chemistry, and materials science. Typical problems in these fields often require computer simulations that involve a large number of atoms on extended time scales. Subjects of interest can, for example, be dislocations, grain boundaries and interfaces, disordered phases, liquids, or amorphous materials. Moreover, modeling of materials processes can include condensation processes, grain growth, bulk and surface diffusion, thin-film growth, cluster deposition, sintering, and crack growth, to name only a few. In order to treat such problems in a computationally efficient manner, while maintaining atomic resolution, analytical potential models that deliver realistic energies and interatomic forces are an indispensable tool for bridging the gap between quantum-mechanical methods and mesoscopic continuum models. However, modeling covalently bonded materials by means of analytical potentials is a very challenging task. In the past, numerous potential models [7] [8] [9] [10] [11] [12] for semiconductors have been proposed including cluster potentials or cluster functionals of Keating-or bond-order type. However, none of them has emerged as being clearly superior to the others.
By far the most widely employed potential for silicon carbide is the bond-order potential ͑BOP͒ by Tersoff 13 ͑T89͒. The pair parameters are obtained by averaging the parameters for the elements, while the three-body parameters depend only on the type of the pivot atom. Tersoff's parameter sets have been supplemented by Beardmore and Smith 14 to enable atomistic modeling in the Siu C u H system. Dyson and Smith 15, 16 ͑DS͒ employed the Brenner potential scheme to derive parameter sets fitted to reproduce the properties of small molecules and surfaces. Modified versions of Tersoff's potential that were optimized for specific applications have been published, e.g., by Gao and Weber 17 and by Devanathan et al. 18 Although these potentials are well suited for certain applications, like modeling of surfaces, molecules, 14, 15 or structural transformations, 19 they are of limited use if the respective application requires a more extended sampling of configuration space. This holds equally true for a Keatingtype potential proposed by Chatterjee et al. 20 and Shimojo et al. 19 that was complemented by electrostatic contributions for studying the sintering of nanocrystalline silicon carbide and structural transformations under pressure.
In this study, we are mainly interested in developing a potential for atomic scale simulations of processes which involve transitions between widely different atomic configurations, such as those encountered, for instance, during the inert gas condensation of silicon-carbon nanoparticles. 21 In in the course of this work we have derived parameters for the Siu C interaction, but also revisited established parametrizations for silicon and carbon and finally refined the parameter sets for the Siu Si and C u C interaction, too. Using a systematic fitting approach our model follows the same scheme that was previoulsy applied to GaAs and GaN.
͑1͒
with the pairwise attractive and repulsive contributions given by
where D 0 and r 0 are the dimer energy and bond length. The parameter ␤ can be determined from the ground-state oscillation frequency of the dimer, 12 while S is adjusted to the slope of the Pauling plot. The cutoff function
restricts the interactions to the first neighbor shell. The parameters R and D specify the position and the width of the cutoff region. The bond-order is given by
and the angular function
The three-body interactions are determined by the parameters 2, ␥, c, d, and h, which leads in total to up to nine adjustable parameters, all of them depending on the type of atoms i and j. The parameter set for every interaction type is fitted independently using our fitting code PONTIFIX. 27 The parameter optimization proceeds as follows: First, the pair parameters are adjusted to the dimer properties ͑D 0 , r 0 , ␤͒ and the slope of the Pauling plot ͑S͒. Thereafter, the threebody parameters are fitted to the cohesive energies and bond lengths of several high-symmetry structures as well as to the elastic constants of the ground structures. The transferability of the potential is enforced by including a variety of differently coordinated structures in the fitting database. Further details regarding the fitting procedure can be found in Refs. 12 and 22.
The parameter sets used in this study are compiled in Table I . For simulations in the context of silicon carbide, it is recommended to use the parameter set Si-I which has been extensively tested for this purpose. The alternative parameter set Si-II provides an improved description of the elastic and thermal properties of elemental silicon.
III. SILICON
For silicon there are various well tested potentials available in literature ͑e.g., Refs. 7, 9, and 28͒ and therefore yet another potential seems to be redundant. Bond-order potentials for silicon, however, that are compatible with our formalism have only been proposed by Tersoff 28 as well as Dyson and Smith. 15 While the parameter set given by Tersoff 28 suffers from an underestimation of the dimer binding energy and therefore is not satisfactory for the description of small molecules, the silicon parameter set derived by Dyson and Smith 15 is not optimized for bulk properties. Therefore we decided to newly adjust parameters for the Siu Si interaction. 
A. Dimer properties
For the silicon dimer the binding energy D 0 , the equilibrium bonding distance r 0 and the wave number k of the ground-state oscillation, which can be directly related to the potential parameter ␤, are experimentally known 29 and could be directly taken as potential parameters. However, since ␤ and r 0 also affect the energy-volume curves of the bulk structures, minor adjustments of ␤ and r 0 were necessary in order to improve the agreement with experimental data.
A compilation of dimer properties for the parameter sets presented in this work ͑Si-I, Si-II͒ with experimental data and the potentials by Dyson-Smith ͑DS͒, Tersoff ͑T3͒, and Stillinger-Weber ͑SW͒ is given in Table II . The correct dimer binding enters directly into the new parameter sets for Si, while r 0 and ␤ are chosen to closely reproduce the experimental data.
B. Bulk properties
Silicon like several other covalently bonded materials ͑GaAs, SiC͒ exhibits a negative Cauchy discrepancy ͑c 12 − c 44 Ͻ 0͒. When the diamond lattice is sheared, internal relaxation occurs by displacement of the two fcc sublattices with respect to each other along the ͗111͘ direction. The Kleinman parameter measures the displacement in units of the nearest-neighbor distance. [31] [32] [33] The shear modulus c 44 0 of the unrelaxed structure can only be obtained from firstprinciples calculations. The difference between the relaxed ͑c 44 ͒ and unrelaxed ͑c 44 0 ͒ shear moduli is related to the transverse optical phonon frequency at the ⌫ point. 33 Bazant et al. 34 Table III , which summarizes the properties of silicon in its equilibrium structure. The parameter set Si-I provides an excellent description of the properties of the diamond lattice with the single exception of a somewhat larger deviation in c 44 leading to a positive Cauchy difference, c 12 − c 44 . The negative Cauchy discrepancy is correctly reproduced by the Si-II parametrization while maintaining the excellent agreement with the other elastic properties.
We have also evaluated the strain dependence of the Kleinman parameter as shown in Fig. 1 . With both parameter sets for silicon an increase of the internal strain parameter is found with increasing uniaxial strain, which is in line with theoretical results obtained by density-functional theory calculations, 37 although slight deviations of the slope have to be acknowledged.
C. Coordination
Silicon exhibits a plethora of high-pressure phases with very small energy differences, and the corresponding region of the phase diagram is still not fully understood. [39] [40] [41] Many different crystalline phases in the pressure range up to 248 Gpa have been predicted, which are partly metasable at atmospheric pressures. If transition paths are considered, the situation becomes even more intricate. In fact, some phases are only accessible after a certain squence of temperature and pressure treatments. With increasing pressure the respective equilibrium phases exhibit larger coordinations and behave increasingly metallic. The description of these structurs imposes a stringent test on the transferability of the potential model presented in this work. Table IV Table  I are used the bond length intersects the cutoff region whence the cohesive energy is reduced and the structure becomes unstable.
the structures is very difficult to reproduce due to the extremely small energy differences between the competing structures. Our first parametrization ͑Si-I͒ for the silicon potential, however, provides a good overall description of the structural properties of the higher-coordinated structures as illustrated by the Pauling plot and the energy-volume curves shown in Fig. 2 . With respect to the high-pressure phases it is therefore comparable to or even better than alternative potentials from literature.
D. Thermal properties
The experimental melting point of silicon is 1687 K. 44 The liquid phase is denser than the crystalline phase at the melting point and the solid-liquid phase transition is accompanied by an increase in average coordination. There are several methods to determine the melting point from molecular-dynamics simulations ͑cf. Refs. 45 and 46, and references therein͒. In this work we have set up a system comprising a liquid and a crystalline phase separated by a sharp ͑100͒ interface. The system was equilibrated at various temperatures using a Berendsen-type thermostat, while the pressure was kept at 0 kbar by employing a Berendsen-type barostat. 47 Steady-state conditions were assumed when the potential energy fluctuated about a constant value. The melting point is the temperature at which the interface is stable with the liquid and crystalline phases in equilibrium. This method avoids hysteresis effects which occur when the melting and solidification of a single phase system is simulated.
The melting temperature has been determined as 2450± 50 K for the Si-I parameter set and 2150± 25 K for the Si-II parameter set. These values are considerably higher than the experimental melting point of 1687 K, but better than 2550± 50 K obtained by us and 2547± 22 K reported by Cook and Clancy 46 for Tersoff's bond-order potential. The overestimation of the melting point, however, appears to be a general problem inherent to bond-order potentials for semiconductors ͑see, e.g., Ref. 22͒, while in case of elemental metals, like Pt ͑Ref. 12͒ and Zn, 48 perfect agreement with experimental results was achieved using the same bond-order formalism. The melting and other thermal properties are summarized in Table V together with experimental data. Most prominently, the transition enthalpy and the relative change of the density are in very good agreement with experimental data for the parametrization Si-II. Here it should be noted that none of these properties have been part of the reference database which gives evidence for the transferability of the potential.
Next, the structure of the molten phase was characterized by calculating the radial and angular distribution functions as shown in Fig. 3 . The radial distribution functions for all analytical potentials considered here are in good agreement with experiment. The most notable difference is the dip between the first and second coordination shell observed for the new parameter sets as well as for the Tersoff potential. This feature is a result of the steep cutoff function between the first and second nearest-neighbor shell ͓Eq. ͑6͔͒ which leads to strong forces on atoms within the cutoff region. However, it can hardly be avoided without compromising other potential properties.
In contrast to the radial distribution functions, a more diverse behavior is displayed by the angular distributions. First-principles calculations 49 predict two distinct maxima at ϳ60°and ϳ90°. In agreement with previous studies 50 the bond-order potentials for silicon reproduce this feature while the SW potential exhibits only a shoulder at about 60°but no maximum. Although the melting point is overestimated, the Tersoff-type as well as our silicon potentials realistically describe the structure of the molten phase.
Finally, we estimated the linear thermal-expansion coefficient close to the melting point to be ␣ L = 5 ± 2 K −1 which compares well with the value of ␣ L = 4.66 K −1 obtained by extrapolation of experimental data to the melting point. 36 Again, the good agreement with experimental and firstprinciples data ͑with the exception of the melting point͒ gives further hindsight for the transferability of the bondorder potential scheme, since none of these properties were considered during the fitting process.
E. Point defects
Point defects in silicon have been extensively studied, both experimentally and theoretically, over the last decades. 51, 52 Since energetic and structural properties of point defects are experimentally difficult to assess, quantummechanical total-energy calculations have been an invaluable tool in resolving the situation. Strain fields around point defects, various charge states, and intricate electronic interactions render such calculations a nontrivial task ͑see, e.g., Refs. 51 and 53͒. By now, there is consensus that the dumbbell ͗110͘ interstitial has the lowest formation energy followed by the hexagonal and tetrahedral configurations ͑Ref. 51 and references therein͒. For these investigations quantummechanical calculations have been performed at zero temperature and pressure. The situation at nonzero temperatures is even more difficult to resolve, because the ordering can change completely due to different vibrational properties of the various point defect configurations and the related contributions to entropy.
It has turned out to be very difficult to capture the results of quantum-mechanical calculations in analytical potential models. Recently, a potential model has been proposed that is optimized for point defects and amorphous structures ͑EDIP͒, 9 but exhibits deficiencies as it comes to the description of higher coordinated structures ͑Table IV͒. An overview of the formation energies of the point defects in silicon is given in Table VI. Among the established analytical potentials only the EDIP and the SW potentials reproduce the dumbbell, while the silicon potentials presented in this work favor the tetrahedral position. By varying the cutoff distances within the parameter set Si-I, however, the picture is slightly changed and the hexagonal position becomes the lowest energy configuration.
The structural stability of the dumbbell configuration was tested in molecular dynamics runs over 0.5 ns at various temperatures. We observed the dumbbell interstitial configuration to be metastable up to ϳ400 K. At temperatures above this threshold it dissembled into the hexagonal interstitial configuration.
Keeping in mind that the present potential has not been optimized for point defects, reasonable agreement with the results of quantum-mechanical calculations is obtained, although the dumbbell interstitial is not the most stable interstitial defect. The cutoff parameters are found to have an immediate effect on the formation energies. A systematic investigation of this interplay is recommended if the optimization of this potential for simulations of points defects is intended.
F. Conclusive remarks on the Si parametrization
The newly parametrized bond-order potentials for silicon ͑Si-I and Si-II͒ provide excellent models for the elastic properties of the diamond phase and reproduce structure and energetics of the dimer as well as high pressure phases very well. For the liquid-solid transition, both enthalpy and density changes are properly reproduced and even the angular distribution function of the molten phase is in agreement with predictions from first-principle calculations. There is obvious disagreement, however, if formation enthalpies of point defects are compared with results based on firstprinciples calculations. Other properties, like one-and twodimensional defects, were not tested in this work, but might be an interesting subject for further studies.
IV. CARBON
The carbon ͑C u C͒ parameter sets proposed by Brenner 11 allow for a good description of the properties of hydrocarbon molecules, however, they yield only a mediocre model for the bulk phases of carbon. In particular, the elastic constants of diamond are poorly reproduced. Thus we decided to derive C u C parameters that properly predicts the elastic properties, while maintaining most of the features of the original parametrization. The new parameter set almost retains the dimer parameters of the Brenner potential while at the same time delivers a description of the bulk phases which is comparable to the Tersoff potential. 55 
A. Dimer properties
The dimer properties are summarized in Table VII . The dimer energy D 0 and wave number k for the new carbon potential are very similar to the second parametrization of the original Brenner potential. 11 The bond length is somewhat longer, which turned out to be necessary in order to obtain a better model for the bulk phases. The Tersoff potential underestimates the dimer energy by about 14%, similar to the case of silicon. All potentials yield a somewhat too low wave number k, as compared to the experimental value. For the potentials considered this deficiency cannot be overcome without accepting a considerable deviation in the elastic moduli of the bulk phases.
B. Bulk properties
Carbon naturally occurs in the graphite as well as diamond structures, in which the atoms are sp 2 and sp 3 hybridized, respectively. At ambient conditions graphite is slightly more stable than diamond with the difference in the cohesive energies of the two structures being on the order of meV. Graphite consists of sp 2 bonded sheets which are held together by van der Waals forces. Within the short-ranged bond-order potential model these long-ranged interactions are not properly accounted for, a deficit which can be fixed by adding a weak long-range pair potential. These interactions are crucial for reproducing the layer separation and the elastic response of the material perpendicular to the layers, but they have a negligible effect on the energetics and the atomic separations within the graphite sheets. As shown in Table VIII the carbon potential exactly reproduces the experimental cohesive energy of the graphite structure. The lattice constant is also in good agreement with experimental observations. Since the energy difference between the graphite and diamond structures is not exactly known, we have decided to employ an approximate value of 1 meV in the fitting database, which is on the order of magnitude expected from experimental and theoretical experience. This energy difference as well as the lattice constants is properly described using the new carbon parametrization. Most importantly, elastic constants are in very good agreement with experiment fixing a problem of Brenner's original parametrization. In principle, the C u C parameters should also work together with the C u H parameters of Brenner's original hydrocarbon potential. Here, however, we only tested the overbinding corrections in the context of point defects as discussed in Sec. IV D.
C. Coordination
Furthmüller et al. have presented an extensive work on the energetics and structure of various solid modifications of carbon. Some of these structures entered our fitting database, while some served as tests for the transferability of the potential. The cohesive energies and structural parameters are compiled in Table IX. The carbon potential provides a good overall description of the low as well as high coordinated structures. Naturally, particular attention has been paid to obtain exact agreement for the graphite and diamond phases. The good agreement with experiment and DFT calculations is further demonstrated in the Pauling plot shown in Fig. 4 which illustrates the variation of the bond energy with bond length.
D. Point defects
Experimentally, the formation enthalpy of the carbon vacancy in diamond has not been determined yet, but there are a few theoretical studies ͑see Ref. 58 and references therein͒. A theoretical treatment of this defect is not trivial since many-electron correlation, coupling between the defect and the surrounding bulk material as well as Jahn-Teller distortions have to be accounted for. Only recently a diffusion Monte Carlo ͑DMC͒ study has been performed by Hood and co-workers 58 who reported a vacancy formation energy of a Evaluated using the experimental c / a ratio to determine the atomic volume.
5.96± 0.34 eV. The vacancy formation enthalpy calculated with the new carbon potential is 3.09 eV, which is considerably lower than the ab initio value. However, this deficiency is clearly related to the missing overbinding corrections which are needed in order to balance the coordination change in the first neighbor shell of the vacancy. In fact, a similarly low value is found for the Tersoff potential as well. If the overbinding corrections as originally parametrized by Brenner are included, we obtain a vacancy formation enthalpy of 5.24 eV in very good agreement with theory. The formation energies/enthalpies for interstitial defects in diamond are very large ͑see Table X͒. DFT calculations suggest values of ϳ16 eV and larger from which it has been concluded that these defects are not relevant for the process of diffusion in diamond. 59 The new bond-order potential yields reasonable values for the formation enthalpies of these defects regardless whether overbinding corrections are included or not.
V. SILICON CARBIDE
Silicon carbide occurs in more than 200 different polytypes, which differ in the stacking sequence of the Siu C bilayers 60 and are classified as either cubic ͑C͒, hexagonal ͑H͒, or rhombohedral ͑R͒. The most abundant polytypes are 3C ͑zinc blende͒, 6H, 4H, and 2H ͑wurtzite͒. The energy differences between the different polytypes are extremely small. Park et al. 61 determined the energetic ordering of the four most abundant types as 4H, 6H, 3C, and 2H and calculated a maximum energy difference of only 4.3 meV/ atom. Since our model is restricted to first neighbor interactions, the various polytypes energetically cannot be distinguished. However, this does not seem a severe restriction, because entropic contributions to the free enthalpy will dominate at nonzero temperatures.
A. Dimer properties
The dimer properties are experimentally not well known. Huber and Herzberg 29 report an upper limit for the dimer binding energy of 4.64 eV and and a bond length of approximately 1.82 Å. Ground-state frequencies of the dimer are given in a number of ab initio studies. [62] [63] [64] The reported values, however, vary appreciably, which in connection with the experimental data induces some degree of freedom in adjusting the dimer parameters. Table XI summarizes the data from literature, our SiC parametrization, and the dimer properties of Tersoff's SiC potential ͑T89͒. The latter yields a ground-state frequency which is more than 25% lower than the values of quantummechanical calculations, while the new SiC potential delivers a values that is very close to the reference data.
B. Bulk properties
Despite the large technological interest in the mechanical properties of silicon carbide, the elastic constants of cubic silicon carbide have not been consistently determined yet. 65 Apparently, the best data at hand are the elastic constants given by Lambrecht et al., 66 and by Gao and Weber ͑GW͒. 17 Obviously, the SiC parametrization of our bond-order potential reproduces all elastic constants very well, especially in comparison to alternative SiC potentials.
C. Coordination
The high-pressure phase diagram of silicon carbide is neither as complex nor as extensively explored as for silicon. It is well established that the zinc-blende ͑B3͒ modification transforms to the rocksalt ͑B1͒ structure under compression, 19, 74 and there is evidence for a similar transition in the case of 6H-SiC. 75 The transition pressures and paths are, however, still a matter of discussion ͑cf. Ref. 76 with comments and replies͒.
Only few theoretical investigations of higher-coordinated structures have been published. Chang and Cohen 77 and Karch et al. 60 conducted density-functional theory ͑DFT͒ calculations on the zinc-blende ͑B3͒, rocksalt ͑B1͒, and cesium chloride ͑B2͒ structures, which were taken as reference data for the potential fitting in the present work. It has been found impossible, however, to find a reasonable fit for all solid structures while leaving the description of the elastic properties unaffected. As a compromise, a significant deviation of the cohesive energy of the rocksalt ͑B1͒ structure from the theoretical value was accepted. Figure 5 shows the Pauling plot including first-principles and experimental data, while Table XIII summarizes the structural properties calculated with the new SiC potential.
D. Point defects
The number of point defect configurations for silicon carbide which have been explored in the literature is quite large. There are two types of vacancies, namely the C and the Si vacancies ͑V Si , V C ͒, and also two types of antisite defects ͑Si C , C Si ͒. Furthermore, various different self-interstitial defect structures have been considered. 78, 79 A tetrahedrally coordinated carbon interstitial can be surrounded either by four carbon ͑C TC ͒ or four silicon atoms ͑Si TS ͒ and equivalently for silicon. Four possible configurations can be studied for the ͗100͘ dumbbell interstitial: C u C, Siu Si, or C u Si pairs can share either a carbon or a silicon site ͑C In connection with the aggregation of carbon interstitials Gali et al. 80 have explored a configuration in which two carbon atoms share a silicon site, ͑C 2 ͒ Si .
The formation enthalpy for a defect in a neutral charge state can be written as 23, 81 tentials of the bulk phases are given by the cohesive energies Si bulk = −4.63 eV/ atom, C bulk = −7.374 eV/ atom, and SiC bulk = −12.68 eV/ f.u. with the corresponding formation enthalpy of ⌬H f = 0.68 eV/ f.u.
In Table XIV point defect formation energies ͑E D Ј ͒ calculated with the new potential ͑silicon parameter set Si-I͒ are compared to first-principles calculations 78 and the original version of the Tersoff potential ͑T89͒. 13 The point defect combinations included in the table preserve the stoichiometry, therefore the defect formation energies are independent of ⌬. Note that the formation enthalpies given in Refs. 17, 78, and 79 have been calculated neglecting the effect of the variation of the chemical potential in the vicinity of the defect expressed by term in the second line of Eq. ͑10͒. We have applied this correction to obtain the values in the first and second columns of Table XIV. The formation enthalpies for vacancies and antisite defects predicted by the new potential are somewhat too low but still in fair agreement with first-principles calculations. The situation regarding the interstitial defects is unclear. The formation enthalpies calculated by Wang et al. 79 are consistently higher than those given in Ref. 78 . We find good agreement with the former data but quite large deviations from the latter.
In general, the agreement is at least fair as it comes to the energetic ordering. In comparison, the bond-order potential by Gao defect properties in 3C u SiC, but since the pure silicon and carbon structures parameters were modified, it is lacking the transferability our work is aiming for. In particular, it cannot be applied to model the pure phases and it yields an inappropriate description of the elastic properties as shown in Table  XII .
VI. CONCLUSIONS AND OUTLOOK
New bond-order potentials for silicon and silicon carbide have been derived, which allow atomic scale computer simulations of processes involving a wide range of different atomic configurations. Elastic, thermal, and point defect properties are well reproduced. The description of higher coordinated structures by the silicon and carbon parameter sets is comparable to the well established Tersoff potential, while elastic, defect, and thermal properties are superior. The description of elastic properties of silicon carbide by the new potential is improved with respect to the potentials available in literature. Defect properties are only fairly reproduced but the description is comparable to previously published potentials. The new potential enables modeling of processes which involve widely different configurations and transitions among these. In this spirit, it has been recently applied to the modeling of the inert gas condensation of silicon-carbon nanoparticles, representative for a transition from the molecular to the bulk regime.
