In this paper we continue the investigation of Eisenstein series on the four-dimensional hyperbolic space that was started in [Gr1] . Our main goal is to give an explicit computation of the Fourier coefficients of the standard Eisenstein series and to use this for the study of some new and interesting Dirichlet series arising as Mellin transforms of the Eisenstein series and of its pullbacks to embedded hyperbolic spaces of smaller dimension. Studying these pullbacks seems also to be of some interest for giving explicit constructions of automorphic forms on these domains and we give some examples of square integrable forms obtained in this way (which are, however, not eigenfunctions of the Laplacian).
In this paper we continue the investigation of Eisenstein series on the four-dimensional hyperbolic space that was started in [Gr1] . Our main goal is to give an explicit computation of the Fourier coefficients of the standard Eisenstein series and to use this for the study of some new and interesting Dirichlet series arising as Mellin transforms of the Eisenstein series and of its pullbacks to embedded hyperbolic spaces of smaller dimension. Studying these pullbacks seems also to be of some interest for giving explicit constructions of automorphic forms on these domains and we give some examples of square integrable forms obtained in this way (which are, however, not eigenfunctions of the Laplacian).
In Section 1 we review basic facts and notation. In particular, we realize (as usual) the four-dimensional hyperbolic space as the set of Hamilton quaternions of positive trace on which the unitary group of the standard split two-dimensional hermitian form over the Hamilton quaternions acts. We consider here arithmetic subgroups given as subgroups of matrices with entries in a maximal order R of some (fixed) definite quaternion algebra over the rationals. The inequivalent cusps are then in bijection with the classes of left ideals of R and we consider the Eisenstein series formed with respect to each cusp. The computation of the Fourier coefficients of these Eisenstein series is given in Section 2. It turns out that a weighted average of these Eisenstein series has Fourier coefficients of a particularly simple and interesting form: The value of the arithmetic part of the Fourier coefficient at s is expressed in terms of values at s − 1 of Cohen-Zagier L-functions. This should be compared with the case of Eisenstein series on 3-dimensional hyperbolic space treated in [EGM] , where there is only a divisor sum expressions. As a corollary we obtain the meromorphic continuation of this Eisenstein series, which of course also follows from the work of Langlands.
We get the exact form of the functional equation and an explicit calculation of the poles and residues. As another corollary we receive asymptotics for sums of the Fourier coefficients which give rise to asymptotic formulae for sums of class numbers.
In Section 3 we consider the Mellin transform of the Eisenstein series which leads to a Dirichlet series whose coefficients are products of representation numbers of ternary quadratic forms and of sums of special values of Cohen-Zagier L-functions. By considering suitable linear combinations of the Eisenstein series associated with different conjugacy classes of maximal orders in the same quaternion algebra over Q we obtain similarly Dirichlet series whose coefficients are products of Fourier coefficients of modular forms of half integral weight and of sums of special values of Cohen-Zagier Lfunctions. Since these Dirichlet series come from the Eisenstein series we can give functional equations and meromorphic continuations for them. From this we get again asymptotic formulae for products of the type described above.
In the final Section 4 we restrict our Eisenstein series to embedded 2-and 3-dimensional hyperbolic spaces. Comparing (in the 2-dimensional case) the restrictions of Eisenstein series with respect to different maximal orders we obtain square integrable automorphic forms with respect to congruence subgroups of type Γ 0 (p) with explicitly given Fourier expansions (which are, however, not eigenfunctions of the Laplacian). Although we have not yet been able to obtain cusp forms by this method, it seems possible that these might be constructed using the techniques which we develop here. The Mellin transforms of the Eisenstein series lead to Dirichlet series with meromorphic continuations and functional equations whose coefficients are products of representation numbers of binary quadratic forms and sums of values of Cohen-Zagier L-functions.
1. Basic facts and notation. Let B be a definite quaternion algebra over Q; let H = B ⊗ R be the Hamilton quaternions. By x → x we denote the standard involution; by tr and n the reduced trace and norm in B; by z r the "real part" 1 2 tr z of z ∈ B, we put B (0) = {x ∈ B | tr x = 0}. Let G be the unitary group of the 2-dimensional hermitian form with matrix (
The group G R is also called the modified symplectic group MSp(1, H); it operates on the 4-dimensional hyperbolic space H = {z ∈ H | tr z > 0} by fractional linear transformations, i.e., g = (
have entries in R. This is known to be a discrete subgroup of G R of finite covolume. From [Bo] (Prop. 7.5 and Prop. 2.7) it is clear that H has h inequivalent cusps with respect to Γ R , where h is the number of classes of left R-ideals (this number does not depend on the choice of R). The correspondence between equivalence classes of cusps and ideal classes is given concretely by associating with the cusp
from the right) with tr(ab) = 0 the left R-ideal I c = Ra + Rb, whose right order is denoted by R c . Conversely, any left ideal I of R can be written as I = Ra + Rb with a, b ∈ I (see [Ch] ), and it is not difficult to see that a, b can be chosen such that tr(ab) = 0 and that the equivalence class of the cusp [a, b] is then uniquely determined by the class of the left ideal I.
For the cusp c = [a, b] let (Γ R ) c denote the stabilizer of c in Γ R , let γ c ∈ G be such that γ c 1 0 = a b and consider for s ∈ C and z ∈ H the Eisenstein series
) and hence
.
and since
where the sum is over all pairs (a, b) ∈ (I c × I c )/R × c such that Ra + Rb = I c and tr(ab) = 0.
As usual in the theory of Eisenstein series it is easier to deal with the related series
in which the sum runs over all pairs (a, b) ∈ I c × I c with tr(ab) = 0. In order to give the relation between the two series we introduce some more notation; for the underlying facts from the theory of quaternion algebras see [Vi] . Let I 1 = R, I 2 , . . . , I h be a set of representatives of the classes of left R-ideals in B, and denote by R i the right order
is known that one can choose the I i such that n(I i )Z = Z; we will always do so in the sequel. Let 
If we perform the same constructions starting with the right order R j of the ideal I j instead of R, then the I ji = I j I i (i = 1, . . . , h) are a set of representatives of the classes of left R j -ideals, and to the ideal I ji there corresponds the cusp c ji := γ −1 
where the sum now is over γ ∈ γ 
P r o o f. The convergence assertion is obvious. The rest of the proof proceeds as in [EGM] in E j , which is just our assertion.
From the works of Eichler [E] it is known that the Brandt matrix series can be diagonalized so that the diagonal entries are 
Computation of Fourier coefficients.
We now proceed to compute the Fourier coefficients of the series E i (z, s) introduced in Section 1. By Lemma 1.1 we may restrict our attention to expansions about infinity.
Lemma 2.1. For Re s > 3 the series E i (z, s) has the Fourier expansion
is the sublattice of the order R consisting of the quaternions with trace zero and
where the summation is over c ∈ I i , c = 0
and K s denotes the modified Bessel function
it has a Fourier expansion
is a fundamental parallelepiped for the lattice R R . In the domain {s | Re s > 3} of absolute convergence of the series we compute f
as usual by interchanging summation and integration and get
where the first summands appear only if u = 0. Denoting by z r , z 1 , z 2 , z 3 the coordinates of z with respect to the usual basis of the Hamilton quaternions the last integral is
which we evaluate by rotating u = (u 1 , u 2 , u 3 ) onto the point (n(u)
We then apply the well known relation
K s denoting the modified Bessel function as above. This gives the asserted value of a u (z, s) = a u (z r , s). We finally notice that the lattice R
u (s) of the Fourier coefficients of the E i (z, s) was calculated in [Gr1] in the case of the quaternion algebra with discriminant D = 2. Professor D. Zagier found an elegant form of the main formula for b u (s) in [Gr1] using the special L-functions defined in [Za2] . We follow here his idea.
We need the following two elementary lemmas:
, then
If u ∈ R (0) and u ∈ R the same equality holds with u replaced by u + 1/2 on the right hand side of the identity.
P r o o f. The first part of our assertion is obvious. From it we deduce in the case u ∈ R ∩ B (0) that the right hand side of the second identity is equal to
Since R always contains elements of trace 1, any d satisfying the summation condition in this sum can be changed modulo cR to an element of cB (0) ∩ I. If u ∈ R (0) and u ∈ R, then u + 1/2 is in R. This is easily checked by examining the completions at the prime 2: If B is ramified at 2, then in the usual basis {1, i, j, k} of the Hamilton quaternions, ( R (0) ) 2 is the set of elements in B (0) 2 with half integral coordinates and R 2 is the set of elements in B 2 with half integral coordinates whose sum of the coordinates is integral. If B is split at 2 then R 2 = R 2 is the ring of 2 × 2 matrices over Z 2 and ( R (0) ) 2 consists of the matrices of trace 0 that are integral off the diagonal and have half integral entries with integral sum on the diagonal. In either case we see (
Since replacing u by u + 1/2 does not change the left hand side of the second identity of the lemma, we obtain the assertion.
Lemma 2.3. Let u ∈ R, let I be a left R-ideal with n(I)Z = Z, and let c ∈ I with c = 0. Then
otherwise.
We are now ready to formulate
where
generating the same left R i -ideal give the same contribution, so
The innermost sum is then transformed using Lemmas 2.2 and 2.3 to give m µ∈ 1 2 Z/mZ 1, where the summation runs over µ satisfying u + µ ∈ R, µ − u ∈ RI i c. One sees that all µ in the sum have to satisfy µ 2 + n(u) ∈ D −1 mZ and that this condition already implies u + µ ∈ R (using again the explicit description of R (0) and of R in the proof of Lemma 2.2). We can then change the order of summation to get
The following lemma implies that we get a smoother expression if we sum the b u, m) over i the restriction on the class of the ideal J in their definition is omitted and it is clear that
. . , h weighted with factors |R
and this ideal contains all ideals whose norm is divisible by its norm, so
Since N p (µ, u, m) depends only on ν, κ, and r, we write
is just the number of left R p -ideals of norm p ν Z p between R p and R p (µ + u) that are not divisible by p. It is well known that the left R p -ideals in R p that are not divisible by p are in one-to-one correspondence with the vertices in the "tree of SL 2 (Q p )" (i.e., the Bruhat-Tits building of this group) [Vi] , where the p-adic valuation of the norm of the ideal is equal to the distance from the vertex R p in that tree. From this one sees easily that
which by induction implies our assertion.
In what follows the crucial role is played by the
We shall enumerate some properties of L(s, ∆):
has a meromorphic continuation to the whole complex plane and satisfies the functional equation
The function L(s, ∆) has no poles if ∆ is negative. The values of the functions L(s, −N ) (N > 0) at even negative points are rational. These are the so-called Cohen numbers (see [Co] ):
In particular, H(1, N ) = H(N ) is the class number of SL 2 -non-equivalent binary quadratic forms of discriminant −N , calculated with multiplicity 1/2 (or 1/6, 1/4) if the discriminant of the form is less than −4 (equal to −3, −4) (see [Za1] , p. 113).
Theorem 2.6. For u ∈ R (0) and u = 0 one has 
we first prove the following formula:
where the sum over t runs over the natural numbers t which are coprime to D and for which u ∈ t R (0) . By Lemma 2.5 we have mZ}. This is obviously equal to
the last equality being obtained by replacing µ by Dµ and observing that µ 
In particular , if N = 0 and q = 1 then 
By definition of the L-function (2.1) and by the fact that a(D, −q −1

N D
2 ) = 1 for the square-free D we see that the first factor in the last product is equal to
and L (D) are Euler products without prime divisors of D. If we denote by D 0 the discriminant of the quadratic field
, and ν p = ord p f is the p-order of f . It follows from the properties of the function L(s, ∆) that its p-local factors are of the following form:
Under the hypotheses of the lemma, q is an odd divisor of D 0 , so the second factor in (2.4) is equal to
If p is a divisor of D/q, then any local factor in the third product in (2.4) is equal to 
). Collecting all factors in (2.4) we get the formula of the lemma. Now we can finish the proof of Theorem 2.6. By the identity (2.3) and the formula of the last lemma we have
where q is the denominator of the norm of the quaternion 2ut
. From the description of the 2-adic completions in the proof of Lemma 2.2 we see that the denominator q of the norm of 2u, where u is a quaternion from the lattice R (0) , is an odd number. Since obviously q(2ut −1 ) = q(2u) for any natural t coprime to D with u ∈ t R (0) , we obtain the formula of Theorem 2.6 for u = 0. If u = 0, then the summation in (2.3) is taken over all natural t coprime to D, q(u) = 1 and L(s − 1, 0) = ζ(2s − 3). Theorem 2.6 is proved.
We shall now add an additional factor to the Eisenstein series so that it satisfies a functional equation. Let us define the series
where the product is taken over all prime divisors of the discriminant D and
As a corollary of Theorem 2.6 we can prove the following Theorem 2.8. The Eisenstein series E * R (z, s) has the following Fourier expansion at infinity:
R e m a r k 2.9. One should also get nice formulae for Fourier coefficients of other linear combinations of the Eisenstein series E i (z, s), in particular for linear combinations (see [BS] ). We plan to come back to such linear combinations of Eisenstein series as part of a more general investigation into the theta correspondence between the unitary groups of (skew-) hermitian forms over quaternion algebras.
The next result is a generalization of the theorem proved in [Gr1] for D = 2 (see also [Gr2] , Lemma 3.2).
Corollary 2.10. The Eisenstein series E * R (z, s) has a meromorphic continuation to the whole plane and satisfies the functional equation
It is entire except for simple poles at s = 0, 3, with the residue
at the point s = 3.
P r o o f. We only have to recall that
and that the L-function L(s, ∆) has no poles when ∆ < 0.
P r o o f o f T h e o r e m 2.8. According to Lemma 2.1 and Theorem 2.6 the zeroth Fourier coefficient of the series
is the factor of holomorphy of the Eisenstein series. The first summand in (2.5) is equal to z
, where A m is the number of left R-ideals of reduced norm m. The asserted identity therefore follows from the results of [L] , see also [Vi] , III.2.)
The second summand in (2.5) is equal to
since D has an odd number of prime divisors. The theorem is proved.
Example 2.11. Let us take the quaternion algebra with discriminant D = 2 and the unique type of maximal order R in it:
If we restrict the Eisenstein series to the positive axis z r > 0, then we get the following asymptotics for the sum of the Fourier coefficients: Corollary 2.12. As z r → 0 with s = 0, 3 we have
In accordance with the Tauberian theorem we have the following result for s = 1/2:
In particular, in the case of Example 2.11 we have
is the number of odd squares less than or equal to X/N . We note that the class number H(N ) and the number of representations of N as a sum of three squares are connected by the classical formulae
3. Mellin transform. Our next aim is to calculate the Mellin transform of the restriction of the Eisenstein series E * (s, t) to the positive real axis. 
where r
is the number of representations of m as a norm of an element 2u with
is the zeta-function without D-part for the discriminant D of the quaternion algebra. The Dirichlet series
has a meromorphic continuation to the whole complex s-and t-planes. It is invariant with respect to the substitution
and could have simple poles with respect to t only for
is an entire function on the whole complex plane. R e m a r k 3.2. Mellin transforms of automorphic forms of hyperbolic type were constructed by Maass in [Ma] . Using his method it is possible to add a spherical function of a ternary quadratic form to the Dirichlet series  D(s, t) . R e m a r k 3.3. The only term in the Dirichlet series D D (s, t, R) from Theorem 3.1 that depends on the choice of the maximal order R in B is the representation number r R (0) (m) = #{u ∈ R (0) | n(2u) = m}, which obviously depends only on the type of R. Furthermore, if D is odd we know from the proof of Lemma 2.2 that the 2-adic completion of R (0) is that of B (0)
and it is well known that for the odd primes p | D the p-adic completion of
Hence, putting L = (Z1 + 2R) ∩ B (0) we have
where D is odd. We let R run through the orders R i (i = 1, . . . , h) and put
. The theta series of the L i have been discussed at some length in [BS] . In particular, we recall from this article that suitable linear combinations of the theta series ϑ (L i , τ ) 
Let us take the Mellin transformation for Re t > Re s > 3,
and sum firstly over the divisors d in the Dirichlet series. This gives us
where the last Dirichlet series is absolutely convergent for Re t > Re s > 3.
On the other side we can decompose the Mellin integral into a sum of three terms
is invariant with respect to transformations indicated in the theorem and has no poles. In order to finish the proof of Theorem 3.1 we have to collect together those terms in which the quaternions 2u have the same norm. 
where r 3 (N ) denotes the number of representations of N as a sum of three squares. In accordance with Theorem 3.1 the series
is invariant with respect to t → 2 − t. For the special values s = 2k + 1 we get the Dirichlet series with Cohen's numbers H(2k + 1, N ) instead of the
L-functions. The theorem tells us that
Res t=k+2
In particular, we have for k = 0,
Using the Tauberian theorem we have
Example 3.5. Let us take the quaternion algebra with discriminant D = 3:
and the unique type of maximal order R in it
The series in Theorem 3.1 is equal to
; N ) is the number of representations of N by the ternary quadratic form.
Pullback.
Let be any quaternion without real part, i.e., = − . Let us define the following two-dimensional subspace H of the four-dimensional hyperbolic space H:
and a subgroup 
The isomorphism φ between H + and H + ,
commutes with the action of SL 2 :
The domain H is obtained from H + by multiplication with the quaternion :
By definition of the actions of the groups on the homogeneous domains we have g τ = g τ for τ ∈ H + and g ∈ G . The lemma is proved.
Now we shall define a function E(z, s) on the two-dimensional upper half plane H + to be the restriction of the Eisenstein series E * R (z, s) to H . More exactly,
Theorem 4.2. Let be a primitive quaternion with trace zero. Then the real analytic function E (τ, s) defined above is invariant with respect to the subgroup Γ 0 (n( )):
and is invariant with respect to the involution
The function E (τ, s) has the following Fourier expansion at infinity:
where f 
According to the formulae obtained above
. It is easy to see that
This proves the second statement of the theorem. The form of the Fourier expansion follows from Theorem 2.8. ). Take two quaternions 1 ∈ R 1 , 2 ∈ R 2 of the same norm n( 1 ) = n( 2 ) = p, where p is a prime number and R 1 and R 2 are maximal orders of the quaternion algebra H. The difference It is SL 2 (Z)-invariant, i.e. E i (g τ , s) = E i (τ, s) for g ∈ SL 2 (Z). After resummation we have Example 4.5. Let us take the algebra with discriminant equal to 3. We keep the notations of Example 3.5. For the quaternion j we have n(j) = 3, R
The coefficients of the Fourier expansion We have calculated above the Mellin transform of the Eisenstein series. Now we shall calculate the Mellin transform of the constant term of the function E (τ, s) using Zagier's theorem (see [Za2] ). Let us take for simplicity the case of the full modular group with n( ) = 1. By the main theorem of [Za2] 
