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TrajectoriesAbstract This paper presents the novel use of the particle swarm optimization (PSO) to generate
the end-to-end trajectory for hypersonic reentry vehicles in a quite simple formulation. The velocity-
dependent bank angle proﬁle is developed to reduce the search space of unknown parameters based
on the constrained PSO algorithm. The path constraints are enforced by setting the ﬁtness function
to be inﬁnite on condition that the particles violate the maximum allowable values. The PSO algo-
rithm also provides a much easier means to satisfy the terminal conditions by adding penalty terms
to the ﬁtness function. Furthermore, the approximate reentry landing footprint is fast constructed
by incorporating an interpolation model into the standardized bank angle proﬁles. Numerical sim-
ulations demonstrate that the PSO method is a feasible and ﬂexible tool to generate the end-to-end
trajectory and landing footprint for hypersonic reentry vehicles.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Since human started the space era, global strike and space
transportation have spurred a great interest in hypersonic vehi-
cles for both civilian and military applications. The need for an
effective and reliable access to the space is promoting a rapid
development of hypersonic vehicles.1,2 The progress is wit-
nessed by the experimental success of NASA’s scramjet-
powered X-43A in 2004, US Air Force’s X-51 in 2010 and
DARPA’s Falcon HTV-2 in 2011. Although the X-51 wentthrough serious test failures after its ﬁrst ﬂight, the recent test
missions in 2013 succeeded in covering a large downrange
more than 230 nautical miles. In addition, the X-37B orbital
test vehicle also completed a successful ﬂight test in 2012,
which lasts for 469 days and demonstrates the great capability
of the ﬂight inspection and data analysis.
The reference trajectory is one of key components of the
reentry guidance for hypersonic vehicles. Therefore, the design
of reference trajectory plays an important role in steering a
safe and efﬁcient ﬂight. In general, the reference trajectory is
generated ofﬂine and preloaded on the hypersonic vehicle
before its launching. The vehicle enters the atmosphere of
the Earth at an altitude of about 100–120 km. The full trajec-
tory typically expands to the range of the terminal area at
about 20–30 km in altitude. It is a challenging task to design
the reference trajectory for hypersonic vehicles, since the reen-
try dynamics is highly nonlinear with limited control authority.
Besides, hypersonic vehicles must be subject to a great many
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ing rate, dynamic pressure and aerodynamic load.3,4
In the current literature, three typical classes of approaches
have been proposed to design the constrained reentry trajec-
tory for hypersonic vehicles. One is to reduce the complexity
of the problem by using a reduced-order model. The evolved
acceleration guidance logic for entry (EAGLE) that includes
a trajectory planner to generate the atmospheric reentry trajec-
tory was presented in Refs.5–7. The design of both the feasible
and optimal trajectories is based on the drag planning tech-
nique for space shuttles. The second type of approaches
employs the quasi-equilibrium glide phenomenon for lifting
vehicles. Shen and Lu8,9 proposed the quasi-equilibrium glide
condition (QEGC) to generate the constrained reentry trajec-
tory for hypersonic vehicles. The nonlinear trajectory design
is decomposed into two sequential one-parameter search prob-
lems. The third class of approaches uses the direct trajectory
optimization technique, in which the reentry trajectory plan-
ning is based on pseudospectral methods (PSM).10–13 By
approximating the state and control at a set of discretization
points, the optimal control problem is transcribed into the
nonlinear programming (NLP) problem that can be solved
by using much more approaches.
In this paper, the particle swarm optimization (PSO) is used
to generate the end-to-end trajectory for hypersonic reentry
vehicles in a quite simple formulation. The contributions of
the paper are as follows: (1) a standardized bank angle proﬁle
is developed to reduce the search space of unknown parame-
ters based on the PSO method; (2) two interpolation models
are incorporated into the control proﬁles for rapid construc-
tion of the reentry landing footprint.2. Preliminaries
The PSO method is one of the swarm intelligence methods that
take the original inspiration from the natural phenomena. It
mimics the motion of the bird ﬂocks while searching for a food
source. The idea of the PSO was ﬁrst proposed by Eberhart
and Kennedy14 in 1995 and then modiﬁed by Shi and
Eberhart.15 As a population-based optimization tool, the
PSO has a main strength that each particle uses the experience
of the whole particles in the search space rather than only the
experience of its own. This feature of the PSO results in a fast
convergence.16
The initial set of the particles is randomly distributed in the
searching space. At a given iteration, each particle has a posi-
tion vector, a velocity vector and a vector of its previous best
position. Each particle in the swarm represents a possible
solution and corresponds to a speciﬁc value of the objective
(ﬁtness) function. Both the position vectors and velocity
vectors are updated using the following information:
(1) The distance between its current position and the best
position so far of its own.
(2) The distance between its current position and the best
position so far in the group.
At the end of the iteration, the best particle in the swarm is
selected.17
In the current literature, two classes of particle swarms are
typically used including the local particle swarm and the globalparticle swarm.18 The local particle swarm selects the collective
best position among the particles in a given neighborhood of
the particle itself, while the global particle swarm takes into
account the entire swarm. In this paper, we adopt the basic
version of the global particle swarm algorithm since it is well
suited for ﬁnding the optimal solution to trajectory optimiza-
tion problems. In addition, it is quite easy to deﬁne the search
space for the unknown parameters such that a simple
MATLAB or C/C++ code can be implemented and applied
to the trajectory optimization problem. In the following text,
the unconstrained and constrained PSO algorithms are
delineated.
2.1. Unconstrained PSO
The rationale of the unconstrained parameter optimization is
to determine the optimal unknown parameters such that the
objective function is minimized. Assume that {x1, x2, . . ., xn}
are the n unknown parameters that have their own bounds
in terms of
xi 2 ½ai; bi ði ¼ 1; 2; . . . ; nÞ ð1Þ
where ai and bi are the lower and upper bounds of the ith
unknown parameter. The population in the PSO is represented
by a swarm of N particles. Then, each particle k is associated
with a position vector x(k) and a velocity vector v(k) as
xðkÞ ¼ ½x1ðkÞ; x2ðkÞ; . . . ; xnðkÞT ðk ¼ 1; 2; . . . ;NÞ ð2Þ
vðkÞ ¼ ½v1ðkÞ; v2ðkÞ; . . . ; vnðkÞT ðk ¼ 1; 2; . . . ;NÞ ð3Þ
where the terms x(k) and v(k) are referred to the search space
of the n unknown parameters without any physical meaning.
The elements of the two vectors are represented by xi(k) and
vi(k) ði ¼ 1; 2; . . . ; nÞ. According to the bounds of the n
unknown parameters, the related position and velocity compo-
nents are limited to
ai 6 xiðkÞ 6 bi
jviðkÞj 6 jai  bij

ði ¼ 1; 2; . . . ; n; k ¼ 1; 2; . . . ;NÞ ð4Þ
Each particle described by the terms x(k) and v(k) repre-
sents a possible solution to the unconstrained optimization
problem and results in a speciﬁc value of the objective func-
tion. The swarm evolution to the global optimal location is
determined by the position and velocity update. Suppose that
the PSO algorithm terminates at the maximum number of the
iterations NIT. In a generic iteration j ( j = 1, 2, . . ., NIT), the
ﬁtness function is evaluated with the particle k. The best posi-
tion pbest
( j) (k) ever visited by the particle k is determined. Then,
determine the global best position gbest
( j) (k) ever visited by the
swarm such that the update of the velocity vector for each
particle k can be described as15
vð jþ1ÞðkÞ ¼ wvð jÞðkÞ þ c1r1ð0; 1Þ pð jÞbestðkÞ  xð jÞðkÞ
 
þ c2r2ð0; 1Þ gð jÞbestðkÞ  xð jÞðkÞ
 
ðk ¼ 1; 2; . . . ;NÞ
ð5Þ
where x(j)(k) and v(j)(k) are the position vector and velocity vec-
tor in each iteration; w is the inertial weight; c1 and c2 represent
the inﬂuences of the cognitive and social components, respec-
tively; r1 (0, 1) and r2 (0, 1) are independent random numbers
824 J. Zhao, R. Zhoubetween 0 and 1. At this rate, the update of the position vector
for each particle k is determined by15
xð jþ1ÞðkÞ ¼ xð jÞðkÞ þ vð jÞðkÞ ðk ¼ 1; 2; . . . ;NÞ ð6Þ
The optimal unknown parameters are contained in the
position vector of the global best particle that relates to a glo-
bal minimum objective function J. The key components of the
PSO algorithm are the velocity update Eq. (5) and the position
update Eq. (6). Three stochastic ideas are involved in the
components:
(1) The velocity part that is inﬂuenced by the previous
velocity of the particle.
(2) The cognition part that is inﬂuenced by the private
thinking of the particle.
(3) The social part that is inﬂuenced by the collaboration of
the particles._r ¼ V sin c
_h ¼ V cos c sinw=ðr cos/Þ
_/ ¼ V cos c cosw=r
_V ¼ D=m g sin cþ X2r ðsin c cos/ cos c sin/ sinwÞ cos/
_c ¼ L cos r=ðmVÞ  g cos c=Vþ V cos c=rþ 2X cos/ coswþ X2r cos/ cos c cos/þ sinw sin/ sin cð Þ=V
_w ¼ L sin r=ðmVcos cÞ  V cos c cosw tan/=rþ 2X ðtan c cos/ sinw sin/Þ  X2r sin/ cos/ cosw=ðV cos cÞ
8>>>>><
>>>>:
ð8Þ2.2. Constrained PSO
In general, the parameter optimization problems in aerospace
engineering include numerous equality and inequality con-
straints that relate to the unknown parameters. The equality
constraints make trouble for the evolutionary algorithms since
they reduce enormously the search space to ﬁnd the feasible
solutions.19 To be speciﬁc, m equality constraints decrease m
degree of freedom in total. In contrast, the inequality con-
straints are less intractable. Although they narrow the search
space of the feasible solutions, the degree of freedom of the
optimization problem does not change.
In order to meet the requirements of the constrained prob-
lem, the unconstrained PSO algorithm in the preceding subsec-
tion is enhanced regarding the equality and inequality
constraints. For the equality constraints, the most typical solu-
tion is to add a penalty term to the ﬁtness function which
reﬂects the sum of the absolute values deﬁned from the quality
constraints:
J0 ¼ Jþ
Xm
p¼1
fpjdpðxÞj ð7Þ
where fpP 0 (p = 1, 2, ..., m) is the weight factor; dp(x)
(p = 1, 2, . . ., m) represents the m quality constraints that
relate to the n unknown parameters. Note that the values
of the coefﬁcients fp depend on the actual problem. A bad
choice of the weight factors may lead to the constraint
violations.For inequality constraints, a simple solution is to set the
ﬁtness function to an inﬁnite value (J ( j)(k) =1) if the particle
k violates one of the inequality constraints. In general, the
related velocity is also set to zero (v ( j)(k) = 0) such that the
velocity update is inﬂuenced only by the social and cognitive
components. The generic steps of the iterations are similar to
the unconstrained PSO algorithm.3. Problem formulation
3.1. Reentry dynamics
The three degree-of-freedom (3DOF) point-mass dynamics of
the reentry vehicle over a spherical rotating Earth are
described by the following equations of motion:2,20where r is the radial distance; h and / are the longitude and
latitude; V is the Earth-relative velocity; c and w are the
ﬂight-path angle and heading angle; r is the bank angle; m is
the mass of the vehicle; X and g are the Earth angular velocity
and gravitational acceleration; the aerodynamic drag force D
and lift force L are described as
D ¼ 1
2
qV2CDSr
L ¼ 1
2
qV2CLSr
8><
>: ð9Þ
where Sr and q are the reference area and atmospheric density,
respectively; CD and CL are the drag and lift coefﬁcients as
functions of the angle of attack a and Mach number.
3.2. Reentry constraints
The hypersonic reentry vehicles have maximum allowable lim-
its for the heating rate, dynamic pressure and aerodynamic
load. The typical constraint on the heating rate at the vehicle
surface is given by
_Q ¼ KQq0:5V3:15 6 _Qmax ð10Þ
where KQ is a normalization constraint based on the heating
model; _Qmax is the maximum value of the heating rate. The
aerodynamic load is a hard constraint on the normal accelera-
tion which is described as
nL ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
L2 þD2
p
=mg0 6 nLmax ð11Þ
where g0 is the gravitational acceleration at the Earth surface;
nLmax is the maximum value of the aerodynamic load. The
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mechanical protection. Thus, the dynamic pressure is con-
strained according to the model:
q ¼ 1
2
qV2 6 qmax ð12Þ
where qmax is the maximum value of the dynamic pressure.
In general, different terminal conditions are selected
according to speciﬁed ﬂight missions. The typical terminal con-
ditions on the altitude, longitude, latitude and velocity are
described in terms of
rf ¼ rf ; hf ¼ hf ; /f ¼ /f ; Vf ¼ Vf ð13Þ
where the subscript ‘‘f’’ denotes the terminal state and the
superscript ‘‘*’’ represents the desired terminal states.
Subject to the 3DOF dynamics, the purpose of the reentry
trajectory design is to ﬁnd the angle of attack proﬁle and bank
angle proﬁle such that the desired trajectories (e.g. end-to-end
trajectories or maximum-range trajectories) can be obtained,
meanwhile satisfying all the path constraints and terminal
conditions. The generation of hypersonic reentry trajectory is
traditionally formulated as the optimal control problem when
speciﬁc performance index is required. However, optimization
methods are usually time-consuming to obtain an accurate
trajectory in the presence of numerous nonlinear equations
of motion and nonlinear constraints.
In this paper, we simplify the control proﬁles so as to
reduce the search space of the optimal control problem. The
PSO method is applied to the reentry trajectory design in con-
sideration of its simple structure and fast convergence speed.
The suboptimal trajectory and approximate landing footprint
are obtained because a tradeoff between the optimality and
ﬂexibility can improve the overall performance of mission
planning.4. Reentry trajectory design
The trajectory control for hypersonic reentry vehicles typically
includes the angle of attack and the bank angle. In general, the
nominal angle of attack proﬁle is used because the control
design can be simpliﬁed or the angle of attack of the vehicle
is not adjustable.8 The bank angle proﬁle is enhanced for
higher maneuverability to obtain the desired end-to-end trajec-
tory and maximum-range trajectory. In this section, the ﬁrst
part focuses on the design of velocity-dependent bank angle
proﬁle to generate the 3DOF end-to-end trajectory based on
the constrained PSO algorithm. The second part incorporates
an interpolation model into the standardized bank angle
proﬁles to obtain the approximate landing footprint for
hypersonic reentry vehicles.
4.1. End-to-end trajectory generation
The end-to-end mission planning from the reentry interface to
the termination of the gliding phase is indispensable to hyper-
sonic reentry vehicles. For the purpose of generating a com-
plete end-to-end trajectory, the angle of attack proﬁle is
mainly determined in consideration of thermal protection,
since the heating rate reaches its peak value during the initial
reentry descent. The nominal a proﬁle is typically assumed
to be speciﬁed as the function of the velocity in the form of:aðVÞ ¼ a0 ðVP VTÞ
a0  KðV VTÞ2 ðV < VTÞ

ð14Þ
where a0 is the initial angle of attack of the vehicle at reentry
interface; VT is the critical velocity that determines when the
angle of attack begins to decrease; K> 0 is a constant.
In the following text, the main work focuses on the design
of the bank angle proﬁle to reduce the search space of
unknown parameters. The idea is derived from a simple exam-
ple to drive the vehicle to a speciﬁed target. As shown in Fig. 1,
we sample two groups of trajectory control to integrate the
equations of motion. The bank angles remain ﬁxed at the ini-
tial descent phase. In case A, the r proﬁles vary linearly as the
velocity decreases to different critical velocities. The bank
angles ﬁnally terminate at a constant value. In case B, the pro-
ﬁles are also step-shaped but reach different constant terminal
bank angles with the same critical velocity. The results of
ground tracks show that it is feasible to determine the control
proﬁle and obtain the end-to-end trajectory by searching the
critical velocity and constant terminal bank angle.
Considering the previous samples, the step-shaped bank
angle proﬁle as a function of the velocity is given herein to
be the trajectory control in the form of
rðVÞ ¼
r0 ðVP V2Þ
r0 þ V V2
V1  V2 ðr1  r0Þ ðV1 6 V 6 V2Þ
r1 ðV 6 V1Þ
8><
>:
ð15Þ
where V1 and V2 are speciﬁed critical velocities. During the ini-
tial reentry descent, a constant bank angle r0 is used to numer-
ically integrate the 3DOF dynamics until the velocity decreases
to V2. To meet the interface of the terminal area energy man-
agement (TAEM), the terminal bank angle is set to be another
constant value r1 as soon as the critical velocity V1 is reached.
A linear bank angle proﬁle is used when the velocity stands
between V1 and V2.
To be speciﬁc, we present the rule to construct the bank
angle proﬁle according to the geometry of the end-to-end tra-
jectory. As shown in Fig. 2, let Dw be the difference between
the vehicle azimuth w0 and the line-of-sight wT from the vehicle
to the target, then we could get the illustrations of step-shaped
bank angle proﬁles. Rewrite the linear bank angle proﬁle in the
form of
rðVÞ ¼ K0 þ K1V ðV1 6 V 6 V2Þ ð16Þ
where K0 and K1 are constants derived from r0, r1, V1 and V2.
Then, the parameters in the bank angle proﬁle of Eq. (15) can
be determined according to the direction of Dw as
(1) If Dw= w0  wT > 0, set r1 > r0, r1 > 0 ()
K1 < 0, r1 > 0.
(2) If Dw= w0  wT < 0, set r1 < r0, r1 < 0 ()
K1 > 0, r1 < 0.
It is found that the design of velocity-dependent bank angle
proﬁle in this paper is different in approach from the baseline
bank reversal logic but equally satisfactory in result. In total,
only four unknown parameters (r0, r1, V1, V2) or (K0, K1,
V1, V2) are to be determined in the bank angle proﬁle such that
the search space is greatly reduced. To meet the requirement of
the end-to-end trajectory, the following part presents the
formulation of the ﬁtness function as well as guaranteed
satisfaction of all the path constraints and terminal conditions.
Fig. 1 Samples of ground trajectories with control proﬁles.
Fig. 2 Illustrations of step-shaped bank angle proﬁles.
826 J. Zhao, R. ZhouFor hypersonic reentry vehicles, the typical performance
index is the total heat load which can be obtained by integrat-
ing the heating rate at the stagnation point. Therefore, the per-
formance index is also determined herein in consideration of
thermal protection. The ﬁtness function to be minimized is
given byJ ¼ Q ¼
Z
_Qdt ð17Þ
where Q is the total heat load during the end-to-end trajectory.
In order to drive the vehicle to a speciﬁed target, terminal
conditions on the longitude and latitude should be included.
Fig. 3 Illustrations of landing footprints.
Particle swarm optimization applied to hypersonic reentry trajectories 827The terminal altitude and velocity are also constrained to gen-
erate the complete end-to-end trajectory. As presented in
Section 3, the constrained PSO deals with the equality con-
straints by adding a penalty term to the ﬁtness function.
Thus, the terminal conditions of Eq. (13) can be incorporated
into the ﬁtness function in terms of
J0 ¼ Jþ f1jrf  rf j þ f2jhf  hf j þ f3juf  uf j þ f4jVf  Vf j
ð18Þ
where fpP 0 (p= 1, 2, 3, 4) are the weight factors that depend
on the actual problem.
In current literature, path constraints are usually trans-
formed into the upper limit on the magnitude of bank angle
proﬁle. However, the PSO algorithm herein provides a much
easier means to enforce these inequality constraints. To be
speciﬁc, if the particle k violates any path constraint in the
form of Eqs. (10)–(12) in each generic iteration, we can simply
set the ﬁtness function to be inﬁnite as J0(k) =1 and the
velocity of the particle k to be zero as v(k) = 0. Thus, the
search space of unknown parameters is equivalent to be
reduced so as to satisfy the trajectory inequality path
constraints. The pseudo-code of the complete algorithm to
generate the end-to-end trajectory is listed in Table 1.
4.2. Landing footprint computation
The landing footprint for hypersonic reentry vehicles provides
the critical boundary information of all reachable landing loca-
tions on the Earth or reachable TAEM interfaces. It plays an
important role in the mission deployment that inﬂuences both
the nominal ﬂights and abort situations.21 The region of theTable 1 Pseudo-code of the proposed algorithm.
1 //Initialization
2 Set the parameters of the algorithm: N, NIT, c1, c2, w, ai, bi
3 Set the initial reentry states of the vehicle: (r0, h0, /0, V0, c0, w0)
4 Choose the unknown parameters: (r0, r1, V1, V2) or (K0, K1,
V1, V2)
5 Generate the population with N random particles
6 Formulate the ﬁtness function using Eqs. (17) and (18)
7 //Main loop
8 while iteration j 6 NIT (not reaching the stop criteria) do
9 for N particles do
10 Update particle velocities using Eq. (5)
11 if vi(k) < |ai  bi| then vi(k) = |ai  bi| end if
12 if vi(k) > |ai  bi| then vi(k) = |ai  bi| end if
13 Update particle positions using Eq. (6)
14 if xi(k) < ai then xi(k) = ai and vi(k) = 0 end if
15 if xi(k) > bi then xi(k) = bi and vi(k) = 0 end if
16 Calculate the ﬁtness using Eqs. (17) and (18)
17 Determine the personal best position and global best
position
18 end for
19 j= j+ 1;
20 end while
21 //Results
22 Find the optimal unknown parameters
23 Determine the trajectory control proﬁles using Eqs. (14) and
(15)
24 Integrate the 3DOF dynamics to generate the end-to-end
trajectory
25 Validate the path constraints and terminal conditionslanding footprint mainly depends on reentry states, path con-
straints and vehicle’s maneuverability. As shown in Fig. 3, the
landing footprint is a two-dimensional set determined by the
longitude and latitude. In current literature, two typical con-
structions are used to describe the footprint. One is shaped like
a fan and the other like a polygon. To be speciﬁc, E1 and E2
are the reentry points. For the fan-shaped footprint, E1C1 rep-
resents the maximum downrange. The outer boundaries A1C1
and B1C1 are sets of end points with different crossranges. For
the polygon, the footprint consists of four basic edges. The
inner boundary A2B2 relates to the minimum downrange,
while the outer boundary C2D2 relates to the maximum. The
fan-shaped footprint is constructed in this paper.
In general, the direct trajectory optimization and
root-ﬁnding techniques can solve the landing footprint
computation.21–24 However, the direct trajectory optimization
is time-consuming to obtain an accurate landing footprint and
it is complex to formulate the problem using the root-ﬁnding
approach. Therefore, a simple structure of the landing foot-
print computation is required which can provide a feasible
solution for fast determination of landing options. Herein,
the step-shaped bank angle proﬁle presented in the previous
subsections is used to design an interpolation model for
construction of an approximate landing footprint.
The nominal angle of attack proﬁle in the form of Eq. (14)
is used for the footprint problem. The TAEM is feasible on
condition that the velocity of the vehicle decreases to a speciﬁc
value, and therefore, it is desired that the reentry phase ends
at an instant ﬁnal velocity.7 This paper focuses on the
construction of the outer boundaries A1C1 and B1C1, since
the maximum-range ﬂight is the key capability required for
hypersonic vehicles.
As previously stated, the design of bank angle proﬁles con-
tributes to the end-to-end trajectory planning in a simple man-
ner. The near maximum-range trajectories can also be
obtained by choosing speciﬁc performance index. Assume that
the ﬁtness function formulated by consideration in the maxi-
mum crossrange trajectory is incorporated into the PSO algo-
rithm. A pair of step-shaped bank angle proﬁles is determined
to drive the vehicle to the end point A1 and B1. Thus, the outer
boundary A1B1 can be obtained based on these two standard-
ized bank angle proﬁles. The construction of the ﬂyable trajec-
tories is simpliﬁed by interpolating the bank angle proﬁles
according to the following model:
Fig. 4 Interpolated bank angle proﬁles.
Table 2 Initial reentry states of vehicle in end-to-end
missions.
No. of
cases
Parameter
h
(km)
V
(m/s)
h
()
/
()
c
()
w
()
a
()
r
()
1 69 6000 10 0 1 52 30 0
2 68 5800 10 5 1 54 30 0
3 70 5600 20 0 1 50 30 0
828 J. Zhao, R. ZhourðVÞ ¼ rupðVÞ þ gðrdownðVÞ  rupðVÞÞ ð19Þ
where g is an interpolating constant between 0 and 1; rup (V)
and rdown (V) represent the upper and lower standardized
bank angle proﬁles, respectively. Fig. 4 illustrates the interpo-
lated bank angle proﬁles by setting different values to g with an
interval of 0.2. Note that the interpolated bank angle proﬁles
depend on the velocity such that reentry phase will end at a
speciﬁed ﬁnal velocity. By numerically integrating the 3DOF
dynamics from the initial condition to the TAEM, the landing
footprint for hypersonic reentry vehicles can be approximated.
Further, the maximum downrange E1C1 can also be
obtained in the similar way. The design of bank angle proﬁles
is enforced by a mediate interpolation model in the form of
rrightðVÞ ¼ rupðVÞ þ g1ðrmidðVÞ  rupðVÞÞ
rleftðVÞ ¼ rmidðVÞ þ g2ðrdownðVÞ  rmidðVÞÞ

ð20Þ
where both g1 and g2 are interpolating constants between 0 and
1; rmid (V) represents the proﬁle that results in the maximum
downrange trajectory; rleft (V) and rright (V) represent the pro-
ﬁles that result in the boundary A1C1 and boundary B1C1.
In principle, the interpolation model derived by the maxi-
mum crossrange is equivalent to the model derived by both
the maximum downrange and crossrange, since the interpolat-
ing constant g is selected continuously between 0 and 1. They
can lead to similar landing footprints which are illustrated by
the numerical results in the following section.
5. Numerical simulations
In this section, we present numerical simulations of end-to-end
trajectory generation and landing footprint computation based
on the PSO method. The initial and ﬁnal inertia weights are set
to be wmax = 0.9 and wmin = 0.1, respectively. The cognitive
and social parameters c1 and c2 are equally set to be 1.4962.
The maximum iteration is 60. The aerodynamic and character-
istics parameters are provided according to the CAV-H data.25
The limits of the control boundaries and path constraints
remain ﬁxed throughout the simulations: the maximum angle
of attack amax = 30, the minimum angle of attack amin = 5,
the maximum bank angle rmax = 89, the minimum bank
angle rmin = 89, Qmax = 0.8 MW/m2, qmax = 60 kPa,
nLmax = 4. The nominal angle of attack proﬁle is determined
by the following parameters: a0 = 30, K= 0.21,
VT = 4764.2 m/s (14 Mach).5.1. End-to-end trajectories
Three nominal end-to-end missions are ﬂown in this simula-
tion with the same target at h= 50 and /= 30. The termi-
nal conditions are set to be V= 1300 m/s and h= 24 km
(h= r  R0 is the altitude, where R0 is the radius of the
Earth). Table 2 lists the initial reentry states of the vehicle.
Note that the initial bank angle r0 is given equally in this
example. In case 1, the vehicle azimuth is set to be close to
the line-of-sight. In case 2 and case 3, the directions of Dw
between the azimuth and line-of-sight are set to be opposite.
Fig. 5 illustrates the PSO results of end-to-end trajectories
including the state, control and path constraints. The three
cases are represented by the solid line, dashed line and dotted
line, respectively. The histories of the altitude and velocity
show that the terminal conditions are satisﬁed with high accu-
racy. The ﬂight-path angles remain to be small magnitudes
around zero which show the common characteristic of reentry
vehicles. From the bank angle proﬁles, we can ﬁnd that the
critical velocities and constant terminal values are consistent
with the geometry of the end-to-end trajectories. The results
of unknown parameters are listed in Table 3. As shown in
Fig. 5, the histories of heating rate, dynamic pressure and
aerodynamic load also demonstrate that the constrained PSO
algorithm is feasible to deal with the typical inequality
path constraints of the hypersonic reentry trajectory.
The ground tracks are plotted in Fig. 6. For all of the three
cases, the vehicle is driven to the speciﬁed target in spite of dif-
ferent initial reentry points. The ground tracks are smooth
enough and not much different from those obtained by the
baseline bank reversal logic. In case 1, the range from the reen-
try point to the target is larger than that in case 2 and case 3,
which also results in longer ﬂight time as shown in Fig. 5. The
trend of the ﬁtness functions over 60 iterations is illustrated in
Fig. 7. It can be found that the particles in all cases have
reached a sub-optimal point in the feasible area after thirty
iterations. Note that a tradeoff between the optimality of solu-
tions and the number of iterations to search the feasible area
will notably reduce the running time.
5.2. Landing footprint
The landing footprint computation based on the PSO algo-
rithm is illustrated in this part. First, the simple interpolation
model described by Eq. (19) is used to generate the reentry
landing footprint. The initial reentry states of the vehicle are
listed in Table 4. The terminal velocity for the TAEM interface
is set to be V= 1500 m/s throughout this subsection. In the
same way as presented in Section 5.1, a pair of maximum
Fig. 5 PSO results of end-to-end trajectories.
Table 3 Results of unknown parameters in r proﬁles.
No. of cases Parameter
r1 () V1 (m/s) V2 (m/s)
1 10.5 2220.7 4919.0
2 27.9 1518.2 5293.6
3 17.7 1745.4 5474.3
Fig. 6 Ground tracks.
Particle swarm optimization applied to hypersonic reentry trajectories 829crossrange trajectories in the opposite directions can be found
by searching the bank angle proﬁles. Fig. 8 shows the PSO
results of landing footprint based on simple interpolation
model. The ground tracks and the corresponding control are
delineated in bold lines. The upper boundary rup is used to
obtain the right trajectory with maximum crossrange while
the lower boundary rdown relates to the left one. Thus, the
interpolation model is determined by the standardized bank
angle proﬁles rup and rdown.
The interpolated control proﬁles can be obtained by set-
ting different values of g with an interval of 0.05. As shown
in Fig. 8, the bank angle proﬁles are uniformly distributed
between the boundaries rup (g= 0) and rdown (g= 1).Using the nominal angle of attack proﬁle and the interpo-
lated bank angle proﬁles as trajectory control, the landing
footprint can be constructed by a set of end points of the tra-
jectories with different crossranges. Fig. 8 illustrates the PSO
results of the approximate landing footprint that consists of
20 pieces of ground tracks. It provides all reachable TAEM
Fig. 7 Trend of ﬁtness functions in 60 iterations.
Table 4 Initial reentry states of vehicle in landing footprint
computation.
Parameter Value Parameter Value
h (km) 70 c () 1
V (m/s) 6000 w () 60
h () 0 a () 30
/ () 0 r () 0
Fig. 8 PSO results of landing footprint based on simple
interpolation model.
Fig. 9 PSO results of landing footprint based on mediate
interpolation model.
830 J. Zhao, R. Zhouinterfaces for hypersonic vehicles with different reentry
missions.
Further, the enhanced interpolation model described by
Eq. (20) is applied to landing footprint computation. The same
initial reentry states of the vehicle (presented in Table 4) are
used to integrate the dynamics. In addition to the standardized
bank angle proﬁles rup and rdown, a mediate bank angle
proﬁles rmid is derived by searching the maximum downrange
trajectory. Fig. 9 shows the PSO results of landing footprint
based on mediate interpolation model. The interpolated bank
angle proﬁles based on the three standardized bank angles are
illustrated. It can be found that the control proﬁles consist of
two adjacent sections which are obtained by setting different
values of g1 and g2 with an interval of 0.1. The PSO results
of the approximate landing footprint are also divided into
two groups of ground tracks by the maximum downrange
trajectory as shown in Fig. 9. Thus, the outer boundary of
the landing footprint is determined by the end points of both
groups of ground tracks.
6. Conclusions
The design of trajectory control contributes to enhancing the
maneuverability of hypersonic reentry vehicles. In this paper,
we present a simple and standardized formulation of bank
angle proﬁle dependent on the velocity of the vehicle.
Particle swarm optimization applied to hypersonic reentry trajectories 831(1) The generation of end-to-end trajectories for hypersonic
reentry vehicles is carried out by using the constrained
PSO algorithm. The unknown parameters in the stan-
dardized control proﬁle only consist of the constant ter-
minal bank angle and critical velocities such that the
search space is greatly reduced.
(2) Based on the control design, two interpolation models
are proposed to construct the landing footprint for
hypersonic reentry vehicles. Although the PSO results
of the landing footprint computation is approximate,
the proposed method provides feasible and simple solu-
tions for fast determination of landing options during
nominal ﬂight and abort situation.
Future work will focus on the design of closed-loop
guidance law to test the ability of trajectory control with
dispersions and uncertainty in complex environment.
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