It is observed that overparameterization (i.e., designing neural networks whose number of parameters is larger than statistically needed to fit the training data) can improve both optimization and generalization while compact networks are more difficult to be optimized. However, overparameterization leads to slower testtime inference speed and more power consumption. To tackle this problem, we propose a novel auxiliary module to simulate the effect of overparameterization. During training, we expand the compact network with the auxiliary module to formulate a wider network to assist optimization while during inference only the original compact network is kept. Moreover, we propose to automatically search the hierarchical auxiliary structure to avoid adding supervisions heuristically. In experiments, we explore several challenging resource constraint tasks including light-weight classification, semantic segmentation and multi-task learning with hard parameter sharing. We empirically find that the proposed auxiliary module can maintain the complexity of the compact network while significantly improving the performance.
INTRODUCTION
Deep Convolutional Neural Networks (CNNs) have achieved substantial progress in a variety of tasks, such as image classification (Sandler et al., 2018; He et al., 2016) , semantic segmentation (Shelhamer et al., 2017; Chen et al., 2018a) and depth estimation (Wei et al., 2019; . However, the high performance of CNNs usually requires extensive computing and memory resources which makes hard to deploy big models on resource-constrained devices. To tackle this issue, designing energy-efficient compact models for mobile devices is attracting more and more attention. Due to the limited number of parameters or complexity, directly learning simpler networks may run into worse results due to the optimization difficulty. Previous works (Lee et al., 2015; Nekrasov et al., 2019) show that adding auxiliary losses in mid-level layers can accelerate the training process. And some advanced training strategies such as knowledge distillation (Hinton et al., 2014; Romero et al., 2015; Zagoruyko & Komodakis, 2017; Zhuang et al., 2018a; Liu et al., 2019a) propose to learn a small student network by distilling knowledge from a large teacher network. However, the quality of the teacher model will greatly affect the performance of the student model. Moreover, the complex teacher network is usually hard and computationally expensive to obtain, which may be the upper bound of the performance.
Interestingly, as a counterpart of the compact model, one can use overparameterization tricks to overcome the optimization difficulty. It has been observed that overparameterization for neural networks actually improves both training speed and generalization. For example, it is theoretically proved by (Arora et al., 2018 ) that increasing depth can improve the convergence of linear neural networks. Zhu et al. (Allen-Zhu et al., 2018a; b) prove that when the network is sufficiently overparameterized, simple optimization algorithms (e.g., SGD) can learn a network with a certain risk and a small generalization error in polynomial time using polynomially many samples. However, directly optimizing and deploying such a network with more parameters may not be hardware friendly. Inspired by these observations, we therefore propose to utilize overparameterization to assist the optimization of compact networks during the training stage, while we discard the overparameterized portion during inference. In this way, we can learn a more accurate compact model without increasing any complexity during inference. Specifically, we propose to expand the compact network with a novel auxiliary module to formulate a wider (i.e., overparameterized) network. It is worth noting that the wider network shares the parameters of the original compact network, where the gradients of shared parameters are weighted averaged from the two networks during the training stage. In this way, we still target on optimizing the compact model while improving the convergence from the additional parameters.
It is also worth noting that the proposed method is also complementary to the existing model compression approaches such as network pruning (Li et al., 2016; Liu et al., 2019b; Zhuang et al., 2018b) . In specific, the proposed approach is a general training strategy that works on the off-the-shelf compact models. Our method can improve the convergence of a pruned compact network during training.
Moreover, to avoid hand-crafted heuristics to explore the design space for the auxiliary module, we utilize an efficient neural architecture search (NAS) method (Nekrasov et al., 2019) to automatically search the auxiliary module. We also suppose the employment of NAS may offer interpretability of the auxiliary network, by analyzing the tend of each operator.
In this paper, we work on two tasks with compact models. On one hand, we assist the training of small models with limited capacities for a single task including image classification and semantic segmentation. On the other hand, we propose to improve the hard parameters sharing Multi-task learning (MTL) system (Baxter, 1997; Mousavian et al., 2016; Kokkinos, 2017) , which aims to solve different tasks simultaneously within only one forward pass for mobile applications. The shared backbone is difficult to optimize due to the conflict objectives of different tasks, which we treat it as a case of compact model.
RELATED WORK
Compact model learning. In this section, we introduce two categories of problems we term as the compact model learning (CML). The first one is the light weight network structure designed for a single specific task, which forms a compact structure. The efficient classification networks, e.g., MobileNet (Howard et al., 2017; Sandler et al., 2018) , ShuffleNet (Zhang et al., 2018a) , and IGCNet are the fundamental works in this subarea, which design basic blocks with depth-wise convolutions or group convolutions to reduce the computation cost and are widely used to accelerate other dense prediction problems in computer vision, such as semantic segmentation, object detection, depth prediction and so on. Besides, the subsequent approaches, Enet (Paszke et al., 2016) , ESPNet (Mehta et al., 2018) , YOLO (Redmon et al., 2016; Redmon & Farhadi, 2017) focus on lightweight network designed by accelerating the convolution operations with factorization techniques. Moreover, Nekrasov et al. (Nekrasov et al., 2019) employed the neural architecture search to sample the decoder for depth prediction problems and achieve promising results. Most of these methods are trying to find a better trade-off between accuracy and the efficiency. However, light-weight structure may lead to optimization difficulties. In this paper, we propose to assist the training of the compact models.
Another type of problem we define as CML is the hard parameter sharing multi-task learning. There are two typical ways of building a MTL system, including hard parameters sharing (Baxter, 1997; Mousavian et al., 2016; Kokkinos, 2017) and soft parameters sharing (Nie et al., 2018; Yang & Hospedales, 2017) . The former one builds an efficient way to handle the MTL by sharing the backbone encoder and design task-specific decoders for each task. The later one utilizes individual network for each task with only passing the variables among tasks, and the complexity will grow linearly with the number of tasks. The hard parameters sharing system shares the backbone network for different tasks, which can be treated as a compact model. It is challenging to be optimized properly because of the competing task objectives (Sener & Koltun, 2018) . And some approaches (Xu et al., 2018; Mordan et al., 2018; Zhang et al., 2018b ) focus on designing complex task-specific decoders to improve the performance. Different from previous methods for CML, we do not focus on designing a compact structure, but designing overparameterized portion as an auxiliary module, which can be removed during inference, to promote convergence of the main network. Therefore we can learn a more accurate compact model without increasing any complexity during inference.
Auxiliary supervision. One straightforward way of adding auxiliary supervision is introducing additional losses in the intermediate layers, which serve to combat the vanishing gradient problem while providing regularization. The effectiveness of additional losses has been demonstrated in classification networks, like GoogLeNet (Szegedy et al., 2015) , DSN (Lee et al., 2015) , etc. Moreover, Zhao et al. employ the additional loss added on top of the forth layer of the encoder for semantic segmentation task. Nekrasov et al. (Nekrasov et al., 2019) use the auxiliary cells to accelerate the training of the decoders by adding multiple additional losses. These methods are usually sensitive to the positions and scales of the guidance signals. Knowledge distillation (Hinton et al., 2014; Romero et al., 2015; Zagoruyko & Komodakis, 2017; Zhuang et al., 2018a; Liu et al., 2019a) can also be treated as adding auxiliary supervisions. The supervision signals are generated by the large model acting as a 'teacher'. The pioneering work (Hinton et al., 2014) propose to align the output logits between the teacher and the student. And the following works (Romero et al., 2015; Zagoruyko & Komodakis, 2017 ) also introduce the idea of aligning the hidden feature maps. Different from the knowledge distillation methods, the proposed auxiliary module is easy to develop and does not need to pre-train a teacher network which is usually much deeper and may be the upper bound of the performance.
METHOD
In this section, we describe the auxiliary overparameterization method to train a compact model for a single task. We first give an overview of the proposed approach, then introduce the basic module design and optimization. We further introduce how to automatically search the auxiliary architecture. Note that the single task scenario can be easily generalized to the multi-task case, and the details are explored in Sec. 6. The overview of the framework is shown in Fig. 1 . Let {X , Y} be the training samples. The compact main network F consists of a backbone B and a decoder D, which is shown in Fig. 1 (c). However, directly optimizing F may be difficult due to its limited number of parameters. To ease the optimization, we propose to explicitly add additional parameters during training by introducing an auxiliary module A. In particular, the auxiliary module A takes the intermediate outputs of the shared parameters from B, and provide extra gradients over different scales of the B. On the contrast, F does not depend on the extra parameters in A, and benefits from the gradients and context information provided by A. Therefore in the testing phase, only the main network F is used for testing while the auxiliary module A is removed.
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BASIC AUXILIARY MODULE
In this section, we will describe a basic structure of the auxiliary module A, which is made up of a sequential of adaptors and aggregators as shown in Fig. 1 on different scales. For the output of l-th block, we apply a trainable adaptor A l (·) to transfer feature map into a task specific space and get the adapted feature A l (O l ). We then use an operator to aggregate the adapted feature with the output of the previous hidden representation h l−1 to get 
(1) For the basic adaptor A l (·), we choose a simple 1 × 1 convolutional layer followed with a batch normalization layer. The aggregate operator we employ is the concatenation operation. It is worth noting that the hierarchical structure of A works like skip connections in ResNet (He et al., 2016) and enables the auxiliary loss directly propagates back. Moreover, this structure of A and the policy on how it interacts with the main network F are apparently not optimal. To avoid human heuristics, we further explain the automatic design strategy.
OPTIMIZATION
To jointly optimize the main network F and the auxiliary module A, we formulate the objective function as follow,
where θ B , θ D and θ A represent the parameters for the backbone B, decoder D and auxiliary module A, respectively. L is the task objective and L aux is the auxiliary loss. For clarity of notation, we ignore the last output layer for the auxiliary module A. From the equation, we can note that θ B is shared among B and A, which means we explicitly utilize the overparameterization to assist the optimization over B. Following the chain rules, the gradient of the shared parameters will have an additional term comes from L aux , which contains extra supervisions from different scales.
SEARCHING THE AUXILIARY MODULE
The basic structure of the auxiliary block is a feasible solution to achieve our goal of accelerating the training of the shared parameters, and help the convergence of the network. However the specific choices of the adaptor, aggregate operation and the connection among different blocks still need manual design. We further utilize the neural architecture search (NAS) to explore a high-performing architecture of the auxiliary module in an automated way. The pipeline is shown in Fig. 2 . Fig. 2 (a) represents for the whole search space, including the input locations (loc), adaptor operations (op ad ) and the aggregate operations (op ag ). Two adaptors and an aggregate operation form an auxiliary cell. An LSTM-based controller will predict a sequence of operations and their locations. Each auxiliary cell is encoded by a sub-sequence of length 5. As shown in Fig. 2 (b) , the controller firstly generate two indexes to choose nodes in loc as the input nodes, then generate indexes from op ad for the adaptor operations. Finally a index in op ag is sampled to aggregate together two adapted features to get an output node. The output of the auxiliary cell will be appended to loc to serve as a new choice of input locations. An example of sampled auxiliary cell A l is shown in Fig. 2 (c) . The output of controller is a sequence of length 5 * L, where L is the number of auxiliary cells in the auxiliary module A. As described in the previous section, the number of auxiliary cells is equal to the number of blocks in the backbone. Since the searching space for the auxiliary module A is not as large as the backbone network B, there is no need to make a trade-off by searching a sub-network then duplicate similar to (Zhong et al., 2018; Cai et al., 2018; Pham et al., 2018) . To improve the searching accuracy, we jointly search for the whole auxiliary module.
Following the previous work of searching the structure for dense prediction problem (Nekrasov et al., 2019) , we include the following 6 operators for adaptor candidates op ad : separable conv3 × 3, conv1 × 1, separable conv3 × 3 with dilation rate 3, separable conv3 × 3 with dilation rate 6, skip connections and deformable (Dai et al., 2017) conv3×3. The aggregator candidates op ag include two operations: per-pixel summation and channel-wise concatenation of two inputs. The basic structure described in the previous section is included in the designed search space.
After the controller samples a structure of auxiliary module A, we train the sampled structure on the meta-train set and evaluate on the meta-val set. The geometric mean of the evaluation metrics is employed as the reward. Gradient for the controller to maximize the expected reward is estimated with PPO (Schulman et al., 2017) . For MTL learning, we assume there are totally T tasks. The searching strategy for T tasks is the same as that in the single task, but the output length of the controller is expanded to 5 * L * T . We generate auxiliary cells for each task following a heretical order, and more details can be referred in Sec 6.2 in the appendix. We choose the structure with highest reward during the search process in the experiments.
EXPERIMENTS
In this section, we first empirically evaluate the performance of the proposed auxiliary training method on light-weight image classification and semantic segmentation. Then we extend it to multitask learning, where we investigate on joint semantic segmentation and depth estimation, and then evaluate on three tasks by adding a head to predict surface normal. Follow the previous works (Zhang et al., 2018b; Liu et al., 2019a; Nekrasov et al., 2018a) , we employ top-1 accuracy (Acc.) to evaluate the image classification, the pixel accuracy (Pixel Acc.) and mean intersection over union (mIoU) to evaluate the segmentation task, mean absolute relative error (Rel Error) and root mean squared error (RMS Error) to evaluate the depth estimation and the mean error of angle (Mean Error) to evaluate the surface normal. We start from training a single task on the fundamental classification task on ImageNet to verify the effectiveness of overparameterization training. We employ the ResNet-18 as our baseline network, and add the basic auxiliary network with different adaptors (basic-conv1x1, basic-conv3x3), respectively. The results are shown in Table 1 . From Table 1 , we can see that adding auxiliary network during training can improve the accuracy over baseline. And when increasing the complexity of auxiliary network, the performance can be further boost.
EXPERIMENTS ON LIGHT-WEIGHT SINGLE TASK
We also conduct an experiment on semantic segmentation with the proposed auxiliary overparamterization method on the ADE20K dataset. It contains 150 classes under diverse scenes. The dataset is divided into 20K/2K/ 3K images for training, validation and testing respectively. To compare with previous works (Liu et al., 2019a; Xiao et al., 2018) , we employ a Resnet-18 as our baseline network, and follow the training settings in (Liu et al., 2019a) . We compare the proposed method with some other training strategies with auxiliary supervisions. KD: conventional knowledge distillation method with pixel-wise supervision on the logits output. Addition loss: adding additional loss in the middle layers. The performance of SegNet (Badrinarayanan et al., 2017) , DilatedNet50 (Xiao et al., 2018) , PSPNet and FCN (Shelhamer et al., 2017) on ADE20K are listed as reference. We show the training accuracy curves in Figure 3 and the evaluation results in Table 2 to demonstrate the effectiveness of our method. From the Figure 3 , we can see that during the training stage, adding an auxiliary module can significantly boost the training accuracy, which indicates that the auxiliary module can assist the optimization of the main network and accelerate the training. From the results in Table 2 , we can observe that our method performs much better than adding additional losses. Employing the NAS auxiliary module can avoid the human heuristic and further improve the results. To compare with the knowledge distillation, our method achieves comparable results. However, our method is operationally easier than KD, because we do not need to pre-train a teacher network which is usually much deeper than the student network. In particular, the flexible auxiliary module is light-weight and shares the parameters of the main network which saves considerable training burden.
EXPERIMENTS ON MULTI-TASK LEARNING
Network Structure. We employ the general hard parameter sharing structure by sharing the hidden layers (i.e., encoder) between all tasks while keeping several task-specific output layers (i.e., decoders). We use the MobileNetV2 (Sandler et al., 2018) as the shared encoder. Three variants of the main networks are as follows: i) Baseline: the baseline decoder is a two-layer task-specific classification module followed by a 8× bilinear upsampling layer. ii) Context: We further add an ASPP module (Chen et al., 2018b) in the shared parameters to learn a stronger shared representation. iii) U-shape:A U-net structure decoder are added following the design of (Wei et al., 2019) . A ResNet-50 backbone is also employed to compare with other state-of-the-art methods.
Dataset. NYUD-v2 dataset consists of 464 different indoor scenes and has more than 100k raw data with depth maps, which are commonly used in the depth estimation task (Wei et al., 2019) . 1, 449 images are officially selected to further annotate with segmentation labels, in which 795 images are split for training and others are for testing. Following previous works (Nekrasov et al., 2018a; Zhang et al., 2018b) , we also generate coarse semantic labels using a pretrained segmentation network (Nekrasov et al., 2018b) for 4k randomly sampled raw data in official training scenes of NYUD-v2, which only has the depth maps. We name this dataset as NYUD-v2-expansion. We further conduct the experiments on SUNRGBD dataset, which contains 10, 355 RGB-D images with semantic labels, of which 5, 285 for training and 5, 050 for testing. We perform the segmentation task with 13 semantic classes.
Depth Performance (Rel Error %) Figure 4 : Performance of different training strategies. We report the depth prediction and semantic segmentation results on the NYUD-v2. Top-right is better. We can see that adding auxiliary network can significantly boost the performance, even better than that of the single task.
DIFFERENT TRAINING STRATEGIES.
To investigate the effectiveness of the proposed method, we include the following training strategies for study to train a multi task system on NYUD-v2 with two tasks: T 1 (semantic segmentation) and T 2 (depth estimation). i) Single: Solve the task independently (shown in Fig. 4 with the dotted line parallel to the coordinate axis). 2) Joint: Jointly train two tasks with the sum of two losses. 3) Prior: Initialize from a well-trained task (T 1 or T 2 ), and then jointly train two tasks (shown in Fig. 4 with P T 1 and P T 2 , separately). 4) Kendall et al. (Kendall et al., 2018) : Use the uncertainty weighting proposed by Kendall et al. (Kendall et al., 2018) . 5) Deep Supervision: Train with additional losses supervised by T 1 or T 2 (shown in Fig. 4 with DS 1 and DS 2 , separately). We add the additional losses at the end of each block, and sum them all with scale of 0.1. 6) Auxi: Train with the auxiliary modules. AT 1 , AT 2 and AT both represent for adding basic auxiliary module (described in Sec. 3.2) to supervise the T 1 , T 2 or T 1 and T 2 , respectively. AT N AS represents for adding the NAS structure 1 as auxiliary modules with two task supervisions. All reported results are based on the Baseline network. The detailed training setup can be found in Sec. 6.2 in the appendix. From the Fig. 4 , we can see that directly joint training the two task will decrease the performance for both, which indicates the competing task objectives make the shared weights hard to optimize. The strategies of prior and Kendall et al. can have a better performance than joint, but are still worse than the single task baseline. Adding deep supervision is sensitive to the location and the scale, therefore it has limited contribution to the performance. In contrast, the proposed auxiliary overparameterization training method can significantly boost the performance by providing extra gradients for the shared weights during training. The overparameterized auxiliary module increases the capacity of the whole network, which assists the shared backbone to learn a better representation and generalize better. By adding a single auxiliary module (i.e., AT 1 or AT 2 ) or adding both modules AT both , we find solutions that are better than two single tasks. It indicate that the inductive bias between different tasks can help the training of the single task. To replace the basic auxiliary modules with NAS auxiliary modules, we get 1.9% improvement on mIoU for semantic segmentation task, while the performance of depth prediction task is comparable. Figure 5 : Training curves. Base: jointly train two tasks. Auxi: adding auxiliary module to supervise the depth estimation. Here we show three samples of the average gradients for different layers (a-c) and the training loss curve for the depth estimation task. We can observe that the gradient w.r.t the shared parameters is enhanced.
To further analyze the benefit of training with the auxiliary module, we show the gradients and the loss curves of the training process in Fig. 5 . Base means we jointly train the two tasks. Auxi indicates that we add the auxiliary module to supervise the depth estimation. All the training settings are kept the same. We randomly sample some parameters from the shared convolutional layers to calculate the average gradient during the training process. The training loss curve of depth estimation is also included. From Fig. 5 , we can observe adding auxiliary module provide extra gradients for the shared parameters, which may accelerate the optimization of the network (Nguyen et al., 2018) .
Meanwhile, the training loss for the depth estimation task is lower, which shows that the auxiliary overparameterization method can help the network convergence better.
DIFFERENT MAIN ARCHITECTURES.
In this section, we further explore the effectiveness of the proposed overparameterization training strategy with different main network structures. We employ the structure, which has the highest reward on the validation set during the search processing as our auxiliary module. All the structures are pretrained on the NYUD-V2-expansion, and then fine-tuned on the NYUD-V2. The results are shown in Table 3 . From Table 3 , we can observe that as we increase the network's capacity, the performance of each task baseline boosts. It is a general way for one to get a higher performance while sacrificing speed. Moreover, for different main network architectures, the auxiliary module can improve the performance for both tasks. It shows that the auxiliary network can provide extra gradient for the shared backbone and mimic the effect of overparameterization during training, which can help the convergence of the network. More importantly, even though the auxiliary module introduces extra parameters during training, we can easily remove these module during the inference, just like a pruning process. (Eigen & Fergus, 2015) 34.1 65.6 0.158 0.641 Sem-CRF+ (Mousavian et al., 2016) 39.2 68.6 0.200 0.816 Real-Time (Nekrasov et al., 2018a) 42.0 -0.149 0.565 TRL-ResNet50 (Zhang et al., 2018b) 46 After testing on different variants of main networks, we then explore the influence of the capacity of the auxiliary module. We conduct experiments with the same architecture Context, and employ variants for the auxiliary module. The results of various auxiliary modules with different structures are reported in Table 5 . From the table, we can observe that increasing the complexity of the auxiliary module can further boost the performance. For example, by replacing the convolution 1 × 1 in the basic structure of adaptor with a large kernel of 3 × 3, we get performance gain on both two tasks by 0.18% and 0.69% respectively. For the NAS method, the segmentation task has a 1.42% improvement compared to the basic structure with convolution 3 × 3. The automatic searching method can avoid human heuristics, and get a better performance. The employed NAS has several ways (Nekrasov et al., 2019) to accelerate the training, therefore, we can finish searching for more than 1000 structures in one-GPU day. Moreover, we suppose the employment of NAS may offer interpretability for the auxiliary network. We can see the tend of each operator, for example, the number of 'skip connected' operator decreases along the RL training, which indicates the 'skip connected' is not helpful for the auxiliary network.
COMPARISON WITH STATE-OF-THE-ARTS.
We further test the proposed approach to compare with other state-of-the-art methods designed for multi-task. We replace the backbone to ResNet-50, and employ task-specific decoder follow (Yuan & Wang, 2018) for each task. The results are shown in We also conduct an experiment to verify that our method is complementary to prune a compact structure. They focus on designing a new compact structure, while we work on the off-the-shelf compact models. Our method can improve the convergence of a pruned compact network during training. Here, we combine our method with the pruned structure and show the result in Table 6 . We use Network Slimming (Liu et al., 2017) to prune a ResNet-18 with pruning ratio 50%, then we fine-tune on the NYUD-V2 dataset with and without our basic auxiliary module. In particular, the auxiliary training improves the pruned baseline by 0.6% and 0.4% for semantic segmentation and depth estimation, respectively.
4.2.6 EXPERIMENTS ON SUNRGBD. Finally, we conduct experiments on a larger dataset SUNRGBD with our proposed training method to verify its generalization ability. The experiments are based on a U-shape MobileNetV2, we further expand the number of the tasks from two to three by adding a head performing the surface normal estimation. The results are reported in Table 7 . We add the auxiliary module for each task separately or add them all together. We observe the overparameterization training approach apparently boosts the performance for the specific single task. When combining them together, we can get an average improvement compared to the joint baseline. Besides, we can see that the depth prediction task and the surface normal estimation task are highly related, especially when we add the auxiliary module supervised by the surface normal loss, and the performance of the depth prediction branch is better that the joint baseline, even the Auxi-depth. It shows that the context information from the surface normal task plays an important role in the depth prediction task.
CONCLUSION
We apply the overparameterization principle to designing an auxiliary overparameterization strategy for training compact networks. In specific, we have designed an auxiliary module to make a wider network which shares the weights of the compact network to mimic an overparameterization during training. In the inference process, we can discard the auxiliary module. Moreover, we have utilized the neural architecture search method to automatically explore the structure of the auxiliary module to avoid human heuristics. The proposed approach can be treated as an alternative strategy to knowledge distillation for training compact models. We have empirically shown that such a training strategy can improve the optimization and generalization of the compact model with two case studies: the light-weight single task and the hard parameter sharing multi-task system.
APPENDIX

EXTENSION TO MULTI-TASK
To train a multi-task learning system, firstly we need to get a large dataset with the mapping from a single input space X to multiple labels {Y} 
TRAINING DETAILS
In this section, we will introduce the training setups for the experiments. All the experiments are implemented in pytorch.
VISUALIZATION RESULTS
In this section, we show some visualization results on NYUD-v2 and SUNRGBD. The multi-task system can generate multiple outputs in one forward pass. 
