Comparing of radial and tangencial geometric for cylindric panorama by Amjadi, Faezeh
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Résumé
Les caméras ont généralement un champ de vision à peine assez grand pour
capturer partie de leur environnement. L’objectif de l’immersion est de rempla-
cer virtuellement un grand nombre de sens, de sorte que l’environnement virtuel
soit perçu comme le plus réel possible. Une caméra panoramique est utilisée pour
capturer l’ensemble d’une vue 360°, également connue sous le nom d’image panora-
mique. La réalité virtuelle fait usage de ces images panoramiques pour fournir une
expérience plus immersive par rapport aux images sur un écran 2D. Cette thèse,
qui est dans le domaine de la vision par ordinateur, s’intérèsse à la création d’une
géométrie multi-caméras pour générer une image cylindrique panoramique et vise
une mise en œuvre avec les caméras moins chères possibles. L’objectif spécifique de
ce projet est de proposer une géométrie de caméra qui va diminuer au maximum
les problèmes d’artefacts liés au parallaxe présent dans l’image panoramique. Nous
présentons une nouvelle approche de capture des images panoramiques cylindriques
à partir de plusieurs caméras disposées uniformément autour d’un cercle. Au lieu
de regarder vers l’extérieur, ce qui est la configuration traditionnelle ”radiale”, nous
proposons de rendre les axes optiques tangents au cercle des caméras, une configu-
ration ”tangentielle”. Outre une analyse et la comparaison des géométries radiales
et tangentielles, nous fournissons un montage expérimental avec de vrais panoramas
obtenus dans des conditions réalistes.
Mots clés:
Vision par ordinateur, Imagerie panoramique, Panoramas cylindriques, Cali-




Cameras generally have a field of view only large enough to capture a portion
of their surroundings. The goal of immersion is to replace many of your senses with
virtual ones, so that the virtual environment will feel as real as possible. Panoramic
cameras are used to capture the entire 360° view, also known as panoramic images.
Virtual reality makes use of these panoramic images to provide a more immersive
experience compared to seeing images on a 2D screen. This thesis, which is in
the field of the Computer vision, focuses on establishing a multi-camera geometry
to generate a cylindrical panorama image and successfully implementing it with
the cheapest cameras possible. The specific goal of this project is to propose the
camera geometry which will decrease artifact problems related to parallax in the
panorama image. We presents a new approach of cylindrical panoramic images from
multiple cameras which its setup has cameras placed evenly around a circle. Instead
of looking outward, which is the traditional ”radial” configuration, we propose to
make the optical axes tangent to the camera circle, a ”tangential” configuration.
Beside an analysis and comparison of radial and tangential geometries, we provide
an experimental setup with real panoramas obtained in realistic conditions.
Keywords:
Computer vision, Panoramic imaging, Cylindrical panoramas, Calibration, Im-
mersive capture, Parallax, Tangential camera model, Radial camera model
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Nowadays computer graphics is applied in many domains of our life. At the end
of the 20th century it is hard to assume an architect, engineer, or interior designer
working without a graphics workstation. In the last years, the stormy development
of microprocessor technology makes faster and faster computers to the market.
The screen resolution, the number of colors available per pixel, and other features
have expanded and improved, but user graphics have mostly been displayed via
a simple two-dimensional display. These machines are implemented with sufficient
and faster graphics boards and their prices have fallen down significantly. It becomes
desirable even for a general user, to move into the world of computer graphics. This
graphics power has become a new reality which started with computer games but
now impacts everything. It enables to see the surrounding world in other dimension
and to feel things that are not accessible in real life or even not yet created, as shown
in figure(1.1). People always desire to move into this world and communicate with it
- instead of only watching a picture on the monitor. This technology which becomes
overwhelmingly attractive and fashionable in this decade is called Virtual Reality
(VR). Virtual Reality (VR) is the application of computer technology to generate a
simulated environment. Unlike traditional user interfaces, VR puts the user inside
an experience. Instead of viewing a screen in front of them, users are immersed
and able to interact with 3D worlds. By stimulating as many senses as possible,
such as vision, hearing, touch, even smell, the computer is transformed into a
doorkeeper to this artificial world. The only boundary to near-real VR experiences
is the availability of content and inexpensive computing power. The very first idea
of it was presented by Ivan Sutherland in 1965:
“make that (virtual) world in the window look real, sound real, feel real, and
respond realistically to the viewer’s actions”.
An additional VR definition by Weiss et al. (2004) states:
”Virtual reality typically refers to the use of interactive simulations created with
computer hardware and software to present users with opportunities to engage in
1
Figure 1.1 – Left and right eye views are created inside the headset, while also taking into
account the user’s looking direction.
environments that appear to be and feel similar to real-world objects and events. ”
VR typically requires a head-mounted display (HMD) that freely moves the
display in tandem with the head. The goal of VR/AR is true immersion, nothing
less than creating an illusion so real that it convinces the human brain, the world’s
finest computer.
Depending on input and display devices, VR systems can be separated into fully
immersive and non-immersive setups. The advantage of fully immersive systems is
the user’s strong“sense of presence”which has been connected to the convergence of
the system’s multisensory input Jack et al. [2001]. In non-immersive systems, the
VR system often consists of a computer monitor, mouse, keyboard and possibly
joysticks, haptic devices and force sensors.
Despite the fast advance of computer graphics software and hardware in the
past, most virtual reality systems still face the principal problems. First, creating
the geometrical entities is a difficult manual process. Second, because the walk-
through requires being performed in real-time, the rendering engine usually puts
a boundary on scene complexity and rendering quality. Third, the demand for a
specific target rendering engine has limited the availability of virtual reality for
most people since the essential hardware is not widely available.
Traditionally, virtual reality systems use 3D computer graphics to model and
render virtual environments in real-time. This approach usually requires laborious
modeling and expensive special purpose rendering hardware. The rendering quality
2
Figure 1.2 – Sample of two stitched images with a camera. The center of camera is fixed and
only rotate camera to capture second image
and scene complexity are often limited because of the real-time constraint. As an
alternative, we can use 360-degree cylindrical panoramic images to compose a vir-
tual environment. The panoramic images can be created with computer rendering,
specialized panoramic cameras or by ”stitching” together overlapping photographs
taken with a regular camera. Walking in a space is currently accomplished by
”hopping” to different panoramic points. The image-based approach has been used
in the commercial product QuickTime VR, a virtual reality extension to Apple
Computer’s QuickTime digital multimedia framework. In this thesis, we work on
panorama images that are high quality and low cost.
1.1 Panoramic Images
The term virtual reality (VR) was used to describe computer presentation of
digital still images in a 360° panorama format. Common virtual reality software
allows users to develop their own virtual environments by “stitching together” a
number of images in such a way that the computer can present them as a seamless
360° panoramic scenes or environments.The images that we currently use are cy-
lindrical panoramas. The panoramas are orientation independent because each of
the images contains all the information needed to look around in 360°.
3
Figure 1.3 – Sample of Parallax error
1.1.1 Immersion
immerse capture is difficult to achieve with a single camera when it can be
done with expensive fish eye lens or catadioptric cameras ( combination of lens and
mirrors ) and low resolution, so we have to use multiple cameras or a single camera
with rotation and translation to obtain a panorama image. In our work, we use
multiple cameras and assemble for a 360° cylindrical panorama image. The number
of cameras and their field of view (fov) has effects on the final image resolution.For
example, if the number of cameras is twenty and fov are small, we obtain higher
resolution than with fewer cameras with wider fov.
1.1.2 Visual Perception
Vision is generally considered the most dominant sense, and there is evidence
that human cognition is oriented around vision. High-quality visual representation
is critical for virtual environments. The major aspects of the visual sense that have
an impact on display requirements are the following:
• depth perception stereoscopic viewing is a primary human visual mecha-
nism for perceiving depth. However, because human eyes are located only on
average 6.3 centimeters apart, the geometric benefits of stereopsis are lost
for objects more distant than 30 meters, and it is most effective at much
closer distances. Other primary cues (eye convergence and accommodation)
and secondary cues (e.g. perspective, motion parallax, size, texture, shading,
and shadows) are essential for far objects and of varying importance for near
4
Figure 1.4 – catadioptric camera.
ones. In our work, we don’t use depth perception but it is possible in the
future.
• accuracy and field-of-view the total horizontal field of vision of both
human eyes is about 180 degrees without eye/head movement and 270 with
fixed head and moving eyes. The vertical field of vision is typically over 120
degrees. While the total field is not necessary for a user to feel immersed in
a visual environment, 90 to 110 degrees are generally considered necessary
for the horizontal field of vision. When considering accuracy, the central fov
of a human eye has a resolution of about 0.5 minutes of arc.The camera
resolution must be chosen to match human vision resolution. In practice,
this is not always feasible sens the user is seeing the image through a screen.
Therefore the screen resolution determines the minimum camera resolution.
1.2 Stitching Panorama Problem
Conventional image mosaicing techniques involve three basic steps. First, image
registration is used to get the geometric relationship between input images. Second,
images are warped into a common reference, so that their regions of overlap match
each other. Third, these warped images are stitched together into a general mosai-
cing surface.
5
Figure 1.5 – Dioptric camera (e.g. fisheye).
Algorithms for adjusting images and stitching them into seamless photomosaics
are some of the oldest and most generally used in computer vision. Image stitching
is a well-studied subject Szeliski [2006]. Stitching multiple images concurrently to
generate high-resolution panoramas is one of the most famous consumer applica-
tions of image registration and blending. Its first step is to align input images.
Image alignment algorithms can determine the large-scale correspondence simila-
rity among images with varying degrees of overlap. Image stitching algorithms get
the alignment estimates provided by such registration algorithms and blend the
images in a seamless manner, taking care to deal with possible problems such as
blurring or ghosting caused by parallax and scene movement as well as alter image
exposures.
To bypass the parallax problem, the input images should be taken from the
same viewpoint as shown in figure 1.2 or the scene should be roughly planar. The
problem of parallax is more visible when camera centers are more separated, as
shown in figure 1.3. If we have multiple cameras then the center of all camera can
not be in the single point, which means that there will always be parallax. To
overcome the parallax problem,we can either apply an algorithm such as direct or
feature based, or modify the cameras geometry.
6
Figure 1.6 – rotating a camera about its nodal point to acquire multiple perspective projections
with a common projection center also produces singular viewpoint panoramas
1.3 Prior Art
We can generate panoramic images with a help of single special panoramic
camera or with the help of multiple standard cameras in conjunction with mosaicing
algorithms to merge standard images into a panoramic image. If we want to generate
mosaic 360 degrees panoramic images we have to position the cameras on a closed
path, which is in most cases a circle. This section presents the cameras that are
currently available to produce a panoramic image.
There are two main models for the acquisition of monoscopic panoramas: a sin-
Figure 1.7 – circular non-central panorama
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gular viewpoint model and a nonsingular viewpoint model. Any camera or addition
technique available to produce omnidirectional imagery can be categorized into one
of these two models. In the singular viewpoint acquisition model, there is a unique
projection center that marks a single convergence point for all incident light rays.
In this model, the catadioptric camera consists of a mirror (or mirrors ) and a ca-
mera, as shown in figure 1.4. The camera captures the image which is reflected from
the mirror. A dioptric camera is using a special type of lens, fish-eye lens, which
increases the size of the camera’s field of view, as shown in figure 1.5. In these
cameras provide a single image which has a low resolution but can be used in real
time.It is also possible to simulate single view point camera by rotating a camera
around its nodal point, as shown in figure 1.6. This will provide high resolution but
will be limited to the static scene where no object is moving. These panoramas are
easily created by acquiring planar images to be mosaiced since they don’t have any
parallax problem.
In the case of a non-singular viewpoint model, the panoramic image is rendered
using a centrally symmetric set of projection centers which are not spatially colloca-
ted. Cameras based on the non-singular viewpoint paradigm are more common than
those based on a singular viewpoint model because the physical dimension of mul-
tiple camera configurations prevents sampling the scene from a single viewpoint.
One of the methods for creating mosaiced panoramic images is capture images
while rotating an off-center camera, as shown in figure 1.7 or by multiple cameras
as illustrated by Google Jump Camera in figure 1.8.
Another way for generating panorama is using a pushbroom camera. When a
moving camera captures a general static scene, the optical flow depends on the
Figure 1.8 – circular non-central panorama by multiple cameras.they are constructed by JUMP-
google
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Figure 1.9 – An Pushbroom Camera
scene depth, making mosaicing difficult. A technique for mosaicing such scenes is
the “slit camera”, or the “pushbroom camera”, used in aerial photography as shown
in figure 1.9. This camera can be created as a 1-D sensor array which collects strips
by “sweeping” the scene. The camera is modeled as a pin-hole camera moving
along a linear trajectory in space with constant velocity and fixed orientation.
Furthermore, the camera is constrained so that at any moment in time it images
only points lying in one plane, called the view plane, passing through the center
of the camera. Thus, at any moment of time, a 2D projection of the view plane
into an image line takes place. The orientation of the view plane is fixed, and it is
assumed that the motion of the camera does not lie in the view plane as described
in Gupta and Hartley [1997].
Figure 1.10 – Illustration of the rotation of the stereo camera set
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Figure 1.11 – Left:omni-directional stereo images are generated from two slit images taken by
a camera whose focuse is at a distance of R from the rotation axis. Right:By measuring the angle
of rotating the feature point from one slit to the other in the image, its range L can be estimated
Multiple viewpoint projections use different viewpoints for different viewing di-
rections and is used mostly for special mosaicing applications. A multiple-center-of-
projection image is an extension of a conventional image, characterized by having a
set of cameras contributing to it, rather than only a single camera. Individual pixels
or sets of pixels are acquired by different cameras, subject to certain constraints. A
multiple-center-of-projection image consists of a 2D image and a parameterized set
of cameras, meeting the following conditions: first, the cameras must lie on either
a continuous curve or a continuous surface, second, each pixel is acquired by a
single camera, third, viewing rays vary continuously across neighboring pixels and
finally, two neighboring pixels must either correspond to the same camera or to
neighboring cameras, are discussed in Wood et al. [1997], Rademacher and Bishop
[1998]
All methods mentioned so far are used only for visualization purposes since the
authors did not try to reconstruct the scene.
Panoramas can be made stereoscopic to provide depth perception to a human
viewer. When two panoramic images are captured from two different viewpoints, the
disparity, and the stereo perception will degrade as the viewing direction becomes
closer to the baseline until no stereo will be apparent. Generation of image-based
stereo panoramas by rotating a stereo head having two cameras was proposed in
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Figure 1.12 – Position of eight camera in two our design, left is Radial model and, right is
Tangential model.
Huang and Hung [1998], Shum and Szeliski [1999] as shown in figure 1.10. A stereo
head with two cameras is rotated and two panoramic mosaics are created from the
two different cameras.
A Single rotating camera can also be sufficient under some conditions in Peleg
and Ben-Ezra [1999], Ishiguro et al. [1992], Shum and Szeliski [1999]. In the case
of a single moving camera, different sides of the same image are used to mosaic
the two images for the different eyes. They assume the following conditions: the
environment is static, a camera is mounted on rotation stage located in a fixed
position in an indoor environment. Its motion is represented by three parameters:
its location on the 2D floor and its azimuth. The camera is rotating around its
vertical axis and its optical axis is kept horizontal, as shown in figure 1.11.
In this thesis, we do not consider depth estimation and scene reconstruction.
Why ? This is because we only focus n the visual perception of the panorama , not
for its photogrammetric use. The goal of this thesis is to propose new geometry
of cameras which have less artifact problem caused by parallax. We compare two
geometries, and in both models, cameras are setuped in a circle with the same
radius. Our first model is a radial geometry that is common (see Jump Google
Camera, Figure 1.8). Our second model is a tangential geometry where the optical
axis of each camera is tangential to the camera circle, as shown in figure 1.12. Also,
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we use eight of the same normal cameras. We prefer to use normal cameras since
they are easier to calibrate, cheaper, feature a higher resolution and image quality.
12
2 Camera Model
Since a single panoramic image is built from multiple images, it is essential to
know precisely how the cameras are positioned relative to each other.This informa-
tion is provided as a mathematical ”camera model” which can be computed with
various methods, using a process called calibration.
This chapter explains the model we use in the panoramic camera setup and how
to compute calibration.
In a typical panoramic setup, all cameras have the same internal parameters
(fov, aspect ratio,...) and the positions are known since we place the cameras on
a circle, with a specific orientation. However, there are variations from these ideal
values so they should be estimated from sample points, to accurately reflect the
real geometry of the setup.
2.1 Camera Model
A camera model is a function which maps our 3D world onto a 2D plane, called
the image plane. Generally, this function is designed to closely model a real-world,
physical camera. This section presents background material on camera models and
camera parameters.
The classic model for a camera is a pinhole at a constant distance from an image
plane. It this model light travels in a straight line, so, each point in the image defines
a ray directed towards the scene. This gives us the standard perspective projection
model which is only an approximation to the optical physics over the real camera. A
pinhole camera has an infinitesimally small aperture, through which light accesses
the camera and forms an image on the surface facing the aperture, and the camera
operates a perspective transformation of 3D space to the two-dimensional image
plane.
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Figure 2.1 – Pinhole Camera Model
The basic assumption behind this model is that the relation between the world
coordinate and the image coordinate is linear projective, straight lines project to
straight lines. As shown in figure 2.1 the image in a pinhole model is inverted, thus,
it is common to hold the geometric model of figure 2.2 equivalent to Figure 2.1 , in
which the image is on the same side of pinhole as an object. As a result, the image
is not inverted. It consists of a plane R called the image plane in which the image
is formed into a perspective projection: a point C, the optical center, placed at a
distance f , the focal length of the optical system, is applied to form the image m in
the image plane of the 3D point M as the intersection of the line <M ,C>with the
image plane. The optical axis is the line passing through the optical center C and
also perpendicular to the image plane, which it enters at a point c. Another plane
of interest is the focal plane going through C and parallel to the image plane.
Figure 2.2 – Perspective Projection Model
It is useful, from a mathematical point of view, to think the world as embed-
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ded in a three-dimensional projective space, and the image plane is placed in a
projective space in two-dimension. This facilitates the expression of the projective
transformation. Points in the scene and image projective spaces are expressed as
vectors in homogeneous coordinates. The projective transformation from the world





















where T is a matrix 3× 4, which maps the scene point p = [x, y, z, 1]T to image
point w = [u, v]t expressed in homogenous coordinates. M is a 3 by 4 matrix, N is
a 4 by 4 matrix, the product of these two matrix equals to T , the Transformation
Matrix.
2.2 Camera Parameters
The purpose of this section is to describe what the matrices should be when we
relate 3D world coordinates to 2D image coordinates, which will allow us to define
intrinsic and extrinsic parameters for the camera.
Extrinsic Parameters define the location and orientation of the camera with
respect to a known world reference. These are the parameters that identify uniquely
the transformation between the unknown camera reference and the known world
reference. Typically, determining these parameters involves:
• Finding the translation vector between the relative positions of the origins
of the two references.
• Finding the rotation matrix that brings the corresponding axes into the
same origin.
The extrinsic parameters can be represented by N , a 4 × 4 displacement matrix
which represents camera position and orientation. It expresses the displacement
from the world coordinate system (X, Y, Z centered at O ) to the camera-centered
coordinate system (X́ Ý Ź centered at optical center C) by a translation and
rotations around axes.
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Internal Parameters represent the projection of a point in the scene, expres-
sed in the camera frame of reference, to a point on the camera sensor. They are
represented by M , which expresses what happens when we change the origin of the
image coordinate system and the units on the u and v axes. The camera coordinate
system is centered at the intersection Ó of the optical axis with the image plane
and it has the same units on both axes. We go from the camera coordinate system
to the image coordinates system, which has its origin at a point I in the image.
If we denote the original of the camera coordinates system Ó by u0 and v0 , the
scaling factor from the camera coordinate system to the image coordinate is ku,
kv on both axes. As we decided that the Z axis of the camera centered coordinate



















Now we convert the measurement units to some different units on both axes,
scale by ku in the
´́
X axis and kv in the
´́
Y axis. Finally, we translate the origin to
I. If the image center Ó has coordinates (u0, v0), the projection (u, v) in the image
is:
u = u0 +
kuX́f
Ź
v = v0 +
kvÝ f
Ź





















fx 0 cx0 fy cy
0 0 1

1 0 0 00 1 0 0
0 0 1 0
 =

fx 0 cx 0
0 fy cy 0
0 0 1 0
0 0 0 1

fx ,fy ,cx ,cy are called camera intrinsic parameters, as they do not depend on
the position and orientation of the camera in space. Knowledge of the intrinsic
parameters allows us to perform metric measurements with a camera.









The intrincsic parameters matrix M is expressed in terms of 4 parameters fx, fy,
cx, cy and The extinsic parameters matrix N is expressed in terms of 6 parameters



















fx 0 cx 0
0 fy cy 0
0 0 1 0
0 0 0 1


r11 r12 r13 0
r21 r22 r23 0
r31 r32 r33 0
0 0 0 1

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1 0 0 tx
0 1 0 ty
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When projecting a world point onto the screen, the depth information is lost in
the conversion ; only the x and y position on the screen remains. Where (u, v, w)T is
a 2D projective representation of the projected point on the screen. The Euclidian
sensor coordinate (xs, ys) is obtained from (u, v, w) as:







The camera center position (the camera origin) can be retrieved from the inverse
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... ... ... Camx
... ... ... Camy
... ... ... Camz
... ... ... 1

In our configuration, we have 8 cameras that require external and internal pa-
rameters calibration. We present two models, tangential and radial, which differ
only by their external parameters. The internal parameters are the same in both
models as shown in figure 2.3, but external parameters are different, as shown in
tangential model in figure 2.4 and radial model in figure 2.5.
Figure 2.3 – Internal parameters for eight cameras in our model
Figure 2.4 – External parameters for eight cameras in tangential model
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Figure 2.5 – External parameters for eight cameras in radial model
2.3 Camera Lens Correction
Lens corrections help offset imperfections present in nearly every camera image.
These might include darkening near the corners of the frame, otherwise straight
lines appearing curved, or color fringes near edge detail. Even though these often
aren’t obvious in the original photo, their removal almost always provides the bene-
fits. However, lens corrections also have the potential to make images worse if not
carefully computed, and depending on the subject, some imperfections can actually
be beneficial. The three most common lens corrections aim to address one of the
following:
1. Vignetting. This appears as a progressive darkening toward the edges of the
image.
2. Distortion. This appears as otherwise straight lines bending inwards or out-
wards.
3. Chromatic Aberration. This appears as color fringing along high contrast
edges.
However, lens correction software is typically only able to fix certain types of
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each imperfection above, so being able to identify them is key. The following sections
describe the types and causes of each imperfection, when correction is possible, and
how to minimize imperfections in the first place.
Vignetting This describes the gradual fall-off of light towards the corners of
your image and is perhaps the most straightforward lens imperfection to observe
and correct. Vignetting can be grouped into two general categories:
1. Physical Vignetting Often not correctable except by cropping or manual
brightening/cloning. Appears as a strong, abrupt darkening usually only in
the very corners of an image. Caused by stacked/large filters, lens hoods or
other objects physically blocking light near an image’s edges.
2. Internal Vignetting Usually easily correctable. Appears as a gradual and
often subtle darkening away from the image’s center. Caused by the inner
workings of your particular lens and camera. It’s typically most apparent at
lower f-stops, with zoom and wide angle lenses, and when focusing on distant
objects. Digital SLR cameras with cropped sensors are also less susceptible
to vignetting because the darker edges get cropped out (when using full-
frame lenses).
Distortion This can give otherwise straight lines the appearance of bending in-
ward or outward and can influence depth perception. The most common categories
of image distortion include:
1. Pincushion Distortion Appears when otherwise straight lines curve in-
ward. Typically caused by telephoto lenses, or at the telephoto end of a
zoom lens.
2. Barrel Distortion Appears when otherwise straight lines curve outward.
Typically caused by wide angle lenses, or at the wide end of a zoom lens.
3. Perspective Distortion Appears when otherwise parallel lines converge.
Caused by the camera not facing these parallel lines perpendicularly. With
trees and architecture, this usually means that the camera isn’t pointed at
the horizon. We can not correct this type of distortion because it is part of
the natural image formation process.
Chromatic Aberration appears as unsightly color fringes near high contrast
edges. Unlike the other two lens imperfections, chromatic aberrations are typically
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only visible when viewing the image on-screen at full size, or in large prints. Chro-
matic aberration is perhaps the most varied and complicated lens imperfection,
and its prevalence is highly dependent on the subject matter.
2.3.1 Limitations
Some limitations that are not addressed by this thesis are listed here:
• Lack of texture Occurs when some part of the image does not have any





• Imperfect calibration When the calibration is not precise, unrelated
pixels are matched together and will lead to imprecise results.
• Differences in exposure and white balance Differences in camera pho-
tometric parameters from one pose to another is not handled in this thesis.
Some preliminary steps like histogram equalization and color corrections
would be needed to remove these differences.
Even with all these restrictions, the method developed in this thesis gives good
results and is usable in many contexts. Since the goal of this thesis is to compare
different cameras geometries, it is more important to do accurate comparison than
to achieve the ultimate image quality.
2.4 Homography
This part aims at explaining homography. A homography is a projective trans-
formation from one plane to another. In the context of this thesis, we will use
homographies mostly during calibration, because we rely on images of planar ob-
jects (checkerboards, LCD monitor).
1. Scene plane to image pixels
Suppose we have a planar surface in the world (e.g. a wall, a ground plane)
and we view it with a camera with projection matrix P . The planar surface
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is 2D and so we can give it a coordinate system (s, t). Points on the plane are
situated in the 3D world and their 3D positions can be expressed in XY Z
camera coordinates. We can transform from (s, t) to camera coordinates















The first two columns can be interpreted as direction vectors corresponding
to the coordinate system’s basis vectors, namely where (1, 0, 0) and (0, 1, 0)
are mapped to. The third column is the 3D position of the origin of the
plane. The image pixel (x, y) corresponding to a point (s, t) in the scene
















Since we are working in homogeneous coordinates, the relationship between
two corresponding points x and x́ shown in equation(2.1).where w is any
non-zero constant,(x, y, 1)T represents x́ and (s, t, 1)T represents x and
H =
h1 h2 h3h4 h5 h6
h7 h8 h9

Such a matrix H is called a homography.
2. Two Cameras, One Scene Plane
Suppose the same scene plane is viewed by a second camera which would
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have a different XY Z coordinate system. We would now have two homo-
graphies H1 and H2, defined by the two cameras. This implies that the
composite mapping H2H
−1
1 maps pixels in the first camera to pixels in the








but the right side is the same for both since it is independent of the camera,
so we just equate the left sides for the two cameras. Since the product of
two 3 × 3 invertible matrices is itself an invertible matrix, we see that the
mapping from pixels of the first camera to pixels of the second camera is
a homography. This the construction relies critically on the scene being a
planar surface.
3. Panorama
Surprisingly, homographies can arise for general scenes as well (non-planar),
particularly if it is seen by two cameras from the same center of projection.
In practice, this occurs when you have one camera and you use it to take
more than one image by rotating the camera around the center of projection.
This is often done is modern digital cameras when you try to stitch images
together to make panorama images. To see that two images taken under
these conditions are related by a homography, let (X, Y, Z) be a scene point
visible to the first position of the camera and written in the first position of






If the position of the second camera’s coordinate system is a rotation R
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Now K.R.K−1 is an invertible 3 × 3 matrix and is a homography. Notice
that the distance of the points from the camera plays no role here. Rotating
the camera will not have any effect on the directions from which the scene
points are seen. So its no really surprising that the distance to the points
plays no role.
The Direct Linear Transform (DLT) algorithm is a simple algorithm used to
solve for the homography matrix H given a sufficient set of point correspondences.
Dividing the first row of equation (2.1) by the third row and the second row by the
third row we get the following two equations:
−h1x− h2y − h3 + (h7x+ h8y + h9)u = 0
−h4x− h5y − h6 + (h7x+ h8y + h9)u = 0




−x −y −1 0 0 0 ux uy u









Since each point correspondence provides 2 equations, 4 correspondences are
sufficient to solve for the 8 degrees of freedom of H. The restriction is that no 3
points can be collinear. Four 2 × 9 Ai matrices (one per point correspondence)
can be stacked on top of each other to get a single 8 × 9 matrix A. The 1D null
space of A is the solution space for h. In many cases, we may be able to use more
than 4 correspondences to ensure a more robust solution. However many point
correspondences are used, if all of them are exact then A will still have rank 8 and
there will be a single homogeneous solution.
2.5 Camera Calibration
Camera calibration is the process of determining the intrinsic and extrinsic
parameters of the camera setup. The intrinsic parameters are those specific to the
camera, such as the focal length, principal point, and lens distortion. Extrinsic
parameters refer to the 3D position and orientation of the camera.
Geometric camera calibration also referred to as camera resectioning, estimates
the parameters of a lens and image sensor of an image or video camera. You can
use these parameters to correct for lens distortion, measure the size of an object
in world units, or determine the location of the camera in the scene. These tasks
are used in applications such as machine vision to detect and measure objects. We
describe two methods for camera calibration here, first with 2D objects, plane-
based technique, and structured light . We use the structured light technique for
obtaining intern and external parameters in our cameras.
Plane-based Technique
Without loss of generality, we assume all points lie in a plane, their Z component
is 0 in world coordinates. Using a 2D checkerboard pattern, we set the origin of
the world coordinate system to the corner of the checkerboard. Let’s denote the ith
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Thus, we can delete the 3rd column of the extrinsic parameter matrix.uv
1
 =
fx 0 cx0 fy cy
0 0 1



































Note that (r1, r2, r3) form an orthonormal basis, thus
rT1 r2 = 0→ hT1 k−Tk−1h2 = 0
‖r1‖ = ‖r2‖ = 1→ hT1 k−Tk−1h1 − hT2 k−Tk−1h2 = 0
k−Tk−1 is symmetric and positive definite, K can be calculated using Cholesky
factorization, since reordering of two equation above, leads to the system of the
final equations. In computer vision, the calibration of the camera is common and
often rely on OpenCV, using a function called ”calibrateCamera”, which estimates
the intrinsic camera parameters and extrinsic parameters for each of the views.
The algorithm is based on Zhang [2000]. The coordinates of 3D object points and
their corresponding 2D projections in each view must be specified. That may be
achieved by using an object with a known geometry and easily detectable feature
points. Such an object is called a calibration rig or calibration pattern, and OpenCV
has built-in support for a checkerboard as a calibration rig. Currently, initialization
of intrinsic parameters is only implemented for planar calibration patterns, where
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Z-coordinates of the object points must be all zeros. 3D calibration rigs can also
be used as long as an initial camera matrix is provided. The algorithm performs
the following steps:
1. Project 3D points to the image plane given intrinsic and extrinsic parame-
ters.
2. Compute extrinsic parameters given intrinsic parameters, a few 3D points,
and their projections.
3. Estimate intrinsic and extrinsic camera parameters from several views of a
known calibration pattern, every view is described by several 3D−2D point
correspondences.
4. Estimate the relative position and orientation of the stereo camera “heads”
and compute the rectification transformation that makes the camera optical
axes parallel.
To get good results, we must establish good correspondences. This is usually achie-
ved using a checkboard, but it only provides few points. Also, this method requires
a large overlap of the cameras field of views, which is hard to achieve in a panoramic
setup with multiple cameras. To solve this problem of lack of overlap, we preferred
to use structured light to get dense correspondences which are also more accurate.
2.6 Structured light
When thinking of 3D imaging, structured-light systems are probably the most
familiar to everyone. The original Microsoft Kinect is an example of a structured
light methodology. The basic principle is to illuminate the scene with a series of
distinctive light patterns, usually featuring alternating black and white stripes. A
standard 2D camera is used to acquire the scene. Structured light actually has two
subclasses: fixed-pattern and multi-pattern. A fixed-pattern system uses a single
pattern, while a multi-pattern employs a sequence of patterns as shown in figure
2.6. The sequence of reflected images is processed to generate the depth of the
objects in the scene. The capture system consists of standard 2D camera modules,
enabling the capture of high-resolution 2D images as well as low-cost camera imple-
mentations. With a fixed-pattern system, a simple filter is usually placed over the
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light source to provide the structured scene illumination. Again this can be a fairly
low-cost implementation. In a multi-pattern system, one must either dynamically
change the filter placed over the illumination system, or use a system that can mo-
dulate the light appropriately. Texas Instruments’ DLP systems offer one method
to create such a sequence of patterns. With the DLP illumination subsystem, it’s
possible to sequence a high number of patterns to maximize accuracy.
Figure 2.6 – Internal Stripe Pattern Example
Since multiple frames of data need to be analyzed to track how the pattern’s
reflections change over time, inherent latency exists within a structured light sys-
tem. In addition, the camera system’s native resolution is reduced because the
image processing requires interpolation between pixels. Due to the need for the
patterns of light to travel a minimum distance so that the image-processing system
can accurately interpret the returned disruptive light patterns, it does not scale
very well to close interaction applications. The final drawback is that fairly precise
alignment between the illumination source and the camera system is required to
properly analyze the light patterns and how they move in the scene.
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2.7 Panoramic Images
Panoramic images create a photo-realistic, three-dimensional, navigable envi-
ronment. A panoramic image captures the surroundings of a location in a 360◦
cylindrical or spherical view. This section introduces cylindrical panoramic images.
2.7.1 Cylindrical Coordinates
Assume that the camera is at its canonical position, where the optic axis is
aligned with the z-axis and the y-axis is vertical. When a picture is taken, the
light goes through the lens and falls on the image plane of the camera. The picture
gets projected to the image plane. Consider a cylinder of unit radius centered at
O = (0, 0, 0). Each point A on this cylinder can be parameterized by an angle θ and
a height h. θ is the angle that the projection on the xz plane of vector OA makes
with the x-axis. h is the component of the vector in the direction of the y-axis.
Consider a point P = (x, y, z) in space. Let’s say the projection of this point is
specified by (0, θ) on the surface of the cylinder. By similar triangles we have:
(sin(θ), h, cos(θ)) ∝ (x, y, f)
Figure 2.7 – Projection from 3D to a cylindrical
From this relationship, a formula that maps a point to its projection on the
cylindrical surface can be derived as (Szeliski and Schum 1997):
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ý = sh = s
y√
x2 + f 2
,
where s is an arbitrary scaling factor, sometimes called the radius of the cylinder.
To reduce the distortion in the center of the image, s can be set to be f .
The image is wrapped around a cylinder with an appropriate radius. That is,




Warping an image directly might create holes in the warped picture, so we will
use inversed warping by interpolation:





















Comparison of Radial and
Tangential Geometries for
Cylindrical Panorama
This chapter presents the following paper, submitted to International Confe-
rence on 3D Vision:
Comparison of Radial and Tangential Geometries for Cylindrical Pa-
norama, Faezeh Amjadi and Sebastien Roy submitted to the 4th International
Conference on 3D Vision (3DV), 2016.
3.1 Abstract
This paper presents a new approach which build 360° cylindrical panoramic
images from multiple cameras. In order to ensure a perceptually correct result, mo-
saicing typically requires either a planar or near-planar scene, parallax-free camera
motion between source frames, or a dense sampling of the scene. When these condi-
tions are not satisfied, various artifacts may appear. There are many algorithms to
overcome this problem. The panoramic setup has cameras placed evenly around a
circle. Instead of looking outward, which is the traditional ”radial” configuration,
we propose to make the optical axes tangent to the camera circle, a ”tangential”
configuration. We will demonstrate that this configuration is very insensitive to
depth estimation, which reduces stitching artifacts. This property is only limited
by the fact that tangential cameras usually occlude each other along the circle.
Besides an analysis and comparison of radial and tangential geometries, we provide
an experimental setup with real panoramas obtained in realistic conditions.
31
Figure 3.1 – Position of eight camera in two our design, left is Radial model and, right is
Tangential model
3.2 Introduction
People have always been fascinated about capturing the entire view of the
scenes. Panoramic images are a natural way of capturing a wide visual field of
view. A panorama is a compact representation of the environment viewed from one
3D position. While a single photograph of a scene is just a static snapshot with a
limited field of view captured from a single viewpoint, a panorama combines mul-
tiple input images, typically with some overlap, to produce an output with all wide
field of views. Many techniques have been proposed to extend the ways in which a
scene can be visualized by taking multiple photographs.
A number of techniques have been developed for capturing panoramic images
of real-world scenes. Panoramas can be created on an extended planar image sur-
face, on a cylinder Chen [1995], Szeliski [1996], Tsai and Huang [1981], or on a
sphere Szeliski and Shum [1997], Gumustekin and Hall [1996]. Panorama can be
generated with the setup a camera or multiple cameras or combined with mirrors
and cameras. The simplest mosaics are created by a camera from a set of images
whose mutual displacements are pure image-plane translations Chen [1995], Shum
and Szeliski [1997], Sawhney et al. [1998], Szeliski [1996] , or single planar scene in
which both center of projection and image sensor free to translate and rotate Huang
and Hung [1998]. In this method a camera is mounted on a rotational robotic arm,
so the optical center of the camera is offset from the vertical axis of rotation, as
shown in figure (1-a), The camera is looking outward from the rotational center.
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Panoramic images are generated by repeatedly shifting the rotational arm by an
angle which corresponds to a single pixel column of the captured image. By assem-
bling the center columns of these images, we get a mosaic panoramic image, These
methods contain little or no parallax effects. Because there is no motion parallax,
you can’t see the relative depth of points in the scene as you rotate, so the images
might as well be located on any plane. Another way to build panoramic images
is by taking another column out of a captured image and mosaicing the columns.
Such panoramic images are called multi-perspective panoramic imagesRademacher
and Bishop [1998], Wood et al. [1997], because it is possible to change the selected
column. The crucial property of two or more multi-perspective panoramic images
is that they capture the information about the motion parallax effect since the co-
lumns forming the panoramic images are captured from different perspectives, from
this panorama it is possible to recover depth using stereoscopic 3d reconstruction
and dense sampling, which is time-consuming. Panoramic images can be created
by using cameras with a wide field of view (fish-eye) lens that works for a dyna-
mic scene but the images must undergo substantial distortions, and map an entire
scene into the limited resolution of a video camera compromises image qualityWeng
et al. [1992], Basu and Licardie [1995], Xiong and Turkowski [1997]. Catadioptric
cameras, which relies on mirrors, can also be used to panoramic imagesNayar and
Peri [2001], Nayar and Karmarkar [2000]. Such panoramic cameras are appropriate
for low-resolution reconstruction of dynamic scenes and for motion estimation. It
is also known that epipolar geometry can be simply generalized when the camera
is single view point, which is the case for hyperbolic mirrors viewed for perspective
cameras and parabolic mirrors viewed from orthographic cameras Svoboda and
Pajdla [2002].
The another way to produce a panorama is to capture images simultaneously
from multiple cameras, with some overlap. Creating a panorama without overlap
require specialized algorithms. These techniques have to decide where to cut the
images to remove the overlaps. Since the overlap depends on scene depth, this is a
difficult problem. This is why we also need to rely on algorithms to seamlessly blend
overlapping images, to make cutting error less visible, and also reduce the problem
of scene motion and lens distortion. Early methods estimate a 2D transformation,
a homography, between two input images and provide it to align them Szeliski and
Shum [1997], Brown and Lowe [2007]. When the input images have little parallax,
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this homography work well, but when input images have large parallax, artifacts like
ghosting happens. Since a homography cannot account for parallax, these methods
require images that should be taken from the same viewpoint or the scene should
be exactly planar.
Local warping Shum and Szeliski [1998] guided by motion estimation can be
used to reduce overlap problems. Also, advanced image composition techniques,
such as seam cuttingAgarwala et al. [2004], Kwatra et al. [2003] and blending Burt
and Adelson [1983], Pérez et al. [2003], can reduce the ghosting artifacts. However,
they cannot address significant misalignment. Recent image stitching methods use
spatially-varying warping algorithms to align input imagesLin et al. [2011], Zara-
goza et al. [2013]. While it can handle parallax better than homography, it still
cannot work well on images with large parallax. The recent dual-homography war-
ping method can stitch images with parallax, but it requires the scene content to
be modeled by two planes Gao et al. [2011].
Another method is Parallax-tolerant Image Stitching which first aligns input
images, then use a content-preserving warping and seam cutting algorithm to find
a seam to piece aligned images together and explores both image content and
geometric alignment and finally employ a multi-band blending algorithm to create
the final stitching result, this method handles images with large parallax well, but
this method be failed when input images have very large parallax or are full of
salient structuresZhang and Liu [2014].
In this paper, we intend to work on the geometry of cameras instead of develo-
ping stitching algorithms. When capturing hand-held panoramas or using an array
of cameras, parallax has to be accounted for. A common strategy, which is also the
basis for our work, is to change the orientation of cameras to reduce these artifacts.
Our goal is to compare various camera geometries and figure out in which conditions
we can obtain the highest qualities panorama with the least algorithmic effort. The
general design of our system is all cameras are placed on a common circle and are
symmetric and have the same distance from the center of the circle. Each camera
optical axis will varies from ”radial” configuration to ”tangential” configuration (see
figure(1-b)).
In the radial configuration, optical axes are perpendicular to the camera’s circle,
in the tangential configuration is that the optical axis of each camera is tangential
to camera’s circle. In both configuration each camera has the same position, only
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the optical axis varies. To the best of our knowledge, these issues have not been
explored in previous works.
This paper, we will show that these configurations respond very differently to
ghosting, blind spot and other artifacts induced by parallax. Section 2 introduces
the camera model. Section 3 will present the calibration of the camera setup. Section
4 explains the panorama generation and section 5 presents experimental result with
real cameras.
3.3 Camera Model
In this section, we explain our panoramic camera model. The models are de-
signed to generate panorama by a number of cameras that are placed on the cir-
cumference of a circle and all cameras are equidistant from each other and at the
same distance from the center. In other words, the angle between two consecutive
cameras is the same. The number of the camera must be sufficient to get overlap
between successive cameras. In this model all cameras have the same optical axis
orientation relative to the normal of the camera circle. We consider to cases. First,
the optical axis is parallel to the normal, yielding a ”radial” configuration as shown
in fig(1-Left). Second, the optical axis is perpendicular to the normal, yielding a
”tangential”configuration as shown in Figure(1-Right). Any optical axis orientation
between radial to the tangential configuration is also possible.
All the camera configurations provide similar panorama but mostly differ in the
sensitivity to the parallax. Our panorama geometry is cylindrical that commonly
used because of their ease of construction. In Practice, a single camera can be
rotated around the circle center to provide an image sequence. Also, it is possible
to use multiple fixed cameras to provide a similar sequence. For static scene both
approaches works fine, but if a dynamic scene multiple cameras must be used
because they can capture simultaneously. Assuming each camera is calibrated, all
perspective images can be warped into cylindrical coordinates, so can be stitched
together. Since the parallax is present, knowledge of depth will have an effect on
the stitching process.
Suppose we have two cameras c1, c2 as shown in figure 3.2, the position of
camera is on the first circle with center c and radius r1, and angle θ between two
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Figure 3.2 – Radial camera model. The FOV of each camera must be increased from the
minimum (45°) to account for the position of P .
cameras rather to center is 2π
n
where n is the number of cameras. These cameras
are located in distance of 2d and radius of second circle is r2 which represent the
reference depth for stitching. The field of view for each camera is α and a reference
point p is located between the cameras at distance (r1 + r2). The purple arrows are
optical axis which can vary from zero to 90° to obtain configurations from radial
to tangential. For stitching we have to cut both images at the projection of point
p. In practice, we use a vertical line on the cylinder which contains p to cut the
images. Notice that in Figure 3.3 moving point P to a different depth along the
red line does not have any effect on the stitching. This lack of sensitivity to depth
is a very desirable property, which makes stitching free of artifact.
Figure 3.3 – Ideal tangential model (assuming negligible camera size). The FOV is set to the
minimum achievable( 45°).
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3.3.1 Camera hiding Problem
In the ideal tangential model of figure 3.3 we assume that cameras are invisible
or of negligible size. In practice, cameras will take up space and become visible
at the cutting line by the next camera. See Figure 3.4 illustrate what happens
when camera size is taken into account. To remediate this, the cutting points P
must be moved until the camera is not visible anymore but the next camera. This
makes the model less than ideal and will weaken the depth insensitivity property.
To accomplish this, the fov of the camera must be increased to make point P visible
on the right side of the image. At the left of the camera image, the other camera is
visible but not needed (blue area in figure 3.4). Cutting at point p will remove it
and allow reducing the field of view, as illustrated in figure 3.6 . This compensate
the increase of fov on the right, so the resulting fov is only slightly increased.
In radial model, it is necessary to have fov more than 45° to cut point P , in
our example as show in figure 3.2, fov is 73°. In ideal tangential model, as shown in
figure 3.3, cameras is rotated to 90° and fov is 45°, so in our implement of tangential
model, cameras is rotated to 90° and fov is 73.6° as shown in figure 3.4, but because
of camera radius, we have a hidden area that is defined by blue color and called
hidden angle. Notice that the hidden angle is depended in camera radius,”rc”, and





Figure 3.4 – Non ideal tangential model, for non zero camera size. The fov has to be increased
from the minimum (45°) to account for P . Note that all angles in top of image are in degree.
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(a) Tangential Model (b) Radial Model
Figure 3.5 – Blind spot and Ghosting area in two modeles according to a depth reference. The
gray colour is ghosting area that seen by both cameras and light orange parts are blind spot that
not seen by these cameras.
So this blue part is seen by next camera but in different view, in fact we have a
small part stereo in panorama image, so a rectangle part in the image is stereo,
that each object in world in this part is seen by two camera in small difference
angle. Our tangential model is in this situation. We can calculate the blue part in
figure 3.4 from image, w is horizontal hidden pixel and f is focal length:




We have option to turn camera until remove hidden angle as shown in figure
3.6, then cameras is rotated to 77° and fov is 46.6° if we have the same camera size
as figure 3.4.
3.3.2 Artifact Angle
The reference depth, where point p is located, is an important parameter in our
configuration. If we have an object in a depth and reference depth is placed on it,
an object in panorama image is uniform, but if reference depth is farther or closer
than real depth, ghosting or blind spot occur in image respectively as shown in the
gray and orange area in figure 3.5. The angle of this area is called ”artifact angle”.
If this angle is zero then parallax is not on stitching, there is no parallax. If this
angle is small, then the effect of parallax will be small, so the impact of bad depth
estimate will be less visible. The major property of this angle is related to optical
axis orientation. It is maximal for radial configuration and minimal for tangential
as shown in figure 3.5.
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The artifact angle can be computed from our camera model. First, we present
calculation of this angles for the radial configuration as shown in figure 3.2. From
model parameters, we calculate the artifact angle ψ as follow :



























ψ = 2. arctan(
d




as θ and d are constant, then ψ is depend on r2 and r1.
For the tangential model as shown in figure 3.6, we can also compute ψ using
additional parameters. We define length L as the distance between point p and
first camera c1, length K as the distance between point p and second camera c2,
angle δ between r1 and R, and angle λ between L and the line connecting c1 and
c2. Suppose we have a triangle < p,C, c1 >, and we know angle of rotation of point
P , then δ is known, so from law of cosines in triangle, it is possible to compute L
and λ:
Figure 3.6 – Tangential model with minimal camera FOV (46.6°), with rotated cameras (77°).





















now from equation 3.5 λ is known, then in triangle < p, c1, c2 >, from equation
3.6 k is known and from equation 3.7 calculate ψ. In our example in figure 3.2
artifact angle is 27.29°.
As because of rotation of camera, the blinding and ghosting areas are smaller
than radial model, then:
cos(λ) =








k2 + L2 − (2d)2
2kL
). (3.8)
In fact the two derivation of ψ are related. In our example in figure 3.6 artifact
angle is 4.52°. In the tangential derivation if point p is allowed to rotate around
center C, then both derivation are equal when p is above c1 and c2( rotated zero
degree) as in figure 3.2. When point p is rotated until it collinear with c1 and
(a)
(b)
Figure 3.7 – Artifact angle ψ as a function of the angle (in degrees) of point P (a) and as a
function of camera size relative to the inter-camera distance (b)
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c2, then ψ is zero. This illustrated in figure(3.7-a), where we observe that radial
configuration is the most sensitive to the parallax and this sensitivity decrease as
the geometry become more tangential. Notice that point p can be collinear to c1
and c2 (which happens near 160°in the examples of figure (3.7-a)). This situation
does not occur in practice since near that position one camera will hide point p
from the other camera. Also the impact of camera size on the artifact angle ψ can
be seen in figure(3.7-b), so in practical on camera size, we observe that the angle
ψ is very small.
3.4 Calibration
Proper calibration is an important part of using any multiple camera setups,
where we estimate the intrinsic and extrinsic parameters of the cameras. Can be
found through this processZhang [2000].
First, the intrinsic parameters are estimated using the classical checkerboard
method Zhang [2000], applied to each camera individually.
Determining the extrinsic parameters is more difficult, mostly because of the
small overlap between views, and because the cameras form a closed loop which
can’t be solved linearly in a single step.
In order to solve the small overlap problem, we rely on Structured-light on LCD
monitor to replace the checkerboard and establish a dense correspondence between
views Couture et al. [2011]. While the density is very good, the correspondences
can only be established between two successive cameras.
To obtain a full calibration, we first estimate the extrinsic parameters between
two successive cameras (i and i + 1) which yield rotation Ri and translation Ti,
with i from 1 to 8. Because we have a closed loop, R8 and T8 are the rotation and
translation from camera 8 to camera 1.
The reference system is camera 1, so the final transformation M for each camera
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(a) Tangential Model (b) Radial Model






M8 = K8[R8|t8].[R7|t7]. . . . .[R1|t1]
However theses transformations are inaccurate and must be optimized globally. For
each camera, we define a correction transformation. Using the various correspon-
dences obtained from structured light, we can estimate the re-projection error in
pixels, and optimize this error globally over the correction transformations. This
yields the optimal camera geometry, shown in figure 3.8, which we use for stit-
ching. Note that we do not optimize the internal camera parameters, since they are
obtained first and assumed of good precision.
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3.5 Panorama generation
After estimating the relative camera poses, a panorama can be generated by
projecting all images into a common surface. A traditional way to do this is to
choose either a cylindrical or spherical map. Cylindrical panoramas are commonly
used because of their ease of construction. When the cameras are calibrated, each
perspective image can be warped into cylindrical coordinates and the color is as-
sociated with each pixel is computed by first deriving a 3D ray from the pixel
position, and then mapping this ray into each input image through our known
transformation. The cylinder parameters (center, axis, radius) are important. The
obvious choice for the center is the average of all camera centers. The average Y
axis of all cameras can be used as the cylinder axis. Since the radius represents
depth, its selection is the most difficult aspect of stitching. Estimating depth by
stereo is impossible because of the small overlap between cameras. However, at the
overlap, a wrong depth estimate will induce a visible artifact which magnitude is
related to the artifact angle (see section 2.2). The tangential geometry will be much
more resilient to a bad estimate of depth, thereby making it possible to use a single
depth for a whole panorama without much visible artifact. This not only simplifies
stitching but can make it real-time.
Each pixel in a panorama can be classified as visible or not visible from the
cameras, and when it is visible, it can be from a single camera or two cameras.
Usually, overlaps between cameras are visible by two cameras, but in a tangential
panorama part of the overlap is obstructed by a camera body, so it effectively
becomes partially visible as a single camera. This is illustrated in figure 3.9 for
tangential model and figure 3.10 for radial model.
Figure 3.11 illustrates the impact of depth estimation. Consider an object that
is seen by two cameras in a tangential panorama (top of figure 3.11-a), and radial
panorama (bottom of figure 3.11-a). The object is highlighted by a red rectangle.
Starting from the correct depth of this object, we varied the depth of the panorama
point from much closer to much further. The reprojections in both images, relative
to the correct point match, are displayed superimposed together in figure 3.11-b
for tangential, and figure 3.11-c for radial panoramas. Clearly, the wrong depth
estimation induces much more separation between the reprojected points in the
radial case than the tangential case. The pixel distance is also illustrated in Fi-
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Figure 3.9 – Sample tangential panorama (top) with mask (bottom) illustrating overlapping
pixels (seen by two cameras). Smaller overlap is caused by camera occlusion.
gure 3.11-d, where the pixel separation is clearly larger for the radial panorama. In
this example, the camera image dimension is 1296× 972.
3.6 Experiments
We implemented the proposed panorama system using 8 raspberry pi came-
ras (figure 3.12-a) setup in a tangential and a radial arrangement illustrated in
figure 3.12-b and c, respectively. The cameras feature a focal length of 3.6 mm, a
1.4×1.4µm pixel size. The image resolution is 2592×1944 pixels with a horizontal
field of view of about 53°, and vertical field of view of 40°. The camera itself has
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Figure 3.10 – Sample radial panorama (top) with mask (bottom) illustrating overlapping pixels
(seen by two cameras).
a size of 8 × 8 × 4 mm PI. The disposition of the cameras is a circle of 10cm dia-
meter. In practice, the radial configuration could use a smaller diameter, but the
tangential can’t since reducing the inter-camera space increase the relative size of
the camera occlusion. However, using a large diameter has potential applications
for stereoscopic panoramas, so it is relevant Jum.
Sample panoramas are provided in figure 3.13. Both are built using a single
depth for the whole scene, without any adjustments. Moreover, the stitching in
overlap areas is a simple average of both images. This is done on purpose to make
visual artifact standout. The tangential panorama (top) is generally cleaner, with
less visual artifacts than the radial panorama (middle). Notice that some pixels
in the tangential panorama are blacked out. This is caused by the field of view
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which was slightly smaller than required for this geometry. Since we used a perfect
tangential geometry, it is possible to rotate the cameras slightly to reduce the field
of view requirement and solve the issue (see section 2.2).
One closeup example of stitching error is provided at the bottom of figure 3.13.
Clearly, the tangential geometry (left) provides a sharper result.
3.7 Conclusion
This paper presented a new approach to generating a multi-camera cylindrical
panorama. The proposed geometry is called tangential because each camera has its
optical axis tangent to the circle of cameras. Beside the fact that this configuration
will induce occlusion from one camera to the next one along the camera circle, we
demonstrate that this configuration is much less sensitive to the wrong estimate of
scene depth. This allows the stitching process to be simplified enough to provide
very good panoramas in real-time using a single depth estimate for a whole scene.
Examples are provided for an experimental setup of 8 cameras, but we anticipate






























Figure 3.11 – A) Object seen from two cameras in a tangencial setup (top) and radial setup
(bottom), highlighted by a red rectangle. B) Image reprojections for various depth, relative to
the correct match, for tangencial setup and C) for radial setup. D) Pixel distances as a function
of depth, for tangencial (red) and radial (green). Correct depth is 160.
(a) Raspberry Pi (b) Tangenciel model (c) Radial model
Figure 3.12 – Panoramic camera setup.
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Figure 3.13 – Sample panoramas with tangential model (top) and radial model (middle). At bot-
tom, a single object highlighted with a red rectangle illustrates the difference between tangential
model (left) and radial model (right).
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4 Supplementary material
In this chapter, we present additional material that was not added to the paper
for space consideration. We show results on panorama image in two geometries and
other possible position of cameras as indicated in Sec. 3.5 and Sec. 3.3.1 respectively
in chapter 3.
4.1 Camera Hiding Problem
In the tangential model, the rotation of cameras is such that some part of one
image is hidden by the next camera body, as shown in figure (4.1).
To handle this problem properly, three options are available . As a reference,
consider a radial geometry in which there is no hidden camera problem. The field
of view is 73.6°, the height of camera’s frame is 6.8 mm, and the angle of cameras
axis is zero° as shown in figure 4.2a.




(c) nontangential Model (d) nontangential Model
Figure 4.2 – Estimate relation between Field of View and rotation of cameras.
From this geometry, we rotate each camera by 90° to obtain a tangential geo-
metry as shown in figure 4.2b, with the same camera radius and field of view. The
blue part in this figure (4.2b) is a hidden angle which is unused (23.3°) so only 50.2°
is used from the full field of view of 73.6°.
In this situation, we have two options. First, we can rotate the cameras from
90° to about 66.3°, as shown in 4.2c, which will remove the unused hidden part (in
blue) but replace it with a useless overlap, displayed in red. This geometry is not
purely tangential, but this is not a problem. However, there is no clear advantage
for this setup.
The second option is to rotate the cameras from 90° to about 83.3°, as shown
in 4.2d, in order to balance the unused hidden part (blue) and the unused overlap
(red). The exact ratio between the parts is not 1:1 but depends on the actual
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camera body size which affects only the red part. In this example, we obtain 6°
and 16° for the red and blue parts respectively. This is a useful configuration since
there are unused parts on both side of the image, so the actual field of view of the
camera can be reduced (by 2×6° in this case). This is the ideal setup for tangential
geometry in our opinion.
In our experimental setup, we used the tangential configuration of figure 4.2b
instead of the ideal configuration of 4.2d. This is simply because we did not know
in advance the camera body size and so we could not easily compute the angle
beforehand. Our simpler configuration wastes some field of view but is simpler to
put in place.
4.2 Panorama image
In this section, we show more examples of our two geometries from chapter 3.
Tangential geometry example
To illustrate further the tangential geometry, we provide an additional pano-
rama in figure 4.4, and a closeup of that panorama in figure 4.3. As seen in these
examples, we don’t have obvious parallax problems on overlapping parts, which are
highlighted in red rectangles.
Radial geometry example
To illustrate further the radial geometry, we provide an additional panorama in
figure 4.6, and a closeup of that panorama in figure 4.5. As seen in these examples,
they feature more parallax problems on overlapping parts, which are highlighted
in red rectangles, than the tangential examples.
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Figure 4.3 – Sample panoramas with tangential model by some cameras.
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Figure 4.4 – Sample panoramas with tangential model.
53
Figure 4.5 – Sample panoramas with radial model.
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Figure 4.6 – Sample panoramas with radial model.
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5 Conclusion
This master thesis explored the creation of panoramic images. The main goal
was to compare various camera geometry models to achieve good image quality
with reduced stitching artifacts.
We demonstrated that the tangential camera model we proposed is significantly
reducing parallax and stitching artifacts, compare to the radial model. To the best of
our knowledge, it is original and the best approach to panoramic imaging, especially
for real-time stitching. We also built a fully functional prototype panoramic camera
with 8 cameras using a low cost raspberry pi.
As a direction for future development of this work, it is possible to double the
number of cameras in a ”back to back” tangential configuration to achieve true 3d
stereoscopic cylindrical capture as shown in figure 5.1. We expect this extension to
eventually make stereo-immersive capture much more accessible.
Figure 5.1 – Tangential model for stereo-immersive capture
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