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1 序
TD対 (tridiagonal pairs) [3]の分類問題は，P- and Q-polynomial association schemes [1]に
対する Terwilliger 代数 [6]の表現論を確立する試みから生れた．TD 対は P- and Q-polynomial
association schemeの Terwilliger代数の既約表現から生じる．厳密には，すべての TD対がその




類は完了している [5]. II型，III型の TD対については可能なパラメータ [2]に対する構成がまだ
成されていない．
TD 対にはシェイプが付随している．シェイプとは 0, 1 . . . d なる正の整数列であり，
0  1      [d=2], i = d i, 0  i  d をみたす．扱いが最も簡単な TD 対はシェイプが
i = 1, 0  i  dのものである．これらは L対 (Leonard pair)と呼ばれ，すでに分類が完了して
いる [7]. 次に簡単な TD対のクラスはシェイプが 0 = d = 1, i = 2, 1  i  d   1のもので
ある．
本論文では，II型 TD対でシェイプ 0 = d = 1, i = 2, 1  i  d  1を持つものを，8個の
パラメータを含んだ行列を用いて具体的に構成することにより分類する．8個のパラメータのうち
6個は固有値を記述し，残りの 2個は Drinfel'd polynomialの零点を与える．われわれは，この結
果が一般の II型 TD対の分類問題に取り組むための確固たる基礎を与えると信じる．
本論文の構成を述べる．第 2節で，TD対の一般論をまとめ本論文で使用する用語を説明し記号
を定める．第 3節では，シェイプ 1, 2, . . . , 2, 1の II型 TD対への導入として，II型 L対の分類
を再検討する．第 4節では， シェイプ 1, 2, . . . , 2, 1の II型 TD対のデータについて説明する．
第 5節では，II型 TD対でシェイプ 1, 2, . . . , 2, 1を持つものの候補として線型写像 A, A を構成
し，それらが TD関係式をみたすことを示す．第 6節では，A, A に対する Drinfel'd polynomial
を与え，それの零点を見つける．第 7節では，Drinfel'd polynomialの零点の言葉で既約性を論じ
ることにより，A, A が TD対になるための必要十分条件を見出す．第 8節では，上の構成が II
型 TD対でシェイプ 1, 2, . . . , 2, 1のすべてを尽すことを示す．
2 TD対の一般論
TD対の定義とその基本的な性質を述べる．
V を体 C 上の有限次元ベクトル空間とし，A, A を V 上の線型変換で対角化可能であるとす
る．Vi (0  i  d)を i に関する Aの固有空間，V i (0  i  d)を i に関する A の固有空間
とする．次の三つをみたすとき，A, A を TD対 (tridiagonal pair) と呼ぶ：(i) 次をみたす A
1
の固有空間の順序付けが存在する：任意の i (0  i  d)に対して，
AV i  V i 1 + V i + V i+1; (1)
ただし，V  1 = V d+1 = 0, (ii) 次をみたす A の固有空間の順序付けが存在する：任意の i
(0  i  d)に対して，
AVi  Vi 1 + Vi + Vi+1; (2)
ただし，V 1 = Vd+1 = 0, (iii) V は A不変かつ A 不変な真部分空間を含まない．
TD対 A, A が TD対 B, B と同型 (isomorphic)であるとは，'A = B'および 'A = B'
をみたすベクトル空間としての同型写像 'が存在することをいう―――ここで，'は A, A の値域
から B, B の定義域への線型写像である．
A, A が TD 対ならば，A, A は同じ個数の固有空間を持つ，すなわち，d + 1 = d + 1 が
成り立つ．これを示す：整数 i (0  i  d), j (0  j  d) に対して，Ui;j = (V 0 +    +
V i ) \ (Vj +    + Vd) とする．i =2 f0; : : : ; dg または j =2 f0; : : : ; dg なる整数のペア i, j に対
して，Ui;j = 0 と定める．j , i をそれぞれ Vj , V i 上での A, A の固有値とする．このとき，
(A   j)(V 0 +    + V i )  V 0 +    + V i+1, (A   j)(Vj +    + Vd)  Vj+1 +    + Vd より，
(A   j)Ui;j  Ui+1;j+1 が成り立つ．同様に，(A   i )Ui;j  Ui 1;j 1 が成り立つ．よって，
W = U0;j i + U1;j i+1 +   + Ui;j +   + Ud;j i+d と置けば，W は A不変かつ A 不変であ
る．W  Vj i +   + Vd 6= V であるから，TD対の定義 (iii)より，W = 0でなければならない．
よって，
Ui;j = 0; 0  i < j  d (3)
が成り立つ．もし，d < dならば，Ud;d = (V 0 +   +V d)\Vd = V \Vd = Vd より，Ud;d 6= 0
となって矛盾する．よって，d  dでなければならない．A, A の役割を入れ換えて同じ議論を
して，d  dを得る．よって，d = d が成り立つ．
この非負整数 dは TD対の直径 (diameter)と呼ばれる．d = 0のとき，TD対は自明 (trivial)
であると呼ばれる．とくに断わらない限り，TD対は非自明であるとする．
A, A を TD 対とする．A の固有空間の順序 fVigdi=0 が (2) をみたすとき，その順序はスタン
ダード (standard) と呼ばれる．A の固有空間の順序 fV i gdi=0 が (1)をみたすときも同様である．
もし，A の固有空間の順序 fVigdi=0 がスタンダードならば，順序を逆にした fVd igdi=0 もそうで
あり，そのほかにスタンダードな順序は存在しない．A の固有空間の順序に関しても同様である．
スタンダードな順序のペア (fVigdi=0; fV i gdi=0)をTD系と呼ぶ．よって，TD対はちょうど四つの
TD系を持つ．すなわち，(fVigdi=0; fV i gdi=0)が TD系ならば，他の三つは (fVd igdi=0; fV i gdi=0),
(fVigdi=0; fV d igdi=0), (fVd igdi=0; fV d igdi=0)である．
これ以降，A, A は TD対であるとし，A, A の TD系 (fVigdi=0; fV i gdi=0)を固定する．ウェ
イト空間 Ui (0  i  d)を
Ui = (V

0 +   + V i ) \ (Vi +   + Vd) (4)
2
で定義する．すなわち，Ui = Ui;i. よって，任意の整数 i (0  i  d)に対して，
(A  i)Ui  Ui+1; (5)
(A   i )Ui  Ui 1 (6)
が成り立つ．ゆえに，W = U0+   +Ud と置けば，W は A不変かつ A 不変である．W  U0 =
V 0 6= 0であるから，W 6= 0となり，W = V が成り立つ．さらに，U0+   +Ui  V 0 +   +V i
および Ui+1  Vi+1 +   + Vd より，(U0 +   + Ui) \ Ui+1  Ui;i+1 が成り立つ．Ui;i+1 = 0で
あったから，V は Ui (0  i  d)の直和に分解される．
ウェイト空間と A の固有空間，ウェイト空間と Aの固有空間の間には，それぞれ
U0 +   + Ui = V 0 +   + V i ; (7)
Ui +   + Ud = Vi +   + Vd (8)
なる関係がある (0  i  d). (7)が成り立つことを示す：ウェイト空間の定義より，U0+   +Ui 




i+1)    (A   d)Uj と表される．(6)より，j > iのとき (A   i+1)    (A   j )Uj  Ui が成
り立つ．j  i のとき AkUj  U0 +    + Ui (k > 0) が成り立つ．よって，任意の j に対して
(A   i+1)    (A   d)Uj  U0 +    + Ui が成り立つ．よって，主張は正しい．同様にして，
(8)が成り立つことを示すことができる．
Ui への射影を Fi とする：




Viへの射影を Eiとする：Ei : V =
Ld
j=0 Vj  ! Vi. このとき，EijUi : Ui  ! Viと FijVi : Vi  !
Ui はどちらもベクトル空間としての同型写像であり，一方は他方の逆写像である．なぜなら，
Wj = Vj +   + Vd (0  j  d)とおけば，(8)よりWj = Uj +   +Ud と表されるので，ベクト
ル空間としての同型 Vi = Wi=Wi+1 = Ui を得る；この同型によって v 2 Vi と u 2 Ui が対応する
とすれば，v+Wi+1 = u+Wi+1 となって Eiu = v, Fiv = uを得るからである．同様に，V i への




j  ! V i すれば，Ei jUi : Ui  ! V i と FijV i : V i  ! Ui
はどちらもベクトル空間としての同型写像であり，一方は他方の逆写像である．これが成り立つこ
とは，(7)を用いて同様に示すことができる．よって，
dimUi = dimVi = dimV

i ; 0  i  d (9)
が成り立つ．これは TD系 (fVd igdi=0; fV i gdi=0)に対しても成立するので，dimVd i = dimV i ,
したがって，












とする．ここで，i, i はそれぞれ A, A の固有空間 Vi, V i での固有値を表す．V の線型変換 R,
Lはそれぞれ raising map, lowering map と呼ばれる．実際，(5), (6)より，
RUi  Ui+1; LUi  Ui 1; 0  i  d (13)
が成り立つ（ただし，U 1 = Ud+1 = 0である）．
任意の i (0  i  d2 )に対して，
Rd 2i : Ui  ! Ud i; (14)
Ld 2i : Ud i  ! Ui (15)
はどちらも全単射である．これを示す：u 2 Ui, Rd 2iu = 0 を仮定する．Rd 2ijUi = (A  
d i 1)(A   d i 2)    (A   i)jUi より，u 2 ker(A   d i 1)(A   d i 2)    (A   i) =
Vd i 1 + Vd i 2 +    + Vi  Vd i 1 + Vd i 2 +    + V0 が成り立つ．加えて，ウェイト空間
の定義より u 2 Ui  V 0 +   + V i であるから，u 2 (V 0 +   + V i ) \ (Vd i 1 +   + V0)が
成り立つ．(3)を TD系 (fVd igdi=0; fV i gdi=0)に適用すれば添字 i; i+ 1に対するウェイト空間は
(V 0 +   + V i ) \ (Vd i 1 +   + V0) = 0となる．よって，u = 0，ゆえに，Rd 2ijUi は単射で
ある．さらに，(10)より，Rd 2ijUi は全単射である．Ld 2ijUi が全単射であることも同様にして
示すことができる．
i = dimUi (0  i  d)と置いて，列 0, 1, . . . , d を TD対 A, A のシェイプ (shape)と呼
ぶ．(9), (13), (14), (15)より，シェイプは 0  1      [d=2] および i = d i (0  i  d)
をみたす．任意の i (0  i  d) に対して i = 1 のとき，TD 対は L 対 (Leonard pair) と呼ば
れる．
TD対 A, A に対して，次をみたすスカラー , , , ,  2 Cが存在する：
A3A   ( + 1)(A2AA AAA2) AA3 = (A2A  AA2) + (AA  AA); (16)
A3A  ( + 1)(A2AA  AAA2) AA3 = (A2A AA2) + (AA AA): (17)
式 (16), (17)は TD関係式 (tridiagonal relations)と呼ばれる．Aの固有値 i は
 = 2i+1   i+1i + 2i   (i+1 + i); 0  i  d  1 (18)
をみたし，A の固有値 i は




補題 2.1. i, j, k, l, m 2 f0; 1; : : : ; dgとする．
(i) m < ji  jjならば，Ei AmEj = 0.
(ii) l+m = ji jjとする．i+ l = k = j mまたは i  l = k = j+mのとき，Ei AlEkAmEj =
Ei A
l+mEj , それ以外のとき，Ei AlEkAmEj = 0.







l+mEj . l +m < ji  jjのとき，Ei AlAAmEj = 0.
これらは，Aを A，E を E， を  ( 2 f0; 1; : : : ; dg)に同時に取り換えても成り立つ．
証明. (i)は TD対の定義より従う．
(ii) を示す．仮定と (i) より，Ei AlEkAmEj 6= 0 ならば i + l = k = j   m または i   l =







(iii)を示す．(i), (ii) のそれぞれの場合に A =Pd=0 E を代入すればよい．
命題 2.2. 0  i; j; k  dとする．k = ji  jjならば Ei AkEj 6= 0, EiAkEj 6= 0が成り立つ．
証明. Ei AkEj 6= 0のみ示す．i  j のとき，補題 2.1より EdAd i(Ei AkEj )AjE0 = EdAdE0 .
i  j のとき，補題 2.1 より E0Ai(Ei AkEj )Ad jEd = E0AdEd . 従って，EdAdE0 6= 0,
E0A
dEd 6= 0 の二つを示せば十分である．補題 2.1 より，0  m  d   1 をみたす m に対し
て EdAmE0 = 0 が成り立つ．よって，EdAdE0 = Ed(A   d 1)    (A   0)E0 が成り立つ．
E0V = U0であるから，RdjU0 が全単射であることを用いてEd(A d 1)    (A 0)E0V = EdUd
を得る．EdUd = V d より，EdAdE0 6= 0を得る．同様の議論を TD系 (fVigdi=0; fV d igdi=0)に対
して行ない，E0AdEd 6= 0を得る．
補題 2.3. A で生成される End(V ) の部分代数 hAi に対して，hA;Ai の部分空間 L を L =
SpanfXAY   Y AX j X;Y 2 hAigで定義する．このとき，
fEiAEi+1   Ei+1AEi j 0  i  d  1g; (20)
fAiA  AAi j 1  i  dg (21)
はどちらも Lの基底である．
証明. hAi は Ei (0  i  d) で張られる．補題 2.1 より EiAEj = 0 (ji   jj > 1) であるから，
(20) は L を張る．よって，dimL  d. (21) が一次独立であるならば，dimL  d であるから，
dimL = d, よって，(20), (21)どちらも Lの基底となる．以下，(21)が一次独立であることを示
す．(21)は一次従属であると仮定する．このとき，Pri=1 i(AiA  AAi) = 0, r 6= 0なる整数
r (1  r  d)が存在する．補題 2.1より，Er
Pr
i=1 i(A
iA  AAi)E0 = r(0   r)ErArE0
を得る．ErArE0 = 0となって，命題 2.2に反する．
5
準備ができたので，TD関係式が成り立つことを示す：
証明. (16) のみ示す．(17)も同様にして示すことができる．ただし，(17)の  を一時的に  と
置き，後で  =  を示す．





iA  AAi) (r 6= 0) (22)
と表される．補題 2.3の証明と同様にして Er (A2AA  AAA2)E0 = r(0   r)ErArE0 6= 0
である．補題 2.1 より，Er (A2AA   AAA2)E0 6= 0 であるためには，r  3 でなければなら
ない．
(22) の両辺に左から E3 右から E0 を掛けると，r < 3 ならば補題 2.1 より右辺は 0 でなけれ
ばならない．左辺は E3 (A2AA   AAA2)E0 = (1   2)E3A3E0 6= 0 であるので矛盾する．
従って d  3 のときは r = 3 である．このとき (22) の右辺は E3 (
P3
i=1 i(A
iA   AAi)E0 =
3(





 + 1 =
1
3
;   = 2
3
;   = 1
3
(23)
として (16)が成り立つ．, ,  は一意的に定まる．
d = 2のとき，(16)において任意に  を与える．A2A   AA2, AA   AAは Lの基底であ
るから，,  は一意的に定まる．d = 1, 0のときも同様である．
0  i  d  1とし，(16)に左から Ei+1 右から Ei を掛けて，(18)を得る．同様に (19)も (17)
から得ることができる―――ただし， を  としたもの．
最後に  =  を示す．d < 3 なら， =  としてよい．d  3 とする．(19) は， =
i+1 i+i 1 i 2
i i 1 が i = 2, 3, . . . , d   1 に対して成り立つことを意味する．i = 2 を代入して
 +1 = 

3 0
2 1 を得る．一方，(23)において  +1 =
0 3
1 2 であった．よって， = 
 が成り立
つ．
条件 (18), (19)のもと，TD関係式 (16), (17)は，(11), (12)の raising map R, lowering map
Lを用いて次のように表されることが容易にわかる：任意の i (0  i  d  2)に対して，
R3L  ( + 1)(R2LR RLR2)  LR3 = iR2 on Ui; (24)
L3R  ( + 1)(L2RL  LRL2) RL3 =  iL2 on Ui+2; (25)
ただし，




L2R2(RL  3LR) = (RL  3LR)L2R2; (27)
R2L2(LR  3RL) = (LR  3RL)R2L2: (28)
証明. L2  (24)と (25)R2 の和は Ui 上で 0に等しい．よって，(27)が成り立つ．(24)L2 と
R2  (25)の和は Ui+2 上で 0に等しい．よって，(28)が成り立つ．
 6= 2,  = 2,  =  2のとき，TD対 A, A は順に I型, II型, III型と呼ばれる．A, A は
II型であるとする．すなわち， = 2とする．このとき，(18), (19)を解くことにより，固有値は
次のように表されることがわかる：
i = c0 + c1i+ c2i








2; 0  i  d;
ただし，c0, c1, c2, c0, c1, c2 2 Cは
 = 2c2;  = c1
2   c22   4c0c2; (29)
 = 2c2; 
 = c21   c22   4c0c2 (30)
をみたす定数である．II型 TD対には三種類ある．A, A を II型 TD対とする．c2 6= 0, c2 6= 0
のときを第一種 (rst kind), c2 6= 0, c2 = 0または c2 = 0, c2 6= 0のときを第二種 (second kind),
c2 = c

2 = 0 のときを第三種 (third kind) という．第二種ならば，A と A を入れ換えることに
よって，c2 6= 0, c2 = 0と仮定してよい．
三種類の II型 TD対に対して，次の固有値の表示を用いる．
第一種. 次をみたすスカラー 0, h, !, 0 , h, ! (h 6= 0; h 6= 0)が存在する：




i(i+ 1 + !); 0  i  d: (32)
第二種. 次をみたすスカラー 0, h, !, 0 , h (h 6= 0; h 6= 0)が存在する：




i; 0  i  d: (34)
第三種. 次をみたすスカラー 0, h, 0 , h (h 6= 0; h 6= 0)が存在する：




i; 0  i  d: (36)
第一種の表示において，h ! 0, ! !1, h! ! h0 として，h0 を h と書き直して，第二種




この節では，シェイプ 1, 2, . . . , 2, 1の II型 TD対への導入として，[7]の結果をもとに II型 L
対の分類を再検討する．
前節の記号を踏襲し，A, A を TD 対とし，A, A の TD 系 (fVigdi=0; fV i gdi=0) を固定する．
TD対 A, A のシェイプが 1, . . . , 1の場合，すなわち L対の場合を考える．この場合は，Aの Vi
上の固有値を i, A の V i 上の固有値を i とすれば，figdi=0, fi gdi=0 の他にもう 1 個のパラ
メータ 0 を導入すると，L対 A, A の同型類が決ることを以下のようにしてまず確かめる．
前節 (4)により，ウェイト空間 Ui を定めると，A, A は L対であるから dimUi = 1 (0  i  d)
である．R, Lを raising map, lowering mapとすれば，既約性より (13)において
RUi = Ui+1; LUi+1 = Ui; 0  i  d  1 (37)
RUd = 0; LU0 = 0 (38)
が成り立つ．従って u0 2 U0 (u0 6= 0)を任意に選び，
ui = R
iu0; 0  i  d
とおくと，
Ui = Cui; 0  i  d
と表すことができる．又，(37), (38)より
Lui+1 = iui; 0  i  d  1
とおくことができて i 6= 0 (0  i  d  1)が成り立つ．このとき TD関係式 (16)により
i 1   3i + 3i+1   i+2 = i; 0  i  d  2 (39)
が成り立つ．ただし  1 = d = 0とする．行列 T を
T =




(i; i+1; i+2) = (i 1; i; i+1)T   (0; 0; i)
=   
= ( 1; 0; 1)T i+1  
iX
=0
(0; 0; i )T 
である．ここで，
T =




とすれば，T  = (T 1; T ; T+1)であるから，





( + 1)( + 2)
2
i  (40)








( + 1)( + 2)
2
i  ;
従って i (1  i  d   1)は figdi=0, fi gdi=0 及び 0 によって定まる．以上より L対 A, A の
同型類は固有値の他にもう 1個のパラメータ 0 を導入すれば定まることが確かめられた．
次に固有値 i, i を与えて，その他にもう 1個のパラメータを持った L対を以下のようにして
具体的に構成する．
まず，evaluation module V (`; a)を構成する．V (`; a)とは，C上の (`+ 1)次元ベクトル空
間であり，前節で定義した at maps F , F , raising map R, lowering map Lが作用する空
間である．V (`; a)の基底 u0, u1, . . . , u` を固定する．at maps F , F  は V (`; a)に
Fui = iui; F
ui = i ui; (41)
で作用する（ここで，i, i は種類に応じて (31){(36) から選ぶものとする）．raising map R,
lowering map Lは V (`; a)に次で作用する．
第一種. u 1 = u`+1 = 0とし，h, h, !, ! は (31), (32)のものとして，
Rui = h(i+ 1)(i+
!+!
2 + 1 + a+
`+1
2 )ui+1; (42)
Lui =  h(`  i+ 1)(i+ !+!2 + 1  a+ ` 12 )ui 1: (43)
第二種. u 1 = u`+1 = 0とし，h, h, ! は (33), (34)のものとして，
Rui = h(i+ 1)(i+
!
2 + 1 + a+
`+1
2 )ui+1; (44)
Lui =  h(`  i+ 1)ui 1: (45)
第三種. u 1 = u`+1 = 0とし，h, h は (35), (36)のものとして，
Rui = ha(i+ 1)ui+1; (46)
Lui =  h(`  i+ 1)ui 1: (47)
R, Lは TD関係式 (24), (25)をみたすことがわかる．ただし，
i =
8><>:








次に V = V (`; a) に対する Drinfel'd polynomial PV (x) を定義する．i (0  i  d) を
V = V (`; a)の最高ウェイト空間 U0 = Cu0 上での LiRi の固有値とする：
LiRiu0 = iu0:



























evaluation module V (`; a)にスカラーの集合
S(`; a) = fa+ 2i `+12 j 0  i  `  1g (52)













PV (`;a)(x) = (x+ a)
`: (55)
さて，
A = R+ F;
A = L+ F ;
とする―――ここで，F , F  は (41) のものであり，R, L は (42){(47) のものである．i 6= j ,










2 + 1 + d)
2 (第一種);
!













L対 A, A の同型類は figdi=0, fi gdi=0, PV (x)によって決定される．さらに，II型 L対はこの構
成によってすべて尽される．我々は，[7]による L対の分類を以上のように解釈しなおしたうえで，
シェイプ 1, 2, . . . , 2, 1をもつ II型 TD対の分類に拡張することを次節以降で試みる．
4 シェイプ 1, 2, . . . , 2, 1の II型 TD対のデータ
A, A 2 End(V )をシェイプ 1, 2, . . . , 2, 1の II型 TD対とする．直径が d  2であることに
注意する．TD対 A, A に対する TD系 (fVigdi=0; fV i gdi=0)を固定する．このとき，(4)のウェ
イト空間 Ui (0  i  d), (11)の raising map R, (12)の lowering map Lを得る．TD関係式は
(24), (25)のように R, Lと (48)の i によって表される―――なぜなら，A (resp. A)の固有値 i
(resp. i )は (31){(36)によって与えられ，(18), (19)をみたすからである．
よく知られているように，あるいは直接 (14), (15)から導出されるように，写像
RjUi : Ui  ! Ui+1 (58)
は i = 0のとき単射，1  i  d  2のとき全単射，i = d  1のとき全射であり，一方，写像
LjUi+1 : Ui+1  ! Ui (59)
は i = 0のとき全射，1  i  d  2のとき全単射，i = d  1のとき単射である．
dimU0 = dimUd = 1, dimUi = 2 (1  i  d  1)であることに注意する―――なぜなら，TD対
A, A のシェイプは 1, 2, . . . , 2, 1であるから．~u0 2 U0 (u0 6= 0)として，




とする．このとき，~u1, ~u01 2 U1 である．
補題 4.1. ~u1, ~u01 は一次独立である．とくに，f~u1; ~u01gは U1 の基底である．
証明. (58), (59) より，~u1 6= 0, ~u01 6= 0 である．~u1, ~u01 が一次従属であったとする．このとき，
RU0 = LR





(R3L  3R2LR+ 3RLR2   LR3)Ri 2U0  RiU0
が従う．帰納法の仮定より，(R3L   3R2LR + 3RLR2)Ri 2U0  RiU0 を得る．よって，
LRi+1U0  RiU0 が成り立つ．したがって，任意の iに対して (61)が成り立つ．これは U0, RU0,




i~u0; 0  i  d; (62)
~u0i = R
i 1~u01; 1  i  d  1: (63)
と置く．このとき，(58), (59)より，1  i  d  1のとき ~ui, ~u0i は Ui の基底，~u0 は U0 の基底，
~ud は Ud の基底となる．この基底に関する RjUi : Ui  ! Ui+1 の行列は，1  i  d  2のとき単
位行列，i = 0のとき ( 10 ), i = d  1のとき (1; rd 1)となる．ただし，
R~u0d 1 = rd 1~ud (64)






; 2  i  d  1; (65)






と置く．すなわち，(L~ui; L~u0i) = (~ui 1; ~u0i 1)Xi (2  i  d   1), (L~u1; L~u01) = ~u0X1, L~ud =

























I = ( 1 00 1 )を用いて，TD関係式 (24), (25)と補題 2.4を行列で表す：
Xi   3Xi+1 + 3Xi+2  Xi+3 = iI; 2  i  d  4; (70)
( 3 ~X1 + 3X2  X3) ( 10 ) = 0 ( 10 ) ; (71)
~X1   3X2 + 3X3  X4 = 1I; (72)
Xd 3   3Xd 2 + 3Xd 1   ~Xd = d 3I; (73)
(1; rd 1)(Xd 2   3Xd 1 + 3 ~Xd) = d 2(1; rd 1); (74)
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Xi+1Xi+2(Xi   3Xi+1) = (Xi   3Xi+1)Xi+1Xi+2; 2  i  d  3; (75)
X2X3( ~X1   3X2) = ( ~X1   3X2)X2X3; (76)
Xd 1 ~Xd(Xd 2   3Xd 1) = (Xd 2   3Xd 1)Xd 1 ~Xd; (77)
Xi+1Xi+2(Xi+3   3Xi+2) = (Xi+3   3Xi+2)Xi+1Xi+2; 1  i  d  4; (78)
~X1X2(X3   3X2) = (X3   3X2) ~X1X2; (79)
Xd 2Xd 1( ~Xd   3Xd 1) = ( ~Xd   3Xd 1)Xd 2Xd 1: (80)
ただし，dが小さい値のとき，式 (70){(80) は適切に修正して解釈する必要がある．
X1, X2, X3 を用いて，式 (70), (72), (73) を Xi (4  i  d) について解く． ~Xi = Xi
(2  i  d  1)と置くと，三つの式 (70), (72), (73)は次のように一つの式で表される：
~Xi   3 ~Xi+1 + 3 ~Xi+2   ~Xi+3 = iI; 1  i  d  3: (81)
第 3節と同様にして，行列 T を
T =




( ~Xi+1; ~Xi+2; ~Xi+3) = ( ~Xi; ~Xi+1; ~Xi+2)T   (0; 0; iI)
=      




(0; 0; i I)T 
を得る．ここで，
T =
0@ (   1)=2 (   1)( + 1)
( + 1)=2
1A
とすれば，T  = (T 1; T ; T+1)であるから，












































を得る．(26) においてスカラー i (0  i  d   2) は A, A の固有値により定義され，(48) に
よって具体的に与えられていることに注意する．次を示したい．
命題 4.3. 行列X1 = (x1; s1)と A, A の固有値は，(64), (65)のXi (2  i  d)と (66)の rd 1
をすべて決定する．
証明. (82)より， ~X2, ~X3, rd 1 が ~X1（および A, A の固有値）によって決定されることを示せ
ばよい．
まず，rd 1 が x1（および A, A の固有値）によって決まることを示す．i = d  5, d  4, d  3
のときの (82)を用いて，等式 (74)を ~X1, ~X2, ~X3 で表すと，
(1; rd 1)(12 (d  1)(d  2) ~X1   d(d  2) ~X2 + 12d(d  1) ~X3)















(~d 5   3~d 4 + 3~d 3 + d 2)
を得る．
次に， ~X3 は ~X1, ~X2 によって決まることを示す．そのために等式 (76), (79) を使う．s2 6= 0
であることに注意する―――なぜなら，行列 X2 は (59) により可逆であるからである．(83) より，





x3 + t2y3 s3 + t2t3

; ~X1   3X2 =
























( t2 + x1 + 130) (87)
のいずれか一方のみ成り立つことがわかる．これらの積の (2,1)成分, (2,2) 成分からは何の関係式
も得られない．
(86)が成り立つ場合でも，等式 (87)は依然として成り立つことを示す．(79)より，行列 ~X1X2
は X3   2X2 と可換である．これらの行列は，それぞれ
~X1X2 =

s1 x1s2 + s1t2
0 0

; X3   3X2 =

x3 s3   3s2
y3   3 t3   3t2

である．(83)より，y3   3 = 0, x3 =  3x1   0 である．これらの積の両辺の (1,2)成分を比較
して，
(s3   3s2)s1 + (s1t2 + x1s2)(t3   3t2 + 3x1 + 0) = 0 (88)
を得る．(86) が成り立つとする．すなわち，s1 = 3s2 が成り立つとする．このとき，(85) より，
t3 = 0. この場合，(88)は
(s3   3s2)(3s2) + s2(3t2 + x1)( 3t2 + 3x1 + 0) = 0
となり，(87)は
s3 = 3s2   (3t2 + x1)( t2 + x1 + 130)
となる．s2 6= 0であるから，仮定 (86)のもと，(87), (88)は等価である．したがって，どんな場
合でも (85), (87)は成り立ち，結局， ~X3 は ~X1, ~X2 によって決まる．
最後に， ~X2 は ~X1 によって決まることを示す．(81)を i = d  2まで拡大して，形式的に ~Xd+1
を定義することにする，つまり，
~Xd 2   3 ~Xd 1 + 3 ~Xd   ~Xd+1 = d 2I
と定義する．(82) は i = d   2 のとき ~Xd+1 に対して成り立つことに注意する．(69) より
~Xd = Xd(1; rd 1)であるから，(74)より次が従う：
~Xd( ~Xd 2   3 ~Xd 1 + 3 ~Xd) = d 2 ~Xd;
すなわち，
~Xd ~Xd+1 = 0: (89)
~X1 と ~X2 の関係を見つけるために，(82), (83), (85), (87)を用いて，(89)を ~X1, ~X2 で表すこと
にする．(82), (83)より，行列 ~Xi+3 (1  i  d  2)の (1,1)成分は，









2 i(i+ 1)s1   i(i+ 2)s2 + 12 (i+ 1)(i+ 2)s3 (92)
となり，(2,2)成分は，
~Xi+3(2; 2) =  i(i+ 2)t2 + 12 (i+ 1)(i+ 2)t3   ~i (93)
となる．よって，(89)の (1,1)成分から，
1




(d  1)(d+ 1)x1 + 12 (d  1)d0 + ~d 2










(d  1)(d+ 1)x1 + 12 (d  1)d0 + ~d 2
 (95)
となる．(85), (87)より，
s3 + t3t2 = 3t2
2   (2x1 + 0)t2 + 3s2   x1(x1 + 130) (96)
が成り立つ．(96)を使って，(94) + t2  (95)を s2, t2, s1 (および i)を用いて表し次を得る．
s2 =  t22 + f1t2 + f0; (97)
ただし，
f0 =   (d  3)(d  2)











(2x1 + 0) +
2
(d  1)d ~d 3 +
2
(d  1)dRHS[95]
であり，RHS[94], RHS[95]はそれぞれ (94), (95)の右辺を表す．したがって， ~X2 は t2, x1, s1 お
よび i で表される．(97)より，s2 は t2, x1, s1 についての多項式であることに注意する．よって，




2 + f1t2 + f0)  d  3
d  1s1 +
2
(d  2)(d  1)RHS[94]; (98)
t3 =
2(d  3)
d  2 t2 +
2
(d  2)(d  1)(~d 3 +RHS[95]): (99)
det ~Xd+1 = 0ならば，(89)の (1,2), (2,2)成分から何の関係式も得られない．実際，det ~Xd+1 =
0である―――なぜなら，もしそうでないならば， ~Xd 6= 0かつ ~Xd ~Xd+1 = 0という明白な矛盾が起
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こるからである．よって，i = d  2のときの (90){(93)を使って，det ~Xd+1 = 0を計算する：す





2 (d  2)(d  1)s1   (d  1)ds2 + 12 (d  1)ds3

=
  (d  1)(d+ 1)x1   12 (d  1)d0   ~d 2
   (d  2)dt2 + 12 (d  1)dt3   ~d 2:
(100)
(97), (98)より，(100)の左辺は t2 に関する次数 2の多項式であり，その係数は x1, s1 (および
i) に関する多項式である．一方，(99) より (100) の左辺は t2 に関する次数 1 の多項式である．
したがって，t2 は x1, s1 (および i)を係数とする二次方程式の解として決定される．命題 4.3を
証明した．
dimU0 = 1であった．あらかじめ，TD系 (fVigdi=0; fV i gdi=0)を固定していたことに注意する．
LiRi の U0 上の固有値を i とする：
LiRi~u0 = i~u0 (0  i  d): (101)
このとき，0 = 1および
1 = x1; 2 = s1 (102)
である―――これらは (66)における X1 の成分で表されている．(figdi=0; fi gdi=0; (1; 2))を TD
系 (fVigdi=0; fV i gdi=0) における TD 対 A, A のデータ (data) と呼ぶことにする．ただし，i
(resp. i )は Aの Vi 上 (resp. A の V i 上)の固有値であり，1, 2 は (101)により与えられる．
命題 4.3（およびその証明）は次を意味する：もしデータが与えられれば，それを TD系における
データとして持つようなシェイプ 1, 2, . . . , 2, 1の II型 TD対は高々 2つである．
5 プレ TD対の構成：at maps, raising map, lowering map
V (`; a), V (1; b) を第 3節において L-対の構成で導入した evaluation modulesとする．しばら
くの間，これらを単に C上のベクトル空間で次元がそれぞれ ` + 1, 2のものであるとみなす．V
を V (`; a)と V (1; b)のテンソル積とする：
V = V (`; a)
 V (1; b): (103)
ui
u00, ui
u01 (0  i  `)を V の基底とする．ただし，u0, u1, . . . , u` は V (`; a)の基底であり，
u00, u
0
1 は V (1; b)の基底である．ui
u00, ui 1
u01 で張られる V の部分空間を Ui (0  i  `+1)
とする（ただし，u 1 = u`+1 = 0である），すなわち，
Ui = hui 
 u00; ui 1 
 u01i (104)
である．V は
V = U0 + U1 +   + Ud; d = `+ 1 (105)
という直和分解で表される．ここで，dimU0 = dimUd = 1, dimUi = 2 (1  i  d  1)である．
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0, h, !, 

0 , h
, ! 2 C (h 6= 0; h 6= 0) とし，i, i (0  i  d) は (31), (32) で与えられ
るものとする．これらのスカラーを用いて，第一種の at maps F , F , raising map R, lowering
map Lを定義する．これらは V の線型変換であり次で与えられる．v 2 Ui に対して，0  i  d
のとき，
Fv = iv; F
v = i v; (106)
0  i  dのとき，
R(ui 1 
 u01) = i(ui 
 u01); (107)
R(ui 
 u00) = i(ui 
 u01) + i+1(ui+1 
 u00); (108)
ただし，
i = hi(i+ a+
!+!
2 + 1 +
d
2 ); (109)
i = h(2i+ b+
!+!
2 + 2); (110)
0  i+ 1  dのとき，
L(ui 
 u01) = i (ui 1 
 u01) + i (ui 
 u00); (111)
L(ui+1 




(i  d)(i  a+ !+!2 + 1 + d2 ); (113)
i =  h(2i  b+ !+!

2 + 2): (114)
i 6= j , i 6= j (i 6= j; i; j 2 f0; 1; : : : ; dg)を仮定する．すなわち，
 !; ! =2 f2; 3; : : : ; 2dg (115)
を仮定する．
A = R+ F; A = L+ F  (116)
と置き，A, A を第一種プレ TD対 (pre TD-pair of the rst kind)と呼ぶ．
V 上の線型変換 A, A は対角化可能であり，i, i (0  i  d)はそれぞれ A, A の固有値であ
る．なぜなら，0  i  dに対して，
RUi  Ui+1; LUi  Ui 1 (117)
であるからである（ただし，U 1 = Ud+1 = 0である）．Vi, V i をそれぞれ固有値 i, i に関する
A, A の固有空間とする．次が成り立つ：0  i  dに対して，
U0 +   + Ui = V 0 +   + V i ; (118)
Ui +   + Ud = Vi +   + Vd: (119)
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定理 5.1. 式 (116)によって定義した第一種プレ TD対 A, A は TD関係式 (16), (17)をみたす．
ただし， = 2であり，, , ,  は (29), (30)で与えられる．









=h と置く．h ! 0とする. このとき，h! ! h0 , a+ !2 ! a0, b+ !

2 ! b0 となる．
(106)により第二種の at maps F , F  を得る．ただし，i, i (0  i  d)は (33), (34)におい
て h0 を h と置き直す．(107), (108)により，第二種の raising map Rを得る．ただし，a0, b0 を
a, bと置き直し，
i = hi(i+ a+
!
2 + 1 +
d
2 ); (120)
i = h(2i+ b+
!
2 + 2); (121)
とする．(111), (112)により，第二種の lowering map Lを得る．ただし，h0 を h と置き直し，
i = h
(i  d); (122)
i =  h (123)
とする．(33), (34)において，i 6= j , i 6= j (i 6= j; i; j 2 f0; 1; : : : ; dg)を仮定する．すわなち，
 ! =2 f2; 3; : : : ; 2dg (124)
とする．これら第二種の F , F , R, Lを用いて構成した A, A を第二種プレTD対 (pre TD-pair
of the second kind)と定義する．
h0, a0, b0 2 C (h0 6= 0)とし，第二種プレ TD対 A, A において，a = !(a0   12 ), b = !(b0   12 ),
! = h0=hとする．h ! 0とする．このとき，h! ! h0, h(a + !2 ) ! h0a0, h(b + !2 ) ! h0b0 とな
る．(106)により，第三種の at maps F , F  が与えられる．ただし，i, i (0  i  d)は (35),
(36)において，h0 を hと置き直したものである．(107), (108)により，第三種の raising map R
が与えられる．ただし，h0, a0, b0 を h, a, bと置き直し，
i = hai; (125)
i = hb (126)
とする．(111), (112) および (122), (123) により，第三種 lowering map L が与えられる．つ
まり，第二種の lowering map と同じである．(35), (36) において，i 6= j , i 6= j (i 6= j;
i; j 2 f0; 1; : : : ; dg)が成り立つことに注意する．これら第三種の F , F , R, Lを用いて構成した
A, A を第三種プレ TD対 (pre TD-pair of the third kind)と定義する．定理 5.1により，次を
得る．
系 5.2. A, A を第二種又は第三種のプレ TD 対とする．このとき，A, A は TD 関係式 (16),
(17)をみたす．ただし， = 2であり，, , ,  は (29), (30)で与えられる．
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式 (109), (110), (113), (114); (120), (121); (125), (126)におけるスカラー a, bは evaluation
parametersと呼ばれる．
6 Drinfel'd polynomial
A, A を V = V (`; a)
 V (1; b)の線型変換で，第 5節にて構成された第一種，第二種又は第三
種のプレ TD 対とする．V は部分空間 Ui (104) の直和 (105) に分解されたのであった．とくに，
U0 は u0 
 u00 で生成される 1次元部分空間であった．式 (117)にあるように Rは Ui を上げ Lは
Ui を下げるので，U0 は LjRj-不変部分空間である．スカラー列 i 2 C (0  i  d)を
LiRi(u0 
 u00) = i(u0 
 u00)
により定義する．Drinfel'd polynomial PV (x)は種類に応じて (49), (50), (51)で定義される．
ただし，h, h, !, ! は，種類に応じて (31){(36)から与えられる．言い換えると，(107){(114);
(120){(123); (125), (126), (122), (123)により与えられる．0 = 1より，PV (x)は xに関する d
次のモニック多項式であることに注意する (d = `+ 1).
S(`; a)を (52)にて定義したスカラーの集合とする．Drinfel'd polynomial PV (x)の零点は次の
定理で与えられる．
定理 6.1. A, A をプレ TD対とする．
(i) A, A が第一種ならば，




(ii) A, A が第二種ならば，




(iii) A, A が第三種ならば，
PV (x) = (x+ a)
`(x+ b): (129)
この節の残りは定理 6.1の証明を扱うことにする．まず，プレ TD対 A, A は第一種であると
する．Rの定義 (107), (108)より，
Ri(u0 
 u00) = (i 1    1)(i 1 +   + 0)ui 1 




 u01) = (1    i 1)(0 +   + i 1)u0 
 u00;
Li(ui 
 u00) = (1    i )u0 
 u00
と表される．よって，
i = (1    i 1)(1    i 1)(0 +   + i 1)(0 +   + i 1) + (1    i)(1    i ) (130)
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を得る．さらに，(110), (114)より，
0 +   + i 1 = hi(i+ b+ 1 + !+!2 ); (131)




1    i = hii!(a+ 2 + !+!2 + d2 )i; (133)





を得る．ここで，(x)i は shifted factorial
(x)i =
(
1; i = 0
x(x+ 1)    (x+ i  1); i = 1; 2; : : :
を表す．(109)より hi2 = i   hi(a+ !+!2 +1+ d2 )と表されるので，(131), (132), (113)はそれ
ぞれ
0 +   + i 1 = i + hi(b  a  d2 );
0 +   + i 1 =  h

h i + h
i(b+ a+ d2 );
i =
h
h i   hi(2a+ d)  hd( a+ !+!

2 + 1 +
d
2 )
と表される．よって，(130)より，i は (1    i 1)(1    i 1)
(0 +   + i 1)(0 +   + i 1) + ii
= ih




= ( d)i(a1)i(a2   1)i   i
 
(a+ d2 )
2   b2 (1  d)i 1(a1)i 1(a2)i 1 (135)
を得る―――ただし，





a2 =  a+ 2 + !+!2 + d2 (137)
である．
式 (49), (135)より Drinfel'd polynomialは，
PV (x) = 1 + ((a+
d
2 )















(i  1)! (1  d)i 1(a1)i 1(a2)i 1
d 1Y
j=i




















(x  (j + !+!2 + 2)2) =
( 1)i 12(x)









x+ 2 + !+!

2 (144)
である．よって，(138), (139), (140), d = `+ 1より，
PV (x) = 1(x)3F2






  `; a1; a2


















の記号を用いた．ここで，(145) に Pfa-Saalschutz formula の terminating balanced 3F2(1)







(b1   a1)n(b1   a2)n
(b1)n(b1   a1   a2)n
が成り立つ，というものである．この公式を (145)に適用すると，(136), (137), (143), (144)より，
3F2







x  a  d2 )d(
p
x+ a+ 1  d2 )d
(
p




x  1  !+!2   d)d
;
3F2
  `; a1; a2






x  a+ 1  d2 )`(
p
x+ a+ 1  d2 )`
(
p




x  1  !+!2   d)`




x  a  2i `+12 ), (
p





a + 2i `+12 ) より，(6) の分子は
Q`
i=0(x   (a + 2i `+12 )2) に等しい．(
p















x  j   1  !+!2 )より，(6)の分
母はQdj=1(x  (j + 1 + !+!2 )2)に等しい．よって，(6), (52), (141)より，
3F2











  `; a1; a2








次に，h0 , a0, b0 2 C (h 6= 0) を選んで，第一種のプレ TD 対 A, A に対して a = a0   !2 ,
b = b0   !2 , ! = h
0
h と置く．h ! 0とすると，第 5節で説明したように，h! ! h
0 となり，









(x  (j + !+!2 + 1)2) = hd(x  b2)
` 1Y
i=0
(x  (a+ 2i `+12 )2) (148)
を得る．




と置いて，(148)の極限 (h ! 0)を取る．x (j+ !+!2 +1)2 = (y+j+ !2 +!+1)(y j  !2  1),
x  b2 = (y  b0+!)(y+ b0), x  (a+ 2i `+12 )2 = (y a0+!  2i `+12 )(y+a0+ 2i `+12 )より，
h(x  (j + !+!2 + 1))! h
0
(y   j   !2   1);
h(x  b2)! h0(y + b0);
h(x  (a+ 2i `+12 )2)! h
0
















(y + a0 + 2i `+12 )
を得る―――ただし，0i は i の極限である．これは望んだ式 (128)である．
最後に，h0, a0, b0 2 C (h0 6= 0) を選び，第二種プレ TD 対 A, A に対して，a = !(a0   12 ),
b = !(b0   12 ), ! = h
0
h と置く．第 5節で説明したように，h! 0とすると，h! ! h0 となり，第








(x  j   !2   1) = hd(x+ b)
` 1Y
i=0
(x+ a+ 2i `+12 ) (149)
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を得る．
x = !(y + 12 )
と置いて，(149) の極限 (h ! 0) を取る．x   j   !2   1 = !y   j   1, x + b = !(y + b0),
x+ a+ 2i `+12 = !(y + a
0) + 2i `+12 より，
h(x  j   !2   1)! h0y;
h(x+ b)! h0(y + b0);









0d(y + b0)(y + a0)`
を得る―――ただし，0i は i の極限である．これは望んだ式 (129)である．
7 既約性
A = R+F , A = L+F  を V = V (`; a)
V (1; b)の線型変換で，第 5節にて構成したプレ TD
対の第一種，第二種，第三種のいずれかとする．F , F , R, L はそれぞれ at, raising, lowering
maps である．A を A, A で生成される End(V ) の部分代数，T を R, L, F , F  で生成され
る End(V ) の部分代数とする．ここで，End(V ) は V 上の線型変換全体から成る endmorphism
algebraを表す．明らかに，A = hA;Aiは T = hR;L; F; F iの部分代数である．
A, A が TD対ならば，TD対の定義 (iii)より，A-module V は既約である．逆に，A-module
V が既約であるならば，A, A は TD対となる，なぜなら，プレ TD対 A, A は定理 5.1, 系 5.2
より TD関係式をみたすので，[8]より，A, A は TD対の定義にある条件 (1), (2)をみたすから
である．この節では，T -moduleとしての V の既約性を論じ，次に A-moduleとしての既約性を
論じ，最後に次の三つの定理を結論として得る．S(`; a) を (52) にて定義したスカラーの集合と
する．
定理 7.1. A, A を第 5節にて構成した第一種プレ TD対とする．
(i) T -module V が既約であることは，
b =2 fa  d2 ; a+ d2g (150)
をみたすこと及び Drinfel'd polynomial PV (x) が (!+!

2 + 1 + d)
2 で消えないこと，すな
わち，
(!+!2 + 1 + d) =2 S(`; a) [ fbg (151)
をみたすことと同値である．
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! !2 =2 S(`; a) [ fbg (152)
をみたすことと同値である．とくに，A, A が TD対になることは (150), (151), (152)が成
り立つことと同値である．
定理 7.2. A, A を第 5節にて構成した第二種プレ TD対とする．
(i) T -module V が既約であることは，
b =2 fa  d2 ; a+ d2g (153)
をみたすこと及び Drinfel'd polynomial PV (x)が !2 + 1 + dで消えないこと，すなわち，
 (!2 + 1 + d) =2 S(`; a) [ fbg (154)
をみたすことと同値である．
(ii) A-module V が既約であることは，(153), (154)が成り立つこと及び Drinfel'd polynomial
PV (x)が  !2 で消えないこと，すなわち，
!
2 =2 S(`; a) [ fbg (155)
をみたすことと同値である．とくに，A, A が TD対になることは，(153), (154), (155)が
成り立つことと同値である．
定理 7.3. A, A を第 5節にて構成した第三種プレ TD対とする．
(i) T -module V が既約であることは，
a 6= b (156)
をみたすこと及び Drinfel'd polynomial PV (x)が 0で消えないこと，すなわち，
a 6= 0; b 6= 0 (157)
をみたすことと同値である．
(ii) A-module V が既約であることは，(156), (157)が成り立つこと及び Drinfel'd polynomial
PV (x)が  1で消えないこと，すなわち，
a 6= 1; b 6= 1 (158)
をみたすことと同値である．とくに，A, A が TD対になることは，(156), (157), (158)が
成り立つことと同値である．
しばらくの間，プレ TD対A, Aの種類を指定しないことにする：すなわち，第一種，第二種，第
三種のいずれかであるとする．まず，T -module V の既約性を論じる．V = V (`; a)
V (1; b)は Ui
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(0  i  d)の直和に分解されるのであった（ただし，Ui は (104)のもの）．Rd(u0  u00) = 0又は
Ld(u`u01) = 0ならば，V は T -moduleとして可約となることが容易にわかる．LdRd(u0u00) =
d  u0 
 u00 であるから，d 6= 0のときに限り T -module V は既約である．Drinfel'd polynomial
PV (x)の定義 (49), (50), (51)より，
PV (
0) = ( 1)d d
(hh)d(d!)2
を得る―――ここで，
0 は (56) のスカラーである．よって，T -module V が既約であるならば，
PV (
0) 6= 0でなければならない．定理 6.1より，T -module V が既約になるための必要条件とし
て (151), (154), (157)を得る．
他方，(130)―――これは第二種，第三種プレ TD対でも成り立つ―――より，
d = (1    d 1)(1    d 1)(0 +   + d 1)(0 +   + d 1)
が成り立つ．よって，次を得る．
補題 7.4. T -module V が既約であるならば，d 6= 0である．さらに，次の三つは同値である：
(1) d 6= 0.
(2) PV (
0) 6= 0, ただし，
0 は (56)のスカラーである．
(3) (1    d 1)(1    d 1)(0 +   + d 1)(0 +   + d 1) 6= 0.
Ri, Li+1 を Uj (1  j  d  1)の基底 uj 1 
 u01, uj 
 u00 に関する写像
RjUi : Ui  ! Ui+1;
LjUi+1 : Ui+1  ! Ui


























となる．補題 7.4, (159), (160)より，ただちに次を得る．
命題 7.5. d 6= 0ならば，写像 RjUi : Ui  ! Ui+1, LjUi+1 : Ui+1  ! Ui はどちらも全単射であ
る (1  i  d  2).
今から d 6= 0 を仮定する．T -module V がいつ既約になるかを知りたい．V は可約であると
仮定する．このとき，TW  W , 0 6= W 6= V をみたす V の部分空間 W が存在する．命題 7.5
より，
dimW \ Ui = 1; 1  i  d  1
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となるかW = V となるかのいずれかである．W \ U0 6= 0, W \ U0 = 0のいずれかに限り起こ




(W \ Ui) (161)




(W \ Ui) (162)
と表される．(161)が起こることと次が同値であることは容易にわかる：
RiU0 = L
d iUd; 0  i  d: (163)
このとき，W \ Ui = RiU0 = Ld 1Ud が成り立つ (0  i  d). (162)が起こることと次が同値で
あることは容易にわかる：
kerLijUi = kerRd ijUi ; 1  i  d  1; (164)
ここで ker は線型写像の核を表す．このとき，W \ Ui = kerLijUi = kerRd ijUi が成り立つ
(1  i  d  1). よって，仮定 d 6= 0のもとで，T -module V が可約であることと (163), (164)
のいずれかが成り立つことは同値である．d 6= 0ならば，i = 0, dに対して (163)はつねに成り
立つことに注意する．
(159), (160)より，1  i  d  1に対して，
Ri 1   R0 = i 1    1





Li+1   Ld = i+1    d 1

i
i +   + d 1





i 1 +   + 0 i
i 

i +   + d 1

(165)
が消えることと同値である．また，1  i  d  1に対して，
Rd 1   Ri = d 1    i+1(i; d 1 +   + i);
L1   Li = 1    i 1(0 +   + i 1; i )




i d 1 +   + i










2 + 1) h
(i  d)(i  a+ !+!2 + 1 + d2 )
hi(i+ a+ !+!

2 + 1 +
d
2 ) h
(i  d)(i  b+ !+!2 + 1 + d)

: (167)
これが任意の i (1  i  d  1)に対して消えることは






2 + 1 +
d
2 ) h(d  i)(i+ b+ !+!

2 + 1 + d)
 hi(i  b+ !+!2 + 1) h(i  d)(i  a+ !+!






になり，これが任意の i (1  i  d  1)に対して消えることは
b = a  d2 又は b =  a  d2 (170)
が成り立つことと同値である．したがって，第一種プレ TD対 A, A に対して，T -module V が
既約であることは d 6= 0かつ (168)も (170)も成り立たないことと同値である．定理 7.1(i)を示
した．






と置き，第 5 節にて説明したように，h ! 0 なる極限を取る．すると，(167) において，a0, b0,
h
0 をそれぞれ a, b, h と置き直して，
det

hi(i+ b+ !2 + 1) h
(i  d)






を得る．これが任意の i (1  i  d  1)に対して消えることは
b = a+ d2 (172)




hi(i+ a+ !2 + 1 +
d
2 ) h(d  i)(i+ b+ !2 + 1 + d) hi h(i  d)

(173)
を得る．これが任意の i (1  i  d  1)に対して消えることは
b = a  d2 (174)
が成り立つことと同値である．したがって，第二種プレ TD対 A, A に対して，T -module V が
既約となることは d 6= 0かつ (172)も (174)も成り立たないことと同値である．定理 7.2(i)を示
した．
プレ TD対 A, A が第三種のとき，(171), (173)において a = !(a0  12 ), b = !(b0  12 ), ! = h
0
h
として，第 5節にて説明したように，h! 0なる極限を取る．(171)において，a0, b0, h0 をそれぞ







を得る．これが任意の i (1  i  d  1)に対して消えることは
b = a (175)






を得る．これが任意の i (1  i  d   1)に対して消えることは (175)が成り立つことと同値であ
る．したがって，第三種プレ TD 対 A, A に対して，T -module V が既約であることは，d 6= 0
かつ (175)が成り立たないことと同値である．定理 7.3(i)を示した．
次に，A-module V の既約性を論じる．V が A-moduleとして既約ならば，明かに T -module
としても既約である―――なぜなら，Aは T の部分代数であるからである．この節の残りでは，V は









を持つのであった．ここで，Vi (resp. V i )は固有値 i (resp. i )に関する固有空間である．ただ
し，固有値は種類に応じて (31), (33), (35) (resp. (32), (34), (36))によって与えられる．式 (118),
(119)は第一種プレ TD対 A, A だけでなく，第二種，第三種に対しても成り立つことに注意す
る．しばらくの間，プレ TD対 A, A の種類を指定しないことにする．(119)より，Vi と Ui の間
に自然な同型：
Vi ' Vi +   + Vd=Vi+1 +   + Vd
= Ui +   + Ud=Ui+1 +   + Ud ' Ui (176)
がある．Fi を V =
Ld
j=0 Uj から Ui への上への射影とする:






FijVi : Vi  ! Ui
は全単射である (0  i  d).




j から V i への上への射影とする：
Ei : V =
dM
j=0
V j  ! V i :
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命題 7.7. T -module V は既約であるとする．このとき，V が A-moduleとして既約であること
は E0V0 6= 0が成り立つことと同値である．
まず，V は A-module として既約であると仮定し，E0V0 6= 0 となることを示す．プレ TD 対
A, A は，定理 5.1, 系 5.2 より TD関係式をみたすのであった．このことは A, A が TD対にな
ることを導く [8]. TD対ならば一般に E0V0 6= 0が成り立つことはよく知られているが，この事実
の簡潔な証明を与えることにする．E0V0 = 0と仮定する．このとき，明らかに
V0  V 1 +   + V d (178)
である．
~Ui = (V0 +   + Vi) \ (V i+1 +   + V d ); 0  i  d  1
と置けば，TD対の定義より，包含関係
(A  i) ~Ui  ~Ui 1; (A   i ) ~Ui  ~Ui+1
がただちに従う―――ただし， ~U 1 = 0, ~Ud = 0 である. とくに，部分空間 ~U0 +    + ~Ud 1 は
A-不変である．(178) より，この部分空間は ~U0 = V0 を含み，V 1 +    + V d に含まれるので，
A-module V は可約となる．これは矛盾である．
次に，E0V0 6= 0を仮定する．W (W 6= 0)を A-不変な V の部分空間とする．W = V を示す．




V 0i ; V
0
i = W \ Vi;
となる．ただし，i > r に対して V 0i = 0を許し，
r = Minfi jW \ Vi 6= 0g
である．(119)は
Vi +   + Vd = Ui +   + Ud
であった．よって，V 0i は Ui +    + Ud に含まれる．とくに，FrV 0i = 0 (i > r), よって，
FrW = FrV
0
r . したがって，補題 7.6より写像
FrjV 0r : V 0r  ! FrW (179)
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は全単射である．r の定義より V 0r 6= 0となるので，(179)より FrW 6= 0となることに注意する．
他方，W は Ur +   + Ud に含まれるから，
FjW = 0 (j < r) (180)
が成り立つ．




wi; wi = Fiw 2 Ui
と書く．A を w に作用させる．w 2 V 0r  Vr より，Aw = rw = r
Pd
i=r wi を得る．他方，
A = R+F , Fwi = iwiである．よって，Aw = rwr+
Pd
i=r+1(Rwi 1+iwi), Rwi 1+iwi 2 Ui
を得る．したがって，rwi = Rwi 1 + iwi, すなわち，
wi =
1






r ); r + 1  i  d (182)
が成り立つ．(A  r)(A  r+1)    (A  j )を w =
Pd
i=r wi に作用させる．(A  r)(A 
r+1)    (A   j )w 2 W であることに注意する．(180) より，Lj r+1wj = 0 (j = r, r + 1,
. . . , d)が成り立つ．したがって，
kerLj r+1jUj  FjV 0r ; r  j  d (183)
を得る．とくに，kerLjUr  FrV 0r . V 0r 6= 0 であるから，(179) より FrV 0r 6= 0. したがって，
kerLjUr 6= 0. T -module V は既約であった．よって，d 6= 0. 命題 7.5より，2  i  dに対して
kerLjUi = 0. よって，
r = 0又は r = 1 (184)
でなければならない．
まず，r = 0を仮定する．すなわち，V 00 6= 0を仮定する．W = V を示す．dimV0 = 1であるこ
とに注意する―――これは補題 7.6における同型 V0 ' U0 から従う．よって，V 00 = V0. E0V0 6= 0
を仮定していた．よって，E0V 00 6= 0. 明らかに E0V 00  V 0 だが，(118)より V 0 = U0 であるか
ら V 0 の次元は 1である．したがって，E0V 00 = V 0 = U0 であり，(177)より，A-不変部分空間
W は E0V 00 を含み，よって，U0 を含む．結局，(A  i 1)    (A  0)U0 = RiU0 より，
W  RiU0; 0  i  d
を得，(A   i j+1)    (A   i )RiU0 = LjRiU0 より，
W  LjRiU0; 0  j  i  d
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を得る．これを繰り返して
W  LikRik 1   Li2Ri1U0
を得る―――ここで，i1, i2, . . . , ik は任意の非負整数列である．よって，W  T U0. T -module V
は既約であったので，T U0 = V ,よって，W = V を得る．
次に，(184) において r = 1 を仮定する．これが起らないことを示す． ~W を FiV 01 , 0  i  d
によって張られる V の部分空間とする．(180) より，F0V 01 = 0. d 6= 0 であった．よって，
LdUd = U0，とくに，kerLdjUd = 0. (183)より，FdV 01 = 0. よって， ~W は FiV 01 , 1  i  d  1
によって張られる．仮定 r = 1 より V 01 6= 0 であることに注意する．(179) より，F1V 01 6= 0. 命
題 7.5 より，RjUi : Ui  ! Ui+1 (1  i  d   2) は全単射であるから，(182) より，FiV 01 6= 0
(1  i  d   1). 他方，(183) より，FiV 01 は kerLijUi に含まれる (1  i  d   1). 命題 7.5 よ
り，Lji+1 : Ui+1  ! Ui (1  i  d  2)は全単射であるから，dimkerLijUi = dimkerLjU1 = 1
(1  i  d  1). 0 6= FiV 01  kerLijUi より，
kerLijUi = FiV 01 ; 1  i  d  1:
したがって， ~W は kerLijUi (1  i  d  1)により張られる．よって， ~W は Lの作用に関して不
変である．(182)より， ~W は Rの作用に関しても不変であるから， ~W は T -不変部分空間である．
これは T -module V の既約性に反する．命題 7.7を証明した．
補題 7.8. v 2 V0 とし，v =
Pd







(0   j)(0   j )

iw0









j )wi = L




(0   j ) 1

Liwi (185)







が成り立つ．LiRiw0 = iw0 より，この補題は (185), (186)より従う．
A, A を第一種プレ TD対とする．(31), (32)より，
dY
j=i+1





(j + 1 + !)(j + 1 + !)
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2   (j + 1 + !+!2 )2

w0 (187)





A, A を第二種プレ TD対とする．このとき，(33), (34)より，
dY
j=i+1














( !2   j   !2   1)w0
を得る．したがって，E0V0 6= 0は Drinfel'd polynomial PV (x)が x =  !2 で消えないことと同
値である．定理 7.2(ii)を証明した．
A, A を第三種プレ TD対とする．(35), (36)より，
dY
j=i+1










を得る．したがって，E0V0 6= 0は Drinfel'd polynomial PV (x)が x =  1で消えないことと同値
である．定理 7.3(ii)を証明した．
8 シェイプ 1, 2, . . . , 2, 1の II型 TD対の分類
この節では，定理 7.1, 7.2, 7.3の例でシェイプ 1, 2, . . . , 2, 1の II型 TD対はすべて尽される
ことを示す．このことによりシェイプ 1, 2, . . . , 2, 1の II型 TD対の分類が完了する．
定理 8.1. A, A をシェイプ 1, 2, . . . , 2, 1 の II 型 TD 対とする．このとき，TD 対 A, A は
第 5節にて構成したもので定理 7.1(ii), 7.2(ii), 7.3(ii)をみたすものと同型である．TD対 A, A
の同型類は (figdi=0; fi gdi=0; (~a;~b))と一対一に対応する．ただし，figdi=0 (resp. fi gdi=0)は A
(resp. A)の固有値であり，A, A がベクトル空間 V ' V (`; a)
 V (1; b) (d = `+ 1)へ作用した
とき，第一種，第二種，第三種に応じて ~a = a2, a, a; ~b = b2, b, bとおく．
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A, A を第 5 節にて構成したプレ TD 対とする．A, A が第一種のとき，(135) より，任意の












a2   (j + 2 + ~!)2 (188)
が成り立つことに注意する―――ただし，~! = 12 (! + ! + d) である．i = 1, 2 として連立方程式
(188)を a2, b2 について解くと，a2 は
 







2d(d  1)(hh)2 = 0; (189)
の解であり，b2 は
b2 =  (d  1)a2 + 1
4


























2d(d  1)(hh)2 = 0; (191)
b =  (d  1)a  d
2
(3 + ! + d)  1
hh
(192)











2d(d  1)(hh)2 = 0; (193)




定理 8.1の証明. B, B をシェイプ 1, 2, . . . , 2, 1の II型 TD対とする．TD対 B, B に関する
TD系 (fVigdi=0; fV i gdi=0)を固定する．(figdi=0; fi gdi=0; (1; 2))をこの TD系における B, B
のデータとする．
B, B が第一種の場合のみ扱う―――すなわち，(31), (32)が成り立つ．他の二つの場合も同じよ
うに扱うことができる．B, B のデータから，a2 に関する二次方程式 (189)が得られ，b2 は (190)
より決まる．このデータとスカラー a, b を用いて，a, bを evaluation parametersとし，figdi=0,
fi gdi=0 を固有値として持つ TD系 (fVigdi=0; fV i gdi=0)上のプレ TD対 A, A を第 5節のように
して構成する．次の二つをみたすとき，データは non-singularであると呼ぶことにする：(1) 二
次方程式 (189)は a2 について相異なる解を持ち，(2) どちらの解においても，スカラー a, bは定理
7.1のおける条件 (150), (151), (152)をみたす．B, B のデータが non-singularならば，どのプ
レ TD対も TD対になり，それらのデータは B, B のものと一致する．命題 4.3より，同じデー
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タの TD対は高々 2個である．よって，B, B は定理 7.1で構成した TD対のうちの一つと一致
する．
B, B のデータが non-singular とは限らないとき，figdi=0, fi gdi=0 を固定し 1, 2 を動か
す．f"ng1n=0 を n ! 1 のとき 0 に収束する正の実数列とする．このとき，j1   1(n)j < "n,
j2   2(n)j < "n をみたし，データ
 figdi=0; fi gdi=0; (1(n); 2(n))が non-singularとなるよ
うな列 1(n), 2(n)が存在する．non-singularなデータは上の条件 (1), (2)という numericalな
条件で定義されていることに注意する．t2 を TD対 B, B の行列 X2 の (2,2)成分とする．(100)
の下で説明したように，t2 は係数が x1, s1 (および i) の多項式である二次方程式 (100) の解で
あることに注意する．さらに，(102)により，x1 = 1, s1 = 2 であることに注意する．補助的な
データ  figdi=0; fi gdi=0; (1(n); 2(n)) は non-singular であるから，このデータは evaluation
parametersが a(n), b(n)であるプレ TD対 A(n), A(n)を与え，A(n), A(n)は TD対になる．
t2(n)を TD対 A(n), A(n)の行列 X2 の (2,2)成分とする．このとき，補助的なデータから得ら
れる二つの TD対のうちで適当な方を選ぶことにより， n ! 1のとき t2(n)は t2 に収束すると
してよい．これは，1(n), 2(n)が 1, 2 に収束し，t2 は係数が 1, 2 である二次方程式の解で
ある一方, t2(n)は 1, 2 を形式的に 1(n), 2(n)で置き換えて得られる二次方程式の解であるこ
とによる．補助的なデータは non-singularであるから，t2(n)に関する解は二つ存在することに注
意する．
figdi=0 (resp. fi(n)gdi=0)を TD対 B, B (resp. A(n), A(n))に対して (101)によって定義
される列とする．このとき，i(n)は n!1のとき i に収束する．これは，1(n), 2(n), t2(n)
が 1, 2, t2 に収束し，命題 4.3の証明にて見たように，x1 = 1, s1 = 2, t2 (resp. 1(n), 2(n),
t2(n))は B, B (resp. A(n), A(n))のすべてのパラメータを連続的に決定するからである．
TD 対 B, B のデータを用いて (189), (190) の解として，スカラー a, b を定める． TD 対
A(n), A(n) の evaluation parameters a(n), b(n) は i, a, b を i(n), a(n), b(n) で置き換えた
(188)をみたし，i(n)は i に収束するので，必要なら部分列を選んで a(n), b(n)は (189), (190)
の適当な解 a, bに収束するとしてよい．TD系 (fVigdi=0; fV i gdi=0)上のプレ TD対 A, A で，そ
の evaluation parametersは a, bであり，i (resp. i )を Aの Vi 上 (resp. A の V i 上) での固
有値とするようなものを第 5節のようにして構成する．このとき，figdi=0 は (188)によって与え
られ，a(n) ! a, b(n) ! b, (n) ! i (n ! 1) であるから，プレ TD 対 A, A の figdi=0 は
TD 対 B, B のものと一致する．特に d 6= 0 が成り立つ．なぜなら d = 0 とすると，TD 対
B, B の既約性に反するからである．従ってプレ TD対 A, A に対して，(159), (160)における
行列 Ri, Li+1 を考えれば，これらは命題 7.5によってフルランクとなる．更に RU0 6= LR2U0 が
プレ TD 対 A, A に対して成立する．なぜなら RU0 = LR2U0 とすると，補題 4.1 の証明と同
様の議論により (163) が成立してしまうが，この場合はプレ TD 対 A, A は L 対から生じる列
figdi=0 を持ってしまい，列 figdi=0 を共有するところの TD対 B, B がシェイプ 1, 2, . . . , 2, 1
を持つことに反する．以上によりプレ TD対 A, A は (62), (63)のような基底 ~ui (0  i  d), ~u0i
(1  i  d  1)を持ち，従ってこの基底に関する行列 Xi が (65), (66)のように定まる．定理 5.1
によりプレ TD対 A, A に対する R, Lは TD関係式をみたすので，命題 4.3の証明は A, A に
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ついてそのまま通用し，行列 Xi は x1 = 1, s1 = 2, t2 によって決まる．A, A と B, B は 1,
2, t2 を共有するので，A, A と B, B の Xi は一致する．故に A, A と B, B は同型であり，
TD対 B, B は第 5節のようにして構成できることが示された．
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