In this study, some refinements of some nonlinear integral inequalities with weakly singular kernels for functions in two independent variables are established.The obtained results extend some results known in the literature. The paper ends up with two illustrative examples to highlight the utility of our results.
Introduction
Integral inequalities play a dominant role in the study quantitative properties of solutions of differential and integral equations. One of the most famous inequalities of this type is known as "Gronwall's inequality", "Bellman's inequality," or "Gronwall-Bellman's inequality"see [1, 2, 3, 8, 9, 12] . Recently, the celebrated Gronwall inequality and its generalizations play increasingly important roles in the qualitative analysis of differential, integral and integro-differential equations.These Gronwall -Bellman type inequalities established have proved to be useful in the research of boundedness, uniqueness, and continuous dependence of solutions to differential and integral equations as well as difference equations. In the book [4] , D. Henry proposed a method to estimate solutions of linear integral inequality with weakly singular kernel. His inequality plays the same role in the geometric theory of parabolic partial differential equations (see [4, 11] ) as the well known Gronwall inequality in the theory of ordinary differential equations.Ye et al. [5] proved a generalization of this type of inequalities and used it to study the dependence of the solution on the order and the initial condition of a fractional differential equation.
In this paper, we study a certain class of nonlinear weakly singular integral inequalities of Wendroff Type which extend some known weakly singular inequalities for functions in two variables and can be used in the analysis of various problems in the theory of certain classes of integral equations and evolution equations.
Preliminaries
Now in this section we give some basic Lemmas which are used in our subsequent discussions.
In the following, R denotes the set of real numbers, N denotes the set of integer numbers,
Lemma 2.1. [7] Assume that a ≥ 0, p ≥ q ≥ 0 and p = 0 then
for any k > 0.
Lemma 2.2. (discrete Jensen inequality). Let n ∈ N, a 1 , a 2 , ..., a n be nonnegative real numbers.Then, for r > 1, (a 1 + a 2 + ...a n ) r ≤ n r−1 (a r 1 + a r 2 + ...a r a ). Lemma 2.3. (see [9, page 329]) Let u(x, y), p(x, y), q(x, y) and k(x, y) be nonnegative continuous functions defined for for (x, y) ∈ D, where
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Ψ(x, y) =w(x, y) + 2 n−1 L n h n (x, y) × y 0 x 0 A n (s,t)w(s,t)dsdt × exp 2 n−1 L n y 0 x 0 A n (s,t) (3.3) h n (s,t)dsdt) ,(3.
4)
a(x, y) = 1
A(x, y) = g (A(x, y) ) w(x, y) = 2 n−1 a n (x, y)e −n(x+y) (3.5) and
Proof. Define a function z(x, y) by z(x, y) ≤ 1
By virtue of Lemma 2.1,for any k > 0,
Applying the mean value Theorem for the function g, then for every c 1 > c 2 > 0, there exists c ∈]c 2 , c 1 [ such that
the above inequality can be rewritten as
where a(x, y) and A(x, y) are defined as in (3.4) .
The last inequality can be expressed as
we choose suitable indices m, n. Applying the Hőlder inequality with indices m, n to (3.11), we get
For the first integral in (3.12) , we have the estimate:
Therefore we obtain from (3.12) , where L is defined as in (3.5), By using Lemmas 2.2, we obtain (e −(x+y) z(x, y) n ≤2 n−1 a n (x, y)e −n(x+y) +
where v(x, y) = e −(x+y) z(x, y), w(x, y) = 2 n−1 a n (x, y)e −n(x+y) .
(3.19) By Lemma 2.3 and the last inequality, we have v n (x, y) ≤w(x, y) + 2 n−1 L n h n (x, y) (3.20) Remark 3.2. In [ 6] ,the author also discussed the inequality (3.1) given in Theorem 2.1 in the case where the function g satisfy :
and in [12] ,the authors discussed the inequality w(x, y) = 2 n−1 a n (x, y)e −n(x+y) 
Applying the mean value Theorem for the function g, then for every c 1 > c 2 > 0, there exists c ∈ ]c 2 , c 1 [such that 
where a 1 (x, y) and h 1 (x, y), A 1 (x, y) are defined as in (3.23). The inequality (3.30) is similar to the inequality (3.10). So following in a similar manner to the proof in Theorem 3.1, we get that
37)
and L 1 is defined as in (3.24). Combining (3.23), (2.31) and (3.25), we obtain the desired result. 
w 2 (x, y) =2 n−1 a n 2 (x, y)e −n(x+y) where the functions, a(x, y), h(x, y) p, q and g are as in Theorem 3.1, M is nonnegative continuous function on D and nondecresing. If u(x, y),(x, y) ∈ D , is any solution of (4.1), then by plugging (4.2) in (4.1) and applying Theorem 3.1, we obtain a bound on the solutions u(x, y) of (4.1). where g is defined as in Theorem 3.1 such that g(0) = 0 and M is defined as in Example 4.1.Then (4.1) has at most one solution.
Proof. Let z 1 (x, y) and z 2 (x, y) be two solutions of (4.1), then According to Theorem 3.1 (p = q = 1), we obtain that |z(t, s) − z(t, s)| ≤ 0, which implies z 1 (x, y) = z 2 (x, y) for (x, y) ∈ D.
