Output-only analysis considers the system excited either by operative or by natural forces, in both cases the input loading which excites the structure is considered, at least in a limited frequency band, as a white noise. Because it is not possible to find directly the spectra, it is necessary to pass through the correlation functions so as to apply the Wiener-Khintchine theorem in order to find the power spectral densities (PSDs). In the past, the modal parameters have been essentially derived by approaches that manipulated the functions mentioned above. In this paper, the modal parameters will be directly estimated from the PSDs, in the frequency domain, and from the correlation functions in the time domain. A particular attention is devoted to the problems regarding the damping ratio overestimation. This effect due to the limited time window in the correlation function estimate is highly present in the low-frequency modes and could bring to large estimation errors. Experimental examples, carried out both on cantilever beams and on an helicopter blade, are presented. They show the problems related to the techniques using the PSDs, or the correlation functions and the possibility to overcome the overestimation of the damping factors due to the triangular window, also known as Bartlett window.
Introduction
Several experimental investigations rely on the operational modal analysis due to the powerful and versatile developed algorithms. Among all the vibration-based applications that currently benefit of such approach-structural updating, damage assessment, fault detection, vibration and noise control, 1,2 -are the most remarkable. All the operational modal analysis techniques are based on the assumption that multiple non-deterministic inputs result to be a broadband Gaussian random excitation loading, whose spectrum can be considered constant almost in the frequency range of interest. Due to the non-deterministic input, the use of correlation functions is necessary to get the power spectral densities (PSDs). On the basis of the above said hypothesis, the developed methods demonstrated that it is possible to estimate the modal parameters of a structure, that is, natural frequencies, damping ratios, and mode shapes, from the knowledge of the PSDs or the correlation functions. 2 -7 Moreover, time-domainbased techniques are proposed in Refs. 8 and 9 where a state-space formulation is solved in time domain by an orthogonal-projection technique. In this paper, two direct approaches to estimate the modal parameters are proposed. The first one provides the modal parameters from the PSDs by using the least-square polynomial ratio technique. The other one supplies the same information directly from the correlation functions by the exponential least-square fitting (Prony approach). A common practice to eliminate the residual noise from the measurements consists on dividing the data contained in the recording window and averaging the correlation functions derived from the partial data blocks. However, the correlations (performed on limited recorded time functions) result to be biased by the triangular function, usually called Bartlett window. Its influence is different in the time domain or in the frequency domain. In the first case, the bias generally has a greater effect on the lowest frequencies present in the base frequency band of interest. For the highest frequency modes, which decay faster than the biasing triangular function, the damping ratios could be estimated with acceptable errors (with the same acquisition parameters). For the mid-frequency modes, the triangular function substantially affects the terminal part of the time signal, therefore it seems to be possible to obtain the damping ratios, with sufficient accuracy, by using the initial part of the decay function, instead of the total signal. On the contrary, as regarding the frequency domain approaches, a complete biased frequency response function (FRF), matrix can be derived by the PSD matrix of the output responses, in fact all the data are used in order to gain the FRF. The experimental tests, carried out on cantilever beams and on an helicopter blade, showed the troubles mentioned above. Some suggestions (also derived from the experimental tests) to overcome the problems linked to damping estimates are offered.
Theoretical Background
Assuming the responses of a linear system represented by stationary random functions, the autocorrelation function can be considered as the expected value of the product of f (t) (called f for the sake of simplicity) times the value assumed by the function in the time instant (t + τ ) (f τ ), 10 :
where p τ (f ,f τ ) is the joint probability density function (joint pdf). Because the pdf is normally unknown, supposing the ergodicity of the random functions, it is possible to apply the relationship that allows one to get the correlation for power signals, that is:
and obviously:
for the cross-correlation function between the functions f (t) and g(t). Because we have sampled signals, instead of the previous relations, the estimates must be performed as the mean lagged product:
f n g n+m (4) where N is the number of samples [equal for the two sequences f (t) and g( 
where sgn(·) represents the sign function. The previous relationship, applying the Fourier transform to both sides, provides:
where f stands for frequency, measured in Hertz. The convolution, indicated for the sake of simplicity with the asterisk, is the Hilbert transform, denoted as superscriptˆ, of G e x i x i (f ), so the PSD of the causal part of the autocorrelation function, for τ > 0, is given by:
When different locations of measurements are considered, for instance the x i (t) and the x j (t) points, the cross-correlation function, x i x j (τ ), is derived (of course this function is generally neither an odd or an even function). It is possible to split the cross correlation so as to get the even part, 7 :
and the odd part: Now summing up the two relations, one can obtain the part of the signal valid for τ ≥ 0:
The previous equation defines a causal signal, which can be written as in Eq. 5:
By performing the Fourier transform, it is possible to derive the following relationship:
which is completely similar to the one obtained in Eq. 7. In this way, taking account of the part of the correlation function (both auto and cross) valid for time greater than zero, it is always possible to get the spectral densities, with their real and imaginary parts different from zero that can be fitted with the commercial codes as well. Actually, the correlation function, numerically derived, results to be biased by the ''Bartlett'' (triangular) window, w(m) as reported in Ref. 13 , which is the autocorrelation function of the rectangular window which, in turn, determines the finite length of the recorded data. In the previous reference, it was demonstrated that for a given sampling point index m, the triangular window is given by:
Because for N → ∞ the value of w(m) tends to the unity, the correlation function estimate results asymptotically unbiased. 11, 12 So, some troubles might derive from the presence of the above-mentioned triangular window in a limited recording data. In fact, the PSDs also take account of it, and since the Fourier transform consider all the time recorded data, the bias on the damping factor estimates can be relevant. On the contrary, performing the evaluation in the time domain, this effect could be minimized. Following Ref. 13 , if the exponential decreasing function of a mode intersects the triangular window at the time τ lim , that is if:
(where τ c is the time constant of the considered mode) it is possible to derive that the limit time ought to be in the order of [1/10]τ c , supposing that the time constant is much smaller than the recording time T. Therefore, if the part of the time signal which satisfies the previous constraint is considered, for the damping estimation (in the time domain), a smaller bias can be obtained. This criteria is reported in Fig. 1 where both the triangular window and the decay of the correlation function are plotted as function of time as well as the characteristic times τ lim and τ c . As one can see, the lower is the value of τ lim (with respect to the value of τ c ) the lower is the bias induced by the triangular window (represented by the solid blue line). Otherwise, when the damping is so low that the correlation function has a triangular behavior, much longer time sequences must be considered before performing the correlations. Obviously, a trade-off between the length of the time sequences and the bias due to the triangular window must be considered. In fact, shorter time sequences allow one to eliminate more residual noise but, on the other hand, they present a greater bias due to the triangular window.
Experimental Tests

Cantilever beams
The procedures, presented in this paper, have been applied to identify the modal parameters-natural frequencies, damping ratios, and mode shapes-from the data gathered from a cantilever aluminum beam, whose dimensions were 0.2 × 0.0154 × 0.00285 m. The dynamic excitation was provided by a pencil crawling on one side of the beam, whereas the output random response acceleration was measured by four accelerometers, equally distributed along the beam span. The sampling points contained in the time window were 16,384 for a recording time equal to 20.48 s. In method performs a least-square estimate of the modal parameters by using exponential functions to fit the positive part, τ ≥ 0, of the correlation functions. In order to minimize the presence of residual random noise in such correlation functions, the recorded data was averaged over 32 time-data blocks, obtained by dividing the whole recorded data length into 32 time segments. The estimating process considered only the initial sampling points (1-151) and an order of the modal model equal to 10, that is 10 modes/poles were used to curve fitting the response data. These estimates were denoted with the superscript t. The sum of the correlations functions was also transformed into the frequency domain and the evaluation of the modal parameters was carried out with a multi-modal least-square fitting performed by a polynomial ratio (the estimates have been indicated with the superscript f ). Also for these estimates, the size of the model was 10 as in the previous case. It is worthwhile noting that because the modes are well separated in the frequency domain, the chosen model order is high enough to guarantee an acceptable level of accuracy. The poles identified using a model size equal to 10 differ less than 1% (in both the real and imaginary part) with respect to the corresponding poles estimated using a model size equal to 9 or even lower. The mean values-over the four outputs-of the first two natural frequencies are presented in Table 1 . The same procedure has been adopted for the damping ratio measurements, whose mean values have been shown in Table 2 . In the same tables, the natural frequencies and damping ratios estimated using the more traditional input-output-based estimating technique are also reported, as reference. For this case, a modal hammer was used to excite the structure. These last modal parameters are denoted with the superscript i-o. As a general comment, both the natural frequencies and the damping ratios estimated using output-only data are consistent with those gained using the input-output approach, also considering higher order modes (not reported for the sake of brevity). Specifically, the natural frequencies are practically the same, whereas the damping ratios present a non-negligible error for the lowest natural frequency, and that is due to the effect of the triangular (Bartlett) window. Indeed, the exponential function at the last data point, considered in the time-domainbased Prony estimation, had the value 0.5, against 0.7 of the Bartlett window, thus with a very limited biasing effect. On the contrary, in the frequency domain, the full window contributes to the damping bias resulting then in lower accuracy. However, the comparison of the corresponding mode shapes, estimated by the correlation functions or power spectral densities, is excellent, as depicted in Fig. 3 , where the first and the second mode, estimated using the proposed approach in the time domain, are compared with those achieved in the frequency domain. Another test has been carried out on an aluminum cantilever beam (dimensions: 0.16 × 0.015 × 0.00295 m), excited by a loudspeaker positioned at 0.08 m from the second node (starting from the clamped end) and driven with a broadband noise, see Fig. 4 for the graphical representation of the recorded time histories. The frequency band of analysis was set equal to 0-2048 Hz and the sampling points were 16,384 for a total recording time of T = 4 s. Actually the random noise had a spectrum which excited the first bending mode so badly that it was practically impossible to identify it neither in the frequency nor in the time domain. Also in this case, the natural frequencies and the mode shapes are almost the same (Table 3 and Fig. 5 ). On the contrary, about 20% relative error-between the two procedures-was found for the damping ratios associated with the first identified mode (mode # 2), as reported in Table 4 were considered in the time estimates, the damping ratio would present a small decrease ζ t 1 = 0.87 %, whereas the one associated to the second mode would be practically the same ζ 
AB-204 helicopter blade
Finally, a third example was carried out to investigate the accuracy of the proposed operational methods when dealing with a real structure. The considered structure was an AB-204 helicopter blade, whose dimensions were: span 6.100 m, chord 0.530 m, and weight 88.0 kg. 6, 14 The skin, the sandwich core, and the main spar are made by aluminum alloys. The measured frequency band was 0-100 Hz, whereas the sampling points were 2 15 . The structure was hung outdoor with rubber bands and therefore it was excited by natural events (wind). The output responses were recorded at 11 spanwise locations. In each location, the acceleration of the leading edge, the 1/4 chord, and the trailing edge were recorded by using three accelerometers. In Fig. 6 , the acceleration responses corresponding to the blade section located at 3/4 of the span are reported. Owing to the large dimensions and the high number of measuring points (33), a roving techniques was employed, so-considering a reference point necessary to get the actual mode shapes-43 time responses had to be recorded using four roving accelerometers. In Table 5 , the identified natural frequencies and damping ratios evaluated using the LMS-PolyMax input-outputbased approach are reported as reference. For this modal survey, an electrodynamic shaker was used to provide a white noise excitation, in the analysis frequency band. As in the test cases reported in the previous section, both the time and the frequency domain-based estimating techniques allowed the estimate of a modal model fully compatible with the one achieved using input-output technique. In order to investigate the sensitivity of the proposed techniques to the limited length of the recorded data, the worst cases are here highlighted, that is only the lower and higher natural frequency modes are considered in the following for brevity. Specifically, in Tables 6 and 7 the mean values of natural frequencies and damping ratios of two modes (the first and the fifth ones), obtained by the methods considered before, are reported. It is worth noting that the identification, over 16 averaged time sequences, was carried out choosing the initial sampling points (1-200) of the time correlation functions, so as to follow the rule of thumb derived by Eq. 14. The number of the complex poles, used in the Prony technique, has been increased up to 30 so as to have a good agreement-at the reference point-between the actual spectrum of the first recorded function and the one synthesized with the estimates derived in the time domain, besides a minimum of the square mean error between the two spectra. That is mainly due to the request of fitting the first bending mode that has been found close to the rigid mode. Afterwards, these estimating parameters were considered frozen and used for all the correlation without any further check.
Obviously, due to the considerations made before, if 32 time averages were considered-that is shorter time sequences for the correlation functions-a greater bias should be found, especially for the lower natural frequency mode, see Tables 8 and 9 . As happened in the previous examples, the natural frequency estimates were completely similar either by identifying them in the time or in the frequency domain both with a higher and with a lower number of sequences of the original recording on which the correlations have to be performed. The maximum error in the estimate of the natural frequencies, with respect to those from the input-output approach, is lower than 0.3%. Instead, a sensitivity of the damping ratios to the length of the time sequences is reported. From Tables 7 and 9 , it seems that using shorter time sequences, that is the ones obtained with 32 time-data blocks, provide higher damping ratios with respect of using the longer ones (16 time-data block sequences). Also, a sensitivity of the damping ratios to the estimation technique is highlighted. Specifically, a higher damping ratio estimate, associated to the first mode, is obtained when using the PSDs, or the frequency-domain-based technique, with respect to the same estimate, but performed directly using the correlation functions, or the time-domain-based technique. Such values are completely overestimated when comparing them with those gained using the LMS-PolyMax input-output approach. Indeed, the first mode presents a heavy bias due to the triangular window linked to the correlation, also in the case of long time sequences (16 data-block sequences). For these longer time sequences, the triangular window, evaluated at the 200th sampling point, is equal to 0.9, whereas the exponential function (calculated with the estimated conservative value of the time constant) is 0.7 and 0.5 for the first and the fifth mode, respectively. Therefore, the reduction in the accuracy of the damping ratio associated with that higher order mode was not met due to its greater decay rate. By comparing the damping ratio estimates of such higher order mode with the one from the input-output technique, an acceptable maximum error of about 35% is evaluated when considering the frequency domain technique. On the other hand, when considering shorter time sequences, 32 time-data blocks, the window had a value of 0.8 against 0.7 for the exponential functions. It is noteworthy that also for the damping estimation in the time domain, for the first mode, there is a contribution of the triangular window, when short sequences are considered. Finally, the mode shapes identified using the direct approach in the time domain are depicted in Figs. 7-11. Such modes are smoother and clearer, also for the two coupled modes (the third and the fourth) than the ones gained from the PSDs. Nevertheless, the mode shapes identified by both the considered techniques are in excellent agreement with those estimated using the input-output-based LMS-PolyMax approach. Indeed, a mode shape correlation up to more than 95% (in average) has been found. For the sake of shortness, only three modes-achieved from the PSDs-are shown hereafter, and precisely the first, the second, and the fourth mode, Figs. 12-14. It is worth noting that the fourth mode has a frequency very close to the third one and results to be a combination of the out-of-plane bending and torsional modes.
Concluding Remarks
The examples, shown in this paper, point out the possibility to directly obtain the modal parameters-natural frequencies, damping ratios, and mode shapes-for systems working under their actual operative conditions either from the PSDs or from the autocorrelation functions. Obviously, the assumption of a constant force spectrum-in the frequency band of interest-must be valid, at least for each session of measurements. In fact, as shown for the helicopter blade, when a point of measurement is fixed, all the data can be reduced in order to get the modes (only four accelerometers were used along with the rowing technique). The data achieved by fitting, in the frequency domain, the PSDs pointed out as the bias due to the triangular window present in the correlations of finite time sequences could provide higher evaluations of the damping factors, because the spectra consider all the triangular window. On the contrary, the estimation in the time domain, limited at the first part of the correlation functions, could limit this bias effect. It is obvious that much lower decay rates, for a given length of the time sequences, bring to much higher errors in the damping ratio evaluations. In any case, to minimize the effect of the triangular window it is necessary to consider only the first parts of the correlation functions. So, a high number of shorter sequences permits to eliminate the residual random noise, on the other hand a low number of longer time functions allows one to minimize the bias effect due to the triangular window (with the same decay rates of the considered modes). In conclusion, the approach in the time domain, that directly uses the correlation functions, seems to be straighter and more efficient in the estimation of modal parameters, for systems in their actual working conditions, with respect to other methods based on the analysis carried out on the PSDs.
