Classification of images obtained from satellites is a challenge now-a-days in order to know the information contained by them. This requires the adaption of the present state-of-art classifiers. Correct information can be retrieved only with good classification method. But single classifier may not meet the requirement, so that ensemble techniques are preferable. For classification with three or more classes various methods are AdaboostM2, LPBoost, TotalBoost, RUSBoost, Subspace, Discriminant etc etc. It is possible to create an ensemble for classification by combining any of these. Out of these, we have considered random subspace (RS) and discriminant classifiers for ensemble. Here bagging method preferred. This ensemble can be used for weak learners also. To judge whether the classifier is giving correct information or not validation is important. To validate this ensemble technique we have considered 50,100,150 and 200 sample points, examined the accuracy and necessary parameters. The nature of the proposed method for the above said number of sample points is discussed.
INTRODUCTION
Classification is playing major role in the extraction of information contained by the satellite images. During this processof classification several problems may come across like accuracy, misclassification etc. There are several classifiers like Support vector machine, K nearest neighbors, neural network, maximumlikelihood [1] [2] [3] .But to improve accuracy and to reduce misclassification single classifier is not sufficient. To strengthen the classification efficiency two or more base classifiers need to combine.This is possible by ensemble of several classifiers [4] [5] [6] .
The prediction capability of the ensemble classifier model can be increased by the attributes. These will support training processof classifier in case of uncertain tuples thereby correct prediction possible. With all these procedure, a high accuracy is possible by ensemble classifiers compared to single classifiers. Ensemble procedure consists of bagging, boosting. Bagging process will generate various training data.
With repeated sampling a new training sets can be derived from original sets. If we repeated N times, N number of new data sets will be generated.After this, boosting is required to enhance the quality of the ensemble model [7] . Random subspace is the majorly using ensemble strategy and this procedure is taken place in feature space. To get final data set majority voting is preferred. For boosting the algorithm used generally is AdaBoost. This will combine a set of weak classifiers into a strong classifier. Weak classifiers are nothing but whose accuracy is lesser than expected. Boosting algorithm will modify the weight instances to make the classifiers stronger.The high accurate classifiers will acquire high weights in the final model.Discriminant Analysis is better method of classification. This will produce more accurate and less complex models [8] [9] .
II.ENSEMBLE BASED CLASSIFIERS
This can be possible by combining several methods [10] . These are developed to increase the performance of the prediction. All the benefits of individual classifier can be reached with ensemble methodology. The basic steps in ensemble discriminant classifier are data sets which resembles original data set. With repeated training the required data sets can be obtained. This is possible with subspace methodology. One such method considered is Random Subspace. This will results effective training data sets using majority voting rule. After this, boosting is required to convert weak classifiers to strong classifiers. For this AdaBoost algorithm is preferred. These two processes are explained using algorithms.
Random Subspace Classifier
This is one kind of ensemble classifier. This will have several classifiers in a subspace of data feature space. The output of this classifier is depends on individual classifier results by majority voting rule. The classifiers that can be combined to get Random subspace classifier are linear classifier, nearestneighbour classification, support vector machine etc. The advantage of Random Subspace is, this algorithm subspace the original data size. The obtained training objects are smaller for the original data but larger for the subspace data. The original data size is decreased, whereas the training object size remains same. RS Algorithm DOI 10.29042/2018 DOI 10.29042/ -2714 DOI 10.29042/ -2718 Random Subspace will build the one base classifier on each subset by taking samples of original feature set. The class label is assigned by ensemble using majority voting or averaging output probabilities. Let f={x,..xn} be the set of 'g'features. To construct an RS ensemble with 'q' classifiers, collect 'q' samples. Every feature subset is a subspace of K and a classifier is trainedby base classifiers like, K-nearest neighbour Support Vector machine, Discriminant analysis. The final ensemble decision will betaken by majority vote. This indicates the ability of Random Subspace to handle huge data dimensionality.Because of this, the classifier under training can be trained effectively for small subspaces and the ratio of feature-to-instance is also highly increased. With this procedure there is no disturbance to get more accuracy. The parameters required by Random Subspace ensemble are (i) feature subset cardinality (ii) size of the ensemble. 
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Algorithm 1 is Random Subspace algorithm and Algorithm 2 is AdaBoost algorithm for boosting. Using these algorithms, ensemble discriminant classifier is framed to get more accuracy than single base classifiers. This is efficient technique to extract the information in satellite images [11] [12] .
III. RESULTS AND DISCUSSIONS
The random subspace technique is preferred for the extraction of information in satellite images. This kind of method improves the accuracy. The classes defined here as A,B,C, and D. The input image is shown in figure1 (a). Figure 1(b) is the clustered output (SOM).The original image is of size 8000x8000 approximately, but this is resized to 512x512 for our convenience (Matlab). Table 1 , is the confusion matrix for 50 validation points. Table 2 consists of quality measurements. In this table, parameters like precision,recall, specificity and f1score are calculated along with overall accuracy. Tables 3,5 
