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High-dimensional non-linear dynamics that can learn and generate audio signal were con-
structed. Currently, studies of neural networks were actively conducted by many researchers.
Brain activity of human were partially reproduced as mathematical models. In this research,
we conducts on the auditory information processing of humans. Humans perceive and recog-
nize auditory signal and reproduce this audio signal by singing or by using music instruments.
High-dimensional non-linear system that can learn and generate audio signal were constructed
based on the mechanism of auditory information processing. Here, we reproduce the sine wave
generator based on the echo state network proposed by H. Jaeger, and analyzed the influences of
parameters on the performance of the network. Furthermore, we conducted on the reproduction
of audio signal using the echo state network. Audio data were applied as teacher signals, and the
network is trained so that the network generates the given audio data. The network successfully
captures the feature of the audio data.
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第2章 モデル
2.1 Echo State Network
Echo State Networkとは 2001年にH. Jaegerが考案したニューラルネットワークモデル
である [3]．本研究ではこのモデルを用いて研究を進める [3]．ここで Echo State Network
の仕組みと特性を述べる．
2.1.1 ネットワークの構成
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x(n+ 1) = f(W inu(n+ 1) +Wx(n) +W backy(n)) (2.1)
　
ここで nは時系列データの時間である．中間層のニューロンの数をN とすると，x(n)は
時間 nにおける i番目のニューロンの状態で長さN のベクトルである．winは入力層と中
間層を繋ぐシナプス結合であり，長さN のベクトルである．u(n)は時間 nにおける入力
層の状態である．本研究では，入力層は考慮しないためこの部分は省略する．W は中間
層同士を繋ぐシナプス結合であり，N × N 行列である．W back は出力層から中間層に向
かって接続されたシナプス結合であり，出力層のニューロン数をKとするとN × K行列




Y = f(XW out) (2.2)
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Y は出力層のニューロンの状態を表し，L × K 行列である．X は中間層のニューロンの
状態であり，L × N 行列である．W outは中間層から出力層へ刺激を伝達するシナプス結











3. 結合の強さを表すパラメータ αをW1にかけ，W とする：
W = αW1 (2.4)
最大固有値の絶対値の逆数をW0 にかける理由は，学習の安定性を高めるためである．














として中間層のニューロンの状態の L0から Lまで収集した行列M を定める．行列M は
(L− L0) × N 行列である．また教師信号に tanh−1をかけたものの L0から Lの表す行列
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を T とする．行列 T は複数の教師信号を考慮し，(L− L0) × K 行列とする．式 (2.2)の
Y が T の値をとれば教師信号を正しく学習・生成する高次元非線形ダイナミクスが構築で
きる．従ってW outの学習は以下の式で行われる．




教師信号 T となるW outを求める．
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　本研究では，教師信号d(n)は式 (3.1)で表される周期 25のサイン波を用い，時間nを 0か














(y(n1)− d(n2))2 + (y(n1 − 3)− d(n2 − 3))2 (3.2)
3.2 実験結果　周期の長いサイン波
3.2.1 N = 50の場合
中間層のニューロン数N を 50に設定し，実験を行う．初期値をランダムに与え，αを
0から 2まで 0.1刻みで変化させ出力・学習を行い誤差Eを計算する．この実験を 100回
繰り返して平均をとったものを平均誤差，最小値をとったものを平均誤差とする．図 3.1
が αに対しての平均誤差を示したグラフであり，図 3.2が αに対して最小誤差を示したグ
ラフである．
　図 3.1，図 3.2から N = 50の時のパラメータ αの最適な値が推測できる．図 2.1では
α = 0.0から α = 0.8に近づくにつれ平均誤差の値が減少している．また α = 0.8から
α = 2.0の間は平均誤差が緩やかに減少している．図 2.2では α = 0.0から α = 0.4の間は
他の αの値に比べ最小誤差が大きい．また，α = 0.4以上は最小誤差が 0に近い値である．
6
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図 3.1: N = 50時のαを動かした時の平均誤
差の変化
図 3.2: N = 50時のαを動かした時の最小誤
差の変化
次に，特徴的な結果が得られた αの時の出力と時間遅れ座標の軌道から適切な αの値





　次に，結合の強さ αを最小誤差が 0に近い値をとる 0.5として実験を行ったところ，3
つの特徴的な出力が観測された．図 3.4は α = 0.5，N = 50の応答の 1つである．出力が
教師信号と類似していること，時間遅れ座標の軌道が出力と教師信号で同じ軌道を描いて
いることから学習・生成は成功と言える．初期値から教師信号と同様の時系列データに変
化している．この時の誤差Eは 0.00436であり，図 3.2が示す最小誤差の 0に近い値はこ
の出力の値だと考えられる．
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図 3.4: N = 50，α = 0.50時の 1つ目の応答．
各グラフは図 3.3と同じ構成である．
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図 3.5: N = 50，α = 0.50時の 2つ目の応答．
各グラフは図 3.3と同じ構成である．
図 3.6: N = 50，α = 0.50時の 3つ目の応答．
各グラフは図 3.3と同じ構成である．
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3.2.2 N = 100の場合
次に中間層のニューロン数Nを 100に変更し，αが誤差Eに与える影響を調べる.N = 50
の時と同様に平均誤差と最小誤差を算出する．図 3.7が αに対しての平均誤差を示した
グラフである．図 3.1と比べると平均誤差の最小値が小さいことがわかる．α = 0.1から
α = 1.0に近づくにつれ平均誤差が減少している．また，α = 1.0から α = 2.0に向けて平
均誤差が緩やかに増大している．図 3.8が αに対して最小誤差を示したグラフである．図
3.2に比べると最小誤差が大きい部分が多いことがわかる．特に α = 0から α = 0.2では
誤差が大きい．また，α = 1.0からは最小誤差が 0から緩やかに増大している．
図 3.7: N = 100時の αを動かした時の平均
誤差の変化
図 3.8: N = 100時の αを動かした時の最小
誤差の変化
次に，特徴的な結果が得られた αの時の出力と時間遅れ座標の軌道から適切な αの値
を考察する．平均誤差が一番大きい α=0.1の時の出力を観察する．図 3.9は N = 100，
α = 0.1の応答の 1つである．出力のグラフをみると学習に失敗しており，教師信号から
大きく外れた部分が数多く存在することがわかる．誤差Eは 0.314であり，α = 0.1は学
習・生成には向かないと言える．図 3.10は最小誤差が最も大きいN = 100，α = 0.22の時
の応答である．図から見てわかる通り，学習・生成の両方に失敗している．この時の誤差
Eは 0.662であり，α = 0.22も適切な値ではないと言える．
　 α = 0.5から α = 1.0では，初期値を与え直しても図 3.3のような出力が観測された．
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図 3.9: N = 100，α = 0.1時の応答．各グラ
フは図 3.3と同じ構成である．
図 3.10: N = 100，α = 0.22時の応答．各グ
ラフは図 3.3と同じ構成である．
3.2.3 N = 150の場合
　次に中間層のニューロン数 N を 150に変更し，αが誤差 E に与える影響を調べる．
N = 50の時と同様に平均誤差 Eと最小誤差 Eを算出する．図 3.11が αに対しての平均
誤差を示したグラフである．図 3.7と殆ど同じ形であることがわかる．図 3.12は αに対し
て最小誤差を示したグラフである．図 3.12は図 3.8と比較して，最小誤差が α = 0.2から
α = 0.25付近で 0に近い値をとっていることが観測できる．
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図 3.11: N = 150時のαを動かした時の平均
誤差の変化




で図 3.3のような出力結果となる．また，α = 0.2未満，α = 0.25から α = 0.4付近では
図 2.10のように学習・生成に失敗する．一方で α = 1.0付近では殆どの確率で教師信号を
正しく学習した出力が得られる．従って，N = 150の場合も適切な結合の強さを与えるこ
とで高い精度で正しく学習・生成される．
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図 3.13: N = 150，α = 0.62時の応答．各グラフは図 3.3と同じ構成である．
以上より，サイン波の学習・生成を正しく行うには中間層のニューロン数N が 100又
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3.3.1 N = 50の場合
　まず，N = 50として αを 0から 2まで動かした時の誤差 E に与える影響を考える．




る．図 3.14では α = 0.7付近に向けて平均誤差の値が減少している．また，α = 0.7から
α = 2.0において平均誤差は緩やかに増大していることがわかる．図 3.15では α = 0.25
以下で最小誤差が 0.05から 0.1までの値を取り，α = 0.25より大きい場合は最小誤差が 0
に近い値をとる．
d(n) = sin(n × 2pi
10
)(n = 0, 1, 2,…, 300) (3.3)
図 3.14: N = 50時の αを動かした時の平均
誤差の変化
図 3.15: N = 50時の αを動かした時の最小
誤差の変化
次に，特徴的な結果が得られた αの時の出力と時間遅れ座標の軌道から適切な αの値
を考察する．結果は周期 25のサイン波と同等の結果となった．N = 50ではどの αの値
でも安定した出力は見込めず，α = 0.25以下では正しく学習・生成できない．図 3.16は
α = 0.05，N = 50の時の応答である．出力が教師信号と異なっており，時間遅れグラフの
赤点の部分と青線の部分が重なっていないことから学習に失敗している．この時の誤差関
数Eは 0.533であることからも，α = 0.05は学習・生成に適さないことがわかる．α = 0.7
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図 3.16: N = 50，α = 0.05の時の応答．
上：非線形ダイナミクスの出力．横軸が時間 n，縦軸が出力 y(n)である．
中：教師信号．横軸が時間 n，縦軸が教師信号 d(n)である．
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3.3.2 N = 100の場合
次に，中間層のニューロン数を N = 100に変更し αが誤差 E に与える影響を調べる．
N = 50の時と同様に平均誤差と最小誤差を算出する．図 3.17が αに対しての平均誤差
を示したグラフである．α = 0.0から α = 0.6付近まで平均誤差が減少している．また，
α = 0.6から α = 2.0まで緩やかに増大している．加えて，図 3.14と比較すると平均誤差
の最小値がN = 100の方が小さい．図 3.18が αに対して最小誤差を示したグラフである．
α = 0.1から α = 0.2までの間以外は最小誤差が 0に近い値になる．従って，α = 0.0から
α = 0.1までは平均誤差は高いものの，教師信号と非常に近い出力が得られる場合がある
と推測される．
図 3.17: N = 100時のαを動かした時の平均
誤差の変化
図 3.18: N = 100時のαを動かした時の最小
誤差の変化
次に，特徴的な結果が得られた αの時の出力と時間遅れ座標の軌道から適切な αの値





時では見られなかった．図 3.20は α = 0.61，N = 100の時の応答である．このパラメー
タ αでは，安定して学習・生成に成功する．従って，αを正しく決定することができれば，
N = 50よりN = 100の方が学習・生成に適していると言える．
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図 3.19: N = 100，α = 0.11時の応答．各グ
ラフは図 3.16と同じ構成である．
図 3.20: N = 100，α = 0.61時の応答．各グ
ラフは図 3.16と同じ構成である．
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3.3.3 N = 150の場合
次に，中間層のニューロン数N = 150としてαが誤差Eに与える影響を調べる．N = 50
の時と同様に平均誤差と最小誤差を算出する．図 3.21が αに対しての平均誤差を示した
グラフである．α = 0.0から α = 0.5付近まで平均誤差が減少している．また，図 3.17に
比べると平均誤差の最小値が大きい．図 3.22が αに対して最小誤差を示したグラフであ
る．図から α = 0.25未満に最小誤差の値の変動が見られる．また，αが 1より大きくなる
につれて最小誤差が増大している．
図 3.21: N = 150時のαを動かした時の平均
誤差の変化
図 3.22: N = 150時のαを動かした時の最小
誤差の変化
次に，特徴的な結果が得られた αの時の出力と時間遅れ座標の軌道から適切な αの値を




る．初期値を複数回与え直しても，正しい学習・生成は行えないことから α = 0.11は適




し，実験を行ったが高い確率で正しく学習・生成できる．従って，α = 0.5付近がN = 150
における適切な結合の強さと言える．
18
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図 3.23: N = 150，α = 0.11時の応答．各グ
ラフは図 3.16と同じ構成である．
図 3.24: N = 150，α = 0.52時の応答．各グ
ラフは図 3.16と同じ構成である．
19
BA Thesis at Future University Hakodate, 2017 Kanata Ara




N = 50の場合では，全ての αに対しても学習・生成が安定しなかった．このことから周
期的な時系列データの学習に対して中間層のニューロン数 N = 50では少ないと言える．
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w(n) = 0.54− 0.46 cos 2π n
N











　図 4.2は高次元非線形ダイナミクスに学習させる教師信号である．時間nは 0から 917の
間で計算する．低いドを表す周波数 130.81Hzを含む振幅の時間変化の実部の時系列データ
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ムに与え，αを 0から 4まで 0.1刻みで変化させ出力・学習を行い誤差Eを計算する．この
実験を 100回繰り返して最大値をとったものを最大誤差，平均値をとったものを平均誤差，
最小値をとったものを平均誤差とし，グラフ化したものが図 4.3である．はじめに最大誤
差の変動を確認する．α = 0から α = 1.2までは最大誤差が 1.7辺りをとっている．また，
α = 1.2から最大誤差が減少している．そこから緩やかに増大し，α = 1.7では最大誤差
が 1.7付近まで増大している．次に，平均誤差の変動を確認する．α = 0.0から α = 0.6に
向かって平均誤差が減少している．また α = 0.6から α = 2.0に向かって緩やかに上昇し
ている．次に最小誤差の変動を確認する．α = 0.1未満で最小誤差が 1.4となり，α = 0.1
から α = 0.25で最小誤差が 0.1になる．また，α = 0.25から α = 0.47で再び最小誤差が
増大している．α = 0.5辺りからは，最小誤差が 0.05付近である．
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図 4.3: N=50の時の誤差．青：最大誤差．緑：平均誤差．赤：最小誤差．
次に，特徴的な結果が得られた αの時の出力と出力の軌道から適切な αの値を考察す
る．図 4.4は α = 0.03とした時の応答である．図 4.4を見ると出力に失敗しており，出力
の軌道を見ても教師信号と全く重なっていない．誤差 E は 1.82であることからも学習・
生成共に失敗していることがわかる．従って α = 0.03は学習・生成に適さない．
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図 4.4: N = 50，α = 0.03とした時の応答．1番目のグラフ：高次元非線形ダイナミクス
の出力．横軸が n，縦軸が上から y1, y2, y3, y4である．
2番めのグラフ：教師信号．横軸が n，縦軸が上から d1, d2, d3, d4である．
3番目のグラフ：y1, y3の軌道と d1, d3の軌道．横軸が y1及び d1，縦軸が y3及び d3の値
である．赤線が教師信号，青線が出力の軌道を示す．
4番目のグラフ：y2, y4の軌道と d2, d4の軌道．横軸が y2及び d2，縦軸が y4及び d4の値
である．赤線が教師信号，青線が出力の軌道を示す．
25
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図 4.5: N = 50，α=0.75とした時の応答．構成は図 4.4と同じ．
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4.4.2 N=100とした時の応答
次に中間層のニューロン数Nを 100として高次元非線形ダイナミクスを構築し，N = 50
と同じ実験を行った．図 4.6は αに対する最大誤差，平均誤差，最小誤差の変化を表した
グラフである．はじめに最大誤差の変化を観察する．α = 0から α = 0.6まで最大誤差は
1.8付近を取り続ける．α = 0.6から α = 1.1に向かって急速に減少し，α = 2.0まで増減
を繰り返す．α = 2.0からは一定して小さい値を取り続ける．次に平均誤差の変化を観察
する．α = 0.0から α = 0.5までは平均誤差は 1.7付近をとり，α = 0.5から α = 1.0に向
け減少する．そこから α = 4.0まで小さい値を取り続ける．次は最小誤差の変化を観察す
る．α = 0.0から α = 0.5までは平均誤差は 1.6付近をとり，α = 0.5から α = 0.8に向け
減少する．そこから α = 4.0まで小さい値を取り続ける．
図 4.6: N = 100の時の誤差．青：最大誤差．緑：平均誤差．赤：最小誤差．
次に，特徴的な結果が得られた αの時の出力と出力の軌道から適切な αの値を考察す
る．図 4.7は α = 0.1，N = 100とした時の応答である．図 4.8から観測される結果と誤
差 E は 1.89であることから，学習・生成に失敗していることがわかる．従って α = 0.1
は学習・生成に適さない．しかし，図 4.4に比べて多くの値をとっていることがわかる．
　次に α = 1.2の出力を観察する．図 4.8は α = 1.2，N = 100とした時の応答である．
出力に教師信号の音が鳴っている部分と音が鳴っていない部分の特徴が見られる．これは









　次に α = 2.5の出力を観察する．図 4.9は α = 2.5，N = 100とした時の応答である．
出力と出力の軌道を見ると全ての出力が同じような形になっている．これは結合の強さ α
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が大きくしたことによって，中間層のニューロンが 2値をとる時系列データとなり正しく
学習が行われなかったことに起因すると考えられる．この働きが図 4.6において α = 2.0
以上で誤差が一定して小さい値を取る理由であると考えられる．誤差は小さいが教師信号
の特徴を捉えているとは言えない．従ってN = 100では α = 1.2が学習・生成に適してい
ると言える．
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図 4.7: N = 100，α=0.1とした時の応答．構成は図 4.4と同じ．
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図 4.8: N = 100，α=1.2とした時の応答．構成は図 4.4と同じ．
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図 4.9: N = 100，α=2.5とした時の応答．構成は図 4.4と同じ．
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4.4.3 N = 150とした時の応答




図 4.10: N = 150の時の誤差．青：最大誤差．緑：平均誤差．赤：最小誤差．
次に，特徴的な結果が得られた αの時の出力と出力の軌道から適切な αの値を考察す
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図 4.11: N = 150，α=0.98とした時の応答．構成は図 4.4と同じ．
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実験では中間層のニューロン数Nを 50，100，150と変更し，応答を観測した．N = 50の
ときは誤差Eが小さいが，教師信号の特徴を捉えきれていない出力がみられた．これは教
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イン波を出力可能な Sine Wave Generatorという非線形ダイナミクスの構築を行った．ま
たパラメータN，αが学習・生成の精度に与える影響を調べた．周期 25のサイン波を学習
する際には中間層のニューロン数N = 100及び 150，α = 0.61付近が望ましい．また，周
期の早いサイン波の学習・生成を試み，さらにパラメータN，αが学習・生成の精度に与
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