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Abstract
We define a graph algebra version of the stationary phase integration over
the coadjoint orbits in the Reshetikhin formula for the colored Jones-HOMFLY
polynomial. As a result, we obtain a ‘universal’ U(1)-RCC invariant of links in
rational homology spheres, which determines the U(1)-RCC invariants based on
simple Lie algebras. We formulate a rationality conjecture about the structure
of this invariant.
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1 Introduction
1.1 Motivation
A classical topology interpretation of ‘quantum’ invariants of knots, links and 3-manifolds
still remains an open question. A discovery of the Alexander polynomial inside the colored
Jones polynomial as well as a discovery of the Casson-Walker invariant inside the Witten-
Reshetikhin-Turaev invariant of rational homology spheres suggests that quantum invariants
are somehow packed up with classical invariants (both known and unknown). Thus the ap-
propriate unpacking of quantum invariants may lead to a discovery of new classical invariants
which may, in turn, provide a solution to long-standing puzzles of 3-dimensional topology.
The main method of unpacking the quantum invariants is splitting them into invariants
of finite type. For rational homology spheres, this procedure seems to correspond to the
isolation of the contribution of the trivial connection to the Witten-Reshetikhin-Turaev in-
variant in the semi-classical limit of q −→ 1. It turns out that the best way of implementing
the same procedure for the Jones polynomial of knots and links is not to study the trivial
connection contribution in the limit q −→ 1, α1, . . . , αL = const (which would amount to
simply expanding the colored Jones polynomial in powers of q − 1), but rather to isolate
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a contribution of the U(1)-reducible flat connections in the knot or link complement (we
abbreviate this contribution as U(1)-RCC) to the colored Jones polynomial in the limit
q −→ 1, qα1 , . . . , qαL = const, (1.1)
where α1, . . . , αN are colors (dimensions of SU(2) modules) assigned to the components of
an L-component link. This approach yields the following formula [11] for the colored Jones
polynomial of a knot K ⊂ S3:
Jα(K; q) = [α]
∆A(K; qα)
(
1 +
∞∑
n=1
Pn(K; qα)
∆2nA (K; qα)
(q − 1)n
)
. (1.2)
Here [α] = (qα − q−α)/(q1 − q−1), ∆A(K; t) is the Alexander polynomial of K normalized by
the condition ∆A(unknot; t) = 1 and
Pn(K; t) ∈ Z[t, t−1] (1.3)
are polynomial invariants of K which, due to the manner of their appearance in eq. (1.2),
may have a classical topology interpretation similar to that of the Alexander polynomial
and Casson-Walker invariant. The formula (1.2) itself should be interpreted as an equation
between the expansion of both sides in powers of q− 1 and α (known as the Melvin-Morton
expansion of the colored Jones polynomial).
Since the expansion of Jα(K; q) in powers of q − 1 can be deduced from the Kontsevich
integral of K, then equation (1.2) implies that Kontsevich integral has a special ‘rational’
structure which matches the structure of the r.h.s. of eq.(1.2). The corresponding conjecture
about Kontsevich integral was formulated in [14] and A. Kricker proved it in [7] (a stronger
version was proved by S. Garoufalidis and A. Kricker in [4]). The conjecture states that the
coefficients at individual graphs in the Kontsevich integral of K can be assembled into ‘uni-
versal’ polynomials which determine the polynomials Pn(K; t) of expansions of the type (1.2)
for colored Jones-HOMFLY polynomials based on any simple Lie algebra.
The case of links is less simple than that of knots. On one hand, S. Garoufalidis and
A. Kricker [4] proved the rationality of Kontsevich integral for boundary links. On the other
hand, the R-matrix calculation, which led to eq. (1.2) for knots, can be repeated for the
opposite class of ‘sufficiently connected’ links (that is, links whose Alexander polynomial is
not identically equal to 0). This R-matrix calculation yields a U(1)-RCC invariant of an
oriented link L, which has the form
Jˇ (r)(L; t1, . . . , tL; h) = 1
h
1
∇A(L; t1, . . . , tL)
(
1 +
∞∑
n=1
Pn(L; t1, . . . , tL)
∇2nA (L; t1, . . . , tL)
hn
)
, (1.4)
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where ∇A(L; t1, . . . , tL) is the Alexander ‘polynomial’ of L in the normalization
∇A(unknot; t) =
1
(t1/2 − t−1/2) ,
which is appropriate for links, while
Pn(L; t1, . . . , tL) ∈ Z[t±1/21 , . . . , t±1/2L , 1/2] (1.5)
are polynomial invariants of L. Path integral arguments suggest that the expression
q
1
4
∑L
i,j=1 lijαiαj Jˇ (r)(L; qα; q − 1) (1.6)
represents a contribution of one of 2L−1 U(1)-reducible flat connections in S3 \L with appro-
priate monodromies to the colored Jones polynomial Jα(L; q) in the semi-classical limit (1.1).
In contrast to the knot case, the expression (1.6) does not determine the whole Jones poly-
nomial through a simple relation similar to (1.2)2. Also, deriving the series (1.4) from the
Kontsevich integral of L requires a few extra steps outlined in [13]:
link L 1−→
Kontsevich
intergral
of L in B
2−→
Wheeled
Kontsevich
intergral
of L in B
3−→
Reshetikhin
integrand
for Jα(L; q)
4−→
U(1)-RCC
invariant
of L
(1.7)
Here B is the space of (1,3)-valent graphs with cyclic ordering at 3-valent vertices, and
1-valent vertices labeled by (that is, assigned to) components of L. Map 1 is a standard
combination of Kontsevich integral (which maps L into the space A) and a PBW sym-
metrization map (which identifies A with B). Map 2 is the wheeling map defined in [2] (it
maps B into B). Map 3 is a link version of the application of the ‘wheeled’ su(2) weight
system. Instead of simply attaching the shifted highest weights of su(2) modules to the
1-valent vertices of the graphs (as we did in the case of knots), we also have to perform a
Kirillov-type integration over their (co-)adjoint orbits in order to recover the colored Jones
polynomial. In the limit (1.1), the stationary phase approximation may be applied to this
integral. Map 4 picks up a contribution of a particular stationary phase point corresponding
to all integrands belonging to the same Cartan subalgebra.
The goal of this paper is to remove the Lie algeba from the maps 3,4. In other words, we
will describe the stationary phase integration in Reshetikhin integral purely in diagrammatic
2A knot relation (1.2) is rather an exception which, from the path integral point of view, is due to the fact
that a U(1)-reducible connection is the only flat connection in the knot complement when the monodromy
along the meridian of the knot is sufficiently small.
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terms. This integration will become a map from the gaussian expressions in B into a new
space QD. The image of L in QD will be a ‘universal’ U(1)-RCC invariant in the following
sense: for any simple Lie algebra g and for any assignment of its modules to components
of L, the g-based U(1)-RCC invariant can be obtained by applying an appropriate weight
system to the image of L in QD, so that instead of the sequence (1.7) we may use a new one
link L 1−→
Kontsevich
intergral
of L in B
2−→
Wheeled
Kontsevich
intergral
of L in B
5−→
Universal
U(1)-RCC
invariant
of L in QD
6−→
U(1)-RCC invariant
related to
the g-Jones
polynomial of L
(1.8)
where map 5 is the diagrammatic stationary phase integration over the (co-)adjoint orbits
and map 6 is the application of g weight system to an element of QD.
1.2 Results
Here is the outline of the paper. In Section 2 we define the Lie algebra based U(1)-RCC
invariant by performing the stationary phase integration in a familiar context of integration
over the coadjoint orbits. In Sections 3– 5 we translate this calculation into the pure language
of graphs and then in Section 6 we prove the topological invaraince of graph U(1)−RCC
invariant.
We begin Section 2 by recalling the basic facts about a Kontsevich integral of a link in
S3 and in a rational homology sphere. We look at the relation between Kontsevich integral
and the Melvin-Morton expansion of the Jones-HOMFLY polynomial. We modify it by
using Kirillov integrals instead of traces in representations and thus come to the Reshetikhin
formula for the Melvin-Morton expansion. By rescaling the integration variables, we make
the Reshetikhin integral suitable for the stationary phase approximation and define the g-
based U(1)-RCC invariant as a contribution of a particular stationary phase point (when all
the variables belong to the same Cartan subalgebra).
In Section 3 we introduce a new graph algebra in which the edges are split into their root
and Cartan parts. Then we encode Cartan legs of a graph as elements of that graph’s coho-
mology. Thus Cartan legs are converted into a symmetric algebra of the graph cohomology
space. We extend that symmetric algebra by allowing division by polynomials depending on
individual edges. Finally, we formulate basic graph operations of disconnected union and leg
gluing in terms of the cohomology.
In Section 4 we define the basic elements of differential geometry (such as functions,
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tensors, vector fields and matrix fields) on our graph algebras. We also define a determinant
of a matrix field and a formal gaussian integral and establish their properties.
In Section 5 we concentrate on the differential geometry of the graph algebra version of
a coadjoint orbit. We find an invariant measure on the orbit and study the properties of
related gaussian integrals.
In Section 6 we apply all this knowledge to define a universal U(1)-RCC invariant of an
oriented link as an integral over the ‘graph’ coadjoint orbits. We describe the structure of
this invariant and conjecture its rationality.
The main results of the paper are Theorems 6.5 and 6.6, which establish the topological
invariance of the U(1)-RCC invariant, Theorem 6.13 which relates the universal U(1)-RCC
invariant to its Lie algebra based analog, and the rationality conjecture 6.19, which suggests
that the U(1)−RCC invariant is a source of interesting polynomial invariants of links, pos-
sibly with a nice topological interpretation. As a by-product, we establish Theorem 6.15
which expresses the Alexander polynomial of a link in terms of a tree and 1-loop parts of its
Kontsevich integral. We give an alternative proof of this theorem in Appendix A. Finally,
while considering the simplest example of the graph coadjoint orbit integral, we conjecture
a graph version of the Duistermaat-Heckmann theorem (Conjecture 5.12).
1.3 Notations
Throughout the paper we will work with (1,3)-valent graphs. We assume that every graph
is endowed with a cyclic order of edges at 3-valent vertices. If that order changes at one
vertex, then we assume that the whole graph acquires a minus sign. We refer to the egdes
incident to 1-valent vertices as legs and we call the edges incident to two 3-valent vertices
internal. A graph which consists of a single edge, is called a strut.
An edge of a graph is called a bridge, if its removal increases the number of connected
components of the graph. A sequence of edges is called a path, if the beginning of the next
edge coincides with the end of the previous edge. A path without self-intersections is called
a chain. A closed chain is called a cycle. A haircomb is a graph consisting of an open chain
and legs attached to it. A wheel is a graph consisting of a cycle and legs attached to it.
We call an element of a graph algebra narrow if it is a linear combination of connected
graphs.
We use multi-index notations: x = x1, . . . , xL, where in topological applications L is
usually a number of components of a link L. x(i) denotes the same sequence x1, . . . , xL but
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with xi removed. We also use the following notations for exponentials and scalar products
ex = ex1 , . . . , exL, (x, y) = (x1, y), . . . , (xL, y). (1.9)
G is a simple Lie group, g is its Lie algebra. T ⊂ G is a maximal torus and h ⊂ g is a
corresponding Cartan subalgebra. g∗ and h∗ are dual spaces of g and h. Lie algebra splits
into a sum g = h ⊕ r, where r is the span of the root spaces. We assume that g has an
invariant scalar product (normalized in such a way that the length of short roots is
√
2),
so we do not always distinguish g from g∗. We use vector notations ~x for their elements.
∆g ⊂ h∗ denotes the set of all roots of g, ∆+ ⊂ h∗ denotes the set of positive roots of g, and
we denote ~ρ =
∑
~λ∈∆+
~λ. Sometimes we will assume that ∆g,∆+ ⊂ h, root being transferred
from h∗ to h with the help of the scalar product. V~α denotes a module of g with highest
weight ~α− ~ρ.
L denotes an L-component link either in S3 or in a rational homology sphere M . The
numbers ℓij denote the linking numbers between its components.
For a ring R, Q(R) denotes the field of its fractions.
2 A Lie algebra based U(1)-RCC invariant
2.1 Kontsevich integral and colored Jones-HOMFLY polynomial
Let us recall some basic facts about Kontsevich integral of links (we refer the reader to [3]
and references therein). We will work with links in rational homology spheres, but we start
with a link in S3. Let L be an L-component oriented dotted Morse link. In other words, we
assume that L is imbedded in R3, and a dot is marked on each component. Then Kontsevich
integral ZA(L) of L takes value in the space A(↑1 · · · ↑L). This is a (factored over the
STU relations) space of (1,3)-valent graphs, whose 1-valent vertices are placed on L oriented
segments, which correspond to the link components. The paper [3] uses the notation A(↑L),
where L is a finite set of labels, in our case X obviously denotes the set of link components,
so
L = {1, . . . , L}; (2.1)
we will abuse notations by using L directly instead of L, thus writing A(↑L) when we deal
with Kontsevich integral of L.
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Note that ZA(L) is not an invariant of the link L, because it depends on the positions
of the dots on the link components. This dependence could be eliminated, had we defined
Kontsevich integral as taking values in the space A( ❥✻1, . . . , ❥✻L), in which the 1-valent
vertices of (1,3)-valent graphs are placed on oriented circles. However, we have to keep the
dots, since we are about to pass from A(↑L) to BL.
The space B˜L is a space of (1,3)-valent graphs, whose 1-valent vertices (or, equivalently,
legs) are assigned to the elements of L. The vertices which carry the same label (that is,
element of L), are considered equivalent and may be permuted when an isomorphism between
two graphs is considered. The space BL is a quotient of B˜L over its subspace B˜L,IHX, which
is a span of the IHX relation.
The space BL is a bi-graded algebra. The multiplication of two graphs is defined as their
disjoint union. The unit of this multiplication is the empty graph, and we denote it as 1.
The two gradings that are preserved by the multiplication of BL are
deg1D = #(edges)−#(3-vertices) =
1
2
#(all vertices) = #(1-vertices) + χ(D), (2.2)
deg2D = #(edges)−#(all vertices) = χ(D) = deg1D −#(1-vertices), (2.3)
where χ(D) = #(edges) − #(all vertices) is the (opposite) Euler characteristic of D. The
grading deg1 is also compatible with the multiplication in the algebra A(↑L).
A transition from A(↑L) to BL is produced by the Poincare-Birkhoff-Witt symmetrization
of the order in which 1-valent vertices appear on the oriented segments. The inverse map is
denoted as
χˆ : BL → A(↑L). (2.4)
We define ZB(L) as the Kontsevich integral of L with value in BL, which in line with (2.1)
is, of course, a space of (1,3)-valent graphs, whose 1-valent vertices are labeled by components
of L or simply by the numbers 1, . . . , L. In other words,
ZA(L) = χˆ(ZB(L)). (2.5)
If L is in a rational homology sphere M , then we present it as a surgery on the framed
L′ part of a combined link L∪L′ ∈ S3. Then ZA(L,M) is defined with the help of the LMO
map [8] or its A˚rhus version [3]. Namely, we first symmetrize all legs of ZA(L ∪ L′) which
are attached to the components of L′, and then we apply the LMO or A˚rhus map to those
legs. The result is ZA(L,M) ∈ A(↑L). Then we pass from it to ZB(L,M) ∈ BL in exactly
the same way as we did it for L ∈ S3. Therefore from now on we consider L to be a link in
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a rational homology sphere M , and since M will always be the same, we drop it from our
notations.
By using the fact that ZB(L) (by definition) has coefficient 1 at the empty graph, we can
define the logarithm of ZB(L)
W (L) = logZB(L) (2.6)
by the formula log(1 + x) =
∑∞
n=1(−1)n−1xn/n. We call an element of a graph algebra
narrow, if it can be presented as a linear combination of connected graphs. An important
property of Kontsevich integral is that W (L) is narrow.
As we have mentioned, W (L) depends on a presentation of L as a dotted Morse link.
However, the strut part of W (L) is topologically invariant and, in fact, is well-known to be
Wstr(L) = 1
2
L∑
i,j=1
ℓij i j , (2.7)
where ℓij are the linking numbers of L.
Let G be a compact Lie group, g be its Lie algebra and h ⊂ g its Cartan subalgebra.
We assume that g is equipped with a positive-definite Killing form, so we will not make a
consistent effort to distinguish between g, h and their dual spaces g∗, h∗. Let ~α ∈ h∗ be the
highest weights (shifted by a half-sum of positive roots) of G-modules V~α1 , . . . , V~αL assigned
to the components of L. We denote by J~α(L; q) the colored Jones polynomial of L which
corresponds to this data. It is well-known that it has an expansion in powers of ~ = log q
J~α(L; q) =
(
L∏
j=1
dim V~αj
)
∞∑
n=0
pn(L; ~α)~n, (2.8)
where the link invariants pn(L; ~α) are Weyl-invariant polynomials of ~α. This expansion can
be derived from ZB(L). The standard method is to step back to ZA(L) through eq.(2.5) and
then apply the g weight system. The weight system is applied in two steps:
A(↑L) T
1,~
g−−−→ ((Ug)⊗L)G [[~]] TrV~α−−−→ C[[~]] (2.9)
The map T 1,~g is a combination of two maps. First, a graph D ∈ A(↑L) is multiplied by
~deg1D. Then the map A(↑L) Tg−→((Ug)⊗L)G is applied. Let us recall the definition [1] of two
similar maps (which we denote by the same symbol)
A(↑L) Tg−→((Ug)⊗|L|)G, BL Tg−→((Sg)⊗|L|)G, (2.10)
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where |L| denotes the number of elements in L. Let fg ∈
∧3
g∗ be the structure constant
tensor of g and let hg ∈ S2g∗ be the positive definite Killing metric on g normalized in such
a way that short roots have length
√
2. We denote by h−1g ∈ S2g its inverse matrix. Now let
D be a (1,3)-valent graph with n1(D) 1-valent vertices, n3(D) 3-valent vertices and ne(D)
edges. Assume for a moment that all 1-valent vertices of D have distinct labels. Associate
a space
∧3
g∗ with each 3-vertex of D and a space S2g with each edge of D. Consider their
tensor products
(∧3
g∗
)⊗n3(D) and (S2g)⊗ne(D). There is a natural ‘index contraction’ map(∧3
g∗
)⊗n3(D) ⊗ (S2g)⊗ne(D) CD−−−→ g⊗n1(D), (2.11)
which pairs up the spaces g and g∗ from incident egdes and 3-valent vertices, so that the
spaces g of edges which are incident to 1-valent vertices remain uncontracted. Then we
define T˜g(D) as
f⊗n3(D)g ⊗ (h−1g )⊗ne(D) CD7−→ T˜g(D) ∈ g⊗n1(D). (2.12)
Now, as we know, if the graphD is an element ofA(↑L), then the STU relations project T˜g(D)
naturally to Tg(D) ∈ ((Ug)⊗|L|)G, whereas if D is an element of BL, then the equivalences
between 1-vertices project T˜g(D) to Tg(D) ∈ ((Sg)⊗|L|)G.
The map TrV~α of (2.9) evaluates the traces of the elements of Ug in g-modules V~α1 , . . . , V~αL
assigned to the link components. Finally,
J~α(L; q) = TrV~α T 1,~g (ZA(L)). (2.13)
Remark 2.1 Since there is a natural inclusion g →֒ gC, then we may consider fg and h−1g
as elements of
∧3
g∗
C
and S2gC. Obviously, both maps (2.9) commute with complexification.
The complexified version of (2.9) will be more convenient later when we split g into a Car-
tan subalgebra h and the space of roots r, because the adjoint action of h on r could be
diagonalized over C.
2.2 Wheeling, Kirillov integral and Reshetikhin formula
An alternative way of deriving the expansion (2.8) from Kontsevich integral is based on
Kirillov’s integral formula for the trace map TrV~α . Let Sg
βg−→Ug be the Poincare-Birkhoff-
Witt symmetrization isomorphism and let D(j
1/2
g ) : Sg → Sg be the Duflo isomorphism
(see [2] and references therein). For an element ~α ∈ h∗ let O~α ⊂ g∗ be its coadjoint orbit
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equipped with the integration measure derived from the Kirillov-Kostant symplectic form.
Then the following square is commutative
Sg
βg−−−→ UgyD(j1/2g ) yTrV~α
Sg
∫
O~α−−−→ C
(2.14)
Here the map
∫
O~α
: Sg→ C means the following: the space Sg is naturally isomorphic to the
space of polynomial functions on g∗ and these polynomials can be integrated over O~α.
According to [2], Duflo isomorphism can be performed at the graph level as a wheeling
map Ωˆ. Here is the definition of Ωˆj acting on the legs of the graphs of BL assigned to the
link component Lj. We define the ‘modified Bernoulli numbers’ b2n by the expansion
1
2
log
(
sinh(x/2)
(x/2)
)
=
∞∑
n=1
b2n x
2n. (2.15)
Then we define Ω ∈ B as the exponential
Ω = exp
(
−
∞∑
n=1
b2nω2n
)
, (2.16)
where ω2n is a circle with 2n radial edges attached to it
3. Following the notations of [3], we
label the 1-valent vertices of the graphs of BL with link components by assigning to them
formal variables x. We also assign the dual variable ∂xj to all the 1-valent vertices of Ω thus
producing Ωj = Ω(∂xj ). Now for any F ∈ BL
ΩˆjF = Ωj ♭ F, (2.17)
where the operation ♭ was defined in [3] as the ‘application of derivatives’ ∂xj of Ωj to the
variables xj sitting at some 1-valent vertices of F . This application of the derivatives means
that the corresponding edges of Ωj and F are joined into single edges:
s
∂xj
♭ s
xj
= s s (2.18)
Denote by ΩˆL the composition of the wheeling maps Ωˆj for all the link components of L.
This map allows us to extend a commutative square (2.14) to a commutative diagram (cf.
3In contrast to [2], we placed an extra minus sign in the exponent of the formula for Ω. Thus our ‘wheeling’
in the inverse of the wheeling of [2].
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the monster diagram of [2])
A(↑L)
Tg
##
BL
χˆ
66
Tg
//
ΩˆL

((Sg)⊗L)G
βg
//
DL(j
1/2
g )

((Ug)⊗L)G
TrV~α
BL Tg // ((Sg)⊗L)G
∫
O~α // C
(2.19)
Since the map (2.4) is the graph algebra counterpart of the PBW symmetrization map βg,
then the upper triange of (2.19) is commutative. The maps Tg : BL → ((Sg)⊗L)G convert
(1,3)-valent graphs into the elements of ((Sg)⊗L)G by placing the structure constants of g
at 3-valent vertices and contracting indices along the internal edges, while DL(j
1/2
g ) is the
Dulfo isomorphism applied to all components of the tensor product ((Sg)⊗L)G. We also used
a shortcut notation O~α for O~α1 × · · · × O~αL .
The G-invariance of the elements of ((Sg)⊗L)Gmeans that we can omit one of the integrals
in
∫
O~α
, replacing it by the volume of the coadjoint orbit. Since VolO~α = dimV~α, then in the
context of the diagram (2.19)∫
O~α
= dimV~αk evk;~αk
∫
O~α(k)
, 1 ≤ k ≤ L, (2.20)
where evk;~α : ((Sg)
⊗L)G → (Sg)⊗(L−1) evaluates the elements of the k-th component of
((Sg)⊗L)G (considered as polynomials on h∗) on ~α.
It is easy to see that the wheeling map Ωˆ does not change the degree (2.2) of graphs,
therefore we can replace Tg by T 1,~g and add [[~]] to the spaces ((Sg)⊗L)G, ((Ug)⊗L)G and C
in the diagram (2.19) without spoiling its commutativity.
A combination of equations (2.5) and (2.13) demonstrates that
J~α(L; q) = TrV~α ◦T 1,~g ◦ χˆ(ZB(L)). (2.21)
At the same time, the [[h]] version of the diagram (2.19) shows that
TrV~α ◦T 1,~g ◦ χˆ =
∫
O~α
T 1,~g ◦ ΩˆL. (2.22)
Thus we obtain the alternative version of eq.(2.13)
J~α(L; q) =
∫
O~α
T 1,~g ◦ ΩˆL(ZB(L)). (2.23)
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Let us look more closely at the wheeled Kontsevich integral
ZΩB (L) = ΩˆL(ZB(L)). (2.24)
According to [3], the operation ♭ between two exponentials of connected graphs is itself an
exponential of connected graphs, whose structure is described in Exercise 2.4 of [3] (one just
has to expand both exponentials, apply ♭ and then pick only connected graphs – they will
make up the exponent of the resulting exponential). Therefore
ZΩB (L) = exp(WΩ(L)) (2.25)
and WΩ(L) ∈ BL is narrow. The strut part of WΩ(L) is the same as that of W (L):
WΩstr(L) =
1
2
L∑
i,j=1
ℓij i j , (2.26)
The maps Tg and T 1,~g are algebra homomorphisms, so
T 1,~g (ZΩB (L)) = exp(T 1,~g (WΩ(L))), (2.27)
and we proved the following
Theorem 2.2 (Reshetikhin’s formula) The expansion of the colored Jones-HOMFLY
polynomial of a link L ⊂ S3 in powers of ~ = log q can be presented as Kirillov’s inte-
gral over the coadjoint orbits of the (shifted) highest weights of G-modules assigned to the
link components
J~α(L; q) =
∫
O~α
exp(T 1,~g (WΩ(L))). (2.28)
Let us write eq.(2.28) more explicitly. First, we split WΩ(L) into a sum
WΩ(L) =
∞∑
m,n=0
WΩm,n(L), (2.29)
whereWΩm,n(L) are linear combinations of graphsD such that #(1-vertices) = m and χ(D) =
n− 1 so that according to eq.(2.2),
deg1W
Ω
m,n(L) = m+ n− 1. (2.30)
Then Tg(WΩm,n(L)) is an element of ((Sg)⊗L)G of total degree m and T 1,~g (WΩm,n(L)) is pro-
portional to ~m+n−1. Since Sg is canonically isomorphic to the algebra of polynomials on g∗,
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we can present Tg(WΩm,n(L)) as a G-invariant homogeneous polynomial Lm,n(L; ~χ) of degree
m, where ~χ ∈ g∗. Then in view of eq.(2.30),
T 1,~g WΩ(L) =
∞∑
m,n=0
Lm,n(L; ~χ) ~m+n−1, (2.31)
and we can rewrite eq.(2.28) as
J~α(L; q) =
∫
O~α
d~χ exp
(
∞∑
m,n=0
Lm,n(L; ~χ) ~m+n−1
)
. (2.32)
Since all graphs with a single leg are equal to zero in BL, we conclude that
Lm,1(L; ~χ) = 0. (2.33)
Also, since a tree graph has at least 2 legs, L0,0(L; ~χ) = 0. We deduce from eq.(2.26) that
L2,0(L; ~χ) = 1
2
L∑
i,j=1
ℓij (~χi, ~χj), (2.34)
Finally, since BL does not contain a χ(D) = 0 graph without legs, then Lm,1(L; ~χ) = 0.
Since Lm,0(L; ~χ) = Lm,1(L; ~χ) = 0 for m ≤ 1, then the exponent of the r.h.s. of eq. (2.32)
contains only strictly positive powers of ~. If we expand the exponential in Taylor series and
then integrate the coefficients at each power of ~, then we will reproduce the Melvin-Morton
expansion (2.8).
2.3 Invariant measure on a coadjoint orbit
Let us perform a substitution (2.20) and change the integration variables in eq.(2.32) from
~χj to ~Xj = ~~χj, 1 ≤ j ≤ L. Since the polynomials Lm,n(L; ~χ) are homogeneous of degree
m, then eq.(2.32) becomes
J~α(L; q) = ~−(L−1) |∆+| dimV~αk
∫
O~~α(k)
d~X(k) exp
(
∞∑
m,n=0
Lm,n(L; ~X) ~n−1,
)
(2.35)
where |∆+| = (1/2) dimO~α is the number of positive roots of g. Now for the variables ~a ∈ h∗
let us consider a formal expression
J(L;~a; ~, k) = ~−L|∆+| dg(~ak)
dg(~ρ)
∫
O~a(k)
d~X(k) exp
(
1
~
∞∑
m,n=0
Lm,n(L; ~X)
∣∣∣
~Xk=~ak
~n
)
, (2.36)
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where
dg(~a) =
∏
~λ∈∆+
(~a,~λ), (2.37)
so that dg(~α)/dg(~ρ) = dimV~α. Expression (2.36) does not make sense in itself, because the
coefficients at the powers of ~ in the exponent are formal power series in ~X, and we can not
make sense of the integral. We can only make sense of the expression J(L; ~~α; ~, k), because
in view of eq.(2.35) it can be defined as a power series in ~ and
J(L; ~~α; ~, k) = J~α(L; q). (2.38)
Despite the lack of proper definition of the whole integral (2.36), its integrand looks
suitable for the stationary phase approximation in the limit of
~ −→ 0, (q −→ 1), ~aj (= ~~αj) = const, 1 ≤ j ≤ L. (2.39)
Indeed, we may assume that a formal parameter ~ is purely imaginary; actually, this is the
case in the Quantum Field Theory approach to quantum invariants of 3d topology. The
advantage of the stationary phase approximation for us is that within its calculations the
‘honest’ integrals are essentially replaced by simple formal combinatorial manipulations with
the integrand. This combinatorics is called ‘Feynman rules’ in Quantum Field Theory.
The first step in the stationary phase approximation is to identify the stationary points
of
∑∞
m=2 Lm,0(L; ~X)
∣∣∣
~Xk=~ak
on O~a(k). Generally, this may be tricky, since
∑∞
m=2 Lm,0(L; ~X)
is only a formal power series: one might try to find the stationary points of its lowest terms
and then correct them perturbatively by taking into account the higher order terms. Luckily,
there exists a point
~X = ~a (2.40)
(that is, when all ~X belong to the same Cartan subalgebra) which is manifestly stationary
(we will check this a bit later). We are going to calculate (or, more precisely, define) its
contribution to the integral (2.36) by following the formal rules of the stationary phase
approximation. We will call the resulting power series in ~ ‘the g-based U(1)-RCC invariant’.
Let us find a convenient parametrization of O~a(k) around the point (2.40). A map
gT 7→ AdgT~a (2.41)
establishes an isomorphism between a coadjoint orbit O~a and the quotient G/T. A compo-
sition of maps
r
exp−−−→ G −−−→ G/T, (2.42)
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identifies the vicinity of the origin in the space of roots r ⊂ g with the vicinity of the identity
at G/T. Thus a composition of the maps (2.41) and (2.42) makes r a coordinate space for a
vicinity of ~a in O~a:
~X = R~a(~x), where R~a(~x) = Ade~x ~a =
∞∑
m=0
adm~x ~a
m!
. (2.43)
Let us find the measure µ~a(~x) on r which corresponds to the Kirillov-Kostant measure on
O~a. It is easy to find the measure at the origin:
µ~a(~0) = (−2π)−|∆+| dg(~a). (2.44)
(the minus sign compensates for the fact that the metric on g is negative-definite).
We are going to use the invariance of the Kirillov-Kostant measure under the adjoint
action of the elements e~y (~y ∈ r) on O~a in order to find µ~a(~x) at a general point ~x. Let us
rewrite this action in terms of r coordinates. We define a (non-linear) map F~y : r → r by a
commutative diagram
r
F~y−−−→ ryR~a yR~a
O~a
Ad
e~y−−−→ O~a
(2.45)
where the map R~a : r→ O~a is defined by eq.(2.43). This diagram implies a defining relation
for F~y(~x) and its companion F˜~y(~x)
e~ye~x = eF~y(~x) eF˜~y(~x), F˜~y(~x) ∈ h, ~y, ~x,F~y(~x) ∈ r. (2.46)
Since the integration measure µ~a(~x) has to be F~y-invariant, it must be of the ‘left-invariant’
form
µ~a(~x) = µ~a(~0)
/
det F′~x(~0), (2.47)
where F′~y(~x) = ∂F~y(~x)/∂~x is the derivative of the map F~y(~x). Since T~xr
∼= r, we assume that
F′~y(~x) : r→ r.
Theorem 2.3 The measure (2.47) is F-invariant.
Quick proof of Theorem 2.3. The F-invariant measure exists: it is a pull-back of the Kirillov-
Kostant measure by the map R~a of (2.43). Also it is unique (up to a constant factor), since
it must satisfy eq.(2.47). Therefore, the measure (2.47) is F-invariant. ✷
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This proof is based on the uniqueness of the conjugation-invariant measure on O~a. Since
our ultimate goal is to strip away Lie algebras from our calculations, we will present another
proof, which is essentially based on the combinatorics of commutators.
Combinatorial proof of Theorem 2.3. Since exp(r) ⊂ G does not form a subgroup, then
the invariance proof is a bit more subtle than the standard proof of the left-invariance of
measures like (2.47) on the whole group G. We have to learn how to compose F~y1 and F~y2 .
A relation
e~y2e~y1 = eF~y2 (~y1)eF˜~y2 (~y1) (2.48)
implies that
F~y2 ◦ F~y1 = FF~y2(~y1) ◦ Adexp(F˜~y2(~y1)). (2.49)
Since Ad
exp
(
F˜~y2(~y1)
) : r→ r is a linear map and detrAd
exp
(
F˜~y2 (~y1)
) = 1, we conclude that
det F′~y2 det F
′
~y1 = det F
′
F~y2(~y1)
(2.50)
and in particular
det F′~y2(~y1) det F
′
~y1(
~0) = det F′F~y2(~y1)
(~0). (2.51)
The latter relation means that the measure (2.47) is indeed adjoint-invariant. ✷
Now let us calculate the determinant in the measure (2.47). For a stationary phase
calculation it is sufficient to express it as a power series in ~x. Actually, it is easier to
calculate the determinant of the inverse operator F′−~x(~x). In order to find the action of that
operator on ∆~x ∈ r, we perform the following approximate calculation up to O(∆~x2)
e−~x e~x+∆~x ≈ exp
(
I − e−ad~x
ad~x
∆~x
)
≈ exp
(
Pr
I − e−ad~x
ad~x
∆~x
)
exp
(
Ph
I − e−ad~x
ad~x
∆~x
)
, (2.52)
where I is the identity operator and by definition
I − e−ad~x
ad~x
=
∞∑
n=0
(−ad~x)n
(n+ 1)!
= I +
∞∑
n=1
(−ad~x)n
(n+ 1)!
, (2.53)
while Pr, Ph are the orthogonal projectors of g onto r and h. Equation (2.52) means that
F′−~x(~x) = Pr
I − e−ad~x
ad~x
. (2.54)
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in the sense that the r.h.s. of this formula maps r ⊂ g into r. We see from eqs. (2.53)
and (2.54) that as an operator on r
F′−~x(~x) = I + Pr
∞∑
n=1
(−ad~x)n
(n+ 1)!
, (2.55)
so we can calculate its determinant as a power series in ~x through the formula
det(I + A) = exp
(
Tr log(I + A)
)
= exp
(
−
∞∑
n=1
(−1)n
n
TrAn
)
(2.56)
Thus combining eqs.(2.44), (2.47), (2.55) and (2.56) we find that
µ~a(~x) = (−2π)−|∆+| dg(~a) exp
[
−
∞∑
n=1
(−1)n
n
Trg
(
∞∑
m=1
Pr (−ad~x)m
(m+ 1)!
)n ]
. (2.57)
Note that all calculations with operators in this equation are performed in g, while the
projector Pr essentially reduces Trg to Trr.
2.4 g-based U(1)-RCC invariant as a stationary phase integral
Having presented the integration measure for the substitution (2.43) as an exponential of
the power series in ~x, we proceed to substitute
~Xj = R~aj(~xj) (1 ≤ j ≤ L, j 6= k), ~Xk = ~ak (2.58)
in the exponent of (2.36), expand it in powers of ~x and combine this expansion with the
exponent of eq.(2.57). This results in a formula
Irg(L;~a; ~, k)
= ~−L|∆+|
dg(~ak)
dg(~ρ)
×
∫
[~x(k)=0]
d~x(k)
[
exp
(
∞∑
m,n=0
Lm,n(L; R~a1(~x1), . . . ,R~aL(~xL)) ~n−1
)
L∏
j=1
µ~aj (~xj)
]∣∣∣∣∣
~xk=0
= ~−|∆+| (−2π~)(1−L)|∆+| dg(~a)
dg(~ρ)
×
∫
[~x(k)=0]
d~x(k) exp
(
1
~
∞∑
m,n=0
LRm,n(L;~a;~x(k)) ~n
)
. (2.59)
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Here dg(~a) =
∏L
j=1 dg(~aj),
∫
[~x(k)=0]
denotes the stationary phase contribution of the point
~x(k) = ~0 to the integral, while L
R
m,n(L;~a;~x(k)) are homogeneous polynomials of ~x(k) of degree
m whose coefficients are formal power series of ~a: LRm,n(L;~a;~x(k)) ∈ Q[[~a]][~x(k)].
Let us check the structure of the terms LRm,0(L;~a;~x(k)), m ≤ 2 which are crucial for the
stationary phase approximation. We will need two simple lemmas. Let D be a connected
graph with m legs from BL, all of its legs having distinct labels, and let TgD be its image in
((Ug)⊗m)G. Since TgD is of degree m, then we may consider it to be an m-linear G-invariant
function on g∗, which we denote as TgD( ~X1, . . . , ~Xm).
Lemma 2.4 If D is a tree graphs, ~a2, . . . ,~am ∈ h and ~X ∈ g, then TgD( ~X,~a2, . . . ,~am) = 0,
unless D is a strut.
Proof. If D is not a strut, then out of any m−1 of its m 1-valent vertices one can always find
a pair of 1-valent vertices connected to the same 3-valent vertex. This means that each term
in the expression of TgD( ~X,~a2, . . . ,~am) contains a commutator of the elements ~aj attached
to those 1-valent vertices. Then TgD( ~X,~a2, . . . ,~am) = 0, because all elements of h commute.
✷
Lemma 2.5 If ~a1, . . . ,~am ∈ h and ~X ∈ g, then
TgD([ ~X,~a1],~a2, . . . ,~am) = 0. (2.60)
Proof. Since TgD( ~X1, . . . , ~Xm) is invariant under adjoint action of G on its agruments, then
TgD([ ~X,~a1],~a2, . . . ,~am) = −
m∑
j=2
TgD( ~X,~a2, . . . , [~aj ,~a1], . . . ,~am). (2.61)
The r.h.s. of this equation is zero, since all [~aj ,~a1] = ~0. ✷
Obviously, LR0,0(L;~a;~x(k)) =
∑∞
m=2 Lm,0(L;~a) (we dropped m = 0, 1 in the sum, because
for them Lm,0(L; ~X) = 0). The polynomials Lm,0(L; ~X) come from Tg acting on the tree
graphs of WΩ(L), which coincide with the tree graphs of W (L), since wheeling does not
produce new tree graphs. Therefore, according to Lemma 2.4, the only contribution to
LR0,0(L;~a;~x(k)) comes from the strut part of W (L), and in view of eq.(2.7),
LR0,0(L;~a;~x(k)) =
1
2
L∑
i,j=1
ℓij (~ai,~aj) =
def
lk(L, ~a). (2.62)
The terms LR1,n(L;~a;~x(k)) (and in particular LR1,0(L;~a;~x(k))) come from all graphs of
WΩ(L). The formula R~a(~x) = ~a+ [~x,~a] +O(~x2) suggests that the contribution of a graph D
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from WΩ(L) is calculated by placing [~xj ,~aj ] at one of its 1-valent vertices and ~a at all other
1-valent vertices. Then Lemma 2.5 says that
LR1,n(L;~a;~x(k)) = 0 for all n. (2.63)
In particular, this means that there are no terms of order ~−1 in the exponent of (2.59) which
are linear in ~x(k). Thus we proved the following
Lemma 2.6 The point (2.40) is a stationary point of the exponent of (2.36).
Now we turn to LR2,0(L;~a;~x(k)). Since ~X = ~a+ [~x,~a] + (1/2)[~x, [~x,~a]] +O(~x3), the terms
of LR2,0(L;~a;~x(k)) come from tree graphs of W (L) in two ways: either by placing the double
commutator (1/2)[~xj, [~xj ,~aj]] at one of their 1-valent vertices and ~a at the others, or by
placing [~xj ,~aj] at two 1-valent vertices and ~a at the others. According to Lemma 2.4, only
the strut graphs may contribute in the first way, so the contribution of the first way is
1
4
∑
1≤i6=j≤L
i6=k
lij ([~xi, [~xi,~ai],~aj) =
1
4
∑
1≤i6=j≤L
i6=k
lij (ad~aiad~aj~xi, ~xi) (2.64)
(we neglected the first way contribution of strut graphs j j since it is canceled by their
second way contribution). It is easy to see that the only graphs contributing to LR2,0(L;~a;~x(k))
a term proportional to ~xi~xj are the ones which have the ‘haircomb’ shape of Fig. 1 up to the
cyclic order at 3-valent vertices (note that the graph of Fig. 1 contributes also to the terms
~xj1~xj, ~xi~xjm and ~xj1~xjm). The contribution of the graph of Fig. 1 is
Li s
Lj1
s
Lj2
s s s s
Ljm
Lj
Figure 1: A haircomb graph.
([~ajm , [. . . [~aj2 , [~aj1, [~xi,~ai] . . . ], [~xj ,~aj]) = −(ad~ajad~ajm · · · ad~aj1ad~ai~xi, ~xj) (2.65)
Thus adding up expression (2.64) and the contributions (2.65) we obtain LR2,0(L;~a;~x(k)) as
a quadratic form of ~x(k).
Now we are almost ready to write a well-defined expression for the stationary phase
integral (2.59). With a slight abuse of notation, let us think of ~x(k) as a single vector in a
direct sum of L− 1 spaces r:
~x(k) =
∑
1≤j≤L
j 6=k
~xj ∈ r⊕(L−1). (2.66)
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Then we can write
LR2,0(L;~a;~x(k)) =
1
2
∑
1≤i,j≤N
i,j 6=k
(
~xi, (Qg,k(L;~a))ij ~xj
)
, (2.67)
where Qg,k(L;~a) is a linear operator acting on r⊕(L−1), whose coefficients (Qg,k(L;~a))ij are
formal power series in ~a. Let us assume that Qg,k(L;~a) is non-degenerate, or in other words,
that
detQg,k(L;~a) 6≡ 0. (2.68)
We denote by Q−1g,k(L;~a) the inverse operator. Then the formula for the stationary phase
integral (2.59) is
Irg(L;~a; ~, k) = ~−|∆+|
dg(~a)
dg(~ρ)
e
1
~
lk(L,~a)
(
detQg,k(L;~a)
)−1/2
eL
R
0,1(L;~a;~x(k)) FD(L;~a), (2.69)
where lk(L, ~a) was defined by eq.(2.62), while the most interesting factor FD(L;~a) is defined
by the formula
FD(L;~a) = (2.70)
= exp
1
~
(
∞∑
m=3
LRm,0(L;~a; ∂~x(k)) +
∞∑
m,n=1
LRm,n(L;~a; ∂~x(k)) ~n
)
exp
(
− ~
2
(~x(k), Q
−1
g,k(L;~a)~x(k))
)∣∣∣
~x(k)=0
and is known in the context of Quantum Field Theory as a sum of Feynman diagrams (hence
the name FD). It is easy to see that FD(L;~a) is a well-defined element of Q(Q[[~a]])[[~]],
where for a ring R, Q(R) denotes its field of fractions. The coefficients of LRm,n(L;~a;~x(k))
and Qg,k(L;~a) belong to Q[[~a]], so denominators in FD(L;~a) are due exclusively to the
denominators of Q−1g,k(L;~a) which are, of course, equal to the determinant detQg,k(L;~a).
Then an easy combinatorics (which we will review in subsection 6.3) demonstrates that
FD(L;~a) can be put in a form
FD(L;~a) = exp
 ∞∑
n=1
pQ,n(L;~a)(
detQg,k(L;~a)
)3n ~n
 , pQ,n(L;~a) ∈ Q[[~a]]. (2.71)
Remark 2.7 Since the sum in the exponent of eq.(2.57) starts at n = 1, then it does not
contain the terms of 0-th order in ~x. Therefore, the term LR0,1(L;~a;~x(k)), which is singled
out in eq.(2.69), comes exclusively from the polynomials Lm,1(L; ~X)
LR0,1(L;~a;~x(k)) =
∞∑
m=0
Lm,1(L;~a) (2.72)
(in fact, one can show that L0,1(L;~a) = L1,1(L;~a) = 0, so the sum in eq. (2.72) begins at
m = 2).
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In [13] we studied Irg(L;~a; ~, k) when g = su(2). Since su(2) has a 1-dimensional Cartan
subalgebra, then in that case it is convenient to introduce the variables a = (~a, ~λ), where ~λ
is the single positive root of su(2). We proved in [13] that
Irsu(2)(L; a; ~, k) = exp
(
1
4~
L∑
i,j=1
ℓij aiaj
)
Jˇ (r)(L; ea; e~− 1), (2.73)
where Jˇ (r)(L; t1, . . . , tL; h) is defined by eq.(1.4). By comparing eqs.(2.69) and (1.4) through
the relation (2.73) and taking into account that in the case of su(2) dg(~a) = a and dg(~ρ) = 1,
we find that (
L∏
j=1
aj
)−1 (
Qsu(2),k(L; a)
)1/2
e−L
R
0,1(L;a) = ∇A(L; ea), (2.74)
or, in view of eq.(2.72),(
L∏
j=1
aj
)−1 (
Qsu(2),k(L; a)
)1/2
exp
(
−
∞∑
m=0
Lm,1(L; a)
)
= ∇A(L; ea). (2.75)
Let us introduce a notation
F∇,g(L, ~a) =
∏
~λ∈∆+
∇A(L; e(~a,~λ)). (2.76)
In subsection 6.3 we will use the properties of the universal U(1)-RCC invariant in order to
prove the following
Theorem 2.8 If ∇A(L; t) 6≡0, then the g-based U(1)-RCC invariant defined by eqs. (2.69)
and (2.70) is well-defined and does not depend on a presentation of L as a dotted Morse link
and on a choice of k (1 ≤ k ≤ L) thus being a topological invariant of an oriented link L. It
can be presented in a form
Irg(L;~a; ~) =
~−|∆+|
dg(~ρ)
e
1
~
lk(L,~a)
F∇,g(L, ~a)
exp
(
∞∑
n=1
pn(L;~a)[
dg(~a)F∇,g(L, ~a)
]3n ~n
)
, (2.77)
where the series
pn(L;~a) ∈ Q[[~a]] (2.78)
are invariants of oriented links.
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In subsection 6.4 we will formulate the rationality conjecture for links and derive from it
the following corollary which sharpens the formula (2.77).
Corollary 2.9 (corollary of the rationality conjecture) The g-based U(1)-RCC inva-
riant can be presented in a form
Irg(L;~a; ~) =
~−|∆+|
dg(~ρ)
e
1
~
lk(L,~a)
F∇,g(L, ~a)
exp
 ∞∑
n=1
Pn
(
L; (e(~ai,~λj)) 1≤i≤L
1≤j≤r
)
F 3n∇,g(L, ~a)
~n
 , (2.79)
where ~λ1, . . . , ~λr are simple roots of g and
Pn
(
L; (tij) 1≤i≤L
1≤j≤r
)
∈ Q
[
(t±1ij ) 1≤i≤L
1≤j≤r
]
. (2.80)
3 Graph algebras BCL , DCL and QDCL
3.1 Root and Cartan edges of algebra BCL
Now our main goal is to rewrite the calculations of the previous section solely in terms of
(1,3)-valent graphs while avoiding any use of Lie algebras. However, it seems that the albebra
BL is not sufficient for this purpose, because the integration in eq.(2.59) does not go over the
whole Lie algebra g but only over its space of roots r. Therefore we will construct a bigger
algebra BCL which reflects a distinction between the root space and Cartan subalgebra.
totalCartan root any
Figure 2: Types of edges in graphs of BC
We begin by defining a bigger space B˜CL. Similarly to BL, it consists of the formal linear
combinations of (1,3)-valent graphs with cyclic order fixed at 3-valent vertices, while the
graphs which differ by the cyclic orientation at one vertex, are considered opposites of each
other (the AS relation). As usual, the 1-valent vertices of the graphs are labeled by the
elements of L. However, in contrast to BL, we allow two different basic types of edges:
Cartan egdes (which are depicted by dotted lines) and root edges (which are depicted by
dashed lines). For convenience, we define two ‘auxiliary’ types of edges which are expressed
in terms of the basic types. First, a ‘total’ edge (which we depict by a standard thin line) is
a ‘sum’ of the root edge and the Cartan edge. In other words, a graph with a total edge is
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a sum of two graphs in which the total edge is replaced by the root edge and by the Cartan
edge. Second, an ‘any’ edge can be of any type, we depict it by a thick solid line. All types
of edges are depicted in Fig. 2.
= 0= 0
Figure 3: Cartan-commutator relations CC1 and CC2
Next, we exlude the ‘Cartan-commutator’ or CC graphs. A graph is called CC1 if it
contains a 3-vertex which is incident to 3 Cartan edges. We call a subgraph D′ of D proper,
if all vertices of D′ are either 1-valent or 3-valent. A graph is called CC2, if it contains a
proper subgraph, all of whose legs are Cartan except for one leg, which is root. A graph is
called CC, if it is either CC1 or CC2, and we exclude all these graphs from B˜CL.
Eliminating CC graphs from the set of all graphs can be equivalently described by setting
these graphs to zero through factoring over their span. Namely, let B˜CL,CC be the span of
CC relations, then B˜CL is the span of all possible graphs with Cartan and root edges and B˜CL
is defined as its quotient over B˜CL,CC. This point of view is useful, for example, when a CC
graph appears in an IHX relation.
For future calculations it is convenient to supplement the set of graphs defining B˜CL with
two more objects, which are not actually graphs (although we also call them graphs): a root
circle and a Cartan circle . They will be needed in particular in 4.5 in order to
define determinants of matrices in graph calculus.
The set of labels L splits into three subsets: L = Lr ∪ Lc ∪ Lt of root, Cartan and total
labels. If a root label is placed on a Cartan leg, or a Cartan label is placed on a root leg,
then the graph is considered to be zero. A total label can be placed on both types of legs.
Thus we defined the space B˜CL. We define a familiar subspace B˜CL,IHX as a span of linear
combination of the graphs of Fig. 4. As we just mentioned, if a CC graph appears there,
then it is considered to be equal to zero. Now we define BCL as a quotient space
BCL = B˜CL/B˜CL,IHX. (3.1)
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= 0− −
Figure 4: The IHX relation
Lemma 3.1 (Cartan commutativity) Any graph having a 3-vertex incident to two Car-
tan edges, is CC and therefore is zero in BCL.
Proof. If the third edge is Cartan, then the graph is CC1, and if the third edge is root, then
the graph is CC2. ✷
A g-based weight system for BL is a linear map
Tg : BCL → (Sh)⊗|Lc| ⊗ ((Sr)⊗|Lr| ⊗ (Sg)⊗|Lt|)T, (3.2)
which is similar to the second map of (2.10). In order to define it, we modify (2.12). Pro-
jectors Pr and Ph project S
2g naturally onto str and S
2h. Thus we construct an element
h−1D ∈
(
S2g
)⊗ne(D)
by taking a tensor product of h−1r = Pr(h
−1
g ) for every root edge and
h−1h = Ph(h
−1
g ) for every Cartan edge and then we change the definition (2.12):
f⊗n3(D)g ⊗ h−1D CD7−→ T˜g(D) ∈ h⊗n1,h(D) ⊗ r⊗n1,r(D) ⊂ g⊗n1(D), (3.3)
where n1,h(D) and n1,r(D) are the numbers of Cartan and root legs ofD. The symmetrization
over 1-valent vertices which have the same label, projects T˜g(D) to Tg(D) ∈ (Sh)⊗|Lc| ⊗
((Sr)⊗|Lr| ⊗ (Sg)⊗|Lt|)T.
For special circle graphs we define Tg( ) = dim r and Tg( ) = dim h.
3.2 Injections
In this subsection we adopt the definition of B˜CL, in which it includes the CC graphs, so that
now
BCL = B˜CL/(B˜CL,IHX + B˜CL,CC), B˜CL,CC = B˜CL,CC1 + B˜CL,CC2 . (3.4)
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where B˜CL,CC1 and B˜CL,CC2 are the spans of CC1 and CC2 graphs. Also, as usual, B˜L is the
space of all (1,3)-valent graphs before it was factored over its IHX relation subspace B˜L,IHX.
Let us consider two injective linear maps
f˜trv : B˜L → B˜CL, L = Lt, (3.5)
f˜Crtn : B˜L → B˜CL, L = Lc, (3.6)
which map each graph D of B˜L into the same graph of B˜CL, such that all edges of f˜trv(D)
are total, while all internal edges of f˜Crtn(D) are total and all legs are Cartan. Since
f˜trv(B˜L,IHX), f˜Crtn(B˜L,IHX) ⊂ B˜CL,IHX, then these maps extend to
ftrv : BL → BCL, L = Lt, (3.7)
fCrtn : BL → BCL, L = Lc. (3.8)
The weight system (3.2) obviously commutes with ftrv.
Theorem 3.2 The map ftrv is an injection. If L consists of a single element, then the map
fCrtn is also an injection.
In order to prove this Theorem, we need a couple of lemmas about the structure of BL.
Lemma 3.3 If a graph D of B˜L contains a proper non-strut subgraph with a single leg, then
this grpah belongs to B˜L,IHX and therefore is zero in BL = B˜L/B˜L,IHX.
Proof. We follow the BL transformations of Fig. 5. Since the subgraph is non-strut, then we
==
∗
∗
= 0
∗
Figure 5: The IHX slide of the asterisk-marked edge onto itself
can ‘pull out’ a 3-valent vertex from it (first equation). The IHX relations in BCL allow us to
slide the asterisk-marked edge all the way through the grey box onto itself (second equation).
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Finally, any graph which has a proper subgraph consisting of a circle with a single leg is
equal to zero in view of the AS relation (third equation). ✷
Recall that an edge of a graph is called a bridge, if it connects two otherwise disconnected
components (or, in other words, if its removal increases the number of connected components
of the graph). Note that a leg is always a bridge.
Lemma 3.4 If L consists of a single element, then a graph of B˜L, in which a 3-valent vertex
is incident to 3 bridges, belongs to B˜L,IHX and therefore is zero in BL = B˜L/B˜L,IHX.
Proof. The proof relies on IHX-slides depicted in Fig. 6. First, we IHX-slide one of the
= 0
= +
= +
Figure 6: The IHX-slide of a bridge and the IHX slide of a leg
bridges onto the legs. The summands in the r.h.s. of the first equation of Fig. 6 have a
3-vertex, which is incident to a leg and two bridges. Now we IHX-slide that leg onto the
legs, as in the second equation of Fig. 6. Each graph in the r.h.s. of the second equation has
a 3-vertex, which is incident to two legs. It is easy to see that, due to the anti-symmetry
of cyclic orientations at 3-vertices, a graph which has a 3-vertex incident to two legs of the
same label, is equal to zero. ✷
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Proof of Theorem 3.2. 4 Our strategy for proving the injectivity of the maps ftrv, fCrtn is to
define the left-inverses of f˜trv and f˜Crtn:
f˜−1trv , f˜
−1
Crtn : B˜CL → B˜L, f˜−1trv ◦ f˜trv = f˜−1Crtn ◦ f˜Crtn = I. (3.9)
Then we will show that
f˜−1trv (B˜CL,IHX), f˜−1trv (B˜CL,CC) ⊂ B˜L,IHX, f˜−1Crtn(B˜CL,IHX), f˜−1Crtn(B˜CL,CC) ⊂ B˜L,IHX. (3.10)
This implies that the maps f˜−1trv and f˜
−1
Crtn can be extended to the maps f
−1
trv , f
−1
Crtn : BCL → BL,
which in view of eq.(3.9) are left-inverses of ftrv and fCrtn:
f−1trv ◦ ftrv = f−1Crtn ◦ fCrtn = I. (3.11)
The latter equation means that ftrv and fCrtn are injective and thus proves the theorem.
Thus it remains to define the maps f˜−1trv and f˜
−1
Crtn which satisfy eqs.(3.9), and prove the
inclusions (3.10).
In order to define the maps f˜−1trv and f˜
−1
Crtn we pick a particular basis in B˜CL: it consists of
graphs each of whose edges is either root or Cartan. By definition, f˜−1trv maps a basis graph
of B˜CL into the same graph of B˜L, if all of its edges are total, and maps it to zero otherwise.
Then, obviously, f˜−1trv ◦ f˜trv = I. The space B˜CL,IHX is a span of relations of Fig. 4, in which
all participating graphs are basis. Depending on the nature of their common edges, f˜−1trv
either maps the graphs in each triplet to zero, or to the corresponding graphs of B˜L, which
form the B˜L,IHX triplets. Therefore, f˜−1trv (B˜CL,IHX) ⊂ B˜L,IHX. Since f˜−1trv maps all graphs, which
have at least one Cartan edge, to zero, then f˜−1trv (B˜CL,CC1) = 0. Almost all CC2 graphs also
have Cartan edges and hence are also mapped to zero. The only exception are those CC2
graphs, whose CC2 subgraph has only one leg (which is root). But f˜
−1
trv -image of such graph
is proportional to a graph of B˜L which, according to Lemma 3.3, belongs to B˜L,IHX.
By definition, f˜−1Crtn maps a basis graph of B˜CL into the same graph of B˜L if all of its
non-bridge edges are total, and maps it to zero otherwise. Obviously, f˜−1Crtn ◦ f˜Crtn = I. Also
f˜−1Crtn(B˜CL,IHX) ⊂ B˜L,IHX for the same reason as in the case of f˜−1trv . The f˜−1Crtn image of a CC1
graph can be non-zero only if all three Cartan edges of its CC1 subgraph are bridges, but
according to Lemma 3.4, the image of such graphs belongs to B˜L,IHX, so f˜−1Crtn(B˜CL,CC1) ⊂
B˜L,IHX. Similarly, the f˜−1Crtn image of a CC2 graph can be non-zero only if all Cartan legs of
its CC2 subgraph are bridges of the graph, but then the root leg of that subgraph must also
be a bridge. However, the f˜−1Crtn image of a graph with a root bridge is zero (indeed, we can
4We are very thankful to D. Thurston, who considerably streamlined the proof of this theorem.
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present it as a difference of two graphs, in which this bridge is total and Cartan, but their
f˜−1Crtn images are the same, since the action of f˜
−1
Crtn on basis elements does not depend on
the nature of their bridge edges). ✷
3.3 Symmetric algebras of cohomologies of graphs
For our purposes it will be more convenient to use a different presentation for the space BCL.
Let L′c ⊂ Lc be a subset of Cartan labels. We are going to convert Cartan legs with labels
of L′c into the elements of cohomology of (1,3)-valent graphs in exactly the same way as we
did it with all legs of the graphs of B in [14]. In other words, we will define a new algebra
DCL and then show that it is canonically isomorphic to BCL. The only difference between our
case and that of [14] is that the space D is based there on 3-valent graphs and ours will be
based on (1,3)-valent graphs, while the leg commutativity lemma 3.3 of [14] is replaced by
Cartan leg commutativity lemma 3.1. Thus all proofs remain exactly the same, but we will
repeat them here for convenience.
Let D be a general graph. Thinking of it as a CW -complex, its boundary ∂D being the
set of 1-valent vertices, we may consider a rational relative cohomology space H1(D, ∂D). An
oriented edge e of D represents an integral element eˆ ∈ H1(D, ∂D), a pairing between eˆ and
a cycle of D being the coefficient at e in a presentation of the cycle as a linear combination
of edges. Moreover, H1(D, ∂D) can be presented as a quotient of a linear space, whose basis
elements are oriented edges of D. Let us fix an orientation of the edges of D and let E(D)
be the set of these oriented edges. E(D) denotes the corresponding linear space, whose basis
is formed by the elements of E(D) (we also assume that edges with opposite orientation
represent the opposite elements of E(D)). For a vertex v and an oriented edge e we define
an incidence number av,e to be 0 if e is not incident to v or if it is a loop attached to v,
av,e = 1 if e goes into v and av,e = −1 if e goes out of v. Then
H1(D, ∂D) = E(D)/Ev(D), (3.12)
where
Ev(D) =
⊕
m≥2
span
 ∑
e∈E(D)
av,e e |v ∈ Vm(D)
 , (3.13)
and Vm(D) denotes the set of m-valent vertices of D. We excluded the 1-valent vertices
from the r.h.s. of eq.(3.12), because they represent the boundary of D and we are interested
in the relative cohomology.
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Now let D be a (1,3)-valent graph of BCL which has no L′c Cartan legs and let H1C(D) ⊂
H1(D, ∂D) denote a linear span of Cartan edges of D. We will use a quotient space
H˜1(D) = H1(D, ∂D)/H1C(D). (3.14)
It has an alternative description. Let D˜ be the graph (or, rather, the cell complex) con-
structed from D by removing Cartan edges. The CC2 condition guarantees that no 3-valent
vertices of D are incident to two Cartan edges. Therefore all 1-valent vertices of D˜ come
from those of D and as a result in view of eq.(3.12)
H˜1(D) = H1(D˜, ∂D˜). (3.15)
Remark 3.5 By using the cohomology spaces that we have just introduced, we can rewrite
condition CC2 of Fig. 4. Namely, a graph D contains a proper CC2 subgraph iff it has a root
edge e such that eˆ ∈ H1C(D).
Let GD be the symmetry group ofD: GD maps edges to edges of the same type, 3-vertices
to 3-vertices and 1-vertices to 1-vertices of the same label. The elements of GD may change
orientation at 3-valent vertices. GD acts on H
1(D, ∂D), and H1C(D) is invariant under that
action, so the action of GD on H˜
1(D) is well-defined. This action can be extended to the
algebra (S∗H˜1(D))⊗|L
′
c|, which is the |L′c|-th tensor power of the symmetric algebra of H˜1(D).
We modify this action of GD by multiplying the action of g ∈ GD by a sign factor (−1)|g|,
where |g| is the number of 3-vertices of D whose cyclic order was changed by g. Now we
define the space HL′c(D) associated to a graph D as the GD-invariant part of (S∗H˜1(D))⊗|L
′
c|
HL′c(D) =
(
(S∗H˜1(D))⊗|L
′
c|
)GD
, (3.16)
if D does not contain proper CC subgraphs, and HL′c(D) is by definition 0-dimensional
otherwise. In the former case there is also a natural symmetrization projector
(S∗H˜1(D))⊗|L
′
c|
PGD−−−→ HL′c(D). (3.17)
We define the space HL′c also for four special ‘graphs’. The space HL′c(D) for the first two
of them is defined in accordance with eq.(3.16). The first special graph is a root circle ,
so H˜1( ) = H1( ) and the symmetry group is G = {1,−1}, its element −1
flipping the circle. Therefore HL′c( ) = SevenQ|L
′
c|. The second special graph is a Cartan
circle , so dim H˜1( ) = 0 and by definition HL′c( ) = Q. The third special
graph is an empty unlabeled dot ◦, it consists of a single vertex and has no edges. We define
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HL′c(◦) = S2(Q|L
′
c|). The fourth special graph is a filled labeled dot • b, it consists of a single
vertex labeled by elements of Lc \L′c and we define HL′c(• b) = Q|L
′
c|. If D is a disjoint union
of m1 graphs , m2 graphs , m3 graphs ◦, m4(b) graphs • b, b ∈ Lc \L′c and a graph
D′ of BCL, which has no L′c Cartan legs, then we define
HL′c(D) = Sm1HL′c( )⊗ Sm2HL′c( )⊗ Sm3HL′c(◦)
⊗
 ⊗
b∈Lc\L′c
Sm4(x)HL′c(• b)
⊗ H˜1(D′). (3.18)
Let DL,L′c be the set of all such graphs D. Then we define the space
D˜CL,L′c =
⊕
D∈DL,L′c
HL′c(D). (3.19)
Remark 3.6 We will abbreviate the notations HL′c(D), DL,L′c and D˜CL,L′c down to H(D), DL
and D˜CL when it is clear that a particular set L′c has been chosen.
D˜CL has a commutative algebra structure. In order to define it, we observe that if D1∐D2
is a disjoint union of the graphs D1 and D2, then H˜
1(D1∐D2) = H˜1(D1)⊕ H˜1(D2) and as a
result S∗H˜1(D1∐D2) = S∗H˜1(D1)⊗S∗H˜1(D2) and (S∗H˜1(D1∐D2))⊗|L′c| = (S∗H˜1(D1))⊗|L′c|⊗
(S∗H˜1(D2))
⊗|L′c|. Therefore GD1∐D2 acts on (S
∗H˜1(D1))
⊗|L′c| ⊗ (S∗H˜1(D2))⊗|L′c| and since
GD1 ×GD2 ⊂ GD1∐D2, then in view of the definition (3.16), H(D1 ∐D2) ⊂ H(D1)⊗H(D2)
and the symmetrization projector of the type (3.17) establishes a projection
H(D1)⊗H(D2)
PGD1∐D2−−−−−→ H(D1 ∐D2). (3.20)
The latter map defines the multiplication structure of D˜CL.
The spaces HL′c(D) inherit |L′c| independent gradings deg(j) (1 ≤ j ≤ |L′c|) from the
individual symmetric algebras S∗H˜1(D). We define |L′c| parity operators Pj acting on an
element x ∈ HL′c(D) with definite degree deg(j) as
Pj(x) = (−1)deg(j)(x) x. (3.21)
Also, we define a grading deg2 of D˜CL,L′c by assigning
deg2HL′c(D) = χ(D) (3.22)
(cf. eq.(2.3)). All gradings deg(j) as well as deg2 are respected by the multiplication (3.20).
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Suppose that D ∈ DL,L′c and D′ is obtained from D by replacing one of its root edges
e with a Cartan edge (if e is a leg, then we assign to it a color from L \ L′c). Obviously,
D˜′ ⊂ D˜, so there is a natural map
H˜1(D)
fe−−−→ H˜1(D′), (3.23)
which can be extended to an algebra homomorphism S∗H˜1(D) −→ S∗H˜1(D′) and further to
H(D) fe−−−→ H(D′), (3.24)
which is a combination of the map : H(D)→ (S∗H˜1(D))⊗|L′c| and a symmetrization projec-
tion PGD′ : (S
∗H˜1(D))⊗|L
′
c| →H(D′). If D′ is CC, then by definition fe = 0.
The map (3.24) allows us to define the space H(D) for a graph D which, in addition to
root and Cartan edges, may also have total edges. In order to simplify notations, suppose
that D has exactly one total edge e. Let Dr and Dc be the graphs constructed from D by
replacing the total edge by a root edge and by a Cartan edge. We define H(D) as a subspace
of H(Dr)⊕H(Dc) ⊂ D˜CL:
H(D) =
{
H(Dc) 0⊕I−−−→ H(Dr)⊕H(Dc), if Dr contains a CC subgraph,
H(Dr) I⊕fe−−−→ H(Dr)⊕H(Dc) otherwise,
(3.25)
where I is the identity map and fe is the map (3.24). Thus H(D) is naturally injected into
D˜CL.
Now we define an ideal D˜CL,IHX ⊂ D˜CL. Consider a (1,3,4)-valent graphD which has a single
4-valent vertex. We assume that a cyclic order is fixed at its 3- and 4-valent vertices, that
1-valent vertices are colored by the elements of L, that its edges are either root or Cartan
and that it has no L′c Cartan legs. We can ‘resolve’ a 4-valent vertex into two 3-valent
vertices connected by a total edge e in three different ways depicted in Fig. 4. We denote
the corresponding graphs of DL as Di (i = 1, 2, 3). The graphs Di,r and Di,c are constructed
from Di by declaring e to be either root or Cartan. For any i, D˜ can be constructed from
D˜i,r by contracting the new root edge and also from D˜i,c by gluing together two 2-vertices,
which were 3-vertices of Di,c incident to the Cartan edge. Therefore, there are natural maps
H1(D˜, ∂D˜)
fi,r−−−→ H1(D˜i,r, ∂D˜i,r),
H1(D˜, ∂D˜)
fi,c−−−→ H1(D˜i,c, ∂D˜i,c), (3.26)
which can be extended to symmetric algebra homomorphisms composed with symmetry
projectors
S∗H˜1(Di,r)
PGDi,r−−−−→ H(Di,r)
S∗H˜1(Di,c)
PGDi,c−−−−→ H(Di,c). (3.27)
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Since, according to the definition (3.25), the spaces H(Di) are either H(Di,r) or H(Di,c)
(depending on whether Di,r contains a CC subgraph), the maps (3.27) define maps
(S∗H˜1(D))⊗|L
′
c|
fi−−−→ H(Di), i = 1, 2, 3. (3.28)
Note that if Di,r does not contain a CC subgraph, then fi,c = fe ◦ fi,r and therefore a
composition of maps
(S∗H˜1(D))⊗|L
′
c|
fi−−−→ H(Di) →֒ DCL
is equal to the sum fi,r + fi,c of maps (3.27).
The ideal D˜CL,IHX is defined as a span of all elements f1(x)− f2(x)− f3(x) for all graphs
D and all elements x ∈ (S∗H˜1(D))⊗|L|. Finally, we define the algebra DCL as a quotient
DCL = D˜CL/D˜CL,IHX. (3.29)
3.4 Converting Cartan legs into cohomology
Now we will show that DCL is canonically isomorphic to the algebra BCL. First of all, we define
a map from the graphs of B˜CL to the graphs of DL,L′c, which removes the L′c legs. A Cartan
strut with two L′c labels maps to ◦. A Cartan strut with one L′c label and one Lc \ L′c label
b maps to • b. In any other graph, L′c legs are attached to root edges. We remove these
legs and ‘dissolve’ their incident vertices, thus obtaining the graphs of DL,L′c. We call them
L′c-frames of the graphs of BCL. A removal of L′c legs preserves the homotopy class of the
CW -complex and hence its Euler characteristic, so if D′ is a L′c-frame of D, then, according
to definitions (2.3) and (3.22), deg2D = deg2D
′.
Let ˜˜B
C
L(D) ⊂ B˜CL denote the span of all graphs whose L′c-frame is D ∈ DL,L′c. Then
B˜CL =
⊕
D∈DL,L′c
˜˜B
C
L(D).
Let B˜CL,IHX,i ⊂ B˜CL,IHX (0 ≤ i ≤ 4) denote a span of IHX relations of Fig. 4, in which i
connecting edges of the IHX graphs are L′c legs. If at least 3 connecting edges are Cartan
legs, then the corresponding IHX graphs are CC, so B˜CL,IHX,3 = B˜CL,IHX,4 = 0 and B˜CL,IHX =⊕i=2
i=0 B˜CL,IHX,i. All graphs in 2 and 3 L′c-legged B˜CL IHX triplets reduce to the same DL,L′c
graph after the removal of L′c legs. Therefore, if we define
B˜CL(D) = ˜˜B
C
L(D)/B˜CL,IHX,2(D), (3.30)
where B˜CL,IHX,2(D) = ˜˜B
C
L(D) ∩ B˜CL,IHX,2, and if we also define
BCL(D) = ˜˜B
C
L(D)/(
˜˜B
C
L(D) ∩ (B˜CL,IHX,1 + B˜CL,IHX,2))
= B˜CL(D)/B˜CL,IHX,1(D), (3.31)
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where B˜CL,IHX,1(D) = (B˜CL,IHX,1/(B˜CL,IHX,1 ∩ B˜CL,IHX,2)) ∩ BCL(D), then
B˜CL/B˜CL,IHX,2 =
⊕
D∈DL,L′c
B˜CL(D), (3.32)
B˜CL/(B˜CL,IHX,1 + B˜CL,IHX,2) =
⊕
D∈DL,L′c
BCL(D) (3.33)
and therefore
BCL =
 ⊕
D∈DL,L′c
BCL(D)
 /(B˜CL,IHX,0/((B˜CL,IHX,1 + B˜CL,IHX,2) ∩ B˜CL,IHX,0)). (3.34)
In each triplet of IHX graphs with two connecting edges being L′c legs, one graph has
these legs attached to the same 3-vertex, and so it is CC. The remaining two graphs differ
only in order in which the two L′c legs are attached to the (root) edge. Therefore the graphs
which differ only in the order in which their L′c legs are attached to root edges, are equal in
B˜CL/B˜CL,IHX,2.
Next, we establish the isomorphisms fH : H(D) → BCL(D) for all D ∈ DL,L′c. First, we
define it for ◦ and • b. According to our definition, HL′c(• b) = Q|L
′
c|. We choose the basis
ea, a ∈ L′c in this space and then define
ea
fH7−→ a b .
Similarly, we choose the basis ea1ea2 , a1, a2 ∈ L′c of HL′c(◦) = S2(Q|L
′
c|) and define
ea1ea2
fH7−→ a1 a2 .
For the rest of the graphs D ∈ DL,L′c we define fH with the help of the following commutative
diagram:
(S∗E(D˜))⊗|L
′
c|
f˜H
''N
NN
NN
NN
NN
NNPGD
uukkk
kk
kk
kk
kk
kk
k
f1

((S∗E(D˜))⊗|L
′
c|)GD
f˜H //
f1

B˜CL(D)
f2

f˜−1H,s
mm
.
6
C
N
W
(S∗H˜1(D))⊗|L
′
c|
fH
''O
OO
OO
OO
OO
OOPGD
uukkk
kkk
kk
kkk
kk
kkk
H(D) fH // BCL(D)
(3.35)
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Recall that E(D˜) is a linear space, whose basis vectors are oriented root edges of D. We
define the map
(S∗E(D˜))⊗|L
′
c|
f˜H //B˜CL(D) (3.36)
by its action on the monomials of (S∗E(D˜))⊗|L
′
c|: a monomial
∏
e∈E(D˜)
∏
a∈L′c
(ea)
m(ea) is
mapped to a graph constructed from D by attaching m(ea) legs of color a ∈ L′c to the right
side of each oriented root edge e. This map is well-defined, because the order of attaching
L′c legs to a root edge does not matter after we take a quotient over B˜CL,IHX,2. The map
((S∗E(D˜))⊗|L
′
c|)GD
f˜H //B˜CL(D) (3.37)
is the restriction of the former map to the subspace ((S∗E(D˜))⊗|L
′
c|)GD ⊂ (S∗E(D˜))⊗|L′c|.
Lemma 3.7 The map (3.37) is an isomorphism.
Proof. Suppose that D′ is a graph of B˜CL(D). Generally, there may be many ways of identify-
ing its L′c-frame D with a ‘strandard copy’ of D, but they all differ by a composition with the
elements of GD. Let s be a way of identifying the L
′
c-frames of every graph of B˜CL(D) with
the standard copy of D. Then we can construct the left-inverse B˜CL(D)
f˜−1H,s
//(S∗E(D˜))⊗|L
′
c|
of f˜H. The composition f˜
−1
H = PGD ◦ f˜−1H,s does not depend on the choice of s and serves as
the left-inverse of (3.37). Since the images of f˜−1H,s for all possible identifications s span the
whole (S∗E(D˜))⊗|L
′
c|, then f˜−1H is surjective, hence (3.37) is an isomorphism. ✷
Let us check that the spaces of the lower triangle of the diagram (3.35) are the quo-
tients of the spaces of the upper triangle. According to the definition (3.31), BCL(D) =
B˜CL(D)/B˜CL,IHX,1(D). According to (3.12), H˜1(D) = E(D˜)/Ev(D˜), so (S∗H˜1(D))⊗|L′c| =
(S∗E(D˜))⊗|L
′
c|/Iv(D˜), where Iv(D˜) ⊂ (S∗E(D˜))⊗|L′c| is the ideal generated by Ev(D˜). Since
Ev(D˜) is invariant under the action of GD, then
H(D) =
(
(S∗H˜1(D))⊗|L
′
c|
)GD
= ((S∗E(D˜))⊗|L
′
c|)GD/
(
((S∗E(D˜))⊗|L
′
c|)GD ∩ Iv(D˜)
)
.
= ((S∗E(D˜))⊗|L
′
c|)GD/(Iv(D˜))
GD . (3.38)
This follows from a simple
Lemma 3.8 Suppose that a finite group G acts on a linear space V and its subspace W ⊂ V
is invariant under this action. Then (V/W )G = V G/(V G ∩W ) ⊂ V/W .
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Proof. Consider a commutative diagram
V
f

PG // V G
f

⊂ V
V/W
PG // V G/(V G ∩W ) ⊂ V/W
(3.39)
where f maps V naturally onto its quotient V/W and PG, as usual, is a G-symmetrization
projector. Since all elements of V G/(V G∩W ) are G-invariant, then the lower PG is surjective,
hence V G/(V G ∩W ) = (V/W )G. ✷
Thus, the vertical maps f1, f2 of the diagram (3.35) are surjections of linear spaces
onto their quotients. It is easy to see, that f˜H maps the Ev(D˜)-generated ideal Iv(D˜)
into the subspace B˜CL(D) ∩ B˜CL,IHX,1 ⊂ B˜CL(D). Therefore f˜H of (3.37) descends to the map
(S∗H˜1(D))⊗|L
′
c|
fH //B˜CL(D) .
Lemma 3.9 The restriction of fH
H(D) fH //BCL(D) (3.40)
is an isomorphism.
Proof. In view of Lemma (3.7), it is sufficient to show that the inverse map f˜−1H de-
scends to a map BCL(D)
f−1H //H(D) . The latter statement would follow from the fact that
f˜−1H (ker f2) ⊂ ker f1. In order to see this, observe, that ker f2 = B˜CL,IHX,1(D). Consider a
triplet of IHX graphs from B˜CL,IHX,1(D). Suppose that an identification assignment s iden-
tifies their L′c-frames consistently with the standard copy of D. Then f˜
−1
H,s maps their IHX
linear combination into Iv(D˜). Since f˜
−1
H = PGD ◦ f˜−1H,s does not depend on the choice of s,
then all B˜CL,IHX,1(D) triplets are mapped into (Iv(D˜))GD = ker f1. ✷
Thus, if we apply a sum of individual maps fH to the direct sum
⊕
D∈DL,L′c
H(D), then
in view of relations (3.19) and (3.33) we establish an isomorphism
D˜CL
fH //B˜CL/(B˜CL,IHX,1 + B˜CL,IHX,2). (3.41)
We leave it for the reader to verify the following
Lemma 3.10 The map (3.41) establishes the isomorphism between the IHX subspaces
D˜CL,IHX ⊂ D˜CL and B˜CL,IHX,0/((B˜CL,IHX,1 + B˜CL,IHX,2) ∩ B˜CL,IHX,0) ⊂ B˜CL/(B˜CL,IHX,1 + B˜CL,IHX,2).
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Proof. Recall the definition of D˜CL,IHX. Let D be a (1,3)-valent graph without L′c legs and
with a single 4-vertex. Consider a monomial∏
e∈E(D˜)
∏
a∈L′c
(eˆa)
m(ea) ∈ (S∗H˜1(D))⊗|L′c| (3.42)
and let D′ be a graph representing its fH image (in other words, D
′ is a result of attaching
L′c legs to the root edges of D according to the powers m(ea)). Let us compare the IHX
elements constructed from the monomial and from D′.
The root edges of D are naturally identified with the root edges of the graphs Di,r and
Di,c. The naturality of the maps (3.26) guarantees that if a root edge e of D corresponds to
a root edge e′ of Di,r (or Di,c), then fi,r(eˆ) = eˆ
′ (or fi,c(eˆ) = eˆ
′). This means that if we apply
the maps (3.28) to the monomial (3.42) and then apply fH to the resulting monomials, the
result will be the graphs constructed by IHX resolving the 4-vertex of D′. This proves that
fH(D˜CL,IHX) = B˜CL,IHX,0/((B˜CL,IHX,1 + B˜CL,IHX,2) ∩ B˜CL,IHX,0). (3.43)
✷
Now, in view of the definition (3.29) and relation (3.34) we come to the following
Theorem 3.11 The map f˜H of (3.36) descends to the isomorphism
DCL
fH−−−→ BCL, (3.44)
which preserves the grading deg2.
3.5 Edge-related denominators
For the purpose of describing the universal U(1)-RCC invariant we have to consider a mod-
ified algebra QDCL,L′c (which we abbreviate down to QDCL). This algebra is similar to DCL,
except that in constructing the analogs of the spaces H(D) we allow the ‘edge related’ de-
nominators. As a result, whenever we define the analogs of operations in DCL, we have to
make sure that we do not produce zeroes in these denominators.
We begin by defining the analogs of the spaces H(D), which we call QH(D). Let D ∈
DL,L′c be a regular graph. If it contains a CC subgraph, then QH(D) is by definition zero-
dimensional. Suppose now thatD does not contain CC subgraphs. According to Remark 3.5,
this means that for any root edge e ofD, eˆ 6∈ H1C(D). Therefore, as an element of the quotient
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spaceH1C(D), eˆ 6= 0, hence any polynomial of eˆ(x) is non-zero as an element of (S∗H˜1(D))⊗|L′c|.
Thus we can define Qe((S∗H˜1(D))⊗|L′c|) as an extension of the algebra (S∗H˜1(D))⊗|L|, which
is a linear span of fractions f
g
, where f ∈ (S∗H˜1(D))⊗|L| and
g =
∏
e∈E(D˜)
pe((eˆa)a∈L′c), (3.45)
where pe((eˆa)a∈L′c) ∈ (S∗H˜1(D))⊗|L
′
c| are formal power series of (eˆa)a∈L′c (that is, each formal
power series depends on a particular root edge of all possible L′c labels). We denote the
GD-invariant part of this algebra as
QHL′c(D) = Qe((S∗H˜1(D))⊗|L
′
c|)GD (3.46)
Let us consider a couple of useful examples of these spaces. First, let D be a root strut
with different colors at 1-vertices: D = x1 ___ x2 . The single edge of D is a natural basis
element of H1(D, ∂D), H1C(D) is trivial and GD is also trivial. Hence there is a canonical
isomorphism
QH( x1 ___ x2 ) = Q(Q[[a]]), (3.47)
where a = (a1, . . . , a|L′c|) and Q(R) denotes a field of quotients of a ring R. Consider a map
D → D which flips the root strut. This map is not a symmetry of the labeled graph, but
it acts on H1(D, ∂D) by changing the sign of the basis element. We extend its action to
the whole space QH(D). We denote the image of l ∈ QH(D) as l∗. If we represent l as an
element of Q(Q[[a]]), then obviously
l∗(a) = l(−a). (3.48)
Our second example is a root strut with the same colors at 1-vertices: D = x ___ x .
The difference with the first example is that the graph symmetry group is non-trivial:
GD = {1,−1} where the −1 element reverses the edge. Therefore, QH(D) is just the
(simultaneously) even part of the algebra (3.47)
QH( x ___ x ) =
[
Q(Q[[a]])
]even
. (3.49)
It remains to define QHL′c(D) for special ‘graphs’. We define
QH˜1( ) = H˜1( ), QHL′c(◦) = HL′c(◦), QHL′c(• b) = HL′c(• b). (3.50)
Since the cohomology and symmetry of the root circle are exactly the same as those
of x ___ x , then we define
QH( ) =
[
Q(Q[[a]])
]even
. (3.51)
38
Remark 3.12 There is an obvious inclusion and projection which relate the algebras (3.47),
(3.49) and (3.51)[
Q(Q[[a]])
]even
→֒ Q(Q[[a]]), Q(Q[[a]]) −→
[
Q(Q[[a]])
]even
. (3.52)
Remark 3.13 Actually, we assume that the algebras QH( ) and QH( ) are ex-
tended by the logarightms of
[
Q(Q[[a]])
]even
and Q.
Now we define the analog of D˜CL,L′c
QD˜CL,L′c =
⊕
D∈DL,L′c
QHL′c(D). (3.53)
As usual, we will tend to drop L′c from these notations.
Similarly to D˜CL, QD˜CL has a structure of a graded commutative algebra, its multiplication
and grading deg2 being defined by the obvious analogs of (3.20) and (3.22). Although the
spaces QH(D) do not have gradings deg(j) (because of denominators), we can still define the
action of parity operators Pj of eq.(3.21) on QD˜CL by the formula
Pj(x/y) = Pj(x)/Pj(y), x, y ∈ H(D). (3.54)
The definition of QD˜CL,IHX involves a total edge and therefore requires some care. Let e
be a root edge of a graph D. Let D′ denote a graph constructed from D by replacing e with
a Cartan edge. We call an element x ∈ QH(D) non-singular at a root edge e of D if either
D′ contains a CC2 subgraph or x can be presented as a sum of fractions, whose denominators
do not belong to the kernel of the unsymmetrized version of the map fe of (3.24):
(S∗H˜1(D))⊗|L
′
c|
fe−−−→ (S∗H˜1(D′))⊗|L′c|. (3.55)
Lemma 3.14 If for a root edge e0 of D, an element x ∈ QH(D) has a presentation as a
sum of fractions such that
pe0((eˆ0,a)a∈L′c)
∣∣∣
eˆ0,a=0 for all a∈L′c
6= 0 (3.56)
in all their denominators (3.45), then x is non-singular at e0.
Proof. A product (3.45) belongs to the kernel of (3.55), if at least one of the polynomials
pe((eˆa)a∈L′c) belongs to it, and that happens only if the corresponding edge eˆ belongs to
the kernel of the map (3.23). That would mean that eˆ ∈ H1C(D′), where D′ is the graph
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constructed from D by declaring e0 to be Cartan. But then, according to Remark 3.5, D
′
contains a CC2 subgraph, so x is still non-singular at e0. ✷
All elements of QH(D), which are non-singular at e, form a subalgebra QHe(D) ⊂
QH(D). The map (3.24) extends to QHe(D)
QHe(D) fe−−−→ QH(D′), (3.57)
if we define fe to be indentically zero if D
′ contains a CC2 subgraph (this is the only possible
definition because in this case the space QH(D′) is trivial).
The map (3.57) allows us to define a space QH(D) for a graph D with a total edge e as
a subspace of QH(Dr)⊕QH(Dc):
QH(D) =
{
QH(Dc) 0⊕I−−−→ QH(Dr)⊕QH(Dc), if Dr contains a CC subgraph
QHe(Dr) I⊕fe−−−→ QH(Dr)⊕QH(Dc) otherwise,
(3.58)
where Dr and Dc are again the graphs constructed from D by declaring e to be root or
Cartan.
Now we define QD˜CL,IHX by copying the definition of D˜CL,IHX. Again, let D be a graph
with a 4-valent vertex and D1, D2 and D3 be (1,3)-valent graphs of Fig. 4 with a single total
edge e constructed by resolving the 4-valent vertex of D. This time we extend the linear
maps (3.26) to the maps
Qe((S∗H˜1(D))⊗|L′c|) fi,c−−−→ QH(Di,c) if Di,r contains a CC subgraph
Qe((S∗H˜1(D))⊗|L′c|) fi,r−−−→ QHe(Di,r) otherwise. (3.59)
Lemma 3.15 The homomorphisms (3.59) are well-defined.
Proof. If Di,r contains a CC subgraph, then eˆ ∈ H1C(Di,r) and this means that the map fi,c
of (3.26) has no kernel. Therefore, denominators of the elements of Qe((S∗H˜1(D))⊗|L′c|) do
not map into zero, and the map fi,c of (3.59) is well-defined.
Lemma 3.14 guarantees that the image of the map fi,r is contained in QHe(Di,r) ⊂
QH(Di,r), because the edge e is not present in D and therefore does not contribute polyno-
mials to the denominators of the elements of Qe((S∗H˜1(D))⊗|L′c|). ✷
The definition (3.58) allows us to combine the homomorphisms (3.59) into the homomor-
phisms
Qe((S∗H˜1(D))⊗|L′c|) fi−−−→ QH(Di), i = 1, 2, 3. (3.60)
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Then the ideal QD˜CL,IHX ⊂ QD˜CL is a span of all elements f1(x)− f2(x)− f3(x) for all graphs
D with a single 4-valent vertex, and we define the new algebra
QDCL = QD˜CL/QD˜CL,IHX. (3.61)
Naturally, H(D) ⊂ QH(D) for any D ∈ DL,L′c, so D˜CL is a subalgebra of QD˜CL. It is easy
to see that D˜CL,IHX ⊂ QD˜CL,IHX, therefore there is a natural map
DCL
fQ−−−→ QDCL, (3.62)
and, in fact, we have a sequence of natural maps
BL ftrv−−−→ BCL
fQH−−−→ QDCL, where fQH = fQ ◦ f
−1
H . (3.63)
Conjecture 3.16 D˜CL,IHX = QD˜CL,IHX ∩ D˜CL, and hence the map fQ of (3.62) is an injection.
3.6 Gluing of legs
The spaces DCL and QDCL have algebra structure, but for our future purposes we will need
another useful operation on graph spaces: the gluing of legs. The definition of gluing ♭ is very
straightforward on BL (see e.g. [3]) and on BCL. First, we define it as a unary operation (that
is, linear map) BCL
♭x,y;m−−−→ BCL by its action on graphs. Suppose that we have a graph D with
one 1-valent vertex labeled x and another labeled y. Then ♭x,y;1(D) is a graph constructed
by joining and ‘dissolving’ these vertices. In other words, we join two legs into a single edge.
More precisely, if both legs are of the same type, then we glue them, if one leg is root and
the other Cartan, then ♭x,y;1(D) = 0 by definition. If one leg is either root or Cartan and
the other is total, then since a total edge is a sum of a root edge and a Cartan edge, then we
must define ♭x,y;1D by gluing them and declaring the resulting edge correspondingly either
root or Cartan.
For a positive integer m, if D has at least m legs of each label x and y, then ♭x,y;m(D) is
a sum of graphs constructed by gluing m legs x with m legs y in all the possible ways, and
if the number of legs is insufficient, then ♭x,y;m(D) = 0. If a graph D is CC, then so are all
the graphs of ♭x,y;m(D). Therefore ♭x,y;m is defined as an operation on B˜CL. If D is a graph
with a single 4-valent vertex, which generates and IHX triplet D1 −D2 −D3 of Fig. 4, then
the graphs of ♭x,y;m(D) generate ♭x,y;m(D1 − D2 − D3). Hence, ♭x,y;m(B˜CL,IHX) ⊂ B˜CL,IHX and
♭x,y;m is well-defined as an operation on BCL = B˜CL/B˜CL,IHX.
The binary operation D1♭x,y;mD2 is a composition of two operations: first, taking a
product (that is, disconnected union) of D1 and D2 and then applying the unary ♭x,y;m to it.
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Remark 3.17 Gluing changes the grading deg2 in a simple way:
deg2 ♭x,y;m(D) = deg2D +m. (3.64)
Now we have to define ♭ on QDCL,L′c in such a way that its restriction to DCL,L′c coincides
with ♭ on BCL transferred by the isomorphism (3.44). We will define the gluing of only the
legs which are either root or Cartan of labels L \L′c. So let D be a graph of DL,L′c which has
at least m legs labeled x and at least m legs of the same type which are labeled by y. Let
D′j j = 1, . . . be the graphs constructed by gluing m legs of labels x and y pairwise in all
possible ways, j indexing particular ways of gluing. The map
QH(D) ♭x1,x2;m−−−−→ ⊕j QH(D′j). (3.65)
is a sum of individual maps
QH(D) ♭x1,x2;m|j−−−−−→ QH(D′j). (3.66)
These maps are defined in the following way. If a graph D′j has a proper CC subgraph, then
the space QH(D′j) is zero-dimensional and we define the image of (3.66) as zero. If D′j does
not contain proper CC subgraphs, then we consider a natural map
H1(D
′
j , ∂D
′
j)
f♭,j−−−→ H1(D, ∂D), (3.67)
which simply cuts the cycles at gluing points. Then we extend the dual map
H1(D, ∂D)
f♭,j−−−→ H1(D′j , ∂D′j) (3.68)
to the algebra homomorphism (S∗H˜1(D))⊗|L
′
c|
♭x1,x2;m|j−−−−−→ (S∗H˜1(Dj))⊗|L′c| and then to (3.66).
We have to check that (3.66) is defined correctly. More precisely, we have to verify that
this map does not produce zeroes in the denominators of x ∈ QH(D) in case when Dj
does not contain proper CC subgraphs. In other words, we have to verify that for any
denominator (3.45),
♭x1,x2;m|j
 ∏
e∈E(D˜)
pe((eˆa)a∈L′c)
 6= 0. (3.69)
Zero may appear only if ♭x1,x2;m|j(eˆ) = 0 for some root edge e of D, but that would mean that
the corresponding root edge of Dj is in H
1
C(Dj). Then, according to Remark 3.5, the graph
Dj has a CC2 subgraph and therefore the map (3.66) is defined as identical zero irrespective
of denominators. Thus we defined a unary operation D˜CL
♭x,y;m−−−→ D˜CL.
Gluing can also be defined naturally for graphs containing total internal edges, because
it does not introduce zeroes into denominators. This is gruaranteed by the following
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Lemma 3.18 For a root edge e of D, let e′ denote the corresponding root edge of Dj. Then
♭x1,x2;m|j(QHe(D)) ⊂ QHe(Dj).
Proof. Let us denote by D′ and D′j the graphs obtained from D and Dj by declaring e and
e′ to be Cartan. If D′j contains a proper CC2 subgraph, then all of QH(D) is non-singular
by definition. Therefore we assume that neither Dj nor D
′
j contain a proper CC2 subgraph.
If D′j does not contain a proper CC2 subgraph, then neither does D
′, because proper CC2
subgraphs survive gluing. The maps (3.23) and (3.68) commute, hence their symmetric
algebra extensions (3.55) and (3.66) also commute:
(S∗H˜1(D))⊗|L
′
c|
♭x1,x2;m|j−−−−−→ (S∗H˜1(Dj))⊗|L′c|yfe yfe
(S∗H˜1(D′))⊗|L
′
c|
♭x1,x2;m|j−−−−−→ (S∗H˜1(D′j))⊗|L′c|
(3.70)
Since D′ and D′j do not contain CC2 subgraphs, then no root edges belong to the kernels of
the horizontal maps. Therefore since the denominators of x do not belong to the kernel of
the left map, then their image by the upper map can not belong to the kernel of the right
map. Therefore ♭x1,x2;m|j(x) is non-singular at e
′. ✷
Lemma 3.19 A gluing ♭x,y;m maps the IHX ideal D˜CL,IHX into itself:
♭x,y;m(D˜CL,IHX) ⊂ D˜CL,IHX. (3.71)
Proof. Let D be a graph with a single 4-vertex, and it produces 3 IHX related graphs Di,
i = 1, 2, 3. There is a natural identification between the legs of all 4 graphs D,D1, D2, D3,
so we can index consistently the ways in which the x and y legs are glued for each of these
graphs. Let us fix a particular gluing j. Obviously, the graph D′ = ♭x1,x2;m|j(D) produces
the IHX triplet of graphs D′i = ♭x1,x2;m|j(Di), i = 1, 2, 3.
Let w ∈ Qe((S∗H˜1(D))⊗|L′c|). Since maps (3.26) commute with the maps (3.68), then
the maps (3.60) and (3.66) also commute. Therefore, if x ∈ Qe((S∗H˜1(D))⊗|L′c|), then
fi(♭x1,x2;m|j(w)) = ♭x1,x2;m|j(fi(w)), so
♭x1,x2;m|j(f1(w)− f2(w)− f3(w)) = f1(z)− f2(z)− f3(z), (3.72)
where z = ♭x,y;m(w). Equation (3.72) means that a glued IHX triplet is itself an IHX triplet,
which implies (3.71). ✷
The latter lemma indicates that gluing ♭x,y;m is well-defined on the quotient space DCL =
D˜CL/D˜CL,IHX.
Remark 3.20 The maps (3.63) commute with leg gluing.
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3.7 Weight system
Finally, let us describe an algebra homomorphism
QDCL
Tg−−−→ Q((Sh)⊗|L′c|)⊗ (Sh)⊗|Lc\L′c| ⊗ ((Sr)⊗|Lr| ⊗ (Sg)⊗|Lt|)T, (3.73)
which coincides with the homomorphism Tg of (3.2) on DCL ⊂ QDCL. Let us orient the edges
of a graph D ∈ DL,L′c. We denote by Er,D the set of root edges of D and we denote by ∆g ⊂ h
the set of roots of g. A map c : Er,D → ∆g is called a root assignment. An assignment is
called consistent if the sum of incoming roots is equal to the sum of outgoing roots at every
3-valent vertex of D. Let SD be the set of all consistent root assignments for D. For a root
~λ ∈ ∆g let r~λ ⊂ rC be the corresponding root space. Obviously, rC =
⊕
~λ∈∆g
r~λ. We denote
the projection of h−1r ∈ r⊗2C onto r~λ⊗ r−~λ as h−1r~λ and for a consistent assignement c ∈ SD we
construct a tensor h−1r,c = (
⊗
e∈Er,D
h−1rc(e))⊗ h−1h .
Think of D as a cell complex. Let D′ denote a complex that is obtained from D by
removing all Cartan edges. A consistent assignment c defines an element cˆ ∈ H1(D′, ∂D′)⊗h.
According to the definition (3.14), H˜1(D) = H1(D′, ∂D′), hence an element x ∈ QH(D) ⊂
Qe((S∗H˜1(D))⊗|L′c|) can be evaluated on cˆ⊗|L′c| to produce an element x(cˆ) ∈ Q((Sh)⊗|L′c|).
Then we can define a map
QH(D) T˜g−−−→ Q((Sh)⊗|L′c|)⊗ h⊗n1,h(D) ⊗ r⊗n1,r(D) (3.74)
by the formula
T˜g(x) =
∑
c∈SD
x(cˆ)⊗ CD(f⊗n3(D)g ⊗ h−1r,c ), (3.75)
where CD is the contraction map (2.11). The symmetrization over 1-valent vertices of D
which have the same label, projects T˜g(x) to Tg(x) ∈ Q((Sh)⊗|L′c|)⊗(Sh)⊗|Lc\L′c|⊗((Sr)⊗|Lr|⊗
(Sg)⊗|Lt|)T. If we restrict Tg to H(D) ⊂ QH(D), then it takes the values in
(Sh)⊗|L
′
c| ⊗ (Sh)⊗|Lc\L′c| ⊗ ((Sr)⊗|Lr| ⊗ (Sg)⊗|Lt|)T ∼= (Sh)⊗|Lc| ⊗ ((Sr)⊗|Lr| ⊗ (Sg)⊗|Lt|)T
and coincides with its previous definition which followed (3.3).
Let us describe explicitly the action of Tg on spaces associated to special ‘graphs’. An
element x ∈ HL′c(◦) = S2(Q|L
′
c|) can be presented as a symmetric matrix ||lij||, 1 ≤ i, j ≤ |L′c|.
Then Tg(x) =
∑|L′c|
i,j=1 lij h
−1
h;i,j ∈ S2
(⊕|L′c|
j=1 hj
)
, where h−1h;i,j ∈ hi ⊗ hj is a copy of h−1h . For
x ∈ HL′c( ) = Q we define Tg(x) = x ∈ Q. Finally, if we think of x ∈ QH( ) =[
Q(Q[[a]])
]even
as a ‘function’ of a, then
Tg(x) =
∑
~λ∈∆g⊂h
x(~λ1, . . . , ~λ|L′c|) ∈ Q((Sh)⊗|L
′
c|), (3.76)
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where ~λj is a copy of ~λ in the j-th factor of (Sh)
⊗|L′c|. Since the function x(a) is even, then
the last expression can be written as a sum over only positive roots
Tg(x) = 2
∑
~λ∈∆+
x(~λ1, . . . , ~λ|L′c|). (3.77)
4 Calculus and differential geometry of graph algebras
4.1 Functions and general tensor fields
We have to introduce a few basic calculus definitions and theorems for algebras BL, BCL, DCL,L′c
and QDCL,L′c in order to define a universal graph version of the stationary phase integral of
subsection 2.4 and prove its invariance under the shifts of marks on the components of a
marked Morse link. Our general strategy is to translate as much differential geometry of g∗
and of coadjoint orbits O~α as possible into the language of graph algebras. We are going to
define a graph algebra version of functions, vector fields and matrix fields as well as related
operations such as a Lie derivative, a determinant and a (stationary phase) integral. An
application of a weight system should translate graph objects into their Lie coalgebra relatives
in such a way that the operations on graphs become the usual operations of differential
geometry of g∗ and O~α. Actually, the definition of the stationary phase (i.e. gaussian)
integral was already given in [3]. Fubini’s theorem and the integration by parts formula were
also proved there. In [15] we hope to introduce a graph version of differential forms with the
help of grassman variables and to use them to prove the Duistermaat-Heckmann theorem
for coadjoint orbits.
All our objects are defined as graphs with a particular labeling of legs. Most of our
operations are defined either as relabeling or as gluing. Such definitions work equally well for
all graph algebras BL, BCL, DCL,L′c and QDCL,L′c . We just assume that all edges in the definitions
are of ‘any’ type and whenever there is gluing, we invoke an appropriate definition. However,
the definition of an inverse map, a determinant and a gaussian integral require inverting the
coefficients at strut graphs. As a result, these objects are not well-defined on DCL,L′c, but are
well-defined on other three graph algebras. We will work with the space QDCL,L′c, because it
includes DCL,L′c, while DCL,L′c coincides literally with BCL if we take L′c = ∅. Whenever necessary,
we will explain how to modify a definition for the case of BL.
It will be obvious that our definitions and operations commute with the maps (3.63).
Only determinants and gaussian integrals present a slight problem. Their definition involves
an explicit separation of a ‘strut’ part of a linear combination of graphs. However, the
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definition of struts is not respected by the isomorphism fQH: the latter ‘shaves off’ some legs
and thus creates new struts out of some haircomb graphs (Fig. 1) of BCL. We will address
this issue separately.
All our objects are graphs and their linear combinations. When we say ‘graph’ in a defi-
nition, we actually mean a (possibly infinite) linear combination of graphs. The distinction
between the objects is made by the way in which we label their legs. We also allow a labeling
of a leg by a linear combination of labels. In this case, following [3], we assume that the
result is a linear combination of graphs in which this leg is labeled by individual labels. In
particular, this means that if a leg of D is labeled with 0, then the whole graph is equal to
0.
The legs of our graphs will be labeled with variables x, y, . . . as well as with ‘differentials’
dx, dy, . . . and with derivatives ∂x, ∂y, . . . . The variables, as labels, may be either root, or
Cartan, or total. A total variable x is essentially a sum of a root variable xr and a Cartan
variable xc. We just have to remember that the spaces r and h related to xr and xc through
the application of the weight system Tg, are parts of the same space g.
Let x = (x1, . . . , xL) be our ‘coordinate’ labels. They may be of any type. Other variable
colors (such as y, z, . . . ) may be interpreted as parameters. A function f(x) is a graph whose
legs are labeled by the variables. Let vj (1 ≤ j ≤ L) be the spaces g, r or h depending on
whether xj is a total, root or Cartan variable. A weight system (3.73) maps f into an element
Tgf ∈ Q((Sh)⊗|L′c|)⊗
L⊗
j=1
S∗vj , (4.1)
which can be also interpreted as a formal power series Tgf(~x;~a) ∈ Q(Q[[~a]])[[~x]], where
~xj ∈ v∗ (1 ≤ j ≤ L) and ~aj ∈ h∗ (1 ≤ j ≤ |L′c| ). Thus if we forget about a distinction
between a formal power series and a function, then we may think of TgF as a function of
variables ~x which also depends on Cartan parameters ~a. Obviously, Tg converts a product
of graphs in QDCL,L′c into a product of functions.
For positive integer numbers mj , nj ((1 ≤ j ≤ L) we define a tensor field T (x) of ranks
m,n in x as a graph which has exactly one leg labeled by each of the colors dx
(i)
j (1 ≤ i ≤ mj ,
1 ≤ j ≤ L), ∂
x
(i)
j
, (1 ≤ i ≤ nj, 1 ≤ j ≤ L), all other legs being labeled by x. When applying
the weight system Tg to T , we use extra metric tensors h in order to convert the spaces v
of ∂x legs into v
∗. Thus, TgT ∈ Q(Q[[~a]])[[~x]] ⊗
⊗L
j=1(v
⊗mj ⊗ (v∗)⊗nj ) is indeed a tensor
field (formal power series) of variables ~x. Tg converts a product of graphs in QDCL,L′c into a
pointwise tensor product of tensor fields.
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Next, we define a contraction of indices dx
(i1)
j and ∂x(i2)j
of A simply as gluing of the
corresponding legs
T 7−→ ♭
dx
(i1)
j ,∂x(i2)
j
;1
(T ). (4.2)
Lemma 4.1 The weight system Tg turns this operation into a standard definition of con-
tracting upper and lower indices of a tensor vj ⊗ v∗j −→ Q.
Proof. This is obvious, since, according to our convention, a weight system puts a tensor h−1
only on the dx leg, effectively omitting it on the ∂x leg, while a new internal edge produced
by gluing carries the same tensor h−1. ✷
The action of the maps (3.63) on a tensor field T is prescribed by their definitions. In
particular, to define the action of f−1H , we suppose that the labels in the set L
′
c are some
Cartan variables a = (a1, . . . , aL). Assume that the graphs of a tensor T (x, a) of BCL do not
have labels ∂a or da. Then the action of f
−1
H on T ‘shaves off’ the legs a, converting them
into the elements of the spaces (3.46). Thus, a are no longer treated as coordinates, and we
can write
T (x, a)
f−1H7−→T (x) ∈ DCL, (4.3)
keeping the same name T for the image of the tensor field in DCL,L′c.
A 1-form ω(x) is a tensor field all legs of which are colored by coordinates except for one
leg which is colored by one of the differentials dxj (1 ≤ j ≤ L).
A partial differential ∂xjT of a tensor field A is a sum of graphs constructed from T by
changing a color at one of the legs of T from xj to dxj in all the possible ways. Also we
define a ‘total differential’
∇T =
L∑
j=1
∂xjT. (4.4)
For a function f we define a differential df = ∇f which is a 1-form.
4.2 Vector fields
A vector field ξ(x) is a tensor field all of whose legs are colored by the variables and pa-
rameters except for one leg which is colored by a derivative ∂xj (1 ≤ j ≤ L). We define a
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pairing (ω, ξ) between a 1-form ω and a vector field ξ as a contraction between the dx and
∂x indices in the tensor product ω ξ
(ω, ξ) =
L∑
j=1
ω ♭dxj ,∂xj ;1 ξ. (4.5)
In other words, if ω and ξ are both presented by a single graph, then (ω, ξ) is constructed
by gluing the differential leg of ω with the derivative leg of ξ if their variables match, and
(ω, ξ) = 0 otherwise. If ω and ξ are sums of graphs, then (ω, ξ) is defined by bilinearity.
A vector field ξ defines a derivation ∇ξ acting on any object T by the formula
∇ξT =
L∑
j=1
ξ ♭∂xj ,xj ;1 T. (4.6)
Obviously, for a function f
∇ξf = (df, ξ). (4.7)
A divergence of a vector field ξ(x) (relative to the coordinates x) is a result of gluing the
∂x leg of ξ to one of its x legs in all the possible ways:
divx ξ = ♭∂x ,x;1(ξ). (4.8)
Tg transforms this divergence into a standard divergence of a vector field.
4.3 Diffeomorphisms
Next, we define differentiable maps and diffeomorphisms which we will also call substitutions.
For two sets of coordinate labels x, y, a map y = F (x) is defined as a sum of graphs all legs
of which are labeled by x and parameters except for one leg which is labeled by (one of the
coordinates) y. In applying Tg to F we treat the x legs similar to ∂x legs in tensor fields: we
apply an extra metric tensor h to the y legs so that TgFj ∈ Q(Q[[~a]])[[~x]]⊗ v∗j , where Fj is
the sum of graphs of y = F (x) which have the yj leg. Thus a set of functions TgFj defines
a local smooth map (or, more precisely, a formal power series) from ~x to ~y.
A definition of a composition of maps is obvious, but we will write it in a formal way
which is a bit messy. First, for an element T ∈ QDCL,L′c we define a gluing operation
♭x,y;LR(T ) =
∞∑
m=0
♭x,y;m(T )|x=y=0 . (4.9)
48
In other words, ♭x,y;LR glues all x legs to all y legs and it yields 0 if the numbers of x and
y legs of T do not match. We also define a multiple gluing ♭x,y;LR as a composition of
individual gluings ♭xj ,yj ;LR, 1 ≤ j ≤ L. Then for a map y = F (x) we define an element
F (exp) =
L∑
j=1
∞∑
n=0
(Fj)
n
n!
. (4.10)
Now a composition of maps y = F (x) and z = G(y) is a map z = G ◦ F (x) defined by the
formula
G ◦ F = G ♭y,y;LR F (exp), (4.11)
which says that all y legs of the graphs of G have to be glued to the matching y legs of F
in all possible ways. There exists an identity map
Id = y x , (4.12)
where we introduced an abbreviated multi-index notation
y x =
L∑
j=1
yj xj . (4.13)
Obviously, F ◦ Id = Id ◦ F = F . It is easy to verify that Tg converts the composition (4.11)
into a composition of local maps.
We will use an obvious shortcut notation z = G(F (x)) for a composition z = G ◦ F (x).
Moreover, we will use the same ‘substitution’ notation for any tensor field T (y) in which y
is replaced by x through y = F (x):
T (F (x)) = T ♭y,y;LR F
(exp) (4.14)
A map y = F (x) is called linear if it consists only of struts, one vertex of which is colored
by x and the other by y. Let us assume for a moment that all our coordinates are either
root or Cartan (that is, if we have a total coordinate, then we split it into a sum of a root
and cartan coordinates) and that the first L′ coordinates (0 ≤ L′ ≤ L) are root, while the
rest are Cartan. Since QH( y x ) = Q ⊂ Q(Q[[a]]) and QH( y ___ x ) = Q(Q[[a]])
(cf. eqs.(3.53)), then a linear map has a form
F =
L′∑
i,j=1
lij yi ___ xj +
L∑
i,j=L′+1
lij yi xj , lij ∈ Q(Q[[a]]), (4.15)
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and we define
detF = det ||lji(a)||, (4.16)
where ||lji(a)|| denotes an L× L matrix with entries lji(a). If detF 6≡ 0, then a linear map
F can be inverted
F−1 =
L′∑
i,j=1
l−1ij yi
___ xj +
L∑
i,j=L′+1
l−1ij yi xj , F
−1 ◦ F = Id, (4.17)
where ||l−1ij (a)|| = ||lij(a)||−1. Note that the block-diagonal structure of ||lij(a)|| implies that
lij ∈ Q for i, j > L′.
Remark 4.2 In case of the space BL a linear map has a form
F =
L∑
i,j=1
lij xi xj , lij ∈ Q (4.18)
and we define detF = det ||lij||.
Now we again assume that coordinates may be of any type. We call a map F strut if it
contains only strut graphs. Those strut graphs are of two types: the linear ones yi xj
and the ‘constant’ ones yi wj , where wj are parameters on which F depends. For any
map F , let us denote by Fstr the strut part of F and by Flin the linear part of F . We call a
map F non-degenerate iff detFlin 6≡ 0. The following is obvious
Lemma 4.3 A strut map F is invertible iff it is non-degenerate.
Now we can prove a general statement
Theorem 4.4 A map F is invertible iff it is non-degenerate.
Proof. Since the operation of taking a linear part of a map commutes with composition,
then F−1 ◦F = Id implies F−1lin ◦Flin = Id. Thus if F is invertible, then Flin is invertible and
hence non-degenerate.
Now suppose that Flin is non-degenerate. Then, according to Lemma 4.3, Fstr is in-
vertable. It is easy to see that the composite map G = (Fstr)
−1 ◦ F does not have constant
struts and Glin = Id. In other words, G = Id + G
′, and the map G′ contains graphs
with at least two edges. Therefore G can be inverted perturbatively: if H(n) is such that
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(Id +H(n)) ◦ (Id +G′) = 1 +K(n+1), where K(n+1) contains only graphs with at least n+ 1
edges, then we can choose H(n+1) = H(n) +K(n+1). Then
G−1 = Id +
∞∑
n=2
H(n), (4.19)
and F−1 = G−1 ◦ F−1str . ✷
Remark 4.5 Although the map fQH of (3.63) related the identity maps of BCL and QDCL
and commutes with the composition of maps, yet the definitions of inverse maps are a bit
different: some maps, which are degenerate in BCL, may have non-degenerate fQH images in
QDCL. Indeed, if F is a map in BCL and F ′ = fQH(F ) ∈ QDCL, then F ′lin has a form (4.15)
F ′lin =
L′∑
i,j=1
lij(a) yi ___ xj +
L∑
i,j=L′+1
lij yi xj , (4.20)
while
Flin =
L′∑
i,j=1
lij(a)|a=0 yi ___ xj +
L∑
i,j=L′+1
lij yi xj . (4.21)
Thus, generally speaking, detF ′ 6= detF , rather detF ′|
a=0 = detF , and the reason for this
is that the strut part of F ′ includes the haircomb graphs of F with legs from L′c (these
legs are shaved off by fQH and converted into powers of a). Therefore it may happen that
detF = 0, whereas detF ′ 6≡ 0 and so F ′ is non-degenerate. However, in this case its inverse
diffeomorphism (F ′)−1 is not a fQH image of any diffeomorphism of BCL.
We call invertible maps diffeomorphisms or substitutions. Theorem 2.3 shows that dif-
feomorphisms form a group which we call DiffL. Tg generates a homomorphism of this group
into a group of local diffeomorphisms of
⊕L
j=1 v
∗
j depending on parameters a. We will define
the contragradient action of DiffL on some tensor fields. This action is converted by Tg into
a natural contragradient action of the group of local diffeomorphisms
⊕L
j=1 v
∗
j .
First of all, DiffL acts naturally on functions: a substitution y = F (x) converts a function
f(y) it into a function F ∗f(x) = f(F (x)) of x by gluing the y legs of F to all y legs of the
graphs of f :
F ∗f(x) = f(F (x)) = f ♭y,y;LR F
(exp). (4.22)
Formally, we can turn a map y = F (x) into a vector field by replacing the labels y with
∂x. We denote this vector field as ~F (x). Conversely, we can turn a vector field ξ(x) into a
map y = ξ˜(x) by replacing the labels ∂x with y.
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The Lie algebra of DiffL can be identified with the space of vector fields VectL. If a
diffeomorphism y = F (x; t) depends on a Q-parameter t and F (x; 0) = Id, then we identify
the tangent vector to the curve y = F (x; t) in DiffL at t = 0 with the vector field
−→
∂tF
∣∣
t=0
. We
leave it for the reader to check that the Lie algebra commutator induced on VectL coincides
with the usual vector field Lie bracket defined as
[ξ1, ξ2] = ∇ξ1ξ2 −∇ξ2ξ1. (4.23)
Since VectL is a Lie algebra of DiffL, then the action of vector fields on various objects
(such as functions, 1-forms and vector fields) is determined by the action of diffeomorphisms.
The corresponding action of a vector field ξ is called a Lie derivative and we denote it
as Lξ. More precisely, suppose that DiffL acts on a certain type of objects (say, tensor
fields). Denote an action of F ∈ DiffL on T as F ∗T . For a vector field ξ(x) we construct
a 1-parametric family of diffeomorphisms F (x; t) = Id + tξ˜, so that if DiffL acts on a
tensor field T , then we define LξT = ∂tF
∗(t)T
∣∣
t=0
. Obviously, Lξf = ∇ξf for a function f
and Lξη = [ξ, η] for a vector field η. Also for any 1-parametric family of diffeomorphisms
y = F (x; t),
∂tF
∗(t)T = L −→
(∂tF (t))◦F−1(t)
(F ∗(t)T ). (4.24)
Example 4.6 Consider a map y = adz(x) defined on Fig. 7, x, y being total variables. Its
~adzy = adz(x)
x
z
y
· · ·
z z
n︷ ︸︸ ︷
x y
∞∑
n=0
1
n!
y = Adexp(z)(x)
z
x ∂x
Figure 7: A map adz, a map Adexp(z) and a vector field ~adz
composition exponent defines another map y = Adexp(z)(x) as
Adexp(z) = exp◦(adz) =
∞∑
n=0
(adz)
◦n
n!
. (4.25)
The maps Adexp(tz), where t is a Q-parameter, form a 1-parametric subgroup of Diffx, which
is generated by the vector field ~adz(x) of Fig. 7. This means that Adexp(tz) = expLie(t
~adz),
where expLie means a standard exponential map from a Lie algebra to a Lie group. More
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specifically, the action of Adexp(tz) on any object is equal to the operator product exponential
exp(tL ~adz).
The IHX relation says that
adady(x) = ady ◦ adx − adx ◦ ady. (4.26)
Then it is easy to see that
adAdexp(y)x = Adexp(y) ◦ adx ◦Adexp(−y), (4.27)
and with the help of eq.(4.25) we derive a useful formula
Ad
exp
(
Adexp(y)x
) = Adexp(y) ◦ Adexp(x) ◦ Adexp(−y). (4.28)
The following lemma follows easily from IHX and CC relations.
Lemma 4.7 If a function f(x) depends only on a single coordinate x (that is, all its legs
are labeled by x), then
∇ ~adyf(x) = 0, (4.29)
if one of the two conditions holds: either if all edges of the graphs of f are total (that is f
belongs to the image of the map (3.7) and x is total), or if y is Cartan.
Remark 4.8 If f1(x) and f2(x) are two functions which may depend on other parameters,
then
∇ ~ady
(
f1(x) ♭x,x;m f2(x)
)
=
(
∇ ~adyf1(x)
)
♭x,x;m f2(x) + f1(x) ♭x,x;m
(
∇ ~adyf2(x)
)
.(4.30)
4.4 Derivatives and matrix fields
Let us define a derivative of a diffeomorphism. A derivative is a ‘matrix field’. A matrix
field yxM(x) is a sum of graphs all of whose legs are labeled by coordinates x and parameters
except for two legs, one carrying a color dxj (1 ≤ j ≤ L) and the other carrying a color ∂yi
(1 ≤ i ≤ L). We will use an abbreviated notation M(x) for xxM(x). A derivative of a map
y = F (x) is a matrix field yxF
′(x) whose graphs are constructed from the graphs of F by
replacing the colors yi with ∂yi and a color xj at one leg by dxj in all possible ways:
y
xF
′ = ( ∂y y ) ♭y,y;1 F ♭x,x;1 ( x dx ). (4.31)
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Obviously, Tg converts eq. (4.31) into a standard derivative of a diffeomorphism. A vector
field F ∗ξ(x) produced by the contragradient (adjoint) action of a diffeomorphism y = F (x)
on a vector field ξ(y) can be expressed as
F ∗ξ(x) =
(
x
y(F
−1)′ ♭dy,∂y ;1 ξ(y)
)
♭y,y;LR F
(exp), (4.32)
where x = F−1(y) is the diffeomorphism inverse to y = F (x).
The matrix fields can be multiplied in a matrix way. We denote this product by the
symbol × in order to distinguish it from the multiplication in the graph algebra. The
formula for the product is transparent: for example,
z
yM1 × yxM2 = zyM1 ♭dy,∂y ;1 yxM2. (4.33)
The identity matrix field is obviously
x
xI = ∂x dx . (4.34)
Theorem 4.9 (chain rule) For two maps y = F (x) and z = H(y), the derivative of their
composition is given by the formula
(H ◦ F )′(x) = H ′(F (x))× F (x). (4.35)
Proof. Let us change the order of gluings in the formula for (H ◦ F )′
(H ◦ F )′ = ( ∂z z ) ♭z,z;1 (G ♭y,y;LR F (exp)) ♭x,x;1 ( x dx )
= ( ∂z z ) ♭z,z;1
[
G ♭y,y;LR
(
F (exp) ♭x,x;1 ( x dx )
)]
. (4.36)
The gluing F (exp) ♭x,x;1 ( x dx ) replaces a label x at one of the legs of one of the
graphs of F (exp) with the corresponding label dx. Let us relabel the single y leg of that same
graph with the label ∂y and then relabel the y leg of G which was glued to it by ♭y,x;LR
with the label dy. Then we come directly to the r.h.s. of eq.(4.35). ✷
The chain rule has an obvious corollary:
Corollary 4.10 (derivative of the inverse function) If a map y = F (x) is nondegen-
erate, then the derivative of the inverse map x = F−1(y) is equal to the matrix inverse of
the derivative of F
(F−1)′(y) =
(
F ′(F−1(y))
)×(−1)
. (4.37)
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A trace of a matrix field xxM is a function defined in an obvious way
Tr xxM = ♭∂x ,dx;1(
x
xM). (4.38)
It is easy to see that
Tr(xxM1 × xxM2) = Tr(xxM2 × xxM1), Tr [xxM1, xxM2] = 0, (4.39)
where the commutator is defined relative to the matrix product ×.
We define a transposed matrix field xxM
T by switching the dx and ∂x labels at the legs
of the graphs of xxM . Obviously,
(xxM1 × xxM2)T = xxMT2 × xxMT1 , Tr xxMT = Tr xxM. (4.40)
Let ξ(x) be a vector field. Consider a map y = ξ˜(x) constructed from ξ by replacing its
∂x colors with y. Then
Tr ξ˜′ = divx ξ. (4.41)
4.5 Determinant and its properties
A determinant of a matrix field is a function which we will define in stages, while making
sure that it is multiplicative
det (xxM1 × xxM2) = (det xxM1) (det xxM2). (4.42)
First, we define a determinant of a strut matrix field
x
xM =
L∑
i,j=1
lji ∂xj dxi , (4.43)
Similarly to eq.(4.15), we assume that coordinates xj , 1 ≤ j ≤ L′ are root, while coordinates
xj , L
′ + 1 ≤ j ≤ L are Cartan, so that
x
xM =
L′∑
i,j=1
lij ∂xi ___ dxj +
L∑
i,j=L′+1
lij ∂xi dxj , lij ∈
{
Q(Q[[a]]), if 1 ≤ i, j ≤ L′
Q, if L′ ≤ i, j ≤ L(4.44)
Then we define det xxM as
det xxM = exp
[
1
2
(
log(det ||lij||r) + log(det ||l∗ij||r)
)
+ log(det ||lij||c)
]
, (4.45)
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if det ||lij|| 6≡ 0, and det xxM = 0 if det ||lij|| ≡ 0. Here ||lij||r and ||lij||c are root and Cartan
blocks of the block-diagonal matrix ||lij||. This definition makes sense, because QH( )
and QH( ___ ) are related as algebras (see Remark 3.12), so we can calculate the products
of lji in Q(Q[[a]]) and then project them into
[
Q(Q[[a]])
]even
, while Remark 3.13 warned the
reader that we would have to include logarightms in the spaces QH( ) and QH( ).
The multiplicativity of the determinants (4.45) follows easily from the multiplicativity of the
matrices ||lij||r and ||lij||c.
Remark 4.11 If we work in BL, then for a strut matrix field (4.43) with lij ∈ Q we define
det xxM = exp
(
log(det ||lij||)
)
. (4.46)
We call a strut matrix field non-degenerate if its determinant is non-zero. A non-
degenerate strut matrix field can be inverted with the help of a formula
(xxM)
−1 =
L∑
i,j=1
l−1ij ∂xi dxj . (4.47)
Next, we define a determinant of a matrix field which is close to identity, by using a
well-known formula which holds for ordinary matrices:
detM = exp(Tr logM). (4.48)
In order to abbreviate our notations we will temporarily drop the indices xx from the matrix
field notation.
A matrix field M is called a perturbative identity (or simply PI) if it is of the form
M = I +M ′, (4.49)
where the matrix field M ′ contains only the graphs with at least two edges. For such a
matrix we can define the logarithm
log×(M) =
∞∑
n=1
(−1)n+1 (M
′)×n
n
(4.50)
and then define the determinant
detM = exp
(
Tr log×M
)
. (4.51)
Lemma 4.12 The determinant of PI matrix fields defined by eq.(4.51) is multiplicative.
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Proof. Let Mi = I +M
′
i (i = 1, 2) be two PI matrices. According to the BCH formula,
exp×
(
log×(M1)
)
exp×
(
log×(M2)
)
(4.52)
= exp×
(
log(M1) + log(M2) + (sum of commutators)
)
Taking the ×-logarithms of both sides, we find that
log×(M1 ×M2) = log×(M1) + log×(M2) + (sum of commutators). (4.53)
Then in view of eq.(4.39),
Tr log×(M1 ×M2) = Tr log×M1 + Tr log×M2. (4.54)
The multiplicativity (4.42) follows from this formula and the definition (4.51). ✷
Lemma 4.13 Determinant (4.51) is conjugation-invariant: if M1 is PI and M2 is a strut
matrix field, then
det (M2 ×M1 ×M−12 ) = detM1 (4.55)
Proof. First, note that the matrix field M2 ×M1 ×M−12 is PI, so eq. (4.55) makes sense.
Then it is easy to see from the definition (4.50) of log× that
log×(M2 ×M1 ×M−12 ) = M2 (log×M1)M−12 . (4.56)
Now it follows from eq.(4.39) that
Tr log×(M2 ×M1 ×M−12 ) = Tr log×M1. (4.57)
This equation together with eq.(4.51) implies eq.(4.55). ✷
For a matrix field M , let Mstr denote its strut part. We call M non-degenerate if Mstr is
non-degenerate, that is, if detMstr 6≡ 0. If M is non-degenerate, then it is easy to see that
M−1str ×M is PI. Then we define
detM =
{
detMstr det(M
−1
str ×M), if detMstr 6≡ 0,
0, if detMstr ≡ 0,
(4.58)
Let us establish the properties of the graph determinant.
Theorem 4.14 For a matrix field M , det(TgM) = Tg(detM).
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Proof. Let us first prove this for a strut matrix field (4.43). Let us assume for simplicity that
all coordinates are root (a general case is easy to consider, since struts do not mix root and
cartan coordinates, so that a general strut matrix field has a block-diagonal form (4.44)). A
weight system Tg applied to a root strut matrix field
M =
L∑
i,j=1
lji ∂xj ___ dxi (4.59)
takes value in Q((Sh)⊗|L′c|)⊗ End
(⊕L
j=1 rj
)
, where rj are L copies of the space r. In fact,
the weight system of a matrix field (4.59) is diagonal with respect to the root spaces r~λ, so
TgM =
∑
~λ∈∆g
(TgM)~λ, (TgM)~λ = ||lij(~λ)|| ∈ Q((Sh)⊗|L
′
c|)⊗ End
(
L⊕
j=1
r~λ,j
)
. (4.60)
As a result,
det(TgM) =
∏
~λ∈∆g
det(TgM)~λ =
∏
~λ∈∆g
det ||lij(~λ)||. (4.61)
A combination of the definition of determinant (4.45) and the formula (3.76) for the applica-
tion of Tg to QH( ) yields the same expression in view of eq.(4.47) applied to ||lij(~λ)||.
Thus we proved the theorem for strut matrix fields.
A general definition of a determinant is based on formulas (4.51) and (4.58). The appli-
cation of weight system Tg converts eq. (4.51) into eq. (4.47) and converts eq. (4.58) into a
multiplicativity of the ordinary determinant. Therefore Tg ‘commutes’ with these defining
equations, and hence it commutes with graph determinant. ✷
Theorem 4.15 The determinant (4.58) is multiplicative.
Proof. Let M1 and M2 be non-degenerate matrix fields. Then
det
(
M1 ×M2
)
= det
(
M1,str ×M2,str
)
det
(
(M1,str ×M2,str)−1 ×M1 ×M2
)
. (4.62)
Determinant of strut matrix fields is multiplicative, so
det
(
M1,str ×M2,str
)
= (detM1,str) (detM2,str). (4.63)
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As for the second factor in the r.h.s. of eq.(4.62),
det
(
(M1,str ×M2,str)−1 ×M1 ×M2
)
= det
(
M−12,str ×M−11,str ×M1 ×M2
)
= det
[(
M−12,str × (M−11,str ×M1)×M2,str
)
× (M−12,str ×M2)
]
= det
(
M−12,str × (M−11,str ×M1)×M2,str
)
det(M−12,str ×M2)
= det(M−11,str ×M1) det(M−12,str ×M2). (4.64)
Here the third equality is due to Lemma 4.12 and the fourth equality is due to Lemma 4.13.
The multiplicativity (4.42) follows from this equation and the definition (4.58). ✷
Since an exponential is non-zero, then it follows from eq.(4.58) that a matrix field Mstr
is non-degenerate iff detMstr 6≡ 0.
Theorem 4.16 A matrix field M can be inverted iff it is non-degenerate.
Proof. The easiest way to prove this theorem is to deduce it from Theorem 4.4. Indeed,
one just has to declare the coordinate colors x to be parameters and call ∂x and dx new
outgoing and incoming coordinates. ✷
An explicit formula for the inverse matrix field is
M−1 = M−1str ×
∞∑
n=0
(−1)n(M−1str ×M)×n. (4.65)
Remark 4.17 A determinant of a non-degenerate matrix fieldM is invertible as an element
of the graph algebra. Indeed, eqs. (4.58), (4.51) and (4.45) define it as a product of two
functions, both of which are exponentials, and an inverse of an exponential function is
constructed by adding a minus sign to the exponent.
Theorem 4.18 (derivative of a determinant) If a matrix field M(t) depends on a Q-
parameter t and M(t) is non-degenerate, then
∂t detM = detM Tr(M
−1 ∂tM). (4.66)
Proof. Let us evaluate detM(t + dt) to the linear order in dt:
detM(t + dt) = det
[
M(t) +
(
∂tM(t)
)
dt
]
= detM(t) det
[
I +
(
M−1(t) ∂tM(t)
)
dt
]
=
(
detM(t)
)[
1 + Tr
(
M−1(t) ∂tM(t)
)
dt
]
, (4.67)
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where the last equation follows from eq.(4.51). Equation (4.66) follows from eq.(4.67). ✷
A derivative of a diffeomorphism y = F (x) is a matrix field yxF
′(x). We define its
determinant by first replacing the colors ∂y by the corresponding colors ∂x and then applying
the definition (4.58).
It is obvious that the definition (4.58) of a determinant commutes with the maps ftrv and
fQ of (3.63). However the commutativity with fQH is not immediately obvious and requires
a special consideration.
Theorem 4.19 Let xxM(x; a) be a matrix field in BCL, which depends on Cartan parameters
a. Suppose that a ∈ L′c and denote xxM ′(x) = fQH(xxM(x; a)) (cf. (4.3), we used notation
x
xM
′ for the image of xxM in DCL,L′c instead of xxM in order to avoid any mix up). Suppose
that xxM is non-degenerate. Then
x
xM
′ is also non-degenerate and
det xxM
′(x) = fQH(det
x
xM(x; a)). (4.68)
Proof. Let us drop xx from our notations of matrix fields. It is easy to see that the strut graphs
of M ′ come from the haircomb graphs (Fig. 1.1) of M whose vertical legs are colored by a
and horizontal legs are colored by ∂x and dx. Therefore, if following eqs. (4.43) and (4.44)
we denote
(M ′(x))str =
L∑
i,j=1
lij(a) ∂xi dxj , lij(a) ∈ Q[[a]], (4.69)
then
(M(x; a))str =
L∑
i,j=1
lij(a)|a=0 ∂xi dxj . (4.70)
As a result,
detMstr = detM
′
str|a=0 , (4.71)
and non-degeneracy of M(x; a) indeed implies the non-degeneracy of M ′(x).
Since the determinant is multiplicative in both BCL and DCL,L′c, we can prove eq. (4.68)
separately for M ′str and for (M
′
str)
−1M ′. Since
det ||lij(a)|| = det ||lij(a)||
∣∣∣
a=0
exp
(
Tr log(||lij(a)||−1
∣∣∣
a=0
||lij(a)||
)
, (4.72)
then
f−1QH(detM
′
str(x)) = det f
−1
QH(M
′
str(x; a)). (4.73)
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Also since the strut parts of both (M ′str(x))
−1M ′(x) and f−1QH( (M
′
str(x))
−1M ′(x) ) are identity
matrices, then their determinants are calculated just by the formula (4.48) and hence these
determinants are also related by fQH. ✷
Remark 4.20 Equation (4.71) indicates that it may happen that detM(x; a) ≡ 0, while
detM ′(x) 6≡ 0. This means that the definition of a determinant in QDCL,L′c is finer than in
BCL, and the reason for this is that a notion of a strut in QDCL,L′c is wider than that in BCL,
since the former includes the haircomb graphs of BCL with legs L′c legs.
4.6 Integration measure
Now we can define an integration measure. As a graph with labeled legs, an integration
measure is the same as a function. The only difference is in the action of substitutions. A
diffeomorphism y = F (x) acts on an integration measure G(x) as
G(y)
F7−→F ∗G(x) = G(F (x)) detF ′(x). (4.74)
Chain rule and the multiplicativity property of the determinant indicate that this is a genuine
(contragradient) group action. It is easy to verify that a graph algebra product f(x)G(x)
of a function f(x) and an integration measure G(x) is an integration measure.
Theorem 4.21 (Lie derivative of integration measure) The action of a vector field
ξ(x) on an integration measure G(x) is described by a formula
LξG = ∇ξG +G divx ξ. (4.75)
Proof. We define a family of diffeomorphisms y = F (x, t) by a formula F (x, t) = Id+ t ξ˜(x),
where y = ξ˜(x) is the vector field ξ converted into a map by replacing the ∂x colors with y.
Then by definition
Lξ G = ∂t
(
G(F (x, t)) detF ′(x, t)
)∣∣∣
t=0
. (4.76)
As we already know,
∂t
(
G(F (x, t))
)∣∣∣
t=0
= ∇ξG. (4.77)
At the same time, F ′ = I + t∇ξ, so detF ′(x, 0) = 1 and according to eqs.(4.66) and (4.41),
∂t detF
′|t=0 = Tr (∇ξ) = divx ξ. (4.78)
The formula (4.75) follows easily from eqs.(4.76), (4.77) and (4.78). ✷
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4.7 A formal gaussian integral
Now we define the integral. The only integral that we can define is the gaussian or the
stationary phase one, because, as it turns out, its definition can be given purely in terms
of combinatorics of the integrand without any references to Riemann sums. We will use
the names ‘gaussian’ and ‘stationary phase’ as synonims, although there is a slight differ-
ence between them: the stationary phase integral allows infinite formal power series as a
preexponential factor.
A gaussian integral for a graph algebra B has been already defined in [3]. Its definition
can be transferred verbatim to any other graph algebra, and we are going to do it. The only
difference is that the paper [3] neglected the 1-loop determinant, because it played a rather
trivial role in those calculations. However, we must reinstate it, since it participates in the
proof of topological invariance of U(1)-RCC invariant and also contributes to the Alexander
polynomial.
We say that a function, a tensor field or an integration measure P is x-substantial if
there exists a positive number N such that P can be presented as a (possibly infinite) linear
combination of elements of spaces QH(D) such that each graph D has at most N struts
xi xj , 1 ≤ i, j ≤ L, among its connected components. In short, P has a polynomial
dependence on these struts. A function, a tensor field or an integration measure G is called
stationary phase (SP), if it has a form
G(x) = e
1
2
Q(x)P (x), (4.79)
where
Q(x) =
L∑
i,j=1
lij xi xj , (4.80)
while P (x) is x-substantial (we put an extra 1/2 in the exponent for future convenience).
We choose the coefficients lij so that they satisfy a condition
l∗ij = lji. (4.81)
We say that G is stationary phase non-degenerate (SPND) if the matrix ||lij|| is non-
degenerate. We associate to Q(x) an ‘inverse quadratic form’
Q−1(x) =
L∑
i,j=1
l−1ij xi xj (4.82)
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( ||l−1ij || = ||lij||−1) and a matrix field
Qˆ =
L∑
i,j=1
lji ∂xi dxj . (4.83)
If G(x) of eq. (4.79) is SPND, then following [3] we define its formal gaussian (i.e.
stationary phase) integral by the formula∫
FG
dx e
1
2
Q(x)P (x) =
(
det Qˆ
)−1/2 (
P (x) ♭x,x;LR e
− 1
2
Q−1(x)
)
, (4.84)
The SPND condition on G(x) guarantees that the gluing in eq.(4.84) is well-defined, that is,
each particular graph in the second brackets can be constructed by gluing the legs of P (x)
and e−
1
2
Q−1(x) in only finitely many ways. The difference between our definition and that
of [3] is in the ‘1-loop’ determinant factor
(
det Qˆ
)−1/2
which was dropped in [3].
Remark 4.22 Condition (4.81) implies that det ||l∗ij|| = det ||lij||, hence det Qˆ can be writ-
ten simply as
det Qˆ = exp
(
log(det ||lij||r) + log(det ||lij||c)
)
(4.85)
(cf. eq.(4.45)).
4.8 Properties of the integral
Now let us establish the basic properties of integrals for the definition (4.84). Most of the
work in this direction has been already done in [3].
First of all, let us use the weight system Tg in order to relate the graph formula (4.84)
to the usual calculus definition of the stationary phase integral. Assume for simplicity that
G(x) and P (x) are both either functions or integration measures. Then, according to (4.1)
we may think of TgG and TgP as formal power series of ~x (let us ignore their dependence
on parameters ~a). Usually in calculus the preexponential factor TgP would be presented as
a power series in ~, so that the whole integral would be well-defined as such a power series.
First, let us not commit ourselves to any particular way of inserting ~ into P (x) or Q(x)
and consider the case of a ‘polynomial’ TgP .
Lemma 4.23 Suppose that there exists a finite set of graphs DP , such that
P (x) ∈
⊕
D∈DP
QH(D). (4.86)
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Then TgP is a polynomial of ~x and
Tg
(∫
FG
dx G(x)
)
= (−2π)− 12
∑L
j=1 dim v
∗
j
∫
d~x TgG(~x). (4.87)
Proof. Obviously, TgP is a polynomial of x of degree which is equal to the maximum number
of x legs in the graphs of DP . TgQ is a quadratic form
TgQ(~x) =
L∑
i,j=1
lij (~xi, ~xj), (4.88)
so if we assume that this quadratic form is negative-definite, then the r.h.s. of eq.(4.84) is a
well-defined gaussian integral with a polynomial prefactor. This integral is calculated with
the help of an explicit formula
(−2π)− 12
∑L
j=1 dimv
∗
∫
d~x e
1
2
TgQ(~xj) TgP (~x) =
(
det ||lij||
)−1/2
TgP (∂~x) e− 12TgQ−1(~x)
∣∣∣
~x=0
.(4.89)
It is easy to see that the r.h.s. of this formula is equal to Tg applied to the r.h.s. of eq.(4.84).
✷
Remark 4.24 The prefactor (−2π)− 12
∑L
j=1 dimv
∗
in equation (4.89) indicates that eq.(4.84)
defines
∫
FG
dx
(−2π)1/2
rather than
∫
FG
dx. Alternatively, we could remove that prefactor by
replacing
(
det Qˆ
)−1/2
in the r.h.s. of eq.(4.84) with
(
det(−2πQˆ)
)−1/2
.
In order to bring in ~, we introduce a weight system T 2,~g , which acts in the same way as
T 1,~g , except that it multiplies the graphs by ~deg2D rather than by ~deg1D.
Theorem 4.25 For a SPND function (4.79)
T 2,~g
(∫
FG
dx G(x)
)
= (−2π~)− 12
∑L
j=1 dim v
∗
j
∫
d~x T 2,~g G(~x). (4.90)
Proof. Let PN denote the part of P which contains only the contributions of the graphs
D with deg2D ≤ N . Since there are only finitely many graphs with such property for a
given N , then PN satisfies the property (4.86) and eq.(4.87) holds for GN = e
1
2
Q(x)PN . Now
eq.(4.90) for GN follows from eq.(4.87) and from a relation
T 2,~g
(
PN(x) ♭x,x;LR e
− 1
2
Q−1(x)
)
= T 2,~g PN(∂~x) e−
~
2
TgQ−1(~x)
∣∣∣
~x=0
, (4.91)
which is established by an easy counting of the powers of ~ (note that gluing a strut to two
legs of a graph D reduces deg2D by 1). Equation (4.90) for G follows by taking a limit
N −→∞, which is well-defined on both sides of this equation. ✷
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Theorem 4.26 (parity invariance) If G(x) is SPND, then∫
FG
dx G(−x) =
∫
FG
dx G(x) (4.92)
Proof. This theorem was proved in [3]. We can use this proof verbatim, since changing
the sign of x does not change the strut part and therefore does not change the 1-loop
determinant. ✷
Theorem 4.27 (Fubini’s theorem) Consider an SP integrand G(x,y) which depends on
two sets of coordinates x and y. Suppose that both the full quadratic form Q(x,y) and its
x x part Qx(x) are non-degenerate. Then
∫
FG
dx G(x,y) is a SPND integrand for y
and ∫
FG
dxdy G(x,y) =
∫
FG
dy
(∫
FG
dx G(x,y)
)
. (4.93)
Proof. The theorem was proved in [3] for the case when 1-loop determinants were neglected.
Accounting for the determinants is easy. If we split the matrix ||lij|| of Q(x,y) into x and
y blocks as
||lij|| =
(
A B
BT C
)
, (4.94)
then it is easy to see that the corresponding y-matrix of the exponent of
∫
FG
dx G(x,y)
is C − BTA−1B and the determinant part of Fubini’s formula follows from the well-known
identity det ||lij|| = detA det(C −BTA−1B). ✷
Remark 4.28 The condition that the x x part Qx(x) of Q(x,y) should be non-
degenerate, does not restrict the applicability of Fubini’s theorem too much. If needed, one
can consider a deformed quadratic form Q(x,y; t) which depends on a parameter t in such a
way that Q(x,y; 0) = Q(x,y) and Qx(x; t) is non-degenerate for general values of t. Then
one can apply Fubini’s theorem for a general value of t, obtain all necessary results and at
the very end set t = 0.
If G(x) is an SPND integration measure and ξ is a x-substantial vector field, then ∇ξG,
G divx ξ and Lξ G are all SPND (the latter also being an integration measure).
Theorem 4.29 (integration by parts) If G(x) is an SPND integration measure and ξ(x)
is a x-substantial vector field, then ∫
FG
dx LξG = 0. (4.95)
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Proof. The claim of this theorem obviously does not depend on the inclusion of the 1-loop
determinant factor in eq.(4.84), so the proof of [3] applies without modifications. ✷
This theorem has a simple corollary
Corollary 4.30 Let Ξ(x) be an SPND vector field and µ(x) be an x-substantial integration
measure. If LΞµ = 0, then ∫
FG
dx (divxΞ)µ = 0. (4.96)
If an SPND integrand G(x; t) depends on a Q-parameter t, then ∂tG(x; t) is also an
SPND integrand.
Theorem 4.31 (derivative of an integral over a parameter) If an SPND integrand
G(x; t) depends on a Q-parameter t, then
∂t
(∫
FG
dx G(x; t)
)
=
∫
FG
dx ∂tG(x; t). (4.97)
Proof. Let G(x; t) = eQ(x;t)P (x; t). Since
∂tG(x; t) = e
Q(x;t)
(1
2
P (x; t) ∂tQ(x; t) + ∂tP (x; t)
)
, (4.98)
then proving eq.(4.97) amounts to showing the following:
∂t
[(
det Qˆ
)−1/2 (
P ♭x,x;LR e
− 1
2
Q−1
)]
=
1
2
(
det Qˆ
)−1/2[(
(P ∂tQ) ♭x,x;LR e
− 1
2
Q−1
)
+ 2
(
∂tP ♭x,x;LR e
− 1
2
Q−1
)]
. (4.99)
We calculate explicitly the l.h.s. of this equation
∂t
[(
det Qˆ
)−1/2 (
P ♭x,x;LR e
− 1
2
Q−1
)]
(4.100)
=
1
2
(
det Qˆ
)−1/2[
− Tr(Qˆ−1∂tQˆ)
(
P ♭x,x;LR e
− 1
2
Q−1
)
− P ♭x,x;LR
(
(∂tQ
−1) e−
1
2
Q−1
)
+ 2
(
∂tP ♭x,x;LR e
− 1
2
Q−1
)]
,
where ∂tQ
−1 can be determined with the help of the formula
∂̂tQ−1 = −Qˆ−1 × ∂tQˆ× Qˆ−1. (4.101)
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The last terms in the r.h.s. of eqs.(4.99) and (4.100) coincide, so in order to prove eq.(4.99)
we have to show that
(P ∂tQ) ♭x,x;LR e
− 1
2
Q−1
= −Tr(Qˆ−1∂tQˆ)
(
P ♭x,x;LR e
− 1
2
Q−1
)
− P ♭x,x;LR
(
(∂tQ
−1) e−
1
2
Q−1
)
(4.102)
Indeed, consider the gluing in the l.h.s. of this equation. The legs of ∂tQ can either be glued
to the same strut of e−
1
2
Q−1 or to the different struts. In the first case, the first term of the
r.h.s. of eq. (4.102) is reproduced. In the second case, the other two legs of the two struts
of e−
1
2
Q−1 which are glued to the strut ∂tQ will be glued to the legs of P and in view of
eq.(4.101) this reproduces exactly the second term of the r.h.s. of eq.(4.102). ✷
Finally we want to prove the invariance of the integral (4.84) under diffeomorphisms if
G(x) is an SPND integration measure. We have to limit ourselves to such diffeomorphisms
F that F ∗G is again SPND. Recall that we call an element of a graph algebra narrow if it
can be presented as a linear combination of connected graphs. It is easy to see that narrow
diffeomorphisms form a group which we denote as DiffnrwL .
Lemma 4.32 The groups DiffL and Diff
nrw
L are connected.
Proof. It is easy to connect a diffeomorphism F to its linear part: one can use a path
F (t) = Flin + t(F − Flin), 0 ≤ t ≤ 1. (4.103)
Since (F (t))lin = Flin, then all maps y = F (x; t) are non-degenerate and thus belong to
DiffL. If F is narrow, then all diffeomorphisms F (t) are also narrow. Flin, in its turn, is
connected to the identity diffeomorphism Id, because the group GL is connected. ✷
Theorem 4.33 (diffeomorphism invariance of an integral of a measure) If G(y) is
an SPND integration measure and y = F (x) is narrow, then F ∗G(x) is also SPND and∫
FG
dx F ∗G(x) =
∫
FG
dy G(y). (4.104)
Proof. Consider eq. (4.74) for F ∗G(x). It is easy to check that G(F (x)) is SPND. Also it
follows form eqs.(4.58), (4.80) and (4.45) that if y = F (x) is narrow, then the graphs of the
determinant detF ′(x) of eq.(4.74) do not contain connected tree subgraphs, so detF ′(x) is
x-substantial and F ∗G(x) is SPND.
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Since, according to Lemma 4.32, the group DiffnrwL is connected, then there exists a 1-
parametric family of narrow diffeomorphisms F (t), such that F (t)
∣∣
t=0
= Id and F (t)
∣∣
t=1
=
F (x). Then eq.(4.104) follows from the following calculation
∂t
(∫
FG
F ∗(t)G(x)
)
=
∫
FG
∂tF
∗(t)G(x) =
∫
FG
L −→
(∂tF (t))◦F−1(t)
(
F ∗(t)G(x)
)
= 0, (4.105)
which is based on eqs.(4.97), (4.24) and (4.95), the latter being applicable since the vector
field
−→
(∂tF (t)) ◦ F−1(t) is narrow and therefore x-substantial. ✷
Corollary 4.34 If y = F (x) is a narrow diffeomorphism and µ(x) is an x-substantial and
F -invariant integration measure, then for any SPND function G(y)∫
FG
dx G(F (x))µ(x) =
∫
FG
dy G(y)µ(y). (4.106)
Proof. Apply eq.(4.104) to the SPND integration measure G(y)µ(y). ✷
Obviously, the definition (4.84) commutes with the first injection ftrv of (3.63). However,
its commutativity with fQH is less obvious, since as we have already discussed, the notion
of a strut exponent is different in BCL and DCL,L′c. In order to prove it, we have to establish
that eq.(4.84) sometimes holds even in the case when Q(x) is not purely strut.
First, we introduce a few general definitions. A function Q(x) is called quadratic in x,
if every graph of Q(x) has exactly two x legs (Q(x) may also depend on other coordinates
and parameters). Suppose that a matrix field xxM does not depend on x, that is, its graphs
do not have x legs. Then we can associate to xxM a quadratic (in x) function (M)qf by
replacing the ∂x and dx labels in the graphs of
x
xM with corresponding labels x. Conversely,
if Q(x) is a quadratic function of x, then we can associate to it a unique matrix field Qˆ which
satisfies two properties: (Qˆ)qf = Q(x) and Qˆ
T = Qˆ (that is, Qˆ is symmetric). Obviously,
our definition is consistent with eq.(4.83).
Let Q(x) be a quadratic function of x. As usual, Qstr(x) denotes its strut part.
Theorem 4.35 Suppose that Qstr(x) is non-degenerate and that P (x) is x-substantial.
Then e
1
2
Q(x)P (x) is SPND and eq. (4.84) holds, where Q−1(x) is defined as Q−1(x) =
(Qˆ−1)qf .
Proof. According to the definition of formal gaussian integral, in our case∫
FG
dx e
1
2
Q(x)P (x) =
∫
FG
dx e
1
2
Qstr
(
e
1
2
(Q−Qstr)P
)
=
(
det Qˆstr
)−1/2 [(
e
1
2
(Q−Qstr)P
)
♭x,x;LR ǫ
− 1
2
Qstr
]
. (4.107)
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We introduce the functions
Q(x; t) = Q(x) + t
(
Qstr(x)−Q(x)
)
, P (x; t) = e
t
2
(
Q(x)−Qstr(x)
)
P (x). (4.108)
depending on a Q-parameter t and consider an expression
A(t) =
(
det Qˆ(t)
)−1/2 (
P (x; t) ♭x,x;LR e
− 1
2
Q(x;t)
)
. (4.109)
In view of eq.(4.107), A(1) equals the l.h.s. of eq.(4.84), whereas A(0) obviously equals the
r.h.s. of that equation. Let us consider ∂tA(t). It is easy to see that the proof of eq.(4.99)
also works in the case when Q(x) is a quadratic function of x which is not necessarily strut.
Since in our particular case
P (x; t) ∂tQ(x; t) + 2∂tP (x; t) = 0, (4.110)
then, according to eq. (4.99), ∂tA(t) = 0. Hence A(0) = A(1) and this proves eq. (4.84) in
case when Q(x) is a quadratic function of x. ✷
Now we are ready to prove that a gaussian integral commutes with the injection fQH.
Theorem 4.36 Let G(x; a) be a tensor field or an integration measure which depends on
Cartan parameters a. Suppose that a ∈ L′c and denote G′(x) = fQH(G(x; a)). If G′ is SP,
then G is SP. If in addition G is non-degenerate, then G′ is also non-degenerate and∫
FG
dx G′(x) = fQH
(∫
FG
dx G(x; a)
)
. (4.111)
Proof. G′ being SP and belonging to the image of fQH means that G
′ = e
1
2
Q′(x)P ′(x), where
Q′ =
L∑
i,j=1
lij(a) xi xj , lij(a) ∈ Q[[a]], (4.112)
and P ′ ∈ DCL ⊂ QDCL is x-substantial. Then G(x; a) = e
1
2
Q(x)P (x; a), where
Q(x) =
L∑
i,j=1
lij(a)
∣∣∣
a=0
xi xj , (4.113)
while
P (x; a) = exp f−1QH
(
1
2
L∑
i,j=1
(lij(a)− lij(a)
∣∣∣
a=0
) xi xj
)
f−1QH(P
′(x)) (4.114)
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Since the exponent in eq. (4.114) does not contain DCL struts and since f−1QH in contrast to
fQH does not create new struts, then P (x; a) is x-substantial and hence G(x; a) is SP.
If G is SPND, then det ||lij(a)||
∣∣∣
a=0
6= 0, hence det ||lij(a)|| 6≡ 0 and G′ is also SPND.
It remains to prove eq.(4.111). Consider its r.h.s. :∫
FG
dx G(x; a) =
∫
FG
dx exp
(
1
2
f−1QH(Q
′(x))
)
f−1QH(P
′(x)). (4.115)
Since f−1QH(Q
′(x)) is a quadratic function of x and its strut part is assumed to be non-
degenerate, then Theorem 4.35 says that we can calculate the integral in the r.h.s. of
eq. (4.115) with the help of eq. (4.84) in which now Q = f−1QH(Q
′) and P = f−1QH(P
′). The
result obviously coincides with the l.h.s. of eq.(4.111) (we can use Theorem 4.19 in order to
establish the equality of ‘1-loop determinant factors’). ✷
Remark 4.37 Equation (4.112) indicates that
det Qˆ = det ||lij(a)||
∣∣∣
a=0
. (4.116)
Therefore it may happen that det Qˆ = 0, whereas det Qˆ′ 6≡ 0, which means that G(x; a)
is degenerate, while G′(x) is non-degenerate. This is similar to what we described in Re-
mark 4.20: a definition of a gaussian integral is finer in QDCL than in BCL. This is important
for us, since it will turn out that the U(1)-RCC invariant is defined through a gaussian
integral which is defined only in QDCL.
5 A formal integration over a coadjoint orbit
5.1 Invariant integration measure on a coadjoint orbit
In subsection 2.3 we used G/T as a model of a coadjoint orbit, and exponential map turned
the root space r ⊂ g into a coordinate chart in the vicinity of e ∈ G. Now we are going to do
the same at the level of graph algebras. Since we consider just a single coadjoint orbit (a case
of multiple orbits would be an obvious generalization), we introduce a single root coordinate
color x. Our immediate task is to define a diffeomorphism Fy (y being a root parameter),
which is an analog of diffeomorphism F~y defined by the commutative diagram (2.45), and
then find an Fy-invariant integration measure µ(x).
In order to distinguish between root, Cartan and total labels and coordinates, we assume
the following convention: root coordiantes are denoted as x, y, . . . , Cartan coordinates are
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denoted as a, b, . . . and total coordinates are denoted as X, Y, . . . . For any map Y = F (·)
we define two related maps y = Fr(·) and a = Fc(·) in which the total Y leg of F is replaced
by a root y leg or by a Cartan a leg. Also, if we replace a total label X in the argument of
any object A(X) by either y or a, then this means that the X legs of A are declared root or
Cartan.
We have to express eq. (2.46) in purely graphical terms. First, we have to learn how
to graphically multiply the exponentials with non-commutative exponents. This has been
already described in [3], where a BCH ‘forest’ has been introduced. If X and Y are two
formal non-commutative variables, then according to BCH,
eXeY = eZ
Z = X + Y +
1
2
[X, Y ] +
1
12
[X, [X, Y ]]− 1
12
[Y, [X, Y ]] + higher commutators. (5.1)
Following [3], we turn every term in the expression for Z into a tree graph with total edges,
placing the color Z at the ‘root’ and colors X and Y at the ends of the ‘branches’ of these
trees. The sum of all these trees defines a BCH map which we denote as Z = E(X, Y ):
E = Z X + Z Y + trees with multiple edges. (5.2)
We also define a multiple BCH map Y = E(X1, . . . , Xn) as a logarithm of the product of n
exponentials. The multiple map can be presented as a composition of binary BCH maps in
any order compatible with the associativity. The BCH maps satisfy some obvious properties
coming from the basic properties of exponentials. Among these properties are
E(t1X, t2X) = E((t1 + t2)X, 0) = · (t1 + t2)X , (5.3)
which follows from the commutativity of legs of the same color,
E(a, b) = E(a + b, 0) = · (a + b) , (5.4)
which follows from CC relations expressing the commutativity of Cartan edges (Lemma 3.1),
and
E(Y,X,−Y ) = Adexp(Y )(X), (5.5)
Ad
exp
(
E(X,Y )
) = Adexp(X) ◦ Adexp(Y ). (5.6)
(Adexp(·) map being defined in Example 4.6), which follows from the IHX relation and the
combinatorial identity exeye−x = ee
adxy. Also, due to the presence of struts in (5.2), the map
E can not mix root and Cartan input in order to produce a purely root output:
71
Lemma 5.1 Consider two maps: y = H(r)(X) with a root output and a = H(c)(X) with a
Cartan output. If a Cartan part Fc of a map Y = F (X) defined as
F (X) = E(H(r)(X), H(c)(X)), (5.7)
is zero, then
F (X) = H(r)(X) and H(c)(X) = 0. (5.8)
Proof. Consider a graph of H(c) with the smallest number of edges. Then due to the struts
in (5.2) it will produce the graph with the smallest number of edges among the graphs in
r.h.s. of eq. (5.7) with Cartan output. Hence, this graph can not be cancelled to conform
with the fact that the l.h.s. of eq.(5.7) has only root output. ✷
Next, we have to learn how to split a single exponential into a product of two exponentials:
one of a root element and the other of a Cartan element. Consider a label space with
two coordinates (x, a). The map (y, b) = S(x, a) that we want is the inverse of the map
(x, a) = E˜(y, b) defined by the formula
E˜(y, b) = (Er(y, b),Ec(y, b)). (5.9)
The formula for the E map (5.2) demonstrates that the strut part of E˜ is the identity map Id,
so according to Theorem 4.4, E˜ is invertible and its inverse can be constructed perturbatively
as described in its proof. Now we define the map z = Fy(x) as
Fy(x) = Sr(Er(y, x),Ec(y, x)), (5.10)
where y = Sr(x, a) is a part of the map (y, b) = S(x, a) which has the color y at its outgoing
leg. The strut part of z = Fy(x) is
(Fy)str = z ___ x + z ___ y . (5.11)
We will also need a similar map
F˜y(x) = Sc(Er(y, x),Ec(y, x)), (5.12)
so that according to the definition of S,
E(y, x) = E(Fy(x), F˜y(x)). (5.13)
Lemma 5.2 The diffeomorphism z = Fy(x) is narrow.
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Proof. The BCH formula shows that Z = E(X, Y ) is narrow, therefore (x, a) = E˜(y, b) is
narrow and so is its inverse (y, b) = S(x, a). Hence the composition (5.10) is also narrow. ✷
Let us establish a few properties of Fy. First of all, it is easy to verify that
Ft2y(t1y) = (t1 + t2)y, F˜t2y(t1y) = 0. (5.14)
Next, we establish the graph analog of eq. (2.49), but in order to formulate it, we need a
slightly modified version of the map Z = Adexp(Y )(X). Namely, when the total parameter
Y is replaced by a Cartan parameter a, and the argument is a root coordiante x, then the
CC2 relation says that
(
Adexp(a)(x)
)
c
= 0 and Z = Adexp(a)(x) is reduced to z = Adexp(a)x.
It is easy to see that the root-root maps Adexp(ta) still form a 1-parametric group, which is
generated by a (purely root) vector field ~ada.
Lemma 5.3 The diffeomorphisms Fy satisfy the following composition formula
Fy2 ◦ Fy1 = FFy2(y1) ◦ Adexp(F˜y2(y1)). (5.15)
Proof. consider a map from (x, y1, y2) to Z
Z = E
(
y2, y1, x, −F˜y1(x)− F˜F˜y2 ◦ Fy1(x)
)
. (5.16)
We will transform the r.h.s. by applying eq. (5.13) to pairs of adjacent root coordinates in
two different orders. First, we begin by applying eq.(5.13) to (y1, x)
Z = E
(
y2, Fy1(x), F˜y1(x), −F˜y1(x)− F˜y2 ◦ F˜y1(x)
)
= E
(
y2, Fy1(x), −F˜y2 ◦ Fy1(x)
)
= E
(
Fy2 ◦ Fy1(x), F˜y2 ◦ Fy1(x), −F˜y2 ◦ Fy1(x)
)
= Fy2 ◦ Fy1(x). (5.17)
On the other hand, we may first apply eq.(5.13) to the pair (y2, y1)
Z = E
(
Fy2(y1), F˜y2(y1), x, −F˜y1(x)− F˜y2 ◦ Fy1(x)
)
= E
(
Fy2(y1), F˜y2(y1), x, −F˜y2(y1), F˜y2(y1)− F˜y1(x)− F˜y2 ◦ Fy1(x)
)
= E
(
Fy2(y1),Adexp
(
F˜y2 (y1)
)(x), F˜y2(y1)− F˜y1(x)− F˜y2 ◦ Fy1(x))
= E
(
FFy2(y1) ◦ Adexp(F˜y2 (y1))(x), F˜Fy2(y1) ◦ Adexp(F˜y2(y1))(x) + F˜y2(y1)
−F˜y1(x)− F˜y2 ◦ Fy1(x)
)
. (5.18)
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Comparing eqs.(5.17) and (5.18) we find that
Fy2 ◦ Fy1(x) = E
(
FFy2(y1) ◦ Adexp(F˜y2 (y1))(x), F˜Fy2(y1) ◦ Adexp(F˜y2(y1))(x)
+F˜y2(y1)− F˜y1(x)− F˜y2 ◦ Fy1(x)
)
. (5.19)
According to the first of eqs.(5.8) of Lemma 5.1, eq.(5.19) implies the composition law (5.15).
✷
Corollary 5.4 The diffeomorphisms Fty form a 1-parametric group.
Proof. . This corollary follows from a simple calculation based on eqs.(2.71) and (5.14)
Ft2y ◦ Ft1y = FFt2y(t1y) ◦ Adexp(F˜t2y(t1y)) = F(t1+t2)y ◦ Adexp(0) = F(t1+t2)y. (5.20)
✷
Let ξF,y denote the vector field which generates Fty. It follows from eq. (5.11) that its
strut part is (
ξF,y(x)
)
str
= ∂x ___ y . (5.21)
Following eq.(2.47) we choose the measure for a root space to be the inverse determinant
of the derivative of Fx
µ(x) =
(
det F′x(0)
)−1
. (5.22)
Obviously, µ(0) = 1 and it follows from eq.(4.74) that
µ(x) = F∗−xµ(0) (5.23)
(note that eq.(4.74) defines the action of a diffeomorphism as a pull-back).
Theorem 5.5 The measure (5.22) is invariant under the substitution y = Adexp(a)(x).
Proof. Since the substitutions Adexp(ta) form a 1-parametric group generated by ~ada, then it
is sufficient to check that
L ~adaµ = ∇ ~adaµ+ µ divx ( ~ada) = 0. (5.24)
In fact, both terms in the middle expression are equal to 0. Indeed ∇ ~adaµ = 0 because of
eq.(4.29) of Lemma 4.7, while divx ( ~ada) = 0, because the symmetry of the graph sends
an odd power of a to zero. ✷
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Theorem 5.6 The measure (5.22) is invariant under the action of Fy.
Proof. This invariance is a simple corollary of Lemma 5.3 and Theorem 5.5. Indeed
F∗yµ(x) = F
∗
y
(
F∗−x µ(0)
)
=
(
F−x ◦ Fy
)∗
µ(0) =
(
(F−y ◦ Fx)−1
)∗
µ(0)
=
[(
FF−y(x) ◦Adexp(F˜−y(x))
)−1]∗
µ(0)
=
(
Adexp(−F˜−y(x)) ◦ F−F−y(x)
)∗
µ(0)
= F∗−F−y(x)
(
Ad∗
exp(−F˜−y(x))
µ(0)
)
= F∗−F−y(x) µ(0) = µ(F−y(x)) = µ(F
−1
y (x)). (5.25)
The resulting equation F∗yµ(x) = µ(F
−1
y (x)) means that the measure µ(x) is indeed invariant
under the action of Fy. ✷
Let us describe the structure of µ(x) in more details.
Theorem 5.7 The measure µ(x) is an exponential µ(x) = eω(x), where ω(x) is a sum of
wheel graphs, and µ(x) is an even function of x: µ(−x) = µ(x).
Proof. For the purpose of calculating µ(x) it is better to use the inverse function derivative
formula (4.37) in order to rewrite eq.(5.22) as
µ(x) = det F′−x(x). (5.26)
The reason is that F′−x is much easier to calculate. Indeed, F is defined by eq. (5.10) as a
composition of two maps, while E(−x, x) = 0 and the derivative ∂zSr(z, a) at z = 0, a = 0
is the identity matrix. Therefore,
F′−x(x) =
(
∂xEr(y, x)
)∣∣∣
y=−x
. (5.27)
The formula for the derivative
(
∂XE(Y,X)
)∣∣∣
Y=−X
of E(Y,X), all of whose edges and indices
are total, follows from the combinatorial relation which is similar to that of eq.(2.52):
e−XeX+∆X − 1 ≈ 1− e
−adX
adX
∆X =
(
1 +
∞∑
n=1
(−adX)n
(n+ 1)!
)
∆X. (5.28)
Therefore, (
∂XE(Y,X)
)∣∣∣
Y=−X
= I +MX , MX =
∞∑
n=1
(−âdX)n
(n + 1)!
. (5.29)
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where âdX is a matrix field with total indices. In order to express the derivative(
∂xE(y, x)
)∣∣∣
y=−x
, we have to replace the total legs dX and ∂X of MX (and I) with root
legs dx and ∂x, and replace the total X coordinate label with root label x. We denote the
corresponding operator as Mr,x. Then we find from the definition (4.51) that
µ(x) = det F′−x(x) = det
(
∂xEr(y, x)
)∣∣∣
y=−x
= det(I +Mr,x) = exp
(
Tr log×(I +Mr,x)
)
= exp
(
−
∞∑
n=1
(−1)n
n
Tr(M×nr,x )
)
. (5.30)
Since each trace Tr(M×nr,x ) is obviously represented by a wheel graph, then ω(x) = log µ(x)
is indeed a sum of wheels. Note that these wheels are different from those related to the
wheeling map and Duflo isomorphism, because n internal edges of Tr(M×nr,x ) are root rather
than total due to the fact that we passed from MX to Mr,x.
In order to prove that µ(x) is even, we observe that (âdX)
T = −âdX = âd−X , hence
MTX = M−X and M
T
r,x = −Mr,−x. Then, in view of eqs.(4.40),
Tr(M×nr,x ) = Tr(M
×n
r,x )
T = Tr(M×nr,−x) (5.31)
and hence µ(x) = µ(−x). ✷
Comparing eqs.(5.30) and (2.57) we see that
µ~a(~x) = (−2π)−|∆+| dg(~a) Tgµ(~x). (5.32)
For L root coordinates x we denote
µ(x) =
L∏
j=1
µ(xj). (5.33)
Theorem 5.7 has an obvious
Corollary 5.8 The integration measure µ(x) is x-substantial.
5.2 Properties of the coadjoint orbit integral
So far, we have described a graph analog of a coadjoint orbit defined as G/T. That quotient
space is related to an actual coadjoint orbit O~a by the isomorphism (2.41). Its graph analog
is a map X = Ra(x) (where x is a root argument and a is a Cartan parameter) defined as
Ra(x) = Adexp(x)(a). (5.34)
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Lemma 5.9 The map Ra is narrow and it satisfies the following properties
Ra ◦ Adexp(b) = Adexp(b) ◦ Ra, (5.35)
Ra ◦ Fy = Adexp(y) ◦ Ra. (5.36)
Proof. The narrowness of Z = Ra(x) is obvious. To prove eq.(5.35), we calculate its l.h.s.
starting with the definition (5.34) and then applying eq.(4.28) and the relation
Adexp(b)(a) = a, (5.37)
which follows from CC relations. Thus
Ra ◦ Adexp(b)(x) = Ad
exp
(
Adexp(b)(x)
)(a) = Adexp(b) ◦Adexp(x) ◦Adexp(−b)(a)
= Adexp(b) ◦ Adexp(x)(a) = Adexp(b) ◦ Ra. (5.38)
In order to prove eq.(5.36), we start with its r.h.s.
Adexp(y) ◦ Ra(x) = Adexp(y) ◦ Adexp(x)(a) = Ad
exp
(
E(y,x)
)(a)
= Ad
exp
(
E(Fy(x),F˜y(x))
)(a) = Ad
exp
(
Fy(x)
) ◦ Ad
exp
(
F˜y(x)
)(a)
= Ad
exp
(
Fy(x)
)(a) = Ra ◦ Fy. (5.39)
✷
The substitution (5.34) converts a function G(X) of total coordinates X into a function
GR(x; a) of root coordinates x and Cartan coordinates a defined as
GR(x; a) = G(Ra1(x1), . . . ,RaL(xL)). (5.40)
Since we will be interested in the integrals of functions GR, then following Remark 4.37, we
go further and apply the map fQH to G
R assuming that labels a belong to L′c:
GQR(x) = fQH(G
R(x; a)). (5.41)
In other words, a are no longer parameters in GQR(x), rather their legs are hidden in
symmetric algebras of cohomologies of graphs.
Theorem 5.10 Let G(Z) be a function such that GQR(x) = fQH(G(Ra(x))) is SPND as a
function of x. Then∫
FG
dx G
(
Adexp(b) ◦ Ra(x)
)
µ(x) =
∫
FG
dx G(x)µ(x), (5.42)∫
FG
dx G
(
Adexp(y) ◦ Ra(x)
)
µ(x) =
∫
FG
dx G(x)µ(x). (5.43)
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Proof. We will prove the first formula, since both proofs are essentially the same. According
to eq.(5.35),∫
FG
dx G
(
Adexp(b) ◦ Ra(x)
)
µ(x) =
∫
FG
dx G
(
Ra ◦ Adexp(b)(x)
)
µ(x). (5.44)
Now eq.(5.42) follows from Corollary 4.34, where G(y) is G(Ra(y)) (this corollary is appli-
cable, since y = Adexp(b)(x) is narrow), and from Theorem 5.5 which states the Adexp(b)-
invariance of the measure µ(x). ✷
In what follows we will be interested in functions G(X) such that GQR(x; a) considered
as functions of x are SPND, so that we can define an integral I(a) =
∫
FG
dx GQR(x; a)µ(x).
Example 5.11 For L = 1 let G(X ; b) = exp( X b ), where b is a Cartan parameter.
We assume that a, b ∈ L′c, so GQR(x; a, b) = exp(ab ◦ + 12ab x ___ x + O(x3)). Obviously,
GQR(x; a, b) is SPND in x and Q(x) = −ab x ___ x .
Conjecture 5.12 (Duistermaat-Heckmann for graphs) The stationary phase integral∫
FG
dx GQR(x; a, b)µ(x) is ‘1-loop exact’, that is∫
FG
dx exp
(
Ra(x) b
)
µ(x) = exp(ab ◦) exp
(
− 1
2
log(ab)
)
. (5.45)
In other words, this conjecture says that for this particular integral, the term
P (x) ♭x,x;LR e
− 1
2
Q−1(x)
of eq. (4.84) is equal to P (0). We hope to prove this conjecture in [15] by modifying the
standard Duistermaat-Heckman proof for graph algebra case with the help of grassmanian
variables.
We are particularly interested in integrals which come from Adexp(y)-invariant functions
G(X):
G(Adexp(y)(X1), . . . ,Adexp(y)(XL)) = G(X1, . . . , XL). (5.46)
Suppose that G(X) is Adexp(y)-invariant and that G
QR(x) is SP. Denote the (twice) corre-
sponding strut exponent of GQR(x) as
Q(x) =
L∑
i,j=1
lij(a) xi ___ xj . (5.47)
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We denote
Qk(x(k)) = Q(x)|xk=0 . (5.48)
The matrix of the ‘quadratic form’ Qk is ||lij(a)||k which is the (k, k)-minor of the full matrix
||lij(a)||.
Lemma 5.13 If G(X) is Adexp(y)-invariant, then
det ||lij(a)|| = 0 (5.49)
and the determinant det ||lij(a)||k does not depend on k.
Proof. The claim of this lemma follows easily from the following relation
L∑
j=1
lij(a) = 0, 1 ≤ i ≤ L. (5.50)
In order to prove it, we observe that since G(X) is Adexp(y)-invariant, then, in view of
eq.(5.36), GQR(x) is Fy-invariant, which means that
LξF,yG
QR(x) = 0, (5.51)
where ξF,y(x) =
∑L
j=1 ξF,y(xj). Therefore
L(ξF,y)strQ(x) = 0, (5.52)
where (ξF,y)str is determined by eq.(5.21). Equation (5.52) implies eq.(5.50). ✷
Since det ||lij(a)||k does not depend on k, then neither does det Qˆk, Qˆ being defined by
eq.(4.83). Thus we denote these determinants as
det′ ||lij(a)|| = det ||lij(a)||k, det′ Qˆ = det Qˆk. (5.53)
The following theorem will imply the independence of the universal U(1)-RCC invariant
of the choice of the broken link component.
Theorem 5.14 Let G(X) be an Adexp(y)-invariant function of L total coordinates X
G(Adexp(y)(X1), . . . ,Adexp(y)(XL)) = G(X1, . . . , XL). (5.54)
Suppose that for some k (1 ≤ k ≤ L) the function GQR(x)∣∣
xk=0
is non-degenerate SP. Then
the same is true for any other j, 1 ≤ j ≤ L and∫
FG
dx(j)
(
GQR(x)µ(x)
)∣∣∣
xj=0
=
∫
FG
dx(k)
(
GQR(x)µ(x)
)∣∣∣
xk=0
. (5.55)
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Proof. In order to simplify our notations, let us assume that j = 1 and k = 2. Then assuming
that the individual integral over x1 is non-degenerate, we can rewrite the r.h.s. of eq.(5.43)
as∫
FG
dx3 · · · dxL µ(x3) · · ·µ(xL)
(∫
FG
dx1 µ(x1) G
(
Ra1(x1), a2,Ra3(x3), . . . ,RaL(xL)
))
=
∫
FG
dx3 · · ·dxL µ(x3) · · ·µ(xL)
(∫
FG
dx1 µ(x1) (5.56)
×G
(
Adexp(−x1) ◦ Ra1(x1),Adexp(−x1)(a1),Adexp(−x1) ◦ Ra3(x3), . . . ,Adexp(−x1) ◦RaL(xL)
))
=
∫
FG
dx3 · · · dxL µ(x3) · · ·µ(xL)
(∫
FG
dx2 µ(x2) G
(
a1,Ra2(−x2),Ra3(x3), . . . ,RaL(xL)
))
=
∫
FG
dx3 · · · dxL µ(x3) · · ·µ(xL)
(∫
FG
dx2 µ(x2) G
(
a1,Ra2(x2),Ra3(x3), . . . ,RaL(xL)
))
.
Here the first equality is due to the Adexp(y)-invariance of G(X), the second equality is
due to eq.(5.43) of Theorem 5.10 and the definition of Ra and the third equality is due to
parity-invariance of the gaussian integral and integration measure µ(x). ✷
Remark 5.15 Our assumption that the integral over x1 is non-degenerate is not restric-
tive. If the integral is degenerate, then we can add an Ad-invaraint ‘regularizing’ term (e.g.
ǫ X1 X2 ) to the strut exponent so that the integral becomes non-degenerate. After
proving eq.(5.55) in the regularized form we remove the regularization by setting ǫ = 0.
Lemma 5.16 Let T (X) be a tensor field such that T (Ra(x)) is SPND. Consider another
tensor field
Tˇ (X ; Y ) = ∇ ~adY (X)T (X), (5.57)
which depends on X and on a total parameter Y . Then∫
FG
dx Tˇ (Ra(x); Y )µ(x) = 0. (5.58)
Proof. Since a total leg is a sum of a root leg and a Cartan leg, then it is sufficient to prove
eq. (5.58) for two cases: when Y is replaced either by a Cartan parameter b or by a root
parameter y. Since both proofs are essentially the same, we will prove the b case. It is easy
to see that
Tˇ (X ; b) = ∂tT (Adexp(tb)(X))
∣∣
t=0
. (5.59)
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Then according to eq.(5.42),∫
FG
dx Tˇ (Ra(x); b)µ(x) = ∂t
∫
FG
dx T
(
Adexp(tb) ◦ Ra(x)
)
µ(x)
∣∣∣∣
t=0
= ∂t
∫
FG
dx T (Ra(x))µ(x)
∣∣∣∣
t=0
= 0. (5.60)
✷
For a total valued vector field Ξ(X) denote
dvdX Ξ(X) = ♭∂X ,Y ;1
(
∇ ~adY (X)Ξ(X)
)
(5.61)
(the name dvd is a combination of div and ad).
X
∂X = +dvdX
X X X X
X
Figure 8: The definition of dvdX Ξ(X)
Remark 5.17 It is easy to see that the definition (5.61) can be modified:
dvdX Ξ(X) = divX
(
âdX × Ξ(X)
)
. (5.62)
(note that divX ~adY (X) = 0, since the resulting graph is zero because of the AS relation).
The next theorem is essential for the proof of the topological invariance of the universal
U(1)-RCC invariant.
Theorem 5.18 Let Ξ(X) be a total valued vector field such that Ξ(Ra(x)) is SPND. Then∫
FG
dx dvdX Ξ(Ra(x))µ(x) = 0. (5.63)
Proof. We modify the l.h.s. of eq.(5.63) by using the definition (5.61), commuting the gluing
♭∂X ,Y ;1 with the formal gaussian integral and then applying (5.58) with A = Ξ∫
FG
dx dvdX Ξ(Ra(x))µ(x) =
∫
FG
dx ♭∂X ,Y ;1
(
∇ ~adY (X)Ξ(X)
)
µ(x)
= ♭∂X ,Y ;1
(∫
FG
dx ∇ ~adY (X)Ξ(X)µ(x)
)
= 0. (5.64)
✷
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6 A universal U(1)-RCC invariant
6.1 Definition and invariance
Let L ∈M be an L-component oriented marked Morse link in a rational homology sphereM .
We denoted by ZB(L) its Kontsevich integral in BL. By replacing the L labels 1, . . . , L at
the legs of ZB(L) with the corresponding variables X = (X1, . . . , XL), we turn Kontsevich
integral into a function ZB(L;X). In subsection 3.2 we described an injection ftrv of the
algebra BL into BCL , which transforms a graph of BL into the same graph in BCL , all of whose
edges are total. Let us denote as ZBC(L;X) the Kontsevich integral of L ∈M in BCL :
ZBC(L;X) = ftrv(ZB(L;X)). (6.1)
Obviously, ZBC(L;X) is also a function of L total variables X.
Lemma 6.1 Kontsevich integral ZBC(L;X) is both Adexp(y)- and Adexp(b)-invariant as a
function of coordinates X.
Proof. Let us prove the invariance under Adexp(y), the proof for Adexp(b) is similar. Since
Adexp(ty) forms a 1-parametric group, then it is enough to establish that
L ~ady(X)ZBC(L;X) = ∇ ~ady(X)ZBC(L;X) = 0, (6.2)
where ~ady(X) =
∑L
j=1
~ady(Xj), so that ∇ ~ady(X) acts on all coordinates X. Equation (6.2)
follows easily from Lemma 4.7 and from the definition (6.1), which establishes that all edges
of ZBC(L;X) are total. ✷
Our next step is to perform a substitution (5.40) and then convert the legs carrying Cartan
coordinates a into the elements of graph cohomology algebras through the application of the
map fQH as in eq. (5.41). We define DCL as an algebra DCL,L′c, where L′c = {a} is a set of
L Cartan labels and X \ L′c = {x} is a set of L root labels. We also define QDCL as the
corresponding algebra QDCL,L′c. Now we convert Kontsevich integral into an element of DCL
by the formula
ZQR
DC
(L;x) = fQH
(
ZBC(L; Ra1(x1), . . . ,RaL(xL))
)
. (6.3)
Lemma 6.2 The function ZQR
DC
(L;x) is SP.
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Proof. In view of eq.(2.6), this function is an exponential
ZQR
DC
(L;x) = exp
(
WQR
DC
(L;x)
)
, (6.4)
where
WQR
DC
(L;x) = fQH (WBC(L; Ra1(x1), . . . ,RaL(xL))) (6.5)
and WBC(L;X) = ftrv(W (L;X)). Since W (L) and X = Ra(x) are both narrow, then so is
WQR
DC
(L;x). In particular, this means that the dependence of ZQR
DC
(L;x) on struts is purely
exponential. ✷
Following eq.(4.79), let Q(L;x) denote (twice) the strut part of WQR
DC
(L;x)
Q(L;x) = 2(WQR
DC
(L;x))str (6.6)
We present Q(L;x) as
Q(L;x) =
L∑
i,j=1
lij(a) xi ___ xj , (6.7)
lij(a) ∈ Q[[a]] ⊂ Q(Q[[a]]), lji(a) = lij(−a)
(the origin of the coefficients lij(a) from the haircomb graphs of W (L) will be explained
in details in subsection 6.2). ZQR
DC
(L;x)∣∣
xk=0
is also SP, and its quadratic exponent part is
given by
Qk(L;x(k)) = Q(L;x)|xk=0 . (6.8)
Since Lemma 6.1 claims that ZQR
DC
(L;x) is Adexp(y)-invariant, then we are going to study
the integral
ZrQDC(L) =
∫
FG
dx(k)
(
ZQR
DC
(L;x)µ(x)
)∣∣∣
xk=0
, 1 ≤ k ≤ L (6.9)
(cf. eq.(5.44)), which is an invariant of the oriented marked Morse link L ⊂M .
Theorem 6.3 For 1 ≤ k ≤ L, the function ZQR
DC
(L;x)∣∣
xk=0
is SPND (that is, ||lij(a)||k is
non-degenerate) iff
∇A(L; t) 6≡ 0. (6.10)
Moreover,
det′ ||lij(a)||
∇A(L; ea)
=
(
L∏
j=1
aj
)
(1 +O(a)). (6.11)
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Proof. It is sufficient to prove eq.(6.11). Our proof is based on the results of [13]. It is easy
to see that
TgQˆk(L) = Qg,k(L;~a), (6.12)
the operator Qg,k(L;~a) being defined by eq.(2.67). Therefore
Tgdet Qˆk(L) = detQg,k(L;~a), (6.13)
or, more explicitly, according to eq.(3.77), ∏
~λ∈∆+
det ||lij((~a, ~λ))||k
2 = detQg,k(L;~a). (6.14)
If g = su(2), then h is 1-dimensional and there is only one positive root ~λ, so relation (6.14)
becomes
detQsu(2),k(L; a) =
(
det ||lij(a)||k
)2
, (6.15)
where we use an su(2) h∗ coordinate a = (~a,~λ). On the other hand, it was established in [13]
that (
detQsu(2),k(L; a)
)1/2
∇A(L; ea)
=
(
L∏
j=1
aj
)
(1 +O(a)). (6.16)
Equation (6.11) follows from eqs.(6.15) and (6.16). ✷
Remark 6.4 Equation (6.11) indicates that det′ ||lij(a)||
∣∣∣
a=0
= 0, which means that al-
though ZQR
DC
(L;x)∣∣
xk=0
may be non-degenerate, its predecessor ZBC(L; Ra1(x1), . . . ,RaL(xL))
is always degenerate and therefore the integral (6.9) would not be well-defined in BCL (cf.
Remark 4.37).
Theorem 6.5 The integral (6.9) does not depend on the choice of k (1 ≤ j ≤ L) in eq.(6.9).
Proof. This theorem is a particular case of Theorem 5.14. ✷
Theorem 6.6 The integral (6.9) is an invariant of an oriented link L ∈ S3, that is, it does
not depend on a presentation of L as a marked Morse link.
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Before we prove this theorem, we have to describe how Kontsevich integral ZB(L;X)
depends on the choice of marked points on the components of L. Let us introduce a cyclic
smooth parameter t on L1. Then ZB(L;X; t) depends explicitly on a position t of the marked
point on L1.
Lemma 6.7 The derivative ∂tZB(L;X; t) has a form
∂tZB(L;X; t) = dvdX1
(
ξ(X)ZB(L;X; t)
)
, (6.17)
where ξ(X) is a vector field with ∂X1 component. The vector field ξ(X) is narrow and
therefore has a polynomial (actually, at most linear) dependence on the struts.
Proof of Theorem 6.6. This theorem follows immediately from eq.(6.17) and Theorem 5.18.
✷
Proof of Lemma 6.7. Consider graph algebras A(↑X , ↑Y ) and A(↑Z). There is an A-
multiplication map mZX,Y : A(↑X, ↑Y )→ A(↑Z). With a slight abuse of notations we will use
the same notation for an A-multiplication map mZX,Y : B{X,Y } → B{Z} induced on B algebras
by the isomorphisms χˆ (see the diagram (2.19)). We will also define mZ[X,Y ] = m
Z
X,Y −mZY,X .
Now consider a vector field Ξ(x). Recall that its graph has a few X legs and exactly one ∂X
leg. The relation
mX[∂X ,X]Ξ(X) = dvdX Ξ(X) (6.18)
follows easily from a combinatorial identity
Y Xn −XnY =
n−1∑
m=0
Xm [Y,X ]Xn−m−1. (6.19)
Consider two marked points t and t+∆t on a link component L1. They split it into two
pieces (one big and one small). Thus we get a modified Morse ‘link’ L′ in which a closed
component L is replaced by two segments. Consider a Kontsevich integral ZA(L′) ∈ A(↑∆X1
, ↑X1, . . . , ↑XL) and its PBW-symmetrized version ZB(L′; ∆X,X) ∈ B{∆X1,X1,... ,XL}. Since
ZA(L′; t) = mX1∆X1,X1ZA(L′), ZA(L′; t+∆t) = mX1X1,∆X1ZA(L′), (6.20)
then
∆ZB(L;X; t) = ZB(L;X; t+∆t)− ZB(L;X; t) = −mX1[∆X1,X1]ZB(L′; ∆X,X). (6.21)
As usual, ZB(L′; ∆X,X) = exp
(
W (L′; ∆X ;X)
)
, where W (L′; ∆X ;X) is narrow. We are
interested only in the terms which are at most linear in ∆t. It is easy to see from the
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definition of Kontsevich integral that every ∆X leg in the graphs of W (L′; ∆X ;X) carries
with it at least a factor of ∆t. Therefore W (L′; ∆X ;X)|∆t=0 = W (L;X; t) and the graphs
whose coefficients are linear in ∆t must have exactly one ∆X1 leg. Thus if we take a sum of
all graphs of W (L′; ∆X ;X) whose coefficients are proportional to ∆t are replace there ∆X1
with ∂X1 , then the result can be declared a vector field ξ(X)∆t. Now
∆ZB(L;X; t) ≈ −mX1[∂X1 ,X1]
(
ξ(X)ZB(L;X; t)
)
∆t (6.22)
and eq.(6.17) follows in view of eq.(6.18) in which Ξ(X) is replaced by ξ(X)ZB(L;X; t). ✷
Theorems 6.5 and 6.6 allow us to formulate the following
Definition 6.8 For a link L in a rational homology sphere M such that ∇A(L; t) 6≡ 0, the
unwheeled graph U(1)-RCC invariant ZrQDC(L) is defined by the integral (6.9).
If a link has a single component (L = 1), then there is no integration in (6.9), hence
ZrQDC(L) is obtained from ZDC(L;X) by changing its legs from total to Cartan. In other
words, for a knot K,
ZrQDC(K) = fQH ◦ fCrtn(ZB(K)), (6.23)
or, less formally, ZrQDC(K) = ZB(K; a), since according to our conventions, replacing the
total labels X of ZB(K;X) by Cartan labels a makes its total legs Cartan. Theorem 3.2,
fCrtn is an injection in a knot case, so no information about a knot is lost in passing from
the traditional Kontsevich integral ZB(K;X) to its Cartan-restricted version ZrQDC(K).
The dependence of ZrQDC(L) on the orientation of L is quite transparent. For an oriented
link L let L{j} denote the same link in which we switched the orientation of the j-th compo-
nent Lj and let L¯ denote the link L in which we switched the orientation of all components.
Theorem 6.9 For an oriented link L with ∇A(L; t) 6≡ 0
ZrQDC(L{j}) = Pj
(
ZrQDC(L)
)
, ZrQDC(L¯) = ZrQDC(L), (6.24)
where the parity operators Pj are defined by eqs.(3.21) and (3.54).
Proof. It is well-known (and easy to see from its definition) how Kontsevich integral changes
when orientation of link components is switched:
ZB(L{j};X) = ZB(L;X1, . . . ,−Xj, . . . , X|L′c|), ZB(L¯;X) = ZB(L;X). (6.25)
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Therefore, since R−a(x) = −Ra(x), then
ZQR
DC
(L{j};x) = Pj
(
ZQR
DC
(L;x)
)
, ZQR
DC
(L¯;x) = ZQR
DC
(L;x), (6.26)
and eqs.(6.24) follow by applying the integral of eq.(6.9) to these equations. ✷
In order to make connection with g-based U(1)-RCC invariant of subsection 2.4,we have to
construct a graph algebra U(1)-RCC invariant from the wheeled Kontsevich integral (2.24).
We follow the same steps that led us to eq.(6.9) and introduce
ZΩ,r
QDC
(L) =
∫
FG
dx(k)
(
ZΩ,QR
DC
(L;x)µ(x)
)∣∣∣
xk=0
, 1 ≤ j ≤ L, (6.27)
where again
ZΩ,QR
DC
(L;x) = ZΩBC(L; Ra1(x1), . . . ,RaL(xL)). (6.28)
Theorem 6.10 ZΩ,QR
DC
(L;x) depends neither on the choice of k (1 ≤ k ≤ L) nor on the
presentation of L as a marked Morse link.
Proof. The proof of the first claim is exactly the same as the proof of Theorem 6.5. In
order to prove the second claim, note that according to Lemma 4.7, the wheeling operator
ΩˆL (which is a particular case of gluing ~ad-invariant graphs) commutes with ad-divergence
dvdX1 . Therefore eq.(6.17) implies a similar relation for Z
Ω
B (L;x; t):
∂tZ
Ω
B (L;x; t) = ΩˆL dvdx1
(
ξ(x)ZB(L;X; t)
)
= dvdx1 ΩˆL
(
ξ(x)ZB(L;X; t)
)
, (6.29)
The rest of the proof is similar to that of Theorem 6.6. ✷
Definition 6.11 For a link L in a rational homology sphere M such that ∇A(L; t) 6≡ 0, the
wheeled graph U(1)-RCC invariant is defined by the integral (6.27).
Remark 6.12 Since graphs of wheeling operators have even numbers of legs, then wheeled
Kontsevich integral still satisfies eqs. (6.25). Hence the wheeled graph U(1)-RCC invariant
satisfies eqs.(6.24) of Theorem 6.9.
The wheeled graph U(1)-RCC invariant determines the Lie algebra based U(1)-RCC
invariant (2.59). In order to see this, we introduce a weight system T 2,~g which acts in the
same way as T 1,~g , except that it multiplies the graphs by ~deg2D rather than by ~deg1D.
Since the exponent of eq.(2.35) comes from the r.h.s. of eq.(2.31) (which is the exponent of
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eq. (2.32)) through the substitution ~χ = ~−1 ~X, and since according to eq. (2.3), deg2D =
deg1D −#(1-vertices), then
∞∑
m,n=0
Lm,n(L; ~X) ~n−1 = T 2,~g WΩ(L). (6.30)
where ~X are the elements of g∗ which are placed at the legs of the graphs of WΩ(L). Since,
according to Theorem (5.7), µ(x) is an exponential of the sum of wheel graphs, then
deg2 µ(x) = 0. (6.31)
Therefore we can replace Tg by T 2,~g in eq.(5.32):
µ~a(~x) = (−2π)−|∆+| dg(~a) Tgµ(~x). (6.32)
A combination of eqs.(6.30) and (6.32) indicates that eq.(2.59) can be rewritten as
Irg(L;~a; ~, k) = ~−|∆+| (−2π~)(1−L)|∆+|
dg(~a)
dg(~ρ)∫
[~x(k)=0]
d~x(k)T 2,~g
(
ZΩ,QR
DC
(L;x)µ(x)
)∣∣∣
~xk=0
. (6.33)
Applying eq.(4.90) to this equation we come to the following
Theorem 6.13 The graph algebra U(1)-RCC invariant ZΩ,r
QDC
(L) is ‘universal’ in the sense
that it determines Lie algebra based U(1)-RCC invariants through the application of the T 2,~g
weight system
Irg(L;~a; ~, k) = ~−|∆+|
dg(~a)
dg(~ρ)
T 2,~g
(
ZΩ,r
QDC
(L)
)
. (6.34)
Although Lie algebra based U(1)-RCC invariants are completely determined by the uni-
versal invariant, they are still interesting in their own right: at least, in case of g = su(2)
they can be derived from R-matrix type calculation rather than from Kontsevich integral,
and they exhibit interesting integrality properties [12].
6.2 Haircomb graphs, wheels and Kontsevich integral formula for
the Alexander polynomial
The Alexander polynomial of a link is hidden inside its U(1)-RCC invariant. In order to
see this, first, we have to express the Alexander polynomial in terms of Kontsevich integral
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of the link. Let us concentrate on the strut and circle parts of the logarithm of Kontsevich
integral W (L;X) after the substitution (6.5):
WQR
DC
(L;x) = 1
2
Q(L;x) + 1
2
F0(L; a) + other graphs, (6.35)
where Q(L;x) is the strut expression (6.7) and F0(L; a) ∈
[
Q[[a]]
]even
is a new formal power
series. Since series lij(a) and F0(L; a) will play an important role in our calculations, we
take a short digression in order to explain explicitly how they originate from the graphs of
W (L).
We begin with the strut coefficients lij(a). The strut exponent Q(L;x) comes from the
haircomb graphs of W (L;X). A haircomb graph is a graph which consists of a single chain
connecting two 1-valent vertices and legs attached to that chain (cf. Fig. 1). The chain is
called a spine of the graph and the 1-valent vertices are called endpoints of the haircomb.
The same graph may have up to four different spines depending on the choice of end-points.
A haircomb graph of W (L;X) may contribute to Q(x) in two different ways. The first
way is to make a substitution Xi =
1
2
ad2xi(ai) at one of the legs and Xi = ai at all other
legs. Only the struts of W (L;X) may contribute in this way (struts are also haircombs). If
the strut part of W (L;X) is
Wstr(L;X) = 1
2
L∑
i,j=1
ℓij Xi Xj , (6.36)
then its first-way contribution to Q(x) is
L∑
i,j=1
ℓij aiaj xi ___ xi . (6.37)
The second way, in which a haircomb graph of W (L;X) may contribute to Q(x), is to
perform the substitutions Xi = adxi(ai) at its endpoints and the substitutions Xi = ai at all
other 1-vertices. Let us quantify this contribution. For a set of non-negative integers n let
Di,j;n be a set of haircomb graphs with selected spines such that their endpoints have colors
Xi, Xj and they have nk legs of color Xk attached to the spine for all k, 1 ≤ k ≤ L. Let
c(D) be the coefficients of these haircomb graphs in an expression of W (L;X) as an element
of B˜L (we fix the signs of c(D) by assuming that legs are attached to the right of the spine,
if it is oriented from Xj to Xi). Now we define the power series
l′ij(a) = −
∑
n≥0
 ∑
D∈Di,j;n
c(D)
 an11 · · · anLL . (6.38)
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Note that l′ji(a) = l
′
ij(−a). Now the second contribution of haircomb graphs to Q(x) is
L∑
i,j=1
l′ij(a) xi ___ xj . (6.39)
Since a combination of contributions (6.37) and (6.39) is equal to the r.h.s. of eq. (5.47),
then we conclude that
lij(a) = ai
(
aj l
′
ij(a) + δij
L∑
k=1
ak ℓik
)
. (6.40)
Remark 6.14 The contribution of diagonal struts ℓii Xi Xj of W (L;X) to both ex-
pressions (6.37) and (6.39) are equal up to a sign and thus cancel each other in the final
expression (6.40). Therefore, diagonal coefficients ℓii do not participate in the final expres-
sion (6.40).
The circle graph contribution 1
2
F0(L; a) toWQRDC (L;x) comes from the wheel graphs
ofW (L;X), if we substitute Xi = ai at all their legs. Thus let Dn be the set of wheel graphs
of BL which have ni legs of color Xi for all i, 1 ≤ i ≤ L. Then
F0(L; a) = 2
∑
n≥0
n1+···nL∈2Z
∑
D∈Dn
c(D), (6.41)
where c(D) are again the coefficients at graphs D with which they appear in W (L;X).
Since the tree parts of W (L;X) and WΩ(L;X) are the same, then similarly to eq.(6.35)
we can write
WΩ,QR
DC
(L;x) = 1
2
Q(L;x) + 1
2
FΩ0 (L; a) + other graphs, (6.42)
The circle parts of WΩ,QR
DC
(L;x) and WQR
DC
(L;x) are different, because the wheeling of
W (L;X) produces new wheel graphs by gluing the struts of W (L;X) to the legs of the
wheels of Ω defined by eq.(2.16). Therefore it follows from eqs.(2.15) and (2.7) that
FΩ0 (L; a) = F0(L; a)− log
(
Ω∇(L; a)
)
, (6.43)
where we defined a function Ω∇(L; a) as
Ω∇(L; a) =
L∏
i=1
sinh
(
1
2
∑
1≤j≤L
j 6=i
ℓijaj
)
1
2
∑
1≤j≤L
j 6=i
ℓijaj
 . (6.44)
Now we can prove a theorem that we neglected to formulate in [13]:
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Theorem 6.15 The Alexander polynomial ∇A(L; t) is determined by the haircomb tree and
‘1-loop’ parts of the (logarithm of) Kontsevich integral WΩ(L):
∇A(L; ea) =
det′ ||lij(a)||∏L
j=1 aj
exp
(
− FΩ0 (L; a)
)
(6.45)
=
det′ ||lij(a)||∏L
j=1 aj
Ω∇(L; a) exp
(
− F0(L; a)
)
.
Proof. In view of eq.(6.43) it is sufficient to prove only the first equation of (6.45).
Since an individual polynomial Lm,n(L; ~X) of the l.h.s. of eq.(6.30) comes from the graphs
D of WΩ(L) which have χ(D) = n− 1 and m legs, then eq.(6.30) implies that
∞∑
m=0
Lm,1(L;~a) =
∑
~λ∈∆+
FΩ0 (L; (~a, ~λ)). (6.46)
Consider now a case of g = su(2). Since su(2) has only one positive root, then (in terms of
the su(2) h∗ coordinate a = (~a,~λ))
∞∑
m=0
Lm,0(L; a) = FΩ0 (L; a). (6.47)
Then eq.(6.45) follows easily from the combination of equations (2.75), (6.15) and (6.46). ✷
We give a more direct proof of Theorem 6.15 in Appendix A. It relies neither on Cartan
and root edges, nor on the properties of the Jones polynomial, but rather uses a relation
between the Alexander polynomial and the supergroup U(1|1).
Note that neither det′ ||lij(a)||, nor F0(L; a) is the invariant of an ‘unmarked’ link L.
Only their combination (6.45) is independent of the ‘Morse marking’.
According to eq.(6.40), the series lij(a) is proportional to both ai and aj and, as a result,
the determinant det′ ||lij(a)|| of eq.(6.45) is divisible by
(∏L
j=1 aj
)−1
in Q[[a]] (if L > 1):
(
L∏
j=1
aj
)−1
det′ ||lij(a)|| ∈ Q[[a]]. (6.48)
In view of the relation between the tree part of the Kontsevich integral and Milnor’s link-
ing numbers of the link established by N. Habegger and G. Masbaum [5], it is easy to see that
the factorization (6.45) of the Alexander polynomial ∇A(L; ea) into the determinant (6.48)
and the exponential of −FΩ0 (L; a) corresponds to that of Theorem 2 of J. Levine’s paper [9].
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6.3 Alexander polynomial and the structure of the universal U(1)-
RCC invariant
Let us consider the structure of the graph invariant ZrQDC(L) defined by eq. (6.9) in more
details. Let D′L ⊂ DL be the set of connected graphs of DL which have no legs and such
that their χ is strictly positive. Also, we introduce a notation
∇˜A(L; a) =
(
L∏
j=1
aj
)
∇A(L; ea). (6.49)
Theorem 6.16 The U(1)-RCC invariant ZrQDC(L) can be presented in the form
ZrQDC(L) = exp
(
W rQDC(L)
)
. (6.50)
where
W rQDC(L) =
1
2
L∑
i,j=1
ℓij aiaj ◦ − 1
2
log
(
∇˜A(L; a)
)
+
∑
D∈D′L
FD(L)∏
e∈E(D˜) ∇˜A(L; eˆ)
(6.51)
and
FD(L) ∈ H(D). (6.52)
Proof. Consider the logarithm of the integrand of eq.(6.9)
log
(
ZQR
DC
(L;x)µ(x)
)
= WQR
DC
(L;x) + ω(x), (6.53)
where ω(x) =
∑L
j=1 ω(xj). Let us define W
s,FD
DC
(L;x) ∈ DCL by the equation
WQR
DC
(L;x) + ω(x)
=
1
2
L∑
i,j=1
ℓij aiaj ◦+1
2
F0(L; a) + 1
2
Q(L;x) +W s,FD
DC
(L;x) (6.54)
as the ‘least trivial’ part of this logarithm. Since ZDC(L; a) does not contain the graph ,
then W s,FD
DC
(L;x) contains only the graphs D such that either D has at least three legs, or
χ(D) = 0 and D has at least one leg, or χ(D) ≥ 1.
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The definition (4.84) applied to the integral (6.9) yields
ZrQDC(L) = exp
1
2
(
L∑
i,j=1
ℓij aiaj ◦ + F0(L; a)
)(
det′ Qˆ(L)
)−1/2
FD(L), (6.55)
where by definition(
det′ Qˆ(L)
)−1/2
= exp
(
− 1
2
log det′ ||lij(a)||
)
, (6.56)
while
FD(L) = exp
(
W s,FD
DC
(L;x)
∣∣∣
xk=0
)
♭x(k),x(k);LR exp
(
− 1
2
Q−1k (L;x(k))
)
. (6.57)
In view of eq.(6.45),
∇˜A(L; a) = det′ ||lij(a)|| Ω∇(L; a) exp
(
− F0(L; a)
)
, (6.58)
so we can rewrite eq.(6.55) as
ZrQDC(L) = exp
1
2
(
L∑
i,j=1
ℓij aiaj ◦ − log
(
∇˜A(L; a)
Ω∇(L; a)
) )
FD(L). (6.59)
Now it remains to determine the structure of FD(L). Both exponents in the r.h.s. of
eq. (6.57) are narrow, therefore (see, e.g. [3]) FD(L) is also an exponential of a narrow
exponent, whose terms are constructed by gluing the struts of Q(L;x) to all legs of the
graphs of W s,FD
DC
(L;x) (possibly, to more than one graph simultaneously, but in such a way
that a resulting graph is always connected).
FD(L) = exp
(
FDnrw(L)
)
. (6.60)
Therefore FDnrw(L) is a sum of contributions of connected legless graphs and the conditions
on the graphs of W s,FD
DC
(L;x) imply that χ of the graphs of FDnrw(L) must be not less than
1. Thus FDnrw(L) contains only the graphs of D′L, and it remains to check the denominators
of their contributions.
Since ZQR
DC
(L;x), µ(x) ∈ DCL ⊂ QDCL , then W s,FDDC (L;x) ∈ DCL ⊂ QDCL and the struts
of Q−1k (L;x(k)) are the only source of denominators in FDnrw(L). These denominators are
det′ ||lij(a)|| which appear in the expression for the elements of the inverse matrix ||lij(a)||−1k .
Thus, if a root edge e of a graph D in the expression for FDnrw(L) is a glued strut of
Q−1k (L;x(k)), then it carries the denominator det′ ||lij(eˆ)||, and the expression for FDnrw(L)
has a form
FDnrw(L) =
∑
D∈D′L
F˜D(L)∏
e∈E(D˜) det
′ ||lij(eˆ)|| . (6.61)
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If we multiply the numerators and denominators of the summands in the r.h.s. of this
equation by
∏
e∈E(D˜) exp
(
− FΩ0 (L; eˆ)
)
, then in view of eq.(6.58) they take the form of the
summands of eq.(6.51) if we set
FD(L) = F˜D(L)
∏
e∈E(D˜)
exp
(
− FΩ0 (L; eˆ)
)
. (6.62)
✷
Since WΩ(L;X) has the same tree part as W (L;x), while their circle parts are re-
lated by eq. (6.43), then it is easy to work out a formula for ZΩ,r
QDC
(L) which is similar
to eqs.(6.50), (6.51):
ZΩ,r
QDC
(L) = exp
(
WΩ,r
QDC
(L)
)
. (6.63)
where
WΩ,r
QDC
(L) = 1
2
L∑
i,j=1
ℓij aiaj ◦ − 1
2
log
(
∇˜A(L; a)
)
+
∑
D∈D′L
FΩD(L)∏
e∈E(D˜) ∇˜A(L; eˆ)
(6.64)
and
FΩD(L) ∈ H(D). (6.65)
Proof of Theorem 2.8. Equation (2.77) is derived from (the exponent of) eq.(6.63) with the
help of eq.(6.34), which relates the g-based and universal U(1)-RCC invariants. Indeed, it
is easy to verify that
T 2,~g exp
(
1
2
L∑
i,j=1
ℓij aiaj ◦
)
= e
1
~
lk(L,~a), (6.66)
T 2,~g exp
(
1
2
log ∇˜A(L; a)
)
= F∇,g(L, ~a). (6.67)
Also
log FD(L;~a) =
∞∑
n=1
~n
∑
D∈D′
L
deg2(D)=n
Tg
(
FΩD(L)∏
e∈E(D˜) ∇˜A(L; eˆ)
)
. (6.68)
The calculation of Tg
(
FΩD(L)∏
e∈E(D˜) ∇˜A(L;eˆ)
)
is performed according to the definition (3.75). Each
assignment of roots c converts a denominator
∏
e∈E(D˜) ∇˜A(L; eˆ) into
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∏
e∈E(D˜) ∇˜A(L; (~a, c(e))). Since a graph D ∈ D′L has 3χ(D) edges, then
[
dg(~a)F∇,g(L, ~a)
]3n
may serve as a common denominator for all graphs with χ(D) = n. Hence we can present
the summand of eq.(6.68) in the form
∑
D∈D′
L
deg2(D)=n
Tg
(
FΩD(L)∏
e∈E(D˜) ∇˜A(L; eˆ)
)
=
pn(L;~a)[
dg(~a)F∇,g(L, ~a)
]3n , pn(L;~a) ∈ Q[[~a]], (6.69)
and this proves eq.(2.77). ✷
Remark 6.17 The power of the Alexander polynomial in denominators of eq. (1.4) is 2n
rather than 3n as in eq. (2.80), because su(2) has only two roots. Therefore, for a graph
D ∈ D′L to produce a non-zero contribution to the su(2)-based U(1)-RCC invariant, at least
one edge at every 3-vertex must be Cartan. As a result, out of 3χD edges only 2χD edges
are root and
[
dg(~a)F∇,g(L, ~a)
]2n
may serve as common denominator.
6.4 The rationality conjecture
The rational structure of the summands in eq.(1.4) for the su(2) U(1)-RCC invariant suggests
that the wheeled universal U(1)-RCC invariant also has a more restrictive form than (6.64).
In order to describe it, we have to define the graph analogues of the variables t = qα which
appear as arguments of the polynomials Pn of eq. (1.4). Therefore, we come back to the
definition of the spaces QH(D) for graphs D ∈ DL,L′c.
Let D′L,L′c ⊂ DL,L′c be the set of ‘normal’ (1,3)-trivalent graphs (we exclude dots and
circles). This time, for a graph D ∈ D′L,L′c we consider a group algebra
H˜1exp(D) = Z(H
1(D˜, ∂D˜;Z)) (6.70)
instead of the symmetric algebra S∗H˜1(D). Similarly to eq.(3.16) we define
HexpL′c (D) = ((H˜1exp(D))⊗|L
′
c|)GD , (6.71)
where the action of the symmetry group GD on (H˜
1
exp(D))
⊗|L′c| is defined in an obvious way
(it includes a sign coming from a possible change of cyclic order at 3-vertices). Then we
define the algebra QHexpL′c (D) as an extension of this algebra, which permits denominators of
the form ∏
e∈E(D˜)
pe((eˆa)a∈L′c), pe(x1, . . . , x|L′c|) ∈ Q[x±11 , . . . , x±1|L′c|], (6.72)
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and the graph algebra
QE˜CL,L′c =
⊕
D∈D′
L,L′c
QHexpL′c (D). (6.73)
As usual, when L′c is well-known, we may drop it from our notations. Also, when working
with a link L, we assume that L′c = {a}.
Next, we define the IHX ideal QE˜CL,IHX similarly to the definition of D˜CL,IHX and QD˜CL,IHX
and finally we introduce the algebra
QECL = QE˜CL/QE˜CL,IHX. (6.74)
We expect the latter algebra to appear in the theory of properly defined loop-filtered finite
type invariants of links.
The algebras QDCL and QECL are related. For an integer number o we define an injection
H˜1exp(D)
Fo−−−→ S∗H˜1(D) (6.75)
by its action on the edges eˆ ∈ H˜1exp(D): Fo(eˆ) = exp(oeˆ). For a set of integers o =
(o1, . . . , o|L′c|) we define an injection
(
H˜1exp(D)
)⊗|L′c| Fo−−−→ (S∗H˜1(D))⊗|L′c|, Fo = |L′c|⊗
j=1
Foj (6.76)
and project it to an injection
HexpL′c (D)
Fo−−−→ HL′c(D). (6.77)
This injection can be further extended to
QHexpL′c (D)
Fo−−−→ QHL′c(D) and QE˜CL,L′c
Fo−−−→ QD˜CL,L′c. (6.78)
Obviously, Fo(QE˜CL,IHX) ⊂ QD˜CL,IHX, so there is a map
QECL,L′c
Fo−−−→ QDCL,L′c. (6.79)
Conjecture 6.18 We conjecture the relation
Fo(QE˜CL ) ∩ QD˜CL,IHX = Fo(QE˜CL,IHX), (6.80)
which implies that the map (6.77) is an injection.
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Conjecture 6.19 (rationality) Let L be a link with at least 2 components in a rational
homology sphere such that ∇A(L; t) 6≡ 0. Let o denote the orders of link components as
elements of H1(M ;Z). Then for every graph D ∈ D′L there exists an element PD(L) ∈
HexpL (D) such that
WΩ,r
QDC
(L) = 1
2
L∑
i,j=1
ℓij aiaj ◦ − 1
2
log
(
∇˜A(L; a)
)
+Fo
 ∑
D∈D′L
PD(L)∏
e∈E(D˜)∇A(L; eˆ)
 . (6.81)
Remark 6.20 We expect that the same conjecture holds also for W rQDC(L).
Remark 6.21 If the map (6.77) is an injection, as implied by Conjecture 6.18, then the
element ∑
D∈D′L
PD(L)∏
e∈E(D˜)∇A(L; eˆ)
∈ QECL (6.82)
is an invariant of the oriented link L (actually, a similar statement for knots was proved
in [4] without proving the injectivity of (6.77)).
Proof of Conjecture 2.9. Equation (2.80) is derived from eq.(6.81) in exactly the same way
as eq.(2.77) is derived from eq.(6.64). ✷
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A A superalgebra u(1|1) weight system and the Alexan-
der polynomial of a link
The proof of the formula (6.45) which expresses the Alexander polynomial of a link in terms of
its Kontsevich integral, is too convoluted. It uses the ‘rational’ expansion of the colored Jones
polynomial described in [12] plus the equivalence of this expansion to the su(2)-based U(1)-
RCC invariant established in [13]. One would certainly expect that a simple formula (6.45)
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has a short direct proof. Indeed, such proofs exist and they are based on calculations with
the weight system which produces the Alexander polynomial of a link from its Kontsevich
integral. One possible approach is to describe this weight system in terms of spanning trees of
3-valent graphs. This calculation is being carried out by G. Masbaum and A. Vaintrob [10].
We suggest an alternative (and, perhaphs, simpler) approach which is based on a relation
between the Alexander polynomial and the U(1|1) Lie supergroup. Kauffman and Saleur [6]
were the first to notice that if the UqU(1|1) supergroup R-matrix is used instead of the
SUq(2) R-matrix in the formula for the Jones polynomial, then one obtains the Alexander
polynomial. Following this idea, A. Vaintrob [16] showed that an application of the u(1|1)
weight system to Kontsevich integral of a link also produces the Alexander polynomial. Our
formula (6.45) may be thought of as a result of calculating a fermionic (Berezin) integral in
the Reshetikhin formula for u(1|1). However, since we are not aware of Kirillov’s integral
formula for superalgebra characters, which would have immediately proved eq.(6.45), then
we will do the corresponding weight caclculations explicitly.
The superalgebra u(1|1) has four generators: two bosonic ones E, F and two fermionic
ones Ψ+, Ψ−. The non-zero (super-)commutation relations are
[F,Ψ±] = ±Ψ±, {Ψ+,Ψ−} = E, (A.1)
where {Ψ+,Ψ−} = Ψ+Ψ− + Ψ−Ψ+. The non-degenerate Killing form (·, ·) is symmetric on
bosonic generators, but anti-symmetric on fermionic ones:
(F,E) = (E, F ) = 1, (Ψ+,Ψ−) = −(Ψ−,Ψ+) = 1. (A.2)
Thus the non-zero components of the inverse metric tensor h−1 ∈ S2u(1|1) and structure
constant tensor f ∈ ∧3 (u(1|1))∗ are
(h−1)EF = (h−1)FE = (h−1)−+ = 1, (h−1)+− = −1, (A.3)
fF+− = fF−+ = f+−F = f−+F = 1, f+F− = f−F+ = −1. (A.4)
The definition of the maps Tg of (2.10) for a superalgebra g is slightly more complicated
than for an ordinary Lie algebra. For a graph D ∈ A(↑L) choose a ‘fermionic’ subgraph
DF, which consists of mutually nonintersecting chains. These chains may be either closed
(cycles) or end at 1-vertices of D. We call such 1-vertices fermionic. Let nF be the number
of edges in DF (we call them fermionic) and let nB be the number of edges in D \DF (we
call them bosonic).
For a pair D,DF we define an element Tg(D,DF) ∈ ((Ug)⊗|L|)G. First of all, we choose
an orientation on all chains of DF (ultimately Tg(D,DF) will not depend on it). As a
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linear space g splits into a direct sum of its bosonic and fermionic subspaces g = gB ⊕ gF.
Correspondingly, the inverse Killing form tensor h−1g also splits: h
−1
g = h
−1
g,B + h
−1
g,F, where
h−1g,B ∈ S2gB and h−1g,F ∈
∧2
gF. Thus we assign h
−1
g,B to the bosonic edges and h
−1
g,F to the
oriented fermionic edges of D in order to contract them with the g structure tensors assignes
to 3-vertices, as prescribed by the index contraction map (2.11). This contraction produces
an element CD
(
f
⊗n3(D)
g ⊗(h−1g,B)⊗nB⊗(h−1g,F)⊗nF
)
∈ ((Ug)⊗|L|)G, which we still have to multiply
by sign factors in order to get Tg(D,DF). The first sign factor is (−1)#DF, where #DF is the
number of connected components of DF. When passing through 3-vertices, fermionic chains
induce cyclic order on incident edges. Let ncycl be the number of 3-vertices on fermionic
chains on which the induces order is opposite to that of the original order of D. Then the
second sign factor is (−1)ncycl . In order to define the third ordering we pick a linear order on
the set of open fermionic chains. Since these chains are oriented, this order induces a linear
order on the set of fermionic 1-vertices (the final vertex of an open chain is considered to be
immediately following the initial vertex of that chain). The same set of fermionic 1-vertices
has an alternative linear order coming from the linear ordering of the elements of the set L
and from the orientation of the segments of ↑L. Let nlin be the number of pairs of fermionic
1-vertices, on which both orders differ. Then the third sign factor is (−1)nlin. Thus we define
Tg(D,DF) = (−1)#DF+ncycl+nlin CD
(
f⊗n3(D)g ⊗ (h−1g,B)⊗nB ⊗ (h−1g,F)⊗nF
)
, (A.5)
Tg(D) =
∑
DF⊂D
Tg(D,DF), (A.6)
where the sum in the latter formula goes over all possible fermionic subgraphs of D.
For an element x ∈ ((Ug)⊗|L|)G consider its representation in a g-module V~α = V~α1⊗· · ·⊗
V~α|L| , where V~αj are irreducible g-modules with (shifted) highest weights ~αj . A supertrace
over a linear superspace V = VB⊕ VF is a difference between the traces over its bosonic and
fermionic subspaces: STrV = TrVB −TrVF . For 1 ≤ k ≤ |L|, let STrV~α ;k x ∈ End(V~αk) denote
the supertrace of x over all the spaces V~αj except the space V~αk . Since x is g-invariant, then so
is STrV~α ;k x. Since we assumed that V~αk is irreducible, this means that STrV~α ;k x = CI, where
I is the identity operator acting on V~αk , while C is a constant. We will denote this constant
as STr~α;k x. It can be presented as a complete trace over V~α: if we choose O ∈ End(V~αk)
such that STrV~α ;kO = 1, and denote Ok = I
⊗(k−1) ⊗ O ⊗ I⊗(|L|−k−1) ∈ EndV~α, then
STr~α;k x = STrV~α Ok x. (A.7)
Now we turn back to the case of g = u(1|1). Consider a family of 2-dimensional u(1|1)-
modules Va parametrized by a formal parameter a. Their basis is formed by two vectors:
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|a,+1
2
〉 (boson) and |a,−1
2
〉 (fermion), the action of the algebra generators being
E |a,±1
2
〉 = a |a,±1
2
〉, F |a,±1
2
〉 = ±1
2
|a,±1
2
〉,
Ψ− |a,+1
2
〉 = |a,−1
2
〉, Ψ− |a,−1
2
〉 = 0,
Ψ+ |a,−1
2
〉 = a |a,+1
2
〉, Ψ+ |a,+1
2
〉 = 0. (A.8)
Theorem A.1 (A. Vaintrob) For an L-component link L ∈ S3 and for a tensor product
of u(1|1)-modules Va = Va1 ⊗ · · · ⊗ VaL,
∇A(L; ea) = a−1k STra;k Tu(1|1)
(
ZA(L)
)
(A.9)
for any k, 1 ≤ k ≤ L.
If we define O ∈ EndVa by its action on the basis vectors as
O |a,+1
2
〉 = |a,+1
2
〉, O |a,−1
2
〉 = 0, (A.10)
then STrVa O = 1 and, according to eq.(A.7), equation (A.9) is equivalent to
∇A(L; ea) = a−1k STrVa
[
Ok Tu(1|1)
(
ZA(L)
)]
. (A.11)
Proof of Theorem 6.15. We will prove the second line of eq.(6.45) by modifying the r.h.s.
of eq. (A.11). We will simplify Tu(1|1)
(
ZA(L)
)
and find a way to calculate the supertrace
STrVa in a way, which is similar to Kirillov’s integral formula. Actually, we will work thourgh
the symmetric algebra S u(1|1), that is, we will describe Tu(1|1)
(
ZB(L)
)
∈ S u(1|1) and then
describe a trick to calculate a composition of maps
S u(1|1) βu(1|1)−−−→ U u(1|1) STrVa−−−→ C, (A.12)
where βu(1|1) is the PBW isomorphism (cf. eq.(2.14)).
Let D be a graph of BL and DF – one of its possible fermionic subgraphs. Suppose
that D has a bosonic edge which is incident to two 3-vertices. According to eq. (A.3), the
tensor h−1B has only two non-zero matrix elements: EF and FE, while the only bosonic
index of the non-zero structure tensor elements (A.4) is F . Therefore, the E index of h−19 B
can not be matched by structure tensors at 3-vertices, and Tu(1|1)(D,DF) = 0. Hence, if
Tu(1|1)(D,DF) 6= 0, then every bosonic edge of D must be a leg. This means that there are
only three types of pairsD,DF, D being connected, with non-zero u(1|1) weights: a fermionic
strut, a haircomb with fermionic spine and a wheel with fermionic cycle and bosonic legs.
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Let us find the u(1|1) weights of these graphs. We present (S u(1|1))⊗L as a polynomial
algebra of 4L variables Ei, Fi,Ψ
+
i ,Ψ
−
i , 1 ≤ i ≤ L. Now if D is a bosonic strut Xi Xj ,
then Tu(1|1)(D,DF) = EiFj + FiEj . If D is a haircomb graph of Fig. 1 with ferminic spine,
then Tu(1|1)(D,DF) = (Ψ−i Ψ+j − (−1)n1+···+nLΨ+i Ψ−j )En11 · · ·EnLL , where ni (1 ≤ i ≤ L) are
the numbers of bosonic legs of colors Li attached to the fermionic spine. If D is a wheel with
fermionic circle, then Tu(1|1)(D,DF) = −(1 − (−1)n1+···+nL)En11 · · ·EnLL .
We are going to convert Tu(1|1)(D) into an element of U u(1|1) and then evaluate its
supertrace in the tensor product of 2-dimensional representation (A.8). Since E = aI in
Va, then for the purpose of our calculations we can replace Ei by ai in our formulas fro
Tu(1|1)(D,DF). Also, we know that the coefficients at the struts in W (L;X) are linking
numbers ℓij of L, while the coefficients at its haircomb graphs form generating series l′ij(a) of
eq.(6.38) and the coefficients at wheels form the generating series F0(L; a) (see the discussion
at the beginning of subsection 6.2). Therefore, for the purpose of evaluating the r.h.s. of
eq.(A.11), we can replace Tu(1|1)
(
ZB(L)
)
∈ (S u(1|1))⊗L by a rather simple exponential
∇A(L; ea) = a−1k e−F0(L;a) STrVa Ok βu(1|1)
[
exp
(
L∑
i,j=1
(
ℓijaiFj − l′ij(a) Ψ−i Ψ+j
))]
. (A.13)
Now we describe a useful trick for calculating the composition of maps (A.12). This trick
works for any Lie (super-)algebra g and for any g-module V . There is a canonical isomor-
phism γg : Sg → Dconst(g) between the symmetric algebra Sg and the algebra of differential
operators on g with constant coefficients Dconst(g). Namely, for ~X ∈ g ⊂ Sg, γ( ~X) is the Lie
derivative along the constant vector field on g, which is equal to ~X at every point. Then it
is well-known that for any x ∈ Sg,
STrV βg(x) = γg(x)
(
STrV e
~Y
)∣∣∣
~Y=0
, (A.14)
where in the r.h.s. the differential operator γg(x) is acting on the function STrV e
~Y of ~Y ∈ g
and the resulting function is restricted at ~Y = 0. We will also need a slight generalization
of this equation: for any O ∈ End(V ),
STrV
(
Oβg(x)
)
= γg(x)
(
STrV O e
~Y
)∣∣∣
~Y=0
. (A.15)
We introduce one bosonic coordinate φ and two fermionic coordinates η+, η− on u(1|1)
~Y = φF + η+Ψ+ + η−Ψ− (A.16)
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(we did not introduce a coordinate for E, because all operators Ej are already replaced by
the corresponding variables aj). Then eqs. (A.14) and (A.15) allow us to rewrite eq.(A.13)
as
∇A(L; ea) = a−1k e−F0(L;a)
× exp
(
L∑
i,j=1
(
ℓij ai ∂φj − l′ij(a) ∂η−i ∂η+j
))
STrVak
(
O e
~Yk
) ∏
1≤i≤L
i6=k
STrVai e
~Yi
∣∣∣∣∣∣∣
~Y=0
. (A.17)
Now we calculate the traces by using a QFT trick. We introduce two (fermionic creation
and annihilation) operators ψˆ+, ψˆ−, which satisfy the anti-commutation relations
{ψˆ+, ψˆ+} = {ψˆ−, ψˆ−} = 0, {ψˆ+, ψˆ−} = I (A.18)
and act on Va as
ψˆ+ |a,+12〉 = 0, ψˆ+ |a,−12〉 = |a,+12〉,
ψˆ− |a,+12〉 = |a,−12〉, ψˆ− |a,−12〉 = 0.
(A.19)
Comparing the matrix elements (A.8) and (A.19) we conclude that in Va
Ψ− = ψˆ−, Ψ
+ = aψˆ+, F =
1
2
I − ψˆ−ψˆ+. (A.20)
and
e
~Y = eφ/2 exp(−φ ψˆ−ψˆ+ + a η+ψˆ+ + η−ψˆ−). (A.21)
Let us define new operators
ψˆ′+ = ψˆ+ +
1
φ
η−, ψˆ′− = ψˆ− −
a
φ
η+, (A.22)
so that eq.(A.21) becomes
ǫ
~Y = eφ/2 e
a
φ
η−η+ exp(−φ ψˆ′−ψˆ′+). (A.23)
Since the operators ψˆ′+, ψˆ
′
− satisfy the same anticommutation relations (A.18) as ψˆ+, ψˆ−,
then they have the same matrix elements (A.19) in an appropriate basis of Va. Those basis
vectors are eigenvectors of exp(−φ ψˆ′−ψˆ′+) with eigenvalues 1 and e−φ, so
STrVa exp(−φ ψˆ′−ψˆ′+) = 1− e−φ (A.24)
and
STrVa e
~Y = (eφ/2 − e−φ/2) e aφ η−η+ . (A.25)
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Since for two fermionic variables ψ+, ψ−∫
exp(φψ+ψ− + a η
+ψ+ + η
−ψ−) dψ−dψ+ = φ e
a
φ
η−η+ , (A.26)
then eq.(A.25) can be rewritten as
STrVa e
~Y =
sinh(φ/2)
(φ/2)
∫
exp(φψ+ψ− + a η
+ψ+ + η
−ψ−) dψ−dψ+. (A.27)
If we interpret ψ+, ψ− as coordinates on the coadjoint orbit of u(1|1), then this equation
represents Kirillov’s integral formula for the character of this superalgebra.
Comparing the matrix elements (A.10) and (A.19), we find that in Va
O = ψˆ+ψˆ− = (ψˆ
′
+ −
1
φ
η−)(ψˆ′− +
a
φ
η+), (A.28)
so that
STrVa O e
~Y = eφ/2 e
a
φ
η−η+ STrVa
[
(ψˆ′+ −
1
φ
η−)(ψˆ′− +
a
φ
η+) exp(−φ ψˆ′−ψˆ′+)
]
=
sinh(φ/2)
(φ/2)
−
(
sinh(φ/2)
(φ/2)
− eφ/2
)
e
a
φ
η−η+ , (A.29)
Since ∫
ψ+ψ− exp(φψ+ψ− + a η
+ψ+ + η
−ψ−) dψ−dψ+ = 1, (A.30)
then we can rewrite eq.(A.29) in terms of convenient fermionic integrals
STrVa O e
~Y =
sinh(φ/2)
(φ/2)
(∫
ψ+ψ− exp(φψ+ψ− + a η
+ψ+ + η
−ψ−) dψ−dψ+
−fB(φ)
∫
exp(φψ+ψ− + a η
+ψ+ + η
−ψ−) dψ−dψ+
)
, (A.31)
where we defined a shortcut function
fB(x) =
1
x
(
1− x
1− e−x
)
. (A.32)
Let us substitute eqs. (A.27) and (A.31) into eq.(A.17). Since for any analytic function
f(φ) and for any constant c we have a Taylor series formula
exp(c ∂φ) f(φ)|φ=0 = f(c) (A.33)
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and since
exp
(
−
L∑
i,j=1
l′ij(a) ∂η−i ∂η
+
j
)
exp
(
L∑
i=1
(η+i ψ+,i + η
−
i ψ−,i)
)∣∣∣∣∣
η=0
= exp
(
L∑
i,j=1
l′ij(a)ψ+,j ψ−,i
)
, (A.34)
then in view of eq.(6.40)
∇A(L; ea) = a−1k e−F0(L;a)Ω∇(L; a)
[∫
ψ+,k ψ−,k exp
(
L∑
i,j=1
a−1i lij(a)ψ+,j ψ−,i
)
dψ− dψ+
−fB
(
L∑
i=1
ℓik ai
)∫
exp
(
L∑
i,j=1
a−1i lij(a)ψ+,j ψ−,i
)
dψ− dψ+
]
, (A.35)
where dψ− dψ+ = dψ−,1 dψ+,1 · · ·dψ−,L dψ+,L. Since for any matrix ||Aij||∫
exp
(
L∑
i,j=1
Aij ψ+,j ψ−,i
)
dψ− dψ+ = det ||Aij||, (A.36)∫
ψ+,k ψ−,k exp
(
L∑
i,j=1
Aij ψ+,j ψ−,i
)
dψ− dψ+ = det ||Aij||k, (A.37)
where ||Aij||k is the (k, k)-minor of ||Aij||, then eq.(A.35) can be rewritten as
∇A(L; ea) = a−1k e−F0(L;a)Ω∇(L; a)
×
[
det ||a−1i lij(a)||k − fB
(
L∑
i=1
ℓik ai
)
det ||a−1i lij(a)||
]
(A.38)
Then eq.(6.45) follows, since
det ||a−1i lij(a)||k =
det ||lij(a)||k∏
1≤j≤L
j 6=k
aj
, det ||a−1i lij(a)|| =
det ||lij(a)||∏L
j=1 aj
(A.39)
and the latter expression is zero in view of eq.(5.49). ✷
Remark A.2 Equation (5.49) can be proved without using the machinery of Cartan and
root edges. Indeed, consider the r.h.s. of eq. (A.11) if we choose O = I. Since STrVa I =
sdimVa = 0, then
STrVa
[
Tu(1|1)
(
ZA(L)
)]
= 0. (A.40)
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If we calculate the l.h.s. of this equation in the same way that we did it for the r.h.s. of
eq.(A.11), then we find that similarly to eq.(A.38)
STrVa
[
Tu(1|1)
(
ZA(L)
)]
= e−F0(L;a)Ω∇(L; a) det ||a−1i lij(a)||. (A.41)
Now a combination of eqs.(A.40) and (A.41) indicates that
det ||a−1i lij(a)|| = 0, (A.42)
which is what we need to derive eq.(6.45) from eq.(A.38).
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