I. INTRODUCTION
Ongoing research has demonstrated the potential benefits of thermal-aware load placement in data centers to both reduce cooling costs and component failure rates. However, thermal-aware load placement techniques do not witness a wide deployment in existing data centers, mainly because they rely on a thermal map or profile of the data center, the derivation of which is an interruptive process to the data center operation. We propose a noninvasive solution of producing a thermal map; it consists of training a neural network with observed data from actual data center operation. Our results show that gathering the data and selecting a training set is a fast process, while the neural network with no hidden layers achieves the lowest mean squared error.
II. MOTIVATION & OBJECTIVES
Lowering the total costs of ownership of data centers in various ways has emerged as a leading research topic over the past several years. One of the primary factors within these studies has been to address the cooling infrastructure required to maintain an acceptable operating environment. Previous research in this field has come up with several very effective thermal-aware task scheduling algorithms to help reduce the cooling costs [1] , [2] , [3] , [4] , [5] , [6] , [7] . Most of the results show a reduction in the range of a 25-50% in cooling costs for a data center in typical operation. Nevertheless, most data centers throughout the world do not take advantage of these results despite the real cost savings that they provide.
One of the reasons of low application of thermal-aware solutions is the high difficulty in implementing these approaches, specifically, on predicting the thermal map of the data center under any configuration. Conceptually, a thermal map depicts the temperature at any physical point in the data center. Most of these approaches rely on predicting the thermal map under any scenario; however, current methods of documenting thermal maps require either exclusive access and extensive sensing equipment to test and document the data center's thermal map under all utilization loads, or detailed physical measurements and CFD simulation, which exhibits extensive runtime that can push deployment times for a solution into the time frame of months. Further exacerbating this problem is that the process needs to be repeated every time a change is made to the data center for the model to stay accurate.
Considering the practical need of data centers to frequently adjust their hardware and the shortcomings of the previous research, we are looking into developing a fast, cost-effective and non-invasive technique to derive a thermal map. Our proposed approach consists of combining the following ideas: a) reducing the concept of thermal map to the air inlet points of each computer equipment, b) using only monitored data from on-board and built-in sensors to train a neural network; this neural network takes CPU utilization rates as the input and outputs (predicts) temperatures at the equipment inlets.
III. METHODOLOGY & PRELIMINARY RESULTS
Training the neural network requires gathering preparing the monitored data (utilization and temperatures) as training samples. The process of this approach is shown in Figure 1 . The first step in the creation of the neural network is to gather data to train with. The gathered data may come from various sources, so the data "streams" must be synchronized before they can be fused together. An example of the resulting stream of utilization and temperature can be seen in Figure 2 from data gathered from the ASU Fulton HPC Center.
After a unified, synchronized data stream has been established, a set of samples must be selected from the gathered data to train the neural network. While we are looking into creating an automated selection method, in the example data we kept all data instances where all the servers maintained a near constant utilization for a period of 16 minutes.
Finally, once a sample set has been chosen, it must be formatted to train the neural network. For instance the data must be broken into input (utilization) and output (temperature) tuples and written to a file. Another concern in this step is normalizing the data to the (0,1) scale. In the example stream, the (0, 1) interval linearly corresponds to the (5, 40)
• C range. The training process typically runs in just a few minutes. The example neural network was configured with two hidden layers and had a single input for each chassis' utilization and a single output for each chassis' inlet temperature. Table I shows the results of the neural network for several cases trained on the same data stream (negative values in the output mean predicted temperatures below 5
• C). While our current results can already be found useful for determining trends, they do not show realistic results for all possible utilization patterns. However, we believe that by making just a few changes to our existing scheme, we can largely reduce the error in the predictions. In such a case, it would be possible to provide a reasonably accurate thermal map at a minimal cost. If this research work produces positive results, it will make energy-saving approaches based on thermal maps more attractive for application.
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