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Backpropagation network as a form of Artificial Neural Network (ANN) has been widely applied to help 
solve problems in various areas of life, such as forecasting, diagnostics, and pattern recognition. 
Performance of ANN is determined by training algorithm. In back propagation network, there are 12 
training algorithms that can be used. Determining the most optimal algorithm will be tested one indicator 
that is the resulting error. The smaller the error, the more optimal performance of the algorithm. This study 
inferred statistically against training algorithms in the backpropagation network based on the variation in the 
lr using ANOVA test. The network parameter values that used are the target error = 0.001, the maximum 
epoch = 10000, and variations in the value of lr are 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1. 
Data input is given by the randomization with a variety of many neurons in the input layer, are 5, 10, and 15, 
and with 1 neuron in the output layer. ANOVA test using α = 5% resulted a conclusion that the Levenberg-
Marquardt is the most optimal training algorithm with an average MSE of 0.001001. 





Jaringan Syaraf Tiruan (JST) atau Artificial Neural 
Network (ANN) merupakan salah satu komponen 
pembentuk model Soft Computing [1]. JST 
memberikan solusi ideal untuk permasalahan-
permasalahan yang tidak dapat diformulasikan 
dengan mudah menggunakan algoritma [2]. Jaringan 
syaraf tiruan (JST) adalah sistem pemroses informasi 
yang memiliki karakteristik mirip dengan jaringan 
syaraf biologis, yang dibentuk sebagai generalisasi 
model matematika dari jaringan syaraf biologis tersebut 
[3]. Beberapa bahasan yang dapat dikaji pada JST lebih 
banyak pada aplikasi dan pengembangan algoritma-
algoritma pembelajaran/pelatihan. Backpropagation 
adalah algoritma pembelajaran yang terawasi dan 
paling banyak digunakan, dengan lebih dari satu 
lapisan (multi layer) untuk mengubah bobot-bobot 
yang terhubung dengan neuron-neuron yang ada pada 
lapisan tersembunyinya. Algoritma backpropagation 
menggunakan error output untuk mengubah nilai 
bobot-bobotnya dalam arah mundur (backward). 
Untuk mendapatkan error (kesalahan) ini, tahap 
perambatan maju (forward propagation) harus 
dikerjakan terlebih dahulu. Pada saat perambatan 
maju, neuron-neuron diaktifkan dengan 
menggunakan fungsi aktivasi yang dapat 
dideferensialkan. Fungsi aktivasi ini harus memenuhi 
beberapa syarat yaitu: kontinu, terdiferensialkan 
dengan mudah, dan merupakan fungsi yang tidak 
turun. Terdapat beberapa algoritma pelatihan yang 
terdapat dalam metode backpropagation  [4], 
diantaranya adalah Fletcher-Reeves Update, Polak-
Ribiĕre, Powell-Beale Restarts, Scaled Conjugate 
Gradient, Gradient Descent, Gradient Descent 
dengan Adaptive Learning Rate, Gradient Descent 
dengan Momentum dan Adaptive Learning Rate, 
Resilent Backpropagation, BFGS, One Step Secant, 
dan Levenberg-Marquardt.  
Beberapa algoritma pelatihan secara parsial telah diuji 
dan diterapkan dalam suatu kasus untuk menyelesaikan 
masalah, namun belum diuji secara menyeluruh di 
antara algoritma-algoritma yang ada. Algoritma 
pelatihan Gradient Descent telah diterapkan dalam 
menyelesaikan permasalahan memprediksi prestasi 
belajar mahasiswa Program Studi Teknik Informatika 
Universitas Muhammadiyah Purwokerto didasarkan 
atas nilai-nilai dalam mata pelajaran yang diujikan 
dalam Ujian Nasional saat di SLTA [5] dan 
menghasilkan tingkat error sebesar 0.0664179 dari 
target error 0,05. Algoritma pelatihan Fletcher-
Reeves Update, Polak-Ribiĕre, Powell-Beale 
Restarts, dan Scaled Conjugate Gradient telah diuji 
keoptimalannya dalam penyelesaian kasus prediksi 
prestasi belajar mahasiswa [6] dan dihasilkan 
kesimpulan bahwa dari keempat algoritma tersebut 
dengan alpha 5% tidak berbeda keoptimalannya 
secara signifikan. Selain itu, beberapa algoritma 
pembelajaran/pelatihan juga telah diuji 




keoptimalannya oleh [7] dan [8] dengan hasil 
informasi bahwa dengan tingkat kepercayaan 95% 
diperoleh hasil bahwa algoritma Levenberg-
Marquardt merupakan algoritma yang paling teliti 
dengan rata-rata error 0,0063. Sementara itu [9] juga 
telah menerapkan jaringan syaraf tiruan untuk 
memprediksi tingkat validitas soal dengan 
menggunakan algoritma pelatihan Levenberg-
Marquardt dan menghasilkan pengenalan pola data 
dengan memiliki kecocokan sebesar 86,54% dengan 
tingkat error 0.00063347. Oleh karena itu, dalam 
penelitian ini dilakukan pengujian tingkat 
keoptimalan dari algoritma pelatihan ditinjau dari 
error jaringan yang dihasilkan. 
2. Metode 
Penelitian ini diawali dengan mengembangkan 
program komputer menggunakan Bahasa 
Pemrograman MATLAB untuk menjalankan 
algoritma pelatihan. Masukan program berupa data 
random dengan struktur 5 neuron, 10 neuron, dan 15 
neuron dalam layer input, dengan 1 neuron pada 
layer output. Variabel penelitian digunakan sebagai 
berikut:  
 Variabel control (nilai bervariasi): maksimum 
epoh (=10.000), target error (=10-3). 
 Var independen (nilai bervariasi): data masukan, 
learning rate (lr) 
 Var dependen/faktor: algoritma pelatihan 
 Output: tingkat error yang dihasilkan oleh setiap 
algoritma (berdasarkan variasi input yang 
diberikan dan variasi variabel control dan variable 
independen):  
Setiap algoritma dijalankan sebanyak 20 kali. Alur 
penelitian disajikan pada Gambar 1. 
 
Gambar 1. Alur Penelitian 
Selanjutnya dilakukan pengujian statistik inferensi 
terhadap output yang dihasilkan dan menyimpulkan. 
Pengujian dilakukan untuk menentukan optimalisasi 
dari algoritma-algoritma pelatihan tersebut dengan 
membandingkan tingkat error yang terjadi dengan 
tahapan langkah sebagai berikut [10]: 
1) menentukan hipotesis  
H0 : 1 = 2 = … = k (semua algoritma pelatihan 
bersifat homogen/memiliki tingkat 
kesalahan yang sama) 
H1 : minimal 2 mean tidak sama (ada beberapa 
algoritma pelatihan yang tidak homogen / 
tidak memiliki tingkat kesalahan yang sama) 
2) menentukan nilai alpha (α)  
3) menentukan alat uji 
Alat uji yang digunakan dalam hal ini adalah uji F 




   Fk-1, N-k   ................. (1) 
dimana MST = Mean Square of Treatment 
MSE = Mean Square of Error 
4) pengambilan kesimpulan/inferensi 
Inferensi diambil berdasarkan nilai signifikansi 
yang diperoleh (sig.) dengan ketentuan H0 ditolak 
jika nilai sig < .   
Pengujian statistik dilakukan dengan desain berikut 
(Gambar 2). 
 
Gambar 2. Desain Pengujian Statistik terhadap 
Algoritma Pelatihan 
3. Pembahasan 
Penelitian ini merupakan pengembangan dari yang 
dilakukan oleh [11] yang menghasilkan simpulan 
algoritma Levenberg-Marquardt sebagai algoritma 
yang menghasilkan error terkecil yaitu 0,0001986858 
dengan parameter-parameter target error = 0,001 (10-
3), epoh maksimum = 10000, learning rate (lr) = 
0.01, dengan 5 neuron masukan dan 1 neuron 
keluaran yang dibangkitkan secara random. 
Penelitian ini dilanjutkan dengan learning rate (lr) = 
0,05 dan parameter jaringan yang sama dan 
dihasilkan algoritma trainlm sebagai algoritma yang 
paling optimal dengan rata-rata tingkat error sebesar 
0,0002196 [12]. 
Sebagaimana dalam kedua penelitian [11] dan [12], 
parameter atau variabel kontrol dalam penelitian 
berupa maksimum epoh (=10.000) dan target error 
(=10-3), sedangkan variabel independen berupa data 




masukan (nilai bervariasi dengan 5, 10, dan 15) dan 
learning rate (lr) dengan nilai 0.1, 0.2, 0.3, 0.4, 0.5, 
0.6, 0.7, 0.8, 0.9, 1.0, 0.01, dan 0.05. Keduabelas 
algoritma pelatihan (sebagai variabel dependen atau 
variabel faktor) digunakan untuk menguji tingkat 
kesalahan (error).  
Data penelitian terdiri dari data masukan dan data 
target jaringan. Data masukan jaringan yang terdapat 
dalam lapisan masukan memiliki variasi 5 neuron, 10 
neuron, dan 15 neuron. Sedangkan data target 
jaringan yang terdapat dalam lapisan keluaran terdiri 
dari 1 neuron. Semua data masukan maupun data 
target jaringan dibangun secara random 
menggunakan kode program dengan instruksi “rand”. 
Data ini tersaji pada Tabel 1, Tabel 2, dan Tabel 3.  
Tabel 1. Data Masukan Jaringan (X) dan Target (Y) 
dengan Banyak Neuron Input =5 
X1 X2 X3 X4 X5 Y 
9.5013 7.6210 6.1543 4.0571 0.5789 2.0277 
2.3114 4.5647 7.9194 9.3547 3.5287 1.9872 
6.0684 0.1850 9.2181 9.1690 8.1317 6.0379 
4.8598 8.2141 7.3821 4.1027 0.0986 2.7219 
8.9130 4.4470 1.7627 8.9365 1.3889 1.9881 
 
Tabel 2. Data Masukan Jaringan (X) dan Target (Y) 
dengan Banyak Neuron Input = 10 
 
 
Tabel 3. Data Masukan Jaringan (X) dan Target (Y) 










Tabel 3 (lanjutan) 
 
 
Seperti telah disampaikan sebelumnya bahwa 
pengembangan kode program untuk menjalankan 
algoritma digunakan bahasa pemrograman 
MATLAB. Dalam MATLAB, untuk setiap jenis 
algoritma pelatihan diberikan nama fungsi yang 
bersesuaian, yaitu:  
1. Fletcher-Reeves Update sebagai “traincgf” 
2. Polak-Ribiĕre sebagai “traincgp” 
3. Powell-Beale Restarts sebagai “traincgb” 
4. Scaled Conjugate Gradient sebagai “trainscg” 
5. Gradient Descent  sebagai “traingd” 
6. Gradient Descent dengan Adaptive Learning 
Rate sebagai “traingda” 
7. Gradient Descent dengan Momentum sebagai 
“traingdm” 
8. Gradient Descent dengan Momentum dan 
Adaptive Learning Rate sebagai “traingdx” 
9. Resilent Backpropagation sebagai “trainrp” 
10. BFGS sebagai “trainbfg” 
11. One Step Secant sebagai “trainoss” 
12. Levenberg-Marquardt sebagai “trainlm” 
 
Tabel 4. MSE pada Data Masukan 5 Neuron dengan 
Tingkat lr = 0.01 
 
 
Tabel 4 (lanjutan) 
 




Sebelum diuji perbedaan error yang dihasilkan oleh 
setiap algoritma pelatihan menggunakan uji 
ANOVA, MSE yang dihasilkan jaringan untuk 
masing-masing algoritma pelatihan diuji 
normalitasnya. Hasil yang diperoleh adalah bahwa 
data MSE baik untuk data 5, 10, maupun 15 dan 
variasi nilai lr adalah tidak normal. Dengan 
demikian, perlu dilakukan normalisasi data, yaitu 
dengan dilakukan operasi logaritma10. Uji ANOVA 
dilakukan terhadap data MSE yang telah 
dinormalisasi. Uji ini dimaksudkan untuk mengetahui 
algoritma pelatihan yang paling optimal yaitu yang 
menghasilkan error terkecil. Nilai signifikansi yang 
dihasilkan untuk masing-masing nilai lr dan 
banyaknya neuron masukan, semuanya bernilai 0.00. 
Sesuai dengan hipotesis yang diajukan, kesimpulan 
yang diambil adalah bahwa keduabelas algoritma 
pelatihan memiliki MSE yang berbeda. Setelah 
dilakukan uji Duncan, dihasilkan bahwa algoritma 
pelatihan Levenberg Marquardt (trainlm) memiliki 
rata-rata MSE terkecil dengan tingkat α = 5%. Hasil 
MSE dari trainlm disajikan pada Tabel 5. 
Tabel 5. Hasil MSE Algoritma Pelatihan Trainlm 








lr MSE lr MSE lr MSE 
1 0.01 .00019868580 0.01 .000185121492 0.01 .000284530950 
2 0.05 .00017938318 0.05 .00025779882093 0.05 .000248148088 
3 0.1 .00018655020 0.1 .000126952176 0.1 .000168452917 
4 0.2 .000147757748 0.2 .000185485482 0.2 .000276679704 
5 0.3 .000198685800 0.3 .009731951112 0.3 .000246095458 
6 0.4 .000192124870 0.4 .000265669001 0.4 .000249492183 
7 0.5 .000203676863 0.5 .009751811074 0.5 .000246095458 
8 0.6 .000109168261 0.6 .000185485482 0.6 .000249492183 
9 0.7 .000210012926 0.7 .009731951112 0.7 .000163407430 
10 0.8 .000198685800 0.8 .000265695786 0.8 .000246095458 
11 0.9 .000116184938 0.9 .000126209131 0.9 .000249492183 
12 1 .000203676863 1 .000294526060 1 .000163407430 
 
Berdasarkan Tabel 5, diperoleh harga rata-rata MSE 
untuk setiap data random yaitu untuk data random 5 
diperoleh rata-rata MSE = 0.000179, untuk data 
random 10 diperoleh rata-rata MSE = 0.002592, dan 
untuk data random 15 diperoleh rata-rata MSE = 
0.000233. Hal ini bisa dikatakan bahwa algoritma 
trainlm memberikan rata-rata MSE sebesar 0.001001 
dengan parameter kontrol maksimal epoh = 10.000 
dan target error 0.001. 
4. Kesimpulan 
Kesimpulan dari hasil penelitian ini adalah algoritma 
pelatihan dalam jaringan backpropagation yang 
memiliki error terkecil (paling optimal) pada tingkat 
model parameter jaringan target error = 0.001,  
maksimum epoh = 10000, dengan variasi nilai 
learning rate (lr) 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 
0.6, 0.7, 0.8, 0.9, dan 1 dengan 5, 10, dan 15 neuron 
data masukan jaringan adalah algoritma trainlm. Uji 
yang digunakan dalam penentuan algoritma optimal 
ini adalah uji ANOVA dengan tingkat α = 0.05 (5%). 
Algoritma trainlm memberikan rata-rata MSE 
sebesar 0.001001. Tingkat optimalisasi algoritma 
pelatihan dalam jaringan backpropagation tidak 
hanya bisa diketahui melalui MSE yang dihasilkan 
jaringan, tetapi dapat diketahui juga dari tingkat 
kesesuaian atau kecocokan pola data antara data 
target dengan data keluaran jaringan. Oleh karena itu, 
disarankan penelitian ini dilanjutkan dengan uji 
kecocokan antara pola data antara data target dengan 
data keluaran jaringan. 
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