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ABSTRACT 
Discrete-time least-squares algorithms for recursive para- 
meter estimation have continuous-time counterparts, which mini- 
mize a quadratic functional. The continuous-time algorithms can 
also include (in)equality constraints. Asymptotic convergence 
is demonstrated by means of Lyapunov methods. The constrained 
algorithms are applied in a stabilized output error configura- 
tion for parameter estimation in stochastic linear systems. 
CONTINUOUS-TIME CONSTRAINED LEAST-SQUARES 
ALGORITHMS FOR RECURSIVE PARAMETER ESTIMATION 
OF STOCHASTIC LINEAR SYSTEMS BY A STABILIZED 
OUTPUT ERROR METHOD 
A . J .  Udink t e n  C a t e  
The s u b j e c t  o f  r e c u r s i v e  p a r a m e t e r  e s t i m a t i o n  i n d y n a m i c  s y s t e m s  
h a s  receivedconsiderableattentioninrecentyears ( E y k h o f f ,  1974;  
Goodwin and Payne ,  1977; Ljung and S o d e r s t r o m ,  1 9 8 3 ) .  I n  c o n t r o l ,  
a t t e n t i o n  h a s  been  f o c u s e d  m a i n l y  on t h e  e s t i m a t i o n  o f  p a r a m e t e r s  
of  d i s c r e t e - t i m e  models  f rom sampled d a t a  (Young, 1981)  w i t h  a  
number o f  e x c e p t i o n s  ( E y k h o f f ,  1974;  Bohn, 1982;  Young, 1 9 8 1 ) .  
I n  many c a s e s ,  however ,  t h e  p a r a m e t e r s  of  c o n t i n u o u s - t i m e  models  
have  t o  b e  e s t i m a t e d  from e x p e r i m e n t a l  d a t a .  The a d v e n t  of  modern 
compute r -ope ra t ed  d a t a l o g g e r s  h a s  made r e l a t i v e l y  h i g h  s a m p l i n g  
r a t e s  f e a s i b l e ,  s t i m u l a t i n g  i n t e r e s t  i n  c o n t i n u o u s - t i m e  a l g o r i t h m s  
which o p e r a t e  on  q u a s i - c o n t i n u o u s  measurements  and  which  c a n  
a i r e c t l y  u p d a t e  a ( p h y s i c a l )  c o n t i n u o u s  model w i t h  some known and 
some unknown p a r a m e t e r s .  No c o n s t r a i n t s  a r e  g e n e r a l l y  imposed i n  
r e c u r s i v e  a l g o r i t h m s ,  a l t h o u g h  t h i s  i s  sometimes done  i n  t h e  frame- 
work o f  s t o c h a s t i c  a p p r o x i m a t i o n  (Kushner  and C l a r k e ,  1 9 7 8 ) .  I n  
many e x p e r i m e n t a l  s i t u a t i o n s ,  however ,  s u c h  c o n s t r a i n t s  e x i s t .  
T h i s  ~ e p o r t  p r e s e n t s  a  c l a s s  of  c o n t i n u o u s - t i m e  a l g o r i t h m s  
which min imize  a  q u a d r a t i c  f u n c t i o n a l  o f  t h e  d i f f e r e n c e  between 
t h e  o b s e r v e d  and  t h e  p r e d i c t e d  o u t p u t .  A m o d i f i e d  form o f  t h e  
u s u a l  " e q u a t i o n  e r r o r "  a d o p t e d  i n ,  e . g . ,  Young ( 1 9 8 1 ) ,  L i o n  ( 1 9 6 7 ) ,  
Landau (1979)  i s  t a k e n  a s  a  measure  o f  t h i s  d i f f e r e n c e  and min i -  
mized.  I n  c o n t r a s t  t o  o t h e r  a l g o r i t h m s  o f  t h i s  t y p e  (Young, 
1981; S o l o ,  1 9 8 0 ) ,  t h e  s t a r t i n g  v a l u e s  o f  t h e  e s t i m a t e s  a p p e a r  
e x p l i c i t l y  i n  t h e  f u n c t i o n a l .  The a l g o r i t h m s  a r e  c h a r a c t e r i z e d  
by e x p o n e n t i a l  c o n v e r g e n c e  o f  t h e  p a r a m e t e r  e r r o r  (Anderson and 
Johnson ,  1982)  and  c a n  b e  r e g a r d e d  a s  c o n t i n u o u s  v e r s i o n s  o f  t h e  
r e c u r s i v e  l e a s t - s q u a r e s  method. These  a l g o r i t h m s  a r e  t h e n  ex- 
t e n a e d  t o  h a n d l e  e q u a l i t y  c o n s t r a i n t s ;  i n e q u a l i t i e s  c a n  b e  h a n d l e d  
u s i n g  p e n a l t y  f u n c t i o n s .  By t h e  v e r y  n a t u r e  o f  p e n a l t y  f u n c t i o n s ,  
i n e q u a l i t i e s  a r e  t r e a t e d  m i l d l y ,  which means t h a t  t h e  e s t i m a t e s  
a r e  n o t  s t r i c t l y  c o n f i n e d  t o  t h e  f e a s i b l e  a r e a .  T h i s  f e a t u r e  makes 
t h e  a l g o r i t h m s  s u i t a b l e  f o r  a p p l i c a t i o n  i n  a n  o u t p u t  e r r o r  p a r a -  
m e t e r - e s t i m a t i o n  scheme f o r  s t o c h a s t i c  l i n e a r  s y s t e m s .  
O u t p u t  e r r o r  e s t i m a t i o n  schemes a r e  d e r i v e d  from model re- 
f e r e n c e  a d a p t i v e  s y s t e m s  ( S h a c k l o t h  and B u t c h a r t ,  1965; P a r k s ,  
1966; Landau, 1976,  1 9 7 9 ) .  I n  o u t p u t  errcr methods ,  t h e  e r r o r  i s  
f i l t e r e d  i n  o r d e r  t o  e n s u r e  t h a t  t h e  e s t i m a t i o n  p r o c e d u r e  con- 
v e r g e s .  The f i l t e r  i.s b a s e d  on  a p r i o r i  knowledge o f  t h e  unknown 
s y s t e m  and i s  d e s i g n e d  u s i n g  Lyapunov o r  h y p e r s t a b i l i t y  t h e o r i e s .  
Fo r  d i s c r e t e - t i m e  s y s t e m s ,  Landau (1978)  p r e s e n t e d  a n  a p p r o a c h  
which u s e d  a n  e x t e n d e d  p a r a n e t e r  v e c t o r  i n  o r d e r  t o  remove t h e  
need  f o r  a p r i o r i  i n f o r m a t i o n .  R e s u l t s  f o r  d i s c r e t e  s t o c h a s t i c  
s y s t e m s  a r e  g i v e n  i n  Dugard and Landau ( 1 980)  . 
T h i s  p a p e r  p r o p o s e s  a n  o u t p u t  e r r o r  scheme u s i n g  t h e  e x t e n d e d  
p a r a m e t e r  v e c t o r  a p p r o a c h  f o r  c o n t i n u o u s - t i m e  a l g o r i t h m s .  I n  t h e  
s t o c h a s t i c  c a s e  it is  n o t  p o s s i b l e  t o  e n s u r e  conve rgence  f o r  t h e  
e x t e n d e d  p a r a m e t e r s ,  which d e s t a b i l i z e s  t h e  whole  e s t i m a t i o n  scheme 
and l e a d s  t o  b i a s e d  e s t i m a t e s .  Using t h e  c o n s t r a i n e d  a l g o r i t h m s  
men t ioned  b e f o r e ,  t h e  e x t e n d e d  p a r a m e t e r s  c a n  b e  bounded w i t h i n  a  
se t  Sc,  s o  t h a t  t h e  scheme rema ins  s t a b l e .  The r e s u l t s  o f  Ljung 
(1977)  on  t h e  a s y m p t o t i c  conve rgence  o f  s t o c h a s t i c  s y s t e m s  (L jung  
and S o d e r s t r o m ,  1983)  c a n  t h e n  b e  u s e d  t o  f o r m u l a t e  c o n d i t i o n s  o n  
t h e  se t  Sc f o r  t h e  conve rgence  o f  t h e  e s t i m a t i o n  p r o c e d u r e .  
T h i s  p a p e r  i s  s t r u c t u r e d  a s  f o l l o w s .  S e c t i o n  2 p r e s e n t s  t h e  
c o n t i n u o u s - t i m e  l e a s t - s q u a r e s  a l g o r i t h m  and  d e m o n s t r a t e s  i t s  expo- 
n e n t i a l  conve rgence .  S e c t i o n  3  e x t e n d s  t h e  a l g o r i t h m  t o  i n c l u d e  
c o n s t r a i n t s .  The o u t p u t  e r r o r  p a r a m e t e r - e s t i m a t i o n  a l g o r i t h m  
i s  i n t r o d u c e d  i n  S e c t i o n  4 f o r  d e t e r m i n i s t i c  s y s t e m s ,  and  i n  
S e c t i o n  5 t h e  a n a l y s i s  i s  c a r r i e d  o u t  i n  a  s t o c h a s t i c  e n v i r o n -  
ment u s i n g  a  method p roposed  by Ljung ( 1 9 7 7 ) .  S i m u l a t i o n  examples  
a r e  p r e s e n t e d  i n  S e c t i o n  6 and t h e  p a p e r  e n d s  w i t h  some c o n c l u s i o n s .  
2 .  CONTINUOUS LEAST-SQUARES METHODS 
A l i n e a r  d e t e r m i n i s t i c  u n i v a r i a t e  s y s t e m  c a n  b e  r e p r e s e n t e d  
by t h e  e q u a t i o n  
where y ( t )  i s  t h e  measured  o u t p u t ,  u ( t )  i s  t h e  i n p u t  and s i s  t h e  
L a p l a c e  o p e r a t o r .  The p o l y n o m i a l s  A ( s )  and B ( s )  a r e :  
The c o e f f i c i e n t s  a i , b j ,  a r e  t i m e - i n v a r i a n t  o r  s l o w l y  t ime-va ry ing .  
A more c o n v e n i e n t  n o t a t i o n  i s  o b t a i n e d  by i n t r o d u c i n g  a  p a r a m e t e r  
v e c t o r  
and a  s i g n a l  v e c t o r  
where y ( k )  = sky = d k y / d t k  and t h e  s u p e r s c r i p t  T d e n o t e s  t h e  t r a n s -  
pose .  Eqn. ( 2 . 1 )  c a n  t h e n  b e  r e w r i t t e n  a s  
Y ( t )  = - €ITm - ( t )  
The unknown p a r a m e t e r  v e c t o r  - 8 i s  e s t i m a t e d  u s i n g  a  model o f  t h e  
same d imens ions  : 
where $ ( t )  and - 6 ( t )  a r e  e s t i m a t e s  of  y  ( t )  and - 0 ,  r e s p e c t i v e l y .  
I n t ro d u ce  t h e  pa ramete r  d i f f e r e n c e  v e c t o r  6 ( t )  2 0 - 6 ( t )  .
- - - 
The "modif ied  e q u a t i o n  e r r o r "  
i s  mininizeci a s  a  measure of 116 - ( t )  1 1 ,  and it i s  s een  from eqns .  
( 2 . 1 )  and (2 .3 )  t h a t  
Remark 1 .  Formulat ion  of  t h e  polynomial  A ( s )  i n  eqn.  ( 2 . 3  ) w i t h  
a  = 1 and a. # 1 l e a d s  t o  an  equa t i on  e r r o r  of  a  d i f f e r e n t  type  
n  
t o  t h a t  found i n  Young ( 1 9 8 1 ) ,  Lion (1967) o r  Mendel (1973,  pp. 
28-30).  I t  i s  reac i i ly  s e e n  t h a t  b o t h  t y p e s  a r e  e q u i v a l e n t .  A s  
i s  demonst ra ted  i n  S e c t i o n s  4 and 5 ,  t h e  modi f i ed  form o f f e r s  con- 
s i d e r a b l e  p r a c t i c a l  advantages  i n  o u t p u t  e r r o r  schemes.V 
The modi f i ed  e q u a t i o n  e r r o r  g iven  i n  eqn.  ( 2 . 4 )  i s  minimized 
u s in g  eqn. ( 2 . 5 )  on t h e  b a s i s  of t h e  q u a d r a t i c  f u n c t i o n a l  
t 
"T 2  J ( 6 ; t )  - = 118 - ( t ) - 8  1 l 2 / g * e x p ( - q t ) + ~ c ( o )  [ y ( o ) - o  ( t ) ~ ( o )  I exp(-q  ( t - 0 )  Ida . 
-S - 0 ( 2 . 6 )  
Here 8 = g ( 0 )  i s  t h e  s t a r t i n g  v a l u e  of  6 ( t ) ,  g  and c  a r e  s c a l a r s  
-S - - 
and q i s  t h e  decay pa r ame te r ,  w i t h  g  > 0 ,  q 2 0 and c ( t )  > 0 .  A 
r e l a t e d  form was p r e s e n t e d  by Minarnide e t  a l .  ( 3 9 8 3 ) .  The func- 
t i o n a l  a ch i eves  a  minimum when 
I n  Appendix A it i s  shown how t h i s  may be accomplished u s ing  t h e  
m a t r i x - d i f f e r e n t i a l  forms 
under the conditions c (t) > 0, P (0) = gI (where I is the unit 
matrix). It will also be shown that q 0 (eqn. 2.13). For 
reference purposes, recall that eqn. (2.8b) follows from (see 
Appendix A) : 
X constant or time-decreasing function is selected as the scalar 
c (t) in tnis report; other possibilities can be found in Solo (1 980) . 
The convergence of the parameter difference ~ ~ 8 ( t ) ~ ~  owards 
- 
the origin after an initial disturbance can be investigated using 
Lyapunov's second method. For a process with bounded signals, a 
positive definite Lyapunov function 
-1 is selected, where V(t) is a scalar. P (t) is a bounded symmetric 
matrix such that P-I (t) > 0 and IIP-I (t) 11 < L, where L is a large 
positive number. Since db/dt - = -d$/dt - from eqns. (2.8a) and (2.5), 
the time derivative of V(t) is obtained as 
Convergence is ensured if eqn. (2.11) is negative semi-definite. 
There are several forms of P(t) and c(t) that lead to this result 
(Udink ten Cate, 1983). One possibility which leads to a con- 
tinuous least-squares algorithm is 
-T 
where P > 0, P (0) = P-'(O) and q 2 0, y(t) 2 0. It is 
demonstrate& in Appendix B that under these conditions P-I (t) > 0. 
Using eqns. (2.51)~ (2.10) and (2.12), eqn. (2.11) takes the forn 
I f  y ( t )  < 2c ( t )  , c  ( t )  > 0 ,  t h e  t i m e  d e r i v a t i v e  of  V ( t )  i s  n e g a t i v e  
d e f i n i t e ,  p rov ided  L ( t )  and - @ ( t )  a r e  non-orthogonal  and nonzero.  
Th i s  o c cu r s  when t h e  i n p u t  s i g n a l  i s  nonzero and c o n t a i n s  a  s u f f i -  
c i e n t  number of d i s t i n c t  f r e q u e n c i e s  (L ion ,  1967; Anderson, 1977; 
Yuan and Wonham, 1 9 7 7 ) .  I n  t h i s  c a s e  o v e r a l l  a sympto t i c  s t a b i l i t y  
i s  ensured ,  which means t h a t  a f t e r  an  i n i t i a l  d i s t u r b a n c e  11 6 ( t )  11 
- 
w i l l  converge towards ze ro  a s  t + a .  For r l  > 0 t h i s  convergence 
i s  e x p o n e n t i a l  (Anderson,  1977) . 
R e s t a t i n g  t h e  r e s u l t s ,  w e  a r r i v e  a t  t h e  a l g o r i t h m s  
Taking y ( t )  = c ( t )  and P ( 0 )  = g I  > 0 ,  w e  minimize t h e  q u a d r a t i c  
f u n c t i o n a l  ( 5 . 6 ) ,  demons t ra t ing  t h a t  t h e  con t inuous  l e a s t - s q u a r e s  
a l g o r i t h ms  have g l o b a l  e x p o n e n t i a l  s t a b i l i t y  p r o p e r t i e s  w i t h  
r e s p e c t  t o  the paramete r  d i f f e r e n c e .  
Remark 2.  The above r e s u l t  c an  a l s o  be i n t e r p r e t e d  a s  a  s p e c i a l  
c a s e  of  min imiza t ion  of  t h e  i n s t a n t a n e o u s  equa t i on  e r r o r .  Def ine  
1 2  t h e  i n s t a n t a n e o u s  e r r o r  c r i t e r i o n  a s  J '  ( 6 ; t )  = 2 E ( t ) .  The para -  
- 
meter  v e c t o r  - 8^  ( t )  i s  a d j u s t e d  accord ing  t o  t h e  g r a d i e n t  
g r a d  J' ( 6  ; t )  = -- a J '  - -E  ( t )  a &  ( t )  
- a& a C J ( t )  = -E ( t ) 9 ( t )  6 
and from eqn. ( 2 . 5 )  
I n  most common g r a d i e n t  methods (Mendel, 1973; Lion,  1967) t h e  
so - c a l l e d  " g a i n U m a t r i x  A i s  d e f i n e d  a s  A = d i a g  [ h i ]  > 0 .  How- 
e v e r ,  a  g a i n  m a t r i x  s u c h  a s  P ( t )  > 0 i n  eqn .  ( 2 . 1 4 b )  may b e  sub-  
s t i t u t e d  f o r  A (Udink t e n  C a t e ,  1 9 8 3 ) .  Convergence  may be  demon- 
s t r a t e d  u s i n g  Lyapunov s t a b i l i t y  methods .  V 
I t  s h o u l d  b e  n o t e d  t h a t  t h e  c o n s t r u c t i o n  o f  - @ ( t )  r e q u i r e s  
t h e  g e n e r a t i o n  o f  m + n  d e r i v a t i v e  s i g n a l s  f o r  t h e  p r o c e s s  de- 
s c r i b e d  by eqn.  2 . 1 ) .  T h i s  c a n  be  a c c o m p l i s h e d  by means o f  
" s t a t e  v a r i a b l e  f i l t e r s "  (Kohr,  1963; Young, 1 9 8 1 ) .  
3. CONSTRAINED METHODS 
The r e c u r s i v e  e s t i m a t i o n  problem c a n  a l s o  b e  f o r m u l a t e d  
w i t h  e q u a l i t y  c o n s t r a i n t s  on t h e  p a r a m e t e r s .  These  c o n s t r a i n t s  
a r e  d e r i v e d  from t i m e - v a r y i n g  i n f o r m a t i o n  on  l i n e a r  c o m b i n a t i o n s  
o f  t h e  unknown p r o c e s s  p a r a m e t e r s .  Using s u i t a b l e  p e n a l t y  func-  
t i o n s ,  i n e q u a l i t y  c o n s t r a i n t s  c a n  a l s o  b e  t r e a t e d .  
The p r o c e s s  d e s c r i b e d  by eqn .  ( 2 . 2 )  c a n  be  t r a n s f o r m e d  i n t o  
a n  augmented p r o c e s s  i n c o r p o r a t i n g  e q u a l i t y  c o n s t r a i n t s  a s  f o l l o w s :  
Each row o f  t h e  t ime-va ry ing  o r  c o n s t a n t  m a t r i x  F ( t )  c o n t a i n s  a  
l i n e a r  r e l a t i o n  o f  t h e  p r o c e s s  p a r a m e t e r s  t h a t  e q u a l  a  c o r r e s p o n d -  
i n g  known e l e m e n t  o f  t h e  v e c t o r  ~ ( t ) .  For  c o n v e n i e n c e  a  m a t r i x  
- 
and a  v e c t o r  
a r e  i n t r o d u c e d  s u c h  t h a t  
z ( t )  = M ( t ) C  
- 
A model o f  t h e  same d i m e n s i o n s  
i s  a l s o  i n t r o d u c e d ,  l e a d i n g  t o  t h e  "augmented m o d i f i e d  e q u a t i o n  
e r r o r  v e c t o r "  
which  i s  s i m i l a r  i n  form t o  eqn .  ( 2 . 5 )  . The f o l l o w i n g  q u a d r a t i c  
f u n c t i o n a l  i s  minimized  i n  t h e  e s t i m a t i o n  p r o c e d u r e :  
Here W ( * )  = d i a g  [wi]  > 0 i s  a w e i g h t i n g  m a t r i x ,  t h e  o t h e r  v a r i -  
a b l e s  h a v i n g  t h e  same meanings as i n  eqn .  ( 2 . 6 ) .  Fo l lowing  t h e  
a rgumen t s  p r e s e n t e d  i n  Appendix A i t  c a n  r e a d i l y  b e  d e m o n s t r a t e d  
t h a t  m i n i m i z a t i o n  i s  a c h i e v e d  u s i n g  t h e  m a t r i x  d i f f e r e n t i a l  equa- 
t i o n s  : 
Cia-1 ( t )  = -QQ - 1 ( t )  + M T ( t ) r ( t ) M ( t )  , T E I R  (q+l  x (q+l  d t  
To minimize  J ( 6 ; t )  - t h e  d i a g o n a l  m a t r i x  T ( t )  must  s a t i s f y  
T ( t )  = [ d i a g  y . 1  = I ; Q 2 0 . 
1 
Remark 3. The t y p e  o f  c o n s t r a i n t  r e p r e s e n t e d  by e q n s .  ( 3 . 2 )  and 
( 3 . 3 )  may b e  a  t ime-va ry ing  c o m b i n a t i o n  r e p r e s e n t i n g  a p r i o r i  
knowleage o f  t h e  p r o c e s s  p a r a m e t e r s .  A p e n a l t y  f u n c t i o n  f a l l s  
w i t h i n  t h i s  c a t e g o r y ,  l e a d i n g  t o  i n e q u a l i t y  c o n s t r a i n t s .  Ano the r  
t y p e  o f  e q u a l i t y  c o n s t r a i n t  i s  o f  t h e  form G ( * )  - @ ( t )  , where G ( - )  
i s  a f i l t e r  o p e r a t i n g  on t h e  i n d i v i d u a l  s i g n a l s  c o n s t i t u t i n g  - @ ( t ) .  
F o r  example ,  G ( * )  c o u l d  be  a  low p a s s  f i l t e r  o r  a  p u r e  i n t e g r a l  
a c t i o n .  T h i s  l e a d s  t o  a n  i n t e r e s t i n g  c l a s s  o f  r e c u r s i v e  a l g o -  
r i t h m s .  V 
The conve rgence  o f  t h e  e s t i m a t i o n  p r o c e d u r e  c a n  a g a i n  b e  i n -  
v e s t i g a t e d  by s t a b i l i t y  methods.  A Lyapunov f u n c t i o n  
V ( t )  = iT(t)Q- '  ( t )  -6 ( t )  ( 3 . 7 )  
i s  s e l e c t e d ,  where  Q-I ( t )  = Q - ~  ( t )  > 0  f o r  T ( t )  Z 0  and Q-I  ( t )  i s  
bounded (see eqn.  2 . 1 0 ) .  T h i s  f o l l o w s  from eqn.  ( 3 . 6 b )  . Calcu-  
l a t i o n  o f  t h e  t i m e  d e r i v a t i v e  u s i n g  e q n s .  ( 3 . 4 )  and ( 3 . 6 )  y i e l d s  
For  q > 0,  i Z 0 ,  wi Z 0  and y  . ( t )  < 2wi ( t)  t h i s  y i e l d s  a  n e g a t i v e  1 
d e f i n i t e  form f o r  d ~ ( t ) / d t ,  assuming t h a t  ~ ( t )  and M ( t )  are  non- 
e 
o r t h o g o n a l .  T h i s  c a n  b e  e n s u r e d  f o r  t h e  p a i r  E ( t )  , @ ( t )  i n  t h e  
- - 
s a m e  way a s  f o r  - 6 ( t )  and - @ ( t )  i n  eqn.  ( 2 . 1 3 ) .  The e q u a l i t y  con- 
s t r a i n t s  c a n n o t  e n s u r e  n o n - o r t h o g o n a l i t y .  T h i s  l e a d s  t o  g l o b a l  
a s y m p t o t i c  s t a b i l i t y  f o r  1 1 6 ( t ) l l  - a f t e r  a n  i n i t i a l  d i s t u r b a n c e .  
F o r  q > 0,  1 1 6 ( t ) i I  - c o n v e r g e s  e x p o n e n t i a l l y .  
The r u l e s  p roposed  i n  eqns .  ( 3 . 6 )  l e a d  t o  t h e  a l g o r i t h m s  
where q 2 0  and r ( t )  = d i a g  [y i ]  Z 0 ,  W ( t )  = d i a g  [ w i ]  2 0 ,  
y i ( t )  ( 2 w i ( t ) .  Because  t h e  w e i g h t i n g  f u n c t i o n  W ( t )  i s  t i m e  
v a r i a b l e ,  t h e  w e i g h t s  o f  t h e  i n d i v i d u a l  e q u a l i t y  c o n s t r a i n t s  c a n  
be  used  i n  a  p e n a l t y  f u n c t i o n  p r o c e d u r e  (which  i t s e l f  s h o u l d  be  
a  c o n t i n u o u s  f u n c t i o n )  . 
Remark 4 .  Eqn. ( 3 . 6 b )  s u g g e s t s  t h a t ,  i n  a  d i s c r e t e - t i m e  v e r s i o n  
o f  t h e  a l g o r i t h m ,  t h e  m a t r i x  i n v e r s i o n  l e a d i n g  t o  eqn.  ( 3 . 9 b )  i n  
t h e  c o n t i n u o u s - t i m e  case w i l l  n o t  l e a d  t o  a  form w i t h o u t  e x p l i c i t  
m a t r i x  i n v e r s i o n ,  s i n c e  t h e  m a t r i x  i n v e r s i o n  l e m m a  (Ljung and 
~ o d e r s t r o m ,  1983,  p .19 ;  Udink t e n  C a t e  and Verbruggen ,  1978)  can- 
n o t  b e  a p p l i e d .  T h i s  c a n  be  c o n s i d e r e d  a s  one  o f  t h e  main r e a s o n s  
for formulating algorithms (3.9) in continuous time. V 
4. A STABLE OUTPUT ERROR METHOD 
The estimation procedures presented in the previous sections 
assumed noise-free measurement of the system signals. When noise 
is present in autoregressive system identification the parameter 
estimates will generally be biased. An intuitively attractive 
approach is to feed a model with the same (noise-free) input 
signals as the system and minimize the output error (and its de- 
rivatives). This may be accomplished in a model reference adap- 
tive control context. Here the output error is filtered using a 
filter designed according to stability theory, thus ensuring global 
convergence if the signals are deterministic. However, a p r i o r ;  
knowledge of the system parameters is required in order to design 
the filters, a requirement that is not easy to satisfy in parameter 
estimation. Landau (1978, 1979) has proposed an output error pro- 
cedure for discrete systems which requires no a p r i o r ;  knowledge. 
Global convergence is obtained using an extended unknown parameter 
vector. 
In this section, this approach is used to develop a continuous- 
time algorithm based on an output error formulation analogous to 
the modified equation error (see Remark 1) for deterministic systems. 
Stochastic systems are treated in the next section. 
The parameters of the system described by eqn. (2.1) are esti- 
mated by a model of the same dimensions 
which uses the same input signal as the system. The polynomials 
i(*) and ( 0 )  contain the estimates of the parameters. This model 
can be rewritten as 
The o u t p u t  e r r o r  i s  d e f i n e d  a s  
An e r r o r  v e c t o r  i s  i n t r o d u c e d  a s  f o l l o w s :  
For n o t a t i o n a l  conven ience ,  t h e  pa ramete r  v e c t o r  - 9 w i l l  be d i v i d e d  
i n t o  two sub-vec to r s  c o n t a i n i n g  t h e  a: and b, p a r a m e t e r s ,  r e s p e c t i v -  
I 
n  J 
e l y ,  i . e . ,  e T  = ( e T  i e T )  ; 9 E IR , gb E IRm+'.  The o u t p u t  e r r o r  ( eqn .  
- - a . - b  -a 
4 . 3 )  can  b e  r e f o r m u l a t e d  u s i n g  eqns .  ( 2 . 2 )  and ( 4 . 2 )  a s  f o l l o w s :  
T A T  T T T T A 
e ( t )  =! $( t )  - - 9 (t)*m(t) = (g-g(t) &(t)  - -a-1 9 e  ( t )  = - 6 ( t ) & ( t ) - 9  -a-1 e  ( t ) .  
( 4 . 5 )  
To e n s u r e  t h e  s t a b i l i t y  of t h e  e s t i m a t i o n  scheme, a  pa ramete r  
A T  A A A 
v e c t o r  gc ( t )  = ( c l  ( t)  , c 2  ( t )  ,. . . .c, ( t )  ) i s  i n t r o d u c e d ,  where 6 E IRn. 
-C 
The f i l t e r e d  o u t p u t  e r r o r  i s  e x p r e s s e d  i n  t h e  f o l l o w i n g  way: 
Th i s  f i l t e r e d  o u t p u t  e r r o r  w i l l  now be minimized.  Using eqn. ( 4 . 5 ) ,  
t h e  f o l l o w i n g  r e l a t i o n  h o l d s  f o r  eqn.  ( 4 . 6 ) :  
- T T -T ' T ' T  "T  T ' T  
where 6 ( t )  (6 -9  ( t )  :G ( t ) - 9  ) = ( S  ( t )  :6 ( t )  ) , 4 ( t)= ( k m ( t )  :el ( t )  ) i 
- - 
- - - 
-a - . -C -In 
6 1 4  E E  
- -m 
F'n. I t  can  be s e e n  t h a t  f o r  L(t)  Z 6 ( t)  t h e  f i l t e i e d  
-a 
o u t p u t  e r r o r  r e d u c e s  t o  t h e  modi f i ed  e q u a t i o n  e r r o r  (eqn.  2 .5 )  . 
The pa ramete r  v e c t o r  2 ( t )  i s  i n c l u d e d  t o  e n s u r e  s t a b i l i t y .  The 
e r r o r  of eqn. ( 4 . 7 )  can a l s o  be w r i t t e n  a s  
A 
where - g T ( t )  = [ C T ( t )  - ; 9  ( t )  1 ,!E R P+n 
-C 
Taking a straightforward approach, consider the algorithm 
where q -> O,c(t) > O,y(t) > 0. With y(t) = 1 this algorithm is 
readily seen to minimize the functional 
2 2 t 211 - 2 
J(6;t) - = II€I(t) - -gsll /gmexp(-qt) + j[y(o) - - €I (t)%(o)l exp(-~(t-o) do 
0 (4.10) 
under conditions similar to those given for eqn. (2.6). However, 
eqn. (4.9a) suggests that when measurement noise is present in 
the observation of y(t), correlation products will appear via 
i(t) and - el(t), leading to biased parameter estimates. Therefore, 
eqn. (4.9b) will be reformulated in block-diagonal form, leading to 
- 1 
where the matrices P;' and P2 are given by 
Here A = diag LA.] > O;ql,qZ O;yl (t) ,y2(t) > 0.  From eqn. (2.12) 
1 
-T 
-l = p- it can be demonstrated that PT' = pyT > O,P, > 0. It follows 
I I L L 
that P. ,P, > 0 and thus 5 > 0 and P-l > 0. 
I L - 
The convergence of the parameter difference 116(t) - 11 towards 
the origin can be demonstrated using a Lyapunov function candidate 
C a l c u l a t i o n  o f  t h e  t i m e  d e r i v a t i v e  y i e l d s  
The f i r s t  t e r m  on t h e  r i g h t - h a n d  s i d e  o f  eqn .  ( 4 . 1 3 )  i s  n e g a t i v e  
- 
- - I  
s e m i - d e f i n i t e ,  s i n c e  A > 0 ,  P ( t )  > 0  and  6 T ( t )  2 0. The second 
-m - 
t e r m  i s  n e g a t i v e  d e f i n i t e  p r o v i d e d  t h a t  6 ( t )  and k m ( t )  a r e  non- 
- 
o r t h o g o n a l .  T h i s  h o l d s  f o r  t h e  p a i r  ( 6  -(t) ,&(t)   when t h e  i n p u t  
s i g n a l  c o n t a i n s  a  s u f f i c i e n t  number o f  d i s t i n c t  f r e q u e n c i e s ;  see 
a l s o  eqn.  ( 2 . 1 3 )  . However, it may n o t  h o l d  f o r  t h e  p a i r  ( 6  ( t )  ,
-C 
el  ( t )  ) , imp ly ing  t h a t  11 6 ( t )  11 may n o t  c o n v e r g e  towards  t h e  o r i g i n .  
- 
--C 
Note t h a t  no e x p o n e n t i a l  s t a b i l i t y  p r o p e r t i e s  c a n  b e  e s t a b l i s h e d  
from e q n s .  ( 4 . 1 1 ) .  I n  a  p r a c t i c a l  s i t u a t i o n ,  c h ( t )  - 0  i n  e q n s .  
( 4 . 1 1 ) .  Because  Ilel - ( t )  I -+ 0  i n  eqn .  ( 4 . l l d )  when a good match 
- 1 between model and s y s t e m  i s  o b t a i n e d ,  11p2 ( t ) !  - 0  f o r  q 2  = 0.  
T h i s  r e s u l t s  i n  I I p 2 ( t )  11 - + m  s o  t h a t  it i s  n e c e s s a r y  t o  se t  y 2 ( t )  = 0. 
A s  a l r e a d y  men t ioned ,  8 ( t )  may n o t  c o n v e r g e  t o  i t s  t r u e  
-C 
v a l u e .  I n  a  p r a c t i c a l  s i t u a t i o n  it may d r i f t ,  o b s c u r i n g  t h e  
s t a b i l i t y  p r o p e r t i e s  of  t h e  e s t i m a t i o n  scheme. T h e r e f o r e ,  t h e  
c o n s t r a i n e d  e s t i m a t i o n  a l g o r i t h m  i n t r o d u c e d  i n  t h e  p r e v i o u s  sec- 
t i o n  w i l l  b e  employed t o  keep  ( t )  i n  a  p r e s p e c i f i e d  a r e a  Sc. 
-C 
The sys t em i s  w r i t t e n  i n  augmented form (see eqn .  ( 3 . 1 ) )  a s  
I T b(t) kel ( t )  [ ]  = [ -  [ -  Fc E T2 q x n  ( 4 . 1 4 )  
An augmented model o f  t h e  s a m e  d i m e n s i o n s  l e a d s  t o  
Using e q n s .  ( 4 . 1 4 )  and ( 4 . 1 5 )  , t h e  augmented e q u a t i o n  e r r o r  v e c t o r  
is  d e f i n e d  a s  
I t  may b e  s e e n  t h a t  
Fo l lowing  t h e  same p r o c e d u r e  a s  i n  e q n s .  ( 3 . 6 ) - ( 3 . 8 )  l e a d s  t o  t h e  
r e c u r s i v e  scheme 
I n  t h e s e  e q n s .  q l l q 2  2 O ; r l ( t )  = d i a g  [ y l r i ]  2 0 , r 2 ( t )  = d i a g  [ y l I i ]  2 0 ,  
r 1 1 r 2 E I R  ( q + l )  ( q + l )  ; W = d i a g  [wi l  2 0;  A 1 = d i a g  [ A l l i ]  2 0 ,  
nxn . A ,  E IRPXP; A 2  = d i a g  [ A 2 , - i ]  2 0,A2 E  IR , c ( t )  , c A  ( t )  > 0.  When 
P  
W ( t )  i s  used  a s  a  p e n a l t y  f u n c t i o n ,  i n e q u a l i t i e s  c a n  a l s o  be  
t r e a t e d  w i t h  e q n s .  ( 4 . 1 8 )  . I n  Appendix C it i s  d e m o n s t r a t e d  t h a t  
t h e  p a r a m e t e r  d i f f e r e n c e  conve rges  towards  t h e  o r i g i n  a f t e r  a n  
i n i t i a l  d i s t u r b a n c e .  T h i s  d o e s  n o t  h o l d  f o r  Ns(t) 11 i n  g e n e r a l  
b u t  i f  i n e q u a l i t y  c o n s t r a i n t s  a r e  u s e d ,  i . e . ,  F  ( t )  is nonenp ty ,  
C 
t h e  e s t i m a t e s  ( t )  c a n  b e  c o n f i n e d  t o  an  a r e a  Sc.  
-C 
Because  a l l  t h e  s i g n a l s  have  t o  be  bounded i n  o r d e r  t o  en- 
s u r e  c o n v e r g e n c e ,  t h e  model which  g e n e r a t e s  k m ( t )  must  be  s t a b l e .  
T h i s  means t h a t  t h e  e s t i m a t e s  - 6 ( t )  s h o u l d  be  k e p t  w i t h i n  a  s t a b l e  
region Se, which can be achieved using the matrix F(t). Since 
the algorithms are implemented in a quasi-continuous way, the 
region Se must also be such as to prevent numerical instabilities. 
5. STOCHASTIC LINEAR SYSTEMS 
In the previous section it was decided not to adopt the 
straight£ orward approach as suggested in eqns. (4.9) because 
of the anticipated erroneous behavior of the algorithm when 
measurement noise is present in the observations of the system 
output signals y(t). Nevertheless, an analysis was carried 
out for deterministic systems. In the following, the behavior 
of the algorithm (4.18) is analyzed for stochastic linear systems. 
The procedure proposed by Ljung (1 977) (see also Ljung and 
SoderstrGm, 1983) is adopted, in which a deterministic differen- 
tial equation is associated with the stochastic version of 
algorithm (4.18). Stability of this differential equation 
implies convergence of the algorithm. 
We shall restrict ourselves to the unconstrained algorithms. 
The estimates - 8 and are assumed to be within the areas Se and 
-C 
Sc defined by F(t) and Fc(t), respectively. Following Ljung and 
~oderstrom (1983, Ch. 4), let the model be described by the un- 
constrainea relation 
where - 8 is a parameter vector belonging to the model set DM which 
describes the observed data. The definitions of - 8, A(s) and B(s) 
are analogous to those used in eqn. 2 1 ) . From eqn. (4.2) , eqn. 
(5.1 ) can be reformulated as 
The data is described by 
where the polynomials A (s) and Bo (s) contain the "true" para- 0 














