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Since their introduction in 1998, the applications of space-time trellis codes have
been, and still are, increasing rapidly. In this thesis, unequal error protecting ST
trellis codes are designed then used to transmit images over a rapid fading channel.
The idea is to use ST trellis codes that provide strong error protection to one of
its multiple input bits and send the important part of the image through that bit.
This requires modifying the existing performance measurement techniques such
that they show the weight of error protection on each input bit. This is done
using a modified transfer function and new upper bounds for each individual input
bit. To find the desired codes, two approaches are used: design and exhaustive
search. Both approaches are used to find several QPSK and 8PSK codes that
provide strong error protection properties to the most significant bit. To complete
the application, the JPEG image processing technique is modified to separate the
important from the less important bits. Finally, test images are simulated using
the new codes in addition to several codes from the literature for comparison.
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CHAPTER 1
INTRODUCTION
1.1 INTRODUCTION
Multimedia applications in wireless devices (such as mobile phones) are growing
more than ever. Applications like high quality audio and video streams are very
appealing add-on’s in today’s mobile devices. Unfortunately, video transmission
over band-limited wireless channels has always been a challenge. Problems rang-
ing from low video quality to high bandwidth demand crippled adapting video
transmission in mobile devices. The recent development in channel coding theory
represented in space-time (ST) [1] codes opens wide doors for development in all
high data-rate wireless communication systems. This new technology promises to
solve some of the long-known problems with wireless channels.
1
2Space-time codes rely on the idea of combining multiple transmit antennas with
trellis-coded modulation. This resulted in a coding technique that provides both
high transmission rate and strong error correction capabilities. More important is
its capability of overcoming fading and inter-symbol-interference (ISI) that occur
in wireless channels.
Using equal error protecting space-time trellis code that cannot give priority to
the important information bits of the image might not give the best results. On
the other hand, using unequal error protecting (UEP) ST trellis codes that provide
strong error protection to the most significant input bit would enhance wireless
image transmission quality. In other words, ST trellis codes that provide UEP to
its multiple input bits are used to give the high importance part of the image more
error protection and the less importance part is given less error protection.
This chapter begins with a brief description of fading channels and trellis codes
as a laying foundation. Following that a typical space-time system is described.
Then the performance criterion is analyzed and simulation of various ST systems
is shown. A survey of recent research in the area follows. The chapter ends with
stating the structure of this thesis and the contributions to the field.
1.2 FADING CHANNELS
In addition to the additive white Gaussian noise (AWGN) model, the fading chan-
nel model is used to describe wireless channels.
3Because of the time-variant nature of the channel, its response changes within
a communication session. Depending on the rate of change, it is considered to
be either slow fading (SF) or fast fading (FF) channel. In FF environments, the
channel changes its gain at a larger rate than the symbol transmission rate, so
that one symbol exhibits different attenuation gains. In SF environments, the
channel gain changes in rate slower than the symbol rate. SF channels can be
further classified into quasi-static and rapid fading channels. In quasi-static fading
channels, the fade samples are assumed to be constant for the period of one frame
(consisting of lf codewords) and independent from one frame to the other. On the
other hand, the fade samples in rapid fading channels change independently from
one symbol to the other within the frame. The rapidity of the channel variations
depends mainly on the speed of movement of the mobile handset. As it increases,
the channel changes faster and hence the fade samples become less correlated in
time.
Fading channels are statistically modeled using different probabilistic methods.
Referring to [3], the distribution of the samples of a fading channel is generally
modeled by a Rayleigh distribution. Therefore, the probability density function
(pdf) of the channel fade amplitude samples (|a|) is:
fa(|a|) = |a|
σ2
exp
(−|a|2
2σ2
)
, a > 0 (1.1)
Where 2σ2 is the average power of the fading samples, and the phase is uniformly
4distributed on the period [0, 2pi]. When a dominant line-of-sight (direct) path
exists at the receiver, the pdf of the channel fade samples is Rician distributed.
To reduce the effect of multipath fading channels, several mitigation techniques
are used. Equalization is used to cancel the ISI at the receiver resulting from
the multipath phenomenon. It is simply a filter that performs the inverse effect
of the channel. In order to know the effect of the channel on the transmitted
signal, a training sequence known to the receiver is transmitted. This sequence
is used to train the equalizer for the underlying channel so that it can cancel
out the channel effects when the data is transmitted. There are various kinds of
equalizers: the linear equalizer and the decision feedback equalizer. When channel
state information (CSI) is known at the receiver, maximum likelihood sequence
estimation provides better performance [3].
When the fade coefficients’ values happen to be much smaller than 1, the
received signal can be affected easily by the noise. To reduce the probability of
having the channel at deep fades, the receiver can utilize diversity to get different
versions of the transmitted signal. This can be done using either receiver diversity
or transmit diversity [3].
Space diversity at the receiver is commonly widely used. It is implemented
by having more than one antenna at the receiver in order to receive uncorrelated
versions of the transmitted signal. It is necessary for the received versions at
the receiver to be uncorrelated in order to maximize the probability of not having
5them all at deep fades. Hence, receive antennas should be separated by a minimum
distance that depends on the wavelength of the transmitted carrier. A satisfac-
tory minimum separating distance is 10 times the radio wavelength [4]. Systems
with space diversity at the receiver perform better than systems without diversity
with the advantage of no bandwidth penalty. In such systems, a combining al-
gorithm should be used at the receiver to combine signals received over different
branches. Some of the known combining methods are the equal-gain combining,
maximal-ratio combining (MRC) and selection combining. They vary in terms of
performance and implementation complexity [3]. On the other hand, diversity can
be provided from the transmitter side. This is done in two ways: temporal diver-
sity and antenna diversity. In temporal diversity, the transmitter is responsible for
providing the receiver by uncorrelated versions of the transmitted signal. This is
done by transmitting the same signal more than one time resulting in bandwidth
penalty and more transmission power. With antenna diversity, the same signal is
transmitted at the same time and frequency over multiple transmit antennas. This
is proved to perform better than systems using space diversity at the receiver [5].
Sending the same signal more than one time can be viewed as a repetition code.
A more sophisticated approach is to use error correction codes in conjunction with
interleaving at the transmitter and send the resulting signals using one antenna.
This provides the receiver with replicas of the original signal in the form of redun-
dancy. Trellis codes can be used to provide the required time diversity from the
6transmitter side.
In frequency diversity, the same signal is transmitted in more than one fre-
quency-division multiplexed (FDM) channels. The same concept can be applied in
time domain. In time diversity, the same signal is transmitted over more than one
interleaved time-division multiplexed (TDM) channels. Interleaving is required in
order to provide time diversity and convert slow fading channels into independent
fading ones, so that the received signals undergo independent fades.
1.3 TRELLIS CODED MODULATION
Trellis coded modulation (or simply trellis codes) is a combination of a convolu-
tional code and a bandwidth-efficient signaling technique. The main idea behind
developing trellis codes is to provide error detection/correction coding without
sacrificing the transmission symbol rate. In other words, trellis coding avoids
bandwidth expansion by integrating a coding technique (e.g. convolutional) with
an expanded bandwidth-efficient signal set and utilize the redundancy resulting
from such expansion.
Figure 1.1 shows a general trellis encoder. In it, k input bits are encoded by a
(k/k + 1) trellis encoder. The k + 1 bits are mapped onto a point from a 2(k+l)-
ary signal set, such that the minimum Euclidean distance between channel-signal
sequences is maximized. Inside the trellis encoder is a (k˜/k˜ + 1) convolutional
encoder where k˜ ≤ k. In the case of k˜ < k there are k˜−k uncoded bits resulting in
7parallel transitions when departing from each state in the encoder. This generally
reduces the Euclidean and Hamming distances between mapped symbols at these
transitions.
In general, using trellis codes increases the constellation size of the output signal
which reduces the Euclidean distance between symbols [6]. Ungerbeock proposed
the set partitioning method to solve this problem [6]. He partitioned the result-
ing signal constellation into non-overlapping sets of symbols so that the Euclidean
distance between symbols in the same set is larger than that of the original con-
stellation. Ungeboeck introduced design rules to maximize the Euclidian distance
[6].
Like convolutional codes, trellis codes are described by a trellis path. Therefore,
the most popular decoding method of trellis is the Viterbi algorithm. For AWGN
channels, the pairwise error probability of trellis codes is [6]:
P (sl, sˆl) =
1
2
erfc
√d2E(sl, sˆl)
4N0
 (1.2)
Where sl and sˆl are the correct and erroneous sequences of length l, respectively, i.e:
sl = (s1, s2, . . . , sl) and sˆl = (sˆ1, sˆ2, . . . , sˆl). The factor d
2
E(sl, sˆl) is the free squared
Euclidean distance between sequences sl and sˆl. For AWGN channels, the free
squared Euclidean distance is the limiting factor of the performance of the trellis
code. As the number of encoder’s states is increased, the free squared Euclidean
distance between two possible error events increases. There is an upper limit for
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Figure 1.1: General block diagram of a trellis encoder
9the number of states for which the free distance increases [6]. This limit depends
on the number of branches leaving each state and the encoder’s constraint length.
Also, as the constellation size increases, set partitioning becomes more difficult
and the required free squared Euclidean distance decreases. For AWGN channels,
the optimal set partitioning is the one proposed by Ungerboeck [6].
In fading channels, the primary design parameters for good trellis codes are
the minimum time diversity (MTD) of the code (or effective length) L and the
minimum squared product distance (MSPD) d2P (lνˆ) [6]. Defining lνˆ as the length
of the error event νˆ makes the minimum time diversity L = min(lνˆ). MTD is the
minimum number of different symbols between all possible error events and the
correct path. It is a symbol-wise Hamming distance, which represents the time
diversity of the code. The MTD of the trellis code (L) is upper bounded by a
value that depends on the number of states in the encoder as [6]:
L ≤ bv/k˜c+ 1 (1.3)
Where v is the number of memory elements of the encoder and k˜ is the number
of input bits to the convolutional encoder. The MSPD distance is the product of
differences between each symbol in the shortest error event and that in the correct
path.
The performance of trellis codes over Rayleigh and Rician fading channels was
evaluated in [6]. It is shown that significant improvement can be achieved by
10
interleaving the outputs of the encoder, which randomizes the error distribution by
destroying the memory of the channel. For Rayleigh fading channels, the pairwise
error probability is upper bounded by (for ideal CSI):
P(sl, sˆl) ≤
∏
i∈νˆ
[ |si − sˆi|2
4N0
]−1
≤
[(
1
4N0
)lνˆ
d2p(lνˆ)
]−1
(1.4)
Where si and sˆi are the i
th symbols in the correct sequence and the error event,
respectively. The symbol νˆ denotes the set of all i’s for which si 6= sˆi.
In general, a trellis code designed to be optimal for AWGN channels may not
be optimal for fading channels. Equation (1.4) shows that the code’s MTD and
MSPD are the main performance criteria. The design criterion for fading channels
is to maximize L and d2p. Maximizing L is equivalent to increasing the diversity
offered by the coded system.
1.4 SPACE-TIME CODES
Space-time codes can be described as a combination of transmitter diversity and
trellis encoding. They were first introduced in their present form by Tarokh et al
in [1]. Nevertheless, the idea of combining trellis and time diversity was introduced
in multiple trellis coded modulation (MTCM) by Divsalar and Simon in 1986 [7].
Space-transmitter diversity dates back to 1978 [1]. A special case of ST that is
11
called delay diversity was first introduced by Wittneben in 1993 [8].
1.4.1 ENCODER/DECODER OF ST SYSTEMS
A typical ST encoder is shown in Figure 1.2, where a convolutional encoder takes
k input bits and encode them to n × n˜ coded bits. These bits are then divided
into n sets each consisting of n˜ bits. Every n˜ bits set is then mapped onto a
point from a 2n˜-ary signal set. Finally, the resulting n symbols are modulated and
transmitted at the same instance of time and at the same frequency. The decoder
consists of m receive antennas sending the received signals to m demodulators
then to a maximal-ratio combiner and a Viterbi decoder. Adjacent antennas at
the transmitter and receiver are assumed to be separated by a distance that assures
the independence of fading events. The following example will illustrate a typical
ST encoder system.
Take a system consisting of a (4, 2) convolutional encoder and 2 QPSK modu-
lators each attached to an antenna. The convolutional encoder takes 2 bits input
and gives 2 output bits to the first QPSK modulator and 2 output bits to the
second QPSK modulator. The first transmission antennas transmits its signal at
the same time instant and at the same frequency as the second antenna. Because
the modulation scheme is QPSK, the output signal of each antenna will be one of
4 symbols (0, 1, 2 or 3). Figure 1.3 shows a 4-state QPSK ST with 2 bit/s/Hz
encoder and decoder system from [1]. As seen from the trellis diagram (see Fig-
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Figure 1.2: General block diagram of a space-time trellis encoder
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Figure 1.3: 4-State QPSK space-time encoder from [1]
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ure 1.4(b)), this system has 4 states and 4 branches out of each state. There are
2 output symbols labeling each branch corresponding to the 2 transmission anten-
nas. The outgoing branches are ordered such that the first branch corresponds to
the input 00, the second branch corresponds to the input 01 and so on. If as an
example the input sequence (10) (01) (11) is to be transmitted using this encoder,
the output of the two antennas (1st antenna, 2nd antenna) would be (assuming that
the initial state being 00) (1, 2) (3, 1) (0, 3). The first antenna is transmitting its
symbols at the same time instant and frequency as the second antenna. This code
can be viewed as a delay diversity system. In other words, the symbol transmitted
over the first antenna at one time instant is the same symbol transmitted over
the second antenna in the previous time slot. Hence, symbols transmitted over
the second antenna will be transmitted over the first antenna with a delay of one
symbol duration, which dictates the delay diversity system.
The received signal rjt at the j
th antenna at time t is a noisy superposition of
all transmitted symbols over all transmit antennas and is given by:
rjt =
n∑
i=1
αij,tc
i
t + η
j
t (1.5)
where ηit is an AWGN modeled as independent samples of a zero-mean complex
Gaussian random process with variance N0/2 per dimension. The coefficient αij,t
is the path gain from the ith transmit antenna to the jth receive antenna at time
t and cit is the transmitted symbol from the i
th transmit antenna at time t.
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At the receiver side, the Viterbi decoder computes a branch metric defined by
the following:
m∑
j=1
|rjt −
n∑
i=1
αij,t c
i
t|2 (1.6)
1.4.2 PERFORMANCE CRITERIA OF ST SYSTEMS
In [1] performance criteria for ST codes are derived for the cases of rapid and
quasi-static fading channels.
The performance of ST codes over quasi-static channels is briefly presented in
the following. Consider a sequence of codewords Cl that has been transmitted over
l time intervals and was erroneously decoded as the sequence Cˆl where:
Cl = c
1
1c
2
1 . . . c
n
1 c
1
2c
2
2 . . . c
n
2c
1
l c
2
l . . . c
n
l
Cˆl = cˆ
1
1cˆ
2
1 . . . cˆ
n
1 cˆ
1
2cˆ
2
2 . . . cˆ
n
2 cˆ
1
l cˆ
2
l . . . cˆ
n
l
Here, l is the length of the sequence in time and n is the number of transmit
antennas, resulting in a total of n codewords or n × l symbols in the codeword
sequence Cl. The pairwise error probability of deciding Cl in favor of Cˆl using
maximum likelihood decoding is upper bounded by the Chernoff bound [1] as:
P (Cl, Cˆl|αij, i = 1, 2, . . . , n, j = 1, 2, . . . , m) ≤ exp
(−d2E(Cl, Cˆl)
4N0
)
(1.7)
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where
d2E(Cl, Cˆl) =
l∑
t=1
m∑
j=1
Es
∣∣∣∣∣
n∑
i=1
αij(c
i
t − cˆit)
∣∣∣∣∣
2
(1.8)
The quantity in the inner summation represents Euclidean distance between the
ith symbol in the correct sequence and that in the decoded one. The quantity
inside the middle summation is the metric computed for a transition between two
states in the encoder. As mentioned for quasi-static channels, the fade samples
are assumed to be constant for one frame period of length l and hence the time
subscript is omitted. The total expression d2E(Cl, Cˆl) is the accumulated path
metric between the two sequences.
This expression can be evaluated for independent fade coefficients to the fol-
lowing [1]:
P(Cl, Cˆl|βij) ≤
( r∏
i=1
λi
)1/r
Es
4N0
−rm (1.9)
Where r is the number of nonzero eigenvalues of the matrix A, where A is an n×n
matrix with:
Apq(cl, cˆl) =
l∑
t=1
(cpt − cˆpt ) · (cqt − cˆqt ) (1.10)
Note that the remaining (n − r) eigenvalues do not contribute to the above in-
equality. The diversity advantage of the ST code is defined to be the gain in
the SNR over the system without diversity, and the coding gain is the gain in
SNR over uncoded systems when operating at the same diversity advantage. From
Equation (1.9), the diversity advantage is rm, and the coding gain is (
∏r
i=1 λi)
1/r.
16
According to these parameters, the code design must satisfy some conditions that
maximize both the diversity and coding advantages. These are summarized by the
rank and determinant criteria.
The rank criterion tells that the matrix A must be full rank (i.e: its rank
equals n) in order to achieve maximum diversity order nm. If a diversity order
of rm is the target, then the rank of that matrix must be at least equal to r.
The determinant criterion says that a coding gain is maximized if the product
of all nonzero eigenvalues λi’s maximized. This is equivalent to maximizing the
minimum determinant of A for all pairs of distinct possible codewords.
The same criteria with some changes are applied when the fading samples of the
transmit branches are correlated. Performance of ST codes over quasi-static fading
channels with correlated branches is worse than that over quasi-static channels with
independent branches due to the dependency between the fading coefficients from
one transmit branch to another one.
For the rapid fading case, in which the fading process changes from one sam-
pling time to the other, the rank criterion is called the distance criterion that
maximizes the diversity advantage. Moreover, the determinant criterion is called
product criterion and it should be maximized in order to achieve the maximum
coding advantage [1].
In [1] performance criteria developed above are used to set rules for the design
of ST codes over quasi-static fading channels. Some codes satisfying these rules
17
are designed and simulated in [1] for quasi-static channels. Some of those results
are reproduced here in Figure 1.5 for 4, 8 and 16-state QPSK case. The code
trellis diagrams are shown in Figure 1.4(b). The code performance can generally
be improved by increasing the number of receive antennas. This is shown via
simulation in Figure 1.6.
The codes presented in [1] are not the only codes satisfying the rank and de-
terminant criterion. Moreover, they are not optimum neither in quasi-static nor
in rapid fading channels. Many codes found recently outperform codes in [1] for
the same complexity. More advanced code construction and search criteria pre-
sented in [9], [10], [11], [12], [13] and many more (see the following section) lead
researchers to find better performing codes. Some of these codes are shown in
Figure 1.4(c) for the 4-state QPSK case. Their performance for quasi-static and
rapid fading channels is shown in Figure 1.7 and Figure 1.8 respectively.
1.4.3 RECENT RESEARCH
Improvements on the design rules of [1] were introduced by Grimm and Fitz in [14]
and produced better performing codes. The search for optimum codes lead Ba¨ro
et al [9] to find better performing codes through systematic search in all possible
codes using the same criteria in [1]. Blum in [15] introduced an analytical tool
for finding optimum codes and reached the same 4-state code found in [9] to be
optimum. Furthermore, he found a more powerful code for the 8-state case than
18
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Figure 1.4: (a) QPSK signal constellations, (b) 4, 8 and 16-state codes from [1], (c) B-B-H [9], (d) Da
Silva [13], (e) Z-S [10], (f) F-V-Y [12]
.
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Figure 1.5: Performance of 4, 8 and 16-state codes of [1]
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Figure 1.6: Performance of 1, 2, 3, 4 and 5 receive antennas for the 4-state code of [1]
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Figure 1.7: Performance of the 4-state codes from Figure 1.4 in quasi-static fading
channel
1 2 3 4 5 6 7 8 9 10 11
10−2
10−1
100
SNR
FE
R
Tarokh  
Z−S     
da Silva
B−B−H   
V−F−Y   
Figure 1.8: Performance of the 4-state codes from Figure 1.4 in rapid fading channel
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the one found in [9]. Further results and more optimum codes are found in [11].
This search of better codes is found in a number of papers [13], [16], and [10] all of
which introduce codes that are better performing than the first introduced ones.
Hammons and El Gamal [17] introduced new conditions on generator matrices
instead of on every code word pair to ensure full space diversity for the case of
BPSK and multiple transmit antennas. The results in [17] were extended by Fitz
et al in [18] to include all 22k QAM modulation for any positive integer k. This
rank criterion simplifies the check of full space diversity. Siwamogsatham and Fitz
in [19] noticed that the codes designed in [5] degrade drastically in Rayleigh fading
channels with certain space-time correlations. So they proposed a coding scheme
that achieve robust performance in correlated Rayleigh fading channels.
Enhancements to space-time codes are introduced in many papers. QPSK
Space-time turbo codes for quasi-static to fast fading channels are investigated
in [20]. In this paper the codes were designed based on the rank criterion of
[18] and are tested on different channel and code parameters conditions to check
their robustness and performance. In [12] new codes were introduced to improve
the performance over fast fading channels. Lin and Blum in [21] introduced serial
concatenation to improve the performance of the known codes. They also designed
ST codes employing MTCM in [22] and showed that these codes can have larger
coding gains compared to conventional ST-trellis codes. For channels with non-
negligible ISI Fitz et al in [23] proposed design rules to achieve maximum level
22
diversity. A joint decoding and equalization algorithm with decision feedback
method is presented in [24] as a solution for ISI.
Performance analysis for ST codes is found in a number of papers. Fitz et al in
[23] introduced an asymptotically tight bound on the pair-wise error probability.
Zummo and Al-Semari in [25] introduced a tightening constant for the pairwise
error of ST codes over rapid fading channels. Their new bound is shown to be
tighter than the older one by almost 2 dBs and is very tight for the simulation
results. Aktas and Fitz in [26] and [27] expanded the distance spectrum for quasi-
static channels, which depend on the rank and determinant criteria. The authors
proposed a distance spectrum computation method that uses a reduced error state
diagram. They demonstrated their method by finding the distance spectrum for
several codes.
An applications of ST codes in continuous phase modulation (CPM) by Zhang
and Fitz is found in [28]. Here, a design criterion of ST codes in CPM systems
is presented. An example code was designed and simulated with and without
an interleaver. Another application of ST codes for direct sequence code division
multiple access (DS-CDMA) is presented in [29]. Zhang and and Blum in [30]
applied a space-time turbo code for use in a CDMA system.
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1.5 THESIS CONTRIBUTION AND ORGANIZATION
One main objective of this research is to enhance image transmission over rapid
fading channels using unequal error protecting ST trellis codes. Therefore, as a
starter, an ST trellis encoder/decoder system have been simulated and several
codes from the literature were used to reproduce the results and test the system
over quasi-regular and rapid fading channels. All the work in the literature never
considered ST trellis codes that provide different error protection levels depending
on the position of the input bit into the encoder. Nevertheless, there are other ap-
proaches to implement unequal error protection. These approaches include using
more power, higher rates and/or more complex codes to deliver the added protec-
tion to the most important information bits. One important aspect of the work in
this thesis is that there is no price to pay using codes that naturally offer unequal
error protection to input bits, because there is no change in the complexity, power
or rate of the encoder/decoder system. Such codes that provide strong protection
to the most significant bit are useful in applications where information bits are not
equally important. One such application is image transmission since the image’s
low frequency components are far more important than the high frequency ones.
In order to find ST trellis codes that provide very strong error protection on
the most significant bit, two approaches are introduced in this thesis. The first is
an exhaustive search approach which is performed in two steps. First, all possible
codes of a certain modulation scheme and a certain number of states are generated
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assuming a linear encoder. Then, all generated codes are passed through a series
of tests to find the best ones satisfying the search criteria. To speed up this
lengthy process, the programming is done in C language. The second approach is
a design approach, in which a new 7-step design technique is introduced. Although
there are good design approaches in the literature, but none of them consider
the weight of error protection on different input bits. This new design technique
considers the task of addressing input bits individually in terms of error protection
weight. Hence, it is capable of handcrafting codes that provide unequal error
protection to the input bits depending on their position into the encoder. Both
approaches are used to find several QPSK and 8PSK codes providing strong error
protection properties to the most significant bit. The new codes are simulated over
a rapid fading channel and their performance is compared to existing codes in the
literature.
The search and design approaches cannot be built using the classical tools in
the literature since they do not show the weight of error protection on different
input bits. The classical transfer function does not consider addressing input bits
individually. Therefore, a modified version of it that shows the weight of error
protection on every input bit is derived. From the modified transfer function the
current upper-bounds for the code in general are extended to derive upper-bounds
for every input bit to the encoder individually. Expanding the transfer to find the
distance spectrum of general trellis codes is a complicated task. Yet, it is necessary
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for transfer function enumeration, and hence, upper-bounds calculations. Distance
spectrum calculation can be simplified if the code shows a certain amount of sym-
metry. One such symmetry is quasi-regularity which was originally introduced to
trellis codes. In this thesis, the definition of quasi-regularity is extended to include
ST trellis codes.
Before completing the application of image transmission, the image must be
processed first. The processing is done such that it follows, as much as possible,
the popular JPEG standard. The image is transformed then quantized. The last
step in JPEG image processing requires the use of variable length coding for source
coding. This leads to catastrophic errors at channels with low signal-to-noise ratios.
Hence, a modified approach that uses fixed length zonal coding is used here. This
approach reduces the number of bits to represent coefficients (similarly to variable
length coding) using the fact that most of the image power is in the DC coefficient
and the first AC ones. The digitized image is divided into more than one bit
stream according to importance. This bit division is what makes use of the added
protection to the MSB. A test image is processed and sent over a rapid fading
channel using several codes from the literature and the new codes found using the
search and design approaches.
To sum up the contributions of this thesis in a few points:
• A modified version of the transfer function that shows the weight of error
protection on every input bit is derived.
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• From the modified transfer function, new upper bounds for every individual
input bits are derived.
• The definition of quasi-regularity is extended to ST trellis codes to simplify
distance spectrum calculation.
• General guidelines on UEP code design and search are devised.
• A C program is written to implement the exhaustive search approach which
includes code generation and code search using a specific search criteria.
• A new 7-steps design technique that considers the task of addressing input
bits individually is introduced.
• Both approaches are used to find 4, 8 and 16-state QPSK and 8-state 8PSK
codes providing strong error protection properties to the most significant bit.
• A modified approach that divides the image into more than one bit stream
according to importance is developed and used.
• Image transmission quality over a wireless channel is improved for relatively
low SNR using the new codes.
• Additional improvement is introduced using code concatenation.
This thesis is organized as follows. This chapter is an introduction to space-
time trellis codes and fading channels. It includes a literature survey of the recent
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research in the field. The chapter ends with the thesis contribution and organi-
zation. Chapter 2 provides the tools necessary to the codes design and search
methods. It begins by reviewing current upper-bounds of pairwise error probabil-
ity and bit error probability (BEP) for ST trellis codes over rapid fading channels.
Then, the current transfer function is introduced then modified to reflect the weight
of protection on different input bits. Following that new BEP upper bounds for
individual input bits are derived from the modified transfer function. The upper-
bound calculations are done using the the modified distance spectrum. Then, the
definition of quasi-regularity for trellis codes is given and extended to ST trellis
codes to simplify the distance spectrum expansion. Finally, several examples of
the new upper-bounds, distance spectrum and quasi-regularity are found in the
chapter.
Chapter 3 contains the two approaches of search and design of UEP ST trellis
codes. It begins with the code search criteria and methodology. A method of
code generation followed by a search criteria is proposed. Then a 7-step new code
design method is introduced. Both approaches are applied to 4, 8, and 16-state
QPSK and 8-state 8PSK codes. The new codes are simulated and compared to
codes from the literature to evaluate their performance.
The application of image transmission is in Chapter 4. The chapter begins by
an introduction to image processing, which covers transform coding followed by
quantization. Then, the binary bits are divided into most significant bits and least
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significant bits. The new codes, in addition to several codes from the literature
are used to send the binary bits over a rapid fading channel. Several comparison
images and plots are provided to show the improvement of using the new codes
compared to other codes in the literature.
Finally, the main conclusions, findings, and extension of this work are summa-
rized in Chapter 5.
CHAPTER 2
PERFORMANCE EVALUATION OF
UEP ST TRELLIS CODES
2.1 INTRODUCTION
After presenting the performance evaluation of ST trellis codes over quasi-static
fading channels in Chapter 1, the performance of ST trellis codes using pairwise
error, error event and bit error probabilities is described in this chapter for rapid
fading channels. As will be explained later on in this chapter, bit error probability
(BEP) evaluation requires enumeration of the transfer function (TF) using the
distance spectrum (DS) calculation. Therefore, the transfer function and distance
spectrum of ST trellis codes are introduced. In order to simplify TF and DS
calculations, quasi-regularity (a code symmetry property first introduced to trellis
29
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codes) should be extended to ST trellis codes.
The classical TF and DS do not show the weight of different input bits, which is
a goal of this thesis. Therefore, a modified version of the TF that reflects the error
protection weight of different input bits, is derived. From this modified TF, BEP
upper-bounds for each input bit are also derived. These modified performance
merits are used in the next chapter to set the guidelines for the design of UEP
ST trellis codes. The chapter also contains several examples of upper bounds
for individual input bits, distance spectrum tables, quasi-regular and non-quasi-
regular codes and their performance.
2.2 PERFORMANCE EVALUATION
Take the ST trellis system described in Chapter 1 and shown in Figure 1.2, where
a convolutional encoder takes k input bits and encodes them to n × n˜ coded
bits. These bits are divided into n sets, each consisting of n˜ bits. Every n˜ bits
set is then mapped onto a point from a 2n˜-ary signal set. Finally, the resulting n
symbols are modulated and transmitted at the same time instance and at the same
frequency. The decoder consists of m receive antennas passing the received signals
to m demodulators then to a maximal-ratio combiner and a Viterbi decoder.
Recall that the received signal rjt at the j
th antenna at time t is a noisy super-
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position of all transmitted symbols over all transmit antennas and is given by:
rjt =
n∑
i=1
αi,j(t)c
i
t
√
Es + η
j
t (2.1)
where ηit is an AWGN modeled as independent samples of a zero-mean complex
Gaussian random process with variance N0/2 per dimension. The coefficient αi,j(t)
is the path gain from the ith transmit antenna to the jth receive antenna and cit is the
transmitted symbol from the ith transmit antenna at time t. For the performance
evaluation in this section a rapid fading channel with independent fade coefficients
(i.e. fade coefficients change independently, with time, from one fade coefficient to
another) is going to be considered.
At the receiver side, the Viterbi decoder computes a branch metric defined by
the following:
m∑
j=1
|rjt −
n∑
i=1
αi,j(t) c
i
t|2 (2.2)
2.2.1 PAIRWISE ERROR AND ERROR EVENT PROBABILITIES
Take two codeword sequences Cl and Cˆl where
Cl = c
1
1c
2
1 . . . c
n
1 c
1
2c
2
2 . . . c
n
2 c
1
l c
2
l . . . c
n
l
Cˆl = cˆ
1
1cˆ
2
1 . . . cˆ
n
1 cˆ
1
2cˆ
2
2 . . . cˆ
n
2 cˆ
1
l cˆ
2
l . . . cˆ
n
l
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From the expanded trellis diagram of the code, two paths of finite length form an
error event if they start from the same state, merge in the same state, and do not
simultaneously occupy the same state in between. Mathematically, an error event
of length l is defined by two codeword sequences Cl and Cˆl such that
Ci = Cˆi for i = 0, l
Ci 6= Cˆi for i = 1, 2, . . . , l − 1
Take Cl as the correct transmitted codeword sequence and Cˆl is the one erro-
neously chosen by the maximum likelihood decoder. The probability of choosing
Cˆl over Cl is the pairwise error probability (PEP) and is denoted by P (Cˆl,Cl).
For a rapid fading channel, assuming maximum likelihood decoding, PEP is upper
bounded by [1]:
P (Cl, Cˆl) ≤
∏
t∈νˆ
D (2.3)
where
D =
(
1 +
n∑
i=1
|cit − cˆit|2
Es
4N0
)−m
(2.4)
and νˆ denotes the set of time instances such that |cit − cˆit|2 6= 0.
It can be seen from (2.3) that in order to minimize the pairwise symbol error
probability of space-time trellis codes over rapid fading channels, two main criteria
must be maximized [1]:
• The Distance Criterion: The symbol differences between codewords ct and
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cˆt should be maximized. When two codes have the same distance properties,
the next criterion distinguish them.
• The Product Criterion: The minimum of the following product should also
be maximized:
∏
t∈νˆ
n∑
i=1
|cit − cˆit|2
For codes having the same minimum symbol-differences and minimum product-
distance properties, the performance depends on higher product distances (not just
the minimum) and the multiplicities of those paths (i.e. the number of paths with
the same distance properties).
The probability of an error event starting at time time 0 , given that the
decoder has estimated the correct transmitter state at that time, is called error
event probability (EEP) or Pe and can be upper bounded by [6]:
Pe ≤ 1
2
∞∑
l=1
∑
Cl
∑
Cl 6=Cˆl
P (Cl)P (Cl, Cˆl) (2.5)
where P (Cl) is the a priori probability of transmitting Cl.
Let Al = (a0, a1, . . . , al) and Aˆl = (aˆ0, aˆ1, . . . , aˆl) be two binary label sequences
corresponding to Cl and Cˆl, respectively. Considering a one-to-one mapping func-
tion µ between the output codewords and their labels, the upper bound can be
expressed in terms of labels rather than codeword signals. The two binary la-
bels Al and Aˆl can be related by introducing a sequence of binary error vectors
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El = (e0, e1, . . . , el) as:
aˆi = ai ⊕ ei, i = 0, 1, . . . , l (2.6)
where ⊕ denotes modulo-2 (binary) addition. By replacing Cl and Cˆl by their
labels in (2.5) and using (2.6), the upper bound of error event probability can be
written as:
Pe ≤ 1
2
∞∑
l=1
∑
Al
∑
Al 6=Aˆl
P (Al)P (Al, Aˆl)
=
1
2
∞∑
l=1
∑
Al
∑
El 6=0
P (Al)P (Al,Al ⊕ El) (2.7)
Substituting (2.3) into (2.5) yields:
Pe ≤ 1
2
∞∑
l=1
∑
Al
∑
El 6=0
P (Al)
∏
t∈νˆ
D (2.8)
2.3 QUASI-REGULARITY OF ST TRELLIS CODES
It is desirable to calculate the distance spectrum as a method to enumerate the
transfer function and evaluate bit error probability upper-bound (see Section 2.4).
In order to calculate the distance spectrum of a general trellis code, one must
calculate the product distances between all possible paths between any two states.
Biglieri [31] described a general method that uses an expanded set of N 2 states.
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Needless to say that this method is very difficult for codes with relatively large
number of states. Many researchers afterward explored symmetries of certain trellis
codes to reduce the number of states needed to calculate the distance spectrum (see
for example [32], [33], [34], [35], and [36]). In all these papers, researchers proved
that the code symmetries enabled to calculate the product distance between all
possible paths and the all-zero path only without loss of generality [37].
An important note here is to distinguish between the merits of performance
measurement for ST trellis over quasi-static and rapid fading channels. For quasi-
static channels the merits are the rank and determinant criteria, while for rapid
fading channels the merits are the distance and product criteria (see Section 2.2.1
for rapid fading channels and [1] for both). This leads to a difference in the com-
plexity reduction technique. The work presented here is meant for rapid fading
channels only. For other work concerning quasi-static channels and different ap-
proach in complexity reduction, the reader is referred to the work of Aktas and
Fitz [26] and [27].
One such symmetry is quasi-regularity introduced by Rouanne and Costello in
[32]. In this approach, the Euclidian distances between output symbols are found
as polynomials of error vector labels. If a code is quasi-regular, then its distance
spectrum can be calculated assuming the all-zero path being transmitted.
Let σ and σˆ be two states in the code trellis (the notations here follow those
of Benedetto et al [37]), and e = e0, e1, . . . , ek be a vector representing a binary
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(k +1)-tuple, called the error vector. The distance polynomial Pσ,σˆ,e(D) is defined
as:
Pσ,σˆ,e(D) =
∑
a|σ
p(a|σ)Dd2[µ(a), µ(a⊕e)] (2.9)
where p(a|σ) is the probability that the binary label vector a labels a transition
originating from the state σ, and d2[µ(a), µ(a⊕e)] is the squared Euclidean distance
between signals µ(a) (originating from σ) and signals s(a⊕e) (originating from σˆ),
which are labeled by two binary (k + 1)-tuple which differ by e. The summation
in (2.9) is extended over all vectors a labeling transitions originating from σ.
Definition 1 A trellis scheme is said to be quasi-regular if [32]:
1. its encoder is linear,
2. for all e and for all pairs of states (σi, σˆi) and (σj, σˆj)
Pσi,σˆi,e(D) = Pσj ,σˆj ,e(D) (2.10)
To verify Condition (2), each pair of states must be considered and the poly-
nomials for each admissible error vector e must be constructed.
In the case of ST trellis codes, unlike conventional trellis codes, they have more
than one output symbol. Therefore, the labels for the error vectors and for the
output symbols are used n-times (where n is the number of output antennas). To
demonstrate this feature consider the code of Figure 2.1. For the output symbols
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(2 3), the binary labels are (10 11), where the (10) corresponds to the output
symbol of the first antenna (2) and (11) corresponds to the output symbol of the
second antenna (3).
Example 1 To demonstrate quasi-regularity of ST trellis codes, take the code of
Example 2 shown in Figure 2.1.
This code can be realized as a linear encoder followed by a mapper as can be
seen from Figure 2.3. The next step is to verify the second condition of quasi-
regularity definition.
Consider the two states σ0 and σ1 and the error vector e = {0000}. Because the
binary labels of state σ0 (0000,0001,0010,0011) are different from those originating
from state σ1 (0100,0101,0110,0111), the polynomial P0,1,0000 is not defined and
one can proceed to the next error vector e = {0100}. In this case the polynomial
is defined because the set of labels of the signals leaving σ1 is obtained by adding
the error vector e = {0100} to the set of labels leaving state σ0. Therefore the
polynomial P0,1,0100 is given by:
P0,1,0100(D) = p(0000|0)Dd2[µ(0000),µ(0100)] + . . .
+p(0011|0)Dd2[µ(0011),µ(0111)]
= Dδ
2
0
Where Euclidean distances δ0 and δ1 are as given in Figure 2.2 and Table 2.1.
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Figure 2.1: Trellis diagram of Code of Example 1 and the binary labeling vectors
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Figure 2.2: Constellation points of a QPSK system
TABLE 2.1: EUCLIDEAN DISTANCES FOR ERROR VECTORS
error vector
symbol label 00 01 10 11
0 00 0 δ20 δ
2
1 δ
2
0
1 01 0 δ20 δ
2
1 δ
2
0
2 10 0 δ20 δ
2
1 δ
2
0
3 11 0 δ20 δ
2
1 δ
2
0
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Then the search for other pairs of states with the error vector e = {0100}
between its labels is continued. It is found that P2,3,0100 is defined, and:
P2,3,0100(D) = p(0000|0)Dd2[µ(0000),µ(0100)] + . . .
+p(0011|0)Dd2[µ(0011),µ(0111)]
= Dδ
2
0
It can be seen that there are no other pairs of states have the error vector e =
{0100} is defined. Doing the previous procedure for all possible error vectors that
are defined and all pairs of states, the following distance polynomials are obtained:
P0000 = 1, P0100 = D
δ2
0 ,
P1000 = D
δ2
1 , P1100 = D
δ2
0 ,
P0001 = D
δ2
0 , P0101 = D
2δ2
0 ,
P1001 = D
δ2
0
+δ2
1 , P1101 = D
2δ2
0 ,
P0010 = D
δ2
0 , P0110 = D
δ2
0
+δ2
1 ,
P1010 = D
2δ2
1 , P1110 = D
δ2
0
+δ2
1 ,
P0011 = D
δ2
0 , P0111 = D
2δ2
0 ,
P1011 = D
δ2
0
+δ2
1 , P1111 = D
2δ2
0
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One can check that for all e and for all of states (σi, σˆi) and (σj, σˆj):
Pσi,σˆi,e(D) = Pσj ,σˆj ,e(D)
Thus, proving its quasi-regularity.
2.4 TRANSFER FUNCTION
The Transfer function of an error-state diagram with N states is a function that
characterizes the code by enumerating all possible error sequences. The error-state
diagram is derived from the code state diagram by labeling its branches with error
weight profile. It can be represented as [6]:
T (D) =
1
2k
∞∑
l=1
∑
El 6=0
∏
t∈νˆ
D (2.11)
It can be seen from (2.8) and (2.11) that the error event probability can be
evaluated by using the transfer function method if the term
∑
Al
P (Al) in (2.8) can
be expressed in a product form. This can be done for general cases by introducing
an error-state diagram whose branches have N ×N matrix labels [7]. For the case
of quasi-regular codes [6],
∑
Cl
P (ci) =
1
2k
(2.12)
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Substitute (2.11) and (2.12) in (2.8)
Pe ≤ 1
2
T (D) (2.13)
The transfer function is a function of the variable D, which enumerates the dis-
tance of an error sequence from the correct one. Now, the path length enumerator
L and input-bits enumerator I variables are added to the transfer function, and
assuming quasi-regularity makes (2.11):
T (D, L, I) =
∞∑
l=1
∑
El 6=0
LlI i
∏
t∈νˆ
D (2.14)
2.4.1 MODIFIED TRANSFER FUNCTION
The transfer function in the form T (D, L, I) does not show other characteristics
such as the magnitude of protection on individual input bits (depending on their
position), which is what this thesis is aiming for. To further study such charac-
teristics, one must reside to a more descriptive representation. In this section, the
transfer function T (D, L, I) is going to be modified to reflect the weight of indi-
vidual input bits. This will give us the ability to exactly measure the protection
capabilities of ST codes on information bits depending on their position.
A convolutional code that takes more than one input bit offers natural unequal
error protection to its input bits depending on their bit position [38]. Omura
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and Simon [39] were the first to notice this property in a rate 2/3 convolutional
code. Mills and Costello [38] modified the transfer function to calculate the error
protection capabilities of convolutional codes. Here, a modified transfer function of
(2.11) is presented to show the protection on individual input bits by replacing I i
with I i11 I
i2
2 · · · I ikk , where I1, I2, . . . , Ik and i1, i2, . . . , ik denote the individual input
bits enumerators and the corresponding Hamming weight for a sequence of length
l, respectively:
T (D, L, I1, I2, . . . , Ik) =
∞∑
l=1
∑
El 6=0
I i11 I
i2
2 · · · I ikk Ll
∏
t∈νˆ
D (2.15)
This modified transfer function will be the main tool necessary to find codes
that are strong in protecting one input bit without caring much about the other
bit or even the overall performance of the code.
2.4.2 BIT ERROR PROBABILITY FOR INDIVIDUAL INPUT BITS
For a general trellis code, bit error probability is given by [6]:
Pb ≤ C(m, L)
k
· ∂T (D, I)
∂I
∣∣∣∣
I=1
(2.16)
where T (D, I) is the transfer function as a function of the distance D and input bits
I. As mentioned earlier, the transfer function can be calculated from the distance
spectrum. C(m, L) is a tightening constant derived by Zummo and Al-Semari and
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is given by[25]:
C(m, L) =
1
22mL
mL∑
j=1
(
2mL− j − 1
mL− 1
)(
2
1 +
√
φmin
)j
(2.17)
where L is the minimum time instances in which the codewords ct = c
1
t c
2
t . . . c
n
t are
different from the all-zero codeword and
φmin = min
{
Es
∑n
i=1 |cit − cˆit|2
4N0 + Es
∑n
i=1 |cit − cˆit|2
, t ∈ νˆ
}
To find the BEP of individual input bits, consider the modified transfer function
of Equation (2.15) in a manner similar to the work in [38]. The new upper-bound
for individual input bits becomes:
P
(i)
b ≤ C(m, L) ·
∂T (D, L, I1, I2, . . . , Ik)
∂Ii
∣∣∣∣
Ii=1
(2.18)
where P
(i)
b is the average BEP of the input bit i.
Example 2 Consider the code of Figure 2.3, which was introduced in [1]. For the
purpose of this example, let the code be quasi-regular (see Example 1 for proof).
This code has two input bits to the encoder, I1 and I2. To demonstrate the unequal
error protection properties of this code, the new upper-bound is calculated for each
input bit. In addition, the same code is simulated over a rapid fading channel. It
is clear from the plot in Figure 2.4 that I1 is better error-protected than I2.
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2.4.3 DISTANCE SPECTRUM
From Equation (2.15), it can be seen that the transfer function T (D, L, I) is a
series that can be expanded for all values of the sequence-length l for the period
[0,∞). Evaluating this series and finding the coefficients of each term is necessary
for the calculation of an upper bound on bit error probability. The values of the
coefficients, d, l and i1, i2, . . . , ik can be found by expanding the trellis diagram of
the code. In other words every possible path is enumerated and the all distances
between all possible pairs of paths are calculated. This can be done by finding the
distance spectrum.
Example 3 For the same code of Example 2 (shown in Figure 2.3), the series of
(2.15) is expanded to find the values of the coefficients, d, l, i1 and i2. Here, the
all-zero codeword is assumed to be the correct transmitted codeword without loss
of generality, since the code is quasi-regular. The distance spectrum of this code
is shown in Table 2.2 and Figure 2.5. Its distance spectrum shows that for l = 2
and PD = 4, there is one path with Hamming weight of 1 for the first input bit I1,
while there are two paths with Hamming weight of 1 for the second input bit I2.
For l = 2 and PD = 16, I1 has a Hamming weight of 1, while I2 has a weight of
0. This indicates that I1 is more error protected than I2, which is consistent with
the result from Example 2.
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Figure 2.3: Encoder of the code in Example 2
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Figure 2.4: BEP upper-bound and simulation for I1 and I2 of the code in Example 2
(m = 2)
46
TABLE 2.2: DISTANCE SPECTRUM FOR THE CODE OF EXAMPLE 3
l i1 i2 Product Distance
2 1 1 4
2 0 1 4
2 1 0 16
3 0 2 16
3 1 2 16
3 1 2 16
3 2 2 16
3 2 1 48
3 1 1 48
3 1 1 48
3 2 1 48
3 2 0 128
4 0 3 64
4 1 3 64
4 1 3 64
4 2 3 64
4 1 3 64
4 2 3 64
4 2 3 64
4 3 3 64
4 1 2 144
4 2 2 144
4 2 2 144
4 3 2 144
4 1 2 192
4 2 2 192
4 2 2 192
4 3 2 192
4 1 2 192
4 3 2 192
4 2 2 192
4 2 2 192
4 2 1 384
4 2 1 384
4 3 1 384
4 3 1 384
4 2 1 576
4 3 1 576
4 3 0 1024
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pd 768 
pd 1024
pd 1152
pd 1536
pd 1728
pd 2304
pd 3072
pd 4608
pd 8192
d2 d3
d4 d5
0
4
8
12
16
Dept
h (Tim
e Dive
rsity)
Product Distance
M
ul
tip
lic
ity
Figure 2.5: Distance Spectrum for Code of Example 3
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2.5 QR AND NON-QR CODES PERFORMANCE
EXAMPLES
The following two examples are of quasi-regular and non-quasi-regular ST trellis
codes and their performance using both bounds presented previously (bound 1 from
Equation (2.16) without the tightening constant and bound 2 with the tightening
constant) and simulation over a rapid fading channel.
Example 4 Consider the code in Figure 2.1. It was demonstrated in Example 1
that this code is quasi-regular. Therefore, bounds 1 & 2 can be applied assuming
the all-zero codeword being transmitted without loss of generality. The transfer
function
∂T (D, I)
∂I
∣∣∣∣
I=1
can be calculated from the expanded distance spectrum.
The results are shown in Figure 2.6. It is clear from simulation results that
the code is upper bounded by both bounds for the cases of one and two receive
antennas.
Example 5 Consider the code in Figure 2.7. Investigating the first condition
of quasi-regularity shows that this code cannot be realized using a linear encoder,
because it requires AND gates. Furthermore, this code does not abide with the
second condition of quasi-regularity. For example P2,3,0100 is defined for some but
not all signals between the two states σ2 and σ3.
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Figure 2.6: Code of Example 4 - simulation and upper bounds for m = 1 & 2
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Figure 2.7: Non-quasi-regular code of Example 5
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The simulation and upper bounds calculations are shown in Figure 2.8, which
shows that this code is not upper bounded by the tighter bound of Equation (2.16)
and hence showing its non-quasi-regularity.
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4 6 8 10 12 14 16 18 20
10−4
10−3
10−2
10−1
nEs/No
B
ER
m=2, simulation
m=2, upper bound 2
Figure 2.8: Code of Example 5 - simulation and upper bounds for m = 1
CHAPTER 3
DESIGN OF UEP ST TRELLIS CODES
3.1 INTRODUCTION
In Chapter 2 the tools necessary to find, design and evaluate ST trellis codes with
unequal error protection were presented. In this chapter, those tools will be used
to find and design codes that satisfy the goals of this thesis. As mentioned in
Chapter 1, the image’s bits can be divided into two categories (or more) according
to importance. It is desirable that the more important part of the image has better
error protection. Therefore, one can see that even a code of moderate overall error
protection, but with strong error protection on one of its input bits can outperform
a code of strong overall error protection, but with equal error protection on all of
its input bits. In order to satisfy this goal, two approaches of code design and
search are implemented. The first one is an exhaustive search of all possible codes
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with N states and a certain modulation scheme. The search criteria is built on the
modified performance evaluation tools presented previously that show the weight
of different input bits. The second approach is code design using a new design
approach that ensures that the code gives more protection to the most significant
bit (MSB). All codes designed through these two approaches are simulated and
compared to codes from the literature to evaluate their performance.
3.2 EXHAUSTIVE SEARCH APPROACH
The first step in the exhaustive search approach is code generation. After gener-
ating all possible codes, the codes are searched to find the best ones satisfying the
proposed search criteria. Finally, the chosen codes are simulated to check their
performance and see if they satisfy the expectations.
3.2.1 CODE GENERATION
In order to generate all possible ST trellis codes of a certain number of states
and modulation scheme, one must reside to a representation other than the trellis
representation. The reason is that the trellis representation is very general. For
example, it includes non-linear codes which are beyond the scope of this thesis.
One possible alternative representation is described in the follo
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Let I be a binary vector of input bits defined as
I = i0i1 · · · it
where
it = i
k+j
t i
k+j−1
t · · · i0t
where k is the number of input bits to the encoder in parallel and j is the number
of memory elements. Let G be a generator matrix of size (k + j)× (nn˜) where nn˜
is the number of encoded bits. Each entry in G is either 0 or 1 depending on the
presence or absence of a connection between the output bits and the input bits.
If a column has more than one entry of 1, it the connections are combined using
modulo-2 addition. The reason of using a modulo-2 adder is to ensure the linearity
of the encoder which is a quasi-regularity requirement. The corresponding binary
encoded-bits vector at time t at = a
nn˜ ann˜−1t · · ·a0t is given by:
at = it ·G (3.1)
To demonstrate this, consider the code of Figure 2.1. This code has 2 memory
elements (j = 2), 2 input bits (k = 2) and 4 output bits (nn˜ = 4). For this code,
the generator matrix G is given by:
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G =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

The generator matrix representation is a direct mapping from the circuit rep-
resentation. This can be seen by comparing the previous example of G and the
circuit representation of the code shown in Figure 2.3.
Using this representation, all possible linear codes (for a given nn˜, k and j) can
be generated by having all possible combinations of G. The trellis representation
of a certain code can be produced by mapping the output binary codewords a of
all possible different input sequences using a one-to-one mapping function µ.
3.2.2 CODE SEARCH CRITERIA
After generating all possible codes with certain nn˜, k and j, it is necessary to define
the criteria for choosing the best codes. As pointed out earlier in this chapter, the
goal of this thesis is to find codes that provide strong error protection to the
MSB. To accomplish this task for quasi-regular codes, it is possible to depend
on the modified distance spectrum described in Chapter 2. The reason why the
conventional distance and product criteria are not used in their original form is that
they do not reflect the weight of protection on different input bits. Furthermore,
for codes with equal minimum symbol-differences and minimum product distance
properties, it is necessary to go to higher product distances. The modified distance
57
spectrum shows the symbol differences, product distance and the Hamming weight
of every input bit individually.
In order to find codes of strong error protection on one input bit, it is necessary
to apply the following rules in the search:
1. The minimum symbol-differences are maximized with respect to the MSB.
2. The minimum product distance is maximized with respect to the MSB.
3. Higher product distances are maximized with respect to the MSB.
4. Inter-codeword squared Euclidean distances (SED) in each state are maxi-
mized.
5. Codes that do not span the whole codewords spectrum are not considered.
It is necessary to follow the above rules in the same order. Items 1 and 2 are mod-
ified distance and product criteria to reflect unequal error protection on different
input bits. Items 3 and 4 come second in importance in the search criteria. Item
5 is a condition to reject codes that do not span the whole codeword spectrum (16
and 64 codewords for QPSK and 8PSK, respectively). Such codes are obviously
weak in performance.
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3.3 DESIGN APPROACH
In order to handcraft a code, the design criteria should be laid out first before
describing the design steps. The design requirements are very similar to the ones
described earlier in the search criteria.
One of the effective design approaches of space-time trellis codes over rapid
fading channels described in the literature is the one devised by Zummo and Al-
Semari [10] and [40]. Their method is built on the multidimensional M-PSK set
partitioning of trellis codes over fading channels described in [41]. The basic idea
is to partition all possible signal combinations in a step by step manner. In each
partitioning instance, certain properties (such as the symbol-wise Hamming dis-
tance and the inter-signal SED) are maximized. The partitioning is repeated until
those properties can no longer be maximized. The results are good performing
codes over rapid fading channels for both trellis codes and ST trellis codes (see
[10], [40] and [41]).
Although the set partitioning method is appealing, it is not suitable for the
purpose of this work because it does not take the weight of input bits into account.
Therefore, a new design method is proposed in the following that solves this prob-
lem and takes the weight of error protection on each input bit into consideration.
Before going into the design steps of the new method, general observations
should be considered first:
• All designed codes should be quasi-regular.
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• Not all codewords are the same in terms of importance, because their SED’s
from the all-zero codeword are different.
• The position of the codeword in the trellis diagram is connected to the posi-
tion of the input bit.
• The key to increase the product criterion for a certain input bit is by assigning
codewords with the highest Euclidean distances to positions related to that
input bit.
• State σ0 is considered the most important state, because it is the initial state
of the encoder.
The proposed new design steps, based on the previous observations and guide-
lines, are:
1. Distances properties of input bits should be examined first to check their
minimum time diversity property. If one has better diversity properties, it
should be chosen as the MSB. Otherwise, any input bit would be a fair choice.
2. Codewords with the best distance properties should be identified.
3. The connection between the position of the input bits and the position of
the codewords in the trellis diagram should be identified.
4. To determine which positions of codewords are more important for the min-
imum product distance, the trellis diagram should be expanded for the few
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minimum possible transmitted sequences.
5. The best codewords are assigned to the important positions connected to the
MSB which were determined in Steps (2)-(4) such that:
(a) State σ0’s important positions are chosen from the best codewords.
(b) The minimum inter-codeword SED of state σ0 should be maximized.
(c) The important codeword positions in the remaining states are chosen
from the best codewords.
(d) Symmetry is maintained in the trellis diagram.
6. Modulo-2 addition of the codewords’ binary labels is used to derive the re-
maining codewords in the following manner while maintaining symmetry:
(a) The remaining codewords in state σ0 are derived from the chosen ones.
(b) The remaining states’ codewords are derived from state σ0.
7. Ensuring quasi-regularity of the designed code is a priority over the choice of
good codewords’ positions in the trellis diagram. Therefore, if the best choice
of codewords’ positions produces a non-quasi-regular code, the codewords
should be re-arranged such that the code is quasi-regular.
Condition (1) is the modified version of the distance criterion. Conditions (5a)
and (5c) are to maximize the minimum product distance of the MSB, which is the
modified version of the product criterion. Conditions (5d) and (6) are to satisfy
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the two conditions of quasi-regularity. Finally, condition (5b) is to enhance the
performance of the code in general in a manner similar to the set partitioning
procedure. As will be shown in the following section, the above rules are applied
to handcraft QPSK codes that perform well for the MSB.
3.4 SEARCH AND DESIGN-BASED CODES
In this section, the proposed 7-step design method and the search criteria are
applied to 4, 8 and 16-state QPSK and 8-state 8PSK.
Before going into the resulting codes, a few notes are necessary to clear the
search and design results:
• Code search and design results are not unique. There are many variations
for the chosen codes that give identical results. The reason is that they have
identical properties, and any possible further distinguishing factor is done
through simulation.
• The QPSK codes’ rate is 2 b/s/Hz while the 8PSK’s rate is 3 b/s/Hz. This
rate difference should be considered when code performance comparisons
between QPSK and 8PSK codes are made.
• Having more constellation points in th 8PSK codes reduces the SED’s be-
tween codewords, which in turn reduces the general performance of them.
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• Increasing the number of memory elements and hence the number of states
enhances the protection of the MSB and the overall performance of the code.
• The two approaches aim to give maximum error protection to the MSB only
and ignore the least significant bits (LSB). This makes the overall perfor-
mance of the new codes inferior to the best codes in the literature.
• Unlike the set partitioning method, the proposed design method does not
make the state minimum inter-codeword SED a priority. Therefore, in gen-
eral, it is smaller in the new codes than the best ones in literature, which
decreases the overall performance.
• Exhaustive search scope is 164 for 4-state QPSK, 324 for 8-state QPSK, 644
for 16-state QPSK and 646 for 8-state 8PSK codes.
• From looking at fully connected codes (e.g. 4-state QPSK and 8-state 8PSK),
one can notice that the distance criterion cannot be increased, even for a
single input bit. In certain cases of not-fully connected codes however, certain
input bits may have better distance properties than others (see the case of
8-state QPSK later in the this section).
3.4.1 SEARCH-BASED CODES
The first approach to find codes that meet the goal of UEP is the comprehensive
code search approach. In order to apply the search criteria described in section
63
3.2, a C language program has been designed to generate and search all possible
4, 8 and 16-state QPSK codes with a linear encoder and find the best ones that
meet the criteria. The search results for 4, 8 and 16-state QPSK codes are shown
in Figure 3.1. The search result for 8-state 8PSK codes is shown in Figure 3.2.
The generator matrices of the search based codes are shown in Figure 3.3
3.4.2 DESIGN OF 4-STATE QPSK CODES
The 4-state code is fully connected. Therefore the minimum time diversity for
both bits is 2 in all possible codes. The next distinguishing factor is the product
distance.
The first step in the design is picking which input bit to have better error
protection. Since the two input bits I0 and I1 have the same minimum time
diversity properties, either one can be chosen. The second step is to identify
codewords with the highest SED’s from the all-zero codeword. Table 3.1 shows
the QPSK constellation points and the SED’s of all possible codewords (denoted by
CW) from the all-zero codeword. From the table, the codewords with the highest
SED’s from the all zero codeword are 22, 12, 21, 23 and 32. As per the third step,
Figure 3.5 identifies the association of the codewords in the trellis diagram with
the input bits for 4-state QPSK. For Step 4, Figure 3.6 identifies all possible paths
of depth 2, their product distances and their input bits association.
Let I0 be the MSB choice here, it can be seen from Figure 3.6 that 1
st and 3rd
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Figure 3.1: QPSK search based codes
65
00 66 06 60 33 55 35 53
01 67 07 61 32 54 34 52
02 64 04 62 31 57 37 51
05 63 03 65 36 50 30 56
44 22 42 24 77 11 71 71
43 25 45 23 70 16 76 10
46 20 40 26 75 13 73 15
47 21 41 27 74 12 72 14 σ7 σ7
σ6 σ6
σ5 σ5
σ4 σ4
σ3 σ3
σ2 σ2
σ1 σ1
σ0 σ0
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Figure 3.2: 8PSK search based code

0 1 1 1
1 0 0 1
0 0 0 1
1 0 1 0

(a) 4-state QPSK

0 1 1 1
1 1 0 1
1 0 1 1
0 0 0 1
1 0 0 1

(b) 8-state QPSK

1 0 1 1
1 1 0 1
1 0 1 1
1 1 0 1
1 0 0 1
0 0 1 1

(c) 16-state QPSK

0 1 1 0 1 1
0 0 0 1 1 0
1 1 0 1 1 0
1 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

(d) 8-state 8PSK
Figure 3.3: Generator matrices G of the search-based codes
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Figure 3.4: QPSK signal constellation
TABLE 3.1: CODEWORDS’ SED’S FROM THE ALL-ZERO CODEWORD FOR QPSK
CODES
CW SED CW SED CW SED CW SED
00 0.0 10 2.0 20 4.0 30 2.0
01 2.0 11 4.0 21 6.0 31 4.0
02 4.0 12 6.0 22 8.0 32 6.0
03 2.0 13 4.0 23 6.0 33 4.0
67
D00 D01 D02 D03
I1 = 1
D10 D11 D12 D13
D20 D21 D22 D23
D30 D31 D32 D33
I0 = 1
σ3 σ3
σ2 σ2
σ1 σ1
σ0 σ0
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Figure 3.5: QPSK 4-state input-bits association
PD=D01D10, IB = I0
PD=D02D20, IB = I1
PD=D03D30, IB = I0I1 σ3 σ3
σ2 σ2
σ1 σ1
σ0 σ0
•
•
•
•
•
•
•
•
•
•
•
•..............
.........
.........
.........
.........
.........
..........
.........
.........
.........
.........
........
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
....
..........
.........
.........
.........
.........
.........
..........
.........
.........
.........
.........
.......
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Figure 3.6: Depth 2 possible path combinations with product distances and input bits
assignment for 4-state QPSK codes
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paths are the ones to be improved in terms of minimum product distance. The SED
pointers associated with these two paths are D01, D10, D03 and D30. These pointers
should be assigned codewords that have higher SED values, which were determined
earlier in the second step. In Step 5, the initial codeword assignment, the important
pointers D01 and D03 in state σ0 are chosen from the best codewords such that the
state minimum inter-codeword SED is maximized. Also, the remaining important
pointers D10 and D30 are chosen from the best codewords. This choice, shown in
Figure 3.7, insures that the minimum product distance of I0 is maximized. It must
be stressed at this point that these are initial positions and are subject to change at
any point depending on the outcome of the design. Furthermore, different designs
producing different codes are possible depending on the designer’s initial choice of
the codewords’ positions. Nevertheless, if all design criteria are satisfied, different
codes will have identical performance.
As per Step 6, the rest of the codewords in state σ0 are generated. As mentioned
earlier in this chapter, half the codewords in state σ0 are sufficient to produce the
rest. Since the chosen ones are 21 and 23, they produce 02, which is the modulo-2
addition of their binary labels. According to this initial codeword position choice,
the minimum product distance of I0 is 36 and the minimum inter-codeword SED
is 4. The remaining states’ codewords are generated while keeping the condition of
maintaining symmetry. Modulo-2 addition of the binary labels is used to produce
the codewords of the remaining states such that Codewords 32, 10 and 22 are at
69
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Figure 3.7: Initial Design Assignment
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the first codeword position at states σ1, σ2 and σ3, respectively. The resulting
code is shown in Figure 3.8 for the trellis representation and in Figure 3.9 for the
generator matrix representation. This choice of codewords ensures maximizing the
minimum product distance for I0 and ensures linearity of the encoder.
3.4.3 DESIGN OF 8 AND 16-STATE QPSK CODES
Unlike the 4-state codes, the 8 and 16-state codes are not fully connected. This
makes it possible to have minimum time diversity greater than 2 for the MSB.
In the case of 8-state codes, the first input bit has a minimum time diversity of
3, while the second input bit has minimum time diversity being 2, as shown in
Figure 3.10. This makes I0 have better error protection than I1 in all possible
codes and should be the MSB choice. However, in the case of 16-state codes, both
input bits have minimum time diversity of 3 (see Figure 3.11).
The same 7-step procedure used before for 4-state QPSK is repeated to produce
the 8 and 16-state QPSK codes shown in Figures 3.8 and 3.9.
3.4.4 DESIGN OF 8-STATE 8PSK CODES
Like 4-state QPSK, 8-state 8PSK is fully connected. This makes the minimum
time diversity be 2 for all possible codes and all possible input bits.
The same steps used before to design QPSK codes are applied here again to
design 8-state 8PSK codes. Since all three input I0, I1 and I2 bits have the same
71
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Figure 3.8: Design-based codes: QPSK 4, 8 and 16-state
72

0 0 1 0
1 0 0 1
0 1 0 0
1 1 1 0

(a) 4-state QPSK

0 1 0 1
1 1 1 1
0 1 1 0
1 1 0 0
1 0 1 1

(b) 8-state QPSK

1 0 1 1
1 1 0 1
1 0 1 1
1 1 0 1
1 1 1 0
0 1 0 0

(c) 16-state QPSK
Figure 3.9: Generator matrices G of the design-based codes
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PD=D02D20, IB = I1
PD=D02D22D20, IB = I
2
1
PD=D01D10D40, IB = I0
PD=D01D12D60, IB = I0I1
PD=D03D30D40, IB = I0I1
PD=D03D32D60, IB = I0I
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1
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Figure 3.10: Depth 2 and 3 possible path combinations with product distances and input
bits assignment for 8-state QPSK codes
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PD=D01D10D40, IB = I0
PD=D02D20D80, IB = I1
PD=D03D30D12 0, IB = I0I1
σ15 σ15
σ14 σ14
σ13 σ13
σ12 σ12
σ11 σ11
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σ8 σ8
σ7 σ7
σ6 σ6
σ5 σ5
σ4 σ4
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σ2 σ2
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Figure 3.11: Depth 3 possible path combinations with product distances and input bits
assignment for 16-state QPSK codes
75
minimum time diversity properties, any of them can be chosen to be the MSB.
In the following work the choice is I2. The 8PSK signal constellation points and
the SED from the all-zero Codeword are shown in Figure 3.12 and Table 3.2.
Figure 3.13 identifies the association of trellis diagram codewords with input bits
for 8-state 8PSK. Furthermore, Figure 3.14 identifies all paths of depth 2, their
product distances and their input bits association.
It can be seen from Figure 3.14 that the fourth to the eighth paths are the
ones to be improved in terms of maximizing the minimum product distance. The
Euclidean distance pointers associated with these four paths are D04, D40, D05,
D50, D06, D60, D07 and D70. The places of these pointers in the trellis diagram
should be assigned codewords that have higher SED values. From Table 3.2, the
codewords with the highest SED’s from the all-zero Codeword are 44, 43, 34, 54,
45, 33, 55, 35 and 53. The next step is chose their initial positions in the trellis
diagram so that the minimum product distance of I2 and the state inter-codeword
minimum SED are maximized, as shown in Figure 3.15. Again, this choice is not
final, it might end up being a good choice, or it might need to be changed.
The next step is to generate the rest of the codewords in state σ0. As mentioned
earlier in this chapter, half the codewords in state σ0 are sufficient to produce the
rest. Since the chosen ones are 33, 55, 35 and 53, they produce 66, 06 and 60, which
are the modulo-2 addition of the chosen codewords’ binary labels. According to this
initial codeword position choice, the minimum product distance of I2 is 50.3 and
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Figure 3.12: 8PSK signal constellation
TABLE 3.2: CODEWORDS’ SED’S FROM THE ALL-ZERO CODEWORD FOR 8PSK
CODES
CW SED CW SED CW SED CW SED
00 0.0 20 2.0 40 4.0 60 2.0
01 0.6 21 2.6 41 4.6 61 2.6
02 2.0 22 4.0 42 6.0 62 4.0
03 3.4 23 5.4 43 7.4 63 5.4
04 4.0 24 6.0 44 8.0 64 6.0
05 3.4 25 5.4 45 7.4 65 5.4
06 2.0 26 4.0 46 6.0 66 4.0
07 0.6 27 2.6 47 4.6 67 2.6
10 0.6 30 3.4 50 3.4 70 0.6
11 1.2 31 4.0 51 4.0 71 1.2
12 2.6 32 5.4 52 5.4 72 2.6
13 4.0 33 6.8 53 6.8 73 4.0
14 4.6 34 7.4 54 7.4 74 4.6
15 4.0 35 6.8 55 6.8 75 4.0
16 2.6 36 5.4 56 5.4 76 2.6
17 1.2 37 4.0 57 4.0 77 1.2
77
D00 D01 D02 D03 D04 D05 D06 D07
I2 = 1
D10 D11 D12 D13 D14 D15 D16 D17
D20 D21 D22 D23 D24 D25 D26 D27
D30 D31 D32 D33 D34 D35 D36 D37
D40 D41 D42 D43 D44 D45 D46 D47
D50 D51 D52 D53 D54 D55 D56 D57
D60 D61 D62 D63 D64 D65 D66 D67
D70 D71 D72 D73 D74 D75 D76 D77 σ7 σ7
σ6 σ6
σ5 σ5
σ4 σ4
σ3 σ3
σ2 σ2
σ1 σ1
σ0 σ0
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Figure 3.13: 8PSK 8-state input-bit I2 association
PD=D01D10, IB = I0
PD=D02D20, IB = I1
PD=D03D30, IB = I0I1
PD=D04D40, IB = I2
PD=D05D50, IB = I0I2
PD=D06D60, IB = I1I2
PD=D07D70, IB = I0I1I2 σ7 σ7
σ6 σ6
σ5 σ5
σ4 σ4
σ3 σ3
σ2 σ2
σ1 σ1
σ0 σ0
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Figure 3.14: Depth 2 possible path combinations with product distances and input bits
assignment for 8-state 8PSK codes
78
00 · · · · · · · · · 33 55 35 53
· · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
45 · · · · · · · · · · · · · · · · · · · · ·
54 · · · · · · · · · · · · · · · · · · · · ·
43 · · · · · · · · · · · · · · · · · · · · ·
44 · · · · · · · · · · · · · · · · · · · · · σ7 σ7
σ6 σ6
σ5 σ5
σ4 σ4
σ3 σ3
σ2 σ2
σ1 σ1
σ0 σ0
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Figure 3.15: 8PSK initial design assignment
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the minimum inter-codeword SED is 1.2. Modulo-2 addition of the binary labels
is used to produce the codewords of the remaining states such that Codewords 46,
54, 43 and 44 are at the first codeword position at States 4 through 7, respectively.
The result is shown in Figure 3.16.
Finally, the code must be checked for quasi-regularity. It can be seen from
first transmit antenna’s output in all 8-state that there are four 4’s but only three
0’s and one 5, which indicates asymmetry. This code requires a non-linear con-
volutional encoder, which makes it a non-quasi-regular code. Furthermore, it can
be proven through simulation that this code does not perform to its expectations.
Rearranging the codewords, to force the encoder’s linearity gives the code shown in
Figure 3.17 (Figure 3.18 for generator matrix representation). Although according
to the distance spectrum of this code, it performs worse than the one in Figure
3.16 (minimum product distance for I2 is 31.3 compared to 50.3), its simulation is
much better.
3.5 NEW CODES PERFORMANCE
Table 3.3 shows minimum product distance comparison of the MSB and LSB for
the new codes and various codes from the literature. It is clear that there is a
significant increase in the minimum product distance for the MSB In the new
codes (design and search-based) compared to the ones in the literature. This is
proven in the simulation plots shown in Figures 3.19, 3.20, 3.21 and 3.22 which
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00 66 06 60 33 55 35 53
02 64 04 62 31 57 37 51
05 63 03 65 36 50 30 56
47 21 41 27 74 12 72 14
46 20 40 26 75 13 73 15
54 32 52 34 67 01 61 07
43 25 45 23 70 16 76 10
44 22 42 24 77 11 71 71 σ7 σ7
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Figure 3.16: 8PSK second design assignment
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Figure 3.17: 8-state 8PSK design-based code

0 1 1 0 1 1
0 0 0 1 1 0
1 1 0 1 1 0
1 0 0 1 1 1
0 0 0 1 0 1
0 0 0 0 1 0

Figure 3.18: Generator matrices G of the 8-state 8PSK design-based codes
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show an improvement for the MSB in the new codes compared to other codes in
the literature. As for the LSB, there is a decline in the minimum product distance
properties, which shows in the simulation plots. This is expected since, as was
mentioned earlier, the MSB was the center of focus, while the LSB was ignored
totally in the two approaches. The plots show simulation for the designed codes
only, because results are identical for both design and search-based codes. The
improvement is relatively low at low SNR values, but the gain increases at high
SNR. The largest gain is for the QPSK 8-state code, which gives a gain of more
than 1.5 dB over the nearest code at a bit error rate BER = 10−5. On the other
hand, the smallest gain is for the 8-state 8PSK code, which is around 0.5 dB at
BER = 10−5. In the cases of 4 and 16-state QPSK, the gain is around 1.0 and 0.75
dB at BER = 10−5, respectively.
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TABLE 3.3: MINIMUM PRODUCT DISTANCE OF THE MSB AND LSB FOR VARIOUS
CODES
F-V-Y Z-S New (design) New (search)
4s QPSK 32.0 32.0 36.0 36.0
M 8s QPSK 32.0 96.0 144.0 144.0
S 16s QPSK 96.0 N/A 216.0 216.0
B 8s 8PSK N/A 10.4 31.3 31.3
4s QPSK 24.0 24.0 8.0 8.0
L 8s QPSK 48.0 24.0 8.0 8.0
S 16s QPSK 64.0 N/A 32.0 32.0
B 8s 8PSK 15.5 10.4 6.8 6.8
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1 2 3 4 5 6 7 8 9 10 11 12
10−4
10−3
10−2
10−1
nEs/No
BE
R
Avg Z−S
Avg F−V−Y
MSB New code
LSB New code
Figure 3.19: Simulation results for the new codes and codes from the literature (QPSK
4-state, 2 receive antennas)
1 2 3 4 5 6 7 8 9 10
10−6
10−5
10−4
10−3
10−2
10−1
nEs/No
BE
R
Avg Z−S
Avg F−V−Y
MSB New code
LSB New code
Figure 3.20: Simulation results for the new codes and codes from the literature (QPSK
8-state, 2 receive antennas)
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1 2 3 4 5 6 7 8 9
10−6
10−5
10−4
10−3
10−2
10−1
nEs/No
BE
R
Avg F−V−Y
MSB New code
LSB New code
Figure 3.21: Simulation results for the new codes and codes from the literature (QPSK
16-state, 2 receive antennas)
4 5 6 7 8 9 10 11 12 13 14
10−4
10−3
10−2
10−1
nEs/No
BE
R
Avg Z−S
MSB New code
LSB 1 New code
LSB 2 New code
Figure 3.22: Simulation results for the new codes and codes from the literature (8PSK
8-state, 2 receive antennas)
CHAPTER 4
WIRELESS IMAGE TRANSMISSION
USING UEP ST TRELLIS CODES
4.1 INTRODUCTION
In the previous chapter, UEP ST-trellis codes have been found and designed. Those
codes that offer strong error protection to the most significant bit (MSB) are be
applied in this chapter on wireless image transmission. In order to make use of
the unequal error protection, the digitized image must first be divided into two or
more categories according to importance relative to the human visual system.
This chapter begins by providing the image processing tools needed to cate-
gorize the binary stream of bits from the digitized images. The following section
contains the application of image transmission.
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4.2 IMAGE PROCESSING
Before sending an image using a digital communications system, it must be digi-
tized first. There are many standards and algorithms for image processing. The
one to be used here for digitizing images follows that of the popular JPEG base-
line standard that runs in the sequential DCT based mode, defined by the JPEG
standard specifications [42]. The encoding process begins by dividing the image
into 8 × 8 blocks on which a forward discrete cosine transformation (FDCT) is
computed. The resulting 64 coefficients are quantized and then reordered accord-
ing to importance. Finally, they are run through a Huffman encoder for lossless
compression [42, 43]. In the decoder, the process is reversed. The JPEG image is
run through a Huffman decoder, a dequantizer, and an inverse cosine transformer
(IDCT).
These steps are used here following the described JPEG baseline standard
(will be called JPEG standard for short) except for the lossless compression/de-
compression part that uses variable length coding. Huffman coding rely on the idea
that not all symbols are used with the same probability. Therefore, if symbols that
have higher probability of occurance are assigned smaller codewords (codewords
with less binary bits representation), then the overall binary bit representation will
be smaller. With variable length coding it is necessary to have all bits error-free,
in order to correctly decompress them. In this research, SNR is relatively low
and hence errors are inevitable. This leads to catastrophic errors with the use of
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variable length coding. Instead, a fixed length coding method is used by keeping
a fixed number of coefficients from each frame.
4.2.1 TRANSFORM CODING
In transform coding, a reversible, linear transform is used to map the the image
into a set of transform coefficients, which are quantized and coded. For most nat-
ural images, a significant number of coefficients have small magnitudes and can be
coarsely quantized (or discarded entirely) with little image distortion. The choice
of a particular transform in a given application depends on the amount of recon-
struction error that can be tolerated and the computational resources available.
The lossy compression from transform coding is achieved during the quantization
of the transformed coefficients [43].
The optimum transform is the Karhunen-Loe´ve transform (KLT). It packs the
energy into few transform coefficients and the coefficients are as uncorrelated as
possible. The drawback of KLT is that it is data-dependent, and is expensive
to compute. The discrete cosine transform (DCT) performs very close to KLT
especially when the input is a first order Markov process [44]. Because of this
reason and that it is relatively cheap to implement, DCT has been used in the
JPEG standard.
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2-D FDCT is defined as [43]:
C(u, v) = α(u) · α(v)
N−1∑
x=0
N−1∑
y=0
f(x, y) · cos
(
(2x + 1)upi
2N
)
· cos
(
(2y + 1)vpi
2N
)
(4.1)
where u, v = 0, 1, 2, . . . , N − 1 and α is given by:
α(x) =

√
1
N
for x = 0
√
2
N
for x = 1, 2, . . . , N − 1
(4.2)
The 2-D inverse discrete cosine transform (IDCT) is given by:
f(x, y) =
N−1∑
x=0
N−1∑
y=0
α(u) ·α(v) ·C(u, v) · cos
(
(2x + 1)upi
2N
)
· cos
(
(2y + 1)vpi
2N
)
(4.3)
for u, v = 0, 1, 2, . . . , N − 1.
The choice of N (subimages size) is a trade off between quality and computa-
tional complexity. The most common subimage size is 8× 8 which is the size used
in the JPEG standard.
4.2.2 BIT ALLOCATION AND QUANTIZATION
The most important coefficient, called the DC component (zero frequency coeffi-
cient), is the one in the upper left corner of the intensity matrix. It is the average
value of the 64 image symbols. The remaining coefficients, called the AC compo-
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nents (non-zero frequency coefficients), are not as important as the DC component.
Statistically speaking, low frequency components contain more energy than high
frequency components [42]. Also, the human perceptual system is more sensitive
to low frequency components than high frequency components. After quantization
there is a high probability that the values of high frequency coefficients will be
zero. This can be viewed that the DCT rearranges image coefficients according
to importance. Their importance vary according to their distance from the DC
component. Therefore, a zig-zag ordering such as the one in Figure 4.1 is used
rearrange coefficients according to importance [43].
Bit allocation commonly denotes the process of quantization and source coding.
It follows the computation of the DCT of each block. The bit allocation process
makes JPEG a lossy algorithm [42]. There are two main variable bit allocation
methods: zonal coding, and threshold coding. In zonal coding, the selection of
coefficients to be retained as well as the number of bits used to represent them is
chosen on the basis of maximum variance. This requires a priori knowledge of the
variance of the DCT coefficients. This procedure can be simplified by basing it on
a priori allocation of zero bits to out-of-zone coefficients and a constant number
of bits to in-zone coefficients. This latter approach is called fixed zonal coding.
In threshold coding, the fixed zonal coding approach is made more efficient by
basing the in-zone coefficient selection on observed magnitude of coefficients in
a particular image rather than a priori. This adaptive procedure prevents the
91
1 2 6 7 15 16 28 29
3 5 8 14 17 27 30 43
4 9 13 18 26 31 42 44
10 12 19 25 32 41 45 54
11 20 24 33 40 46 53 55
21 23 34 39 47 52 56 61
22 35 38 48 51 57 60 62
36 37 49 50 58 59 63 64
Figure 4.1: Coefficient arrangement matrix
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separation of significant frequency components that may lie outside predetermined
zones. It is more complex than the fixed zonal coding in the sense that the indexes
of chosen coefficients have to be transmitted to the decoder, by means of run-length
coding. It is also possible to keep the total number of bits per block constant by
using a variable threshold for transmitted coefficient magnitude [45].
In the quantization step each of the 64 DCT coefficients are divided by a user-
selectable quantizer step-parameter and rounded to the nearest integer. This is a
normalization process. The 64 quantizer step-size parameters form a matrix called
the quantization matrix (QM). The JPEG standard does not specify the QM. It
is up to the user to define the QM (see a typical QM matrix in Figure 4.2). JPEG
provides examples of the QM in Annex K of the JPEG standard. The quanti-
zation process introduces the distortion that is apparent in the decoded image.
The magnitude of the distortion can be varied by changing the quantizer step-size
parameters of the QM. This is because an error within the range of one half of
the quantizer step-size is introduced during the normalization process. The larger
the quantizer step-size, the greater the distortion; the greater the distortion, the
smaller the amount of compressed data. This is a typical rate-distortion relation-
ship for lossy compression [42].
Mathematically speaking, each of the 64 DCT coefficients is quantized by a
uniform quantizer. For a given quantization matrix with elements Qvu where
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16 11 10 16 24 40 51 61
12 12 14 26 26 58 60 55
14 13 16 40 40 57 69 56
14 17 22 51 51 87 80 62
18 22 37 68 68 109 103 77
24 35 55 81 81 104 113 92
49 64 78 103 103 121 120 101
72 92 95 112 112 100 103 99
Figure 4.2: A typical quantization matrix [2]
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u, v = 0, 1, . . . , 7, the quantized signal Sqvu is given by the following expression[42]:
Sqvu =
⌊
Svu
Qvu
+ 0.5
⌋
(4.4)
At the JPEG decoder, this normalization is approximately reversed by dequan-
tization.
Rvu = Sqvu ×Qvu (4.5)
In JPEG baseline, threshold coding followed by Huffman coding is used for
sampling and quantization. As pointed out earlier due to the nature of this work,
it is necessary to use fixed length coding rather than the variable length coding
techniques of variable length coding. Therefore, the bit allocation technique that
will be used here is fixed zonal coding bit allocation technique by keeping L coef-
ficients followed by folded binary coding (FBC) [46], [47]. FBC is used since it is
more robust to channel errors than natural binary code (NBC) [48]. The reason
is that for cases where signal amplitudes near zero are more probable than those
away from zero, the FBC would lead to smaller channel error variance than the
NBC code [45].
Figures 4.3(a) and 4.3(b) show typical zonal masks [47], [49], [46]. These masks
show the number of bits used to encode each of the 64 coefficients. As can be
seen, the choice of number of bits changes in accordance with the importance of
the coefficient. The DC component is assigned 8 bits, which gives the highest
95
number of quantization levels among all coefficients. The pattern in which the
bits are assigned is consistent with that of zig-zag ordering in accordance with
coefficient importance. The zero elements of these matrices are of the discarded
DCT coefficients. The matrix of Figure 4.3(a) codes 10 DCT coefficients into 58
bits giving a rate of 0.906 bit per pixel (bpp), while the matrix of Figure 4.3(b)
codes 21 DCT coefficients into 96 bits giving a rate of 1.50 bpp. The higher the
rate, the less the compression and the better the restored image.
4.2.3 IMPORTANT VS. LESS IMPORTANT BITS
The new codes proposed in Chapter 3 provide UEP, such that the MSB is given
maximum error protection. In order to make use of this property, the image should
be divided into two or more categories according to their importance. Even after
applying DCT to the image, it is difficult to draw a clear line between what is
important and what is less important. Nevertheless, there are two main categories
underwhich are four types of bits that can be considered as the most important
bits:
• Importance according to DCT coefficients:
– The DC component in the DCT image.
– The first few AC components in the DCT image.
• Importance according to bit position in FBC codeword:
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8 7 6 4 0 0 0 0
7 6 5 0 0 0 0 0
6 5 0 0 0 0 0 0
4 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(a) 10 DCT Coefficients
8 7 6 5 4 2 0 0
7 6 5 4 3 0 0 0
6 5 4 3 0 0 0 0
5 4 3 0 0 0 0 0
4 3 0 0 0 0 0 0
2 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(b) 21 DCT Coefficients
Figure 4.3: Zonal bit allocation matrices
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– The sign bit of the FBC codeword.
– The MSB’s of the FBC codeword.
The difficulty lies in choosing to include more DCT components, or more bits of
every FBC codeword. The solution is somewhere in between. It is important to
notice that with the zonal coding technique used here, important DCT components
have already an advantage over less important ones. This advantage is in the form
of more quantization levels. Therefore, as a general guideline, more emphasis
should be on the second category.
In the work of this research, two main types of UEP ST trellis codes have
been developed: QPSK and 8PSK. ST trellis QPSK codes take two input bit-
streams to the encoder, while 8PSK takes three. This means that the binary
image should be divided into two categories of importance for QPSK codes and
three categories of importance for 8PSK. In order to split the binary image into
multiple streams according to importance, another set of matrices is used. For
QPSK codes, the matrices in Figures 4.4(a), 4.4(c), 4.4(b) and 4.4(d) give the two-
stream bit allocation for the matrices of Figures 4.3(a) and 4.3(b), respectively.
For the MSB (Figures 4.4(a) and 4.4(b)), the numbers in the matrices denote the
number of bits that are given higher protection. For example, in the DC component
of Figure 4.4(a), 6 bits of the total 8 are considered in the MSB stream. These 6
bits are the sign bit plus the 5 most significant bits of the 8-bit FBC codeword. The
remaining 2 bits are considered in the LSB stream, hence the number 2 in the DC
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component of the LSB matrix of Figure 4.4(c). For 8PSK codes, there are three
streams of bits: one MSB and two LSB as shown in Figures 4.5(a)–4.5(f) for the
same 10 and 21 DCT coefficient matrices of Figures 4.3(a) and 4.3(b). The choice
of the numbers in the MSB and LSB matrices is ad hoc. Several combinations and
choices have been tested until these numbers were settled upon. Nevertheless, the
choice makes sense, since it follows the guidelines presented above. It can be seen
that in the MSB matrices, more bits are included from the DC component and the
more important AC components.
The sign bits of the DC component and the first two AC components can
be labeled as the most important among the MSB. Additional protection can
be applied to these exceptionally important bits to increase image transmission
quality. One way to increase protection is use concatenation coding in the form of
a Hamming code concatenated by the ST trellis code. The increase of the bit rate
due to the additional redundancy may not be desirable. Therefore, the number of
FBC bits assigned to less important AC coefficients can be decreased to be replaced
by the additional coded bits. The downside is that decreasing the number of bits
decreases the number of quantization levels, which in turn, increases quantization
noise. Nevertheless, the coding gain should compensate for that loss and increase
the overall quality of image transmission for relatively low SNR.
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6 4 3 1 0 0 0 0
4 3 2 0 0 0 0 0
3 2 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(a) 10 DCT - MSB
5 5 3 2 2 1 0 0
5 3 2 2 1 0 0 0
3 2 2 1 0 0 0 0
2 2 1 0 0 0 0 0
2 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(b) 21 DCT - MSB
2 3 3 3 0 0 0 0
3 3 3 0 0 0 0 0
3 3 0 0 0 0 0 0
3 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(c) 10 DCT - LSB
3 2 3 3 2 1 0 0
2 3 3 2 2 0 0 0
3 3 2 2 0 0 0 0
3 2 2 0 0 0 0 0
2 2 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(d) 21 DCT - LSB
Figure 4.4: QPSK MSB and LSB bit allocation matrices
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5 2 2 1 0 0 0 0
2 2 1 0 0 0 0 0
2 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(a) 10 DCT - MSB
5 3 2 1 1 1 0 0
3 2 1 1 1 0 0 0
2 1 1 1 0 0 0 0
1 1 1 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(b) 21 DCT - MSB
2 3 2 1 0 0 0 0
3 2 1 0 0 0 0 0
2 2 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(c) 10 DCT - LSB 1
2 3 2 1 1 1 0 0
3 2 2 1 1 0 0 0
2 3 1 1 0 0 0 0
2 1 1 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(d) 21 DCT - LSB 1
1 2 2 2 0 0 0 0
2 2 2 0 0 0 0 0
2 2 0 0 0 0 0 0
2 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(e) 10 DCT - LSB 2
1 1 2 3 1 1 0 0
1 2 2 2 1 0 0 0
2 2 2 1 0 0 0 0
2 2 1 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
(f) 21 DCT - LSB 2
Figure 4.5: 8PSK MSB, LSB 1, and LSB 2 bit allocation matrices
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4.3 IMAGE TRANSMISSION OVER A RAPID FADING
CHANNEL USING ST-TRELLIS CODING
In this section, the application of image transmission over a rapid fading channel
is examined. Several codes over various signal-to-noise ratios are tested. The
goal is to test the ability of unequal error protecting codes (UEP) of providing
better image quality at the same SNR compared to equal error protecting codes
(EEP) found in the literature. To provide a quantitative measurement of image
quality, one can reside to several quality indexes. One widely used image quality
measurement index is the peak signal-to-noise ratio (PSNR) index. For an N ×M
256-levels, grayscale image, PSNR is given by [44]:
PSNR = 10 log10

2552
1
NM
N∑
n=1
M∑
m=1
(x(n, m)− xˆ(n, m))2
 (4.6)
where x(n, m) and xˆ(n, m) denote the original and transmitted images’ intensity
at pixel (n, m), respectively.
The method used in image processing is the same as the one described in section
4.2. The image of choice is the Cameraman image of size 256 × 256 pixels. The
image is divided into 8 × 8 blocks. After the DCT is computed, each block is
normalized, quantized and coded using FBC, following the method of fixed Zonal
coding. In order to use different compression values, two bit rates are used. For
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this purpose the bit allocation matrices used are those of 4.3(a) and 4.3(b) that
keep 10 and 21 DCT coefficients and provide bit rates of 0.906 and 1.50 bpp,
respectively.
4.3.1 QPSK CODES
The new codes, from both design and search approaches, have identical perfor-
mance (see Section 3.5). Therefore, only designed codes from Figure 3.8 are going
to be considered here for simulation. In order to compare their simulation perfor-
mance to other known good codes in the literature, the codes of Fermanto et al
[12] are considered (referred to as F-V-Y codes).
The MSB and LSB matrices used are those of 4.2.3. For the added protection a
(7, 4) single error correcting Hamming code is used to encode 4 of the exceptionally
important MSB into 7 encoded bits. This code will be referred to as the new code
with Hamming to distinguish between it and the new code without Hamming
encoding that will be referred to simply as the new code. The addition of the 3
bits will be balanced by terminating 3 bits from the LSB.
The first code to be tested is the 4-state code from Figure 3.8. The camera-
man image have been simulated for transmission over a rapid fading channel with
relatively low signal-to-noise ratios. Moreover, this same code with the concate-
nation of a (7, 4) Hamming is simulated over the same channel. For comparison
Fermanto 4-state code is also simulated over this channel. The PSNR of sending
103
cameraman with 10- and 21-DCT coefficients is shown in Figures 4.6(a) and 4.6(b),
respectively. From these plots, the following results can be noticed:
• 21-DCT coefficients codes perform better than 10-DCT coefficients codes,
which is expected since the rate is higher.
• Gains of 0.5 to 1.5 dB are achieved for the new code with Hamming SNR
less than 8 dB.
• Gains of 0.25 to 1.25 dB are achieved for the new code for SNR less than 8
dB.
• All three codes have almost identical performance for SNR higher than 8 dB.
• At High SNR, the new code with Hamming has lower PSNR, because of the
truncation of the 3 LSB’s.
These results can be noticed in the restored images shown in Figures 4.7 and
4.8 for 10 and 21 DCT coefficients, respectively. At 5 dB, the new code is better
than F-V-Y, and the new code with Hamming is the best among them (See Figures
4.7(a), 4.7(c) and 4.7(e), respectively). A similar result can be seen for SNR = 8 dB.
The 21-DCT coefficients (Figure 4.8) perform better than 10-DCT coefficients, as
was concluded from the PSNR plots. Again, the restored image’s quality increases
in the new code from F-V-Y code and in the new code with Hamming from the
new code.
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Increasing the number of states, enhances the code’s performance on the ex-
pense of increasing the code’s complexity. Nevertheless, the same results that were
presented above for 4-state QPSK codes, apply for 8 and 16-state QPSK codes, as
can be seen from PSNR plots of Figures 4.9 and 4.12 for both 10 and 21-DCT co-
efficients. Similarly, the image quality is slightly better in the new code and is the
best in the new code with Hamming (see Figures 4.10, 4.11, 4.13, and 4.14). The
difference is that the dB gain at the same PSNR is less for 8 and 16-state compared
to 4-state. The gain in 8 and 16-state codes is around 1.0 and 0.5 dB, respectively
between the new code with Hamming and F-V-Y code. Between the new code and
F-V-Y code the gain is around 0.5 and 0.25 for 8 and 16-state codes, respectively.
This small gain from the PSNR plot is minorly evident in the restored images. In
fact, there are almost no visual differences between various coding techniques in
the 16-state case.
4.3.2 8PSK CODES
8PSK codes have three input bits to the encoder. Therefore, the rate is higher,
but the average power is the same. This results in a performance that is inferior to
QPSK codes. As mentioned earlier in Section 4.2 for 8PSK, the zonal bit allocation
matrices are divided into three matrices: one being the MSB matrix and the other
two are LSB. The MSB and LSB matrices used are those of 4.2.3. For added
protection a (7, 4) single error correcting Hamming code is used to encode 4 of the
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(a) 10 DCT coefficients
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Figure 4.6: QPSK 4-state PSNR
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(a) F-V-Y, 5 dB (b) F-V-Y, 8 dB
(c) New code, 5 dB (d) New code, 8 dB
(e) New code with Hamming, 5
dB
(f) New code with Hamming, 8
dB
Figure 4.7: 4-state QPSK codes, 10 DCT Coefficients
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(a) F-V-Y, 5 dB (b) F-V-Y, 8 dB
(c) New code, 5 dB (d) New code, 8 dB
(e) New code with Hamming, 5
dB
(f) New code with Hamming, 8
dB
Figure 4.8: 4-state QPSK codes, 21 DCT Coefficients
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Figure 4.9: QPSK 8-state PSNR
109
(a) F-V-Y, 5 dB (b) F-V-Y, 8 dB
(c) New code, 5 dB (d) New code, 8 dB
(e) New code with Hamming, 5
dB
(f) New code with Hamming, 8
dB
Figure 4.10: 8-state QPSK codes, 10 DCT Coefficients
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(a) F-V-Y, 5 dB (b) F-V-Y, 8 dB
(c) New code, 5 dB (d) New code, 8 dB
(e) New code with Hamming, 5
dB
(f) New code with Hamming, 8
dB
Figure 4.11: 8-state QPSK codes, 21 DCT Coefficients
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Figure 4.12: QPSK 16-state PSNR
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(a) F-V-Y, 5 dB (b) F-V-Y, 8 dB
(c) New code, 5 dB (d) New code, 8 dB
(e) New code with Hamming, 5
dB
(f) New code with Hamming, 8
dB
Figure 4.13: 16-state QPSK codes, 10 DCT Coefficients
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(a) F-V-Y, 5 dB (b) F-V-Y, 8 dB
(c) New code, 5 dB (d) New code, 8 dB
(e) New code with Hamming, 5
dB
(f) New code with Hamming, 8
dB
Figure 4.14: 16-state QPSK codes, 21 DCT Coefficients
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exceptionally important MSB into 7 encoded bits. The addition of the 3 bits will
balanced by terminating 3 bits from the LSB. Again, the codes from both design
and search approaches are identical (see Section 3.5), and only the designed code
will be considered here. In the 8PSK case the comparison code is the one proposed
by Zummo and Al-Semari in [40] and called QPSK3 (referred to as Z-S code).
The three codes, namely Z-S code, the new code and the new code with Ham-
ming, are used to send the same cameraman image over a rapid fading channel
using the same technique described earlier for QPSK. This is done twice: first for
10-DCT coefficients and second for 21-DCT coefficients. PSNR plot for both cases
is in Figure 4.15. The results are similar to the ones reported for QPSK, but with
some differences:
• 21-DCT coefficients codes perform better than 10-DCT coefficients codes.
• Gains of 0.25 to 1.0 dB are achieved for the new code with Hamming SNR
less than 10 dB.
• Gains of 0.25 to 0.75 dB are achieved for the new code for SNR less than 10
dB.
• All three codes have almost identical performance for SNR higher than 10
dB.
• At High SNR, the new code with Hamming has lower PSNR, because of the
truncation of the 3 LSB.
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These results can be noticed in the restored images shown in Figures 4.16 and
4.17 for 10 and 21 DCT coefficients, respectively. At 8 dB, the new code is better
than Z-S code, and the new code with Hamming is the best among them (See
Figures 4.16(a), 4.16(c) and 4.16(e), respectively). A similar result can be seen for
SNR = 10 dB. The 21-DCT coefficients (Figure 4.17) perform better than 10-DCT
coefficients, as was concluded from the PSNR plots. Again, the restored image’s
quality increases in the new code from Z-S code and in the new code with Hamming
from the new code.
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Figure 4.15: 8PSK 8-state PSNR
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(a) Z-S, 7 dB (b) Z-S, 10 dB
(c) New code, 7 dB (d) New code, 10 dB
(e) New code with Hamming, 7
dB
(f) New code with Hamming, 10
dB
Figure 4.16: 8PSK codes, 10 DCT Coefficients
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(a) Z-S, 7 dB (b) Z-S, 10 dB
(c) New code, 7 dB (d) New code, 10 dB
(e) New code with Hamming, 7
dB
(f) New code with Hamming, 10
dB
Figure 4.17: 8PSK codes, 21 DCT Coefficients
CHAPTER 5
CONCLUSIONS AND FUTURE
RESEARCH
5.1 SUMMARY AND CONCLUSIONS
In this thesis, the performance of ST trellis codes over rapid fading channels have
been studied. A wireless transmitter/receiver system has been simulated using C
programming and tested over quasi-static and rapid fading channels using various
codes from the literature.
It has been shown and proven that certain ST trellis codes provide unequal
error-protection to different input. In order to show the weight of error protection
on individual input bits, the transfer function, as a performance evaluation tech-
nique has been reviewed in Chapter 2. Then, a modified version of the transfer
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function that shows the weight of error protection on every input bit has been
derived. From the modified transfer function, new BEP upper-bounds have been
derived for individual input bits. The modified distance spectrum has been used
as a method to enumerate the modified transfer function. Expanding the trans-
fer to find the distance spectrum of general trellis codes is a complicated task.
It can be simplified if the code is quasi-regular. In this thesis, the definition of
quasi-regularity is extended to ST trellis codes. Furthermore, several examples of
quasi-regular, non-quasi-regular, distance spectrum and upper-bounds for individ-
ual input bits are provided in this chapter.
Two approaches were used to find ST trellis codes that provide very strong error
protection to the most significant bit. Before describing the approaches, general
guidelines efficient design and search criteria were developed from the modified
performance evaluation techniques. The first approach is an exhaustive search
approach which is performed in two steps. First, all possible codes of a certain
modulation scheme and a certain number of states are generated assuming a linear
encoder. Then all generated codes are passed through a series of tests to find
the best ones satisfying the search criteria. To speed up this lengthy process, the
programming was done in C language. The second approach is a design approach,
in which a new 7-step design technique is introduced. Although, there are good
design approaches in the literature, but none of them consider the weight of error
protection on different input bits. This new design technique considers the task
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of addressing input bits individually, in terms of error protection weight. Hence,
it is capable of handcrafting codes that provide unequal error protection. Both
approaches have been used to find 4, 8 and 16-state QPSK and 8-state 8PSK codes
providing strong error protection properties to the most significant bit. The new
codes have better minimum product distance properties for the MSB. Simulation
showed that the improvement is relatively low at low SNR values, but the gain
increases at high SNR. The largest gain was for the 8-state QPSK code, which
gave a gain of more than 1.5 dB over the nearest code from the literature at a bit
error rate BER = 10−5. On the other hand, the smallest gain was for the 8-state
8PSK code, which was around 0.5 dB at BER = 10−5. In the cases of 4 and
16-state QPSK, the gain was around 1.0 and 0.75 dB at BER = 10−5, respectively.
In order to complete the application of image transmission, the image was pro-
cessed such that it followed, as much as possible, the popular JPEG standard. The
image was transformed then quantized. Instead of using variable length coding in
the last step of image processing, a modified approach that uses fixed length zonal
coding has been adopted to avoid propagation of error problem. This approach
reduces the number of bits to represent coefficients (similar to variable length cod-
ing) using the fact that the DCT coefficients do not have the same maximum
variance. In order to make use of the added protection to the MSB in the new
codes, the digitized image has been divided into more than one bit stream accord-
ing to importance. The bit division technique has been chosen such that the MSB
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category includes the most important bits of every coefficient and more bits from
the most important coefficients. This hybrid technique proved to be effective in
the application.
The new codes, along with several codes from the literature, were used to
simulate the transmission of a test image that was processed in the proposed
technique over a rapid fading channel. PSNR plots showed gains of 0.25 to 1.25
dB at low SNR for the new codes over the codes from the literature. An additional
0.5 dB improvement was reached using a concatenation of a simple (7, 4) Hamming
code. These improvements were evident to the human eye on the retrieved images.
The new codes and image processing technique provided an enhanced image quality
for relatively low SNR wireless transmission using the new codes compared to other
codes in the literature.
5.2 FUTURE WORK
• The design and search of new codes can be extended to higher constellations
such as 16, 32 and 64-QAM in the same manner used in this research. Go-
ing to to different constellations may provide more ways to enhance error
protection on the MSB.
• A different approach of unequal error protection that uses unequal power
assignment to input bits can be used. Non-uniformly spaced constellation
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points are used and the MSB is assigned to the constellation points with
higher power. This approach that was used for conventional trellis coding in
[50] needs higher constellations than the ones used in this research.
• Another approach of unequal error protection is code concatenation. The
most important bits can be provided the additional protection using code
concatenation. A possible code concatenation techniques that can be used
for the image transmission application is concatenating Reed-Solomon with
ST trellis codes.
• Other image standards, such as vector quantization and JPEG 2000, can
be applied to provide possible enhancement. The enhancement can happen
because of the possible different ways of image division according to impor-
tance.
• The new unequal error protecting codes found in this work can be applied to
other applications, such wireless voice communication. Voice communication
is similar to image communication in the sense that it is tolerant to data
errors. The voice can be divided into multiple streams of bits according to
importance and sent using the new codes to provide strong error protection
to the MSB.
• The code search approach can be applied to more complicated codes such
as 32 and 64-state QPSK and 16 and 32-8PSK codes. The problem is that
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the search scope can get so huge that exhaustive search is no longer feasible.
Genetic algorithms, or any other non-exhaustive search approach can be used
to do such a task.
• The work in this thesis is limited to rapid fading channels, but can be ex-
tended to quasi-static channels. The whole approach would need to be mod-
ified since the distance and product criteria are not the performance merits.
Designing unequal error protecting codes for quasi-static channels in a sim-
ilar approach to the one used in this thesis would require using a different
symmetry property other than quasi-regularity for path enumeration. Also,
the design steps and the search criteria will need to be changed totally.
• A new family of unequal error protecting codes can be proposed based on
the approaches used in this work. Instead of providing the best possible
error protection to the MSB, a new family of codes that provides different
error protection degrees to the input bits can be used. The code is chosen
depending on the application requirement of maximum protection to the
MSB, equal protection to both bits, or somewhere in between.
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