



BAB 2 LANDASAN KEPUSTAKAAN 
Bab ini berisi landasan kepustakaaan terhadap penelitian yang pernah 
dilakukan dan dasar teori mengenai kurikulum 2013, Twitter, text mining, 
ensemble feature, vector space model, K-Nearest Neighbor (K-NN). 
2.1 Kajian Pustaka  
Penelitian pertama yang dilakukan oleh Siddiqua, Ahsan dan Chy pada tahun 
2016 mengusulkan ensemble feature, yaitu fitur gabungan secara statistik dan 
semantik. Terdapat 5 kategori fitur yang digunakan, yaitu dari sisi semantik 
menggunakan twitter specific features, textual features, Parts of Speech (PoS) 
features, lexicon based features dan dari sisi statistik menggunakan Bag of Words 
(BoW). Hasil dari penilitian tersebut menunjukkan penggunaan dari fitur ensemble 
secara lengkap dapat meningkatkan akurasi dan mendapati akurasi tertinggi jika 
dibandingkan dengan penggunaan fitur secara terpisah. Penggunaan fitur secara 
terpisah, yaitu Bag of Words (BoW) saja hanya mecapai akurasi sebesar 73,8%,  
sedangkan jika menggabungkan Bag of Words dengan keseluruhan fitur semantik 
mecapai akurasi sebesar 87,7%. Penggunaan fitur ensemble ini memiliki akurasi 
yang lebih baik dibandingkan dengan fitur lainnya seperti unigram+bigram 83,3%, 
label propagation 84,7%, sentiment topic features 86,7%, sentistrength 81,7%, 
meta level features 81,6%, semantria (online system) 78,1% (Siddiqua, Ahsan and 
Chy, 2016).  
Penelitian kedua yang dilakukan oleh Alsaffar dan Omar pada tahun 2015 
melakukan penelitian dengan menggunakan metode K-Nearest Neighbor (K-NN) 
dan variasi berbagai fitur semantik dengan fitur statistik Bag of Words (BoW). 
Penggunaan fitur tersebut secara lengkap dapat meningkatkan hasil akurasi dari 
metode K-Nearest Neighbor (K-NN). Nilai maksimum yang didapatkan dari 
menggabungkan fitur statistik dan semantik tersebut mencapai nilai precision 
sebesar 86.43%, recall sebesar 86.82% dan f-measure sebesar 86.43% (Alsaffar 
and Omar, 2015).    
Penelitian ketiga dilakukan oleh Saucy dan Mineau pada tahun 2001  
menyebutkan bahwa metode K-Nearest Neighbor (K-NN) merupakan metode 
yang sederhana untuk digunakan dalam pengklasifikasian dokumen teks. 
Penelitian ini juga menghasilkan nilai akurasi metode K-Nearest Neighbor (K-NN) 
yang lebih tinggi setelah dibandingkan dengan metode Naive Bayes. Metode K-
Nearest Neighbor (K-NN) menghasilkan akurasi rata-rata mencapai angka 95,5% 
dengan menggunakan banyak fitur. Metode K-Nearest Neighbor (K-NN) bekerja 
baik pada sejumlah banyak fitur (Soucy and Mineau, 2001). 
Penelitian keempat yang dilakukan oleh Bijalwan et al. pada tahun 2014 
menggunakan tiga metode untuk mengetahui akurasi hasil pengklasifikasian dari 
setiap metode. Pada penelitian tersebut metode yang digunakan adalah Naive 
Bayes, Term Graph dan K-Nearest Neighbor (K-NN). Dari hasil penelitian, metode 




dibandingkan dengan Naive Bayes dan Term Graph. Rata-rata hasil akurasi 
didapatkan sebesar 98,95% untuk metode K-Nearest Neighbor (K-NN), 62,66% 
untuk Naive Bayes dan 98,72% untuk Term Graph. Menurut penelitian tersebut 
metode K-Nearest Neighbor (K-NN) akan lebih cocok digunakan dibandingkan 
Naive Bayes dan Term Graph untuk melakukan mining pada suatu dokumen teks 
(Bijalwan et al., 2014). 
Tabel 2.1 Kajian Pustaka 
No Judul Objek Metode 
Perbedaan 
Skripsi Peneliti 
1 Combining a Rule-based 
Classifier with Ensemble 
of Feature Sets and 
Machine Learning 
Techniques for 
Sentiment Analysis on 
Microblog (Siddiqua, 
















2 Integrating a Lexicon 
Based Approach and K 
Nearest Neighbour for 
Malay Sentiment 
Analysis (Alsaffar and 














3 A Simple KNN Algorithm 
for Text Categorization 















4 KNN based Machine 
Learning Approach for 
Text and Document 

















Dari paparan kajian pustaka tersebut, maka diusulkan penelitian ini 




2.2 Kurikulum 2013 
Kurikulum 2013 merupakan kurikulum baru dalam sistem pendidikan 
Indonesia yang telah diberlakukan oleh pemerintah untuk menggantikan 
kurikulum 2006 atau yang sering disebut sebagai Kurikulum Tingkat Satuan 
Pendidikan (KTSP). Kurikulum 2013 merupakan suatu model kurikulum yang dapat 
mengintegrasikan skill, theme, concepts and topics baik dalam bentuk within single 
disciplines, across several disciplines dan within and across learners (Poerwati and 
Amir, 2013). 
Kurikulum 2013 merupakan kurikulum terpadu sebagai sebuah konsep 
sistem dan pendekatan pembelajaran yang melibatkan beberapa disiplin ilmu atau 
mata pelajaran/bidang studi untuk memberikan pengalaman yang bermakna dan 
luas kepada peserta didik (Nurdiana, 2015).  
Tabel 2.2 Perubahan Pola Pikir pada Kurikulum 2013 
No KBK 2004 dan KTSP 2006 Kurikulum 2013 
1 Standar kompetensi lulusan diturunkan 
dari standar isi 
Standar kompetensi lulusan 
diturunkan dari kebutuhan 
2 Standar isi dirumuskan berdasarkan 
tujuan mata pelajaran (standar 
kompetensi lulusan mata pelajaran) yang 
dirinci menjadi standar kompetensi dan 
kompetensi dasar mata pelajaran 
Standar isi diturunkan dari 
standar kompetensi lulusan 
melalui kompetensi inti yang 
bebas mata pelajaran 
3 Pemisahan antara mata pelajaran 
pembentuk sikap, pembentuk 
keterampilan, dan pembentuk 
pengetahuan 





4 Kompetensi diturunkan dari mata 
pelajaran 
Mata pelajaran diturunkan 
dari kompetensi yang ingin 
dicapai 
5 Mata pelajaran lepas satu dengan yang 
lain, seperti sekumpulan mata pelajaran 
terpisah 
Semua mata pelajaran diikat 
oleh kompetensi inti (tiap 
kelas) 
Sumber: Dwidagdo (2014) 
Kurikulum 2013 mempunyai empat kompetensi inti (KI) yang berisi tujuan 
dari proses pembelajaran. Rumusan kompetensi inti menggunakan notasi sebagai 
berikut (Permendikbud No. 69 Tahun 2013 tentang Kerangka Dasar dan Struktur 
Kurikulum Sekolah Menengah Atas/Madrasah Aliyah): 
1. Kompetensi inti 1 (KI-1) sikap spiritual 




3. Kompetensi inti 3 (KI-3) pengetahuan 
4. Kompetensi inti 4 (KI-4) keterampilan 
Kurikulum 2013 ini tidak hanya menekankan kepada pengusaan 
kompetensi siswa, melainkan juga pembentukkan karakter. Sesuai dengan 
kompetensi inti (KI) yang telah ditentukan oleh Kemendikbud, KI 1 dan KI 2 
berkaitan dengan tujuan pembentukkan karakter siswa sedangkan KI 3 dan KI 4 
berkaitan dengan penguasaan kompetensi siswa (Dwidagdo, 2014). 
2.3 Twitter  
Twitter merupakan layanan microblogging yang populer, pengguna dapat 
melakukan posting status atau pesan yang di sebut sebagai tweet yang tidak lebih 
dari 140 karakter. Sebagian besar kasus, para pengguna menuliskan pesan mereka 
jauh lebih sedikit dari batasan karakter yang telah ditentukan. Twitter merupakan 
salah satu media sosial penyumbang data terbesar dan dinamis berdasarkan 
konten buatan pengguna. Diperkirakan sekitar 200 juta pengguna Twitter 
melakukan posting 400 juta tweet per hari. Tweet ini dapat berupa ekspresi 
pendapat terhadap berbagai macam topik yang dapat membantu agar dapat 
berbagi pendapat terhadap para pengguna, identifikasi penyimpangan, kejadian 
yang menimbulkan ketidaknyamanan, prediksi prilaku politik dan olahraga, 
penerimaan atau penolakan politik dan semua komunikasi yang diutarakan dari 
mulut ke mulut (Da Silva, Hruschka and Hruschka, 2014). 
Di Indonesia, Twitter populer karena kemudahan yang dapat digunakan 
melalui telepon seluler yang ada serta aplikasi yang mendukung. Menurut 
kominfo, Indonesia menduduki peringkat kelima pengguna Twitter terbesar di 
dunia, kemudian berdasarkan data PT Bakrie Telecom, terdapat 19,5 juta 
pengguna di Indonesia dari total 500 juta pengguna global. Twitter menjadi salah 
satu media sosial paling besar di dunia sehingga mampu meraup keuntungan 
mencapai USD 145 juta. Berikut beberapa fungsi penggunaan Twitter secara garis 
besar (Juju and Studio, 2009): 
1. Mencari teman-teman baru di dunia maya. 
2. Dapat digunakan untuk berbagi (share) foto, lagu, dan video kepada teman-
teman. 
3. Memopulerkan web atau blog yang dimiliki dengan cara bebagi tautan (link) 
artikel yang dibuat pada Twitter. 
4. Bisa digunaan sebagai media advertising secara tidak langsung. 
5. Bisa digunakan untuk mencari dukungan politik atau kampanye di dunia 
maya. 
6. Bisa digunakan sebagai media informasi secara realtime, seperti memberikan 
informasi mengenai suatu bencana atau kejadian tertentu. 




Sehingga secara umum Twitter dapat dikatakan memiliki fungsi sebagai 
sarana komunikasi dengan berbagai orang melalui internet, informasi yang dapat 
disampaikan melalui perubahan kabar berita, komentar, pendapat, foto ataupun 
video. 
2.4 Text Mining 
Text mining atau pemrosesan teks merupakan suatu cara mencari untuk 
mendapatkan informasi dari suatu dokumen. Dokumen tersebut diidentifikasi dan 
dieksplorasi. Proses untuk mendapatkan informasi tersebut melalui tahapan 
tertentu. Tahapan awal yang dapat dilakukan dalam text mining adalah dengan 
membakukan kata, hal ini dapat dilakukan untuk kasus data tertentu seperti data 
yang berasal dari Twitter dengan bantuan kamus kata baku (Siddiqua, Ahsan and 
Chy, 2016). Setelah proses pembakuan kata selesai maka dapat dilanjutkan proses 
dalam text mining seperti pada umumnya. Secara umum proses untuk 
mendapatkan informasi dalam text mining mirip seperti yang terdapat pada data 
mining. Keduanya dilakukan dengan tahap preprocessing terlebih dahulu 
(Feldman and Sanger, 2007). Berikut alur dari preprocessing secara umum pada 
Gambar 2.1. 
 
Gambar 2.1 Diagram Alir Preprocessing 
2.4.1 Tokenization 
Proses tokenisasi dilakukan dimulai dari mengambil semua huruf yang 
terdapat dalam dokumen kemudian melakukan perubahan huruf menjadi 
lowercase, lalu karakter selain huruf akan dibuang. Karakter selain huruf bisa 
berupa simbol-simbol, tanda baca, tanda hitung atau berupa angka 0 hingga 9 
yang juga dihilangkan. Sehingga hasil dari proses tokenization adalah kata-kata 
penyusun kalimat/string yang dimasukkan (A, Ramadijanti and Helen, 2010). 
Contoh tokenization pada teks dokumen berbahasa Indonesia adalah sebagai 
berikut: 
Input = Jurusan Sistem Informasi, Fakultas Ilmu Komputer Universitas     
  Brawijaya (FILKOM UB) menggelar Lokakarya di lantai 2. 
Output = jurusan sistem informasi fakultas ilmu komputer brawijaya  








Pada tahap ini dilakukan penyaringan lanjutan kata setelah proses 
tokenization, kata tertentu yang muncul pada dokumen dihilangkan. Kata yang 
dibuang merupakan kata hubung dan kata ganti seperti 
“aku”,”terdapat”,”yang”,”ke”,”dia”. Proses filtering/stopword dilakukan setelah 
proses tokenization selesai dilakukan (Pratiwi, Ridok and Indriati, 2014). Contoh 
filtering/stopword pada teks dokumen bahasa Indonesia setelah proses 
tokenization adalah sebagai berikut: 
Input = jurusan sistem informasi fakultas ilmu komputer brawijaya  
  filkom ub menggelar lokakarya di lantai 
Output = jurusan sistem informasi fakultas ilmu komputer brawijaya  
  filkom ub menggelar lokakarya lantai 
2.4.3 Stemming 
Stemming adalah proses  untuk menghilangkan imbuhan dapat berupa 
awalan atau suatu akhiran pada kata. Proses stemming dilakukan setelah 
mendapat hasil keluaran dari proses filtering (Pratiwi, Ridok and Indriati, 2014). 
Stemming akan menghasilkan bentuk dasar dari suatu term. Yang dimaksud 
dengan term adalah tiap kata yang berada pada suatu dokumen teks. Stemming 
diperlukan selain untuk memperkecil jumlah indeks yang berbeda dari suatu 
dokumen, juga untuk melakukan pengelompokan kata-kata lain yang memiliki 
kata dasar dan arti yang serupa namun memiliki bentuk atau form yang berbeda 
karena mendapatkan imbuhan yang berbeda, metode stemming adalah salah satu 
cara yang digunakan untuk mengubah kata untuk menemukan akar kata dengan 
menerapkan aturan morfologi bahasa yang baik dan benar. Proses stemming 
dilakukan dengan menghilangkan semua imbuhan (affiks) baik yang terdiri dari 
awalan (prefiks) sisipan (infiks) maupun akhiran (suffiks) dan kombinasi awalan 
dan akhiran (konfiks) (Firmansyah, Fauzi and Afirianto, 2016). Pada penelitian kali 
ini, stemming yang digunakan menggunakan bantuan library stemming sastrawi. 






Gambar 2.2 Contoh proses stemming 
2.5 Ensemble Feature 
Ensemble feature merupakan fitur gabungan dengan memperhatikan 
berbagai aturan-aturan tertentu. Terdapat fitur F1 – F37, keseluruhan fitur dapat 










Tabel 2.3 Ensemble Feature 
Type ID Feature Description 
Twitter Specific 
F1 Whether the tweet contains a #hashtag or not. 
F2 Whether the tweet is a retweet or not. 
F3 Whether the tweet contains a user name or not. 
F4 Whether the tweet contains a URL or not. 
Textual Features 
F5 TweetLength: Number of words in the tweet. 
F6 AvgWordLength: Average character length of words. 
F7 Number of question marks available in the tweet. 
F8 Number of exclamation marks available in the tweet. 
F9 Number of quotes available in the tweet. 
F10 Number of words start with the uppercase letter in tweet. 
F11 Whether the tweet contains a positive emoticon or not. 
F12 Whether the tweet contains a negative emoticon or not. 
Parts of Speech 
(PoS) Features 
F13 Number of noun PoS available in the tweet. 
F14 Number of adjective PoS available in the tweet. 
F15 Number of verb PoS available in the tweet. 
F16 Number of adverb PoS available in the tweet. 
F17 Number of interjection PoS available in the tweet 
F18 Percentage of noun PoS in the tweet. 
F19 Percentage of adjective PoS in the tweet. 
F20 Percentage of verb PoS in the tweet. 
F21 Percentage of adverb PoS in the tweet. 
F22 Percentage of interjection PoS in the tweet. 
Lexicon Based 
Features 
F23 Number of positive words available in the tweet. 
F24 Number of negative words available in the tweet. 
F25 Number of positive words with adjective PoS. 
F26 Number of negative words with adjective PoS. 
F27 Number of positive words with verb PoS. 
F28 Number of negative words with verb PoS. 
F29 Number of positive words with adverb PoS. 




F31 Percentage of positive words with adjective PoS. 
F32 Percentage of negative words with adjective PoS. 
F33 Percentage of positive words with verb PoS. 
F34 Percentage of negative words with verb PoS. 
F35 Percentage of positive words with adverb PoS. 
F36 Percentage of negative words with adverb PoS. 
F37 Number of intensifier words available in the tweet. 
Sumber: Siddiqua et al. (2016) 
Fitur tersebut terbagi menjadi beberapa kategori fitur yaitu, twitter specific 
features, textual features, Part of Speech (PoS) features, lexicon based features, 
and Bag of Words (BoW). Fitur tersebut akan menggunakan lexicon berbahasa 
Indonesia, kemudian pada emoticon akan digunakan kamus emoticon. Fitur juga 
memanfaatkan hastag (#) dan retweet (RT) untuk mengambil nilai pada fitur 
spesifik (twitter specific). Pada kategori textual features, pengambilan nilai fitur 
yang dilakukan hanya berdasarkan informasi eksplisit yang terdapat di dalam teks, 
seperti jumlah kata, jumlah kemunculan tanda petik/quotes atau tanda seru. 
Untuk bagian fitur Bag of Words (BoW) akan dilakukan pembobotan TF IDF 
(Siddiqua, Ahsan and Chy, 2016). 
2.6 Vector Space Model 
Vector space model adalah model perolehan informasi yang menggunakan 
dokumen dan query sebagai vektor bermultidimensi, dimensi digunakan sebagai 
istilah untuk membentuk indeks yang mewakili setiap dokumen. Vector space 
model digunakan sebagai sarana untuk pencarian informasi atau information 
retrieval , indexing dan relevancy ranking yang menghasilkan pemodelan informasi 
yang dapat bekerja dengan baik pada banyak kasus tersebut. Penggunaan vector 
space model dapat terbagi dalam 3 tahapan, yaitu document indexing, term 
weighting, cosine similarity (Singh and Dwivedi, 2012).  
2.6.1 Document Indexing 
Tahapan ini merupakan tahapan awal untuk melakukan ekstraksi tiap-tiap 
term atau kata yang terdapat dalam dokumen (Singh and Dwivedi, 2012) . Teks 
yang telah dilakukan preprocessing akan di lakukan indexing ke dalam bentuk tabel 
yang memuat baris sebagai urutan term atau kata-kata dan kolom sebagai urutan 
dokumen.  
2.6.2 Term Weighting 
Pada tahapan ini pemberian bobot pada tiap-tiap term dilakukan untuk 
memberikan informasi tambahan dalam pencarian dokumen relevan (Singh and 
Dwivedi, 2012). Pembobotan dasar dilakukan dengan menghitung frekuensi 




merupakan petunjuk sejauh mana term tersebut mewakili isi dokumen. Semakin 
besar kemunculan suatu term dalam dokumen akan memberikan nilai kesesuian 
yang semakin besar (Karmayasa and Mahendra, 2010).  
2.6.2.1 Term Frequency Log Normalization (Wf) 
 Banyaknya kemunculan kata/term t dalam dokumen d dapat dinyatakan 
sebagai tft,d (Manning et. al., 2009). Pada penelitian kali ini perhitungan term 
frequency menggunakan pendekatan log normalization, tf akan digantikan sebagai 
wft,d  sehingga dapat dinyatakan dalam Persamaan (2.1) (Manning, Raghavan and 
Schütze, 2009): 
 
 wft,d = 1 + log10 (tft,d) ,  if tft,d > 0  (2.1) 
 0, otherwise 
Keterangan: 
wft,d = term frequency dengan pendekatan log normalization 
tft,d   = frekuensi kemunculan kata t pada dokumen d 
t  = term 
d  = dokumen 
2.6.2.2 Inverse Document Frequency (IDF) 
Inverse document frequency (IDF) merupakan perhitungan yang 
mempertimbangkan distribusi kata pada tiap-tiap dokumen. Term atau kata yang 
memiliki nilai document frequency yang rendah dapat memiliki nilai yang lebih 
berharga dibandingkan dengan term  yang memiliki nilai document frequency yang 
tinggi. Dengan kata lain, ide dasar penggunaan idf adalah semakin sering term 
tersebut muncul dalam koleksi dokumen, maka term tersebut semakin tidak 
menjadi informatif (Iadh, 2009). 
Rumus untuk menghitung IDF dapat dinyatakan dalam Persamaan (2.2) 
(Manning, Raghavan and Schütze, 2009): 
 idft = log  
𝑁
𝑑𝑓𝑡
  (2.2) 
Keterangan: 
idft = banyaknya dokumen yang mengandung term atau kata t 
N  = menyatakan banyaknya dokumen yang ada 
dft  = banyak dokumen yang memuat kata t 
2.6.2.3 Wf IDF Weighting 
Bobot TF IDF dari suatu term atau kata merupakan hasil perkalian antara 
TF weight dengan IDF (Inverse Document Frequency), perhitungan bobot ini 
mengukur seberapa sering term atau kata dapat muncul dalam suatu dokumen 
(TF) dan dilihat dari distribusi kata tersebut dari keseluruhan koleksi dokumen 




perhitungan merupakan wft,d, sehingga rumus untuk menghitung pembobotan 
dapat dinyatakan dalam Persamaan (2.3) (Manning, Raghavan and Schütze, 2009): 
 wf-idft,d = wft,d x idft   (2.3) 
Keterangan: 
wf-idft,d = bobot term atau kata t pada dokumen ke d 
wft,d  = term frequency dengan pendekatan log normalization 
idft   = inverse document frequency 
2.6.3 Cosine Similarity 
Cosine Similarity merupakan fungsi yang digunakan untuk menentukan 
sudut  antara document vector dengan query vector (dokumen lain). Sudut antara 
dua vector dianggap sebagai ukuran divergensi antara vektor, derajat sudut yang 
didapatkan digunakan untuk menghitung kemiripan dokumen yang 
dipresentasikan dalam ruang v-dimensional vector, v merupakan ukuran atau 












 Gambar 2.3 Representasi dokumen dan query pada ruang vektor  
Sumber: Mandala dan Setiawan (2002) 
 
Rumus perhitungan nilai similarity dapat dinyatakan dalam Persamaan (2.4) 
(Mandala and Setiawan, 2002), CosSim (dj,q): 
𝑑𝑗⃗⃗ ⃗⃗  ● ?⃗? 




𝑖=1  .  𝑤𝑖𝑞)
√∑ 𝑊𝑖,𝑗
2𝑛
𝑖=1  .√∑ 𝑊𝑖,𝑞
2𝑛
𝑖=1
   (2.4) 
Keterangan: 
𝑑𝑗⃗⃗  ⃗   = Vektor dokumen ke j 









































𝑤𝑖𝑗 = Bobot term  ke i dari koleksi dokumen ke j  / wf-idft,d 
𝑤𝑖𝑞 = Bobot term ke i dari query atau dokumen uji / wf-idft,q 
2.7 Normalization 
 Pada penelitian ini, digunakan normalisasi data untuk mendapatkan nilai data 
yang normal dengan memperbaiki range nilai. Normalisasi yang digunakan adalah 
min-max normalization, nilai pada data asli akan dilakukan proses normalisasi dari 
range 0 sampai 1. Rumus perhitungan untuk melakukan normalisasi data dalam 
Persamaan (2.5) (Fattahi, 2016). 
xM = 
𝑥 − 𝑥𝑚𝑖𝑛
𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛 
    (2.5) 
Keterangan: 
xM    = Nilai data hasil normalisasi 
𝑥   = Nilai data asli sebelum normalisasi 
𝑥𝑚𝑖𝑛  = Nilai data terkecil/minimum dari kumpulan data asli 
𝑥𝑚𝑎𝑥   = Nilai data terbesar/maksimum dari kumpulan data asli 
2.8 K-Nearest Neighbor (K-NN) 
K-Nearest Neighbor (K-NN) merupakan metode pengelompokan yang 
mengelompokkan data baru berdasarkan jarak data baru itu ke beberapa 
data/tetangga (neighbor) terdekat (Santosa, 2007). Untuk mengimplementasikan 
metode K-Nearest Neighbor (K-NN) dapat dengan melakukan langkah-langkah 
berikut ini: 
1. Mulai input data training, label data training, k, data testing. 
2. Untuk semua data testing, hitung kemiripannya ke setiap data training. 
3. Tentukan k data training yang kemiripannya paling dekat dengan data testing.  
4. Periksa label dari k data ini. 
5. Tentukan label yang frekuensinya paling banyak. 
6. Masukan data testing ke kelas dengan frekuensi paling banyak. 
7. Berhenti. 
 





2.8.1 Perhitungan Akurasi 
Perhitungan akurasi metode K-Nearest Neighbor (K-NN) digunakan untuk 
mengetahui nilai akurasi dari metode K-Nearest Neighbor (K-NN) setelah 
dilakukan pengujian. Dalam penelitian ini, perhitungan akurasi yang digunakan 
adalah dengan melakukan perhitungan persentase.  
Akurasi dihitung dengan membandingkan jumlah klasifikasi yang benar dan 
jumlah dokumen uji yang dapat dinyatakan dalam Persamaan (2.6) (Mahmudy and 
Widodo, 2014). 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝐵𝑎𝑛𝑦𝑎𝑘𝑛𝑦𝑎 𝐾𝑙𝑎𝑠𝑖𝑓𝑖𝑘𝑎𝑠𝑖 𝐵𝑒𝑛𝑎𝑟
𝐵𝑎𝑛𝑦𝑎𝑘𝑛𝑦𝑎 𝐷𝑜𝑘𝑢𝑚𝑒𝑛 𝑈𝑗𝑖
𝑥100%  (2.6) 
