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Abstract--The multi-p method isan application fthe multigrid i ea to the linear system arising 
from the p-version of finite element analysis. This paper focuses on the performance enhancement of 
the multi-p method. A bottleneck is identified, an improvement is proposed and numerical examples 
are provided to show the effectiveness of improvement. ~)1998 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
Finite element analysis has long been used as a tool for solving complex problems in engineering 
analysis. The physical problem is first replaced by the mathematical model, which is an idealized 
representation f reality. The mathematical model is then simplified usually based on engineering 
experience and intuition the finite element method is finally used to find an approximate solution 
for the simplified mathematical model. The error between the approximate solution (i.e., finite 
element solution) and the exact solution of the simplified model is called the error of discretization 
and can be reduced by mesh refinement (h-version) or by increasing the degree of the polynomial 
basis functions (p-version). The theoretical basis for the p-version was established in 1981 [1]. 
Solving systems of equations for finite element computations has been an important topic 
of research and development. In practice, a direct solver delivers satisfactory performance for 
two-dimensional problems. However, for three-dimensional problems, the direct solver often has 
serious drawbacks: large storage space, long computer time, cumbersome with parallelization. An 
alternative is to use iterative solvers. Most well-established iterative solvers for the finite element 
computation are developed primarily for h-version and not tailored to p-version. Modern solvers 
for the h-version include domain decomposition, multigrid, multilevel preconditioner. 
The domain decomposition methods for the p-version have been studied in [2,3]. A multi-p 
method is an multigrid method applied to the p-version [4]. In [4], the multi-p method is shown to 
be very promising; numerical experiment indicates the condition umber of multi-p is O(1). How- 
ever, the performance ofthe multi-p lags behind its promising convergence rate. The bottleneck 
of the performance is the smoother used, the Ganss-Seidel method. The Gauss-Seidel method is 
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used as a smoother to guarantee the fast convergence. But it is also the Gauss-Seidel method 
which is responsible for the large computer time, large storage space, and poor parallelism. In 
this paper, we propose to replace the Gauss-Seidel method by the damped Jacobi method as the 
smoother. We show that the damped Jacobi method outperforms the Ganss-Seidel method as 
a smoother of the multi-p method, and provide heuristic guidelines for the practical usage and 
performance enhancement of the multi-p method. 
2. HIGHLIGHT OF THE MULTI-p METHOD 
Assume that the linear system arising from the p-version is 
Apx -~ bp, 
where Ap is symmetric positive definite and associated with the p-level, p. Standard multi-p 
V-cycle method can be described as follows [2]. 
STANDARD MULTI-p V-CYCLE METHOD. 
• Initial guess x °. 
• I fp --- 1, solve AlXl = bl directly. 
• Presmoothing: apply smoother, the Gauss-Seidel, several times to solve Apzp = bp ap- 
proximately (with initial guess x °) ==~ x~/3. 
• Compute residual: rp = bp - Apx 1/3. 
• Restrict residual from level p to p - 1:rp-1 = Q~-lrp. 
• Solve correction equation 
Ap-lep-1 = rp-1 
recursively. 
• Prolongate the error from level p - 1 to p: ep = Q~p_ 1ep_ 1. 
• Correction: x 2/s = x 1/s + ep. 
• Post-smoothing: apply smoother, the Gauss-Seidel, several times to solve Apxp = bp 
approximately (with initial guess x 2/s) ==~ x~. 
It is clear from the Standard Mul~p V-Cycle Method that the multi-p method is the multigrid 
idea applied to the p-version, with the smoother as the Gauss-Seidel method and restriction Q~-I 
and prolongation Q~p-1 defined as 
0] = 
It has been observed that it is more efficient to apply the multi-p method to the condensed system, 
i.e., the Degrees of Freedom (dof) local to each element, so-called internal dof, are first eliminated 
(condensed) before applying the multi-p method. The condensation becomes almost a standard 
procedure for the p-version and can be carried out very efficiently using BLLAS3 subroutines. 
Another performance enhancement technique is to use the multi-p method as a preconditioner of
the conjugate gradient method, or from a different perspective, to accelerate he multi-p method 
by applying the conjugate gradient. 
3. PERFORMANCE ENHANCEMENT 
In the multi-p method, the Gauss-Seidel method is not necessarily the only method which 
can used as the smoother. On the other hand, no basic iterative methods can be used as a 
smoother: the smoother has to be convergent for the Symmetric Positive Definite (SPD) problem 
to guarantee the convergence of the multi-p method. We have observed that the Gauss-Seidel 
method is the bottleneck of the performance of the multi-p method. The Gauss-Seidel iteration 
requires assembling the element stiffness matrix. Requiring the global stiffness matrix means 
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longer CPU, more space, and is less parallelizable, compared with a method whose matrix-vector 
product can be carried out at element level (i.e., using only element stiffness matrices). The 
Jacobi method is one of the latter. But the Jacobi method does not guarantee the convergence 
for the SPD problem. Thus, we propose to use the damped Jacobi method defined as follows. 
Assume that we are interested in solving 
Ax = b. 
Let 
A=L+D+U,  
where L (U) is the strictly lower (upper) triangular part and D is the diagonal part of A. The 
damped Jacobi method is defined as 
x (k) ---- x (k-l) + wD -1 (b - Ax(k-1)~ • 
k / 
Let J,, = (I - wD-1A) denote the iteration matrix of the damped Jacobi method. Note 
A(Jw) = 1 - wA (D-1A), (I) 
where A(A) denotes an eigenvalue of A. Therefore, if w E (0, (2/p(D-1A))), where PC') denotes 
the spectral radius, then 
p(J~) < 1, 
i.e., the damped Jacobi method is convergent. 
Comparing the damped Jacobi method and Gauss-Seidel method as smoothers of the multi-p 
method, we observe that the former requires less computational work per iteration, less space, 
and delivers higher degree of parallelism. On the weak side, the damped Jacobi method makes 
the multi-p converge slower and requires a parameter w. 
How to choose w? From (1), 
p(Jw) ---- max (11 -- ,~min (D-1A) I, I 1 -- )~max (D-1A) I) , (2) 
where ~min (~max) denotes the minimum (maximum) eigenvalue. Simple algebra reveals that as 
a function of w, p(J~) reaches its minimum 
~(D-1A) - 1 
(D-1A) + 1 
at 2 
= (3)  
)~min (D -1A) + )~max (D-1A)" 
Computing Amin (Amax) to find w* is out of the question since it requires olving an eigenvalue 
problem which usually is as costly as solving a linear system. Instead, we can estimate Amin 
(Amax) by the Gershgorin circle theorem. The Gershgorin circle theorem will provide us an 
interval [~min, ~max], such that 
~min ~-- ~min, )~max < ~max. 
We then find an approximate to w*: 
2 
)~min "~ ~max" 
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3.1. D-1A vs. D-I/2AD -1/2 
Assume that A is the global stiffness matrix and D is the diagonal of A. The Gershgorin circle 
theorem can be applied to B =- D-1A as follows: 
~min -- max (0, 1 - m.in E ]b~jI ) , 
* J#' (4) 
~max --~ 1 + m~ Ib,,jl, 
j#i  
where ~min is taken as nonnegative number since A is SPD, and therefore, 
~min (D-1A) >- 0. 
The Gershgorin circle theorem can also be applied to D-112AD -1/2 to find an approxi- 
mate ~. Which estimate is better? It depends on which number is larger: [1I - D-1AHoo or 
[[I - D-1/2AD-1/2[[oo. For a SPD matrix A, it is easy to construct two examples (as follows) 
such that HI - D-1A[[oo is larger in the first case and smaller in the second: 
[i 1 i] [15872 5758 10113] 
A(1)= 4 , A(2)= 5758 36810 31051|.  
1 10113 31051 41165J 
Therefore, there is no theoretical reason to favor either estimate. However, in practice, we often 
find D-1/2AD -1/2 produces a more accurate stimate, as shown in Table 1. Table 1 compares 
estimates ~min and ~m~ using D-1A and D-1/2AD -1/2 for Example 1 (see Figure 1 at end of 
the paper). Note that ~min (~max, respectively) approximates ~mtn (~max, respectively) always 
from a smaller (larger, respectively) side. Thus, the larger ~min (smaller ~max, respectively) in 
Table 1 is closer to the exact value. In the rest of this paper, we use the estimate based on 
D-1/2AD -1/2 only. 
Table I. Estimate of Amln and Amax using D-1A and D-1/2AD -I/2 for Example 1 
(see Figure 1). 
P D-1A 
I 0 6.73 
2 0 18.ii 
3 0 24.29 
4 0 30.19 
5 0 35.80 
6 0 38.99 
D-1/2AD-1/2 
imin imax 
0 5.88 
0 13.45 
0 16.18 
0 19.07 
0 21.14 
0 22.04 
3.2. G loba l  Es t imate  vs.  E lement  Es t imate  
Another way to find approximates ~min Mid ~max is to apply the Gershgorin circle theorem to 
the element matrices as follows. Assume A (0 (i -- 1, 2) are the element stiffness matrices and 
A = A 0) + A (2). 
Thus, 
B - D - IA  = B 0) + B (2), 
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Figure i. Example I: heart  slab. 
where 
B (+) _._ D-1A(0. 
Applying the Gershgorin circle theorem to each B(0, we get estimates of the rain and max 
eigenvalues of B as follows: 
/ % 
i ~,3 ~ I ~'~ i /  " J~ / 
(5) 
To distinguish the estimates (5) from (4), we refer to (5) as the element estimate and to (4) as 
the global estimate. 
It is obvious that the global estimate is never less accurate than the element estimate. On the 
other hand, although the element estimate requires all element matrices, it does not require the 
global stiffness matrix and therefore requires less CPU and space. Concerning the performance 
comparison between the global estimate and element estimate, Table 2 compares the CPU and 
number of iterations (steps) of the multi-p method using the global estimate and element estimate 
for Examples 1 and 2. Table 2 indicates that the element estimate slows down the convergence 
only slightly (in Example 2), and consumes less CPU in total. In the rest of this paper, we use 
the element estimate only. 
3.3. Est imate A vs. Exact A 
The mnlti-p method using the estimate ~ will slow the convergence. One may wonder how 
much convergence is affected by using ~ instead of •*. Table 3 indicates that the element estimate 
does not slow convergence v ry much. 
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Figure 2. Example 2: overhang bracket. 
Table 2. Performance omparison between the global and element estimates. 
p dof Element Estimate 
[ CPU (second) Step 
Examp~ 1
2 368 30 5 
3 628 29 4 
4 1080 36 7 
5 1724 32 10 
6 2605 37 20 
7 3768 36 42 
8 5258 41 98 
Examp~ 2
2 1770 44 57 
3 3048 41 93 
4 5301 52 186 
5 8535 45 321 
6 12984 49 635 
3.4. Damping  
Global Estimate 
Step ] CPU (second) 
29 6 
29 5 
36 7 
32 I0 
36 20 
35 41 
40 102 
43 53 
40 94 
49 197 
43 375 
47 712 
Note that the ~min (~max, respectively) approximates the ~min (Amax, respectively) from the 
left (right, respectively). In practice, the multi-p method is applied to the condensed system A, 
and the )'n~n(I - D-1A) usually is very small (see Table 4). Thus, using ~min -- 0 is generally 
adequate. The slower convergence using the ~ is due to the overshoot of ~max (see Table 4). 
Thus, we expect hat the convergence would be speeded up by a damping on the ~max: 
~m~ scale _> 1. 
~m~ ~ scale' 
Table 5 indicates that a damping on the Amax can indeed speed up the convergence. In practice, 
scale = 2 or 3 often gives the satisfactory acceleration, although there is, so far, no theoretical 
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Table 3. Iterations of the multi-p using the element estimate ~ and the exact w* for 
Example 1. 
p dof Elem. Est. Exact 
2 368 28 25 
3 628 30 23 
4 1080 36 28 
5 1724 36 27 
6 2605 41 30 
7 3768 41 29 
8 5258 45 32 
Table 4. Estimate A vs. exact A for Example i. 
P ~min Amin ~max )~max 
1 0 4.91e -3  5.86 3.85 
2 0 3.39e --3 11.9 7.80 
3 0 2.74e --3 16.0 8.40 
4 0 2.30e --3 20.1 9.89 
5 0 2.06e -3  23.3 10.2 
6 0 1.91e --3 25.5 10.5 
7 0 1.85e --3 26.8 10.6 
8 0 1.81e -3  27.4 10.6 
just i f icat ion.  There  is a potent ia l  risk using the  damping:  if 
2 
- -  ,~max ' 
the  mul t i -p  method  may not  be convergent ,  since the  under ly ing  the  Jacob i  may  not  be  conver-  
gent.  
Table 5. Convergence rate for different scale. 
i so e[ I 
Steps 90 76 70 64 61 83 
Table 6. Jacobi smoother vs. Gauss-Seidel smoother for Example 2. 
p [ dof [ Jacobi [ G-S 
CPU (seconds) 
2 1770 7 ii 
3 3048 17 28 
4 5301 44 83 
5 8535 82 181 
6 12984 168 469 
Steps 
2 1770 56 32 
3 3048 54 26 
4 5301 68 31 
5 8535 60 27 
6 12984 64 29 
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3.5. Gauss-Seidel Smoother vs. Jacobi Smoother 
The Jacobi smoother using the element estimate of ~0 always requires less space than the Gauss- 
Seidel smoother. Table 6 compares the performance between the two smoothers. It indicates that 
the damped Jacobi smoother is much superior to the Gauss-Seidel smoother. 
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