Computer simulations are often used to replace physical experiments for exploring the complex relationships between input and output variables. We study the optimal design problem for the prediction of a stationary Ornstein-Uhlenbeck sheet on a monotonic set with respect to the integrated mean square prediction error criterion and the entropy criterion. We show that there is a substantial difference between the shapes of optimal designs for Ornstein-Uhlenbeck processes and sheets. In particular, we show that the optimal prediction based on the integrated mean square prediction error does not necessarily lead to space-filling designs.
Introduction

1
A common problem in spatial statistics is deciding how to choose a set of sample locations in order to predict a 2 random process in an optimal way. In the present paper we study the problem of optimal design for the prediction of an Ornstein-Uhlenbeck (OU) sheet on a monotonic set with respect to the integrated mean square prediction error (IMSPE) 4 criterion and the entropy criterion.
5
We consider the stationary process 
Optimal design with respect to the IMSPE criterion
28
Suppose we observe our process Y (s, t) at the design points {(s 1 , t 1 ), (s 2 , t 2 ), . . . , (s n , t n )} satisfying Condition D. The (Santner et al., 2003) .
38
Thus natural criteria will minimize suitable functionals of the mean squared prediction error (MSPE) given by where q i : 
can easily show that the minimum of IMSPE is reached at d = 1/2, δ = 1/2, so for n = 3 the equidistant design is optimal.
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In Fig. 1 
Theorem 2.3 gives us some idea of the behaviour of the optimal design with respect to the IMSPE criterion.
7
Corollary 2.4. The optimal design with respect to the IMSPE criterion is symmetric, that is if the optimum of
Example 2.5. Consider a five-point design, that is n = 5 and s 1 = t 1 = 0, s 5 = t 5 = 1. By Corollary 2.4, for the optimal Fig. 2 correlation parameters α and β both varying between 0 and 3. We remark that by symmetry, 
For any sample size, the equidistant design when values αd i +βδ i , i = 1, 2, . . . , n −1 (and in this way q i ), are constant is optimal 20 with respect to the entropy criterion.
21
Remark 3.2. Observe that the equispaced monotonic design
entropy criterion.
23
Remark 3.3. If the design space X is the unit square then the optimal value of the entropy equals Table 2 Optimal four-point designs with respect to the IMSPE criterion. the fmincon function of Matlab to its values corresponding to the equispaced monotonic design which is optimal for the 4 entropy criterion. In Table 1 the values of IMSPE are given for both designs together with the relative efficiency of the 5 equispaced monotonic design with respect to the optimal one for various sample sizes and combinations of parameters 6 (α, β). Unfortunately, larger sample sizes cause technical problems in optimization, since for n design points one has to find 7 numerically the constrained minimum of functions with 2n − 2 parameters.
8
Observe that for symmetric models when α = β, the efficiency of the equispaced monotonic design is nearly 100%, 9 while for different covariance parameters it reduces significantly. However, even in this special case the optimal designs 10 with respect to the IMSPE and entropy criteria do not coincide. As an example, consider IMSPE values than the regular grid and for α = β = 3 the relative efficiency is slightly above 100% even in the case n = 9. 
Conclusion
21
We derive the exact form of the IMSPE for an OU sheet on a monotonic set. We show that the optimal design for the 22 prediction based on IMSPE may differ substantially from the equidistant one. This is in contrast both to the optimal design 23 Table 3 IMSPE values corresponding to the optimal monotonic and to the regular grid design and relative efficiency of the optimal monotonic design. for estimation on a monotonic set (Baran and Stehlík, submitted for publication) and to the optimal design for the prediction 1 of the OU process on a compact interval investigated by Baldi Antognini and Zagoraiou (2010). We also investigate the 2 properties of the optimal design with respect to the entropy criterion, where constraining sample points from a rectangle 3 to a monotonic set, as expected, decreases the entropy of the Gaussian field. Simulations illustrate selected cases of optimal 4 designs for small number of sampling locations. Since the above discussed designs depend on the values of the correlation 5 parameters, the optimal designs obtained are only locally optimal. We briefly study the dependence of the designs obtained 6 on these parameters, too. Such knowledge may be crucial for an experimenter for increasing the efficiency of a design in a 7 practical set-up. To shorten our formulae, in what follows instead of ϱ(x, s i , t i ) we are using simply ϱ i , i = 1, 2, . . . , n. Consider first
given by (2.1). Short matrix algebraic calculations show that
and according to the results of Baran and Stehlík (submitted for publication) we have 1
−1 (n, r)1 n is the Fisher information on θ based on Y. In this way, we obtain
Obviously,
where i ∧ j := min{i, j}, i ∨ j := max{i, j}, i, j ∈ N, and the empty sum is defined to be zero. In this way, we obtain 
Now, denote by  A n and  B n the values calculated from (2.3) and (2.4), respectively, using distances ( 
which proves (3.1).
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In order to find the optimal design one has to find the constrained maximum of 
one can easily see that the maximum is reached when q 1 = q 2 = · · · = q n−1 , which completes the proof.
