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RÉSUMÉ
La planification de la récolte forestière comporte différents niveaux de planification
selon l’horizon de temps du problème et la nature des décisions à prendre.
Dans un premier temps, nous nous intéressons à un problème de planification an-
nuelle de la récolte, à mi-chemin entre la planification tactique et opérationnelle. Ce
problème appliqué à l’exploitation forestière au Québec, naît d’un besoin de l’industrie
québécoise d’un outil pour la planification annuelle intégrée qui fournit aux équipes de
récolte leur calendrier. L’intégration consiste à déterminer les affectations des équipes
aux blocs en fonction des besoins des usines, et qui respectent les contraintes de trans-
port, de gestion des stocks, et bien entendu les conditions d’exploitation en forêt. Plu-
sieurs modèles de types MIP ont été formulés, des approches de résolution adaptées à la
structure de chacun des modèles ont été développées.
L’approche par horizon roulant est celle dont les résultats surpassent les deux autres
et surtout, améliorent de façon significative les plans usuellement suivis, notamment en
réduisant les volumes non livrés aux usines de moitié, ou encore en divisant entre 2 et 6
fois les volumes en stock quand la demande diminue. De plus, le développement d’une
interface pour systématiser le processus de résolution et élargir le nombre d’utilisateurs,
est la seconde contribution de la thèse. Cette étape du projet correspond à un transfert de
technologie de l’université vers l’industrie.
Le second problème de planification se situe au Chili, est une planification tactique de
la récolte dirigée par les prix et demandes en produits finis, ces derniers étant considérés
comme des paramètres aléatoires. Le problème stochastique formulé est résolu suivant
une méthode de décomposition par scénarios dont le nombre varie entre 10 et 100. Pour
chaque scénario, la solution déterministe, lorsqu’elle est réalisable, est comparée avec
celle issue de la résolution du problème stochastique. La solution déterministe n’est
réalisable que pour une dizaine de scénarios parmi 100, et les pertes encourues sont
en moyenne de 9%.
Mots cles: calendrier de récolte, chaîne de valeur forestière, horizons roulants, pro-
grammation stochastique, décomposition par scénarios.
ABSTRACT
Harvest planning has different levels according to the time horizon of the problem
and the nature of the decisions to be taken. Initially, we are interested in an annual
harvest scheduling problem, halfway between tactical and operational planning. This
problem applied in Québec, is motivated by a need from the industry for an integrated
tool that provides annual schedules to harvest teams. The integration is to determine
demand driven assignments of teams to cutblocks and to manage transportation and in-
ventory accordingly.
Several MIP models have been formulated, and three solution approaches have been
developed according to the structure of each model. The rolling horizon approach per-
forms better than the other two, by improving significantly from the traditional harvest
plan, especially by reducing by half non delivered volumes or by dividing between 2 and
6 times volumes in storage when demands decrease.
Another contribution of the thesis is the creation of an interface to systematize so-
lution process and to allow other users. This is the object of a transfer project between
academics and industry.
The second problem is a Chilean tactical harvest planning. Harvesting decisions are
driven by stochastic demands and prices of final products. The stochastic problem is
solved using a heuristic based on a scenario decomposition technique. The number of
scenarios considered is between 10 and 100 scenarios.
For each scenario, when the deterministic solution is feasible, it is compared with the
stochastic solution for the current scenario. The deterministic solution is only feasible
for 10% of the scenarios, and induces losses of 9% in average.
Keywords: harvest scheduling, value chain optimization, tactical harvest plan-
ning, rolling horizons, column generation, stochastic programming, progressive
hedging.
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CHAPITRE 1
INTRODUCTION
Pour de nombreux pays dont l’exploitation de la forêt est un pan considérable de
l’économie nationale, comme le Canada, le Chili et la Suède, les dernières décennies
ont vu le marché des produits du bois être bouleversé et la compétition s’intensifier.
Dans un tel contexte, la planification à court et à long terme devient inévitable pour une
exploitation efficace des ressources qui vise la création de produits à valeur ajoutée.
Au cours de cette thèse, nous nous intéressons à deux problèmes de planification de
la récolte. Le premier problème, situé au Québec, vise à déterminer les affectations an-
nuelles des équipes de récolte. Traditionnellement, cette planification est effectuée sans
outils d’optimisation par un gestionnaire forestier qui s’assure principalement que les
équipes embauchées travaillent à pleine capacité. Une fois récoltés, des volumes de bois
sont transportés vers les usines, sans au préalable considérer leurs besoins. Parmi les
conséquences d’une telle planification, figurent le stockage de produits non désirés et la
non satisfaction des besoins des usines, entraînant non seulement des coûts supplémen-
taires mais aussi une perte au niveau de la production de produits finis à valeur ajoutée.
La méthode de planification actuelle requérant un mois de travail pour planifier trois
mois d’activité de récolte, le processus a besoin de devenir plus efficace et doit viser une
cédule de récolte à coût global minimal, répondant aux exigences de travail des équipes
en forêt mais surtout orientée par la satisfaction des demandes aux usines. Même si l’in-
tégration des décisions le long de la chaîne est un pas vers une meilleure planification de
la récolte, elle doit aussi traiter l’incertitude liée aux paramètres relatifs au futur. C’est
l’objet du second problème.
Nous nous intéressons à un problème de planification tactique de la récolte au Chili,
sous l’incertitude des marchés. Le problème est initialement formulé dans un cadre dé-
terministe intégrant les décisions de récolte et la production des produits finis sur cinq
ans pour maximiser la valeur actuelle nette. Cependant les décisions de récolte et de
production des usines sont orientées par des demandes et des prix moyens. En incorpo-
rant l’incertitude du marché au plan tactique, il s’agit de montrer que l’amélioration du
processus de décision doit considérer les paramètres incertains.
Le premier objectif de cette thèse est de développer un outil d’aide à la décision en
mesure de déterminer les affectations des équipes au cours de l’année en tenant compte
des besoins des usines, mais aussi des conditions de travail en forêt propres au Québec.
Cet outil s’appuie sur une formulation mathématique de la planification annuelle de ré-
cole et l’élaboration d’une approche de résolution générant une solution applicable dont
les impacts peuvent être évalués sur l’ensemble de la chaîne d’approvisionnement. Le
second objectif est d’étudier comment la prise en compte de l’incertitude des paramètres
affecte la qualité d’une solution issue d’un plan de récolte intégré.
Notre étude débute au chapitre 2 par une mise en contexte puis se divise en deux par-
ties. La première partie est consacrée au problème de planification annuelle de la récolte
(PAR) au Québec dont une description est donnée au chapitre 3, elle est suivie d’une
revue de la littérature des problèmes de planification forestière et de création d’horaires
au chapitre 4. Trois approches de résolution ont été développées. Le chapitre 5 présente
une première formulation du problème PAR, notée AHS1, ainsi qu’une description de
la méthode de résolution par horizons roulants. Le chapitre 6 présente l’approche par
génération de colonnes qui s’appuie sur une autre modélisation du problème PAR, dé-
crite dans le même chapitre. La dernière approche dite par agrégation et restrictions
successives est décrite dans le chapitre 7. Elle vise à résoudre le problème AHS1 pour
l’ensemble des périodes en ayant fixé auparavant des décisions obtenues d’une planifi-
cation à plus grande échelle. Le chapitre 8 présente comment les solutions sont évaluées
en mettant l’accent sur la faisabilité de celles-ci, et le transfert de technologie qui a suivi.
La seconde partie de la thèse, consacrée à la planification tactique de la récolte sous
incertitude, commence par une description du problème déterministe et celui sous in-
certitude dans le chapitre 9. Le chapitre 10 propose un rapide survol des problèmes de
planification forestière sous incertitude, ainsi que les méthodes de résolution utilisées, en
insistant sur les méthodes de décomposition par scénarios. Le chapitre 11 décrit le mo-
dèle stochastique (PTSR), puis l’heuristique basée sur une méthode de décomposition
par scénarios (progressive hedging) est décrite au chapitre 12. Le chapitre 13 décrit le
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cas d’étude et analyse les résultats obtenus. Enfin, le chapitre 14 tient lieu de conclusion
générale et d’éléments de discussion.
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CHAPITRE 2
CONTEXTE
L’exploitation forestière est un vaste sujet que nous ne prétendons pas décrire en
détails dans ce chapitre. L’objectif est d’y introduire brièvement les industries fores-
tières québécoise et chilienne, notamment les enjeux auxquels chacune fait face. De plus
tout au long de cette thèse, la définition des problèmes, la construction des modèles et
l’analyse des résultats s’appuient sur la chaîne d’approvisionnement forestière. Aussi
décrirons-nous les activités qu’elle regroupe. Enfin, nous préciserons les différents ni-
veaux de planification qui sont utilisés en foresterie.
2.1 Industrie forestière québécoise
L’exploitation du bois est un secteur d’activité majeur de l’économie québécoise qui
date du 18ème siècle. Après la Conquête, les grands arbres étaient principalement des-
tinés à l’exportation vers l’Angleterre pour la construction navale. Depuis, les techno-
logies ont évolué, permettant un abattage de plus grands volumes et une diversification
des produits du bois (panneaux de bois, meubles, moulures, etc.). Le secteur a cependant
souffert de crises majeures affectant ses bénéfices. Nous commencerons par un portrait
de la forêt québecoise.
2.1.1 Description de la forêt québécoise et de ses produits
La forêt québécoise est dite mixte, car elle se compose de forêts de feuillus (érables,
chênes,...) et de résineux (sapin baumier, épinette noire,...).Elle couvre une surface pro-
ductive accessible d’environ 350 000 km2. L’âge de maturité par essence varie entre 55 et
150 ans. En 2013, près de 18 millions de m3 de résineux ont été récolté contre 3 millions
de feuillus.
Les produits du bois trouvent leur utilité dans des contextes variés de notre quotidien :
la construction, la rénovation résidentielle et la fabrication de meubles (planchers, mou-
lures, panneaux de bois, deck), pâtes et papier (emballages, papier journal, ...), l’énergie
(bois de chauffage, cogénération) et les produits ménagers.
Deux tiers des produits forestiers sont destinés à l’exportation. Le Canada est le
deuxième plus grand producteur de bois d’œuvre résineux et le quatrième producteur
de pâtes et papiers au monde. Le bois d’œuvre québécois provient surtout d’essences
résineuses, comme le sapin, le baumier, le pin gris, les épinettes et les mélèzes. Le Qué-
bec produit environ 2,5 millions de tonnes métriques de papier journal, soit 56 % de la
production canadienne. L’industrie forestière a un poids certain dans l’économie québé-
coise non seulement par le nombre d’emplois directs (61 000) mais aussi parce qu’elle a
participé au développement de municipalités dans des régions éloignées.
Plusieurs compagnies forestières canadiennes sont basées au Québec. Parmi elles, on
compte Produits forestiers Résolu, Cascades et Kruger. A elles seules, elles illustrent la
grande variété de produits du bois créés et vendus sur le marché domestique mais aussi
international. Résolu est une société mondialement reconnue qui exploite des forêts sur
l’ensemble du territoire canadien. Elle fabrique, produit et transforme des produits fo-
restiers de toutes sortes (transformation du bois résineux, transformation du bois feuillu,
fabrication de panneaux, placages et contreplaqués, et fabrication du bois d’ingénierie).
Elle fabrique presque tous les types de pâtes et de papiers offerts sur le marché et possède
une vingtaine d’usines de pâtes et papiers, dont la grande majorité est située au Québec.
Produits Kruger est un des plus importants fabricants de produits de papier à usages
domestiques et commerciaux et de produits hors foyer (produits de papier et de soin des
mains pour la clientèle commerciale dans les secteurs de l’hébergement, de la restaura-
tion, de la gestion immobilière et des soins de santé) en Amérique du Nord. Une unité
d’affaires de la société Kruger, Kruger Énergie se spécialise dans le développement et la
gestion de centrales d’énergie verte et renouvelable. La centrale de cogénération com-
prend une chaudière pour brûler les boues de papetière, des écorces et autres résidus du
bois, de même qu’une turbine à vapeur qui génère de l’électricité. Cette énergie est ven-
due à Hydro-Québec Distribution, en plus de fournir la vapeur nécessaire au séchage du
papier.
Cascades, principale récupératrice de matières recyclables au Canada, prédomine
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dans la fabrication et la transformation de contenants de cartonnage ondulé, de papiers
tissu et de produits spécialisés en Amérique du Nord.
2.1.2 Politique d’exploitation
Près de 90% des forêts québécoises sont publiques et gérées par le gouvernement du
Québec. Pour ce faire, le gouvernement s’appuie sur un régime forestier. Il s’agit d’un
ensemble de lois et de règlements visant à assurer la pérennité du patrimoine forestier et
à implanter un aménagement durable. Le Ministère des Forêts, de la Faune et des Parcs
du Québec est responsable de la planification des activités d’aménagement forestier, du
suivi du contrôle des interventions forestières, de l’attribution des droits forestiers, ainsi
que du mesurage de bois. En 2013, un nouveau régime a été mis en place. Il donne prio-
rité à la préservation de la faune et de la flore sur les territoires exploitables, mais surtout
affecte la planification forestière. Cette dernière s’appuie sur un plan d’aménagement
forestier intégré (PAFI) qui comporte deux volets : un volet tactique (PAFIT) et un volet
opérationnel (PAFIO) [14]. Le volet tactique [16] est réalisé pour une période de 5 ans.
Il fournit une stratégie d’aménagement à partir du portrait de la forêt, de la mesure des
écarts par rapport aux objectifs environnementaux, ainsi qu’à partir de préoccupation so-
ciales, économiques et de maintien du certifications écologiques. Les décisions du volet
opérationnel visent à mettre en œuvre la stratégie fixée par le plan tactique. La planifi-
cation opérationnelle fournit la liste des secteurs d’intervention où la récolte de bois et
d’autres activités, telles la sylviculture, sont planifiées [15]. Chaque exploitant forestier
doit acquérir des droits consentis qui constituent un ensemble de garanties, contrats et
ententes qui selon le régime forestier en vigueur, donnent la possibilité de réaliser selon
certaines conditions, des activités d’aménagement forestier dans les forêts du domaine
de l’État [13].
2.1.3 Crises récentes du secteur
Les États-Unis sont les principaux partenaires commerciaux du Canada. En 2004,
près de 80% des exportations de bois d’œuvre étaient destinées aux États-Unis. Mais
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le conflit du bois d’œuvre et la crise financière de 2009, qui a ralenti le marché de
la construction, ont contribué à une diminution significative des exportations vers les
États-Unis (58.7% en 2010). Si, depuis 2011, les indicateurs économiques annoncent
une reprise de l’économie américaine qui améliorera les perspectives pour l’industrie
forestière canadienne, de nombreuses scieries à travers le pays ont fermé. Cette baisse
de l’intérêt du marché américain a forcé la recherche d’autres partenaires et l’innovation
pour créer d’autres produits du bois. Les exportations se sont donc étendues au marché
asiatique, notamment vers la Chine et le Japon [5]. L’innovation a mené à la création de
nouveaux matériaux de construction, de biocarburants, de composés biochimiques utiles
à la production de médicaments, de plastiques biodégradables, des produits d’hygiène
personnelle et de produits ménagers. Les produits ménagers comme la peinture, le ma-
quillage, les lingettes, sont créés à partir de l’extraction des principales composantes du
bois : la cellulose, l’hémicellulose et la lignine [6].
2.2 Industrie forestière chilienne
Dès l’arrivée des colons espagnols au Chili, une intense déforestation a eu lieu pour
promouvoir l’accès à des terrains agricoles, alors destinés principalement à la culture du
blé. Une industrie basée sur l’exploitation du bois naît vers 1935. Elle visait initialement
le marché intérieur et exploitait des forêts naturelles. La production concernait principa-
lement du bois de sciage, et celle-ci se faisait à faible rendement. L’industrie chilienne
connait un changement radical dans les années 70, suite aux trois facteurs suivants :
• l’introduction et l’exploitation de plantations de pins et de l’eucalyptus ;
• la diversification des produits (panneaux, pâtes) ;
• une orientation vers le marché extérieur.
Le pin et l’eucalyptus sont deux espèces à croissance rapide (une dizaine d’années) qui
bénéficient des excellentes conditions climatiques du sol chilien propices à leur culture.
A cela s’ajoute la modernisation des outils technologiques qui a conduit à un tel accrois-
sement du rendement que les coûts de production ont significativement chuté. Quant au
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bois de sciage, de grandes et modernes usines sont construites, améliorant l’exploitation
de la matière première. Les coûts de production diminuant, les prix à l’exportation étant
alors favorables, le bois de sciage devient un produit à valeur ajoutée. Dans les années 80,
l’industrie augmente sa production et la diversifie en créant des usines de MDF (Medium
Density Fibreboard), des planches dont la création s’appuie sur l’exploitation de billes
de bois de diamètre réduit. Ainsi, depuis les années 90, le secteur forestier a consolidé
son expansion et est aujourd’hui le second secteur de l’économie chilienne, juste après
l’industrie minière. Les principaux pays à qui sont destinées les exportations chiliennes
sont la Chine, les États-Unis et le Japon.
Une des caractéristiques à mentionner du secteur forestier chilien est la collaboration
des différentes compagnies. En effet, ces entreprises ont créé un réseau qui dépasse la
compétitivité interne, et se concentre à combiner les efforts sur le marché extérieur. Le
gouvernement menant une politique de développement rapide du pays, a encouragé dans
les années 80 cette collaboration par le biais d’un organisme à but non lucratif appelé
Fundacion Chile. L’association de ces entreprises, ainsi que des partenariats avec les
universités et instituts de recherche, ont mené à des changements de gestion des com-
pagnies, notamment par l’introduction d’outils d’optimisation à différents niveaux de
décisions. Le financement gouvernemental a non seulement favorisé le développement
de ces outils mais a aussi garanti le transfert de technologies vers les entreprises. La col-
laboration université-industrie reste active, puisque les outils développés ont évolué avec
le temps, intégrant de plus en plus des besoins des compagnies, mais aussi en exploitant
les avancées de la technologie (puissance de calcul des ordinateurs, outils de localisation
GPS, ...) L’utilisation d’outils d’aide à la décision a mené à des économies d’au moins
20 millions de dollars US par an et constitue selon les commentaires des entreprises
impliquées un avantage compétitif considérable [? ].
2.2.1 Comparaison avec l’industrie québécoise
Le Chili, en terme de surface exploitable par l’industrie forestière, est un petit pays.
La surface exploitable est de 16 millions d’hectares, soit à peine 10% de la surface
exploitable du Québec. Le secteur forestier est basé sur de larges compagnies privées
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qui détiennent les plantations de pin et d’eucalyptus. Elles sont intégrées verticalement
liant ainsi les usines de pâtes et papiers, les scieries, et les besoins du marché. Les deux
principales compagnies forestières chiliennes ARAUCO et CMPC Forestal comptent
parmi les 50 plus grandes à l’échelle mondiale. Le tableau 2.I illustre les 15 pays dont les
exportations en 2013 étaient les plus importantes. L’Amérique du Nord est le moteur de
près de 40% d’entre elles, alors que le Chili n’en assure que 2%. En termes de volumes,
l’industrie chilienne est certes plus limitée que celle du Québec, mais les compagnies
chiliennes ont su trouver une niche (copeaux, contreplaqués, MDF) pour confronter les
gros joueurs nord américains, comme l’indique le tableau 2.II.
De plus, la collaboration des entreprises chiliennes en matières d’avancées technolo-
giques ainsi que leur partenariat avec les universités favorisent un secteur qui se renou-
velle et s’améliore en ayant plus naturellement recours aux outils d’optimisation à tous
les niveaux de planification. L’exploitation des outils de recherche opérationnelle est
moins répandue dans l’industrie forestière québécoise en dépit de la présence de cher-
cheurs universitaires de renommée internationale dans ce domaine. Le secteur forestier
québécois s’est longtemps basé sur le marché américain, se souciant surtout des volumes
à livrer. Cependant, l’industrie est de plus en plus sensibilisée à la gestion des coûts et
à la connaissance détaillée de sa chaîne de valeur et de ses marchés, ce qui favorise le
développement d’outils d’optimisation.
2.3 Chaîne de valeur forestière
Une chaîne de valeur est composée de toutes les unités d’affaires qui transforment la
matière première en produits finis et qui assurent la livraison de ces derniers aux clients.
Shapiro et al. [44] soulignent que l’optimisation de la chaîne de valeur d’une entreprise
commence par une analyse quantitative pour optimiser les liens entre les activités et se
poursuit par un développement d’outils de partage d’informations et de prise de déci-
sions. Il y décrit aussi combien la programmation mathématique est appropriée pour
évaluer des problèmes difficiles d’intégration de la planification. Il précise que la pro-
grammation linéaire et la programmation mixte en nombre en entiers sont en mesure de
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Tableau 2.I – Principaux pays exportateurs de produits forestiers en 2013
Rang Pays Pourcentage des exportations(%)
1 États-Unis 11.2
2 Canada 10.0
3 Allemagne 8.4
4 Suède 6.6
5 Finland 5.8
6 Chine 5.3
7 Russie 4.0
8 Brésil 3.3
9 Indonésie 3.2
10 France 3.0
11 Autriche 2.9
12 Espagne 2.0
13 Chili 2.0
14 Italie 2.0
15 Belgique 1.9
Exportations tous pays confondus : 242.2109 US$
Source : FAOSTAT Forestry Production and Trade
Tableau 2.II – Valeur des exportations par produits en 2013
Canada (103 US$) Chili (103 US$)
Pâte de bois chimique 4 712 692 2 798 351
Copeaux 45 868 315 073
Papier journal 2 313 636 64 459
Bois d’œuvre résineux 7 201 035 572 000
Bois d’œuvre feuillus 231 484 3 900
Contreplaqué 213 866 253 603
MDF 180 040 119 736
Feuilles de placage 243 404 11 583
Granulés de chauffage 252 527 349
Source : FAOSTAT Forestry Production and Trade
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décrire la pluplart des phénomènes d’intégration de la planification.
En ce qui concerne la chaîne de valeur forestière, Weintraub et Epstein [50] désignent
le transfert d’informations et la coordination des décisions comme les points faibles de
la chaîne forestière. Ils décrivent ces points faibles entre les activités suivantes :
• la récolte quotidienne et la gestion des stocks en forêt ;
• les décisions de coupes pour satisfaire les demandes des usines, et l’élaboration de
ces demandes ;
• les demandes des usines en produits forestiers et les demandes en produits finis
sur le marché ;
• le transport des matières ligneuses et la gestion des stocks.
Une coordination entre la quantité de produits récoltée pour satisfaire les demandes
des usines de sciage, et la demande actuelle en produits finis des clients de ces usines,
augmenterait la valeur de la matière ligneuse. Enfin, les décisions concernant le transport
sont dépourvues de suivi en temps réel, ce qui entraîne souvent une perte en flexibilité.
D’Amours et al. [12] font valoir que si la planification de la chaîne d’approvisionne-
ment a amélioré les performances des entreprises, un véritable défi demeure : l’intégra-
tion des différentes planifications et l’intégration des processus de décision de chaque
niveau de planification (stratégique, tactique et opérationnel). D’abord, le long de la
chaîne de valeur d’un produit forestier, différents agents interdépendents interviennent
et prennent des décisions indépendamment. Entre les fournisseurs, les producteurs et les
vendeurs, de nombreuses décisions doivent être prises de façon à respecter les restric-
tions de chacun. Ensuite, la cohérence des décisions d’un niveau hiérarchique à l’autre,
doit être assurée.
2.3.1 Les niveaux de planification
La planification forestière comprend de nombreuses décisions à prendre sur des ho-
rizons de temps variant de quelques secondes à 150 ans. Une hiérarchie entre les pla-
nifications existe suivant que les décisions à prendre sont ou non sur le long terme.
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Généralement, cette hiérarchie est composée de trois niveaux : stratégique (long terme),
tactique (moyen terme) et opérationnel (court terme).
2.3.1.1 Planification stratégique
La planification stratégique vise à définir des objectifs et des changements à apporter
à l’utilisation des ressources pour atteindre ces objectifs. Une planification stratégique
illustre un choix de politique de gestion des ressources et de leur exploitation. Ces déci-
sions sont pour le long terme (plusieurs décennies) et sont utiles pour valider un inves-
tissement.
2.3.1.2 Planification tactique
La planification tactique est le processus par lequel les gestionnaires assurent que les
ressources sont obtenues et utilisées de manière efficace lors de l’atteinte des objectifs
fixés par l’organisation. Les décisions portent généralement sur un horizon variant entre
1 an et 5 ans. Un plan tactique s’assure d’implémenter les décisions stratégiques.
2.3.1.3 Planification opérationnelle
La planification opérationnelle implique des décisions à court terme (entre 6 mois et
1 an) ou à très court terme (de l’ordre de semaines ou même de jours). Le plan opération-
nel se concentre sur l’efficacité des opérations le long de la chaîne et les unités d’affaires
ou de temps sont représentés selon un niveau de détail plus important.
2.3.2 Liens entre les planifications appartenant à des niveaux distincts
La principale préoccupation quand il s’agit de lier les planifications appartenant à des
niveaux hiérarchiques distincts est la cohérence entre les deux. Réduire ces divergences
entre les niveaux de planification “rapproche" les niveaux. Nous citons quelques travaux
dans ce sens.
12
2.3.2.1 De la planification stratégique à la planification tactique
La planification stratégique vise à déterminer des niveaux de récolte durables tout en
respectant les législations. Ce niveau de planification cherche à maintenir une stabilité
de l’offre de bois aux industries tout en maximisant la valeur courante de la matière.
L’horizon du niveau stratégique est lié à la vitesse de croissance des arbres, d’où une
borne supérieure de 100 ans. Les modèles associés à des problèmes de planification
stratégique sont souvent agrégés par périodes de 5 ou 10 ans. Les données ne regroupent
aucune information spatiale [? ]. La planification tactique part d’informations fournies
par la planification stratégique. Elle a pour but de planifier les opérations de récolte à
une échelle plus fine, soit de un à cinq ans. Andersson [2] énumère les trois principales
sources d’incohérence entre le passage du niveau stratégique au niveau tactique :
• Divergences temporelles. Les deux niveaux de planification ne s’étendent pas sur
des horizons de même longueur. Or, toute action en foresterie a des répercussions
à long terme. Cependant, les décisions prises au niveau tactique ne « remontent »
pas au niveau stratégique pour une « mise à jour » des décisions. Les planifica-
tions tactiques suivantes reposent alors sur des cibles qui sont peut-être devenues
obsolètes.
• Divergences spatiales. L’absence d’information spatiale au niveau stratégique est
confrontée à la nature spatiale des problèmes qui doivent être gérés au niveau
tactique, puis opérationnel.
• Divergences dûes aux contraintes propres à chaque niveau.
2.3.2.2 De la planification tactique à la planification opérationnelle
De la planification tactique à la planification opérationnelle, la principale source
d’incohérence est que la planification tactique de la récolte, ne considère pas indivi-
duellement les équipes, ni la distance que ces dernières parcourent. Au niveau tactique,
l’ensemble des blocs à récolter au cours d’une période sont déterminés. Cependant, au
niveau opérationnel, dans le pire cas, les capacités de récolte des équipes de récolte est
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dépassée. Sinon, l’éparpillement ou le regroupement des équipes sur le domaine fores-
tier, rendent les décisions tactiques inapplicables. Des travaux comme [24] et le nôtre,
visent à réduire ces incohérences.
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Première partie
Planification annuelle de la récolte
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CHAPITRE 3
DESCRIPTION DU PROBLÈME DE LA PLANIFICATION ANNUELLE DE
LA RÉCOLE (PAR)
Nous décrivons ici le problème de planification annuelle de la récolte (PAR). L’ho-
rizon de temps d’une année est divisée en vingt-six périodes de deux semaines. Nous
suivrons le flot de bois de la forêt aux usines pour décrire le problème. Nous faisons le
portrait du domaine forestier, nous préciserons qui sont les acteurs de la récolte, puis
nous détaillerons les activités de transport et de gestion des stocks en forêt et usines.
3.1 Les activités de récolte
Les activités de récolte englobent le déboisement et la construction de chemins de
même que la récolte elle-même.
3.1.1 La forêt
Le domaine de la forêt exploitable se divise en deux niveaux d’unités spatiales. Le
niveau élémentaire est appelé bloc de récolte ou bloc de coupe. Il s’agit d’une superficie
déterminée sur le terrain et destinée à être récoltée [10]. Chaque bloc a des attributs qui
lui sont propres : surface exploitable, offre en produits, conditions d’accès (périodes ou
types de machines). La liste des blocs candidats à la récolte est issue d’un travail préa-
lable de planification. La seconde unité spatiale, le secteur, regroupe des blocs voisins
distants d’environ deux kilomètres en moyenne. Le déplacement des machines de récolte
à l’intérieur d’un même secteur est de l’ordre d’une dizaine de minutes. Ce temps de dé-
placement est négligeable comparativement à l’unité de temps choisie pour ce problème
qui est de deux semaines. En revanche, le déplacement entre secteurs requiert une ma-
chinerie lourde et coûteuse. Un tel déplacement peut, dans le pire cas, durer trois heures.
Ainsi, le déplacement entre secteurs doit être limité, particulièrement si les secteurs sont
éloignés l’un de l’autre.
3.1.2 Le réseau routier
Le réseau de chemins forestiers a déjà été dessiné. Chaque bloc est desservi par
un unique chemin. La majorité des blocs de récolte sont desservis par un chemin qui
est déjà construit. En ce qui concerne les blocs dont le chemin desservant n’est pas
encore construit, leur récolte exige sa construction préalable. Le plan annuel doit donc
assurer la construction de ce chemin assez tôt pour qu’il permette l’accès aux blocs qui
en dépendent. Nous considérons par la suite un chemin comme un bloc de coupe, dont
la récolte devra précéder celle des blocs dépendants.
3.1.3 Les équipes de récolte
La récolte est assurée par des équipes de récolte. Une équipe de récolte est constituée
d’un nombre spécifique de machines, ce qui définit son type. Pour ce problème, deux
types d’équipes sont considérées :
• équipe de récolte bois court (2 machines) ;
• équipe de récolte bois long (3 machines).
Certains blocs ne peuvent être récoltés que par un seul des deux systèmes. Pour chaque
équipe q et chaque bloc b, une productivité pbq est définie. Il s’agit du volume en m3
que l’équipe q peut récolter en une période sur b. Notons qu’en moyenne un bloc est
intégralement récolté en deux périodes de deux semaines. Cependant, la taille des blocs
n’est pas uniforme. Des blocs peuvent être assez petits pour être intégralement récoltés
en moins d’une période. Aussi, une équipe peut-elle travailler sur plus d’un bloc au
cours d’une même période. Le plan annuel de récolte vise à affecter chacune des équipes
à des blocs. La liste ordonnée des blocs que reçoit une équipe sera appelé "calendrier de
récolte".
3.1.4 Affectation aux blocs de récolte
L’affectation des équipes aux blocs doit respecter différentes conditions d’accès.
Ainsi, une équipe ne peut travailler sur un bloc que si son type est adéquat, que durant
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les périodes autorisées et si le chemin desservant est préalablement construit et prati-
cable. En effet, certains blocs ne sont accessibles qu’à certaines périodes de l’année. Les
raisons sont diverses :
• la protection des sols, qui exige une récolte hivernale ;
• des activités récréatives comme la chasse qui se déroulent près des blocs de récolte,
forçant la fermeture temporaire des blocs pour des raisons de sécurité.
L’affectation est aussi sensible au type d’équipes, puisque certaines essences présentes
ne sont pas compatibles avec tous les systèmes. Dès qu’une équipe est affectée à un bloc,
elle commence à y travailler. Une fois la récolte entamée, l’équipe reste sur le même bloc
jusqu’à épuisement de l’offre du bloc. Une équipe peut commencer à récolter un bloc
à n’importe quel moment à l’intérieur d’une période. Par conséquent, la période de fin
de récolte d’un bloc (période où l’offre du bloc est réduite à zéro) peut varier. Notons
Ob l’offre en m3 du bloc b et Tbq le nombre de périodes nécessaires à une équipe q pour
intégralement récolter le bloc b, i.e., Tbq = d Obpbq e . Si l’équipe q commence la récole du
bloc b à la période t, la période de fin est t +Tbq− 1 ou t +Tbq suivant l’instant de la
période t où le travail a commencé. La figure 3.1 illustre ces deux situations. Si le travail
a commencé assez tôt durant la période t, le nombre minimum de périodes est requis
pour compléter la récolte du bloc (cas A). Le cas B correspond à une période de fin égale
à t+Tbq.
Équipe q commence à récolter b à la période
t
Durée de sa récolte est 2,8
Tbq = d2,8e= 3
Les zones colorées désignent les portions de
chaque période où q est en activité sur b
Figure 3.1 – Détermination de la période de fin de récolte d’un bloc
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3.1.5 La récolte au niveau du secteur
La taille d’un secteur est le nombre de blocs qui le composent. La taille des secteurs
est variée. Estimer l’importance d’un secteur requiert aussi de connaître l’offre qui y est
disponible. Un secteur pourrait être composé d’une vingtaine de blocs, mais chaque bloc
pourrait ne nécessiter que quelques heures de travail. Ce secteur n’est donc pas aussi
“gros" qu’un secteur contenant la moitié de blocs, mais chacun avec un temps de récolte
d’une période ou plus. Un secteur est dit ouvert si au moins une équipe y travaille.
Les préoccupations à l’échelle du secteur sont :
• le nombre d’équipes présentes dans un secteur au cours d’une période ;
• le nombre de secteurs ouverts au cours d’une même période ;
• le nombre total de périodes durant lesquelles un secteur est ouvert.
Un trop grand nombre d’équipes sur un même secteur risque de dégrader les sols rapide-
ment et d’entrainer des embouteillages de camions lors de la récupération des volumes
récoltés. L’effet contraire est aussi à proscrire. Si de nombreux secteurs sont ouverts en
même temps, plus de chemins devront être entretenus, notamment durant l’hiver, ce qui
augmentera les coûts de la récolte. Ainsi, au cours d’une période, le nombre d’équipes
présentes sur un même secteur est limité à σ = 5, tandis que le nombre de secteurs
ouverts au cours d’une même période est limité à Σ= 5.
3.1.6 Illustration d’un plan de récolte
Nous proposons ici une illustration de ce à quoi renvoie un plan de récolte. Cet
exemple, pour des questions d’espace, est restreint à 25 blocs répartis entre 4 secteurs (A,
B, C, D). Le plan de récolte s’étend sur 6 périodes. Les équipes de récolte sont appelées
Q0, Q1, Q2 et Q3, qui sont supposées de productivité identique sur chaque bloc. Ainsi,
le temps de récolte d’un bloc est indépendant de l’équipe qui y est affectée. Le tableau
3.I représente un plan de récolte vierge pour 6 périodes. Chaque ligne est associée à un
bloc dont l’indice est en première colonne, suivi du nom de son secteur d’appartenance
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et du temps nécessaire à la récolte complète de celui-ci. À la ligne associée au bloc
0, on lit son appartenance au secteur A et requiert 2,1 périodes pour être intégralement
récolté. Compléter un calendrier revient à déterminer quelle équipe travaille sur quel bloc
pendant combien de périodes. Le tableau 3.II est un plan de récolte complété. Quand une
cellule du tableau indique "Qq : val" cela signifie que l’équipe q consacre la fraction val
de la période à travailler sur le bloc de la ligne. Plus particulièrement, l’équipe Q1 récolte
le bloc 5 aux périodes 5 et 6. "Q1 :0,6" signifie que Q1 consacre 60% de la période 5 à
la récolte du bloc 5. Une cellule vide signifie qu’aucune affectation n’a lieu.
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Tableau 3.I – Calendrier vierge
Bloc Secteur Temps de récolte 0 1 2 3 4 5 6
0 A 2,1
1 A 2,8
2 A 3,3
3 A 0,9
4 A 1,6
5 A 0,7
6 A 1,1
7 B 1,1
8 B 0,6
9 B 0,4
10 C 0,8
11 C 0,9
12 C 1,1
13 C 2,1
14 C 0,7
15 C 0,3
16 C 1,4
17 C 0,6
18 C 0,2
19 C 1,6
20 C 0,9
21 C 0,4
22 D 1,5
23 D 2,1
24 D 0,7
25 D 0,8
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3.2 Le transport et la gestion des stocks
3.2.1 Le transport
Les différentes billes de bois récoltées sont transportées par camions vers les usines.
Nous ne discutons pas ici de la tournée des véhicules, ni du tri des billes en forêt ou à
la réception dans les cours à bois. Il s’agit de s’assurer que les volumes à transporter
selon le plan annuel tiennent compte de la distance à parcourir, du temps limité de deux
semaines et de la capacité de la flotte de véhicules. De plus, les conditions des chemins
forestiers lors du dégel rendent le transport impossible durant cette période. Cet arrêt de
livraisons est donc un élément important à prendre en compte lors du plan annuel.
3.2.2 La gestion des stocks
3.2.2.1 Gestion des stocks en bordure de chemin
Une fois les volumes récoltés, une portion est destinée à être transportée, tandis que
l’autre reste en bordure de chemin, constituant le stock en bordure de chemin. L’entre-
posage en forêt est une source de perte de valeur de la fibre de bois, notamment l’été,
lorsque la fibre perd rapidement sa fraîcheur. Il est donc important de contrôler les quan-
tités restant en forêt. Particulièrement en fin de planification, il est d’usage de ne pas
dépasser un certain volume.
3.2.2.2 Gestion des stocks aux usines
Les volumes livrés aux usines sont destinés à leur consommation, puis les restes
constituent les stocks en usine. Certaines usines exigent pour certains produits qu’un
stock minimum soit satisfait. Il s’agit d’avoir en stock une quantité disponible de produits
pour un envoi à la consommation de l’usine, en cas de difficultés diverses au cours du
transport ou de la récolte qui entraveraient la satisfaction de la demande aux usines.
Ces volumes peuvent être consommés si nécessaire, mais le rétablissement des stocks
minimums est souhaitable.
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3.2.2.3 Demande des usines
Le problème que nous définissons ici vise à établir un plan de récolte dirigé par les
besoins des usines. Traditionnellement, les plans sont construits de façon à assurer que
toutes les équipes de récolte travaillent au maximum de leur capacité, ce qui entraîne que
le flot de bois est poussé depuis la forêt le long de la chaîne d’approvisionnement. Par
conséquent, un stock démesuré par rapport aux besoins des usines conduit à une perte
de valeur et des coûts de récolte non amortis. Le plan recherché ici tirera les volumes
de la forêt selon les besoins des usines. Chaque usine détermine les quantités requises
à son fonctionnement pour chaque période et chaque produit. Cependant, les volumes
demandés ne sont pas constants d’une période à l’autre et les variations par produit sont
indépendantes. Pour gérer les brusques accroissements de la demande, nous avons dé-
veloppé une procédure pour évaluer quelle quantité récolter au cours de chaque période,
pour non seulement satisfaire les besoins des usines pour la période en cours, mais aussi
pour les suivantes. Une telle procédure favorise le lissage de l’effort de récolte ainsi
qu’un cumul de stock approprié. Cette estimation de l’effort de la récolte calculé en
fonction des besoins des usines est le lien entre les volumes récoltés et les demandes.
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CHAPITRE 4
REVUE DE LA LITTÉRATURE
Ce chapitre propose un survol des outils de recherche opérationnelle exploités en
foresterie (section 4.1), notamment pour les problèmes de planification de la récolte à
court terme (section 4.2) et à très court terme (section 4.3). Le chapitre s’achève avec une
revue plus générale de problèmes de création d’horaires et des approches de résolution
utilisées (section 4.4).
4.1 Optimisation de la chaîne de valeur en foresterie
Depuis les années 80, la recherche opérationnelle offre des outils variés d’aide à la
décision dans l’industrie forestière. De nombreuses activités qui composent l’activité fo-
restière comme la sylviculture, la construction du réseau de chemins forestiers, la coupe
de bois en forêt, la récolte, et les tournées de véhicules ont fait l’objet de recherches
scientifiques. Avec les articles suivants, il est possible de parcourir les grandes lignes de
ce qui a été développé.
Rönnqvist [36] décrit le flot de bois au cours de la planification forestière ainsi qu’une
variété de problèmes associés à la planification à des niveaux différents. Chaque élément
de la chaîne d’approvisionnement bénéficie d’une description détaillée. L’horizon de pla-
nification se distingue selon les niveaux : stratégique (entre 5 et 100 ans), tactique (entre
1 et 5 ans) et opérationnel (d’un jour à un an). L’auteur présente des exemples de pro-
blèmes concrets pour chaque niveau de planification ainsi que le type de modèle utilisé.
Par exemple, dans le cas d’un problème de développement régional pour un horizon de
100 ans, le modèle est linéaire. Les problèmes visant à déterminer les patrons de tron-
çonnage à appliquer aux troncs d’arbres lors de la récolte relèvent de la programmation
dynamique. Pour des problèmes de planification tactique ou opérationnelle à court terme
(6 mois à 1 an) comme le problème PAR décrit au chapitre 3, les modèles sont souvent
linéaires mixtes.
Une caractéristique commune à ces problèmes est leur grande dimension. Une ré-
solution explicite est souvent difficile, et trop coûteuse en temps pour être pratique. Par
conséquent, l’utilisation d’heuristiques et de métaheuristiques est d’usage courant. Ep-
stein [? ] parcourt les différents systèmes d’aide à la décision implantés dans le secteur
forestier chilien. Il insiste sur les gains en efficacité, les économies réalisées et la géné-
ration d’emplois dans le domaine. Il situe en effet les besoins qui ont motivé le déve-
loppement de chacun des outils et il en décrit le fonctionnement dans les grandes lignes.
Nous retiendrons l’outil OPTICORT, qui est un système d’aide à la décision pour la
planification de la récolte à court terme (3 mois).
Enfin, D’Amours et al. [12] proposent une revue de la littérature incluant des pro-
blèmes plus en bout de la chaîne d’approvisionnement comme la planification aux usines,
la gestion des stocks en produits finis.
4.2 Planification opérationnelle de la récolte
Les problèmes de cette catégorie appartiennent tous au même niveau de planifica-
tion : la planification opérationnelle. On distinguera ceux à court terme (6 mois à 1 an)
de ceux à très court terme (moins de 6 semaines).
Karlsonn, Rönnqvist et Bergstrom [25] abordent un problème de planification an-
nuelle de la récolte du point de vue des compagnies suédoises. Les objectifs de cet article
sont très proches de ceux que nous cherchons à atteindre dans ce chapitre. Il s’agit de dé-
terminer quels blocs de coupe seront récoltés durant l’année pour satisfaire la demande
des usines. De plus, il faut affecter les équipes à chaque bloc, et gérer les stocks. Contrai-
rement à notre projet, la gestion des chemins, de l’ouverture à la fermeture en passant
par l’entretien, fait partie des décisions qui doivent être prises. Si les objectifs de ce pro-
blème et celui de PAR se ressemblent, les modélisations sont clairement distinctes. Une
différence majeure vient du fait que dans cet article, la durée de la récolte des blocs dure
au plus une période. Dans notre modèle, la durée de récolte varie non seulement avec la
taille des blocs, mais aussi avec la productivité des équipes et en moyenne dure plus de
2 périodes. Enfin, les demandes des usines ne sont pas considérées par ce modèle.
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Même si les modèles sont distincts, des ressemblances apparaissent au niveau des
variables pour l’affectation des blocs, ou pour suivre l’évolution de la récolte. Cependant,
la progression de la récolte procède différemment, car elle se mesure par rapport au
temps d’activité dans notre modèle, tandis que dans [24] c’est la surface de chaque bloc
qui a été exploitée.
En ce qui concerne la résolution, une première étape consistait à utiliser CPLEX,
qui n’a le plus souvent pu donner qu’une solution non optimale après plus d’un jour
d’exécution. Ils proposent alors une heuristique qui rappelle le Branch-and-Bound, où
les règles de branchement sont basées sur la récolte.
Dans le mémoire de Lacroix [27], nous trouvons en détails la description de la chaîne
d’approvisionnement et les difficultés rencontrées sur le terrain. En particulier, on re-
trouve certains éléments reliés au type de machines utilisées, ainsi qu’aux risques de
dégâts au sol. Même si ces éléments ne se retrouvent pas dans notre travail, il n’en reste
pas moins que ce mémoire a été très utile pour établir le squelette de notre modèle.
Il a permis aussi de compléter la mise en contexte. En ce qui concerne les modèles,
ils sont très distincts, notamment parce qu’ici, nous travaillons avec des variables en-
tières et continues, tandis que celui de Lacroix ne fait appel qu’à des variables continues.
L’échelle de travail n’est pas non plus la même car nous travaillons au niveau des blocs,
et non des secteurs, ce qui augmente la dimension et la difficulté de notre modèle. De
plus, pour faciliter la résolution du problème, il fait appel à une seconde étape de si-
mulation exploitant les résultats de la première résolution linéaire, afin de permettre un
suivi des activités (transport des produits, débardage et consommation des usines). Dans
notre projet, il n’y a qu’une seule étape d’aide à la décision. Nous finirons en notant que
l’outil d’optimisation utilisé par Lacroix pour résoudre son modèle linéaire est What’s
best, outil complémentaire à Excel.
4.3 Planification de la récolte à très court terme
Karlsonn et al. [24] fournissent un projet de planification opérationnelle à très court
terme, qui vise à renforcer la cohérence entre les décisions aux niveaux tactique et opéra-
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tionnel. Pour une période de 3 à 6 semaines, l’objectif est de choisir parmi un ensemble
de calendriers celui à affecter à chaque équipe. Un coût est associé à chaque calendrier,
incluant les coûts de récolte, de déplacement entre blocs, le transport et les stocks. Aux
contraintes usuelles de transport et de gestion des stocks, s’ajoutent celles traduisant
l’entretien et la gestion des routes. L’ensemble des blocs de récolte appartiennent à un
seul secteur. Le problème peut être résolu directement par CPLEX pour un ensemble
réduit de calendriers, au pire cas en 6 heures. Cependant, les auteurs ont souhaité inclure
un plus grand nombre de calendriers, mais aussi pouvoir trouver une bonne solution
rapidement. Une méthode heuristique a alors été développée. Elle est basée sur un algo-
rithme de branch-and-bound et une stratégie de branchement de plusieurs variables au
lieu d’une seule (« constraint branching »). Au lieu de fixer une variable à 0 ou à 1, il
s’agit de forcer un groupe de variables à 0 (« 0-branch ») ou à 1 (« 1-branch »). L’ex-
ploration de l’arbre associé au branch-and-bound est une recherche en profondeur et est
partielle, l’algorithme s’achevant dès que la première solution réalisable est trouvée.
Le choix d’une stratégie de branchement de contraintes est motivé par le bon balan-
cement de l’arbre de décision qui en découle. Ryan et Foster [41] ont introduit cette
stratégie de branchement afin d’obtenir un arbre de décision balancé, le branchement à
0 ou à 1 entraînant un changement significatif sur l’objectif.
Les auteurs de [24] génèrent donc un grand nombre de calendriers initialement. D’abord
un groupe de calendriers est généré a priori et forment un « pool ». Ces calendriers sont
construits sous l’hypothèse qu’un bon calendrier est lié à de courtes distances. Suivant
une approche inspirée de la génération de colonnes, un petit nombre de ces calendriers
est introduit dans la résolution d’une restriction du problème maître. Pour chaque ca-
lendrier de le pool, les coûts réduits sont calculés. Les calendriers associés à des coûts
réduits négatifs sont introduits dans le problème maître. Le nouveau problème est de
nouveau résolu et l’évaluation des coûts réduits se poursuit. Le processus se répète jus-
qu’à ce que le pool ne contienne plus de candidats intéressants. Commence alors l’algo-
rithme de branch-and-bound, le parcours de l’arbre suivant le « 1-branch ». L’heuristique
ainsi développée même si elle ne garantit pas l’optimalité, a su satisfaire les industriels
associés au projet.
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Un exemple de travail en matière de résolution exacte d’un problème de planification
de récolte à très court terme, est la thèse de Mitchell [31]. Le problème de planification
de la récolte est sur un horizon de 3 à 8 semaines, appliqué dans le secteur forestier
neozélandais. Les horaires des équipes et les décisions de coupe sont déterminés de fa-
çon hebdomadaire. Les paramètres d’entrée sont issus du marché et des décisions de la
planification de la récolte. Une OHS (Operational Harvest Scheduling) a trois caracté-
ristiques :
• Localisation des équipes de récolte tout le long de l’horizon de planification, c’est-
à-dire quelle équipe récolte quel bloc à chaque semaine. Les mouvements et les
périodes d’inactivité des équipes sont incluses dans cette information.
• À chaque équipe est demandé de récolter un certain type de produits (suivant un
choix de coupe) et quelle quantité récolter. Cette production est déterminée suivant
les prévisions de rendement associées à chaque bloc de récolte.
• La fruit de la production de chaque équipe est alloué à des clients spécifiques.
Toute insuffisance de production et donc de satisfaction de la demande des clients
est déterminée. Si nécessaire, des instructions sont données pour l’achat de produit
manquant d’une source extérieure.
Les modèles développés par l’auteur et les nôtres partagent une structure similaire.
Chaque modèle peut être décomposé en deux sous-problèmes. Un premier modèle est
lié à l’affectation des équipes, et au travail de récolte. Le second est un problème li-
néaire associé au transport et à la gestion des stocks. Le contexte de récolte est différent.
La section consacrée à la modélisation présente divers façons de considérer la récolte.
Le premier point de vue est le plus intuitif, chaque combinaison (bloc, équipe, période)
bénéficie d’une variable binaire qui lui est propre. Un second point de vue (que nous
adoptons pour le problème maître lors de l’approche par génération de colonnes) est
l’affectation d’une équipe à un calendrier de récolte, c’est-à-dire une séquence de blocs
que l’équipe choisie récolte. Ainsi à un seul horaire est affectée une équipe. Les trois
autres formulations proposées ne peuvent trouver application dans notre projet.
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Nous soulignons aussi dans cette thèse une remarquable et complexe association de tech-
niques d’optimisation avancées pour résoudre de façon exacte le problème de planifica-
tion de récolte à très court terme : génération de colonnes, programmation dynamique,
réutilisation d’un solveur spécifique aux problème de séparation des ensembles (Set Par-
titioning Problem) appelé ZIP introduit par [40]. Proposant un modèle incluant l’inté-
gration des différentes activités de la chaîne et la valeur des produits sur le marché, cette
thèse sera source d’inspiration, même si les contextes et les défis de notre projet sont dis-
tincts : l’horizon de temps plus long, les conditions de récolte distinctes et la planification
davantage tactique qu’opérationnelle.
4.4 Planification de la récolte, problème d’horaires d’équipages et heuristiques
La planification de la récolte peut être formulée comme l’attribution de calendriers
ou horaires pour chaque équipe de récolte. Chaque horaire doit respecter les conditions
de récolte décrites dans le chapitre 3.1, et l’ensemble de ces horaires doit constituer une
planification réalisable. Ainsi perçu, notre projet se rapproche du problème de création
de calendrier des membres d’équipages.
Dans cette section, nous parcourons quelques méthodes choisies pour résoudre le pro-
blème de air crew rostering problem, qui nous seront utiles pour établir notre stratégie
de résolution pour les second et troisième articles. Plusieurs défis sont à relever : la géné-
ration de calendriers de récolte réalisables, l’affectation de ces calendriers à des équipes
et la satisfaction des contraintes associées aux autres activités de la chaîne.
4.4.1 Problème de tableau service des membres d’un équipage et heuristiques
Un calendrier personnalisé est construit pour chaque employé en prenant en compte
les qualifications et les activités antérieures [? ]. Ce problème se modélise comme un
problème de séparation d’ensembles noté SPP ("Set Partitioning Problem"). Une heuris-
tique de résolution utilisant la génération de colonnes est proposée par Gamache et al.
[20].
Leur méthode heuristique vise à fournir une bonne solution entière au problème.
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Cette solution est obtenue en suivant partiellement un arbre de branch-and-bound. En
effet, l’heuristique s’achève à la première solution réalisable trouvée. A chaque nœud de
l’arbre de décision, une technique de génération de colonnes est utilisée pour résoudre
la relaxation linéaire du SPP. Une variable de base non nulle, associé à un calendrier est
fixée à 1 (un membre d’équipage reçoit son calendrier). Une réoptimisation a alors lieu
sur les autres variables non fixées. La solution de la réoptimisation, si elle existe, est
alors le point de départ d’une nouvelle génération de colonnes.
La génération de colonnes procède comme suit. À chaque employé est associé un
réseau acyclique. Chaque nœud est une affectation à une tâche ou une période de repos.
Chaque membre d’équipage partage le même ensemble de nœuds. Le réseau est défini
de façon à assurer la réalisabilité du calendrier associé à un chemin sur ce réseau, dans la
mesure du possible. Si la structure du réseau n’est pas suffisante pour assurer la réalisabi-
lité du calendrier, des variables de ressources sont à appliquer le long des chemins. Une
ressource représente ainsi une unité de mesure spécifique à un type de contrainte. Ainsi,
à chaque employé, est associé un sous-problème : un problème de plus court chemin
avec contraintes de ressources.
Le problème maître est la résolution de la relaxation du SPP pour un ensemble donné
d’horaires. Le récupération des multiplicateurs permet d’évaluer si des calendriers du
pool sont candidats pour être ajoutés au problème maître. Les multiplicateurs sont aussi
utilisés pour la résolution des sous-problèmes.
Chaque sous-problème traite les contraintes que [26] qualifient d’« horizontales ».
Ces contraintes horizontales définissent la réalisabilité de chaque calendrier. Le pro-
blème maître regroupe lui les contraintes « verticales », ces contraintes qui font le lien
entre les calendriers issus des différents sous-problèmes. Dans le cadre de notre projet,
le problème maître inclut en plus des contraintes « verticales » (1 équipe par bloc, au
plus 5 équipes dans un secteur), des contraintes associées à la gestion des stocks et au
transport.
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4.4.2 Heuristique de construction de calendriers
Ernst et al. [17] donne un éventail de problèmes d’horaires dans des domaines di-
vers. Nous insistons surtout sur les points qui se rapprochent de notre projet. L’un des
éléments importants lors de la résolution des problèmes d’horaires est la génération des
calendriers. La construction d’une ligne de travail ou calendrier consiste à déterminer
une suite de tâches qui sera ensuite affectée à un membre du personnel. Il existe diffé-
rents types de lignes de travail, celles qui nous intéressent sont acycliques. La plupart
des lignes de travail sont soumises à de nombreuses règles qui façonnent des calendriers
réalisables. Il existe souvent deux types de contraintes, certaines dites souples et d’autres
dures. Les contraintes dures ne peuvent être violées, tandis que les souples sont « indé-
sirables » mais n’entravent pas la faisabilité du calendrier. L’auteur précise aussi qu’un
aspect important du rostering est d’offrir la possibilité de prendre en compte les préfé-
rences du personnel ("bidding systems"). Dans notre cas, cela signifie un meilleur rapport
entre le gestionnaire forestier à qui est destiné notre projet, et notre processus de réso-
lution. Certains points peuvent être ajoutés afin de mieux refléter les volontés de chaque
gestionnaire. Sinon, il existe des approches délivrant des rosters dont la charge de travail
est équitablement distribuée entre les employés. Ryan [40] détaille une heuristique pour
construire de bons calendriers, exploitant les propriétés et exigences liées au contexte
aérien. La résolution du problème de calendrier pour les membres d’un équipage, s’ef-
fectue alors sur cet ensemble de calendriers. Le solveur ZIP, spécialement conçu pour
résoudre le SPP, est exploité. La méthode du simplexe et les stratégies de branchement
sont adaptées pour exploiter les caractéristiques du SPP. Pour notre projet, construire
un pool de calendriers réalisables initialement n’exclut pas la génération de nouveaux
calendriers par la suite.
4.4.3 Planification de la récolte, problème d’horaires d’équipages et branch-and-
price
De nombreuses approches pour résoudre le problème de planification annuelle de la
récolte ou les problèmes d’horaires d’équipages sont des approches heuristiques four-
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nissant des solutions de bonne qualité. Cependant, avec des machines dont les capacités
de calcul augmentent, la résolution exacte de ce type de problème devient réaliste. Ernst
et al. [17] soulignent que le développement de techniques comme le branch-and-price
se révèle être des outils puissants pour résoudre des problèmes d’horaires d’équipage de
grande taille. Dans ce sens, Karlsonn [24] conclut sur la pertinence d’un développement
d’une approche de branch-and-price pour résoudre leur problème.
Conçu pour résoudre des problèmes de grande taille, les détails sur le branch-and-
price et ses applications pour la résolution de problèmes d’horaires de personnel sont
donnés par Barnhart et al. [3].
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CHAPITRE 5
APPROCHE PAR HORIZONS ROULANTS
Nous commencerons ce chapitre en introduisant un premier modèle mathématique
notéAHS1 pour déterminer un plan annuel (Section 5.1). Nous rappelons que la structure
de ce modèle s’appuie sur chaque activité composant la chaîne d’approvisionnement :
la récolte, le transport aux usines et la gestion des stocks en bordure de chemin et aux
usines. Le problème ainsi formulé est un programme linéaire mixte (ou Mixed Integer
Programming, MIP). Sa grande taille rend difficile en pratique l’obtention d’une solution
optimale par une méthode exacte. Une première approche heuristique dite par horizons
roulants (HR) est présentée par la suite (Section 5.2).
5.1 Formulation du modèle mathématique AHS1
Les contraintes du modèle peuvent être regroupées selon l’activité de la chaîne d’ap-
provisionnement. Rappelons que l’année se divise ici en 26 périodes de deux semaines.
Les ensembles et paramètres utilisés pour la formulation du modèle sont décrits dans les
tableaux 5.I et 5.II, respectivement. Enfin, toutes les variables sont énumérées et décrites
dans le tableau 5.III.
5.1.1 Les activités de récolte : un sous-problème de type MIP
Les décisions de récolte consistent à répondre aux questions suivantes :
• Quels sont les blocs que chaque équipe récolte au cours d’une année ?
• Dans quel ordre chaque équipe récolte-t-elle les blocs qui lui sont affectés ?
Nous utilisons des variables binaires zbtq pour désigner l’affectation de l’équipe q au bloc
b à la période t. La suite ordonnée dans le temps des blocs que doit récolter une équipe
au cours de l’année est appelée "calendrier de récolte" ou simplement "calendrier"
Tableau 5.I – Ensembles
Ensembles
T ensemble des périodes de deux semaines ;
T¯ T
⋃
{ périodes tampons } ;
T R ⊂ T , ensemble des périodes où la récolte est possible ;
TM ⊂ T , ensemble des périodes où le transport est possible ;
S ensemble des secteurs ;
Γ ensemble des blocs de coupe, les chemins à construire y sont inclus ;
Γc ⊂ Γ, ensemble des blocs dépendant d’un chemin non construit en début d’an-
née ;
Γ2s ⊂ Γ, ensemble des blocs dans le secteur s ;
Γ3t ⊂ Γ, ensemble des blocs accessibles à la période t ;
Γ2q ⊂ Γ, ensemble des blocs dont le temps de récolte par l’équipe q est inférieur
à 2 périodes ;
Q ensemble des équipes ;
Qb ensemble des équipes adaptées au bloc b ;
U ensemble des usines ;
K ensemble des produits.
Nous rappelons que les blocs de récolte sont de taille distincte, que le temps de
récolte d’un bloc dépend de l’équipe qui y travaille et n’est le plus souvent pas un nombre
entier multiple de deux semaines. Les situations suivantes sont donc à prévoir :
• le début et la fin de récolte d’un bloc peuvent avoir lieu à tout moment à l’intérieur
d’une période de deux semaines ;
• une équipe peut travailler sur une séquence de plusieurs blocs au cours d’une seule
période ;
• une équipe peut passer plusieurs périodes consécutives sur un même bloc.
Notons que la période de fin de récolte d’un bloc b est liée à la période de début et au
nombre entier de périodes Tbq nécessaires à l’équipe q pour compléter la récolte du bloc.
Selon la portion de la période de début t utilisée par q sur le bloc b, la période de fin
est t +Tbq− 1 ou t +Tbq. Cette situation a précédemment été illustrée à la Figure 3.1.
Comme t +Tbq− 1 ou t +Tbq peuvent excéder l’horizon de temps de |T | périodes, des
périodes dites "tampons" sont introduites pour étendre l’horizon initial.
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Tableau 5.II – Paramètres
Paramètres
Ob volume disponible sur le bloc b tous produits confondus (m3) ;
Okb volume du produit k disponible sur le bloc b (m
3) ;
τkb portion du produit k disponible sur le bloc b τkb =
Okb
Ob
;
Cb unique chemin desservant le bloc b ∈ Γc ;
D nombre de périodes de séchage d’un chemin avant passage ;
pbq capacité de production de l’équipe q sur le bloc b (m3 au cours d’une période) ;
Tbq nombre de périodes requises pour que l’équipe q récolte intégralement le bloc
b : Tbq = dOb/pbqe ;
Ωbq = Obpbq −Tbq+1 partie fractionnaire du temps de récolte où Tbq 6=
Ob
pbq
;
dukt demande de l’usine u en produit k à la période t ∈ T (m3) ;
d˜kt estimation du volume de produit k à récolter à la période t ∈ T pour satisfaire
la demande (m3) ;
σ nombre maximum d’équipes présentes sur un secteur au cours d’une même
période ;
Σ nombre maximum de secteurs ouverts sans entraîner de coûts ;
F inventaire forêt maximal en fin d’année ;
φ tolérance autour de l’effort de production d’une équipe d’une période à
l’autre ;
ξbu capacité de transport du bloc b à l’usine u au cours d’une période (m3) ;
mukt stock minimum du produit k à l’usine u à la période t (m3) ;
cb coût unitaire de récolte du bloc b ($/m3) ;
cTbukt coût unitaire de transport du produit k du bloc b vers l’usine u à la période
t ∈ T ($/m3) ;
cFkt coût unitaire d’entreposage en forêt du produit k à la période t ∈ T ($/m3) ;
P pénalité appliquée au volume excédentaire restant en forêt en fin d’année
($/m3) ;
cUukt coût unitaire d’entreposage du produit k à l’usine u à la période t ∈ T ($/m3) ;
Mukt pénalité appliquée aux volumes excédentaires de produit k en inventaire à
l’usine u à la période t ∈ T ($/m3) ;
L¯ukt pénalité appliquée aux volumes manquants pour satisfaire mukt à la période
t ∈ T ($/m3) ;
Lukt pénalité appliquée aux volumes manquants en produit k pour satisfaire la de-
mande dukt à la période t ∈ T ($/m3) ;
pis1s2q pénalité de déplacement de l’équipe q du secteur s1 à s2 ($) ;
cs pénalité d’ouverture du secteur s ($) ;
cX pénalité d’ouverture appliquée à chaque secteur additionnel au delà des Σ
autorisés (pénalité de dispersion) ($) ;
Λ pénalité de début ou d’arrêt d’activité d’une équipe ($) ;
λ pénalité appliquée si une équipe travaille en dessous de sa capacité ($/pé-
riode).
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Tableau 5.III – Variables
zbtq =
{
1 si l’équipe q est affectée au bloc b à la période t
0 sinon
xbtq =
{
1 si l’équipe q commence la récolte du bloc b à la période t
0 sinon
ybtq =
{
1 si l’équipe q achève la récolte du bloc b à la période t
0 sinon
Istq =
{
1 if q travaille dans le secteur s à la période t ∈ T
0 sinon
Ist =
{
1 si le secteur s est ouvert à la période t ∈ T
0 sinon
Is1s2tq =
{
1 si q arrive directement dans le secteur s2 à la période t ∈ T depuis le secteur s1
0 sinon
It = nombre de secteurs ouverts au delà de la limite Σ à la période t
αbtq = fraction de la période t durant laquelle le bloc b est récolté par l’équipe q
ρbtq =
{
αbtq si xbtq = 1
0 sinon
θbtq =
{
αbtq si ybtq = 1
0 sinon
ζtq indique la portion de la période t durant laquelle q est inactive ;
δtq mesure la différence entre l’effort de travail de q entre les périodes t et t− 1
si cette différence dépasse la tolérance φ ;
δ¯tq mesure la différence entre l’effort de travail de q entre les périodes t et t + 1
si cette différence dépasse la tolérance φ ;
vFbkt quantité de produit k sur b en bordure de chemin à la période t ∈ T ;
v volume excédentaire restant en bordure de chemin en fin d’année (v≥ 0) ;
γbut fraction de la période t consacrée au transport du produit k du bloc b à l’usine
u ;
vTbukt quantité de produit k transportée du bloc b vers l’usine u à la période t ∈ T ;
ss
Ekt quantité de produit k excédant le seuil minimal de sécurité mukt de l’usine u à
la période t ∈ T ;
lukt quantité de produit k manquante pour satisfaire la demande dukt de l’usine u à
la période t ∈ T (lkt ≥ 0 ;)
Rukt quantité de produit k manquante pour atteindre le seuil minimal d’inventaire
mukt à l’usine u à la période t ∈ T (Rukt ≥ 0) ;
vUukt quantité de produit k stockée à l’usine u à la période t ∈ T (vUkt ≥ 0).
37
Le calendrier que chaque équipe reçoit doit respecter des restrictions imposées par
l’organisation du travail sur le terrain.
5.1.1.1 Les conditions de récolte des blocs
D’autres variables binaires sont nécessaires pour indiquer le début (xbtq) et la fin
(ybtq) de la récolte d’un bloc par une équipe. Les contraintes (5.1) et (5.2) indiquent le
lien entre les variables xbtq, ybtq et zbtq.
xbtq ≥ zbtq− zb(t−1)q ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.1)
ybtq ≥ zbtq− zb(t+1)q ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.2)
Un bloc n’est récolté qu’une fois et ce, par une seule équipe comme l’indiquent les
contraintes (5.3), (5.4) et (5.5). Ainsi, aucune interruption ou changement d’équipes ne
peut avoir lieu sur un bloc.
∑
q∈Q
zbtq ≤ 1 ∀b ∈ Γ,∀t ∈ T¯ (5.3)
∑
t∈T¯
∑
q∈Q
xbtq ≤ 1 ∀b ∈ Γ (5.4)
∑
t∈T¯
∑
q∈Q
ybtq ≤ 1 ∀b ∈ Γ (5.5)
Débuter l’activité sur un bloc force à déterminer quand la récolte s’achèvera. Tbq
étant le nombre entier de périodes requises pour que q récolte intégralement le bloc b la
contrainte (5.6) indique que la période de fin est t+Tbq−1 ou t+Tbq.
xbtq ≤ yb(t+Tbq−1)q+ yb(t+Tbq)q ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.6)
Ainsi, aucune affectation ne sera possible après t + Tbq, puisqu’un bloc ne peut être
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récolté qu’une fois, tel que précisé par la contrainte (5.7).
1− xbtq ≥ ∑
q1∈Q
zbt1q1 ∀t ∈ T,∀t1 ≥ t+Tbq+1,∀b ∈ Γ,∀q ∈ Q (5.7)
5.1.1.1.1 Conditions d’accès aux blocs Les contraintes d’accès (5.8) et (5.9) inter-
disent l’affectation de toute équipe q à un bloc s’il n’est pas accessible à la période t ou
que q n’est pas adaptée pour récolter ce bloc.
zbtq = 0 ∀t ∈ T¯ ,∀b 6∈ Γ3t ,∀q ∈ Q (5.8)
zbtq = 0 ∀q 6∈ Qb,∀b ∈ Γ,∀t ∈ T¯ (5.9)
Si le bloc b est dépendant d’un chemin Cb à construire, alors une équipe ne peut y
travailler que si ce dernier est construit et sec comme indiqué par la contrainte (5.10).
xbtq ≤ ∑
q1∈Q
t−D
∑
t1=0
yCbt1q1 ∀b ∈ Γc,∀t ∈ T¯ ,∀q ∈ Q (5.10)
5.1.1.1.2 Affectation et récolte Rappelons que zbtq indique si une équipe q est af-
fectée pour travailler sur un bloc b au cours de la période t de deux semaines. La récolte
peut commencer ou s’achever à tout instant au cours d’une période. Pour connaître la
production d’une équipe, il est essentiel de déterminer le temps exact que consacre une
équipe à la récolte d’un bloc au cours de chaque période d’affectation. Soit la variable
continue et fractionnaire αbtq qui traduit la portion de la période t que consacre l’équipe
q à récolter le bloc b. Cette fraction ne devient positive que si l’équipe q est affectée au
bloc b à la période t (5.11). La contrainte (5.12) s’assure de la positivité de αbtq, où η
est une constante positive proche de 0.
αbtq ≤ zbtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.11)
αbtq ≥ ηzbtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.12)
Puisqu’une équipe q peut récolter plusieurs blocs durant la période t, alors l’effort to-
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tal de récolte de q au cours de la période t doit être limité, tel qu’indiqué par la contrainte
(5.13).
∑
b∈Γ
αbtq ≤ 1 ∀q ∈ Q,∀t ∈ T¯ (5.13)
5.1.1.1.3 Identification de la période de fin Pour déterminer si t + Tbq− 1 ou t +
Tbq est la période de fin de récolte d’un bloc b commencé par l’équipe q au cours de
la période t, nous avons besoin d’exprimer le volume récolté par l’équipe au cours de
chaque période d’activité. Il s’agit de αbtq pbq, le volume en m3 récolté par l’équipe q sur
le bloc b au cours de la période t.
Ainsi, les contraintes (5.14) et (5.15) assurent que la période de fin de récolte d’un
bloc correspond à la période où le volume total récolté par l’équipe q depuis son affec-
tation est égale à l’offre du bloc Ob.
1−
t
∑
t1=0
∑
q∈Q
ybt1q ≤ Ob−
t
∑
t1=0
∑
q∈Q
αbt1q pbq ∀b ∈ Γ,∀t ∈ T¯ (5.14)
Ob−
t
∑
t1=0
∑
q∈Q
αbt1q pbq ≤ (1−
t
∑
t1=0
∑
q∈Q
ybtq)Ob ∀b ∈ Γ,∀t ∈ T¯ (5.15)
Mais ces contraintes ne suffisent pas à choisir entre t+Tbq−1 ou t+Tbq. Les contraintes
(5.16) à (5.23) identifient si la période de fin de récolte d’un bloc b est t +Tbq− 1 ou
t + Tbq, selon la portion de la période de début t que l’équipe q travaille sur b. Les
variables fractionnaires ρbtq et θbtq sont introduites à cette fin :
ρbtq =
 αbtq si xbtq = 10 otherwise
θbtq =
 αbtq si ybtq = 10 otherwise
Les contraintes (5.16), (5.17) et (5.18) permettent de définir les variables ρbtq. Les
contraintes (5.19), (5.20) et (5.21) font de même pour les variables θbtq.
ρbtq ≤ xbtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.16)
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ρbtq ≤ αbtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.17)
ρbtq ≥ αbtq+ xbtq−1 ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.18)
θbtq ≤ ybtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.19)
θbtq ≤ αbtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.20)
θbtq ≥ αbtq+ ybtq−1 ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.21)
La quantité Ωbq représente la partie fractionnaire du temps de récolte du bloc b par
l’équipe q : Ωbq = Obpbq −Tbq+1. Si la période de fin est t +Tbq−1, les variables ρbtq et
θb(t+Tbq−1)q se partagent Ωbq (5.22). Si la période de fin est t+Tbq, le partage de Ωbq est
entre ρbtq et θb(t+Tbq)q comme indiqué par la contrainte (5.23).
yb(t+Tbq−1)q ≥ ρbtq−Ωbq+θb(t+Tbq−1)q ∀t ∈ T,∀b ∈ Γ3t ,∀q ∈ Q (5.22)
yb(t+Tbq)q ≥Ωbqθb(t+Tbq)q−ρbtq ∀t ∈ T,∀b ∈ Γ3t ,∀q ∈ Q (5.23)
5.1.1.2 Calendriers de récolte valides
Supposons qu’une équipe de récolte q soit affectée à un bloc b. Si Tbq ≥ 3, i.e q
récolte le bloc b durant au moins 3 périodes, ainsi les contraintes (5.24) assurent que q
consacre tout son temps à la récolte de b pour les périodes autres que celles de début et
de fin.
αbtq ≥ zbtq− ybtq− xbtq ∀b ∈ Γ3t ,∀t ∈ T¯ ,∀q ∈ Q (5.24)
Cependant, la contrainte (5.24) ne suffit pas à contrôler l’effort de récolte d’une équipe
q quand le bloc b est "petit", c’est-à-dire que son temps de récolte est inférieur à 2 pé-
riodes (b ∈ Γ2q). En effet, ses périodes de début et de fin peuvent être sinon confondues,
au moins consécutives. La contrainte (5.25) empêche qu’une équipe récolte deux petits
blocs "parallèlement" au même moment.
ztb1q+ ztb2q+ z(t+1)b1q+ z(t+1)b2q ≤ 3 ∀(b1,b2) ∈ Γ2q,∀t ∈ T¯ ,∀q ∈ Q (5.25)
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Les équipes de récolte font l’objet d’un contrat s’appuyant sur le principe que l’équipe
travaille au maximum de sa capacité. Aussi le calendrier de récolte qu’une équipe de
récolte reçoit doit-il être continu autant que possible. Pour éviter une interruption du tra-
vail de récolte, appelée discontinuité, des contraintes supplémentaires sont nécessaires.
D’abord, les variables d’écart ζtq estiment le temps libre de l’équipe q au cours de la pé-
riode t. Le temps libre est alors déterminé par la contrainte (5.26). Ce temps non utilisé
pour le travail est pénalisé dans l’objectif.
∑
b∈Γ
αbtq+ζtq ≥ zβ tq ∀β ∈ Γt ,∀t ∈ T,∀q ∈ Q (5.26)
Les variables δtq et δ¯tq mesurent respectivement la diminution (5.27) et l’accroissement
(5.28) de l’effort de récolte d’une équipe q d’une période à l’autre, excédant la tolérance
φ . Ces variables sont également pénalisées dans l’objectif.
δtq ≥ ∑
b∈Γ
αbtq−∑
b∈Γ
αb(t−1)q−φ ∀t ∈ T,∀q ∈ Q (5.27)
δ¯tq ≥ ∑
b∈Γ
αbtq−∑
b∈Γ
αb(t+1)q−φ ∀t ∈ T,∀q ∈ Q (5.28)
5.1.1.3 Conditions de récolte à l’échelle du secteur
L’affectation des équipes au bloc entraîne nécessairement une affectation au secteur
auquel le bloc appartient. Les contraintes à l’échelle du secteur visent à écarter les si-
tuations de large regroupement d’équipes sur un secteur ou au contraire leur dispersion.
De plus, comme certains secteurs sont éloignés, il faut maîtriser les déplacements des
équipes entre secteurs, notamment pour éviter des aller-retours superflus voire non réali-
sables en pratique, en terme de temps de déplacement des machines et en terme de perte
en productivité.
La variable Is1s2tq devient positive dès que l’équipe q commence à travailler dans le
secteur s2 directement après avoir achevé son travail dans le secteur s1 (5.30). La variable
Ist s’active dès qu’au moins une équipe travaille dans le secteur s au cours de la période t
(5.31). Si Ist = 1, le secteur s est dit ouvert à la période t. La contrainte (5.32) permet de
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déterminer le nombre de secteurs ouverts simultanément qui excédent la limite Σ. Ces
secteurs excédentaires seront pénalisés dans l’objectif.
xbtq ≤ Istq ∀b ∈ Γ2s ,∀s ∈ S,∀q ∈ Q,∀t ∈ T (5.29)
Is1s2tq ≥ Is1t1q+ Is2tq− ∑
s 6=s1,s2
t−1
∑
t2=t1
Ist2q−1
∀s1 ∈ S,∀s2 ∈ S,∀t ∈ T,∀t1 ≤ t,∀q ∈ Q
(5.30)
Ist ≥ Istq ∀q ∈ Q, ∀s ∈ S,∀t ∈ T (5.31)
∑
s∈S
Ist ≤ Σ+ It ∀t ∈ T (5.32)
La contrainte (5.33) limite à σ le nombre d’équipes présentes dans le secteur s durant
la période t.
∑
b∈Γ2s
∑
q∈Q
αbtq ≤ σ ∀s ∈ S,∀t ∈ T¯ (5.33)
5.1.2 Gestion des stocks et transport : un sous-problème linéaire
Une fois la décision de récolte d’un bloc prise, les volumes récoltés se répartissent
entre ceux transportés et ceux restant en bordure de chemin. Ces derniers constituent le
stock en forêt. Le flot de bois se poursuit aux usines où les volumes livrés servent à la
consommation immédiate ou sont stockés.
5.1.2.1 Activités de récolte et stockage en bordure de chemin
Le volume de produit k correspondant est obtenu en multipliant le volume total ré-
colté αbtq pbq par le pourcentage τkb. Pour chaque bloc b, chaque produit k et chaque pé-
riode t, les contraintes d’équilibre (5.34) relient l’effort de récolte sur le bloc
(∑
q∈Q
αbtq pbqτkb), les volumes transportés vers les usines (∑
u∈U
vTbukt) et les volumes déjà
en bordure de chemin (vFbk(t−1)).
vFbkt = v
F
bk(t−1)+ ∑
q∈Q
αbtq pbqτkb− ∑
u∈U
vTbukt ∀b ∈ Γ,∀t ∈ T,∀k ∈ K (5.34)
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La contrainte (5.35) quantifie les volumes v excédant le volume F admis pour stock
maximal en fin d’année. La quantité v est pénalisée dans la fonction objectif.
∑
b∈Γ
∑
k∈K
vFbk|T | ≤ F + v (5.35)
5.1.2.2 Transport des billes de bois
La flotte de véhicules disponibles pour le transport des billes de bois est limitée et
constante pour chaque période. Notons ξbu le volume maximum qui peut être transporté
du bloc b vers l’usine u en une période de deux semaines. Comme au cours d’une pé-
riode, les volumes transportés sont issus de plusieurs blocs, notons γbut la portion de la
période t consacrée au transport de volumes entre le bloc b et l’usine u. Ainsi, γbutξbu
représente le volume total transporté du bloc b vers l’usine u à la période t. Pour toute
période où le transport n’est pas possible ou qu’un bloc est inaccessible, la variable
associée γbut = 0, tel qu’indiqué par les contraintes (5.36) et (5.37). Le temps consa-
cré au transport de volumes par période est limité par la durée d’une période (5.38). La
contrainte (5.39) établit la relation entre les volumes transportés d’un bloc vers une usine
au cours d’une période et le temps qui y est consacré.
∑
u∈U
γbut = 0 ∀t /∈ TM,∀b ∈ Γ (5.36)
∑
u∈U
γbut = 0 ∀t ∈ T,∀b /∈ Γ3t (5.37)
∑
b∈Γ
∑
u∈U
γbut ≤ 1 ∀t ∈ TM (5.38)
∑
k∈K
vTbukt = γbutξbu ∀b ∈ Γ,∀u ∈U,∀t ∈ T (5.39)
Enfin, la contrainte (5.40) est introduite pour éviter de larges écarts entre les temps de
transport d’une période à l’autre. Cette caractéristique facilitera les embauches et négo-
ciations de contrats avec les transporteurs. Le taux de variation permis d’une période à
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l’autre est notée ν .
(1−ν)∑
b∈Γ
∑
u∈U
γbu(t+1) ≤ ∑
b∈Γ
∑
u∈U
γbut ≤ (1+ν)∑
b∈Γ
γbu(t+1)∀t ∈ T (5.40)
5.1.2.3 Gestion des stocks aux usines
La demande de l’usine u en produit k à la période t, dukt , induit un impact sur les
activités de récolte via les contraintes de conservation de flot (5.41). Les variables lukt
traduisant les volumes manquants pour satisfaire les besoins de l’usine u en produit k à la
période t introduisent de la souplesse au modèle. Ces quantités peuvent être interprétées
comme une commande pour ce produit d’une source extérieure. Cette situation n’est pas
souhaitable et elle sera donc lourdement pénalisée dans l’objectif.
vUukt = v
U
uk(t−1)−dukt + lukt +∑
b∈Γ
vTbukt ∀t ∈ T, ∀u ∈U,∀k ∈ K (5.41)
Les contraintes (5.42) et (5.43) identifient les variations des quantités en stock autour du
seuil de sécurité mukt . Les surplus (Ekt) et les déficits de stock (Rukt) sont permis, mais
pénalisés dans l’objectif.
Eukt ≥ vUukt−mukt ∀t ∈ T, ∀u ∈U,∀k ∈ K (5.42)
Rukt ≥ mukt− vUukt ∀t ∈ T, ∀u ∈U,∀k ∈ K (5.43)
5.1.3 Fonction objectif
Chaque activité de la chaîne d’approvisionnement engendre des coûts. Certaines si-
tuations non désirables, mais tout de même acceptables, sont pénalisées dans la fonction
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objectif, formulée ci-dessous.
min∑
b∈Γ
∑
t∈T¯
∑
b∈Γ
cb pbqαbtq+ ∑
s1∈S
∑
s2∈S
∑
q∈Q
∑
t∈T
pis1s2qIs1s2tq+∑
b∈Γ
∑
t∈T
∑
k∈K
cFktv
F
bkt+
∑
b∈Γ
∑
u∈U
∑
t∈T
∑
k∈K
cTbuktv
T
bukt +∑
t∈T
∑
u∈U
∑
k∈K
cUuktv
U
ukt+
∑
t∈T
∑
u∈U
∑
k∈K
MuktEukt +∑
t∈T
∑
u∈U
∑
k∈K
L¯uktRukt +∑
t∈T
∑
u∈U
∑
k∈K
Lkt lukt+
∑
t∈T
csIts+∑
t∈T
cX It +∑
t∈T
∑
q∈Q
Λ(δtq+ δ¯tq)+∑
t∈T
∑
q∈Q
λζtq+Pv
(5.44)
5.1.3.1 Les coûts de chaque activité
Les premiers termes ∑
b∈Γ
∑
t∈T¯
∑
b∈Γ
cb pbqαbtq et ∑
s1∈S
∑
s2∈S
∑
q∈Q
∑
t∈T
pis1s2qIs1s2tq représentent
respectivement les coûts de récolte des blocs et de déplacement des équipes entre sec-
teurs. Le troisième terme correspond au coût de stockage en forêt ∑
b∈Γ
∑
t∈T
∑
k∈K
cFktv
F
bkt . Le
quatrième terme représente les coûts de transport des billes de bois de la forêt aux usines
∑
b∈Γ
∑
u∈U
∑
t∈T
∑
k∈K
cTbuktv
T
bukt . Le cinquième terme décrit les coûts relatifs au stockage aux
usines ∑
t∈T
∑
u∈U
∑
k∈K
cUuktv
U
ukt .
5.1.3.2 Les pénalités appliquées
Les pénalités introduites dans l’objectif sont relatives à la gestion des stocks, à la
satisfaction des demandes des usines et au contrôle des pertes en temps de travail des
équipes d’une période à l’autre.
Les variations des volumes en stock aux usines autour du minimum de sécurité
sont pénalisées par les termes ∑
t∈T
∑
u∈U
∑
k∈K
MuktEukt+∑
t∈T
∑
u∈U
∑
k∈K
L¯uktRukt . La pénalité Mukt
s’apparente au coût de stockage cUukt . Selon les produits et les saisons, la pénalité appli-
quée Mukt sera d’autant plus forte que la dégradation des produits sera rapide. La pénalité
L¯ukt appliquée aux volumes manquants Rukt pour satisfaire les stocks de sécurité est aussi
définie par rapport au coût unitaire de stockage. Cette pénalité s’applique en tout temps
et elle est plus élevée que celle appliquée en cas de surplus de stock. L’autre pénalité
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appliquée aux volumes aux usines concerne les volumes de commandes lukt . Cette va-
riable devient positive quand les livraisons de bois et les volumes stockés à l’usine u ne
couvrent pas les besoins de l’usine pour la période t. Cette situation étant en réalité peu
souhaitable, la pénalité Lkt appliquée aux volumes manquants ∑t∈T ∑u∈U ∑k∈K Lukt lukt
est la plus élevée.
Les pénalités suivantes ∑
t∈T
∑
q∈Q
Λ(δtq+ δ¯tq)+∑
t∈T
∑
q∈Q
λζtq sont appliquées aux varia-
tions de temps de travail des équipes. Nous rappelons que les contraintes (5.27) et (5.28)
permettent d’évaluer les variations de temps d’activité d’une période à l’autre au delà
d’une tolérance φ . Enfin, les dernières pénalités concernent l’éparpillement en pénali-
sant l’ouverture de secteurs au delà de la limite Σ imposée ∑
t∈T
csIts+∑
t∈T
cX It .
Ce modèle auquel nous référerons par la suite par AHS1 est récapitulé à l’Annexe I.
5.2 Description de l’heuristique par horizons roulants
Le problème de planification annuelle de la récolte est de grande taille comme de
nombreux autres problèmes de planification d’horaires dans le secteur forestier. Une
résolution exacte n’est pas réaliste en pratique.
Le problème AHS1 peut être résolu directement dans un délai raisonnable pour un
plus court horizon de temps. Nous proposons alors d’utiliser une approche par horizons
roulants (HR) où une suite de sous-problèmes chacun contenant p périodes est résolue.
Chaque sous problème est noté AHS1p. A chaque itération i un sous-problème AHS1ip
est résolu, les variables associées à la première des p périodes sont fixées aux valeurs
associées par la solution de AHS1(i−1)p . Ainsi, à l’itération suivante i, les variables asso-
ciées aux i−1 premières périodes sont fixées. Une illustration du processus est donnée
à la Figure 5.1 pour p = 3.
5.2.1 Prévision des besoins des usines
Les demandes des usines dukt , diffèrent souvent de manière significative par usine
u∈U , par produit k∈K et par période t ∈ T . De plus, pour un même produit, la demande
est très rarement constante au cours de l’année. Les variations peuvent être significatives
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Figure 5.1 – Illustration du fonctionnement des horizons roulants
d’une période à l’autre. Il semble alors pertinent d’estimer les demandes futures pour
ajuster l’effort de récolte et ainsi anticiper les brusques variations des besoins d’un pro-
duit. Ceci est d’autant plus important que l’approche par horizons roulants est myope,
puisque la résolution se concentre sur un petit nombre p de périodes consécutives. L’ef-
fort de récolte est lissé à l’aide d’un paramètre d˜kt regroupant, pour toutes les usines,
le volume de produit k qu’il faut récolter à la période t, pour satisfaire non seulement la
demande courante, mais aussi celle à venir. Le paramètre d˜kt est défini pour toute période
t où la récolte est possible, t ∈ T R, et tient compte des stocks initiaux en forêt et usines
notés IFk et IUk.
d˜kt =
1
|T R|(∑t∈T ∑u∈U
dukt− (IFk + IUk)) (5.45)
La contrainte (5.46) est ajoutée au modèle dans le but de lier les besoins des usines
et les volumes à récolter pour chaque produit k et chaque période t. Les variables d’écart
εkt ≥ 0 prennent une valeur positive si l’effort de récolte n’est pas suffisant pour couvrir
le niveau de récolte demandé. Ces variables d’écart seront pénalisées dans l’objectif,
avec une pénalité du même ordre que la pénalité appliquée aux commandes lukt .
(
t
∑
t1=0
∑
b∈Γ
∑
q∈Q
αbt1q pbq)τkb+ εtk ≥
t
∑
t1=0
d˜t1k ∀t ∈ T R,∀k ∈ K (5.46)
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5.2.2 Optimisation du flot de bois
Cette dernière étape de l’approche par horizons roulants, consiste à fixer toutes les
décisions associées aux activités de récolte, et d’optimiser pour l’ensemble des périodes,
le flot de bois entre la forêt et les usines (volumes en bordure de chemin, volumes trans-
portés et volumes en inventaire usine). Le but de cette étape est d’améliorer la gestion
des stocks sur l’horizon complet.
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CHAPITRE 6
APPROCHE PAR GÉNÉRATION DE COLONNES
L’approche que nous présentons dans ce chapitre vise aussi à fournir une solution au
problème PAR. Son principe est décrit à la section 6.1, suivi de la formulation du modèle
qu’elle résout (section 6.2). Les colonnes sont des calendriers dont la génération est
heuristique ou par résolution d’un sous-problème de pricing (section 6.3). L’heuristique
développée est basée sur la génération de colonnes et est décrite à la section 6.4.
6.1 Principe de l’approche
La formulation du problème est distincte de celle menant au modèle AHS1 utilisé
par l’approche par horizons roulants (HR) présentée dans le chapitre 5. En effet, l’ap-
proche par HR s’appuie sur un modèle compact (relativement au nombre de variables)
qui gère tous les aspects du problème en même temps : l’affectation aux blocs par équipe
et par période, la continuité d’activité d’une équipe sur un bloc et entre deux blocs, les
présences et mouvements au niveau des secteurs, ainsi que la planification du flot de bois
entre les forêts et les usines. L’approche de ce chapitre décompose le problème. D’une
part, un problème appelé "problème maître", choisit les calendriers à affecter aux équipes
de façon à satisfaire la demande des usines tout en respectant les autres contraintes as-
sociées aux activités de la chaîne. D’autre part, un autre problème génère les calendriers
candidats pour l’affectation aux équipes. Rappelons qu’un calendrier de récolte que re-
çoit une équipe est une suite ordonnée de blocs à récolter au cours de l’année. Cette suite
ne peut comporter que des blocs que l’équipe peut récolter en respectant les différentes
restrictions d’accès aux blocs.
L’avantage premier d’une telle approche est de pouvoir traiter le problème sur l’en-
semble des périodes de l’horizon. Cet avantage repose cependant sur la capacité d’obte-
nir des calendriers de récolte parmi lesquels choisir ceux que recevront les équipes. Or
le nombre de calendriers est exponentiel. En effet, en moyenne une équipe peut récolter
une vingtaine de blocs au cours de l’année. Le nombre de séquences de blocs est donc le
nombre de combinaisons de 20 blocs parmi l’ensemble des blocs. S’il y a 200 blocs au
total, le nombre de séquences est de l’ordre de 1,16E+27. Générer l’ensemble des calen-
driers est donc impensable a priori. Nous avons donc les conditions requises pour définir
une procédure de résolution basée sur la génération de colonnes, où une colonne repré-
sente un calendrier : leur nombre est trop grand pour être tous inclus dans le problème
maître et la plupart d’entre eux seront liés à des variables à 0 [3]. En effet, le nombre de
calendriers choisis est au maximum égal au nombre d’équipes soit moins d’une dizaine.
L’utilisation d’une heuristique basée sur la génération de colonnes a été utilisée pour
résoudre des problèmes de planification de récolte à court terme par Karlsson et al. [24]
puis par Mitchell [31]. Elle permet d’augmenter le nombre de calendriers de récolte
(colonnes) considérés dans le problème maître. Les séquences sont créées de façon heu-
ristique dans [24], ou par programmation dynamique [31]. La génération de colonnes est
aussi utilisée dans le logiciel OPTICORT pour générer de nouveaux patrons de tronçon-
nage. Ces exemples ont tous en commun de résoudre des problèmes sur un court horizon,
sur des blocs dont l’accès est assuré sur l’horizon, et où la gestion des activités sur deux
unités spatiales n’est pas incluse. Comme notre problème est à mi-chemin entre la pla-
nification tactique et opérationnelle, il est pertinent d’exploiter des outils de résolution
usuellement vus pour des problèmes sur des horizons plus courts.
Nous poursuivrons ce chapitre en décrivant le problème maître (Section 6.2). Puis
nous préciserons comment les calendriers sont générés (Section 6.3). L’heuristique sera
décrite en détails dans la section (6.4).
6.2 Formulation du problème maître
La notation utilisée dans ce modèle a été introduite dans le chapitre précédent au
tableau 5.I. Les ensembles et paramètres propres à cette approche sont introduits dans
le tableau 6.I. Le problème maître (PM) a pour but de choisir parmi l’ensemble des
calendriers H, ceux qui satisferont les demandes dukt pour chaque produit k∈K à chaque
période t ∈ T pour chaque usine u ∈U , en minimisant les coûts de récolte, de transport
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Tableau 6.I – Ensembles et paramètres pour l’approche par génération de colonnes
Ensembles
H ensemble des calendriers ;
J ensemble des types (systèmes) d’équipes ;
H j ensemble des calendriers de type j ;
ΓGj ensemble des blocs où une équipe de type j peut travailler.
Paramètres
q j nombre d’équipes de type j ;
δbh
{
1 si le bloc b apparaît dans le calendrier h
0 sinon
δbht portion de la période t consacrée à la récolte du bloc b suivant le calendrier h ;
jh type du calendrier h ;
pb jh capacité de production d’une équipe de type de type jh sur le bloc b en une période
de deux semaines ;
T Rb j durée de récolte du bloc b par une équipe de type j ;
T Ib j nombre de périodes pour intégralement récolter le bloc b par une équipe de type j ;
φbht 1 si le bloc-chemin desservant le bloc b est construit et sec à la période t suivant h,
0 sinon.
et de stockage. H j désigne l’ensemble des calendriers compatibles avec le type d’équipe
j ∈ J. Notons ΓGj l’ensemble des blocs qui peuvent être récoltés par une équipe de type j.
Ainsi, tous les blocs composant un calendrier h∈H j appartiennent à ΓGj . Également, tout
calendrier h appartient à un type jh selon le type d’équipe j ∈ J pouvant le compléter.
Pour faciliter la lecture du modèle nous regroupons l’ensemble des paramètres as-
sociés à un calendrier h. Les blocs b du calendrier h sont désignés par les paramètres
δbh prenant la valeur 1 (δbh = 0 si le bloc b n’est pas dans le calendrier h). Un suivi
temporel de la récolte étant indispensable, le paramètre δbht joue le même rôle que la
variable αbtq dans le modèle AHS1. Ainsi δbht détermine le temps exact de la période
t consacré par l’équipe complétant ce calendrier h. La séquence des blocs composant
un calendrier permet de calculer directement le coût de déplacement ch entre secteurs
associés. Les variables Its1s2q du modèle AHS1 ne sont donc plus nécessaires, pas plus
que la contrainte (5.30) associée.
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6.2.1 Choisir des calendriers compatibles
Les calendriers considérés dans le problème maître sont compatibles puisqu’ils res-
pectent les conditions de récolte à l’échelle du bloc et du secteur. Une variable binaire
xh est associée à chaque calendrier du problème maître. Les variables associées aux sec-
teurs Istq, Ist , It du modèle AHS1 sont toujours utilisées. Les calendriers compatibles
vérifient les contraintes (6.1) à (6.6). Les calendriers choisis par type j d’équipe sont au
plus le nombre q j d’équipes de ce type (6.1).
∑
h∈H j
xh ≤ q j ∀ j ∈ J (6.1)
Un bloc n’est récolté qu’une fois par une seule équipe (6.2).
∑
h∈H
δbhxh ≤ 1 ∀b ∈ Γ (6.2)
Le nombre d’équipes présentes dans un secteur au cours d’une même période est limité
par σ . La contrainte (5.33) devient (6.3). Ce contrôle des présences se fait par une borne
supérieure sur le temps de travail dans un secteur. En effet, il est possible qu’une équipe
récolte plusieurs blocs d’un même secteur au cours d’une période.
∑
h∈H
∑
b∈Γs
δbhtxh ≤ σ ∀s ∈ S, ∀t ∈ T (6.3)
Le nombre de secteurs ouverts au cours d’une même période devrait être au maximum Σ.
La variable binaire Ist vaut 1 si le secteur s est ouvert à la période t, c’est à dire qu’il y a
au moins une équipe qui y travaille (pour au moins un calendrier choisi, δbhtxh > 0 pour
un bloc b du secteur s, b ∈ Γ2s . La contrainte (5.29) est ainsi reformulée par la contrainte
(6.4). La contrainte (5.32) reste inchangée pour devenir (6.5).
∑
h∈H
δbhtxh ≤ Ist ∀b ∈ Γ2s , ∀t ∈ T (6.4)
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∑
s∈S
Ist ≤ Σ+ It ∀t ∈ T (6.5)
Si un ou plusieurs blocs dépendant d’un bloc-chemin à construire, i.e. dans ΓC, appar-
tiennent à un calendrier, il ne peut être choisi que si le bloc-chemin est un de leur pré-
décesseur, ou si un autre calendrier le comporte et assure sa construction en respectant
le temps de séchage. Dans ce cas, le paramètre binaire φbht indique si le bloc-chemin
desservant b est construit et sec suivant le calendrier h à la période t. Si c’est le cas
φbht = 1, 0 sinon. La contrainte (6.6) permet la sélection d’un calendrier h comptant un
bloc dépendant b, si d’ici la période t où δbht > 0, le chemin desservant est construit et
sec.
∑
h∈H
(φbht−δbht)xh ≥ 0 ∀b ∈ ΓC, ∀t ∈ T (6.6)
La contrainte (5.46) est reformulée en utilisant le produit de δbht et pb jh qui détermine
le volume de bois récolté sur le bloc b à la période t suivant le calendrier h. Ainsi,
δbht1 pb jhτkb indique le volume de produit k récolté sur le bloc b à la période t suivant
le calendrier h. La contrainte (5.46) est reformulée selon (6.7). Les variables d’écart
εkt ≥ 0 prennent une valeur positive si l’effort de récolte n’est pas suffisant pour couvrir
le niveau de récolte demandé.
t
∑
t1=0
∑
b∈Γ
∑
h∈H
δbht1 pb jhτkbxh+ εkt ≥
t
∑
t1=0
d˜kt1 ∀k ∈ K, ∀t ∈ T R (6.7)
6.2.2 Gestion du flot de bois entre la forêt et les usines
Les contraintes (5.35) à (5.43) décrivant les volumes restant en bordure de chemin en
fin d’année, ceux transportés et ceux en stock aux usines, restent inchangées. Par contre
la contrainte d’équilibre (5.34) doit être reformulée, puisque le suivi du volume récolté
est complété à l’aide de δbht pb jhτkbxh où δbht pb jhτkb est le volume de produit k récolté à
la période t suivant le calendrier h sur le bloc b. Elle est reformulée selon (6.8).
vFbkt = v
F
bk(t−1)+∑
h∈h
δbht pb jhτkbxh− ∑
u∈U
vTbukt ∀b ∈ Γ,∀t ∈ T,∀k ∈ K (6.8)
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6.2.2.1 Fonction objectif
L’objectif est de minimiser les coûts liés aux différentes activités le long de la chaîne
de valeur (récolte, stockages et transport) ainsi que ceux associés aux pénalités. Les coûts
de récolte comprennent à la fois les coûts de récolte de bloc variant selon son coût uni-
taire cb et le volume récolté au cours de chaque période (∑
t∈T
∑
h∈H
∑
b∈Γ
cbδbht pb jhxh), ainsi
que les coûts de déplacement des équipes au cours de l’année (∑
h∈H
chxh). Les pénalités
liées aux activités de récolte concernent l’ouverture des secteurs. Dès qu’un secteur est
ouvert, une légère pénalité s’applique (∑
t∈T
∑
s∈S
csIts) afin de limiter son étalement dans le
temps. En pratique, un secteur ne reste pas ouvert toute l’année. Une pénalité plus lourde
s’applique pour réduire le nombre excédentaire de secteurs ouverts au cours d’une même
période (∑
t∈T
cX It). En effet, trop de secteurs ouverts au cours de la même période occa-
sionne un entretien du réseau plus coûteux. Les coûts liés au flot de bois entre la forêt et
les usines restent les mêmes que dans AHS1.
min ∑
h∈H
chxh+∑
t∈T
∑
h∈H
∑
b∈Γ
cbδbht pb jhxh+∑
t∈T
∑
s∈S
csIts+∑
t∈T
cX It
+∑
t∈T
∑
k∈K
Lktεtk+∑
t∈T
∑
b∈Γ
∑
k∈K
cFbktv
F
bkt+Pv+∑
t∈T
∑
b∈Γ
∑
u∈U
∑
k∈K
cTbuktv
T
bukt+∑
t∈T
∑
u∈U
∑
k∈K
cUUktv
U
ukt
+∑
t∈T
∑
u∈U
∑
k∈K
MuktEukt +∑
t∈T
∑
u∈U
∑
k∈K
L¯uktRukt +∑
t∈T
∑
k∈K
Lkt lukt (6.9)
6.2.2.2 Expression des coûts réduits
L’expression des coûts réduits est déterminée après réécriture du modèle sous la
forme “Ax≥ b ". Les multiplicateurs (positifs ou nuls) sont :
• α j ∀ j ∈ J associés aux contraintes (6.1) ;
• βb ∀b ∈ Γ pour (6.2) ;
• γst ∀s ∈ S,∀t ∈ T pour (6.3) ;
• θst ∀s ∈ S,∀t ∈ T pour (6.4) ;
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• ηbt ∀b ∈ Γc,∀t ∈ T pour (6.6) ;
• λkt ∀k ∈ K,∀t ∈ T pour (6.7) ;
• ρbkt ∀b ∈ Γ,∀k ∈ K,∀t ∈ T pour (6.8).
Le coût réduit associé à la variable xh s’écrit ainsi :
c¯h = ch+∑
t∈T
∑
b∈Γ
cbδbht pb jh +α j +∑
b∈Γ
δbhβb+∑
s∈S
∑
t∈T
∑
b∈Γ2s
δbhtγst +∑
s∈S
∑
t∈T
∑
b∈Γ2s
δbhtθst
−∑
b∈Γ
∑
t∈T
∑
k∈K
pb jhτkbδbhtρbkt− ∑
k∈K
∑
t∈T
t
∑
t1=0
∑
b∈Γ
pb jhτkbδbht1λkt−∑
t∈T
∑
b∈Γc
(φbht−δbht)ηbt
(6.10)
6.3 Création de calendriers
La création de calendriers s’appuie sur des conditions de travail d’une équipe de ré-
colte et sur les règles d’exploitation du territoire. Premièrement, le calendrier créé ne doit
pas contenir de période d’inactivité. Deuxièmement, un calendrier est intrinsèquement
lié au type d’équipe. Nous rappelons que les équipes se divisent en deux types (ou sys-
tèmes), celui de bois court, et celui de bois long. Certains blocs ne peuvent être récoltés
que par un seul type d’équipe. Il est donc crucial qu’un calendrier pour une équipe d’un
type donné ne contienne que des blocs qu’elle est en mesure d’exploiter en fonction de
son type et durant les périodes d’accès de ces blocs.
Deux techniques sont utilisées pour construire les calendriers. Les premiers calen-
driers sont construits de façon heuristique. Ils forment alors un pool initial utilisé pour
amorcer le processus de génération de colonnes. Quand ce pool ne présente plus de co-
lonnes permettant de poursuivre la relaxation du problème maître, alors l’information
duale du problème maître relaxé est exploitée pour résoudre un sous-problème de plus
court chemin avec contraintes de ressources.
56
6.3.1 Interprétation d’une séquence de blocs
Le premier paramètre à déterminer pour la construction d’un calendrier est le type
d’équipe j auquel il serait affecté. Les blocs candidats à composer ce calendrier se ré-
duisent alors aux blocs exploitables par le type j (ΓGj ). Comme les blocs sont récoltés
intégralement et sans interruption, il est possible de suivre le travail d’une équipe dans le
temps à partir de la liste ordonnée de blocs et de la date de début des activités. Considé-
rons qu’un calendrier h de type j qui se compose des blocs b0, b1, b2, b3 dans l’ordre et
que les temps de récolte sont respectivement 2,4, 0,8, 4,7 et 3,1. Le début de chaque bloc
est décrit dans le tableau 6.II. Un suivi par période et par bloc se traduit par le tableau
Tableau 6.II – Calendrier et dates de début de récolte de chaque bloc
Bloc Date de début du bloc courant Date de début du suivant
b0 0 2,4
b1 2,4 3,2
b2 3,2 7,9
b3 7,9 11
6.III. Chaque ligne est associée à un bloc, chaque colonne à une période. Le terme à
l’intersection d’une ligne b et d’une colonne t est la portion de la période t consacrée à
la récolte du bloc b suivant le calendrier h : δbht . Les propriétés sont les suivantes :
• La somme des termes d’une ligne est 0 si le bloc n’appartient pas au calendrier et
correspond au temps de récolte sinon : ∑
t∈T
δbht = T Rb j ;
• La somme des termes d’une colonne pour t ∈ T R est égale à 1 : ∑
b∈ΓGj
δbht = 1.
La dernière propriété revient à assurer la continuité du travail de récolte sur un bloc,
et éviter les arrêts entre deux blocs consécutifs d’un calendrier. Le suivi temporel per-
met d’assurer que tout bloc suivant la séquence du calendrier est accessible pour toutes
les périodes nécessaires à sa récolte. Aussi, le suivi temporel est-il nécessaire dans les
cas où un bloc dépendant et son chemin desservant sont dans le même calendrier. Non
seulement le bloc-chemin doit être récolté avant ses dépendances (blocs desservis par
ce bloc-chemin), mais doit aussi être sec. Notons qu’un bloc dépendant peut se trouver
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dans un calendrier sans que son chemin desservant y soit. En effet, l’équipe qui construit
un chemin n’est pas nécessairement celle qui récolte ses dépendances.
Tableau 6.III – Calendrier et suivi par période et par bloc
Bloc t = 0 t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8 t = 9 t = 10
b0 1 1 0.4
b1 0.6 0.2
b2 0.8 1 1 1 0.9
b3 0.1 1 1 1
6.3.2 Constructions heuristiques
Les constructions heuristiques sont de deux types. Le premier consiste à construire
des calendriers individuellement. Une liste de blocs est créée en tenant compte de la
distance entre les blocs, l’offre disponible et l’appartenance à un secteur. Ces éléments
sont des critères pondérés qui orientent le choix du bloc initial, ainsi que de ses succes-
seurs. L’ajout d’un bloc est conditionnel à ce que ce dernier soit accessible pour toutes
les périodes nécessaires à sa récolte intégrale.
La seconde heuristique de construction génère un sous-ensemble de calendriers com-
patibles entre eux. Les motivations de cette méthode sont d’encourager la collaboration
des équipes sur les secteurs contenant de nombreux blocs et ainsi de réduire le temps
d’ouverture des secteurs. Aussi, ce sous-ensemble constitue-t’-il une solution initiale au
problème maître en nombre entiers. Nous dénoterons par "plan de récolte" un groupe de
calendriers compatibles. La construction de plans de récolte est décrite en détails dans
l’Annexe III.
6.3.3 Construction par la résolution d’un problème de plus court chemins avec
contraintes de ressources
Étant donnée une solution du problème maître restreint relaxé, l’objectif du sous-
problème est de construire un calendrier de récolte qui améliorera la relaxation en ayant
un coût réduit associé négatif. Un calendrier de récolte pour une équipe de type fixé est
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généré en résolvant un problème de plus court chemin avec contraintes de ressources
(SPPRC).
6.3.3.1 Description du réseau
Le réseau est associé à un type d’équipe de récolte j ∈ J noté G j. Les nœuds et les
arcs qui le composent visent à traiter implicitement des conditions de récolte à satisfaire
pour qu’un chemin sur ce réseau puisse constituer un calendrier. Les nœuds représentent
chacun une paire (b, t) où le bloc b peut être récolté par une équipe de type j et est
accessible pour toutes les périodes comprises entre t et t + T Ib j, nombre maximal de
périodes nécessaires à la récolte intégrale du bloc b. Si le bloc b du nœud (b, t) dépend
d’un bloc-chemin à construire c, la période t doit correspondre au moins au temps T Ic j
de récolte de c auquel il faut ajouter les périodes des séchage D. Des nœuds artificiels
source et puits sont introduits, afin de représenter respectivement le début et la fin des
activités de récolte suivant le calendrier construit.
Tout arc du graphe est du type < (b1, t1),(b2, t2)> où :
• les blocs b1 et b2 sont distincts ;
• b2 n’est pas un bloc-chemin desservant le bloc b1 ;
• b2 n’est pas une dépendance du bloc-chemin b1.
• la période t2 est une des dates possibles de fin de récolte du bloc b1 commencé au
cours de la période t1.
Si l’arc < (b1, t1),(b2, t2) > est présent dans le réseau, alors t2 = t1 +T Ib1 j− 1 ou t2 =
t1+T Ib1 j, avec T
I
b1 j le nombre de périodes pour complètement récolter b1 par une équipe
de type j. Comme plusieurs blocs peuvent être récoltés par la même équipe au cours
d’une période de deux semaines, des cycles sont possibles dans un tel réseau. Pour le
rendre acyclique, une plus petite mesure de temps a été choisie, telle qu’il y ait au plus
un début de récolte par unité de temps.
Nous distinguons les arcs issus de nœuds du type (b,0) des nœuds (b, t), avec t non
nul. Le nœud source est seulement relié à des nœuds du type (b,0). La récolte du bloc b
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occupera toute la période 0, la date de fin de récolte sera donc la moins tardive. Il n’y a
donc qu’un seul type d’arcs issus du nœud (b,0) ; ils lient le nœud (b,0) à tout nœud dont
le bloc est différent de b et dont la période est T Ib j− 1. La figure 6.1 donne un exemple
numérique. Le calendrier commence avec la récolte du bloc b0 dont le temps de récolte
est 1,3 périodes. Tous les arcs sortant de (b0,0) ont pour destination des nœuds associée
à la période d1,3e−1 = 1. Le bloc suivant commence donc au cours de la période 1.
Pour les arcs issus d’un nœud (b, t) avec t non nul, les périodes possibles de fin de
récolte du bloc b sont t +T Ib j−1 ou t +T Ib j. Sans information sur le temps consacré à la
récolte de b durant la période t, il n’est pas possible a priori d’écarter une des dates de
fin. Par conséquent, les arcs issus de (b, t) ont pour destinations des nœuds associés aux
périodes t+T Ib j−1 et t+T Ib j. Ce type d’arcs est illustré par la figure 6.2 où le bloc b2 dont
la récolte commence à la période 2, peut s’achever durant la période 2+ d4,9e− 1 = 6
ou durant la période 2+ d4,9e= 7. Les arcs entrants dans le puits sont issus des nœuds
(b, t) tels que t+T Ib1 j−1 est la dernière période où la récolte est autorisée.
6.3.3.2 Variables de ressources
Construire un chemin dans le réseau tel que décrit précédemment requiert l’intro-
duction de ressources et de contraintes supplémentaires. Les ressources désignent dans
le cadre de notre problème :
• les dates de débuts de bloc ;
• le suivi temporel de la récolte de chaque bloc composant le calendrier ;
• les blocs prédécesseurs et leur date de début.
Les contraintes utilisant ces variables assurent que la séquence des blocs associée à un
chemin réalisable par rapport aux ressources définit un calendrier de récolte. Résoudre
un problème de plus court chemin sur le réseau revient à trouver un plus court chemin
parmi ceux liant la source et le puits qui satisfait aux contraintes de ressources [23].
Les contraintes de ressources permettent pour un arc (i, j) :
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Le bloc b0 a une durée de récolte de 1,3 périodes et sa récolte commence à la
période 0.
Figure 6.1 – Description des arcs issus de la source et des nœuds de la première période
• de garantir la continuité du travail entre les blocs du chemin en faisant coïncider
les dates de fin de récolte du bloc bi associé au nœud i et de début de récolte du
bloc b j associé au nœud j ;
• le calcul du coût d’un arc (i, j) (mise à jour des variables δ (b j,t j)t¯ ).
Les autres contraintes de ressources
• Assurent qu’un bloc n’est pas récolté deux fois sur un chemin ;
• Interdisent qu’une dépendance ne soit récoltée trop tôt si son bloc-chemin est un
prédécesseur ;
• Interdisent que la récolte d’un bloc-chemin soit postérieure à celle d’un bloc qu’il
dessert, ou d’emprunter un bloc-chemin qui n’est pas encore sec.
Toutes les variables de ressources sont décrites dans le tableau 6.IV.
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Le bloc b2 a une durée de récolte de 4.9 périodes et sa récolte commence à la
période 2.
Figure 6.2 – Description des arcs issus de la source et des nœuds de la première période.
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Tableau 6.IV – Variables de ressources
Variables Description Appartenance
x(b,t) date de début de récolte du bloc b [t, t+1[
δ (b,t)t¯ suivi de la récolte pour chaque période t¯ ∈ t, ..., t+T Ib j [0,1]
y(b,t)b¯ indique si le bloc b¯ a été récolté en arrivant au nœud (b, t) binaire
x(b,t)b¯ date de début de chaque bloc b¯ prédécesseur du nœud (b, t) R+
φ (b,t) vaut 1 si le chemin desservant le bloc b est un prédécesseur
et qu’il est construit et sec à la période t
binaire
6.3.3.2.1 Fonctions d’extension des ressources A chaque nœud (b, t) est associée
une variable de ressource non négative xbt qui indique la date de début (nombre réel) de
récolte du bloc b, t ≤ xbt < t+1. Pour l’arc < (b1, t1),(b2, t2)>, la fonction d’extension
de ressources accumule les temps de récolte des blocs suivant l’ordre de visite des blocs :
xb2t2 = xb1t1 +T
R
b1 j (6.11)
Un suivi implicite de l’activité de récolte sur le bloc b de la période de début t jusqu’à
la période de fin t +T Ib j est attaché au nœud (b, t). Ce suivi est assuré par les variables
de ressources δ (b,t)t¯ définies pour les périodes t¯ ∈ [t; t +T Ib j] (Figure 6.3). Les δ (b,t)t¯ se
mettent à jour selon que t¯ est la période de début de récolte du bloc b (6.12), ou s’il s’agit
d’une période intermédiaire (ni le début, ni la fin) (6.13). L’expression (6.12) traduit que
δ (b,t)t¯ est le temps restant au cours de la période t une fois la date de début xbt connue.
δ (b,t)t = 1− xbt + t (6.12)
δ (b,t)t¯ = 1 t¯ 6= t, t+T Ib j−1, t+T Ib j (6.13)
Pour les périodes t+T Ib j−1 et t+T Ib j, il faut établir le temps restant r¯ pour compléter la
récolte :
r¯ = T Rb j−
t+T Ib j−2
∑˜
t=t
δ (b,t)t˜ (6.14)
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Si r¯ > 1, le temps restant est partagé entre les périodes t+ tb j−1 et t+ tb j :
δ (b,t)
t+T Ib j−1
= max{1, r¯} (6.15)
δ (b,t)
t+T Ib j
= max{0, r¯−1} (6.16)
La figure 6.4 donne un exemple numérique de la mise à jour des variables δ (b,t)t¯ pour
un nœud dont la récolte commence exactement à 5,9 et requiert 3,6 périodes pour être
récolté. Ici le temps restant T Rb j−
t+T Ib j−2
∑˜
t=t
δ (b,t)t˜ pour compléter la récolte à la période 8
est de 1,5. Par conséquent, δ (b,5)5+4−1 = 1 et δ
(b,5)
5+4 = 0,5. La figure 6.5 représente un calen-
drier avec le détail des mises à jour de variables de ressources (par souci de simplicité,
seulement les variables de début d’un nœud x(b,t) et les variables de suivi δ
(b,t)
t¯ sont
indiquées).
6.3.3.3 Lien entre l’objectif du sous-problème de type j et l’expression des coûts
réduits
On note db1b2 la distance séparant deux blocs de récolte. Cette distance est considérée
nulle si les deux blocs appartiennent au même secteur. Nous précisons le calcul du coût
de chaque arc < i, j > où i= (b1, t1) et j = (b2, t2) et dont l’expression change selon que
le bloc b2 est un bloc dépendant d’un bloc-chemin à construire ou pas. Si b j n’est pas
dépendant d’un bloc-chemin à construire, l’expression du coût de l’arc < i, j > noté ci j
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Figure 6.3 – Description d’un nœud. Figure 6.4 – Exemple numérique
où b se récolte en 3,6 périodes et
x(b,5) = 5,9
est donné par (6.17), (6.18) sinon.
ci j = db1b2 +
t2+T Ib j
∑
t=t2
cb2 pb2 jδ
(b2,t2)
t +α j +βb2
+
t2+T Ib j
∑
t=t2
cb2δ
(b2,t2)
t (γs2t +θs2t)
− ∑
k∈K
t2+T Ib j
∑
t=t2
pb2 jδ
(b2,t2)
t τkb2ρb2tk
− ∑
k∈K
t2+T Ib j
∑
t=t2
t
∑
t¯=t2
pb2 jδ
(b2,t2)
t¯ τkb2λtk
(6.17)
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Figure 6.5 – Exemple de chemin dans le réseau décrivant un calendrier de récolte
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ci j = db1b2 +
t2+T Ib j
∑
t=t2
cb2 pb2 jδ
(b2,t2)
t +α j +βb2
+
t2+T Ib j
∑
t=t2
cb2δ
(b2,t2)
t (γs2t +θs2t)
− ∑
k∈K
t2+T Ib j
∑
t=t2
pb2 jδ
(b2,t2)
t τkb2ρb2tk
− ∑
k∈K
t2+T Ib j
∑
t=t2
t
∑
t¯=t2
pb2 jδ
(b2,t2)
t¯ τkb2λtk
−
t2+T Ib j
∑
t=t2
(φ (b2,t)−δ (b2,t2)t )ηb2t
(6.18)
Si on note Ah l’ensemble des arcs composant un chemin dans le réseau G j qui décrit
un calendrier de récolte h, la somme des coûts sur les arcs correspond au coût réduit
associé à h :
c¯h = ∑
<i, j>∈Ah
ci j (6.19)
6.4 Détails de l’heuristique
L’heuristique basée sur la génération de colonnes consiste à obtenir une solution
à un problème en nombre entiers dont les colonnes (calendriers) sont en nombre trop
important pour toutes être considérées. Un problème en nombres entiers restreint (en
terme de colonnes) noté RMP, est donc résolu. RMP est le problème maître présenté
dans la section 6.2.
Le processus commence avec la création d’un pool de calendriers générés heuristi-
quement, dont un sous-ensemble constitue les premières colonnes du RMP. La relaxation
linéaire de chaque RMP, notée RLMP, est résolue en utilisant Cplex et fournit des va-
riables duales dont l’utilisation est double. D’abord, le pool de calendriers est scanné à
la recherche de calendriers à cout réduit négatif. S’il y en a, ils sont ajoutés au RLMP.
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Sinon, les variables duales définissent un sous-problème de pricing pour obtenir s’il en
existe, un calendrier de coût réduit négatif. Dès que des calendriers dont le coût réduit
est négatif sont trouvés, ils sont ajoutés au RLMP. Ceci achève une itération de généra-
tion de colonnes. Le processus se poursuit à l’itération suivante. Si aucun calendrier de
coût réduit négatif n’est trouvé, le RMP (avec variables entières) en incluant les colonnes
accumulées jusque là est résolu en utilisant CPLEX.
6.4.1 Résolution du RLMP et du RMP
Comme indiqué par [? ] et exploité par [38] la résolution par une méthode des points
intérieurs pour résoudre les RLMP est avantageuse. En effet, un des désavantages d’une
procédure s’appuyant sur la génération de colonnes, notamment pour les problèmes dé-
générés comme le nôtre, est que plusieurs itérations peuvent se suivre sans amélioration
significative de l’objectif. L’utilisation de variables duales associées à un point à l’inté-
rieur d’une face plutôt qu’un point extrême s’avère en pratique plus intéressant pour la
résolution du sous-problème [? ]. Une technique dite de stabilisation pour accélérer le
processus a été élaborée par Rousseau et al. [38] .
Lorsqu’aucun nouveau calendrier de coût réduit négatif n’est obtenu ni du pool, ni
par résolution du sous-problème, le RMP est résolu.
6.4.2 Méthode de résolution d’un sous-problème
Le sous-problème consiste à résoudre un plus court chemin avec contraintes de res-
sources SPPRC j pour chaque type j. Une approche standard pour résoudre un problème
de plus court chemin avec contraintes de ressources (SPPRC) est la programmation
dynamique. À partir d’un chemin dit trivial (qui ne contient que le nœud source), on
construit de nouveaux chemins en le prolongeant dans toutes les directions réalisables
[23]. À chaque nœud est associée une étiquette indiquant la consommation des res-
sources (pour notre problème, le temps de récolte, les blocs visités et leur date de début),
et d’éliminer des étiquettes à l’aide de règles de dominance dès que possible [18]. L’algo-
rithme de résolution de SPPRC est donc un algorithme d’étiquetage qui manipule deux
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ensembles :U qui désigne l’ensemble des chemins non parcourus, et l’ensembleP des
chemins utiles pour mener à l’obtention d’un chemin qui minimise les coûts et satisfait
toutes les contraintes de ressources. L’utilisation d’un algorithme de dominance diminue
la taille de U et deP , ce qui augmente l’efficacité de la résolution. Un algorithme gé-
nérique de programmation dynamique pour résoudre le SPPRC est donné par [23]. Les
procédures principales de l’algorithme d’étiquetage consistent à étendre un chemin Q
extrait de U et à ajouter Q à P . L’extension du chemin Q dans toutes les directions
réalisables peut se faire suivant une stratégie de fixation d’étiquettes (label setting) ou
de correction d’étiquettes (label correcting). Notre réseau étant acyclique, une straté-
gie de fixation d’étiquettes est appropriée. Pour décrire les directions réalisables dans le
cadre particulier de notre problème dans un réseau G j, on considère u = (bu, tu) le der-
nier nœud de Q et v = (bv, tv) un nœud destination d’un arc sortant de u. L’arc < u,v >
représente une destination réalisable si et seulement si :
• le temps de fin de récolte x(bu,tu)+T Rbu j du bloc bu est dans l’intervalle [tv, tv+1[ ;
• dans le cas où bv dépend d’un bloc chemin c, soit il est déja visité et alors à la
période tv il est sec, soit il n’est associé à aucun nœud prédécesseur de u ;
• dans le cas où bv est un bloc-chemin, aucun nœud prédécesseur de u n’est associé
à un bloc dépendant de ce bloc-chemin.
Aucune règle de dominance n’est nécessaire dans notre sous-problème. Enfin, le filtrage
des chemins de P consiste dans notre cas à prendre le chemin dont le coût est mini-
mal. Si ce coût est négatif, en remontant depuis le puits vers la source, on récupère le
calendrier associé et on l’ajoute au problème maître.
6.4.3 Récapitulatifs
Nous résumons ici toutes les étapes de l’heuristique basée sur la génération de co-
lonnes. Nous rappelons que RLMP désigne le problème maître restreint où les contraintes
d’intégralité ont été relaxées. SPPRC j désigne la résolution d’un problème d’un plus
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court chemin avec contraintes de ressources pour obtenir un calendrier de type j. RMP
désigne le problème maître restreint avec les contraintes d’intégralité.
Initialisation Génération du pool de calendriers
Sélection d’un sous-ensemble initial
Étape 1 Résoudre le RLMP
Récupérer les multiplicateurs
Étape 2 Test du critère d’arrêt
Comparaison de la valeur de l’objectif du RLMP avec celle
de l’itération précédente
Si la progression de l’objectif est en dessous d’un seuil de
tolérance depuis plus d’un nombre prédéfini d’itérations :
Aller à l’Étape 5
Sinon aller à l’Étape 3
Étape 3 Recherche de nouvelles colonnes dans le pool
Calcul des coûts réduits des calendriers du pool qui ne sont
pas des colonnes du RLMP
Ajouter au RLMP les calendriers dont le coût réduit est né-
gatif
Aller à l’Étape 1
Si aucun calendrier du pool ne peut améliorer l’objectif du
RLMP :
Aller à l’Étape 4
Étape 4 Résolution d’un SPPRC j pour chaque type d’équipe j
Rajouter le calendrier obtenu si son coût réduit est négatif
Aller à l’Étape 1
Étape 5 Résolution du RMP
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CHAPITRE 7
APPROCHE PAR AGRÉGATION ET RESTRICTIONS SUCCESSIVES
Nous présentons ici la dernière des trois approches pour résoudre le problème de
planification annuelle de la récolte. L’approche par agrégation et restrictions successives
est décrite dans la section 7.1. L’agrégation est la première étape qui consiste à résoudre
un modèle noté AHP1 dont la formulation est à la section 7.2. La seconde étape repose
sur un modèle organisant la distribution des blocs d’un secteur qui est décrit à la section
7.3. Le chapitre se termine avec la description des dernières étapes de l’approche dans
la section 7.4.
7.1 Description de l’approche
L’approche par agrégation et restrictions successives (ARS) cherche à résoudre le
modèle AHS1 sans découper l’horizon comme le fait l’approche par horizons roulants
(Chapitre 5). Elle comporte 4 phases :
Phase I : Le plan annuel est réalisé à l’échelle du secteur. Les équipes sont affec-
tées aux secteurs pour l’ensemble des périodes de l’année. Leur produc-
tion en forêt est dirigée par les demandes des usines.
Phase II : Elle récupère de la Phase I pour chaque secteur et fenêtre de temps
durant laquelle l’activité y est continue, les équipes qui y sont affectées.
Les blocs composant le secteur sont alors répartis parmi les équipes
pour couvrir le plus possible la plage horaire associée.
Phase III : Chaque équipe se voit affectée une présélection de blocs issue de la
distribution des blocs complétée à la Phase II. Le modèleAHS1 est alors
résolu en tenant compte des ces présélections de blocs aux équipes.
Phase IV : Les affectations de la Phase III sont fixées et le modèle AHS1 résultant
est réoptimisé.
7.2 Phase I : Plan de récolte agrégé au niveau du secteur AHP1
Le modèle AHP1 que nous décrivons dans cette section, est celui résolu lors de la
Phase I de l’approche ARS. Il vise à fournir une affectation des équipes par secteur pour
l’ensemble des périodes de l’horizon. AHP1 vise à :
• satisfaire le niveau de production minimum pour respecter les demandes des usines ;
• minimiser la durée globale d’activité d’un secteur au cours de l’année ;
• restreindre le nombre d’ouvertures au cours de l’année de chaque secteur ;
• assurer la cohérence entre la décision d’ouvrir un secteur et l’activité de récolte
pour les périodes suivantes ;
• gérer les déplacements des équipes.
7.2.1 Agrégation par secteur et définition des paramètres
Pour formuler ce modèle, les informations associées aux blocs d’un même secteur
ont été regroupées. Au lieu d’être préoccupé par l’activité d’une équipe sur un bloc
précis, on s’intéresse plutôt à son activité dans le secteur auquel il est affecté. Le mo-
dèle utilise ainsi une agrégation des blocs à leur secteur d’appartenance. Certains pa-
ramètres doivent être reformulés pour ce modèle. En effet, l’agrégation par secteur en-
traîne une perte d’informations reliées aux blocs telles que leurs périodes d’accès, les
types d’équipes pouvant l’exploiter et l’offre disponible. La définition des nouveaux
paramètres vise à limiter cette perte d’informations, notamment pour éviter les incohé-
rences entre les décisions à l’échelle du secteur de la Phase I et celles à l’échelle du bloc
pour les Phases III et IV.
Les volumes récoltés par les équipes sont limités par l’offre disponible dans un sec-
teur s notée Os qui représente la somme des offres Ob des blocs appartenant au secteur.
Cependant, comme les blocs d’un même secteur n’ont ni la même offre ni les mêmes
conditions d’accès, l’offre d’un secteur varie avec le temps (Ost) et le produit (Ostk). Le
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calcul des paramètres Os, Ost et Ostk est décrit par les équations (7.1), (7.2) et (7.3), qui
utilisent les paramètres définis dans le tableau 5.II.
Os = ∑
b∈Γ2s
Ob ∀s ∈ S (7.1)
Ost = ∑
b∈Γ2s∩Γ3t
Ob ∀s ∈ S,∀t ∈ T (7.2)
Ostk = ∑
b∈Γ2s∩Γ3t
Okb ∀s ∈ S,∀t ∈ T,∀k ∈ K (7.3)
Pour évaluer les volumes récoltés par une équipe affectée à un secteur, il faut définir
la notion de productivité à l’échelle du secteur. Initialement, la productivité pbq dépend
uniquement du bloc b et de l’équipe q. Il traduit le volume que récolte en une période
l’équipe q sur le bloc b. Si un bloc n’était pas accessible à la période t (b /∈ Γ3t ) ou que
le type d’équipe n’était pas approprié au bloc ( q /∈Qb), l’affectation était interdite grâce
aux contraintes (5.8) et (5.9). Pour le modèle AHP1 on définit une productivité pbtq qui
dépend du temps :
pbtq =
 pbq si b ∈ Γ3t et q ∈ Qb0 sinon
Le volume que peut produire l’équipe q en une période dans le secteur s à la période
t noté pstq est défini comme la moyenne des productivités pbtq (7.4).
pstq =
1
|Γ2s | ∑b∈Γ2s
pbtq (7.4)
Enfin le coût unitaire cs de récolte d’un secteur s est défini comme la moyenne des coûts
unitaires de récolte des blocs qui lui appartiennent. Tous les paramètres utilisés pour le
modèle AHP1 sont décrits dans le tableau 7.I.
7.2.2 Formulation du modèle AHP1
Le modèle AHP1 décrit les activités des équipes. Le cas où l’équipe q commence
la récolte dans le secteur s à la période t est dénotée à l’aide de la variable binaire xtsq
alors que la fin de la présence de q dans le secteur s l’est par la variable binaire utsq. La
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Tableau 7.I – Phase I Paramètres
Os offre dans le secteur s (m3) ;
Ost offre disponible à la période t dans le secteur s (m3) ;
Ostk offre en produit k disponible à la période t dans le secteur s (m3) ;
ptsq capacité moyenne de récolte de l’équipe q dans le secteur s par période ;
τtsk = OstkOst portion de produit k disponible dans le secteur s à la période t ;
Tcq nombre de périodes pour que l’équipe q construise le chemin c ∈C ;
EM nombre maximum de secteurs qu’une équipe peut visiter au cours d’une
même période ;
W ms nombre minimum de périodes consécutives durant lesquelles un secteur
s doit rester ouvert ;
TJ nombre de périodes d’attente avant la réouverture d’un secteur ;
EGs nombre maximum de fois qu’un secteur est ouvert au cours d’une an-
née ;
WG nombre total maximum de périodes durant lesquelles un secteur est ou-
vert au cours d’une année ;
α¯ temps minimum qu’une équipe doit travailler sur un secteur (temps mi-
nimum de récolte d’un bloc) ;
cs coût de récolte du secteur s ($/m3) ;
cOs pénalité d’ouverture du secteur s ($) ;
c0sq pénalité de début d’activité de l’équipe q dans le secteur s ($) ;
cHs pénalité pour chaque période d’activité dans le secteur s ($) ;
pis1s2q coût de déplacement de q du secteur s1 à s2 ($) ;
Ltk pénalité en cas de retard de production du produit k à la période t ($).
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présence d’une équipe dans un secteur est dénoté par la variable ztsq. Un suivi du temps
de travail dans le secteur est assuré à l’aide de la variable αtsq, qui joue le même rôle que
αbtq dans le modèle AHS1. Ainsi, αtsq indique la portion de temps de la période t que
l’équipe q consacre à la récolte dans le secteur s. Les déplacements d’une équipe d’un
secteur à l’autre sont dénotés par les mêmes variables Its1s2q que dans le modèle AHS1.
Par contre, d’autres variables sont utilisées pour dénoter l’exploitation d’un secteur :
son ouverture (IWts ), son statut actif selon qu’au moins une équipe y travaille (Its) et sa
fermeture (IFts ). Toutes les variables sont décrites dans le tableau 7.II.
Tableau 7.II – Phase I : Variables
ztsq variable binaire égale à 1 quand l’équipe q travaille dans le secteur s à
la période t ;
xtsq variable binaire égale à 1 quand l’équipe q commence à travailler dans
le secteur s à la période ; t
utsq variable binaire égale à 1 quand l’équipe q finit de travailler dans le
secteur s à la période ; t
αtsq fraction de la période t durant laquelle l’équipe q travaille dans le sec-
teur s ;
IWts variable binaire égale à 1 si une équipe est la première à travailler dans
le secteur s à la période t ;
IFts variable binaire égale à 1 si la dernière équipe quitte le secteur s à la
période t ;
Its variable binaire égale à 1 si au moins une équipe est en cours d’activité
dans le secteur s à la période t ;
Its1s2q variable binaire égale à 1 si l’équipe q quitte le secteur s1 vers s2 à la
période t ;
εtk retard de production en produit k à la période t en m3.
Les contraintes (7.5) et (7.6) indiquent quand une équipe commence la récolte sur un
secteur et quand elle le quitte.
xtsq ≥ ztsq− z(t−1)sq ∀t ∈ T, ∀s ∈ S, ∀q ∈ Q (7.5)
utsq ≥ ztsq− z(t+1)sq ∀t ∈ T, ∀s ∈ S, ∀q ∈ Q (7.6)
La contrainte (5.13) du modèle AHS1 doit être adaptée à la planification à l’échelle
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du secteur. Le temps que consacre chaque équipe sur l’ensemble des secteurs (∑
s∈S
αtsq)
au cours d’une période t est limité par la durée de cette dernière, tel qu’indiqué dans
la contrainte (7.7). Une équipe ne passe du temps dans un secteur que si elle y a été
affectée (7.8). Cette contrainte est l’équivalente de (5.11) dans AHS1. La contrainte
(7.9) est propre au modèle AHP1. Le temps minimal que passe une équipe sur un secteur
correspond à la durée minimale de récolte d’un bloc, notée α¯ .
∑
s∈S
αtsq ≤ 1 ∀t ∈ T, ∀q ∈ Q (7.7)
ztsq ≥ αtsq ∀t ∈ T, ∀s ∈ S, ∀q ∈ Q (7.8)
αtsq ≥ α¯ztsq ∀t ∈ T, ∀s ∈ S, ∀q ∈ Q (7.9)
Le nombre d’équipes présentes sur un secteur au cours d’une même période reste limité
par σ selon la contrainte (7.10).
∑
q∈Q
ztsq ≤ σ ∀t ∈ T, ∀s ∈ S (7.10)
Les contraintes (7.11), (7.12) et (7.13) assurent, respectivement, que les volumes récoltés
sur un secteur n’excèdent pas l’offre globale, ni l’offre disponible par période et par
produit. En effet, le produit αtsq ptsq traduit le volume récolté par q dans le secteur s et le
volume par période et produit est donné par αtsq ptsqτtks.
∑
t∈T
∑
q∈q
αtsq ptsq ≤ Os ∀s ∈ S (7.11)
∑
q∈q
αtsq ptsq ≤ Ost ∀s ∈ S, ∀t ∈ T (7.12)
∑
q∈q
αtsq ptsqτtks ≤ Ostk ∀s ∈ S, ∀t ∈ T, ∀k ∈ K (7.13)
Un secteur est dit ouvert quand au moins une équipe est en cours d’activité dans le
secteur (7.14). L’ouverture d’un secteur correspond à la première période où un secteur
est ouvert (7.15). Selon le secteur s, l’utilisateur définit le nombre de périodes mini-
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males qu’un secteur doit rester actif après son ouverture. Ce nombre est noté W ms . Les
contraintes (7.16) forcent le secteur à rester actif au moins W ms périodes. En effet, sur le
terrain, la production dans un secteur ouvert que quelques heures ne justifie pas les coûts
engendrés par le déplacement des équipes ou les coûts d’ouverture du secteur. Par consé-
quent, l’activité dans un secteur s doit donc être maintenue W ms périodes en incluant la
période d’ouverture (7.16). La fermeture d’un secteur correspond à la dernière période
d’activité dans un secteur, c’est-à-dire que les équipes présentes au préalable ont toutes
quitté le secteur (7.17). La dispersion des équipes engendrée par un nombre trop élevé de
secteurs ouverts simultanément est pénalisée. Le nombre maximum de secteurs ouverts
en même temps tolérés est Σ, une pénalité s’appliquant à tout secteur supplémentaire
(It). C’est la contrainte (7.18) identique à (5.32) dans le modèle AHS1.
Its ≥ ztsq ∀t ∈ T, ∀s ∈ S, ∀q ∈ Q (7.14)
IWts ≥ Its− I(t−1)s ∀t ∈ T, ∀s ∈ S (7.15)
I(t+i)s ≥ IWts ∀t ∈ T, i ∈ [0,W ms −1], ∀s ∈ S (7.16)
IFts ≥ Its− I(t+1)s ∀t ∈ T, ∀s ∈ S (7.17)
∑
s∈S
Ist ≤ Σ+ It ∀t ∈ T (7.18)
Pour encourager l’activité dans un secteur durant plusieurs périodes consécutives, et
aussi interdire des retours prématurés, les contraintes (7.19) et (7.20) interdisent indivi-
duellement le retour d’une équipe dans un secteur qu’elle a laissé, mais aussi la réouver-
ture d’un secteur avant un délai de temps prédéfini TJ . De plus la contrainte (7.21) limite
le nombre d’ouvertures EGs d’un secteur s au cours d’une année. Enfin, la contrainte
(7.22) limite le nombre total de périodes durant lesquelles chaque secteur est ouvert au
cours de l’année.
1− IFts ≥ It1s ∀t ∈ T, ∀t1 ∈ [t+1, t+TJ] ∀s ∈ S (7.19)
1−utsq ≥ zt1sq ∀t ∈ T, ∀t1 ∈ [t+1, t+TJ],∀s ∈ S, ∀q ∈ Q (7.20)
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∑
t∈T
IWts ≤ EGs ∀s ∈ S (7.21)
∑
t∈T
Its ≤WG ∀s ∈ S (7.22)
La contrainte (7.23) limite le nombre de secteurs qu’une équipe peut visiter au cours
d’une période.
∑
s∈S
xtsq ≤ EM ∀t ∈ T, ∀q ∈ Q (7.23)
La contrainte (7.24) indique quand une équipe quitte un secteur s1 à la période t vers s2.
La récolte en parallèle sur plusieurs secteurs par une équipe est interdite par la contrainte
(7.25).
Its1s2q ≥ xts1q+ xt2s2q−1− ∑
s6=s1,s 6=s2
t2−1
∑
t3=t
xt3sq,
∀t ∈ T, ∀t2 ≥ t, ∀s1 ∈ S, ∀s2 ∈ S, ∀q ∈ Q
(7.24)
zts1q+ zts2q+ z(t+1)s1q+ z(t+1)s2q ≤ 3, ∀s1 6= s2 ∈ S, ∀t ∈ T, ∀q ∈ Q (7.25)
Si les blocs d’un secteur sont desservis par un chemin c ∈C, le secteur s est lui même
dit dépendant du chemin c. Par conséquent, dans la Phase I, un chemin ayant des dé-
pendances est défini comme étant son propre secteur. Toute affectation à un secteur qui
dépend d’un chemin ne sera possible que si le chemin a été construit et est praticable
(7.26).
∑
q1∈Q
t−Tcq1−D
∑
t1=0
xt1cq1 ≥ ztsq ∀t ∈ T, ∀s ∈ Sc, ∀q ∈ Q (7.26)
L’effort de récolte est dirigé par les demandes des usines. La contrainte (7.27) est la
version adaptée à ce modèle de la contrainte (5.46) du modèle AHS1.
t
∑
t1=0
∑
s∈S
∑
q∈Q
αt1sq pt1sqτt1sk + εtk ≥
t
∑
t1=0
d˜t1k ∀t ∈ T, ∀k ∈ K (7.27)
L’objectif du modèle AHP1 est de minimiser les retards de production ∑
t∈T
∑
k∈K
Mtkεtk,
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les coûts de récolte ∑
t∈T
∑
s∈S
∑
q∈Q
αtsq ptsqcs, d’ouverture de secteurs ∑
t∈T
∑
s∈S
cOs I
W
ts +∑
t∈T
∑
s∈S
∑
q∈Q
c0sqxtsq,
de déplacements d’équipes ∑
t∈T
∑
s1∈S
∑
s2∈S
∑
q∈Q
pis1s2qIts1s2q, les pénalités appliquées aux ac-
tivités en cours (∑
t∈T
∑
s∈S
∑
q∈Q
cHs Its) et la dispersion ∑
t∈T
cX It . Le coût unitaire cs de récolte
d’un secteur s est défini comme la moyenne des coûts unitaires de récolte des blocs qui
lui appartiennent.
min∑
t∈T
∑
k∈K
Mtkεtk +∑
t∈T
∑
s∈S
∑
q∈Q
αtsq ptsqcs+
∑
t∈T
∑
s∈S
cOs I
W
ts +∑
t∈T
∑
s∈S
∑
q∈Q
c0sqxtsq+
∑
t∈T
∑
s∈S
∑
q∈Q
cHs Its+∑
t∈T
∑
s1∈S
∑
s2∈S
∑
q∈Q
cMs1s2qIts1s2q+∑
t∈T
cX It
(7.28)
7.2.3 Préparation des entrants de la Phase II
Une fois la résolution du modèle AHP1 achevée, on recherche pour chaque secteur
les intervalles sur lesquels l’activité de récolte est continue. Notons TWs l’ensemble des
périodes correspondant à l’ouverture du secteur s au cours de l’année, et T Fs l’ensemble
des périodes de fermeture de s. TWs et T
F
s sont respectivement triés dans l’ordre croissant
des périodes. Soit l, le nombre d’ouvertures (et de fermetures) du secteur s au cours de
l’année. L’ensemble TWs est décrit par (7.29) ou (7.30), T
F
s l’est par (7.31) ou (7.32).
TWs = {t ∈ T | IWts = 1} (7.29)
= {tW1 , tW2 , ..., tWl } (7.30)
T Fs = {t ∈ T | IFts = 1} (7.31)
= {tF1 , tF2 , ..., tFl } (7.32)
Il est possible de définir un intervalle Jsi = [t
W
i , t
F
i ] durant lequel le secteur s est actif.
L’ensemble des équipes qui peuvent travailler au cours de l’intervalle Jsi est noté
Q1si = {q ∈ Q1si si ∃t ∈ Jsi |ztsq = 1}
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La Phase II récupère en entrants pour chaque secteur s, les intervalles de périodes d’ac-
tivités Jsi et les ensembles d’équipes Q
1
si qui y travaillent.
7.3 Phase II : Distribution de blocs d’un secteur à des équipes désignées
Cette étape de l’approche ARS exploite chaque intervalle de temps où un secteur est
ouvert, ainsi que l’ensemble des équipes qui y sont affectées au cours de cette fenêtre de
temps. Considérons un intervalle de temps Js pour le secteur s, auquel sont associés une
date de début d’activité tsd , une date de fin t
s
f , ainsi qu’un ensemble Q
1
s des équipes qui
travaillent au cours de Js. Pour distribuer les blocs d’un secteur s entre les équipes dans
Q1s , le modèle appelé Distributeur est utilisé. Les ensembles et paramètres utiles à sa
formulation sont indiqués dans le tableau 7.III. Le modèle Distributeur répartit entre les
équipes de Q1s des blocs du secteur s (b ∈ Γ2s ) dans le but de garder le secteur s actif sur
l’intervalle de temps Js = [tsd, t
s
f ]. La sélection respecte les conditions d’accès aux blocs,
ainsi que l’adéquation du type d’équipe.
Le modèle Distributeur comporte des variables binaires xbq pour distribuer les blocs
aux équipes, une variable v0 pour évaluer l’écart entre la longueur de l’intervalle Js et
le cumul des temps de récolte des blocs que reçoit l’équipe qui finit le plus tôt. Les
paramètres sont récapitulés dans le tableau 7.III.
La contrainte (7.33) assure qu’un bloc n’est attribué qu’à une seule équipe. Les
contraintes (7.35) et (7.36) forcent les équipes à travailler à peu près le même temps (avec
une différence d’au plus δ%). La fonction objectif consiste alors à minimiser l’écart vO.
Tableau 7.III – Distributeur : Ensembles et Paramètres
s secteur dont les blocs sont distribués ;
Γ2s ensemble des blocs dans le secteur s ;
Q1s présélection des équipes travaillant dans le secteur s ;
tsd période de début d’activité dans le secteur s ;
tsf dernière période d’activité dans le secteur s ;
Js = [tsd, t
s
f ] ;
δ pourcentage de variation entre le temps de travail de chaque équipe dans
le secteur ;
Tbq nombre entier de périodes pour que l’équipe q récolte le bloc b ∈ Γ2s .
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Distributeur des blocs du secteur s aux équipes dans Q1s
minvO
sujet à :
∑
q∈Q1s
xbq ≤ 1 ∀b ∈ Γ2s (7.33)
∑
b∈Γ2s
Tbqxbq+ vo ≥ (tsf − tsd +1) ∀q ∈ Q1s (7.34)
∑
b∈Γ2s
Tbqxbq ≥ (1−δ )∑
b∈Γ
Tbqxbq1 ∀q,q1 ∈ Q1s ,q 6= q1 (7.35)
∑
b∈Γ2s
Tbqxbq ≤ (1+δ )∑
b∈Γ
Tbqxbq1 ∀q,q1 ∈ Q1s ,q 6= q1 (7.36)
La Phase II sélectionne certains secteurs dont les blocs seront distribués suivant les
affections d’équipes déterminées à la Phase I. Le modèle Distributeur s’applique à cha-
cun des secteurs et fenêtre de temps sur lequel il est actif. Les blocs distribués sont
marqués. Ainsi, si un secteur a plusieurs intervalles d’activité continue au cours de l’an-
née, chaque bloc n’est distribué qu’au plus une fois. À la fin de la Phase II, une liste Γ3q
non ordonnée de blocs est spécifiée pour chaque équipe q. Les sous-ensembles Γ3q sont
disjoints. Pour chaque bloc de Γ3q, une date de début minimale ρb est définie. Si le bloc
b est distribué à l’équipe q pour travailler dans la fenêtre de temps [tsd, t
s
f ], alors ρb = t
s
d .
Les critères de sélection des secteurs dont les blocs sont distribués, sont décrits en détails
au paragraphe 8.3.3.2.
7.4 Phases III et IV : obtention d’un plan annuel de récolte
A la fin de la Phase II, chaque équipe q reçoit un sous-ensemble de blocs Γ3q sur
lesquels elle peut être affectée. Pour déterminer les affectations des blocs aux équipes
au cours de l’horizon complet de 26 périodes, nous utilisons le modèle AHS1 pour les
Phases III et IV. Cependant, des variables sont fixées à 0 quand la Phase III commence,
tandis que des variables sont fixées à des valeurs non nécessairement nulles au début de
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la Phase IV.
La Phase III résout le modèle AHS1 où les affectations aux blocs non distribués
sont interdites, (7.37), et les dates de début minimales doivent être respectées si un bloc
distribué est en fait récolté, (7.38).
zbtq = 0 ∀b /∈ Γ3q,∀t ∈ T,∀q ∈ Q, (7.37)
zbtq = 0 ∀b ∈ Γ3q,∀t < ρb,∀q ∈ Q (7.38)
Notons AHS({Γ3q}q∈Q) le modèle AHS1 où les conditions (7.37) et (7.38) sont ajou-
tées. Après avoir résolu AHS({Γ3q}q∈Q), nous obtenons les calendriers partiels. En effet,
comme la Phase II n’assure la distribution que d’un nombre restreint de secteurs, les af-
fectations possibles en Phase III sont considérablement réduites par rapport aux besoins
des usines. La Phase IV vise donc à combler les défauts d’activité en récupérant l’affec-
tation des équipes lors de la Phase III. Pour chaque équipe q et l’ensemble des blocs Γ3q,
Les valeurs des variables zbtq et αbtq sont récupérées en fin de Phase III. Ces valeurs sont
notées z˜btq et α˜btq et décrivent pour chaque équipe un calendrier partiel.
La Phase IV résout le modèle AHS1 où :
zbtq = z˜btq ∀b ∈ Γ3q,∀t ∈ T,∀q ∈ Q (7.39)
αbtq = α˜btq ∀b ∈ Γ3q,∀t ∈ T,∀q ∈ Q (7.40)
L’approche ARS est récapitulée dans le tableau 7.IV, en précisant quel modèle est
utilisé pour chaque phase. De nombreux paramètres utilisés lors du modèle de la Phase I
sont choisis par l’utilisateur. Les choix de paramètres entraîneront la définition de "règle"
suivant laquelle le plan annuel est obtenu. Nous en discuterons plus en détails au chapitre
8. Un pseudo-code de l’approche est aussi disponible à l’annexe V.
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CHAPITRE 8
EXPÉRIENCES ET RÉSULTATS DES APPROCHES DE RÉSOLUTION DU
PROBLÈME (PAR)
Tous les programmes ont été écrits en C++, le logiciel utilisé pour chaque approche
est CPLEX 12.6 et chaque modèle a été implanté en utilisant la bibliothèque Concert. Les
expériences numériques ont été menées sur un ordinateur Dual Core AMD Opteron(tm)
Processor 285. Pour accélérer l’obtention d’une solution entière à un gap de 3% ou
moins, l’heuristique polishing est utilisée dès qu’une seconde solution entière est trouvée
lors de l’exécution du branch-and-bound. Ce chapitre regroupe une description détaillée
des études de cas (section 8.1), des critères d’évaluation des solutions (section 8.2) , ainsi
que des précisions propres à chaque approche (section 8.3). Les résultats obtenus sont
analysés et comparés dans la section 8.4.
8.1 Description des études de cas
Les deux cas d’étude utilisés ont été fournis par FPInnovations et se situent au Qué-
bec. Rappelons que l’année se divise en 26 périodes de 2 semaines et débute en avril. A
cause du dégel du printemps, les activités de transport n’ont pas lieu durant les trois pre-
mières périodes. Les activités de récolte commencent au cours de la seconde période de
deux semaines s’achèvent 3 périodes plus tôt que la fin de l’horizon. Dénotons les deux
cas par S0 et S1. Le nombre maximal d’équipes pouvant travailler simultanément sur un
même secteur est limité par σ = 5. Le nombre de secteurs ouverts en même temps sans
coûts supplémentaires est Σ= 5. S0 et S1 regroupent l’ensemble des données suivantes :
la liste des blocs disponibles à la récolte, leur offre par produit, leur appartenance aux
secteurs, les conditions de récolte et leur éventuelle dépendance à un chemin, l’ensemble
des équipes, leur productivité sur chaque bloc, les volumes en bordure de chemin, les
stocks initiaux aux usines, les coûts de récolte, ceux de transport, ceux de stockage et
ceux de déplacement entre secteurs. S0 comporte des blocs exigeant la construction de
leur chemin avant leur récolte, tandis que tous les blocs de S1 ont leur chemin d’accès
déjà construit. Les blocs dans S1 sont en plus grand nombre que pour S0, mais sont en
moyenne plus petits en offre disponible.
Taille des ensembles S0 S1
Nombre de blocs 165 435
Nombre de secteurs 14 17
Nombre d’équipes de bois court 6 8
Nombre d’équipes de bois long 2 0
Nombre d’usines 5 3
Nombre de produits 11 5
8.1.1 Différents niveaux de demandes
Les jeux de données fournis par FPInnovations incluent les demandes des usines par
produit et par période pour l’ensemble de l’année. Nous référons aux demandes origi-
nales par D0. L’offre en forêt couvre largement les besoins des usines. La capacité de
récolte correspond au volume en m3 que les équipes sont en moyenne capables de récol-
ter en une période. Cette capacité augmente significativement par la présence d’équipes
de type bois long, car elle double pratiquement par rapport à celle du type bois-court.
Nous avons altéré les demandes initiales D0 pour tester les modèles en mesurant
l’impact d’une modification de la demande sur les activités de récolte, ainsi que sur la
gestion des mouvements des équipes sur le domaine forestier. Les premières modifica-
tions sont des diminutions de 20% de la demande pour le jeu D1 et de 50% pour le
jeu D2. Même si le jeu D2 est peu réaliste comparativement à D1, il permet de tester
le modèle non seulement par rapport à la réduction des volumes récoltés, la gestion des
volumes stockés, mais aussi l’affectation des équipes. En effet, comme l’effectif complet
n’est pas nécessaire, cela peut faire en sorte que moins d’équipes travaillent ou que des
calendriers ont des périodes d’interruption. Enfin, D3 introduit des demandes constantes
pour l’année pour chaque produit. Ces demandes surpassent la capacité de récolte et
celles des produits peu demandés dans les jeux D0, D1 et D2 ne le sont pas ici. De plus,
de nombreux déplacements entre secteurs sont donc à prévoir, de même que des com-
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mandes puisque la demande est proche de la capacité de récolte. La minimisation des
volumes manquants, la gestion des stocks et les volumes transportés seront analysés.
8.2 Critères d’évaluation de la solution obtenue
Les éléments que nous énumérons dans cette section permettent d’évaluer la qua-
lité de la solution obtenue avec chacune des approches, en termes de satisfaction de la
demande des usines et de la construction de calendriers exploitables en pratique.
8.2.1 Validité et qualité des calendriers construits
Les calendriers des équipes sont évalués individuellement, mais aussi ensemble.
Dans le premier cas, il s’agit de vérifier que le calendrier de récolte que reçoit une équipe
exploite judicieusement les capacités de production de cette dernière et de savoir si les
mouvements engendrés sur l’ensemble du domaine forestier sont acceptables. Enfin, le
dernier point à vérifier est la présence des équipes à l’échelle du secteur.
8.2.1.1 Les équipes travaillent à capacité
Pour évaluer les calendriers des équipes, nous vérifions si l’affectation engendre une
utilisation des équipes à pleine capacité. Cela se traduit en terme de temps total travaillé.
Puisque le nombre de périodes de récolte se réduit à |T R| = 22 (parmi les 26 de l’ho-
rizon complet), plus le temps total de travail d’une équipe est près de 22, plus l’équipe
travaille à capacité. En utilisant les variables αbtq du modèle AHS1, nous calculons le
pourcentage Pq de la capacité de récolte annuelle utilisée par l’équipe q :
Pq =
100
|T R| × ∑t∈T R ∑b∈Γq
αbtq (8.1)
Précisons aussi que ce critère est validé implicitement dans l’approche par génération
de colonnes. En effet, les calendriers du pool ou ceux issus du SPPRC j sont construits en
imposant qu’une équipe travaille une période complète pour toutes les périodes de T R.
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Ce critère de validité des calendriers n’est donc pertinent que pour les approches HR et
ARS.
8.2.1.2 Déplacement global des équipes
L’autre critère relié à l’activité des équipes concerne l’évaluation des coûts de dépla-
cements entre secteurs. Ce critère a été introduit par FPInnovations et il est défini par
le rapport µ entre le coût total associé aux déplacements des équipes pendant l’année et
le volume annuel récolté. Ainsi, les mouvements des équipes engendrés par le plan de
récolte sont acceptables si µ ≤ 1$/m3.
8.2.1.3 Affectation des équipes à l’échelle du secteur
Pour assurer qu’un plan de récolte est applicable sur le terrain, il faut s’assurer d’une
activité contrôlée des équipes à l’échelle du secteur. Ce contrôle est en partie lié au
nombre d’équipes travaillant en même temps dans un secteur, de même qu’au nombre
de secteurs simultanément en activité (via les contraintes (5.33) et (5.32) dans le modèle
AHS1, (6.3) et (6.5) dans le modèle PM). D’autres indications d’une activité appropriée
des équipes est la limitation du nombre de périodes totales durant lesquelles un secteur
est ouvert, ainsi que la cohérence de l’activité dans un secteur suivant son ouverture.
Par exemple, il n’est pas considéré cohérent d’ouvrir un secteur pour n’en récolter qu’un
bloc et en sortir à la période suivante. Au niveau opérationnel, le déplacement de l’équipe
et l’activité de récolte sur le bloc augmenteraient le coût réel de récolte.
Ces préoccupations ne font pas l’objet de contraintes dans les modèles AHS1, AHP1
pas plus que dans le problème PM de l’approche par génération de colonnes, mais elles
sont prises en compte via l’utilisation de pénalités. L’ouverture d’un secteur fait l’ob-
jet d’une pénalité proportionnelle à l’offre qui y est disponible. Une pénalité plus faible
est appliquée pour chaque période où un secteur est ouvert. L’absence de critères précis
pour encadrer l’occupation des équipes est palliée dans l’approche ARS par le calibrage
des paramètres du modèle AHP1 tels que : W ms , le nombre minimal de périodes pendant
lequel le secteur s reste actif après son ouverture ; WG, le nombre total de périodes d’ac-
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tivité d’un secteur au cours de l’année ; EM, le nombre de déplacements entre secteurs
d’une équipe au cours d’une période ; EGs, le nombre maximum de fois que le secteur
s peut être ouvert ; TJ , le nombre de périodes d’interdiction de retour après départ d’une
équipe ou après fermeture d’un secteur. plus en détails avec les précisions concernant les
expériences menées pour l’approche ARS.
8.2.1.4 Flot de bois entre la forêt et les usines
Analyser le flot de bois entre la forêt et les usines revient à connaître les quantités
récoltées annuellement, les volumes transportés et les niveaux des stocks en bordure
de chemin et aux usines quand l’année de planification s’achève. La présence de com-
mandes indiquent que les volumes stockés aux usines et ceux qui y sont transportés ne
couvrent pas les besoins des usines.
8.3 Spécifications des expériences menées
8.3.1 Précisions concernant l’approche HR
L’heuristique du chapitre 5, résout le modèle AHS1 itérativement pour un nombre
p limité de périodes, soit p = 3 pour nos expériences, et les variables fixées sont celles
associées à la première des p périodes. Une fois les itérations d’horizons roulants ache-
vées, le modèle AHS1 est de nouveau résolu cette fois sur l’ensemble des périodes,
toutes les décisions de récolte étant fixées. Le problème résultant est linéaire et vise à
mieux balancer les volumes transportés au cours de l’année. Cette étape correspond à la
post-optimisation comme stipulé dans la section 5.2.
8.3.2 Précisions concernant l’approche CG
Cette approche est décrite dans le chapitre 6 et consiste à décomposer le problème
annuel de récolte en deux problèmes, la création de calendriers pour les équipes, et leur
sélection pour satisfaire les contraintes associées aux autres activités de la chaîne. Nous
ajoutons quelques éléments concernant les expériences menées avec l’approche par gé-
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nération de colonnes. Nous rappelons que des colonnes (calendriers) sont créés par une
heuristique afin de constituer un pool. Cependant, seul un sous-ensemble constitue les
colonnes initialement présentes dans le problème maître. Leur sélection est faite pour as-
surer une information duale associée à chaque bloc (et par conséquent à chaque secteur).
Toujours pour garantir une information duale permettant de générer des colonnes amé-
liorant de façon significative le problème maître relaxé, ce dernier est résolu à chaque
itération entre les ajouts de nouveaux calendriers par la méthode des points intérieurs
[3, 38]. Le sous-problème est le calcul d’un plus court chemin avec contraintes de res-
sources dans un réseau acyclique, où les nœuds sont triés dans l’ordre topologique. Dès
qu’ aucune colonne du pool et qu’aucun des sous-problèmes ne renvoie un plus court
chemin de coût réduit négatif, le problème maître est résolu en nombres entiers, avec un
temps limite de 4 heures.
8.3.3 Précisions concernant l’approche ARS
Nous rappelons que l’approche ARS est en quatre phases :
1. Phase I : affecter les équipes au secteur pour l’ensemble des périodes de temps
2. Phase II : suivant les affectations aux secteurs de la phase I, distribuer les blocs de
ces derniers aux équipes qui sont présentes.
3. Phase III : Résoudre un plan de récolte annuel en utilisant le modèle AHS1, mais
où les possibilités d’affectation des équipes se limitent aux blocs qu’elles ont reçu
lors de la distribution en Phase II
4. Phase IV : Les décisions de la phase III sont fixées, le problème est réoptimisé
incluant les blocs exclus en Phase III.
8.3.3.1 Valeur numérique des paramètres du modèle AHP1
Durant la Phase I, plusieurs paramètres encadrent les périodes d’ouverture des sec-
teurs sur l’ensemble de l’année, de même que le nombre de périodes durant lesquelles
il est raisonnable de demeurer dans un secteur avant de le quitter. Aussi, le nombre de
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fois qu’un secteur est réouvert est-il limité, dépendamment de la taille du secteur. Pour
évaluer la taille d’un secteur, nous utilisons deux critères : r2a pour désigner le nombre
minimum de blocs composant le secteur, ainsi que le nombre moyen r2b de périodes
pour récolter un bloc par la plus lente des équipes (type le plus représenté dans l’effec-
tif). Un secteur est considéré "grand" s’il contient au moins r2a blocs et que le temps
moyen de récolte de ces derniers est au moins de r2b périodes. Définir l’ensemble de ces
paramètres avec des valeurs précises, revient à définir une règle. Ces paramètres sont dé-
finis a priori et se divisent entre les paramètres qui sont communs à toutes les règles et
ceux spécifiques à une règle particulière. Les paramètres communs sont indiquées dans
le tableau 8.II. Les paramètres spécifiques sont indiqués dans le tableau 8.I, où R0, R1,
R2, R3 et R4 désignent le nom d’une règle. Selon chaque règle, les grands secteurs ne
sont pas les mêmes.
Tableau 8.I – Paramètres spécifiques des règles
Paramètre R0 R1 R2 R3 R4
r2a 10 10 20 20 30
r2b 3 2 4 4 3
TJ 3 4 3 4 3
Tableau 8.II – Paramètres communs aux règles
Notation dans le
modèle AHP1
Valeur
W ms 4
WG 13
EM 2
EGs 1 si le secteur est petit
3 sinon
8.3.3.2 Phase II : Distribution limitée des blocs aux équipes
Si, lors de la Phase II, tous les secteurs ont leurs blocs distribués parmi les équipes,
le problème en Phase III n’est pas assez restreint pour obtenir une solution entière dans
un délai raisonnable. Par conséquent, une sélection des secteurs dont les blocs seront
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distribués, initiera la Phase II. Ces secteurs sont choisis s’ils sont considérés de grande
taille, c’est-à-dire que l’offre disponible demande un certain temps pour être récolté
et suscite la collaboration de plusieurs équipes. Ainsi, les secteurs dont les blocs sont
distribués contiennent au moins r2a blocs et leur temps moyen de récolte est r2b.
8.3.4 Définition d’une solution "manuelle"
A défaut d’avoir pu obtenir le plan de récolte élaboré en réalité, nous avons imité le
comportement de planification qui consiste à pousser les volumes depuis la forêt vers
les usines. Ainsi nous avons utilisé le modèle AHS1 dont les contraintes traduisant l’in-
tégration des volumes stockés et transportés sont relaxées dans un premier temps. Une
nouvelle contrainte est introduite (8.2), avec une variable d’écart λtq lourdement péna-
lisée pour forcer les équipes à travailler à capacité. Ce modèle est résolu par horizons
roulants. Une fois les 26 périodes traitées, les décisions de récolte sont fixées et le flot
de bois est réoptimisé.
∑
b∈Γ
αbtq+λtq = 1 ∀q ∈ Q,∀t ∈ T R (8.2)
8.4 Résultats et analyses
Par HR, nous dénotons les résultats relatifs à l’approche par horizons roulants, CG
celle par génération de colonnes et ARS∗ les meilleurs résultats obtenus par l’approche
ARS parmi l’ensemble des règles définies avec les paramètres décrits dans le tableau 8.I.
Nous débutons l’analyse par la comparaison des calendriers générés par chaque ap-
proche. Les trois approches affectent les équipes aux blocs de façon à ce qu’elles tra-
vaillent le plus de temps possible au cours d’une période. Si l’approche par génération
de colonnes crée les calendriers sous cette hypothèse, les approches HR et ARS utilisent
le modèle AHS1 qui garde flexible l’utilisation du temps, notamment pour prévenir une
surproduction dans les situations extrêmes comme S0D2 et S1D2, où les demandes sont
réduites de moitié. Dans les tableaux 8.III et 8.IV pour chaque jeu de données et type de
demandes, le résultat du paramètre Pq est calculé comme indiqué dans l’expression (8.1)
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pour chacune des équipes Q0 à Q7. En moyenne, une équipe travaille 98% du temps, à
l’exception des exécutions de S0D2 et S1D2. En effet, le modèle AHS1 est formulé pour
décider des activités de récolte en fonction des besoins des usines. Les approches HR et
ARS ont en commun de permettre une baisse, voire un arrêt pour plusieurs périodes. Les
conséquences d’une baisse de la demande est que certaines équipes commencent à tra-
vailler plus tard dans l’année (environ à partir de la troisième période, quand le transport
commence), finit bien avant la fin de l’année, ou l’équipe travaille en début d’année et
reprend le travail environ 2 saisons plus tard (au milieu de l’hiver). Cet arrêt prolongé est
plus négociable qu’une activité en dents de scie, où les équipes au niveau opérationnel
sont payées même si elles ne produisent rien.
Tableau 8.III – Activité des équipes Cas S0
Approche Q0 Q1 Q2 Q3 Q4 Q5 Q6 Q7
HR S0D0 100 100 99 100 100 100 100 100
ARS∗ S0D0 99 100 98 99 100 99 100 100
HR S0D1 96 94 98 85 89 99 98 99
ARS∗ S0D1 100 99 94 100 94 89 95 97
HR S0D2 50 32 16 6 29 87 90 92
ARS∗ S0D2 66 92 54 40 70 72 80 71
HR S0D3 99 100 100 100 100 100 100 100
ARS∗ S0D3 100 100 100 100 100 100 100 100
Tableau 8.IV – Activité des équipes Cas S1
Approche Q0 Q1 Q2 Q3 Q4 Q5 Q6 Q7
HR S1D0 95 95 95 95 95 95 95 95
ARS∗ S1D0 95 91 94 96 92 91 91 89
HR S1D1 95 91 95 94 92 94 93 91
ARS∗ S1D1 89 91 90 95 91 91 90 91
HR S1D2 58 48 84 41 68 70 44 85
ARS∗ S1D2 78 66 82 56 75 68 60 47
HR S1D3 95 94 95 95 95 95 94 95
ARS∗ S1D3 85 90 92 92 93 93 94 96
L’activité dans les secteurs, ainsi que les déplacements entre secteurs des équipes
sont des critères importants qu’un plan de récolte réaliste doit satisfaire. Les tableaux
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Tableau 8.V – Évaluation du déplacement global de équipes (µ)
µ HR CG ARS∗
S0D0 0.48 0.15 0.02
S0D1 0.57 0.13 0.03
S0D2 0.28 0.02 0.01
S0D3 0.52 0.14 0.02
µ HR CG ARS∗
S1D0 1.1 0.01 0.14
S1D1 0.92 0.14 0.15
S1D2 0.68 0.09 0.02
S1D3 0.93 0.02 0.12
8.V indiquent pour chaque jeu de données et approches, la valeur du µ associé au plan
de récolte. Toutes les approches vérifient que le paramètre µ ≤ 1 $/m3, introduit par
FPInnovations pour évaluer si le déplacement global des équipes est acceptable, sauf
pour le jeu de données S1D0, dont le paramètre est évalué à 1,1. Mais ce critère n’est
pas suffisant pour assurer d’une activité judicieuse à l’échelle du secteur. En effet, le
nombre de périodes d’ouverture d’un secteur est en général inférieur à l’ensemble des
périodes, sauf circonstances particulières dans notre cas, les besoins en un produit situé
principalement dans un secteur. Les histogrammes dans les figures 8.1 et 8.2 illustrent
pour chaque couple jeu de données (S0 et S1) et de type de demandes, les périodes to-
tales où chaque secteur est ouvert pendant l’année. Les secteurs de S0 sont notés s0,s1,
... s15, alors que ceux de S1 sont représentés par les lettres de A à Q. Les bâtons bleus in-
diquent le nombre de périodes où le secteur correspondant au bâton est ouvert pour HR,
les bâtons rouges sont pour ARS∗ et vert CG. L’approche par génération de colonnes
est celle qui gère le plus pauvrement les ouvertures de secteur, surtout pour le jeu de
données S1. Les équipes restent longtemps sur le même secteur entraînant une ouverture
prolongée de ce dernier. De plus, peu de déplacements entre secteurs limitent les possi-
bilités de collaboration des équipes sur les plus gros secteurs. Cette faible performance
est due à plusieurs éléments. La solution entière obtenue à la fin de la résolution du
problème maître contient principalement des calendriers créés par l’heuristique initiale
au début du processus. Ces derniers cherchent principalement à diminuer la distance
entre secteurs à parcourir. Le sous-problème ne suffit pas pour créer des calendriers plus
adaptés. Non seulement la solution du problème maître relaxé est très fractionnaire, et la
résolution d’un sous-problème ne résulte qu’en un calendrier par type (bois court, bois
long), qui seul n’est pas toujours réalisable dans le problème maître en nombre entiers.
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Or, les équipes doivent collaborer, à l’échelle du secteur, mais aussi pour assurer l’accès
aux blocs qui exigent la construction préalable du bloc-chemin desservant. Cela crée une
dépendance entre les calendriers qui met en difficulté l’obtention d’une solution rÃl’a-
liste par le processus de génération de colonnes. Cette analyse révèle que l’approche par
génération de colonnes n’est pas une approche pouvant fournir des calendriers réalistes
dans le cadre de notre problème. Les approches HR et ARS gèrent sensiblement de la
même façon l’ouverture des secteurs, notamment pour les jeux de données où les de-
mandes sont élevées. Pour les expériences avec les demandes réduites de moitié (D2),
l’approche ARS réduit le nombre de secteurs visités concentrant son activité sur moins
de secteurs comparativement à HR. Pour déterminer quelle approche est la plus intéres-
sante en pratique, nous poursuivons avec la comparaison de volumes le long de la chaîne
d’approvisionnement pour les approches HR et ARS, l’approche CG étant disqualifiée.
Les tableaux 8.VI et 8.VII comparent les volumes récoltés, transportés et commandés
des solutions obtenues par HR et ARS∗, ainsi que les stocks finaux en bordure de che-
min et aux usines. Nous notons que des commandes ont lieu pour S0D0 et S1D0 avec
les deux approches, avec une nette différence en faveur de HR. Ces commandes s’ex-
pliquent par le fait que le nombre d’équipes disponibles est trop limité pour répondre aux
demandes. Comme HR fournit le plus faible volume de commandes, nous avons poussé
l’expérience plus loin en augmentant l’effectif des équipes et résolvons S0D0 et S1D0 de
nouveau. Le tableau 8.VIII montrent que les volumes commandés ont diminué de 52%
pour S0D0 quand l’effectif est augmenté d’une équipe pour chaque type, tandis qu’ils
diminuent de 82% pour S1D0 quand l’effectif est augmenté de 3 équipes (toutes de type
bois court). Ici, les volumes commandés ne sont pas dûs à une insuffisance de travail
des équipes, mais à un niveau de stock aux usines trop faible pour faire face aux trois
premières périodes de l’année où aucun volume n’est livré depuis la forêt. Les motifs de
commandes pour S0D3 et S1D3 sont les mêmes que pour S0D0 et S1D0.
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Tableau 8.VI – Flot de bois annuel : Cas S0
S0D0 HR ARS∗
Demandes (m3) 635 370 635 370
Récolte (m3) 499 721 497 128
Stock en forêt (m3) 13 922 34 667
Transport (m3) 530 499 507 162
Stock en usines (m3) 500 2 620
Commandes (m3) 40 751 66 028
S0D1 HR ARS∗
Demandes (m3) 508 296 508 296
Récolte (m3) 477 076 492 975
Stock en forêt (m3) 40 000 28 469
Transport (m3) 481 776 509 206
Stock en usines (m3) 43 600 75 888
Commandes (m3) 5 320 10 178
S0D2 HR ARS∗
Demandes (m3) 317 682 317 682
Récolte (m3) 285 320 346 475
Stock en forêt (m3) 40 000 14 056
Transport (m3) 290 020 317 119
Stock en usines (m3) 37 138 125 198
Commandes (m3) 0 0
S0D3 HR ARS∗
Demandes (m3) 635 076 635 076
Récolte (m3) 499 654 498 156
Stock en forêt (m3) 14 742 31 562
Transport (m3) 529 612 511 294
Stock en usines (m3) 5 000 2 819
Commandes (m3) 41 164 61 801
Tableau 8.VII – Flot de bois annuel : Cas S1
S1D0 HR ARS∗
Demandes (m3) 565 491 565 491
Récolte (m3) 432 036 415 338
Stock en forêt (m3) 37 817 41 359
Transport (m3) 427 891 420 679
Stock en usines (m3) 9 500 11 611
Commandes (m3) 50 972 81 923
S1D1 HR ARS∗
Demandes (m3) 452 353 452 353
Récolte (m3) 420 267 402 966
Stock en forêt (m3) 40 000 47 015
Transport (m3) 393 532 402 651
Stock en usines (m3) 49 114 42 065
Commandes (m3) 0 17 267
S1D2 HR ARS∗
Demandes (m3) 282 719 282 719
Récolte (m3) 268 218 287 339
Stock en forêt (m3) 40 000 36 555
Transport (m3) 274 918 297 484
Stock en usines (m3) 66 699 89 265
Commandes (m3) 0 0
S1D3 HR ARS∗
Demandes (m3) 565 344 565 344
Récolte (m3) 435 211 414 377
Stock en forêt (m3) 40 000 41 219
Transport (m3) 431 106 419 587
Stock en usines (m3) 5 544 12 996
Commandes (m3) 49 608 83 983
Comme l’approche HR est celle dont les résultats sont les plus satisfaisants, nous la
comparons avec la solution "manuelle" MAN pour chaque couple de jeu de données (S0,
S1) et de demandes. Les détails du flot de bois annuel sont résumés dans les tableaux
8.IX et 8.X. Pour les cas S0D0, S1D0, S0D3, S1D3, où il y a commande de volumes
pour HR, la solution manuelle ne réduit pas les quantités manquantes pour satisfaire
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Tableau 8.VIII – Conséquence d’une augmentation de l’effectif par HR
S0D0 S1D0
Nombre d’équipes supp 2 3
Demandes(m3) 635 370 565 491
Récolte (m3) 583 048 517 612
Stock en forêt (m3) 40 000 40 000
Transport (m3) 583 048 524 312
Stocks aux usines (m3) 36 378 42 146
Commandes (m3) 19 200 8 825
µ ($/m3) 0.59 0.7
les demandes des usines. Elle en engendre même plus du double comparativement aux
commandes de HR. Dans le cas de S1D1, où HR a su produire les volumes pour satisfaire
les besoins des usines, la solution manuelle ne peut le faire de près de 40 000m3. Pour
S0D2 et S1D2, où les équipes continuent de travailler à capacité alors que les besoins
des usines sont réduits de moitié, les quantités en bordure de chemin s’accumulent, de
même que les stocks aux usines. Pour S0D2, les quantités sont 6 fois plus élevées que
pour HR, tandis qu’elles sont 2 fois plus élevées pour S1D2.
8.5 Conclusions des expériences menées pour résoudre le problème PAR
Nous avons élaboré trois approches de résolution pour obtenir un plan annuel de
récolte fournissant aux équipes leur calendrier de récolte. L’approche CG qui visait à
générer des calendriers d’une part, et en choisir des compatibles d’autre part, pour mi-
nimiser l’ensemble des coûts des activités le long de la chaîne tout en respectant les
conditions de travail en forêt, n’a pas su générer un plan de récolte réaliste, notamment
par l’ouverture prolongée des secteurs. Les approches HR et ARS qui s’appuient sur le
modèle AHS1 fournissent toutes deux des calendriers entraînant une occupation des sec-
teurs applicables en pratique. Cependant, c’est l’approche HR qui propose une meilleure
gestion du flot de bois, notamment en assurant le moins de commandes quand la capacité
de récolte des équipes est insuffisante pour couvrir les demandes des usines.
Comme l’approche par HR s’est distinguée des deux autres, ses solutions sont com-
parées avec une solution manuelle, imitant le processus de décisions usuellement suivi,
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Tableau 8.IX – Comparaison du flot de bois entre la solution "manuelle" et celle obtenue
par HR : Cas S0
S0D0 HR MAN
Demandes (m3) 635 370 635 370
Récolte (m3) 499 721 463 919
Stock en forêt (m3) 13 922 31 033
Transport (m3) 530 499 477 586
Stock en usines (m3) 500 900
Commandes (m3) 40 751 93 884
S0D1 HR MAN
Demandes (m3) 508 296 508 296
Récolte (m3) 477 076 467 536
Stock en forêt (m3) 40 000 40 000
Transport (m3) 481 776 472 236
Stock en usines (m3) 43 600 39 515
Commandes (m3) 5 320 10 775
S0D2 HR MAN
Demandes (m3) 317 682 317 682
Récolte (m3) 285 320 466 728
Stock en forêt (m3) 40 000 40 000
Transport (m3) 290 020 471 428
Stock en usines (m3) 37 138 218 546
Commandes (m3) 0 0
S0D3 HR MAN
Demandes (m3) 635 076 635 076
Récolte (m3) 499 654 463 919
Stock en forêt (m3) 14 742 33 747
Transport (m3) 529 612 474 872
Stock en usines (m3) 5 000 900
Commandes (m3) 41 164 96 304
Tableau 8.X – Comparaison du flot de bois entre la solution "manuelle" et celle obtenue
par HR : Cas S1
S1D0 HR MAN
Demandes (m3) 565 491 565 491
Récolte (m3) 432 036 329 214
Stock en forêt (m3) 37 817 40 000
Transport (m3) 427 891 335 914
Stock en usines (m3) 9 500 5 265
Commandes (m3) 50 972 160 343
S1D1 HR MAN
Demandes (m3) 452 353 452 353
Récolte (m3) 420 267 342 377
Stock en forêt (m3) 40 000 40 000
Transport (m3) 393 532 349 077
Stock en usines (m3) 49 114 10 193
Commandes (m3) 0 38 969
S1D2 HR MAN
Demandes (m3) 282 719 282 719
Récolte (m3) 268 218 355 068
Stock en forêt (m3) 40 000 40 000
Transport (m3) 274 918 361 768
Stock en usines (m3) 66 699 153 549
Commandes (m3) 0 0
S1D3 HR MAN
Demandes (m3) 565 344 565 344
Récolte (m3) 435 211 355 068
Stock en forêt (m3) 40 000 40 000
Transport (m3) 431 106 36 768
Stock en usines (m3) 5 544 7 316
Commandes (m3) 49 608 136 392
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Tableau 8.XI – Évaluation du déplacement global de équipes (µ) pour une solution "ma-
nuelle"
µ HR MAN
S0D0 0.48 0.31
S0D1 0.57 0.26
S0D2 0.28 0.35
S0D3 0.52 0.31
S1D0 1.16 0.52
S1D1 0.92 0.54
S1D2 0.63 0.52
S1D3 0.93 0.52
c’est-à-dire, garantir que les équipes travaillent à capacité et pousser les volumes en mi-
nimisant les coûts. Même si le flot de bois est optimisé, les décisions de récolte dirigées
seulement par le fait que les équipes travaillent à capacité, ne fournit pas un plan de
récolte à coût réduit. Les coûts supplémentaires étant associés au stockage de produits
sans usage, ou aux trop bas volumes récoltés pour satisfaire les besoins des usines. La
solution HR prouve qu’il est possible de lier les enjeux opérationnels associés aux condi-
tions d’embauche et de travail des équipes avec une livraison des produits aux usines plus
proches de leurs besoins, limitant ainsi les stocks non nécessaires. La solution HR offre
aussi un outil de négociations en cas de périodes d’interruption de récolte. Une autre
utilisation de HR est de pouvoir évaluer la pertinence d’augmenter le nombre d’équipes,
comme nous l’avons fait pour les cas S0D0 et S1D0, où le nombre d’équipes est trop
limité pour satisfaire les besoins des usines. Comme les temps d’exécution varient entre
4 heures et 1 journée, il devient plus facilement vérifiable de comparer les décisions sur
l’année.
8.6 Transfert de technologie : Implantation d’un outil d’aide à la décision
Au cours de l’automne 2014, un projet de transfert de technologie financé par le ré-
seau VCO et FPInnovations a permis l’implantation d’un outil d’aide à la décision pour
créer le plan de récolte annuel. L’objectif principal de ce projet était de créer une inter-
face où l’utilisateur introduit les données nécessaires à la planification de la récolte et
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par laquelle il peut facilement lancer le processus d’optimisation et récupérer la solution
obtenue sous un format favorisant l’analyse.
L’interface nommée HarvestScheduler, est développée sous Excel, dont les feuilles
de calcul servent initialement à recueillir les données associées au problème annuel de
récolte. Ces données sont par exemple la liste des blocs, leur offre et conditions d’accès
etc... Une part importante du projet consistait à discuter avec les contacts de FPInnova-
tions des formats de données les plus appropriés pour assurer une compréhension de la
nature de l’information à entrer, pour permettre d’inclure des éléments futurs, comme
par exemple les rattachements des équipes de récolte à leur base, ou d’autres termes
liés à la négociation de contrats d’embauche (une garantie de production, préférences de
secteurs de travail). La quantité de données nécessaires a motivé la création d’un pro-
cessus de vérification des entrants pour repérer toute incohérence avant le lancement du
processus d’optimisation. Ainsi, des avertissements à l’utilisateur sont générés en cas de
détection de possibles incohérences.
Une fois les données saisies par l’utilisateur suivant le format imposé dans les feuilles
de calcul, l’interface transforme ces données et met à jour les paramètres utilisés par le
modèle AHS1, ainsi que les conditions d’exécution (nombre de périodes par horizons,
nombre de période fixées à chaque itération). L’utilisateur lance le processus de résolu-
tion toujours à partir de l’interface. En effet, une des exigences du livrable est de fournir
un outil qui ne requiert pas de programmation à chaque utilisation (sauf maintenance et
ajouts). Pour l’utilisateur, le module d’optimisation reste une boîte noire, dont seulement
certains paramètres, sous conditions, sont modifiables. Le programme est en C++, mais
les exécutions se font sous Windows avec Gurobi 5.6 comme logiciel de résolution. Une
attention spéciale a été portée à la création d’un programme facilement modifiable pour
les ajouts et mises à jour futures.
Quand la résolution s’achève, les résultats sont accessibles à l’utilisateur dans un
format permettant une analyse de décisions rapide, avec un niveau de détails selon son
intérêt. En effet le plan de récolte peut être observé sous différents points de vue. Il est
possible de suivre en détails les affectations de chaque équipe ainsi que leur production
par période et par bloc. Une vue agrégée à l’échelle du secteur, permet un suivi du flot
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de bois récolté en bordure de route, où les volumes par produit qui sont transportés. Les
indicateurs de coûts et de dispersion des équipes sont aussi disponibles.
La finalisation du transfert de technologie est la création d’un guide d’utilisateur,
pour permettre une utilisation par un tiers et des expérimentations et ajouts à l’interne. En
effet, d’autres travaux restent à faire, notamment pour établir un lien avec FPInterface,
pour l’automatisation de la récupération des paramètres ou encore un ajout graphique
pour suivre sur une carte le plan de récolte généré.
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Deuxième partie
Planification sous incertitude de la
récolte au niveau tactique : cas d’étude
chilien
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CHAPITRE 9
DESCRIPTION DU PROBLÈME DE PLANIFICATION TACTIQUE SOUS
INCERTITUDE (PTSR)
Le problème de planification de la récolte présenté dans la première partie est situé
au Québec. Un des objectifs du problème est de fournir au gestionnaire forestier un
outil d’aide à la décision lui permettant de donner aux équipes de récolte leur calendrier
annuel. Le contexte de la seconde partie de la thèse est le Chili, le problème traité lie les
décisions de gestionnaires responsables d’activités distinctes : celles de la récolte et de
la production en usine. Cette partie de la thèse s’intéresse aussi à une planification sous
incertitude, celle issue des marchés.
9.1 Mise en contexte
Nos travaux débutent avec le problème déterministe introduit par Troncoso et al. [45]
qui a formulé un problème mixte en nombre entiers qui combine la planification de la
récolte et la production des produits finis pour maximiser la valeur actuelle nette (NPV).
Ces deux activités sont traditionnellement planifiées par deux unités distinctes (gestion-
naire forestier, planificateur aux usines). Le gestionnaire forestier cherche à assurer le
maintien du rendement de la forêt pour chaque période de 5 ans au cours d’une rotation
complète de 25 ans. Quant aux gestionnaires aux usines, ils travaillent sur un horizon
plus court de 5 ans et cherchent à maximiser la valeur nette actuelle en considérant les
prix et les demandes en produits finis qui sont estimés pour cet horizon de temps. Les
auteurs y démontrent que l’intégration des décisions de planification de récolte et la pro-
duction des usines entraîne un gain substantiel estimé à 8% sur la valeur actuelle nette.
Nous partons de ce modèle et y intégrons l’incertitude issue des marchés qui affecte les
prix et les demandes en produits finis. En effet, parmi les défis de l’industrie forestière
en général, il y a la capacité à faire face aux aléas, notamment à partir de plans robustes
et agiles.
Les sources d’incertitude dans le secteur forestier sont principalement liées aux prix
et aux demandes futurs, à la croissance des arbres, et à l’occurrence d’une catastrophe
naturelle (incendie, sécheresse, inondations, infestation d’insectes). Pasalados et al. [33]
propose une revue des impacts négatifs sur la planification quand celle-ci est faite sans
prendre en compte les éléments incertains. Ainsi les variations du prix des produits du
bois ont un impact considérable sur la valeur actuelle nette. De plus comprendre et consi-
dérer les différentes incertitudes peut aider à éviter les solutions de faible qualité, voire
même irréalisables. La planification sous incertitude est la voie vers un plan robuste et
flexible. La programmation stochastique mixte en nombre entiers (SMIP) est un moyen
d’y parvenir. Dans des domaines comme la production d’énergie, où les décisions sont
à prendre avant que ne soit connue l’information complète, la SMIP est exploitée avec
succès [4] (voir Wallace et Fleten [47] pour plus de détails).
Nous présentons donc dans cette partie de la thèse un problème de planification de la
récolte tactique (PTR) dirigée par les demandes et les prix incertains du marché. Ce pro-
blème stochastique est décrit dans les sections suivantes, de même que la modélisation
de l’incertitude des marchés. Une revue de la littérature suivra se concentrant principa-
lement sur l’exploitation de la programmation stochastique dans l’industrie forestière et
sur la méthode de résolution utilisée : l’algorithme du progressive hedging (chapitre 10).
Dans le chapitre 11 le modèle du problème stochastique est décrit, puis les détails de
l’heuristique de résolution suivront dans le chapitre 12. Nous terminerons par une pré-
sentation des expérimentations qui ont été faites, ainsi que le résultats obtenus (chapitre
13).
9.2 Planification tactique de la récolte et production aux usines (PTR)
Le problème tactique cherche à fournir un plan de récolte de cinq ans de même
qu’une planification des volumes à transporter et produire pour maximiser la valeur ac-
tuelle nette (NPV). Pour tenir compte des préoccupations des gestionnaires forestiers,
l’horizon se prolonge de 4 périodes dites anticipées de 5 ans pour couvrir les 25 années
d’une rotation. Les cinq premières années sont des périodes dites d’affaires formant
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l’ensemble noté T1 (de 1 à 5) . Les 20 années restantes de la rotation sont divisées en 4
périodes anticipées de 5 ans qui constituent l’ensemble T2. L’horizon complet est noté
T = T1∪T2.
La récolte a lieu en forêt de plantation ne comptant qu’une seule espèce d’arbres,
et ne vise que des arbres qui ont atteint l’âge de maturité (au moins 20 ans). La forêt
se subdivise en deux unités. La plus petite unité sera appelée secteur de récolte. Un
regroupement d’arbres de même âge forme un peuplement. Les conditions climatiques
du Chili, ainsi que les espèces généralement choisies sur les plantations, sont telles que
d’une année à l’autre, la croissance d’un arbre est suffisante pour que le volume qui en
est tiré varie de façon significative. Ainsi, le volume disponible au cours de l’horizon
de planification varie. De plus, une fois la récolte d’un secteur effectuée, les activités
sylvicoles qui suivent sont implicites. À la fin de l’horizon de planification selon les
décisions de récolte, le portrait de la forêt en terme de volumes par âge est alors connu
ainsi que la période de maturité associée. En effet, si un secteur est récolté au cours
des 5 premières années, à la fin de la rotation les volumes disponibles sur ce secteur
auront entre 20 et 25 ans. Ils sont donc à maturité au commencement de la rotation
suivante. Si la récolte a lieu au cours de la seconde période anticipée, cela signifie que
les volumes auront entre 10 et 15 ans en début de rotation suivante. Ils seront donc
à maturité 10 ans plus tard (5 périodes de T1, puis la première période anticipée de 5
ans). Autrement dit, ces volumes seront disponibles pour la récolte à la seconde période
anticipée (t2 = 1 ∈ T2).
Suivant les paramètres d’âge, de densité et de type d’arbres, différents patrons de
tronçonnage sont disponibles pour produire différents types de billes (billes à sciage,
pâte, fuel logs). Chaque type de billes est transporté à l’usine adéquate (scierie, usines
de pâtes et papiers, station de cogénération) ou sont vendues sur place. Les usines pro-
duisent des produits finis (planche de bois, contreplaqués, bois d’œuvre), mais aussi des
sous-produits (copeaux, écorces, poussière) livrés alors aux usines demandeuses pour la
production d’autres produits finis (pâte, MDF, électricité...). Les volumes produits sont
alors disponibles pour la vente.
Le flot de bois entre la forêt et le marché peut être ainsi résumé :
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• les arbres sont tronçonnés en différent types de billes qui sont transportées vers les
usines ;
• des sous-produits sont transportés entre les usines ;
• les billes et sous-produits sont transformés aux usines ;
• les produits finaux sont alors mis sur le marché (distributeurs, magasins, clients).
La planification de la récolte est dirigée par la demande et le prix des produits finis.
Il s’agit alors de décider quel moment est le meilleur pour récolter un secteur ou non, du
patron de tronçonnage à y appliquer pour satisfaire au mieux les besoins des usines de
façon à produire les produits finaux qui maximiseront la valeur actuelle nette. La valeur
actuelle nette (NPV) dépend :
• de la valeur des ventes lors des cinq premières années ;
• de l’estimation de la valeur de la forêt après récolte en fin de rotation ;
• de la valeur des secteurs non récoltés ;
• de la valeur des ventes de billes en forêt ;
• des coûts de récolte ;
• des coûts de transport ;
• des coûts de production aux usines.
9.3 Description du problème stochastique PTSR
Au modèle fourni par Troncoso et al. [45], nous introduisons l’incertitude associée
aux prix et aux demandes des produits finis. Il s’agit pour chaque période t ∈ T de
considérer un vecteur de variables aléatoires ξt qui regroupe les prix et les demandes de
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produits à la période t. La famille {ξ1, ...,ξ|T |} est un processus stochastique et on note
ξ[t] l’historique du processus jusqu’à la période t
ξ[t] = (ξ1, ...,ξt) (9.1)
Un problème linéaire stochastique multipériode peut se formuler de la façon suivante
[43] :
min
x1,x2...,xT
E[ f1(x1)+
T
∑
t=2
ft(xt(ξ[t]),ξt)] (9.2)
tel que x1 ∈ χ1 (9.3)
xt ∈ χt(xt−1(ξ[t−1]),ξt) t = 2, ...,T (9.4)
où x1 est un vecteur de variables, mais les variables de décisions xt pour t > 1 sont des
fonctions qui, à un historique ξ[t] du processus jusqu’à t renvoie un vecteur de mêmes
dimensions que x1. ξ1 = ( f1,A1,b1), ξt = ( ft ,At ,Bt ,bt) pour t > 1 regroupent les para-
mètres et données dont certains éléments,pour t > 1, sont aléatoires. Les ensembles χ1
et χt sont définis tels que :
χ1 = {x¯1|A1x¯1 = b1}
χt(xt−1(ξ[t−1]),ξt) = {x¯t |Btxt−1(ξ[t−1])+At x¯t(ξ[t]) = bt , x¯t(ξ[t])≥ 0}
t = 2, ...,T
{xt}(t∈T ) est appelé police implémentable si les contraintes (9.3) et (9.4) sont satisfaites.
Un problème stochastique cherche donc des fonctions optimales [34], tandis qu’une
solution optimale d’un problème déterministe est un vecteur. Par conséquent, à moins
que le processus stochastique ait un nombre fini de réalisations, le problème stochastique
mène à résoudre un problème d’optimisation de dimension infinie [43]. Une discrétisa-
tion du processus stochastique est nécessaire. Cela signifie que pour chaque variable
aléatoire ξt les valeurs possibles prises sont dénombrables et finies.
Prenons l’exemple simplifié de la figure 9.1 où seuls les prix (en $/tonnes) d’un pro-
duit sont aléatoires pour illustrer une réalisation notée ω du processus. La réalisation de
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chaque variable aléatoire renvoie un prix pour chaque période t. Comme la production
et la vente de produits finis est associée seulement aux 5 premières périodes de planifi-
cation (t ∈ T1), nous définissons comme nul les prix (et les demandes) pour les périodes
anticipées (t ∈ T2). Une séquence possible de réalisation {ξω1 , ...,ξωt } est appelé scénario
ω .
ξω1 = 650 (9.5)
ξω2 = 625 (9.6)
ξω3 = 615 (9.7)
ξω4 = 605 (9.8)
ξω5 = 600 (9.9)
ξωt = 0 ∀t ∈ T2 (9.10)
Figure 9.1 – Exemple simplifié d’un scénario : prix d’un produit ($/tonnes) par période
Pour décrire l’ensemble des scénariosΩ, un arbre de scénarios est utilisé. Les nœuds
de cet arbre sont organisés par période t. Chaque nœud (différent de la racine) a un
unique ancêtre. Les nœuds associés au niveau t correspondent aux différentes réalisations
de la variable aléatoire ξt . Un scénario correspond à un chemin liant la racine à une
feuille. Un exemple d’arbre de scénarios est donné à la figure 9.2. Le chemin extrême
gauche correspond au scénario décrit par la figure 9.1.
Notons que dans le cadre particulier de notre problème, les éléments aléatoires sont
associés à un horizon plus court (T1) que l’horizon global (T ). Par conséquent, dès la
dernière période de T1 (t = 5) les scénarios sont distincts comme illustré par la figure
9.2. L’arbre de scénarios peut donc ne contenir que 5 niveaux. Les 4 premiers niveaux
correspondent aux périodes t ∈ T1 \{5}. Le dernier niveau regroupe toutes les périodes
de l’horizon restant . L’arbre de scénarios peut donc être représenté suivant l’illustration
de la figure 9.3.
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t = 1
(∈ T1)
t = 2
(∈ T1)
t = 3
(∈ T1)
t = 4
(∈ T1)
t = 5
(∈ T1)
t = 6
(∈ T2)
t = 7
(∈ T2)
t = 8
(∈ T2)
t = 9
(∈ T2)
Figure 9.2 – Exemple d’arbre de scénarios pour la modélisation de l’incertitude des prix
et des demandes en produits finis
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t = 1
t = 2
t = 3
t = 4
t = 5,...,9
650
625 635 655 665
615 630 645 660 670
605 625 632 658 668 673
600 608 622 628 625 637 657 659 661663 683
Figure 9.3 – Arbre de scénarios avec agrégation des nœuds associés aux périodes antici-
pées T2
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9.3.1 Contraintes de non anticipativité (NA)
Si les scénarios ω1 et ω2 partagent un historique jusqu’à une période t, cela signifie
que leurs chemins respectifs dans l’arbre de scénarios passent par les mêmes nœuds
juqu’à atteindre celui associé à ξω1t = ξ
ω2
t . Autrement dit :
ξω1t¯ = ξ
ω2
t¯ ∀t¯ ≤ t (9.11)
Notons ξω1
[t] l’historique des valeurs prises jusqu’à la période t pour le scénario ω1. Sa
définition est donnée par l’équation 9.12.
ξω1
[t] = {ξω11 , ...,ξω1t } (9.12)
Comme les scénarios ω1 et ω2 sont confondus jusqu’à la période t, les décisions prises
jusqu’alors pour chaque scénario doivent être identiques. C’est le principe de non antici-
pativité : les décisions prises pour chaque scénario à une période t dépendent uniquement
de l’information connue, c’est à dire celle associée aux périodes t¯ ≤ t. Si les variables
de décisions prises à la période t suivant le scénario ω sont notées xωt , les contraintes de
non anticipativité (NA) peuvent alors se formuler via les contraintes :
xω11 = x
ω2
1 ∀ω1 6= ω2 ∈Ω (9.13)
xω1t = x
ω2
t ∀ω1 6= ω2 ∈Ω tel que ξω1[t] = ξω2[t] ∀t ∈ T \{1} (9.14)
Il existe plusieurs formulations possibles des contraintes NA [43]. Nous citons l’expres-
sion algébrique qui sera pratique pour formuler le problème stochastique équivalent à
celui présenté au début de la section. Cette écriture des contraintes NA nécessite l’intro-
duction d’une matrice de non anticipativité notée M :
M = [Mω ]ω∈Ω (9.15)
Pour tout ω , Mω est une matrice ne comportant que des 0, 1 et -1. Elle comporte |N |
lignes, où N représente l’ensemble des contraintes NA, et autant de colonnes que le
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nombre de composantes des vecteurs Xω = {xωt })t∈T . Les contraintes (9.13) et (9.14)
peuvent être reformulées comme indiqué par l’équation (9.16) ou de façon plus compacte
par l’équation (9.17).
∑
ω∈Ω
MωXω = 0 (9.16)
ou encore
MX = 0 (9.17)
Nous formulons le problème stochastique de planification tactique (PTSR) par l’ex-
pression (9.18) en utilisant les notations du tableau 9.I.
max
X∈C ∑ω∈Ω
Pr(ω)NPV (ω) (9.18)
Des références aux contraintes du modèle se retrouvent dans la définition des ensembles
de contraintes Cω etN , elles seront décrites en détails dans le chapitre 11.
Tableau 9.I – Paramètres utiles à une description générale de (PTSR)
Pω Problème tactique de récolte suivant le scénario ω
Cω Ensemble des contraintes du problème tactique suivant le scénario ω :
contraintes (11.1) à (11.19) pour ω
M = [Mω ]ω∈Ω matrice des contraintes NA
N Ensemble des contraintes NA : contraintes (11.20) à (11.28)
Xω Solution réalisable dePω i.e vérifie Cω
NPV (ω) Fonction objectif du problème tactiquePω pour le scénario ω
Pr(ω) Probabilité d’occurrence du scénario ω
C = {Cω |ω ∈Ω}∪N : ensemble des contraintes du PTSR
X Vecteur des solutions de chaque scénario X = (Xω)ω∈Ω
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CHAPITRE 10
REVUE DE LA LITTÉRATURE
Ce chapitre propose un survol de la planification forestière sous incertitude, et une
revue plus générale des méthodes de décomposition pour résoudre un problème stochas-
tique.
10.1 Gestion de l’incertitude dans la planification forestière
Cette section illustre quelques exemples des sources d’incertitude pour la planifi-
cation forestière, la modélisation la plus commune de l’aspect stochastique des para-
mètres, puis des exemples d’approches de résolution de problèmes incluant l’incertitude
des marchés (prix et demandes de produits).
10.1.1 Sources d’incertitude dans la planification forestière
L’incertitude désigne la méconnaissance ou l’ignorance de paramètres futurs qui in-
fluencent le processus de décision. Les sources d’incertitude en planification forestière
sont nombreuses. Nous en citons les principales : la croissance des arbres, les prix et
et demandes du marché, les catastrophes naturelles et les incendies [29]. Une fois les
paramètres futurs sujets à l’incertitude identifiés, il faut les modéliser et déterminer l’ap-
proche de résolution des problèmes associés. Ces derniers sont plus complexes que dans
des cas déterministes et une résolution directe est rarement une option viable. Les pro-
blèmes stochastiques générés sont souvent de taille trop importante pour qu’une résolu-
tion exacte soit fructueuse en un temps raisonnable.
En plus de citer les diverses sources d’incertitude, Pasalodos et al. [33] discutent de
la pertinence des incertitudes à inclure lors de la modélisation d’un problème suivant
le niveau de planification auquel il appartient. Par exemple, inclure l’incertitude asso-
ciée à la croissance des arbres pour une planification opérationnelle à court terme n’est
pas pertinent. En effet, les volumes disponibles en forêt ne subiront pas de modification
significative au cours de l’horizon de temps pour remettre en question la validité des
décisions prises. En revanche, pour les planifications sur un plus long horizon, notam-
ment stratégique (5 ans à 100 ans), les mauvaises prédicitions de croissance entrainent
une erreur d’inventaire forestier qui se répercute alors au niveau tactique. Les volumes
attendus ne sont pas présents en quantité prévue. Une propagation de l’erreur se poursuit
donc à travers les niveaux de planification. L’incertitude des marchés constitue un autre
exemple où une source d’incertitude peut être ignorée pour un plan stratégique. Les prix
et les demandes importent peu pour les problèmes dont l’horizon de temps excède les 5
ans. Aucun outil de prévision des marchés ne peut garantir ces prédictions avec un tel
horizon de temps.
D’autres types de planification, par leur nature, incorporent des éléments aléatoires.
Il s’agit des plans d’intervention en cas de catastrophes. Les incendies de forêt sont
une préoccupation majeure de l’industrie. Tout pays ayant une industrie forestière fait
face à une période de l’année où les conditions climatiques sont réunies pour favoriser
des incendies en forêt. Pour limiter les pertes matérielles et humaines, une intervention
rapide et appropriée est cruciale. Martell et al.[28] offrent une revue de ces problèmes et
des méthodes utilisées.
10.1.1.1 Modélisation de l’incertitude
L’utilisation de scénarios est souvent le choix privilégié de modélisation de l’incerti-
tude. Leur génération n’est pas triviale, puisqu’il faut décider du nombre de périodes et
connaître les paramètres qui changent ou se révèlent en avançant dans le temps. Aussi
pour construire l’arbre de scénarios faut-il choisir le nombre d’enfants par nœud selon la
taille d’arbre souhaitée.
Les sources de données pour construire l’arbre sont multiples. Quand elles sont dis-
ponibles et pertinentes, les archives peuvent aider à générer des paramètres futurs, no-
tamment pour estimer les variations et d’éventuelles corrélations. Par exemple, en analy-
sant les archives des prix des produits forestiers finis, le bois d’œuvre et le bois de sciage
et de pâte ont leur demande et leur prix qui varient dans le même sens dans des propor-
tions différentes. Un accroissement du prix du bois d’œuvre entraine une augmentation
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des prix du bois de sciage et de pâte. Par ailleurs, les prix et les demandes en électricité
(produite par une usine de cogénération) sont indépendants des autres produits du bois.
Leur variation est liée au marché de l’énergie dominé par le pétrole et le gaz [37].
Une seconde source de données pour les scénarios est la simulation basée sur les para-
mètres moyens, utilisés dans la formulation déterministe. Enfin, l’expertise et l’opinion
du décideur complète les sources de données pour la création de scénarios. Ces sources
ne sont pas mutuellement exclusives et il est possible de combiner les trois. Les archives
aident à déterminer une distribution des scénarios, l’expertise du décideur peut ajuster
cette distribution selon le problème à résoudre et la concrétisation d’un scénario dans le
monde réel. Nous référons le lecteur à des travaux [51] qui se penchent sur la génération
systématique de scénarios à partir des archives et qui combinent des outils avancés de
simulation pour déterminer la réalisation des paramètres les plus importants, ainsi que la
probabilité qui leur sera attribuée .
10.1.2 Exemples d’approches utilisées pour inclure l’incertitude des marchés à la
planification de la récolte
Les articles [33] et [37] sont très utiles pour donner une vision d’ensemble des tech-
niques d’approche pour planifier sous incertitude dans l’industrie forestière. Pasalodos et
al. [33] classent les approches de résolution choisies suivant le niveau de planification et
la ou les sources d’incertitudes considérées. Les auteurs insistent aussi sur les obstacles
de l’intégration des outils stochastiques dans l’industrie, qu’il attribue non seulement
au manque de transfert des technologies mais aussi au manque de coopération entre
les chercheurs et les industriels. Des efforts ont été faits pour inclure l’incertitude des
marchés au niveau de la planification tactique de la récolte via l’utilisation d’arbres de
scénarios [1], [46]. Des approches par décomposition sont alors employées. Badilla Veliz
et al. [46] utilisent une heuristique basée sur le progressive hedging (PH), une technique
rappelant la relaxation lagrangienne. Cette méthode pénalise les contraintes de NA et dé-
compose la résolution du problème par scénarios. Au cours de chaque itération, chaque
sous-problème est modifié pour orienter les scénarios vers une solution satisfaisant les
NA. Nous illustrerons cette approche plus en détails dans le chapitre 12 puisque c’est
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la méthode de résolution que nous avons choisie d’implanter. Alonso-Ayuso et al. [1]
développent un algorithme de branch-and-bound où les décisions de branchement sont
liées à la structure de scénarios. Les contraintes de NA ne sont pas explicites comme
dans la méthode précédente
Nous terminons en mentionnant la programmation robuste comme technique de plus
en plus exploitée dans le cadre de problèmes de planification forestière. Palma et Nelson
[32] optent pour une optimisation robuste face aux difficultés d’implantation des for-
mulations stochastiques de problèmes réels. Les éléments incertains sont associés aux
volumes récoltés et à la demande de deux produits.
10.2 Méthodes de décomposition basée sur un arbre de scénarios
Les stratégies de décomposition d’un problème stochastique se divisent en deux
groupes [7] :
• les méthodes primales où les sous-problèmes à résoudre sont par période ;
• les méthodes duales qui lient les sous-problèmes aux scénarios.
Toutes deux s’appuient sur un découpage de l’arbre de scénarios.
10.2.1 Les méthodes de décomposition primale
Les méthodes de décomposition primale considèrent un problème maître pour la pé-
riode courante. Aux périodes précédentes sont associés les sous-problèmes. Pour chaque
période un vecteur de décision est lié à une période t. Ainsi en résolvant les sous-
problèmes des contraintes sont ajoutées au problème maître de la période courante [4].
La méthode L-Shaped (méthodes de plan de coupes), la décomposition de Benders, la
Nested Decomposition sont des exemples d’une décomposition primale [39].
10.2.2 Les méthodes de décomposition duale
Nous nous intéresserons plus particulièrement aux méthodes de décomposition par
scénarios. Une de leur qualité est le maintien de la structure du problème original, qui
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permet ainsi de tirer avantage d’une résolution rapide de celui-ci pour chaque scénario.
Cette stratégie est d’autant plus pertinente dans des problèmes d’optimisation de réseaux
[11]. Deux algorithmes sont utilisés pour les approches de décomposition par scénarios :
l’algorithme de relaxation lagrangienne et le progressive hedging.
10.2.2.1 Algorithme de relaxation langrangienne
Si le problème stochastique se formule comme un problème de minimisation, l’al-
gorithme de décomposition duale détermine des bornes inférieures au problème en ré-
solvant le lagrangien obtenu par relaxation des contraintes NA [7]. Le dual lagrangien
requiert des méthodes de sous-gradient pour être résolu. La présence de variables en-
tières induit un écart entre le dual lagrangien et l’optimum du problème original. Cet
écart est réduit en utilisant une méthode de branch-and-bound qui utilise le lagrangien
comme borne inférieure.
10.2.2.2 Algorithme de Progressive Hedging
Une autre approche de décomposition par scénarios, le Progressive Hedging (PH),
s’inspire aussi de la relaxation lagrangienne des contraintes NA. Elle a été introduite par
Rockafellar et Wets [35]. La forme étendue est séparée en plusieurs sous-problèmes par
scénarios qui sont séquentiellement résolus. Les solutions de chacun de ces problèmes
ne sont pas non anticipatives, c’est à dire que les divergences futures propres à chaque
scénario influencent les décisions associées aux périodes antérieures alors que les réa-
lisations des paramètres y sont identiques. Les objectifs de chacun des sous-problèmes
sont modifiés pour tendre vers une solution admissible et implémentable. Nous revien-
drons plus en détails sur cette approche dans le chapitre 12.
10.2.2.3 Innovations et performances
Des travaux ont été effectués par Watson et Woodruff [48] pour améliorer non seule-
ment la vitesse de convergence vers une solution entière du problème SMIP mais aussi,
pour rendre plus systématique le calcul du paramètre de pénalisation noté ρ intervenant
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lors de la réoptimisation des sous-problèmes. Aussi comme mentionne Pasalados et al.
[33], si les avantages à exploiter la programmation stochastique en planification fores-
tière sont reconnus, le transfert vers une banalisation de son utilisation en industrie ne
suit pas. Souvent, l’effort supplémentaire de programmation et l’incompréhension des
partenaires font que les projets ne restent qu’au stade de développement académique.
Watson et Woodruff ont souhaité pousser leur travaux de façon à faciliter l’exploita-
tion de la programmation stochastique via un logiciel utilisant le langage Python. Ils ont
poussé leurs innovations jusqu’à créer un outil qui permet aux néophytes de créer un
modèle stochastique comme une extension du problème déterministe et de configurer un
arbre de scénarios suivant un langage de modélisation particulier, Pyomo. Pour les pro-
blèmes de taille modeste, l’utilisateur pourra utiliser une résolution directe du problème
ou exploiter le PH algorithme implanté dans le logiciel pour les problèmes plus com-
plexes. Plusieurs options sont fournies à l’utilisateur, comme le nombre de morceaux
pour la fonction linéaire par morceaux approchant le terme quadratique, la valeur du ρ
[49].
A défaut d’avoir une preuve de convergence dans le cas de problème avec variables
entières, Gabe et al. [19] montrent que la valeur de la relaxation du problème au cours
d’une PH-heuristique est proche de celle obtenue avec l’algorithme de relaxation lagran-
gienne.
Enfin, une autre innovation consiste à combiner les méthodes de décomposition pour
améliorer les bornes supérieure et inférieure du modèle SMIP de deux étapes. Guo et al.
[22] associent algorithmes de décomposition duale et de PH. En fournissant une solution
primale issue du PH à l’algorithme de décomposition duale, le temps de résolution est
considérablement réduit, avec une solution finale dont le gap est inférieur à 2%.
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CHAPITRE 11
MODÉLISATION DU PROBLÈME STOCHASTIQUE PTSR
Les ensembles, les paramètres et les variables requises à la formulation du modèle
sont résumés dans les tableaux 11.I, 11.II et 11.III. Les contraintes du problème stochas-
tique peuvent être divisées en deux groupes principaux. Le premier décrit pour chaque
scénario la planification tactique de récolte. L’autre groupe est l’ensemble des contraintes
de non anticipativité, qui lient les scénarios ayant un historique commun.
Tableau 11.I – Ensembles du problème stochastique
T1 ensemble des n1 premières périodes d’un an T1 = {t11 , t12 , ..., t1n1}
T2 ensemble des n2 périodes de 5 ans anticipées T2 = {t21 , t22 , ..., t2n2}
T ensemble des périodes (T = T1∪T2)
B ensemble des secteurs de récolte
B˜ ensemble des secteurs à maturité en début de planification (ayant au moins 20
ans)
Bt ensemble des secteurs à maturité à la période t
Bi ensemble des secteurs dans la zone i ∈ I
I ensemble des peuplements (regroupement de secteurs par âge)
J ensemble des usines
A réseau de transport de coproduits entre usines : ensemble des arcs ( j1, j2) où
j1, j2 ∈ J
K ensemble des types d’arbres
L ensemble des types de billes
D f ensemble des produits finis
Dc ensemble des sous-produits
D = D f
⋃
Dc
N ensemble des niveaux de prix
P1 ensemble des patrons de tronçonnage
P2j ensemble des processus de production à l’usine j
D2j ensemble de produits finis issus de l’usine j
Ω ensemble des scénarios
Ωt groupe de scénarios à la période t
Gt ensemble des groupes de scénarios à la période t
Tableau 11.II – Paramètres du problème stochastique
sbkt volume d’arbres de type k sur le secteur b à la période t
s0bt offre totale du secteur b à la période t
gbt capacité de récolte requise quand le secteur b est sélectionné à la période t
ht capacité de récolte totale à la période t
a1pklit taux de conversion d’un arbre de type k en billes de type l sur la zone i quand
le patron de tronçonnage p est appliqué à la période t
a2jpld taux de conversion d’une bille de type l en produit ou sous-produit d lors que
le processus de transformation p à l’usine j est appliqué
e jt capacité maximale de production de l’usine j au cours de la période t
a+t accroissement maximal du rendement de la récolte d’une période à l’autre
(périodes successives sont toutes les deux dans T1 ou dans T2)
a−t diminution maximale du rendement de la récolte d’une période à l’autre (pé-
riodes successives sont toutes les deux dans T1 ou dans T2)
a¯+ accroissement maximal du rendement de récolte moyen sur 5 ans
a¯− diminution maximale du rendement de la récolte par rapport au rendement
moyen sur 5 ans
V 0t volume d’arbres au début de la rotation qui ont entre 5(t− 5)+ 1 et 5(t− 4)
ans avec t ∈ T2
V 1b volume d’arbres dans le secteur b à la fin de l’horizon de planification si non
récolté
V 2bt volume d’arbres dans le secteur b à la fin de l’horizon de planification si le
secteur est récolté à la période t (et a été replanté)
V 3 volumes total d’arbres âgés de plus de 20 ans
v0b valeur du secteur b si non récolté
v2lt valeur de vente en forêt d’une bille de type l à la période t
v3bt valeur d’un secteur b si récolté au cours de la période t
c1i jt coût unitaire de transport d’un peuplement i à une usine j au cours de la
période t
c2m1m2dt coût unitaire de transport entre l’usine m1 et l’usine m2 au cours de la période
t du sous-produit d
c3mpt coût unitaire de traitement à l’usine m quand le processus p est appliqué à la
période t
Paramètres Stochastiques
bdntω demandes maximales au niveau n pour le produit fini d à la période t suivant
le scénario ω
v1dntω prix de vente unitaire au niveau n pour le produit fini d à la période t suivant
le scénario ω
Pr(ω) probabilité d’occurrence du scénario ω
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Tableau 11.III – Variables
zbtω =
{
1 si le secteur b est récolté à la période t suivant le scénario ω
0 sinon
z0bω =
{
1 si le secteur b n’est pas récolté suivant le scénario ω
0 sinon
y1ikptω volume d’arbres de type k sur lequel le patron de tronçonnage p est appliqué
à la période t sur le peuplement i suivant le scénario ω
y2jl ptω volumes d’un type de billes ou coproduit l traités suivant le processus p à
l’usine j à la période t suivant le scénario ω
x0iltω volumes de billes de type l non transportés aux usines i à la période t suivant
le scénario ω
u0iltω volumes de billes de type l vendues depuis le peuplement i à la période t
suivant le scénario ω
x1i jltω volumes de billes de type l transportés du peuplement i à l’usine j à la période
t suivant le scénario ω
x2j1 jdtω volumes de sous-produits d transportés de l’usine j1 à l’usine j à la période t
suivant le scénario ω
w jdtω production à l’usine j du produit d à la période t suivant le scénario ω
u1dntω production du produit d au niveau de demande n à la période t suivant le
scénario ω
11.1 Contraintes liées à la planification de la récolte
Les contraintes du modèle stochastique se divisent en deux groupes :
• les contraintes décrivant le plan tactique suivant chaque scénario (décisions de
récolte, de transport et de production aux usines) ;
• les contraintes de non anticipativité (NA) qui forcent les décisions prises à une
période de n’utiliser que l’information disponible jusque là sans anticiper sur les
périodes à venir.
11.1.1 Planification de la récolte
Les décisions de récolte pour un scénario ω consistent à :
• décider de récolter un secteur b à la période t (zbtω ) ou d’éviter de le faire (z0bω ) ;
122
• déterminer le volume de chaque bille après tronçonnage suivant la classe d’âge à
laquelle appartient le secteur récolté.
Les demandes en produits finis et leur prix orientent les besoins des usines en billes et
sous-produits du bois. En effet la création de chaque produit fini résulte d’un traitement
combinant divers types de billes ou de sous-produits. Ainsi, la demande en produits finis
entraine la détermination des volumes de billes à transformer.
11.1.1.1 Sélection des secteurs à récolter
Pour chaque scénario ω ∈ Ω, les contraintes (11.1)-(11.4) caractérisent la sélection
des secteurs à récolter. La contrainte (11.1) indique si un secteur est récolté ou non au
cours de l’horizon. La contrainte (11.2) assure que les arbres présents sur un secteur
récolté sont à maturité (ils ont plus de 20 ans). Les volumes disponibles sur un secteur
récolté à la période t sont intégralement transformés en différents types de billes, selon
les patrons de tronçonnage appliqués via la contrainte (11.3). Chaque secteur récolté au
cours d’une période t réduit la capacité de récolte résiduelle pour la même période. L’en-
semble des secteurs récoltés au cours d’une période t doit respecter la capacité globale
de récolte selon la contrainte (11.4).
∑
t∈T
zbtω + z0bω = 1 ∀b ∈ B, ∀ω ∈Ω (11.1)
zbtω = 0 ∀b /∈ Bt ,∀t ∈ T, ∀ω ∈Ω (11.2)
∑
p∈P1
y1ikptω = ∑
b∈Bi
sbktzbtω ∀i ∈ I,∀k ∈ K,∀t ∈ T, ∀ω ∈Ω (11.3)
∑
b∈B
gbtzbtω ≤ ht ∀t ∈ T, ∀ω ∈Ω (11.4)
11.1.1.2 Protection de la structure de la forêt et pérennité de l’offre
Nous rappelons que ce modèle intègre les décisions de récolte sur un horizon de 25
ans avec la production aux usines sur 5 ans. Le rendement de la forêt doit être enca-
dré d’une période à l’autre et assurer la continuité de l’offre d’une rotation de 25 ans à
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l’autre. Les contraintes propres à la planification de la récolte sont maintenant présen-
tées. Les décisions prises au cours des périodes anticipées sont introduites pour valider
les décisions de récolte prises au cours de périodes de T1. En effet les contraintes (11.5)
à (11.8) sont introduites pour lisser le rendement de la récolte au fil des périodes. La
contrainte (11.5) encadre le volume récolté à la période t par le volume récolté durant
la période suivante. Si la tolérance est de 10% d’écart alors le paramètre a−t = 0,9 et
a+t = 1,1. La contrainte (11.6) encadre l’effort de récolte au cours des 5 premières an-
nées (∑
b∈B
∑
t∈TB
s0btzbtω ) par le volume récolté au cours de la première période anticipée
(∑
b∈B
s0bt21
zbt21ω ). Cette contrainte protège des situations de "sur-récolte" où la récolte du-
rant les 5 premières années est si intense, que peu ou plus aucun volumes d’arbres à
maturité n’est disponible à la récolte pour les 5 années suivantes.
a−t ∑
b∈B
s0b(t+1)zb(t+1)ω ≤ ∑
b∈B
s0btzbtω ≤ a+t ∑
b∈B
s0b(t+1)zb(t+1)ω
∀t ∈ T, t 6= t1n1, t 6= t2n2 ∀ω ∈Ω
(11.5)
a−t1n1 ∑b∈B
s0bt21
zbt21ω ≤ ∑
b∈B
∑
t∈TB
s0btzbtω ≤ a+t1n1 ∑b∈B
s0bt21
zbt21ω ∀ω ∈Ω (11.6)
Pour répartir plus ou moins équitablement le rendement tout au long de la rotation de 25
ans, le volume moyen récolté au cours de 5 années consécutives est utilisé (∑
b∈B
∑¯
t∈T
s0bt¯zbt¯ω
(n2+1)
).
Nous rappelons que les 25 années d’une rotation commencent dans ce modèle par cinq
périodes d’affaires d’un an et s’achèvent par 4 périodes anticipées de 5 ans. Il y a donc
n2+1 périodes de 5 ans, où n2 est le nombre de périodes anticipées. La contrainte (11.7)
encadre le volume récolté au cours de chaque période anticipée de 5 ans (∑
b∈B
s0itzitω )
par le volume moyen. La contrainte (11.8) encadre le volume récolté durant les cinq
premières années T1 (∑
b∈B
∑
t∈T1
s0btzbtω ) par le volume moyen.
a¯−∑
b∈B
∑¯
t∈T
s0bt¯zbt¯ω
(n2+1)
≤ ∑
b∈B
s0itzitω ≤ a¯+∑
b∈B
∑¯
t∈T
s0bt¯zbt¯ω
(n2+1)
∀t ∈ T2, ∀ω ∈Ω
(11.7)
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a¯−∑
b∈B
∑¯
t∈T
s0bt¯zbt¯ω
(n2+1)
≤ ∑
b∈B
∑
t∈TB
s0btzbtω ≤ a¯+∑
b∈B
∑¯
t∈T
s0bt¯zbt¯ω
(n2+1)
∀ω ∈Ω (11.8)
La pérennité des décisions d’une rotation à l’autre consiste à assurer le maintien d’un
portrait de la forêt en terme de volumes par classe d’âge. Nous rappelons qu’une fois
un secteur récolté, les activités sylvicoles suivent pour assurer le renouvellement de la
plantation. Ainsi une fois la date de récolte d’un secteur connue, nous pouvons déduire
l’âge des volumes régénérés. Les contraintes (11.9) et (11.10) assurent que les décisions
de récolte conservent les classes d’âge d’une rotation à l’autre. La contrainte (11.9) force
les décisions de récolte et les activités sylvicoles associées à au moins restaurer l’état ini-
tial de la forêt. La contrainte (11.10) force les décisions de récolte durant les 5 premières
années (t ∈ T1) à assurer qu’en début de la rotation suivante, les volumes régénérés soient
au moins en même quantité que pour cet horizon de planification (V 3).
∑
b∈B
V 2btzbtω ≥V 0t ∀t ∈ T2, ∀ω ∈Ω (11.9)
∑
b∈B
∑
t∈T1
V 2btzbtω +∑
b∈B
V 1b z
0
bω ≥V 3, ∀ω ∈Ω (11.10)
11.1.2 Transport et production aux usines
Les billes tronçonnées sont destinées au transport vers les usines ou sont disponibles
à la vente sur place (11.11, 11.12). Le transport est d’abord entre les zones de récolte
et les usines. Les billes sont transportées vers différentes usines. Les billes livrées aux
usines sont toutes transformées en sous-produits ou produits finis (11.13). Certaines
usines ont besoin de sous-produits pour compléter la production de produits finis. Les
contraintes (11.14) traduisent ce transport entre usines. Les sous-produits livrés sont in-
tégralement consommés (11.15) .
∑
k∈K
∑
p∈P1
a1pklity
1
ikptω = ∑
j∈J
x1i jltω + x
0
iltω ∀i ∈ I,∀l ∈ L,∀t ∈ T, ∀ω ∈Ω (11.11)
u0iltω ≤ x0iltω ∀i ∈ I,∀l ∈ L,∀t ∈ T, ∀ω ∈Ω (11.12)
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∑
i∈I
x1i jltω = ∑
p∈P2j
y2jl ptω ∀ j ∈ J,∀l ∈ L,∀t ∈ T1, ∀ω ∈Ω (11.13)
w jdtω ≥ ∑
j1∈J\{ j}
x2j j1dtω ∀ j ∈ J,∀d ∈ Dc,∀t ∈ T1, ∀ω ∈Ω (11.14)
∑
( j1, j)∈A
x2j1 jdtω = ∑
p∈P2j
a2jpldy
2
jl ptω ∀ j ∈ J,∀d ∈ Dc,∀t ∈ T1, ∀ω ∈Ω (11.15)
La production de chaque usine est limitée à sa capacité (11.16). Suivant les processus de
traitements appliqués et le volume des billes traitées, les quantités de chaque produit et
/ou sous-produits sont déterminées par l’équation (11.17).
∑
d∈D2j
w jdtω ≤ e¯ jt ∀ j ∈ J,∀t ∈ T1, ∀ω ∈Ω (11.16)
∑
p∈P2j
∑
l∈L⋃Dc a
M
jpldy
2
jl ptω = w jdtω ∀ j ∈ J,∀d ∈ D,∀t ∈ T1, ∀ω ∈Ω (11.17)
Comme Troncoso et al. [45] l’illustre, la valeur de vente d’un produit fini suit une fonc-
tion linéaire par morceaux. La pente associée à chaque morceau diminue à mesure que
les volumes produits dépassent un niveau n ∈ N. Chaque niveau n est limité par un enca-
drement des volumes en produit fini d. Le niveau n = 1 correspond aux quantités entre
0 et bdnt . Pour tous les autres niveaux n > 1 l’intervalle est [
n−1
∑¯
n=1
bdn¯t ,
n
∑¯
n=1
bdn¯t ]. La figure
11.1 illustre une évaluation de la vente d’un produit fini. La production est répartie sui-
Figure 11.1 – Approximation de la valeur de vente d’un produit fini par une fonction
linéaire par morceaux où |N|= 3
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vant ces niveaux (11.18). La détermination des quantités pour chaque niveau se fait par la
contrainte (11.19). Les volumes associés au niveau le plus bas sont mis à jour en priorité,
puisque la valeur de vente unitaire y est la plus forte.
∑
n∈N
u1dntω =∑
j∈ j
w jdtω ∀d ∈ D f ,∀n ∈ N,∀t ∈ T1, ∀ω ∈Ω (11.18)
u1dntω ≤ bdntω ∀d ∈ D f ,∀n ∈ N,∀t ∈ T1, ∀ω ∈Ω (11.19)
11.2 Contraintes de non anticipativité
Si deux scénarios ω1 et ω2 ont les mêmes réalisations jusqu’à la période t, alors
pour toute période antérieure t1 ≤ t, ω1 et ω2 appartiennent au même groupe de scé-
narios Ωt1 . L’ensemble des groupes de scénarios à la période t est noté Gt . Pour toute
période t distincte de la dernière période d’affaires (t ∈ T1 \ {t1n1}), Gt compte autant
de sous-ensembles que de nœuds dans l’arbre correspondant à la période t. Pour illus-
trer facilement les ensembles avec un nombre restreint de scénarios, nous exploitons un
exemple d’arbre de scénarios pour trois périodes, illustré à la figure 11.2. Le tableau
sous l’arbre de la même figure fait la liaison entre les nœuds (différents des feuilles) de
l’arbre de scénarios et les groupes de scénarios. Une fois les scénarios générés, c’est en
construisant l’arbre de scénarios que les ensembles Ωt et Gt sont obtenus.
Il existe plusieurs façons d’écrire les contraintes de non anticipativité [43]. Nous
choisissons une description explicite de ces dernières pour chacune des variables du
modèle stochastique.
zbtω1 = zbtω2 ∀ω1,ω2 ∈Ωt , ∀Ωt ∈ Gt , ∀b ∈ B, ∀t ∈ T1 (11.20)
y1ikptω1 = y
1
ikptω2 ∀ω1,ω2 ∈Ωt , ∀Ωt ∈ Gt , ∀i ∈ I,
∀k ∈ K, ∀p ∈ P1, ∀t ∈ T1
(11.21)
y2jl ptω1 = y
2
jl ptω2 ∀ω1,ω2 ∈Ωt , ∀Ωt ∈ Gt , ∀ j ∈ J,
∀l ∈ L, ∀p ∈ P2, ∀t ∈ T1
(11.22)
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Scénario Notation Chemin correspondant dans l’arbre
Scénario 1 SC1 A-B-E
Scénario 2 SC2 A-B-F
Scénario 3 SC3 A-C-G
Scénario 4 SC4 A-C-H
Scénario 5 SC5 A-D-I
Scénario 6 SC6 A-D-J
A
B
E Scenario 1
F Scenario 2
C
G Scenario 3
H Scenario 4
D
I Scenario 5
J Scenario 6
Gt Sous-groupes de scénarios Nœuds correspondants
G1 {SC1, SC2, SC3, SC4, SC5, SC6} A
G2 { SC1, SC2}, {SC3, SC4}, {SC5, SC6} B, C, D
G3 les scénarios sont distincts /0
Figure 11.2 – Exemple d’un arbre de scénarios pour trois périodes et description des
groupes de scénarios associés
x0iltω1 = x
0
iltω2 ∀ω1,ω2 ∈Ωt , ∀Ωt ∈ Gt , ∀i ∈ I, ∀l ∈ L, ∀t ∈ T1 (11.23)
u0iltω1 = u
0
iltω2 ∀ω1,ω2 ∈Ωt , ∀Ωt ∈ Gt , ∀i ∈ I, ∀l ∈ L, ∀t ∈ T1 (11.24)
x1i jltω1 = x
1
i jltω2 ∀ω1,ω2 ∈Ωt , ∀Ωt ∈ Gt , ∀i ∈ I,
∀ j ∈ J, l ∈ L, ∀t ∈ T1
(11.25)
x2j j1 jdtω1 = x
2
j j1 jdtω2 ∀s,s1 ∈Ωt , ∀Ωt ∈ Gt , ∀( j, j1) ∈ A, ∀d ∈ Dc, ∀t ∈ T1
(11.26)
w jdtω1 = w jdtω2 ∀ω1,ω2 ∈Ωt , ∀Ωt ∈ Gt , ∀ j ∈ J, ∀d ∈ D, ∀t ∈ T1 (11.27)
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u1dntω1 = u
1
dntω2 ∀ω1,ω2 ∈Ωt , ∀Ωt ∈ Gt , ∀d ∈ D, ∀n ∈ N, ∀t ∈ T1 (11.28)
11.3 Fonction objectif
L’objectif du problème stochastique (11.29) est de maximiser la valeur actuelle nette
espérée, c’est à dire la somme des valeurs actuelles nettes associées à chaque scénario
notées NPV (ω) pondérée par la probabilité d’occurrence du scénario ω .
max ∑
ω∈Ω
Pr(ω)NPV (ω) (11.29)
Le calcul du NPV (ω) se fait selon l’équation (11.30) dont les composantes sont décrites
dans le tableau 11.IV.
NPV (ω) = SV (ω)+EV (ω)+HV (ω)+LV (ω)
−TC(ω)−TCM(ω)−HC(ω)−PC(ω)
(11.30)
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Tableau 11.IV – Détails de l’objectif : NPV espéré
SV (ω) = ∑
d∈D f
∑
n∈N
∑
t∈T1
v1dntωu
1
dntω (11.31) valeur des produits vendus
EV (ω) = ∑
b∈B
∑
t∈T
v3btzbtω (11.32) valeur des secteurs de récolte en fin de rotation
HV (ω) = ∑
b∈B
v0bz
0
bω (11.33) valeur des secteurs non récoltés
LV (ω) =∑
i∈I
∑
l∈L
∑
t∈T
v2ltu
0
iltω (11.34) ventes des billes en forêt
TC(ω) =∑
i∈I
∑
j∈J
∑
l∈L
∑
t∈T
c1i jtx
1
i jltω (11.35) coût de transport entre la forêt et les usines
TCM(ω) =∑
i∈J
∑
j∈J
∑
d∈D
∑
t∈T
c2i jdtx
2
i jdtω (11.36) coût de transport entre les usines
HC(ω) = ∑
b∈B
∑
t∈T
chbtzbtω (11.37) coût de récolte
PC(ω) = ∑
j∈J
∑
p∈P2j
∑
t∈T1
c3jpty
2
jptω (11.38) coût de production
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CHAPITRE 12
HEURISTIQUE BASÉE SUR LA DÉCOMPOSITION DE SCÉNARIOS
De nombreuses méthodes pour résoudre des problèmes stochastiques multi-périodes
avec variables binaires sont des approches par décomposition [4]. Les approches de
décomposition par scénarios sont principalement choisies pour résoudre les SMIP de
grande taille. Elles donnent des résultats concluant notamment pour résoudre des pro-
blèmes industriels : en particulier ceux concernant la production d’électricité ([8], [9],[42],
[47]), mais aussi en foresterie [1], [30], [46]. L’heuristique de résolution que nous choi-
sissons pour résoudre le problème stochastique s’appuie sur l’algorithme de Progressive
Hedging (PH), introduit initialement pour résoudre des problèmes stochastiques conti-
nus et convexes. Nous décrivons cet algorithme dans la section 12.1, puis poursuivrons
avec son utilisation dans l’heuristique à la section 12.2.
12.1 Algorithme de Progressive Hedging
L’algorithme de Progressive Hedging (PH) a été introduit par Rockafellar et Wets
[35]. Il consiste à décomposer le problème stochastique par scénarios et à orienter les so-
lutions des sous-problèmes vers une solution Xˆ = (X̂ω)(ω∈Ω) satisfaisant les contraintes
de non anticipativité. Le PH est inspiré du lagrangien augmenté, utilisé en programma-
tion linéaire en nombres entiers, en programmation non linéaire et en programmation
stochastique [21] . Le lagrangien augmenté associé à notre problème (9.18) se formule
ainsi :
max
Xω∈Cω ∑ω∈Ω
Pr(ω)NPV (ω)− ∑
ω∈Ω
λω(MωXω)− ρ
2
|| ∑
ω∈Ω
MωXω ||2 (12.1)
Une autre formulation du lagrangien augmenté fait intervenir une solution (police) im-
plémentable Xˆ = (X̂ω)(ω∈Ω) en se basant sur le constat que si des variables sont liées par
une contrainte de NA et qu’elles sont égales, alors elles sont égales à leur moyenne. Xˆ
peut alors être interprétée comme une solution moyenne des solutions admissibles, qui
satisfait les contraintes de NA. Résoudre (12.1) revient à résoudre :
max
Xω∈Cω ∑ω∈Ω
Pr(ω)NPV (ω)− ∑
ω∈Ω
λω(MωXω)− ρ
2
||X− Xˆ ||2 (12.2)
Rockaffellar et Wets ajoutent qu’une application du lagrangien augmenté ne permet pas
d’exploiter la séparabilité par scénarios car le terme ||∑ω∈ΩMωXω ||2 ou ||X− Xˆ ||2 n’est
pas séparable par scénarios. Alors, ils introduisent une autre expression "augmentée"
pour désigner l’écart entre les solutions obtenues par scénarios séparément et une solu-
tion "moyenne", soit Zω :
Zω = NPV (ω)−λω(MωXω)− ρ2 ||X
ω − Xˆω ||2 (12.3)
12.1.1 Description du Progressive Hedging
Le PH se résume à résoudre Pω pour chaque scénario ω , de calculer la moyenne
pour les variables liées par une contrainte NA, de mettre à jour le multiplicateur λω et
l’objectif dePω . L’algorithme est décrit en détails dans la figure 12.1. Si la convergence
dans le cas continu est prouvée, il n’y en a aucune pour les problèmes avec variables
entières.
12.2 PH-heuristique : heuristique de résolution de SMIP
L’idée de l’heuristique est de résoudre un SMIP restreint où des variables binaires
sont fixées à 1 pour réduire le nombre de contraintes NA. La première partie de l’heu-
ristique revient à déterminer les variables dont nous pouvons fixer les valeurs à 1. Une
PH-itération fait référence aux étapes 2 et 3 dans le pseudocode décrivant le PH (12.1).
L’heuristique exploite le PH en apportant une modification à la fin d’une PH-itération, en
y introduisant un test de convergence des variables binaires. Un test de convergence re-
vient à comparer les valeurs des variables binaires impliquées dans une même contrainte
NA. Si les valeurs sont toutes égales à 1, on dit qu’il y a "convergence" pour cette
contrainte NA, et les variables concernées sont fixées à 1. Illustrons la situation avec
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Étape 1 Initialisation
k = 0, λ kω vecteur nul
fω = NPV (ω)∀ω ∈Ω, fonction objectif dePω
Étape 2 Résolution dePω ∀ω ∈Ω
x(k)ω solution dePω
Étape 3 Moyenne et mises à jour des multiplicateurs λ kω et objectifs fω
x¯(k) = ∑
ω∈Ω
Pr(ω)x(k)ω
k← k+1
λ kω = λ k−1ω +ρ(x
(k−1)
ω − x¯(k−1))
fω(x)← fω(x)−λ kωx− ρ2‖x− x¯k−1‖2
Étape 4 Test de critère d’arrêt
gk = ∑
ω∈Ω
Pr(ω)‖x(k)ω − x¯k‖
Si gk > ε , alors retour à l’Étape 2
Sinon Terminer
Figure 12.1 – Algorithme de Progressive Hedging
l’exemple suivant : on considère pour un bloc b et une période t fixés la contrainte NA
ci dessous.
zbtω1 = zbtω2 ∀ω1 6= ω2 ∈Ωt (12.4)
Autrement dit, on s’intéresse à la décision de récolter un bloc b à la période t suivant des
scénarios dont la réalisation est la même jusqu’à la période t. De tels scénarios sont dans
le groupe de scénarios Ωt , qui correspond à un nœud (différent d’une feuille) de l’arbre
de scénarios. Supposons qu’après une résolution séquentielle de chaque sous-problème
Pω avec ω ∈Ω, on obtient que :
zbtω = 1 ∀ω ∈Ωt (12.5)
la contrainte (12.4) est alors satisfaite et le test de convergence pour les variables zbtω
pour ω ∈ Ωt est validée. Ces variables peuvent donc être fixées à 1 pour les résolutions
suivantes des sous-problèmes, mais aussi pour la résolution du SMIP. Il existe plusieurs
stratégies de fixation [48]. Nous en retenons deux. Une première qui consiste à fixer les
variables dès que le critère de convergence est satisfait. Une seconde qui vérifie au préa-
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lable que le critère a été satisfait pour un certain nombre de PH-itérations consécutives.
La première partie de l’heuristique s’achève quand un nombre maximal de PH-
itérations (modifiées comme décrit plus haut) ou qu’un seuil minimum de variables
fixées (aussi déterminé a priori) est atteint. En effet, un nombre élevé de variables fixées
peut signifier que les solutions de chaque sous-problème sont assez proches d’une solu-
tion moyenne x¯k, c’est-à-dire que (‖x− x¯k‖< ε) où ε désigne un nombre positif proche
de 0. Au cours de chaque PH-itération, tous les sous-problèmes sont résolus. Cependant,
seul l’objectif est modifié à l’étape 3. L’espace réalisable associé à chaque sous-problème
est indépendant de l’itération k. Ainsi, la solution x(k−1)ω de l’itération précédente peut
servir de point de départ à la réoptimisation au cours de l’itération k.
Quand la première partie de l’heuristique s’achève, les variables qui ont été fixées le
sont aussi pour le problème SMIP. Les contraintes NA pour lesquelles toutes les variables
ont vérifié le test de convergence ne sont alors plus nécessaires. Un problème SMIP
restreint est ainsi résolu en utilisant une logiciel tel CPLEX.
134
Étape 1 Initialisation
k = 0, λ kω vecteur nul
fω = NPV (ω)∀ω ∈Ω, fonction objectif dePω
Kmax nombre maximal de PH-itérations
FM = 0 pourcentage de variables fixées
Étape 2 Résolution dePω ∀ω ∈Ω
x(k)ω solution dePω
Étape 3 Moyenne et mises à jour des multiplicateurs λ kω et objectifs fω
x¯(k) = ∑
ω∈Ω
Pr(ω)x(k)ω
k← k+1
λ kω = λ k−1ω +ρ(x
(k−1)
ω − x¯(k−1))
fω(x)← fω(x)−λ kωx− ρ2‖x− x¯k−1‖2
Étape 4 Fixation des variables binaires
Si le test de convergence est vérifié et que l’itération k l’autorise :
Fixer les variables binaires concernées
Mettre à jour le pourcentage de variables fixées p
Étape 5 Tests de critère d’arrêt
Test 1 : k < Kmax
Test 2 : p≤ FM
Si Test 1 et Test 2 sont vérifiés : aller à l’Étape 2
Sinon aller à l’Étape 6
Étape 6 Résolution du SMIP Restreint
Les variables fixées lors de l’Étape 6 entraînent
la fixation des variables équivalentes dans SMIP
Résoudre SMIP restreint
Terminer
Figure 12.2 – Heuristique basée sur l’algorithme de Progressive Hedging
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CHAPITRE 13
EXPÉRIENCES ET RÉSULTATS
La mise au point de la procédure a été complétée en C++. Chaque sous-problème
et le PTSR restreint sont résolus à l’aide du logiciel CPLEX 12.5.1. Les expériences
numériques ont été menées sur un ordinateur à 8 processeurs Intel(R) Xeon(R) E7-8837
1To RAM en séquentiel. La résolution du PTSR restreint s’achève si une solution est à
au plus 1% de sa borne supérieure. Sinon le temps limite (TL) est de 5 heures.
13.1 Description du cas d’étude
Tableau 13.I – Taille des ensembles
Ensembles Cardinalité Informations complémentaires
T1 5 5 périodes de un an
T2 4 4 périodes anticipées de 5 ans
B 1 225 nombre de secteurs
I 100 regroupements de secteurs adjacents dont les arbres ont le même âge
J 5 nombre d’usines :
3 scieries
1 usine de pâtes
1 centrale électrique (cogénération)
L 7 types de billes de bois de sciage, bois à pâte, bois de chauffage
D f 5 nombre de produits finis :
planches, contre-plaqués, pâte, électricité
Dc 3 sous-produits du bois :
copeaux, sciures, écorce
N 3 nombre de niveaux des prix
P1 7 nombre de patrons de tronçonnage
P2 7 nombre de processus différents pour l’ensemble des usines
Le cas d’étude utilisé est le même que celui exploité par Troncoso et al. [45]. En forêt,
les décisions sont de choisir les secteurs à récolter, et de déterminer le volume de types de
billes obtenus. Si un secteur est récolté, il l’est entièrement au cours d’une période. Selon
l’âge des arbres du secteur et les besoins des usines, un patron de tronçonnage est choisi
parmi |P1|= 7. Les billes de large diamètre sont destinées aux usines de sciage et celles
de diamètre réduit sont dirigées vers l’usine de pâtes ou utilisées comme combustible
(bois de chauffage) à l’usine de cogénération. D’un patron de tronçonnage à l’autre,
les pourcentages du tronc d’arbre pour le bois de sciage, pour la pâte et pour le bois
de chauffage varient. Une fois tronçonnées, les billes sont transportées vers les |J| = 5
usines, ou restent sur place disponibles à la vente. Selon le processus de transformation
appliqué aux billes à une usine, différents volumes de produits finis et sous-produits sont
générés. Les usines de sciage produisent des planches de dimensions variées comme
produits finis, mais aussi des sous-produits tels que les copeaux, la sciure et les résidus
d’écorce qui sont aussi requis par les usines de pâte et de cogénération pour la production
de leur produit fini respectif (la pâte et l’électricité). Un réseau de transport est ainsi
défini entre les usines, pour décrire la livraison de sous-produits. Tous les produits sont
vendus sur le marché suivant des fonctions de prix linéaires comportant |N| morceaux.
Pour plus de détails sur la génération des paramètres et la définition des fonctions de
croissances, le lecteur est redirigé vers l’article de Troncoso et al. [45]. Les tailles des
ensembles sont résumés dans le tableau 13.I.
13.2 Génération de scénarios
Pour compléter nos expériences numériques, nous avons créé des scénarios à partir
des données du problème tel qu’introduit par Troncoso et al. [45] pour un problème
déterministe. Nous y avons apporté des modifications aux périodes et produits de façon
à permettre des réalisations autour des valeurs dans 13.II. Pour certains produits, nous
résumons dans le tableau 13.II les intervalles de prix et demandes au cours des périodes
T1. Tous les scénarios étant liés à la période 1 aucun écart n’est à noter. Par exemple les
scénarios générés induisent que le prix par tonne de la pâte initialement à 674$/tonne
varie entre 259 et 1 455$/tonne. La demande initialement à 100 000 tonnes varie pour la
période 5 selon les scénarios entre 38 400 et 216 000 tonnes.
Les scénarios les plus extrêmes ont une probabilité d’occurrence 90% plus faible que
celle des scénarios aux variations de prix plus mesurés (variations au plus de 20%). Ici,
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Tableau 13.II – Éventail des valeurs (prix et demandes) pour l’ensemble des scénarios
pour les produits dont le prix unitaire est le plus élevé
Produits finis
Demandes f1 f2 f3
(103 unités) MIN MAX MIN MAX MIN MAX
Pé
ri
od
e
t = 1 30 000 30 000 100 000 100 000 30 000 30 000
t = 2 22 500 37 500 75 000 125 000 22 500 37 500
t = 3 21 375 39 375 60 000 150 000 21 375 39 375
t = 4 20 306 41 344 48 000 180 000 20 306 41 344
t = 5 19 291 43 411 38 400 216 000 19 291 43 411
Produits finis
Prix f1 f2 f3
($/unités) MIN MAX MIN MAX MIN MAX
Pé
ri
od
e
t = 1 208 208 674 674 241 241
t = 2 156 260 505 842 180 301
t = 3 148 273 404 1 010 171 316
t = 4 141 286 323 1 212 163 332
t = 5 134 301 259 1 455 155 348
un scénario extrême désigne une croissance constante et forte des prix et demandes, ou
une situation catastrophe où prix et demandes chutent vertigineusement. Les scénarios
non extrêmes ont la même probabilité, de même que les scénarios extrêmes. La somme
des probabilités des scénarios est égale à 1. Il existe des méthodes avancées pour créer
des scénarios qui sont issus d’une étude poussée des historiques et qui requièrent des
outils de simulation pour créer les scénarios et déterminer mathématiquement leur pro-
babilité d’occurrence [51]. Cependant, ceci dépasse largement le contexte de ce projet.
Le tableau 13.III résume les dimensions du PTSR suivant le nombre de scénarios consi-
dérés. G0 correspond aux dimensions du problème déterministe, mais aussi à celles de
chaque sous-problème.
13.3 Paramétrisation pour la PH-heuristique
Le succès de l’heuristique basée sur le PH dépend d’un calibrage adéquat des para-
mètres. Ainsi, un mauvais choix de ρ entraîne une oscillation des valeurs des variables
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Tableau 13.III – Dimensions du problème stochastique suivant le nombre de scénarios
considérés
Nom # scenarios # Variables binaires # Contraintes
G0 1 205 216 53 007
G1 10 752 291 1 038 869
G2 20 1 436 191 3 466 827
G3 30 2 120 091 6 163 777
G4 40 2 803 991 9 936 695
G5 50 3 487 891 14 292 429
G6 60 4 171 791 19 455 139
G7 70 4 855 691 25 424 825
G8 80 5 539 591 31 977 327
G9 90 6 223 491 39 605 797
G10 100 6 907 391 47 503 259
binaires d’une itération à l’autre ou une modification non significative de l’objectif pour
modifier les solutions x(k)ω . De plus, le terme augmenté rend chaque sous-problème (ini-
tialement MIP), quadratique avec variables binaires. Nous spécifions dans cette section,
nos calibrages lors des expériences menées ainsi que les modifications apportées aux
sous-problèmes pour accélérer leur réoptimisation lors des PH-itérations.
13.3.1 Paramètres ρi
Le paramètre ρ qui intervient dans le terme augmenté ρ2‖x− x¯k‖2 mais aussi dans la
mise à jour des multiplicateurs λ k+1ω , influence de façon significative les performances
de l’heuristique. Un choix malheureux d’un paramètre ρ peut conduire à une oscilla-
tion entre les décisions sans progresser significativement vers une solution acceptable.
Par exemple une trop petite valeur de ρ ne permet aucune amélioration pour un nombre
consécutif de PH-itérations. Cela peut aussi entraîner qu’un trop petit nombre de va-
riables sont fixées. Dans la littérature, les valeurs utilisées pour ρ sont diverses pou-
vant varier entrer 0.0001 et 1000 [48]. On peut aussi les modifier à chaque PH-iteration
[11]. Cependant Watson et Woodruff [48] proposent non plus d’utiliser un même pa-
ramètre ρ pour toutes les variables, mais d’utiliser un vecteur ρ¯ de dimension égale
au nombre de variables dans un sous-problème Pω . Un paramètre ρi est calculé pour
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chaque variable i. ρi inclut proportionnellement le coefficient dans l’objectif auquel la
variable i est associée, afin de décrire la magnitude d’une modification de cette décision
sur l’objectif de Pω . Selon si la variable est continue ou binaire, le calcul du para-
mètre ρi change. Les auteurs, qui font référence à ce calcul des ρi comme la méthode
"CP" (cost-proportional), ont comparé les performances d’une PH-heuristique utilisant
un vecteur ρ au lieu d’un scalaire dans le cadre d’un problème stochastique d’allocation
des ressources à deux étapes. Les améliorations des temps d’exécutions et la qualité des
solutions trouvées sont significatives.
Dans notre cas, l’utilisation d’un même paramaètre ρ pour l’ensemble des variables
n’aboutissait pas à de bons résultats. Ainsi tel que Watson et Woodruf [48] le proposent,
nous avons utilisé pour chaque variable i un paramètre ρi.
13.3.2 Linéarisation du terme augmenté
Le terme augmenté ρ2‖x− x¯k‖2 vise principalement à contrôler l’espace de recherche
de la prochaine solution. Cependant, sans le modifier, la résolution du sous-problème
gagne en complexité alors que son ensemble réalisable est intact. Pour garder une résolu-
tion de chaque sous-problème rapide et peu gourmande en ressources, le terme augmenté
est linéarisé. La somme des carrés est remplacée par la somme des valeurs absolues.
Même si les versions récentes de CPLEX gèrent des fonctions linéaires par morceaux,
nous avons préféré implémenter notre propre linéarisation. La nature du sous-problème
ne change donc pas de type durant l’heuristique. Notre linéarisation consiste à rempla-
cer chaque terme avec valeur absolue par une différence de variables positives ou nulles.
Même si cela induit une augmentation du nombre de variables et contraintes, c’est un
gain significatif en temps de traitement et d’utilisation des ressources lors de la réopti-
misation des sous-problèmesPω .
13.4 Résultats
Le nombre maximal de PH-itérations est noté Kmax qui est égal à 5 ou 10. Toute
fixation de variables intervient seulement à partir de la troisième PH-itération. Selon la
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stratégie de fixation utilisée Kmax sera noté KmaxHO (avec historique) ou KmaxHN (sans
historique).
13.4.1 Comparaison des stratégies de fixation : avec ou sans historique
Au cours de la PH-heuristique les variables binaires qui satisfont la contrainte NA
sont fixées suivant deux possibles stratégies comme stipulé dans la section 12.2 : fixa-
tion si la contrainte NA est vérifiée pour un nombre prédéfini d’itérations consécutives
(historique), ou dès satisfaction de la contrainte NA. Nous comparons d’abord la qualité
des solutions du PTSR selon que les variables binaires sont fixées avec ou sans vérifica-
tion d’un historique, pour déterminer si une stratégie de fixation s’avère meilleure que
l’autre. Nous désignons par "HN" les expériences où la fixation a lieu à partir de la troi-
sième PH-itération et dès qu’il y a convergence pour une contrainte NA. "HO" désigne
les fixations de variables, seulement si pour une contrainte de NA lorsque les variables
ont convergé pour 2 PH-itérations consécutives. Sous ces conditions, quand Kmax = 5,
le nombre de PH-itérations sujettes à la fixation de variables est le même pour les deux
stratégies. Pour un ensemble de scénariosΩ, nous comparons les valeurs de l’objectif des
solutions retournées par la résolution du PTSR après les Kmax itérations. ZKmaxHN est l’ob-
jectif d’une solution PTSR où les variables binaires ont été fixées suivant la stratégie HN.
ZKmaxHO est l’équivalent pour des variables fixées suivant HO. ZHN (ZHO) retourne la va-
leur de la meilleure solution obtenue pour la stratégie HN (HO), ZHN =max{Z5HN ,Z10HN}
(ZHO = max{Z5HO,Z10HO}). Les meilleures performances pour chaque stratégie sont résu-
mées dans le tableau 13.IV. Chaque colonne "Gap(%)" est le gap calculé par CPLEX
établissant l’écart entre la relaxation du problème restreint et la valeur de l’objectif de la
solution associée.
Nous remarquons que pour la plupart (75%) des ensembles de scénarios Ω, la va-
leur de la solution obtenue après fixation sans vérification d’historique est supérieure
à celle avec historique (ZHN > ZHO). L’écart entre les solutions des deux approches se
creuse quand le nombre de scénarios augmente. De plus, les besoins en mémoire pour
garder l’historique et les valeurs des solutions des itérations précédentes augmentent le
besoin en ressources, ce qui a limité les expériences de type HO. Le nombre de scénarios
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maximum que nous avons pu comparer est 80 scénarios. Dans 6 cas sur 8, l’approche de
fixation sans historique est meilleure que celle avec historique.
Tableau 13.IV – Résumé des performances de la PH-heuristique
|Ω| ZHN Gap(%) ZHO Gap (%) KmaxHN KmaxHO
10 6.55E+08 0.6 6.55E+08 0.5 5 5
20 6.55E+08 0.5 6.53E+08 0.6 5 10
30 6.55E+08 0.6 6.34E+08 5.3 10 5
40 6.07E+08 9.5 6.53E+08 0.7 10 5
50 6.21E+08 0.8 5.68E+08 12.0 10 5
60 5.40E+08 14.5 5.31E+08 16.3 5 5
70 5.77E+08 0.6 4.98E+08 18.9 5 5
80 5.66E+08 0.5 4.88E+08 19.1 10 5
Notons aussi qu’à partir de 50 scénarios, le gap de la meilleure solution trouvée
suivant la stratégie de fixation HO est de plus de 10%. La restriction du PTSR n’est
donc pas suffisante. En effet dans le tableau 13.VI, il est possible de connaître le nombre
de variables fixées à 1 quand la résolution du PTSR est lancée. On remarque que le
nombre de variables fixées suivant la stratégie HO reste sensiblement le même alors
que le nombre de scénarios augmente. Par conséquent, le nombre de variables fixées est
trop faible pour faciliter la résolution du problème restreint. En suivant l’affichage de
CPLEX, il est aussi possible de constater qu’ une première solution entière est difficile
à trouver(en moyenne après 2 heures). L’amélioration du gap par la suite, même avec
des options comme le polishing, ne diminue à son tour que lentement. Par la suite, nous
concentrerons l’analyse des résultats sur ceux issus de la stratégie de fixation HN.
13.4.2 Variations du nombre maximal de PH-itérations
Pour évaluer l’utilité d’augmenter le nombre maximal de PH-itérations, nous nous
concentrons sur les expériences où la stratégie de fixation ne tient pas compte d’un histo-
rique ("HN"). Le tableau 13.V résume les éléments distinctifs associés à l’heuristique, la
valeur de l’objectif, le gap indiqué par CPLEX de la solution entière obtenue, ainsi que le
nombre de variables fixées. Nous notons qu’augmenter le nombre d’itérations améliore
significativement l’objectif du problème PTSR restreint dans 4 cas sur 10. L’améliora-
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Tableau 13.V – PH-heuristique sans historique
KmaxHN = 5
|Ω| Valeur de l’objectif Gap(%) # var. fixées à 1 PTSR temps de résolution(s)
10 6.55E+08 0.6 168 83
20 6.55E+08 0.48 786 230
30 6.19E+08 7.87 508 TL
40 6.06E+08 9.7 1 821 TL
50 5.74E+08 10.9 298 TL
60 5.40E+08 14.5 456 TL
70 5.77E+08 0.6 3 270 2 003
80 4.98E+08 16.7 1 530 TL
90 4.81E+08 18.5 1 636 TL
100 4.75E+08 19.5 1 024 TL
KmaxHN = 10
|Ω| Valeur de l’objectif Gap(%) # var. fixées à 1 PTSR temps de résolution(s)
10 6.52E+08 0.65 1 205 30
20 6.52E+08 0.59 1 155 90
30 6.55E+08 0.62 1 766 190
40 6.07E+08 9.47 1 816 TL
50 6.21E+08 0.8 2 750 765
60 5.36E+08 15.3 2 104 TL
70 5.08E+08 16.1 2 272 TL
80 5.66E+08 0.5 2 502 3 088
90 4.90E+08 16.2 6 216 TL
100 4.72E+08 20.1 3 248 TL
tion est de 6% pour 30 scénarios, 8% pour 50 scénarios, 14% pour 80 scénarios et 2%
pour 90 scénarios. Le gap de la solution entière obtenue pour ces derniers sont tous en
dessous des 1% sauf pour 90 scénarios. Cependant l’augmentation du nombre d’itéra-
tions ne garantit pas que la solution obtenue aura un gap réduit par rapport à celle pour
Kmax = 5. C’est en effet le cas pour 60, 90 et 100 scénarios, où le gap ne diminue pas
quand le nombre d’itérations augmente. Des tableaux 13.V et 13.VI nous notons que,
si un nombre réduit de PH-itérations permet l’obtention d’une solution entière du PTSR
restreint de bonne qualité, augmenter le nombre d’itérations ne peut que dégrader la
qualité de la solution obtenue. L’augmentation du nombre d’itérations peut dans certains
cas réduire le gap de la solution obtenue, mais le gap ne mesure que l’écart relatif au
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Tableau 13.VI – PH-heuristique avec historique
KmaxHO = 5
|Ω| Valeur de l’objectif Gap(%) # var. fixées à 1 PTSR temps de résolution(s)
10 6.55E+08 0.49 275 47
20 6.52E+08 0.88 108 125
30 6.34E+08 5.31 244 TL
40 6.53E+08 0.73 538 922
50 5.68E+08 12.03 102 TL
60 5.19E+08 19.3 150 TL
70 4.98E+08 18.9 288 TL
80 4.88E+08 19.1 233 TL
KmaxHO = 10
|Ω| Valeur de l’objectif Gap(%) # var. fixées à 1 PTSR temps de résolution(s)
10 6.52E+08 0.6 1 069 44
20 6.53E+08 0.61 606 108
30 6.19E+08 7.71 718 TL
40 5.84E+08 13.92 478 TL
50 5.62E+08 12.46 4 448 TL
60 5.31E+08 16.3 1 296 TL
70 s/o s/o s/o s/o
80 s/o s/o s/o s/o
problème restreint, pas le problème original. L’écart au problème original ne peut être
calculé que pour un nombre limité de scénarios (jusqu’à 40).
13.4.3 Interprétation d’une solution stochastique et évaluation
Une fois l’heuristique achevée, il reste à interpréter ce que représente la solution
stochastique. Pour la suite nous considérons la solution obtenue par la PH-heuristique
suivant la stratégie de fixation HN pour Kmax = 5 et 10.
13.4.3.1 Influence du nombre de scénarios sur les décisions à t = 1
Nous comparons les décisions prises à la première période suivant que l’information
future est considérée connue (solution déterministe) ou incertaine (solution issue du la
PH-heuristique). Nous commençons par récupérer les volumes récoltés d’après la solu-
tion déterministe : 899 558m3. Cette quantité est comparée avec les volumes récoltés à
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la période 1 pour chaque ensemble de scénarios apparaissant dans le tableau 13.VII. En
moyenne, les volumes récoltés au cours de la première période, peu importe le scénario
diminuent de 40% comparativement aux décisions de récolte du modèle déterministe.
Cela impliquera nécessairement une diminution du niveau de production aux usines. Si
l’électricité est le produit dont la production n’est pas affectée de façon significative, les
productions de certains types de planches et de la pâte sont drastiquement diminuées.
La production en pâte selon le nombre de scénarios diminue en moyenne de 50% tan-
dis que le type de planche le plus affecté voit sa production réduite en moyenne de 62%.
Considérer l’incertitude entraîne une politique de production (en forêt et aux usines) plus
prudente.
Tableau 13.VII – Comparaison des volumes récoltés à t = 0 suivant la solution du PTSR
obtenue
|Ω| Volumes récoltés (m3)
KMAX 5
Volumes récoltés (m3)
KMAX 10
10 616 291 623 135
20 630 306 588 507
30 532 098 631 326
40 519 612 501 546
50 513 940 624 804
60 560 732 517 529
70 678 219 457 180
80 463 701 684 293
90 463 099 473 800
100 513 634 438115
13.4.3.2 Solution déterministe vs solution stochastique
Pour cette partie, nous poursuivons la comparaison entre une solution moyenne (dé-
terministe) et la solution obtenue en considérant l’incertitude comme réalisée par Alonso-
Ayuso et al. [1]. Soit Z∗ω la contribution du scénario ω à l’objectif du PTSR (aussi noté
NPV (ω)) pour la solution obtenue à la fin de la PH-heuristique quand Ω= 100. Z¯ω dé-
signe la valeur de l’objectif du problème Pω pour une solution moyenne, quand elle
est réalisable. Quand la solution moyenne est réalisable pour Pω , le tableau 13.VIII
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indique l’écart relatif entre les solutions. L’écart se calcule de la façon suivante :
écart = 100× Z¯ω −Z
∗
ω
Z∗ω
(13.1)
Première remarque importante, pour les 100 scénarios, la solution moyenne n’est réali-
sable que pour 12 d’entre eux. Pour tous les autres problèmes, la solution moyenne n’est
pas réalisable. Cette non réalisabilité est dûe à la contrainte (11.19), où la borne supé-
rieure associée à un niveau est violée. Dans la pratique, cela signifie que l’évaluation de
la valeur de vente du produit et sa production sont largement surestimées. Dans les cas
où la solution moyenne est réalisable, il y a une sous-production d’un ou des produits
dont la valeur est forte. La valeur des produits sont sous-estimés, ce qui engendre des
pertes variant entre 4% et 18%.
Tableau 13.VIII – Évaluation d’une solution déterministe et comparaison avec la solution
stochastique pour chaque scénario de G10 si réalisable.
ω Z∗ω Z¯ω Écart (%)
14 5.66E+08 5.42E+08 -4.3
17 6.56E+08 5.72E+08 -12.7
21 7.06E+08 6.12E+08 -13.3
23 8.60E+08 7.13E+08 -17.1
24 6.82E+08 6.30E+08 -7.5
25 5.93E+08 5.72E+08 -3.6
29 5.90E+08 5.35E+08 -9.4
31 8.48E+08 6.98E+08 -17.6
32 6.69E+08 6.16E+08 -7.9
33 6.19E+08 5.61E+08 -9.3
35 6.77E+08 6.50E+08 -3.9
36 6.11E+08 5.78E+08 -5.4
13.5 Conclusions des expériences menées pour résoudre PTSR
Cette seconde partie de la thèse s’intéresse à un problème de planification tactique
où les décisions de récolte sont dirigées par les besoins et prix du marché. L’incertitude
associée aux prix et demandes futurs des produits finis est modélisée par l’utilisation
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d’un arbre de scénarios.
A chaque scénario est associé une probabilité d’occurrence. Le modèle MIP tradui-
sant la planification de la récolte sous incertitude (PTSR), détermine les activités de ré-
colte, transport, production en usine et ventes pour chaque scénario de façon à maximiser
la valeur nette espérée, en veillant à ce que les scénarios qui partagent une même réali-
sation, ont des décisions identiques (principe de non anticipativité ou NA). Le nombre
de contraintes NA croît exponentiellement avec le nombre de scénarios. Cependant, une
fois ces contraintes relaxées PTSR devient séparable par scénarios, ce qui encourage
l’utilisation d’une heuristique basée sur la décomposition par scénario appelée progres-
sive hedging (PH).
Au cours de chaque PH-itération, chaque problème de récolte est résolu pour un
scénario avec une modification de l’objectif pour forcer une "convergence" vers une so-
lution qui satisfait les contraintes NA. Cette heuristique vise à fixer des variables binaires
quand les contraintes NA auxquelles elles sont associées sont vérifiées. Puis de résoudre
le PTSR au complet avec ces variables fixées.
Deux stratégies de fixation ont été considérées. Une première consiste à ne fixer les
variables que si la contrainte NA est vérifiée pour un nombre prédéfini d’itérations consé-
cutives constituant un historique. La seconde stratégie consiste à fixer dès satisfaction.
C’est la fixation sans historique, qui permet l’obtention d’une solution entière pour le
PTSR pour tous les ensembles de scénarios (de 10 à 100). Le nombre de PH-itérations
doit rester le plus faible possible. En effet, si une solution entière a été obtenue en 5
itérations, augmenter le nombre d’itérations par la suite dégrade la valeur de la solution
obtenue.
La solution déterministe a été comparée avec celle stochastique, en étudiant d’abord
les décisions prises au cours de la première période. La prise de décisions sous incerti-
tude entraîne une réduction significative des volumes récoltés et produits comparative-
ment à la solution déterministe. Une autre comparaison consiste à évaluer la solution dé-
terministe pour chaque problème de récolte par scénario. Dans seulement une dizaine de
cas, cette solution est réalisable. Des pertes entre 4% et 18% sont alors engendrées. Les
scénarios où la solution déterministe est irréalisable correspondent à des situations où
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la valeur des produits finis est surévaluée. En pratique, un plan déterministe ou stochas-
tique est revu au fur et à mesure que les paramètres sont connus. Pour une comparaison
plus approfondie, il faudrait comparer les deux approches à chaque révision.
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CHAPITRE 14
CONCLUSION
Dans cette thèse nous nous sommes intéressés à deux problèmes de planification de
la récolte : le premier est un problème annuel de récolte au Québec, le second est un
problème tactique de récolte sous l’incertitude des marchés.
La première contribution de cette thèse portait sur la modélisation du problème an-
nuel de récolte (PAR), ainsi que sur l’élaboration de méthodes de résolution. Le PAR, à
mi-chemin, entre la planification tactique et opérationnelle, naît du besoin de l’industrie
québécoise d’un outil pour la planification annuelle intégrée qui fournit aux équipes de
récolte leur calendrier (séquence, ordonnée dans le temps, de blocs à récolter). Un pre-
mier modèle, noté AHS1, a été formulé au chapitre 5. Sa grande taille rendant difficile
une approche directe de résolution, deux heuristiques ont été développées. La première
est l’approche par horizons roulants (HR) qui résout par une méthode itérative le modèle
AHS1 sur des horizons plus courts en fixant la première période après chaque itération.
La seconde approche visant à résoudre AHS1 est dite par agrégation et restrictions suc-
cessives (ARS). Cette méthode qui a été présentée au chapitre 7, est basée sur un plan
à l’échelle du secteur pour restreindre, dans un premier temps les possibilités d’affecta-
tion des équipes aux blocs. Une fois les premières affectations fixées, le modèle AHS1
est réoptimisé pour compléter la planification. Une autre formulation du problème a été
présentée au chapitre 6, consistant à choisir parmi l’ensemble des calendriers ceux qui
engendrent une planification de la récolte qui respectent les conditions d’exploitation de
la forêt, tout en minimisant le flot de bois entre la forêt et les usines. Ce modèle consti-
tue le problème maître de l’approche par générations de colonnes, également présentée
au chapitre 6. Dans le chapitre 8, les trois approches sont comparées au moyen d’expé-
riences portant sur des cas réels. Les planifications de la récolte issue de la résolution
par horizons roulants sont de meilleure qualité et surpassent largement les planifications
manuelles, qui consistent à garantir que toutes les équipes travaillent à capacité.
La seconde contribution est la création d’une interface permettant l’usage systéma-
tique de l’outil de planification, développée au cours d’un projet de transfert de techno-
logies. Ce transfert vers l’industrie offre des possibilités d’extensions du problème de
planification annuelle, en incluant des options nouvelles, comme l’appartenance d’une
équipe à une base, restreignant alors les secteurs d’accès et la considération des préfé-
rences des équipes pour travailler sur un secteur, etc. Ces nouveaux éléments pourraient
réduire la symétrie entre les équipes de même type, et offrir une planification toujours
plus proche des attentes en pratique.
La seconde partie de la thèse s’est intéressée à un problème de planification tactique
de la récolte sous incertitude des prix et des demandes en produits finis. Le modèle dé-
terministe est un plan de récolte qui intègre les décisions de récolte et de production aux
usines, tout en maximisant la valeur nette actuelle. Pour tenir compte de l’incertitude
liée aux prix et aux demandes futurs, des scénarios sont générés pour traduire diffé-
rentes réalisations de ces paramètres. Le modèle stochastique formulé est un problème
linéaire avec variables binaires. Le problème est décomposable par scénarios lorsque
les contraintes de non anticipativité sont relaxées. Ainsi, pour exploiter cette séparabi-
lité, une heuristique basée sur une méthode de décomposition par scénarios (progressive
hedging) est utilisée.
Le problème stochastique a été résolu pour différents ensembles de scénarios (entre
10 et 100 scénarios). Pour mesurer l’intérêt d’une formulation stochastique de la plani-
fication de récolte, comparativement à une approche déterministe, nous avons comparé
pour chaque scénario, la solution déterministe, lorsqu’elle est réalisable, avec celle is-
sue de la résolution du problème stochastique pour ce scénario. La solution déterministe
n’est réalisable que pour une dizaine de scénarios parmi 100, et les pertes encourues sont
en moyenne de 9%.
Pour aller plus loin dans l’étude de l’impact de l’incertitude sur un plan de récolte
intégré, utiliser des scénarios générés par simulation est un premier pas. De plus, comme
le principe de l’heuristique s’y prête, une extension possible de ce travail consiste à ex-
ploiter le calcul parallèle pour améliorer les temps de calculs. Enfin, la croissance des
arbres est une source d’incertitude qui affecte les décisions de tronçonnage. La produc-
tion aux usines de produits finis dépendant des billes livrées, il semble naturel de prendre
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en compte les écarts qui peuvent survenir entre les prévisions de volumes d’arbres dis-
ponibles et la réalité. Résoudre le problème tactique en tenant compte non seulement de
l’incertitude du marché et de celle associée à la croissance des arbres est une démarche
à envisager.
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Annexe I
Récapitulatif du modèle AHS1
min∑
b∈Γ
∑
t∈T¯
∑
b∈Γ
cb pbqαbtq+∑
b∈Γ
∑
t∈T
∑
k∈K
cFktv
F
bkt +∑
b∈Γ
∑
u∈U
∑
t∈T
∑
k∈K
cTbuktv
T
bukt +
∑
t∈T
∑
u∈U
∑
k∈K
cUuktv
U
ukt + ∑
s1∈S
∑
s2∈S
∑
q∈Q
∑
t∈T
pis1s2qIs1s2tq+∑
t∈T
∑
u∈U
∑
k∈K
MuktEukt +
∑
t∈T
∑
u∈U
∑
k∈K
L¯uktRukt +∑
t∈T
∑
k∈K
Lkt lkt +∑
t∈T
csIts+∑
t∈T
cX It +∑
t∈T
∑
q∈Q
Λ(δtq+ δ¯tq)+
∑
t∈T
∑
q∈Q
λζtq+Pv (5.44)
Sujet à :
xbtq ≥ zbtq− zb(t−1)q ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.1)
ybtq ≥ zbtq− zb(t+1)q ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.2)
∑
q∈Q
zbtq ≤ 1 ∀b ∈ Γ,∀t ∈ T¯ (5.3)
∑
t∈T¯
∑
q∈Q
xbtq ≤ 1 ∀b ∈ Γ (5.4)
∑
t∈T¯
∑
q∈Q
ybtq ≤ 1 ∀b ∈ Γ (5.5)
xbtq ≤ yb(t+Tbq−1)q+ yb(t+Tbq)q ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.6)
1− xbtq ≥ ∑
q1∈Q
zbt1q1 ∀t ∈ T,∀t1 ≥ t+Tbq+1,∀b ∈ Γ,∀q ∈ Q (5.7)
zbtq = 0 ∀t ∈ T¯ ,∀b 6∈ Γ3t ,∀q ∈ Q (5.8)
zbtq = 0 ∀q 6∈ Qb,∀b ∈ Γ,∀t ∈ T¯ (5.9)
xbtq ≤ ∑
q1∈Q
t−D
∑
t1=0
yCbt1q1 ∀b ∈ Γc,∀t ∈ T¯ ,∀q ∈ Q (5.10)
αbtq ≤ zbtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.11)
αbtq ≥ ηzbtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.12)
∑
b∈Γ
αbtq ≤ 1 ∀q ∈ Q,∀t ∈ T¯ (5.13)
1−
t
∑
t1=0
∑
q∈Q
ybt1q ≤ Ob−
t
∑
t1=0
∑
q∈Q
αbt1q pbq ∀b ∈ Γ,∀t ∈ T¯ (5.14)
Ob−
t
∑
t1=0
∑
q∈Q
αbt1q pbq ≤ (1−
t
∑
t1=0
∑
q∈Q
ybtq)Ob ∀b ∈ Γ,∀t ∈ T¯ (5.15)
ρbtq ≤ xbtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.16)
ρbtq ≤ αbtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.17)
ρbtq ≥ αbtq+ xbtq−1 ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.18)
θbtq ≤ ybtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.19)
θbtq ≤ αbtq ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.20)
θbtq ≥ αbtq+ ybtq−1 ∀b ∈ Γ,∀t ∈ T¯ ,∀q ∈ Q (5.21)
yb(t+Tbq−1)q ≥ ρbtq−Ωbq+θb(t+Tbq−1)q ∀t ∈ T,∀b ∈ Γ3t ,∀q ∈ Q (5.22)
yb(t+Tbq)q ≥Ωbqθb(t+Tbq)q−ρbtq ∀t ∈ T,∀b ∈ Γ3t ,∀q ∈ Q (5.23)
αbtq ≥ zbtq− ybtq− xbtq ∀b ∈ Γ3t ,∀t ∈ T¯ ,∀q ∈ Q (5.24)
ztb1q+ ztb2q+ z(t+1)b1q+ z(t+1)b2q ≤ 3 ∀(b1,b2) ∈ Γ22q,∀t ∈ T¯ ,∀q ∈ Q (5.25)
∑
b∈Γ
αbtq+ζtq ≥ zβ tq ∀β ∈ Γ3t ,∀t ∈ T,∀q ∈ Q (5.26)
δtq ≥ ∑
b∈Γ
αbtq−∑
b∈Γ
αb(t−1)q−φ ∀t ∈ T,∀q ∈ Q (5.27)
δ¯tq ≥ ∑
b∈Γ
αbtq−∑
b∈Γ
αb(t+1)q−φ ∀t ∈ T,∀q ∈ Q (5.28)
xbtq ≤ Istq ∀b ∈ Γ2s ,∀s ∈ S,∀q ∈ Q,∀t ∈ T (5.29)
xviii
Is1s2tq ≥ Is1t1q+ Is2tq− ∑
s 6=s1,s2
t−1
∑
t2=t1
Ist2q−1
∀s1 ∈ S,∀s2 ∈ S,∀t ∈ T,∀t1 ≤ t,∀q ∈ Q (5.30)
Ist ≥ Istq ∀q ∈ Q, ∀s ∈ S,∀t ∈ T (5.31)
∑
s∈S
Ist ≤ Σ+ It ∀t ∈ T (5.32)
vFbkt = v
F
bk(t−1)+ ∑
q∈Q
αbtq pbqτkb− ∑
u∈U
vTbukt ∀b ∈ Γ,∀t ∈ T,∀k ∈ K (5.34)
∑
b∈Γ
∑
k∈K
vFbk|T | ≤ F + v (5.35)
γbut = 0 ∀t /∈ TM,∀b ∈ Γ (5.36)
γbut = 0 ∀t ∈ T,∀b /∈ Γ3t (5.37)
∑
b∈Γ
∑
u∈U
γbut ≤ 1 ∀t ∈ TM (5.38)
∑
k∈K
vTbukt = γbutξbu ∀b ∈ Γ, ∀u ∈U,∀t ∈ T (5.39)
(1−ν)∑
b∈Γ
∑
u∈U
γbu(t+1) ≤ ∑
b∈Γ
∑
u∈U
γbut ≤ (1+ν)∑
b∈Γ
γbu(t+1)∀t ∈ T (5.40)
vUukt = v
U
uk(t−1)−dukt + lukt +∑
b∈Γ
vTbukt ∀t ∈ T, ∀u ∈U,∀k ∈ K (5.41)
Eukt ≥ vUukt−mukt ∀t ∈ T, ∀u ∈U,∀k ∈ K (5.42)
Rukt ≥ mukt− vUukt ∀t ∈ T, ∀u ∈U,∀k ∈ K (5.43)
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Annexe II
Approche par génération de colonnes : Problème maître
min ∑
h∈H
chxh+∑
t∈T
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h∈H
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b∈Γ
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L¯uktRukt +∑
t∈T
∑
k∈K
Lkt lukt
Sujet à :
∑
h∈H j
xh ≤ q j ∀ j ∈ J (6.1)
∑
h∈H
δbhxh ≤ 1 ∀b ∈ Γ (6.2)
∑
h∈H
∑
b∈Γs
δbhtxh ≤ σ ∀s ∈ S, ∀t ∈ T (6.3)
∑
h∈H
δbhtxh ≤ Ist ∀b ∈ Γ2s , ∀t ∈ T (6.4)
∑
s∈S
Ist ≤ Σ+ It ∀t ∈ T (6.5)
sumh∈H(φbht−δbht)xh ≥ 0 ∀b ∈ ΓC, ∀t ∈ T T (6.6)
t
∑
t1=0
∑
b∈Γ
∑
h∈H
δbht1 pb jhτkbxh+ εkt ≥
t
∑
t1=0
d˜kt1 ∀k ∈ K, ∀t ∈ T R (6.7)
vFbkt = v
F
bk(t−1)+∑
h∈h
δbht pb jhτkbxh− ∑
u∈U
vTbukt ∀b ∈ Γ,∀t ∈ T,∀k ∈ K (6.8)
∑
b∈Γ
∑
k∈K
vFbk|T | ≤ F + v (5.35)
γbut = 0 ∀t /∈ TM,∀b ∈ Γ (5.36)
γbut = 0 ∀t ∈ T,∀b /∈ Γ3t (5.37)
∑
b∈Γ
∑
u∈U
γbut ≤ 1 ∀t ∈ TM (5.38)
∑
k∈K
vTbukt = γbutξbu ∀b ∈ Γ, ∀u ∈U,∀t ∈ T (5.39)
(1−ν)∑
b∈Γ
∑
u∈U
γbu(t+1) ≤ ∑
b∈Γ
∑
u∈U
γbut ≤ (1+ν)∑
b∈Γ
γbu(t+1)∀t ∈ T (5.40)
vUukt = v
U
uk(t−1)−dukt + lukt +∑
b∈Γ
vTbukt ∀t ∈ T, ∀u ∈U,∀k ∈ K (5.41)
Eukt ≥ vUukt−mukt ∀t ∈ T, ∀u ∈U,∀k ∈ K (5.42)
Rukt ≥ mukt− vUukt ∀t ∈ T, ∀u ∈U,∀k ∈ K (5.43)
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Annexe III
Création de calendriers par distribution de blocs par secteur
Etape 1 : Initialisation Créer un ordre de parcours des secteurs. SL suite des secteurs
(Par défaut, l’ordre est aléatoire).
n j : nombre d’équipes de type j
T F : date maximale pour commencer la récolte d’un bloc
d : pourcentage minimal de blocs d’un secteur à distribuer
cij : calendrier de type j où i = 1, ...,n j
t ij = 0 : date à laquelle la récolte du dernier bloc ajouté au calendrier c
i
j s’achève
yr = 0 : devient 1 si le chemin desservant r est construit
tr =−1 : date à partir de laquelle un bloc dépendant du chemin r peut être récolté
S0L : premier secteur de SL
n0j : nombre de calendriers de type j à qui sont distribués certains blocs du secteur S
0
L
Etape 2 : Distribution de blocs par secteurs
1. Extraire S0L candidat à la distribution
(a) Tant que S0L est dépendant d’un chemin non distribué ou n’est pas accessible
t = min1≤i≤n j, j∈J{t ij},
Placer S0L en fin de SL
Extraire S0L
Fin Tant que
(b) Si S0L dépend d’un chemin, affecter le chemin à l’équipe la plus en retard et
mettre à jour.
Commencer S0L dès que possible.
(c) Déterminer le nombre d’équipes n0j de chaque type j ∈ J qui peuvent travailler
sur le secteur S0L simultanément
(d) Déterminer les calendriers qui recevront des blocs de S0L
• trier les cij suivant l’ordre croissant des t ij (plus t ij est petit plus le calen-
drier est en retard "par rapport aux autres".)
• Sélectionner les n0j calendriers les plus en retard
Notons E = {qij|∃n0j∀ j ∈ J} où qij est la ième équipe de type j qui recevrait calen-
drier de type j.
2. Distribution des blocs du secteur aux calendriers sélectionnés
Résolution du modèle suivant où les variables sont :
• xbq = 1 si l’équipe q reçoit b dans son calendrier
• v variable continue et positive pour comptabiliser le temps d’ouverture du
secteur dont les blocs sont distribués
minv (III.1)
Sujet à :
∑
b∈Γs
∑
q∈E
xbq ≥ d|Γs| (III.2)
v≥ ∑
b∈Γs
T Rbqxbq ∀q ∈ E (III.3)
(1−ν) ∑
b∈Γs
T Rbq1xbq1 ≤ ∑
b∈Γs
T Rbqxbq ≤ (1+ν) ∑
b∈Γs
T Rbq1xbq1
∀q,q1 ∈ E,q 6= q1
(III.4)
∑
q∈E
xbq ≤ 1 ∀b ∈ Γs (III.5)
Les notations utilisées sont :
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E {qij|∃n0j∀ j ∈ J}
Γs ensemble des blocs appartenant au secteur s
d pourcentage minimal de blocs du secteur à distribuer
ν variation autour du temps total de travail de chaque équipe
T Rbq durée de la récolte du bloc b par l’équipe q
Le modèle se résume ainsi :
(III.2) le nombre de blocs du secteurs s doit être au moins être une portion d du
nombre du blocs composant s
(III.3) mesure le temps d’ouverture du secteur s suivant le temps de travail des
équipes.
(III.4) le temps de travail de chaque équipe sur le secteur s en le même à ν près
(III.5) signifie que la distribution d’un bloc n’est qu’à une seule équipe
Etape 3 : Mises à jour Soit Γisq j ensemble des blocs du secteur S candidat à l’ajout
au calendrier cij
Ajout séquentiel tant que les conditions d’accès (temporel et construction du chemin
desservant) sont respectées
Mettre à jour les périodes de fin de chaque calendrier :
t ij← ∑b∈Γisq j T
R
bqij
Etape 4 : Test d’arrêt
1. Conditions d’arrêt
(a) Les calendriers sont-ils tous complets ? t ij > T
F ,∀i = 1, ...,n0j ,∀ j ∈ J ?
(b) Reste-t-il des blocs non marqués ?
2. Si ni (a) ni (b) n’est vérifiée, Retour à l’Étape 2
3. Sinon ajouter les calendriers cij du pool.
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Annexe IV
Récapitulatif du modèle AHP1 : planification de la récolte à l’échelle du secteur
min∑
t∈T
∑
k∈K
Mtkεtk +∑
t∈T
∑
s∈S
∑
q∈Q
αtsq ptsqcs+∑
t∈T
∑
s∈S
cOs I
W
ts +∑
t∈T
∑
s∈S
∑
q∈Q
c0sqxtsq+
∑
t∈T
∑
s∈S
∑
q∈Q
cHs Its+∑
t∈T
∑
s1∈S
∑
s2∈S
∑
q∈Q
cMs1s2qIts1s2q+∑
t∈T
cX It
7.28
Sujet à :
xtsq ≥ ztsq− z(t−1)sq ∀t ∈ T, ∀s ∈ S, ∀q ∈ Q (7.5)
utsq ≥ ztsq− z(t+1)sq ∀t ∈ T, ∀s ∈ S, ∀q ∈ Q (7.6)
∑
s∈S
αtsq ≤ 1 ∀t ∈ T, ∀q ∈ Q (7.7)
ztsq ≥ αtsq ∀t ∈ T, ∀s ∈ S, ∀q ∈ Q (7.8)
αtsq ≥ α¯ztsq ∀t ∈ T, ∀s ∈ S, ∀q ∈ Q (7.9)
∑
q∈Q
ztsq ≤ σ ∀t ∈ T, ∀s ∈ S (7.10)
∑
t∈T
∑
q∈q
αtsq ptsq ≤ Os ∀s ∈ S (7.11)
∑
q∈q
αtsq ptsq ≤ Ost ∀s ∈ S, ∀t ∈ T (7.12)
∑
q∈q
αtsq ptsqτtks ≤ Ostk ∀s ∈ S, ∀t ∈ T, ∀k ∈ K (7.13)
Its ≥ ztsq ∀t ∈ T, ∀s ∈ S, ∀q ∈ Q (7.14)
IWts ≥ Its− I(t−1)s ∀t ∈ T, ∀s ∈ S (7.15)
I(t+i)s ≥ IWts ∀t ∈ T, i ∈ [0,W ms −1], ∀s ∈ S (7.16)
IFts ≥ Its− I(t+1)s ∀t ∈ T, ∀s ∈ S (7.17)
∑
s∈S
Ist ≤ Σ+ It ∀t ∈ T (7.18)
1− IFts ≥ It1s ∀t ∈ T, ∀t1 ∈ [t+1, t+TJ] ∀s ∈ S (7.19)
1−utsq ≥ zt1sq ∀t ∈ T, ∀t1 ∈ [t+1, t+TJ],∀s ∈ S, ∀q ∈ Q (7.20)
∑
t∈T
IWts ≤ EGs ∀s ∈ S (7.21)
∑
t∈T
Its ≤WG ∀s ∈ S (7.22)
∑
s∈S
xtsq ≤ EM ∀t ∈ T, ∀q ∈ Q (7.23)
Its1s2q ≥ xts1q+ xt2s2q−1− ∑
s 6=s1,s 6=s2
t2−1
∑
t3=t
xt3sq,
∀t ∈ T, ∀t2 ≥ t, ∀s1 ∈ S, ∀s2 ∈ S, ∀q ∈ Q (7.24)
zts1q+ zts2q+ z(t+1)s1q+ z(t+1)s2q ≤ 3, ∀s1 6= s2 ∈ S, ∀t ∈ T, ∀q ∈ Q (7.25)
∑
q1∈Q
t−Tcq1−D
∑
t1=0
xt1cq1 ≥ ztsq ∀t ∈ T, ∀s ∈ Sc, ∀q ∈ Q (7.26)
t
∑
t1=0
∑
s∈S
∑
q∈Q
αt1sq pt1sqτt1sk + εtk ≥
t
∑
t1=0
d˜t1k ∀t ∈ T, ∀k ∈ K (7.27)
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Annexe V
Pseudocode de l’approche ARS
L’approche par agrégation et restrictions successives dépend d’une règle r qui permet
de déterminer quels sont les secteurs dont les blocs seront distribués aux équipes. Cette
distribution de blocs constituera un choix d’affectation pour les équipes, et permettra la
création des calendriers partiels. Une fois l’affectation des équipes déterminée dans le
temps pour cette présélection de blocs, les décisions associées sont fixées et le modèle
AHS1 est résolu. La figure V.1 résume les étapes de l’heuristique. Deux autres procé-
dures sont décrites pour illustrer la Phase II V.3 et la façon dont les blocs d’un secteur
sont distribués (V.2).
Étape 1 Résoudre la Phase I suivant la règle r
Zr = {ztsq,∀t ∈ T,∀s ∈ S,∀q ∈ Q}
Γq← /0 ∀q ∈ Q
Étape 2 Présélection des blocs et affectation aux équipes
{Γq}q∈Q← CutblocksPreselection(Zr)
Étape 3 Résoudre AHS1 restreint aux blocs prélectionnés
AHS(r,{Γq})
Les variables associées à des blocs non sélectionnés b /∈ Γq sont à 0
∀t < xr[b] Les variables associées à b et t sont à 0. Les départs de récolte
ne peuvent être antérieurs à xr[b]
Étape 4 Complétion des calendriers annuels et optimisation du flot de bois
Fixer les calendriers partiels
(Fixer les variables associées aux calendriers partiels de chaque équipe
b ∈ Γq, ∀q ∈ Q)
Résoudre AHS1 avec calendriers partiels fixés
Figure V.1 – Calendriers de récolte des équipes suivant la règle r
1: procedure PHASE2(s,Js,QJs )
2: lq← /0∀q ∈ QJs
3: Résoudre Distributeur
4: for all q ∈ QJs do
5: for all b ∈ Γs do
6: if xbq = 1 then
7: lq← lq∪{b}
8: end if
9: end for
10: end for
11: return {lq}q∈QJs
12: end procedure
Figure V.2 – Distribution des blocs à des équipes sélectionnées lors de le Phase1 (QJs )
pour que l’activité couvre la fenêtre de temps Js sur le secteur s
procedure CUTBLOCKSPRESELECTION(Zr) . Zr affectation annuelle des équipes
à l’échelle du secteur, (output de la Phase1)
2: Γq← /0 ∀q ∈ Q . Liste des blocs sur lesquels l’équipe q peut être affectée
x¯r[b] = M∀b ∈ Γ où M > |T | . période minimale pour la récolte du bloc b
4: for all t ∈ T do
for all s ∈ S do
6: if s eligible then . s est un gros secteur ou un chemin
tds ← t and t fs dernière période d’activité consécutive sur le secteur s
8: Js = [tds , t
f
s ] fenêtre de temps d’activité continue sur le secteur s
QJs ensemble des équipes travaillant sur le secteur s durant J
s
10: {lq}q∈QJs ← PHASE2(s,Js,QJs )
for all q ∈ Q do
12: if q ∈ QJs then
Γq← Γq∪ lq
14: ∀b ∈ lq xr[b]← tds
end if
16: end for
end if
18: end for
end for
20: return {Γq}q∈Q, x¯r
end procedure
Figure V.3 – Présélection de blocs pour les équipes de récolte
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