Introduction
This paper concerns the estimation of unknown forecast and observation error covariance parameters for an atmospheric data assimilation system from observational residuals. The method we present is based on maximum-likelihood covariance parameter estimation as described by Dee (1995) . In a companion paper , hereafter referred to as Part II) we describe three di erent applications, involving univariate as well as multivariate covariance models, and data from both stationary and moving observing systems.
The simplest example of a covariance parameter which is required for atmospheric data assimilation is the error standard deviation of rawinsonde height measurements at a xed pressure level. The traditional method (Gandin 1963; Rutherford 1972) for estimating this parameter computes the least-squares t of an isotropic correlation model to the sample spatial correlations of a collection of observed-minus-forecast residuals. These are the di erences between the heights reported by the instrument and the corresponding (interpolated) predictions obtained from a short-term forecast. The data typically span a period of one to three months, and involve quality-controlled reports from a xed set of stations. The sample correlations between all pairs of stations can be plotted as a function of separation distance, together with a curve representing a tted correlation model (see Figure 1) . By extrapolating this curve to the origin one can determine the ratio between the observation and forecast error standard deviations.
This procedure can be generalized in several ways. For example, wind error standard deviations can be estimated by separating observed-minus-forecast wind residuals into their longitudinal and transverse components (Daley 1985) . Hollingsworth and L onnberg (1986) and L onnberg and used this technique in their extensive and groundbreaking study of the statistical structure of multivariate forecast errors. They also showed there how the same procedure can be used to estimate the vertical correlations of forecast and observation errors from multilevel observed-minus-forecast residuals. Additional applications involving anisotropic, multivariate, and non-separable covariance models have been described by Thi ebaux et al. (1986 Thi ebaux et al. ( , 1990 , Bartello and Mitchell (1992) , and Devenyi and Schlatter (1994) .
A di erent method must be used to study the error characteristics of observations originating from moving platforms such as ships, aircraft, and satellites. These data comprise the vast majority of atmospheric observations and potentially contain a wealth of information about forecast errors as well. The observations represent the only real source of information about forecast errors: all other benchmarks such as verifying analyses are derived from them. For this reason we feel it important to develop additional techniques for extracting maximum information from the observations themselves. Figure 1: Illustration of the traditional method for determining observation and forecast error standard deviations from observed-minus-forecast residuals, by extrapolating an isotropic correlation model t to zero separation distance. Each dot represents the sample correlation between 500hPa residuals at a pair of North-American rawinsonde stations producing at least 50 simultaneous nighttime reports during the month of February 1995. See Part II for details.
The purpose of this paper is to present a exible and mathematically rigorous covariance parameter estimation method which does not involve a priori restrictions on the nature of either the observing system or the covariance model. We estimate the covariance parameters by maximizing the likelihood function of the parameters given the data. Advantages of the maximum-likelihood method over other estimation methods are that (1) it can incorporate information about the error distributions to the extent that such information is available; and (2) it is consistent with current operational atmospheric data assimilation systems, all of which may be regarded as particular implementations of the maximumlikelihood method to the problem of estimating the state of the atmosphere from observations and model information (Lorenc 1986; Cohn 1997) . Further-more, the maximum-likelihood method generates useful information about the accuracy of the parameter estimates along with the estimates themselves.
In this study as well as in Part II we especially try to address the limitations of the method, some of which are intrinsic to the problem at hand. For example, the traditional method described earlier relies on the basic assumption that the spatially uncorrelated component of the residual arises from observation errors, while the spatially correlated component represents forecast errors. This illustrates two fundamental aspects of the problem of estimating the error statistics for one particular source of information by comparing it with another. The rst is that the error distributions associated with each source must be su ciently di erent in order that their respective parameters can be reliably estimated from the residuals. This is the issue of parameter identi ability which we discuss in Section 4.3: no method can produce meaningful estimates of poorly identi able parameters.
The second fundamental aspect of the problem is that it is necessary to describe each of the error distributions in su cient detail, in order that the only remaining unknowns are the parameters one wishes to estimate. The simple example described earlier actually involves a myriad of simplifying assumptions about forecast and observation errors, such as their statistical independence, their local homogeneity in space and time, and the isotropy of forecast error correlations. This raises the question of robustness of the parameter estimates; i.e., the sensitivity of the estimates to the various modeling assumptions involved in the formulation of the problem. For example, it can be seen from Figure 1 that the estimate of the observation and forecast error standard deviations obtained by extrapolation must depend, to some extent, on the choice of the isotropic model used to represent the forecast error correlations. We discuss this issue in Section 4.5 and devote considerable attention to it in Part II.
The organization of this paper is as follows. In Section 2 we de ne forecast and observation errors and discuss covariance modeling in general terms. Appendix A describes a few di erent isotropic correlation models which we use here and in Part II. In Section 3 we describe the relationship between the covariance models and the data, represented by the observed-minus-forecast residuals. We also consider the possibility of using residuals obtained from two separate observing instruments. The heart of this paper is in Section 4, where we discuss in detail the application of the maximum-likelihood method to the problem of estimating any unknown covariance parameters from the data. We brie y refer to the Generalized Cross-Validation method (Wahba and Wendelberger 1980) , which is reviewed in Appendix B. Section 5 contains concluding remarks.
Covariance models
Suppose that the n-vector w f k is a model forecast valid at time t k , and w t k is the unknown true state of the atmosphere at that time. It is convenient to de ne both quantities in terms of the same state representation: w t k is an n-vector as well, containing, for example, the true grid-point values or spectral coe cients. The forecast error is then simply " f k w f k ? w t k :
(1)
For a p k -vector w o k of measurements generated by a particular instrument at time t k , the observation error is de ned by
The nonlinear p k -vector function h k is the discrete forward observation operator (e.g., Cohn 1997), mapping model variables to the data type associated with the instrument.
We introduce the following notation for the forecast error mean and covariance
for the observation error mean and covariance
and for the cross-covariance between observation and forecast errors
The notation h i used in (3{5) denotes the ensemble averaging or expectation operator, whose proper de nition involves the (typically unknown) joint probability distribution of forecast and observation errors.
The observation operator h k and its associated observation error distribution are di erent for each data type. It is of course possible, and sometimes convenient, to combine all available observations at a time t k into the observation vector w o k . Throughout this paper the vector w o k will always denote a speci c subset of the observations, obtained by restricting to a single observing system and to a limited region in space. It will be clear from the context which restriction is implied. We will also have occasion to consider simultaneous observations obtained from two di erent instruments, and in that case the notation will be suitably generalized.
All operational data assimilation systems rely on approximate information about error means and covariances. In practice (3{5) are modeled by introducing various simplifying assumptions about the underlying error distributions. For example, the means b f k and b o k are often disregarded, amounting to the assumption that the forecast model as well as the observing instruments are unbiased. Also, for most data types it is assumed that observation errors and forecast errors are mutually independent, which is equivalent to taking X k 0. This assumption ignores the fact that both types of error depend on the local state of the atmosphere and must therefore be correlated with each other. The most familiar example of state-dependent observation error is representativeness error (Daley 1993) ; model error is also easily shown to be state-dependent (Dee 1995, Eqs. 4,5) . We will mention other assumptions about errors associated with speci c data types below and in Part II. Some are not necessarily realistic, but in practice the information required to remove them is usually lacking.
In general, theoretical statements about the error distributions combined with practical considerations lead to speci c covariance models for the forecast and observation errors. Typically such models involve unknown parameters, which must then be estimated from actual atmospheric data.
For example, quality-controlled rawinsonde observations are usually regarded as unbiased measurements of the true atmospheric state. Measurement errors associated with separate vertical soundings are assumed independent, and the errors for the di erent measurement variables (temperature, relative humidity, and wind components) are assumed to be independent as well. The statistical properties of the errors in all individual, univariate soundings are generally taken to be identical; i.e., independent of time and station.
For spatially distributed univariate observations, this set of assumptions corresponds to an observation error covariance model R, with R]
The notation R]
(mn) ij means: the covariance of the error at station i, level m with the error at station j, level n. The parameter (m) is the observation error standard deviation at pressure level m, and (mn) is the vertical correlation between errors at levels m and n. The quantity r ij is the (horizontal) distance between stations i and j, and (r) = 1; if r = 0 0; otherwise :
Thus, a complete univariate rawinsonde observation error covariance model for each measurement variable is determined by the set of parameters f (m) ; (mn) g.
The nature of forecast errors is more complicated, primarily because model errors are inherently multivariate and correlated in space and time. By expressing these properties in a forecast error covariance model, the information contained in a set of localized, univariate observations can be exploited to estimate multivariate atmospheric elds, even in regions where no observations exist. In order for such estimates to be meaningful, it is of course necessary that the covariance model formulations be su ciently realistic. Forecast error covariance modeling is an active eld of research which we will not attempt to review here. Rather, given a particular formulation of a forecast error covariance model, our concern in this work is to determine the best set of parameters for the model based on the available observations.
The applications described in Part II all involve forecast error covariance models that can be expressed in terms of the simple univariate model given by P]
The function (r ij ; L (m) ; L (n) ) represents spatial correlations while the quantity
; L (n) ) is the correlation between errors at locations at levels m and n but in the same vertical column. Such models may be called quasiseparable because the vertical correlations are invariant with respect to translation along levels of constant pressure. ) represents the (horizontal) isotropic correlations between errors at any two locations on a xed pressure level. Only a special class of functions of r give rise to a legitimate (i.e., positive-semide nite) xed-level covariance model on a spherical surface; Appendix A describes a few such functions as well as a de nition of the de-correlation length scale parameter L. Isotropic models derive from an assumption that the correlation between errors at any two locations depends only on the distance between the two locations: the isolines of the correlation functions are circular, and the parameter L controls the distance between the contours. The isotropic assumption is clearly not valid for actual forecast errors, which generally depend on local properties of the ow. The widespread use of isotropic univariate covariance models in atmospheric data assimilation systems can be explained by the fact that error correlations have traditionally been calculated by averaging data over relatively long periods of time, e.g. one to three months (Rutherford 1972; Hollingsworth and L onnberg 1986; L onnberg and Hollingsworth 1986; Bartello and Mitchell 1992) .
Evaluating the model (8) for locations at two di erent pressure levels m and n that are not in the same vertical column requires the speci cation of the function (r ij ; L (m) ; L (n) ); m 6 = n. Special care must be taken in constructing such a function so that its restriction to any xed pressure level has the prescribed de-correlation length scale, while it still gives rise to a model that is positive-semide nite on the domain of interest. This problem and its solution are addressed in detail by Gaspari and Cohn (1998) . For estimating the vertical correlations between the errors at any two levels m and n we use the
which is su ciently accurate for our purpose, although it can be shown to give rise to negative eigenvalues in (8) when either the vertical correlations are large or when the de-correlation length scales vary greatly between levels.
Models of the form (8) will be used in Part II of this study to describe univariate forecast error covariances. With the approximation (9), such a model is completely determined by the parameters f (m) ; L (m) ; (mn) g and by the choice of the function (r; L). We will consider a number of alternatives for this function, primarily in order to examine the e ect on the parameter estimates of some of the uncertainties inherent in the description of forecast errors. In any case, estimation from regional time series data will, at best, produce parameter estimates that are representative of the actual forecast errors averaged over the space and time domain of the data.
Spatially correlated multivariate wind error covariances can be modeled us-
ing (8) Note that the stream function and velocity potential, in the present context, are associated with the error elds rather than with the ow itself. A multivariate wind error covariance model can then be constructed based on separate univariate covariance models for and . The simplest such model results from the assumption that and are statistically independent, and that the covariance of each can be modeled by (8).
For the applications in Part II we will use this simple approach to represent forecast wind error covariances at xed pressure levels. This model does not provide any information about the cross-covariances between wind errors and height errors. The coupling between wind and height errors is known to be strong in mid-latitudes; this information must be incorporated in a multivariate forecast error covariance model in order to take full advantage of the observations in a data assimilation system . However, if the goal is only to estimate wind observation error covariance parameters, then a forecast error covariance model based on (10) will serve the purpose.
We have just discussed some examples of forecast and observation error covariance models, all of which involve several unknown parameters. In the following section we consider the general relationship between the covariance models on the one hand, and the actual observed data on the other. Without referring to speci c models we may write
(11) with f ; o ; and x unknown parameters whose de nition depends on the particular modeling assumptions. Our goal will be to determine values for these parameters that, in a sense to be made precise, are most compatible with the data.
Observational residuals
The observation operator introduced in (2) is a device for comparing forecasts with observations. The observed-minus-forecast residuals de ned by
are routinely computed in operational data assimilation systems. The residual p k -vector time series fv k g depends on actual observation and forecast errors, 
Equation (13) is obtained by linearizing (12) about the forecast state and using (1) and (2). The accuracy of (13) depends on the size of the forecast errors; it is exact for linear observation operators.
If two distinct observing systems simultaneously measure the same quantity, then one can also de ne the observed-minus-observed residuals r k w o1 k ? w o2 k ;
where the second superscript refers to the instrument. For (15) to make sense the observation operators h 1 k and h 2 k associated with the two separate instruments must be compatible, in the sense that they both map to the same observation space; see (2). They need not be identical, however, and so it follows from (2) applied to each data type that r k " o1 k ? " o2 k : (16) As an example, consider a set of temperatures retrieved from remotely sensed radiances, valid at a particular time t k . If the retrievals are co-located with a set of rawinsonde temperature observations, then the residuals (15) can be computed. In this case the observation operators, although very di erent, are compatible. Some kind of interpolation will be required in order to co-locate the retrievals with the rawinsonde observations, and therefore (16) is not exact. Provided the interpolation errors are small compared with the observation errors themselves, the observed-minus-observed residuals contain useful information about the observation errors associated with the two data types.
The mean and covariance of the observed-minus-forecast residuals de ned by (12) are easily obtained from (13):
We used the additional approximation hH k i H k h i; both (17) and (18) are exact for linear observation operators. show how the mean equation (17) can be used to estimate forecast bias in a statistical data assimilation system, using unbiased (or bias-corrected) observations. They also discuss, in general terms, the implications of using biased forecasts and/or biased observations in an analysis system. For the purpose of covariance estimation based on data residuals we will need to specify the mean of the residuals; i.e., hv k i = k : (19) For the moment we regard the mean k as known; see however Section 4.2 below.
The covariance equation (18) can be used to tune parameters of the forecast and observation error covariance models discussed in the previous section. Substitution of (11) and (19) gives
Models for forecast and observation error covariances imply a model for the observed-minus-forecast residuals, and (20) provides a relationship between the models and the data.
Similarly, the mean and covariance of the observed-minus-observed residuals for two sets of co-located observations are
where Y k is the cross-covariance between the observation errors:
(25) The mean equation (23) can be used to estimate and correct the bias in one set of observations based on another unbiased (or bias-corrected) set. For now we assume hr k i = k (26) with k known. We then have 
Covariance parameter estimation
The previous section describes the relationship between error covariance models and data residuals. We now consider a general method for adjusting the free model parameters in order to improve the consistency between the models and a given nite subset of the data. In order to keep the presentation simple we will use the notation for observed-minus-forecast residuals: the data are v k and the covariance model is S k ( ), although the method applies equally well to observed-minus-observed residuals.
Maximum-likelihood estimation
One way to t a model to a dataset is by maximizing the likelihood that the actual observed data did in fact arise from the model. To be precise, suppose that the actual sequence of residuals fv k g is a realization of a multivariate stochastic process fV k g, whose joint probability density function (pdf) is p(fv k g; ).
If the functional form of the pdf is known, then its value for a xed dataset fv k ; k = 1; : : : ; Kg depends on only: the function of thus de ned is called the likelihood function (Fisher, 1922) . The maximum-likelihood estimate b is obtained by nding the maximum of the likelihood function.
To apply the maximum-likelihood method to our problem, we need to assume a probability density for the underlying process fV k g with covariances given by (22) . To this end we postulate that the process is white and Gaussian, with covariances at times t k given by S k ( ) for some . We also assume that the means k are known, or that they can be estimated independently. Using the familiar expression for the multivariate Gaussian pdf (Jazwinski 1970 , Section 2.4),
The maximum-likelihood estimate b is obtained by maximizing (30) with respect to , or equivalently, by minimizing the log-likelihood function
Note that this expression depends on the data, is therefore random, and that there is no guarantee of a unique minimum.
The assumption that the process fV k g is white and Gaussian is not essential; the pdf (30) can be replaced by any other. For example, it is straightforward to incorporate a description of the serial correlations between successive residuals. For some data types a log-normal distribution may be more appropriate, although in the applications we have studied so far the Gaussian assumption appears to be adequate. In any case, the sensitivity of the parameter estimates to assumptions about the pdf of the data should be addressed experimentally; we will return to this issue in Section 4.5 below and in Part II.
For a xed data set fv k g and given formulations of the covariance models S k ( ), the function f( ) can be minimized using standard optimization software (e.g., Press et al. 1992 , Chapter 10). Forecast and observation error covariance models implemented in current atmospheric data assimilation systems are relatively simple to evaluate; they have to be in order for the assimilation of large volumes of data to be computationally viable. The e ort involved in tuning models such as (6) and (8) therefore depends primarily on the size of the data set. As we show below, the error variance in the parameter estimates is proportional to 1= , where is the total number of data. The constant of proportionality varies from case to case (it depends on the identi ability of the parameters), but as a rule it requires on the order of a hundred observations to estimate a single parameter with meaningful accuracy.
The log-likelihood function (31) is formulated for the general case of timedependent forecast and/or observation error covariances; see (22). This is necessary, for example, when the observation operator depends on time, which is the case for observations originating from moving platforms such as ships, aircraft, or satellites. Time-dependent covariance models S k ( ) can also result from expressing forecast error covariances in terms of local atmospheric ow and/or thermodynamic conditions; see Riish jgaard (1998) for an example of such a model.
In the special case when the covariance (22) is stationary, i.e. when
the log-likelihood function simpli es to f( ) = log det S( ) + trace S ?1 ( )S
where S is the sample covariance of the data de ned by
Equations (33) and (31) are equivalent when (32) holds because
Note that S is the unconstrained maximum-likelihood covariance estimate for a white, stationary Gaussian time series (e.g., Muirhead 1982) . Minimization of (33) provides instead the constrained maximum-likelihood covariance estimate|constrained to be of the form S( ) for some . This approach to the estimation of structured covariance matrices from stationary time series was rst proposed by Burg et al. (1982) .
The stationary form (33) of the log-likelihood function is appropriate for estimating covariance parameters from station data. Most covariance models currently implemented in operational data assimilation systems are independent of the state of the system and generally vary slowly with time, if at all. In this case it is convenient to rst compute the sample covariance matrix (34), and then to minimize (33) with respect to . This procedure is similar to the traditional method described in the introduction, except that the parameter estimates are based on the maximum-likelihood criterion rather than on a least-squares t. The two norms are di erent in general since the least-squares procedure does not take into account any a priori information about the probability distribution of the data.
Time-independent observation operators arise from stationary observing systems such as rawinsonde networks. However, truly stationary observation operators do not exist in practice, because data are occasionally missing or rejected by quality control procedures. In that case the matrix S can be constructed element by element, by considering, for each pair of stations, the set of all simultaneous quality-controlled reports. The sample covariance between data from stations i and j can then be estimated from this set by
where ] i denotes the element associated with station i and K ij is the number of simultaneous reports at stations i and j. If K ij is small then S ij is generally not an accurate estimate of the covariance between stations i and j. One might exclude a number of stations in order to insure that all K ij exceed a certain threshold; however, our experience with the maximum-likelihood method is that the parameter estimates are rather insensitive to this.
Bias estimation
In order to implement the estimation procedure, it is necessary to specify the residual means k in (31) or in (34). These depend on the mean observation errors b o k and on the mean forecast errors b f k (see (17)), neither of which are accurately known in practice.
There are two choices for the purpose of tuning covariance models. The rst is to simply ignore the bias by taking k = 0. This choice will, of course, a ect the parameter estimates. For example, variance parameters will tend to be overestimated when bias is ignored. This approach is not unreasonable if the tuned covariance models are to be used for a statistical analysis where bias is not explicitly accounted for. In that case the total (systematic plus random) root-mean-square analysis error will actually be smallest when the forecast and observation error variances are suitably in ated in order to account for the bias (Dee and da Silva 1998).
The alternative is to estimate the residual mean k prior to|or concurrent with|the estimation of covariance parameters. If independent information about forecast and/or observation bias is available, then this information should obviously be used. In practice this is unlikely to be the case and therefore k must be estimated from the data.
One approach would be to generalize the maximum-likelihood estimation procedure by formulating a parameterized bias model k = k ( ) (37) and then to produce maximum-likelihood estimates of the bias parameters as well. For example, bias over a xed domain might be modeled by a truncated spectral expansion. Parameter estimation would involve minimizing the loglikelihood function (31), after substitution of (37), with respect to both and . Estimating bias parameters in this fashion amounts to a weighted least-squares bias estimation procedure in which the weights (determined by the covariances) are adjusted adaptively. Although the generality of this approach is appealing, we do not expect it to be practical. The di culty in bias estimation lies not so much in the techniques as in the ability to formulate sensible bias models.
Error statistics used in atmospheric data assimilation are usually de ned in terms of time averages, because true ensemble averaging is not possible; after all, only a single realization of the physical atmosphere is available for observation. Accordingly one can estimate k by calculating the time-mean residuals. In the stationary case (i.e., for stationary observing systems) we then have k ] i = ] i ; (38) where (39) with K i the number of reports from station i. In the general (non-stationary) case when observation locations vary with time, one might de ne a spatially varying bias estimate on some arbitrary grid by means of a successive correction scheme. We report on experiments with such a technique in Part II.
The presence of bias which is not properly accounted for will generally result in inaccurate covariance parameter estimates. More importantly, biased data and/or forecasts will result in a biased analysis, independently of the covariance models used. Although it is not the subject of this study, bias estimation and correction must take precedence over covariance modeling and estimation.
Identi ability of the parameters
The maximum-likelihood method is appealing for its generality: it can be used to estimate any set of parameters of the pdf, provided those parameters are jointly identi able. This is a fundamental requirement for the estimation problem to be well-posed. There exist di erent technical de nitions of this notion (e.g., Chavent 1979), but we will take it to mean that the log-likelihood function (31) must have a unique global minimum with probability one; i.e., for almost all realizations of the process fV k g. In practice this imposes requirements on the model formulation as well as on the data: there must be no dependency among the model parameters, and the data must provide an adequate sampling. , provided they are sampled at more than a single location. Thus there is a data requirement as well as a model requirement. This example is prototypical for the applications described in Part II, where the data residuals contain both a spatially correlated and a spatially uncorrelated error component.
It is not possible in general to prove identi ability for a given parameter estimation problem, although simple examples such as the above can lead to useful insights about the types of parameters one can hope to estimate from a given data set. On the other hand, it is easy to check numerically for indications that identi ability might be a problem by evaluating the Hessian of the log-likelihood function at its minimum:
The Hessian matrix can be approximated by nite di erences; depending on the optimization method used, it may even be available as a by-product of the optimization of the function f. At the minimum the gradient of the loglikelihood function vanishes, so for near b ,
provided f is a su ciently smooth function of .
Equation (41) shows that the sensitivity of the log-likelihood function f to the parameters near its minimum is controlled by the Hessian. A small perturbation of b along the direction of an eigenvector of A produces a change in f by an amount proportional to the corresponding eigenvalue (e.g., Strang 1988, Section 7.2) . If the Hessian has a large condition number then the identi ability of the parameters is poor along the directions associated with the smallest eigenvalues.
Since the nonlinearity of the function f is generally not quadratic, the Hessian matrix A only describes the local identi ability of the parameters. Note however that the analysis does not depend on any properties of f other than its di erentiability with respect to the parameters. Identi ability is a notion that is not speci cally connected with the maximum-likelihood method; it is simply a practical requirement for any parameter estimation method which is based on minimizing a cost function.
Accuracy of maximum-likelihood parameter estimates
The maximum-likelihood method has many appealing theoretical properties (Cram er 1946); in particular it is asymptotically e cient. This means that in the limit of in nite data there is no other unbiased estimator that produces more accurate parameter estimates. In practice we have only nite data sets at our disposal, and more importantly, many of the assumptions required to implement the method are in fact violated. The parameter estimates produced in any realistic application therefore will not be true maximum-likelihood estimates. Nevertheless, it is useful to compute the asymptotic accuracy of the maximum-likelihood estimates along with the parameter estimates themselves: as we explain below, this provides important information about the uncertainty of the estimates due to sampling error.
Suppose, for the moment, that the model hypothesis holds: by this we mean that all assumptions about the data as expressed by the likelihood function are actually valid. In that case the parameter estimates produced by minimizing ( 
Here A is the Hessian of the log-likelihood function (see (40)), and is the number of degrees of freedom associated with the estimation problem. In the general (nonstationary) case corresponding to (31) we have
In the truly stationary case where n k = n = const, we would have = nK;
however, (43) should be applied to account for missing data (see the discussion following (35)). If bias parameters are estimated from the same data used for covariance estimation, then the number of degrees of freedom should be reduced accordingly.
The estimation error covariance in (42) is the lower bound of the Cram er-Rao inequality (Sorenson 1980 , Section 3B). The Cram er-Rao inequality can be regarded as an uncertainty principle for parameter estimation: it expresses the fact that the random nature of the data imposes a fundamental limitation on the accuracy with which parameters of the pdf can be estimated from the data.
The Hessian matrix A is related to the curvature of the likelihood function at its mode; the broader the mode, the harder it is to estimate parameters within a certain accuracy. The theory states that, under rather general conditions, the error covariance of the maximum-likelihood estimates tends to the Cram er-Rao bound as the size of the data set increases (see also Lupton 1993, Chapter 10).
We routinely use (42) to estimate the standard errors of the parameter estimates under the modeling hypothesis. For any given data set and covariance model formulation, the validity of (42) for nite can be checked using a MonteCarlo experiment with synthetic data. The procedure is simply to compute parameter estimates from the output of a random-number generator, making sure that the generator produces normally distributed vector samples whose covariances are given by the covariance model with speci ed parameters. By repeating this many times, the actual estimation errors due to sampling error can be computed. We performed this procedure for all applications described in Part II; although not reported there, the standard error estimates given by (42) turned out to be quite accurate in all cases.
The maximum-likelihood standard errors represent idealized accuracy estimates; in practice they should be regarded as lower bounds on the true accuracy. These error estimates are useful in practice because they quantify the e ect of sampling error, which is the only source of error under the model hypothesis. Thus, the standard error estimates indicate whether a given set of covariance parameters can be actually identi ed from the available data, and whether the parameter uncertainty due to sampling error is acceptable. Making sure that sampling error is small allows one to investigate other sources of uncertainty by modifying the assumptions underlying the model hypothesis. We include several examples of this type of uncertainty analysis in Part II.
Robustness of the parameter estimates
The fact that parameters associated with a particular covariance model can be estimated from a data set (i.e., that they are identi able) does not imply that the estimates are actually meaningful. There are many possible reasons why a tuned covariance model may not in fact provide a good t to the actual data. First of all, the covariance model may be incorrect for any set of parameter values.
For example, the model might be isotropic while actual covariances are highly anisotropic: a strong state-dependent component of error cannot be accounted for in an isotropic model. To some extent the validity of the assumptions that enter into the formulation of a covariance model can be examined using standard statistical techniques. This requires long-term monitoring of the actual residuals produced by an operational data assimilation system.
A second group of possible reasons for a poor t concerns the additional assumptions involved in tuning the model. Even if the covariance model is appropriate, the parameter estimates may be far from optimal because, for example, the bias is handled incorrectly, or the data may be serially correlated. In fact it is very likely that some|if not all|of these violations apply in practice. Yet the maximum-likelihood method depends on a complete speci cation of the pdf of the data. In the absence of information, it is common practice to default to a standard set of assumptions. For example, lacking any speci c indications to the contrary, it is almost always assumed that the data are Gaussian and white. This raises the issue of robustness of the maximum-likelihood method with respect to the information it requires; we will address this issue experimentally in Part II.
It is worth noting at this point that all currently operational atmospheric data assimilation systems can be regarded as particular applications of the maximumlikelihood method to the problem of estimating the state of the atmosphere from observations and model information (Lorenc 1986; Cohn 1997) . Di erent assumptions about the underlying probability distributions lead to di erent solution methods, but in all cases that have been tried so far the errors (after quality control of observations) are assumed to be Gaussian and white. In the present work we try to be consistent in applying this same framework to the estimation of parameters of the covariance models, although the maximumlikelihood method is completely general in this respect.
Let us take the pragmatic point of view, then, that the majority of assumptions about error distributions are made primarily for practical reasons, and not necessarily because they are believed to be valid. Then the log-likelihood function (31) (or (33) , in the stationary case) is simply one of many possible cost functions that could be used for tting a parameterized family of covariance models to a data set. The traditional tting procedure for station data described in the Introduction, for example, is based on a least-squares criterion.
An advantage of the maximum-likelihood approach is that it incorporates the same statistical information about forecast and observation errors used in the data assimilation system. However, if the underlying assumptions on the error distributions are wrong, one might legitimately ask whether there are any other criteria that lead to a more robust parameter estimation procedure.
One candidate for such a criterion follows from the Generalized Cross Validation (GCV) method (Wahba and Wendelberger 1980) . The cross-validation approach is based on maximizing the capability of a model to predict withheld data, and it does not require as many assumptions on the nature of the error distributions as does the maximum-likelihood method. Wahba et al. (1995) show how GCV can be applied to the estimation of covariance parameters and possibly other tuning parameters of an atmospheric assimilation system. Using our notation, they speci cally consider covariance models of the form S( ) = S( 1 ; 2 ; )
with S 1 a constant matrix, and both S 1 and S 2 positive de nite. Such a model is su ciently general for most applications of interest: the rst term typically represents observation error covariances, while the second term can be used to model forecast error covariances. The GCV method estimates the parameter de ned by 
and possibly additional parameters as well, from data residuals. We summarize the GCV estimation procedure in Appendix B.
The scalar is actually the single most important parameter of the covariance model (44), being the ratio of the variances of the two signals present in the data residuals. Estimates of the separate variances 1 and 2 are obtained as a by-product of the GCV estimation procedure. Note that the identi ability requirement still holds; no method can produce meaningful estimates of poorly identi able parameters. See Appendix A of Wahba et al. (1995) for a discussion of identi ability in the context of GCV.
The GCV approach as formulated by Wahba et al. (1995) applies to the estimation of the parameters 1 ; 2 ; and based on a single vector of residuals valid at a xed time t k . As in Dee (1995) , their method was originally intended to be used on-line in a data assimilation system, for the adaptive tuning of system parameters. However, it can also be applied o -line for covariance estimation based on data fv k g collected over a nite interval, as we show in Appendix B.
From a practical point of view the GCV method and the maximum-likelihood method di er only in that they involve di erent cost functions; compare (B.21) with (31) (or, for stationary models, (B.26) with (33)). It is true for both methods that if either the covariance model formulation or the data change, so will the parameter estimates produced by both methods change. Both methods are similar in terms of computational complexity, although we have found that the localization of a minimum of the GCV cost function is occasionally easier when starting from a poor initial guess. The parameter estimates obtained by the two methods from the same data set can be compared by simply interchanging the cost functions. Experiments reported in Part II indicate that the di erences are mostly insigni cant.
Summary and conclusions
We described the application of the maximum-likelihood method to the estimation of unknown observation and forecast error covariance parameters from observational residuals. Issues such as bias estimation and correction, parameter identi ability, estimation accuracy, and robustness of the method, were addressed with an eye toward practical application. We brie y discussed the relationship between the maximum-likelihood method and Generalized CrossValidation (Wahba and Wendelberger 1980) . In Part II of this study we describe three di erent applications involving univariate and multivariate covariance models, and data from both stationary and moving observing systems.
Advantages of the maximum-likelihood method include the fact that it allows one to use a priori information about the error distributions, to the extent that such information is available. The method is consistent with current operational atmospheric data assimilation systems, all of which can be regarded as particular implementations of the maximum-likelihood method applied to the problem of estimating the state of the atmosphere from observations and from model information. We showed in Section 4.4 how the maximum-likelihood method can be used to produce estimates of the e ect of sampling error upon parameter uncertainty. By making sure that this e ect is small, one can study the variability of the covariance parameters by changing the selection of data. In addition, it is possible to perform an uncertainty analysis on the parameter estimates by modifying the assumptions that enter into the maximum-likelihood formulation.
A fundamental limitation of this and other estimation methods is connected with the identi ability of the covariance parameters. Simultaneous estimation of multiple parameters is possible only when all parameters are jointly identiable from the data. This imposes requirements on the model formulation as well as on the data. In practice, observation errors and forecast errors can be statistically separated only to the extent that (1) they have characteristics that are distinguishable in the observation space; and (2) these di erent characteristics are adequately modeled. For example, if the observation error contains a spatially correlated component, then this component may be falsely attributed to forecast error. In a future paper we will present a strategy for dealing with such a situation.
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A Correlation models
The general univariate isotropic covariance model is of the form Cov(x; y) = (x) (y) (jjx ? yjj); (A.1) with (x) a positive real-valued function and jjx ? yjj the Euclidean distance between locations x and y. The representing function must satisfy certain conditions for (A.1) to be a legitimate (i.e., positive semi-de nite) covariance model; see Gaspari and Cohn (1998) for details.
In this study and in Part II we consider three alternatives for the representing function . In each case the Euclidean distance jjx ? yjj is replaced by the socalled horizontal distance r = r(x; y), de ned as the chordal distance between the orthogonal projections of the locations x and y onto the Earth's surface. The compactly supported 5th-order piecewise rational function (Gaspari and Cohn 1998, B Multiple-sample GCV Wahba et al. (1995) show how to obtain GCV estimates of the covariance pa- 
