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Abstract
We study functions which are harmonic in the upper half space with respect to (−)α/2,
0 < α < 2. We prove a Fatou theorem when the boundary function is Lp-Hölder continuous of
order β and βp > 1. We give examples to show this condition is sharp.
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1. Introduction
A function is α-harmonic if it is harmonic with respect to a symmetric stable process of
order α, α ∈ (0,2), or equivalently, if it is harmonic with respect to the operator (−)α/2.
It is now known that many potential-theoretic properties related to the Laplacian also
hold for α-harmonic functions. As examples, consider the boundary Harnack principle, the
characterization of the Martin boundary in a Lipschitz domain, intrinsic ultracontractivity,
etc. See [2–13,15,17]. What is frequently the case is that while the proofs are quite
different, the analogues for the α-harmonic case hold under less restrictive conditions than
the corresponding theorems for harmonic functions. For example, the boundary Harnack
principle for α-harmonic functions holds in bounded domains, whereas for the Laplacian
more regularity is needed for the domain.
In this paper we consider the Fatou theorem. The classical Fatou theorem says that
nonnegative harmonic functions in a ball converge nontangentiallly almost everywhere.
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functions which are α-harmonic in the upper half space where almost everywhere
convergence fails. In contrast to the properties mentioned above, the correct theorem for
the α-harmonic case requires more restrictive hypotheses. Some regularity of the boundary
function is needed. Loosely speaking, the boundary function (which must be defined on
the entire lower half space, because (−)α/2 is a non-local operator) must be Lp-Hölder
continuous of order β for some β,p with βp > 1. (Recall that Lp-Hölder continuous
functions need not be continuous.) Moreover the βp > 1 condition is sharp.
Let us now turn to a precise description of our results. Let (Xt ,Px) be a symmetric
stable process of index α for some α ∈ (0,2). Its characteristic function has the form
E
0eiξXt = e−t |ξ |α , ξ ∈Rd , t  0.
For a Borel set A⊂ Rd , we define τA = inf{t  0: Xt ∈ Ac}, the first exit time of A. Let
u be a Borel measurable function on Rd which is bounded from below. We say that u is
α-harmonic in an open set D ⊂Rd if
u(x)= Exu(XτB ), x ∈ B,
for every bounded open set B whose closure B is a subset of D. We say that u is a regular
α-harmonic function in D if
u(x)= Exu(XτD), x ∈D.
Note that regular α-harmonic functions are α-harmonic by the strong Markov property
of Xt . One can also give an analytic definition (i.e., without using probability) for α-
harmonic and regular α-harmonic; for the latter see the end of Section 2.
For points in Rd we write x = (x˜, xd), where x˜ ∈Rd−1. Let
H = {x ∈Rd : x = (x˜, xd), xd > 0}
be the upper half space. We write ∂H for {(x˜,0): x˜ ∈Rd−1}. If f is a measurable function
on Hc, define
uf (x)= Exf (XτH ), x ∈H. (1.1)
Then uf will be regular α-harmonic in H . For stable symmetric processes, the support of
the distribution of XτH is all of Hc and not just ∂H ; see Proposition 2.1.
Let Λp,∞β (Rd ) be the space of all functions f in Lp(Rd), where β > 0 and p  1, for
which the norm
‖f ‖p + sup
|t |>0
‖f (x + t)− f (x)‖p
|t|β (1.2)
is finite. This is the space of Lp-Hölder continuous functions of order β . See Stein [16]
for further information about this space. We will say that a function f defined on Hc is in
Λ
p,∞
β (H
c) if there exists a function f¯ ∈Λp,∞β (Rd) such that f is the restriction of f¯ to
Hc. We define ‖f ‖Λp,∞β (Hc) = ‖f¯ ‖Λp,∞β (Rd).
Let Θ > 0 be fixed and let
Γx˜ =
{
y: yd > 0, |y˜|<Θyd
}
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if
lim
z∈Γx˜ , z→x˜
g(z)
exists.
Our main result is the following,
Theorem 1.1. Suppose f ∈ Λp,∞β (Hc) ∩ Lp0 for some β ∈ (0,1), p ∈ (1,∞], and
p0 ∈ (1,∞]. Let u = uf be the regular α-harmonic function in H associated with f
defined by (1.1). If
(a) f is locally bounded,
(b) p0 > 1/(1− α/2), and
(c) βp > 1,
then the nontangential limit of u exists for almost every x˜ ∈ ∂H .
The conditions in this theorem are sharp. It is easy to check that (a) and (b) are needed,
but we also have
Theorem 1.2. For each β ∈ (0,1) and p ∈ (1,1/β], there exist f ∈ Λp,∞β (Hc) and
A⊂ ∂H such that f is bounded and has compact support,A has positive (d−1)-Lebesgue
measure, and uf does not converge nontangentially at any point of A.
The paper is organized as follows. In Section 2 we compute the Poisson kernel for the
upper half space. In Section 3 we introduce a type of maximal function and establish an
estimate for it. In Section 4 we prove Theorem 1.1 and we give our examples in Section 5.
We use the letter c, with or without subscripts, to denote positive finite constants whose
exact value is unimportant. Let B(x0, r)= {x ∈Rd : |x−x0|< r} be the open ball centered
at x0 with radius r . Given a Borel subset D of Rd , let |D| denote the Lebesgue measure
of D.
2. Poisson kernel
It is known (see [14, pp. 121–122]) that the distribution ofXτB(0,r) under Px has a density
with respect to Lebesgue measure on Rd and the density function Pr(x, ·), also known as
the Poisson kernel, is explicitly given by the formula
Pr(x, y)= c(α, d)
[
r2 − |x|2
|y|2 − r2
]α/2
|x − y|−d
when x ∈ B(0, r) and y /∈ B(0, r). Here c(α, d) = $(d/2)π−d/2−1 sin(πα/2). Just as in
the case of the Laplacian, this Poisson kernel representation allows one to easily obtain a
Harnack inequality for nonnegative α-harmonic functions.
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d-dimensional Lebesgue measure given by
PH (x, y)= c(α, d)
(
xd
|yd |
)α/2
|x − y|−d , yd < 0.
Proof. Let Bn = B(ned ,n), where ed = (0˜,1). Note τBn ↑ τH . Since the process (Xt ) is
quasi-left continuous, we have
lim
n→∞XτBn =XτH a.s.;
see [1, pp. 17–18, 45, and 51].
So Exf (XτBn )→ Exf (XτH ) as n→∞ for any bounded and continuous function f
with compact support. For such an f
E
xf (XτBn )= c(α, d)
∫
Bcn
(
xd − |x|22n
|y|2
2n − yd
)α/2
|x − y|−df (y) dy. (2.1)
If f is continuous with compact support and x ∈H is fixed, then for y in Bcn, |x − y|−d is
bounded by a finite number independent of n. It is easy to see that if S is the support of f
and ε is sufficiently small, then(
xd − |x|22n
|y|2
2n − yd
)(1+ε)α/2
χS∩Bcn(y)
has an integral over y that is bounded by a finite number that does not depend on n.
Therefore the integrand in (2.1) is uniformly integrable with respect to the finite measure
χS(y) dy and the limit of the right-hand side of (2.1) as n→∞ is
c(α, d)
∫
Hc
(
xd
|yd |
)α/2
|x − y|−df (y) dy.
Our result now follows. ✷
One can now say what it means for a function uf defined in H to be regular α-harmonic
in H without using probability. uf will be regular α-harmonic in H if there exists f
defined on Hc such that
uf (x)=
∫
Hc
PH (x, y)f (y) dy
for all x ∈H .
3. Maximal functions
Suppose f ∈Λp,∞β (Hc) and suppose also for now that the support of f is a bounded
set. For i an integer let Ai(x˜) be the cube in Rd with center (x˜,−2−i ) and side length 2−i .
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center x˜ and side length 2−i . Set
Bi =
{
x˜ ∈Rd−1: each coordinate is a multiple of 2−i}.
Let us define for i  0
Fi(x˜)= 1|Ai(x˜)|
∫
Ai(x˜)
∣∣f (y)∣∣dy, Gi(x˜)= sup
y˜∈Bi , |y˜|(i+1)2−i
Fi(x˜ + y˜).
Note that the integral defining Fi is a d-dimensional one. Finally, define the maximal
function Mf : ∂H →[0,∞] by the following.
Mf (x˜)= sup
i0
Gi(x˜).
We use ‖·‖1 to denote theL1 norm of a function on ∂H with respect to (d−1)-dimensional
Lebesgue measure.
Proposition 3.1. Suppose f ∈ Λp,∞β (Hc), βp > 1, p > 1, and the support of f is a
bounded set. Let S = B(0, J ) be a ball with J  1 containing the support of f . Then∥∥Mf (x˜)∥∥1 < c1J (d−1)(1−(1/p))‖f ‖Λp,∞β (Hc).
The constant c1 depends on p and β . In particular, Mf(x˜) is finite a.e.
Proof. Since∣∣Gi(x˜)−Gi+1(x˜)∣∣ sup
y˜,z˜∈Bi+1, |y˜|∨|z˜|2(i+2)2−i
∣∣Fi(x˜ + y˜)− Fi+1(x˜ + z˜)∣∣,
we have∥∥Gi(x˜)−Gi+1(x˜)∥∥1  sup
w˜∈Bi+1, |w˜|4(i+2)2−i
∥∥Fi(x˜)−Fi+1(x˜ + w˜)∥∥1.
Let tj , j = 1, . . . ,2d , be points such that Ai =⋃2dj=1(tj + Ai+1); we can find a constant
c2 not depending on i such that |tj |  c22−i for j = 1, . . . ,2d . Fix a w˜ ∈ Bi+1 with
|w˜| 4(i + 2)2−i . Note that
Fi(x˜)−Fi+1(x˜ + w˜)
= 1|Ai(x˜)|
∫
Ai(x˜)
∣∣f (y)∣∣dy − 1|Ai+1(x˜ + w˜)|
∫
Ai+1(x˜+w˜)
∣∣f (y)∣∣dy
=
2d∑
j=1
1
|Ai |
∫
Ai+1
[∣∣f ((x˜,0)+ y + tj )∣∣− ∣∣f ((x˜ + w˜,0)+ y)∣∣]dy
=
2d∑
j=1
2id
∫
A
[∣∣f ((x˜ + y˜, yd)+ tj )∣∣− ∣∣f (x˜ + y˜ + w˜, yd)∣∣]dy˜ dyd. (3.1)
i+1
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Rd−1
∣∣Fi(x˜)− Fi+1(x˜ + w˜)∣∣dx˜

2d∑
j=1
2id
∫
Rd−1
( ∫
Ai+1
∣∣f ((x˜ + y˜, yd)+ tj )− f (x˜ + y˜ + w˜, yd)∣∣dy
)
dx˜
=
2d∑
j=1
2id
∫
Rd−1
−2−i−2∫
−3·2−i−2
∫
A˜i+1
∣∣f ((x˜ + y˜, yd)+ tj )− f (x˜ + y˜ + w˜, yd)∣∣dy˜ dyd dx˜.
With the change of variable z= x˜ + y˜ and the Fubini theorem, the last expression can be
written as
2d∑
j=1
2id
−2−i−2∫
−3·2−i−2
∫
A˜i+1
∫
Rd−1
∣∣f ((z, yd)+ tj )− f (z+ w˜, yd)∣∣dzdy˜ dyd

2d∑
j=1
2id
−2−i−2∫
−2−i
|A˜i+1|
∫
Rd−1
∣∣f ((z, yd)+ tj )− f ((z, yd)+ (w˜,0))∣∣dzdyd
=
2d∑
j=1
2i
−2−i−2∫
−2−i
∫
Rd−1
∣∣f ((z, yd)+ tj )− f ((z, yd)+ (w˜,0))∣∣dzdyd.
Let w = (w˜,0). Then we have∫
Rd−1
∣∣Fi(x˜)− Fi+1(x˜ + w˜)∣∣dx˜

2d∑
j=1
2i
−2−i−2∫
−2−i
∫
Rd−1
∣∣f ((z, yd)+ tj )− f ((z, yd)+w)∣∣dzdyd

2d∑
j=1
2i
( −2−i−2∫
−2−i
∫
Rd−1
∣∣f ((z, yd)+ tj )− f ((z, yd)+w)∣∣p dzdyd
)1/p
×
(∫∫
χ(S∩(Rd−1×[−2−i ,−2−i−2])) dz dyd
)1/q
 c3J (d−1)/q
2d∑
j=1
2i |tj −w|β‖f ‖Λp,∞β (Rd)2
−i/q (3.2)
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1, . . . ,2d , w˜ ∈ Bi+1, and |w˜| 4(i + 2)2−i , using (3.2) we have∥∥Gi(x˜)−Gi+1(x˜)∥∥1  c5J (d−1)/q2i(1−1/q)(2−i (i + 2))β‖f ‖Λp,∞β (Rd)
 c6J (d−1)/q(i + 2)β2(−β+(1/p))i‖f ‖Λp,∞β (Rd). (3.3)
To prove ‖Mf (x˜)‖1 < c1J (d−1)(1−(1/p))‖f ‖Λp,∞β (Hc), note that
sup
i
∣∣Gi(x˜)∣∣ ∣∣G0(x˜)∣∣+ ∞∑
i=1
∣∣Gi(x˜)−Gi−1(x˜)∣∣.
Clearly ‖G0‖1 < c7‖f ‖p because f is in Lp and has compact support. Hence by (3.3)∥∥Mf (x˜)∥∥1
= ∥∥sup
i
Gi(x˜)
∥∥
1

∥∥G0(x˜)∥∥1 +
∞∑
i=1
∥∥Gi(x˜)−Gi−1(x˜)∥∥1
 c8J (d−1)/q‖f ‖Λp,∞β (Rd) + c8J
(d−1)/q‖f ‖Λp,∞β (Rd)
∞∑
i=1
(i + 2)β2((1/p)−β)i
< c9J
(d−1)/q‖f ‖Λp,∞β (Rd), (3.4)
if βp > 1. ✷
4. The Fatou theorem
In this section we prove Theorem 1.1. We start with the following lemma.
Lemma 4.1. Suppose f is bounded, has support contained in B(0, J ) for some J > 1, and
f ∈Λp,∞β (Rd) for some p <∞. Let β ′ < β and δ > 0. We can write f = g + h, where g
is continuous with support in B(0, J + 1), ‖h‖∞  2‖f ‖∞, and ‖h‖Λp,∞
β′
< δ.
Proof. Let ψ(x) be a nonnegative continuous function with support in B(0,1) such that∫
ψ(x) dx = 1. Set ψε(x)= ε−dψ(x/ε), gε = f ∗ψε , and hε = f − gε . No matter what ε
is, we have
‖hε‖∞  ‖f ‖∞ + ‖f ∗ψε‖∞  2‖f ‖∞,
and as long as ε  1, then gε will be continuous with support in B(0, J + 1).
Choose r such that 2‖f ‖Λp,∞β (Rd)r
β−β ′ < δ/2. Since f ∈ Lp , then ‖hε‖p → 0 as
ε→ 0. Choose ε < 1 small enough so that
‖hε‖p  δ
(
1∧ rβ ′).4
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∥∥hε(x + t)− hε(x)∥∥p  ∥∥f (x + t)− f (x)∥∥p + ∥∥f ∗ψε(x + t)− f ∗ψε(x)∥∥p
 2
∥∥f (x + t)− f (x)∥∥
p
 2‖f ‖Λp,∞β (Rd)|t|
β
 2‖f ‖Λp,∞β (Rd)r
β−β ′ |t|β ′ < δ
2
|t|β ′ .
If |t|> r ,
∥∥hε(x + t)− hε(x)∥∥p  ∥∥hε(x + t)∥∥p + ‖hε‖p
< 2
(
δ
4
)
rβ
′  δ
2
|t|β ′ .
Take g = gε,h= hε . Hence ‖h‖Λp,∞
β′
< δ. ✷
The main step in the proof of Theorem 1.1 is the following proposition.
Proposition 4.2. Suppose f is the restriction to H of a function f¯ ∈Λp,∞β (Rd) which is
bounded and which has support in B(0, J ) for some J > 1. Suppose βp > 1. Then uf will
converge nontangentially for almost every x˜ ∈ ∂H .
Proof. If p =∞, then f is continuous and the result is easy, so we assume p <∞. Let
ε > 0, where we will specify the exact value later on. Let
T (a, b)=
a⋃
i=−a
⋃
{tj∈Bi , |tj |b2−i}
Ai(x˜ + tj )
for a, b positive integers. Then T (a, b)↑ Hc as a, b→∞. So by dominated convergence∫
T (a,b)c
PH
(
(x˜,1), z
)
dz→ 0
as a, b→∞ and thus there exist a, b such that∫
T (a,b)c
PH
(
(x˜,1), z
)
dz < ε. (4.1)
Let
T =
i0+a+2⋃
i=i0−a−2
⋃
{tj∈Bi , |tj |(b+2)2−i}
Ai(x˜ + tj ), (4.2)
if xd ∈ [2−i0−1,2−i0) for some i0. Then
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PH
(
(x˜, xd),w
)
dw= c(α, d)
∫
T c
(
xd
|wd |
)α/2 1
|(w˜,wd)− x|d dw
 c(α, d)
∫
T (a,b)c
(
1
|zd |
)α/2 1
|(z˜, zd)− x|d dz
=
∫
T (a,b)c
PH
(
(x˜,1), z
)
dz, (4.3)
by a change of variables. By (4.1) and (4.3), we have ∫
T c
PH ((x˜, xd), z) dz < ε. Now let h
be a bounded function. Then we have∣∣∣∣
∫
T c
h(z)PH
(
(x˜, xd), z
)
dz
∣∣∣∣< ε‖h‖∞. (4.4)
Let
B(x˜)=
∞⋃
i=1
⋃
{tj∈Bi , |tj |(i+1)2−i}
Ai(x˜ + tj ).
By a change of variables, we have∫
B(x˜)c
PH
(
(x˜, xd),w
)
dw =
∫
C(xd)c
PH
(
(x˜,1), z
)
dz,
where C(xd) is the image of B(x˜) under the change of variables. Notice that C(xd) ↑ Hc
as xd → 0, and so
∫
C(xd)c
PH ((x˜,1), z)→ 0 as x→ 0 by dominated convergence. Hence
there exists γ such that for xd < γ we have
∫
B(x˜)c
PH ((x˜, xd),w) dw < ε, so∣∣∣∣
∫
B(x˜)c
h(z)PH
(
(x˜, xd), z
)
dz
∣∣∣∣< ε‖h‖∞. (4.5)
Suppose xd ∈ [2−i0−1,2−i0), i0−a−2 i  i0+a+2, tj ∈ Bi , and |tj | (b+2)2−i .
If γ is small enough and xd < γ , then i0 will be large and then also |tj | (i + 1)2−i . For
z= (z˜, zd) ∈Ai(x˜ + tj ) we see that xd/|zd | c12a and |x − z|−d  c2(a, b)2id . Hence∫
Ai(x˜+tj )
∣∣h(z)∣∣PH (x, z) dz c(α, d)
∫
Ai(x˜+tj )
∣∣h(z)∣∣( xd|zd |
)α/2
|x − y|−d dz
 c3(a, b)2id
∫
Ai(x˜+tj )
∣∣h(z)∣∣dz
 c3(a, b)Gi(x˜).
Summing over tj and i ,∫
T∩B(x˜)
∣∣h(z)∣∣PH (x, z) dz c4(a, b)Mh(x˜). (4.6)
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Hc = (T ∩B(x˜))∪ (T ∩B(x˜)c)∪ T c.
So if xd < γ and xd ∈ [−2−i0,−2−i0−1) for i0  1,
uh(x˜, xd)=
∫
h(z)PH
(
(x˜, xd), z
)
dz
=
∫
T∩B(x˜)
h(z)PH
(
(x˜, xd), z
)
dz+
∫
T∩B(x˜)c
h(z)PH
(
(x˜, xd), z
)
dz
+
∫
T c
h(z)PH
(
(x˜, xd), z
)
dz,
which implies∣∣uh(x˜, xd)∣∣ c4(a, b)Mh(x˜)+ 2ε‖h‖∞ (4.7)
by (4.4), (4.5), and (4.6).
Let η > 0. Choose β ′ ∈ (0, β) such that β ′p > 1. Let ε = η/‖f ‖∞, choose a, b large
so that (4.1) holds, and then set δ = η/(c4(a, b)(J + 1)(d−1)(1−(1/p))). Use Lemma 4.1 to
write f¯ = g¯+ h¯, where g¯ is continuous with support in B(0, J + 1), ‖h¯‖∞  2‖f ‖∞, and
‖h¯‖Λp,∞
β′
< δ. Let g and h be the restrictions to Hc of g¯ and h¯, respectively.
Let us denote for each function k defined on Hc:
Ωk(x˜)= ∣∣ lim sup
z∈Γx˜ , z→x˜
uk(z)− lim inf
z∈Γx˜ , z→x˜
uk(z)
∣∣.
Then Ωf (x˜)Ωg(x˜)+Ωh(x˜). Since g is continuous with compact support, it is easy to
see that Ωg(x˜)= 0 for each x˜ ∈ ∂H . We therefore have Ωf (x˜)Ωh+(x˜)+Ωh−(x˜).
Since |h+(x + t)− h+(x)| |h(x + t)− h(x)| and similarly with h+ replaced by h−,
looking at the positive and negative parts reduces the Λp,∞
β ′ norm of a function. Since h
+
is nonnegative, the Harnack inequality for nonnegative α-harmonic functions shows that
uh+(z) c5uh+(x˜, zd ) if z ∈ Γx˜ , and similarly with h+ replaced by h−. Therefore by (4.7),
uh+(x˜, xd) c6c4(a, b)Mh+(x˜)+ c7ε‖h+‖∞
if xd < γ , similarly with h+ replaced by h−, and therefore∣∣uh(x˜, xd)∣∣ c8c4(a, b)Mh(x˜)+ c9ε‖h‖∞,
if xd < γ . We conclude
Ωh(x˜) c10c4(a, b)Mh(x˜)+ c11ε‖h‖∞  c10c4(a, b)Mh(x˜)+ c11η.
Let ζ > 2c11η. Therefore,∣∣{x˜: Ωh(x˜) > ζ}∣∣ ∣∣∣∣
{
x˜: Mh(x˜) >
ζ
2c10c4(a, b)
}∣∣∣∣ 2c10c4(a, b)ζ ‖Mh‖1
 c12c4(a, b)
ζ
J (d−1)(1−(1/p))‖h‖Λp,∞
β′
 c12c4(a, b)J (d−1)(1−(1/p))δ  c12 η,
ζ ζ
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m
{
x˜: Ωf (x˜) > ζ
}
 c12
ζ
η.
Since η can be chosen arbitrarily small, we get Ωf  ζ almost everywhere. Now letting
ζ → 0, we have our result. ✷
We now prove Theorem 1.1.
Proof. Suppose that f is locally bounded, p0 > 11−α/2 , and βp > 1. Let M > 0. We
will show nontangential convergence for x˜ in B(0,M/2) ∩ ∂H . Since M is arbitrary,
the theorem will follow. Let ϕ ∈ C∞ be a cut-off function such that ϕ = 1 on B(0,M)
and 0 on B(0,2M)c. Since f is locally bounded, f ϕ is bounded and supported on
B(0,2M). Since ϕ is smooth, then f ϕ ∈ Λp,∞β (Hc), so by Proposition 4.2 the Fatou
theorem holds for this function. Let k(x) = f (x)(1 − ϕ(x)) ∈ Lp0(Rd) and note that
f = f ϕ + f (1 − ϕ) and hence uf (x˜, xd) = ufϕ(x˜, xd) + uk(x˜, xd). Thus it is enough
to show for x ∈ B(0,M/2) ∩ ∂H that
lim
z→x˜, z∈Γx˜
uk(z)= 0.
By writing k = k+ − k−, it is enough to consider the case where k  0. Using the Harnack
inequality for uk as above, it is enough to show uk(x˜, xd)→ 0 as xd → 0.
For x ∈ B(0,M/2)∩H we have
uk(x˜, xd)= c(α, d)
∫
B(0,M)c
(
xd
|zd |
)α/2 1
|x − z|d k(z) dz
 c(α, d)
( ∫
B(0,M)c
(
xd
|zd |
)αq0/2 1
|x − z|dq0 dz
)1/q0(∫
k(z)p0 dz
)1/p0
by Hölder’s inequality, where p−10 + q−10 = 1. Note αq0/2 < 1. Since |x − z|> |z|/2, for
z ∈Hc ∩B(0,M)c∫
B(0,M)c
(
xd
|zd |
)αq0/2 1
|x − z|dq0 dz 2
dq0
∫
{|z|>M, |zd |>M}
(
xd
|zd |
)αq0/2 1
|z|dq0 dz
+ 2dq0
∫
{|z|>M, |zd |M}
(
xd
|zd |
)αq0/2 1
|z|dq0 dz.
We have ∫
{z: |z|>M, |zd |M}
(
xd
|zd |
)αq0/2 1
|z|dq0 dz

0∫
−M
(
xd
|zd |
)αq0/2
dzd
∫
{|z˜|>M}
1
|z˜|dq0 dz˜, (4.8)
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{z: |z|>M, |zd |>M}
(
xd
|zd |
)αq0/2 1
|z|dq0 dz

∫
{z: |z|>M, |zd |>M}
(
xd
M
)αq0/2 1
|z|dq0 dz, (4.9)
and the right-hand side goes to 0 as xd → 0. Combining (4.8) and (4.9), uk(x˜, xd)→ 0 as
xd → 0. ✷
Remark. The Λp,∞β (Rd) norm of f is defined by (1.2), but in the proof of Theorem 1.1
we used only the fact that
sup
|t |>0
‖f (x + t)− f (x)‖p
|t|β
is finite and that f is locally bounded. It is not necessary that f be in Lp(Rd ) for p such
that βp > 1, and hence we do not require that p = p0.
5. Examples
It is easy to find nonnegativef ∈ Lp1 with p1 = 1/(1−α/2) such that
∫
PH((0˜,1), y)×
f (y) dy =∞. By the Harnack inequality for nonnegative α-harmonic functions, uf will
be identically infinite, and so no Fatou theorem can hold. Therefore it is essential that the
LP0 condition be in Theorem 1.1.
Next we look at the locally bounded condition. Let g(z)= log+(1/|zd |) for z ∈Hc and
let f be g multiplied by a smooth cut-off function that is 1 on B(0,M) for some M . It is
easy to check that f is in Lp for all p, so that uf is well defined. It is also easy to check,
using Proposition 2.1, that uf (x) tends to infinity as xd → 0 as long as x˜ is in the support
of f .
We now want to show that the condition βp > 1 is sharp, that is, that Theorem 1.2 holds.
Proof. Let L > 1 be a number to be chosen in a moment. Define hL(s) to be 1 if
s ∈ [−L6n+1,−L6n−1] for some integer n and hL(s) to be 0 if s ∈ [−L6n+4,−L6n+2]
for some integer n. Define hL to be linear on each interval (−L6n+2,−L6n+1) and
(−L6n+5,−L6n+4). Note that hL(L−3s)= 1 − hL(s) for s < 0. Define gL(x)= hL(xd),
where x = (x˜, xd). So we have
ugL
(
x˜,L−3xd
)= c(α, d)∫
Hc
(
L−3xd
|yd |
)α/2
gL(y)
|(x˜,L−3xd)− y|d dy
= c(α, d)
∫
Hc
(
xd
|yd |
)α/2 1− gL(y)
|x − y|d dy
= u1−gL(x)= 1− ugL(x).
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now choose L sufficiently large so that ugL(x˜,1)= ugL(0˜,1) > 12 . Then 1 − ugL(x˜,1) =
ugL(x˜,1), and we conclude that ugL(x˜,L−3n) diverges as n→∞.
Let f be equal to gLϕ, where ϕ is a smooth cut-off function that is equal to 1 on
B(0,M) and is supported in B(0,2M). Since f is bounded, we can argue as in the proof of
Theorem 1.1 that uf −ugL converges nontangentially for x˜ in ∂H ∩B(0,M/2). Therefore
uf diverges on this set. Define f on H by reflecting over ∂H . It remains to show that
f ∈ Λp,∞β (Rd) when β ∈ (0,1), p > 1, and βp = 1. Since f is bounded with compact
support, it suffices to show(∫ ∣∣f (x + t)− f (x)∣∣p dx)1/p  c1tβ .
Observe that{ |gL(x + t)− gL(x)| 2, if |xd | 4t,
|gL(x + t)− gL(x)| c2L−3n, if L3nt  |xd | L3n+3t, n 0.
Choose N0 < 0 so that L−3N0 > 2M . Since f has compact support, then∫ ∣∣f (x + t)− f (x)∣∣p dx
 c3
∫
|xd |4t
2p dxd + c3
∞∑
n=N0
L−3n+3t∫
L−3nt
∣∣hL(x + t)− hL(x)∣∣p dxd
 c4t + c5
∞∑
n=N0
(
c2L
−3n)pL3n(L3 − 1)t  c6t,
for some constant c6, since p > 1. (c6 depends on L and M .) Therefore(∫ ∣∣f (x + t)− f (x)∣∣p dx)1/p  c7t1/p = c7tβ .
This means f ∈Λp,∞β (Rd), and the proof is complete. ✷
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