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Abstract
In this paper we examine two well-known classes of matrices in linear complementarity
theory: semimonotone matrices and matrices possessing nonnegative principal minors. We
derive two sets of conditions under which the two classes are identical.
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1. Introduction and preliminaries
Given a real square matrix M of order n and a vector q ∈ Rn, the linear comple-
mentarity problem, denoted by LCP(q,M), is that of finding z,w ∈ Rn such that
w = Mz+ q, z  0, w  0, and zTw = 0.
The study of special properties of the data matrix M has historically been an
important part of LCP research. Decades of extensive work in this area have led to
the introduction of an array of matrix classes based on their unique properties in
connection with the problem. The two main types of matrices considered in this
paper are E0 and P0. The E0-matrix was first investigated in [3,6]. For studies
on the P0-case, see [4,5,10], for example. The definitions of these and other
relevant classes are listed below, where all matrices are taken to be square. (An
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introduction to this problem including the various matrix classes in LCP can be found
in [2,7].)
E0: A matrix M with the property that [0 /= x ∈ Rn+] ⇒ [xk > 0 and (Mx)k 
0 for some k]. This matrix is called semimonotone.
E: A matrix M with the property that [0 /= x ∈ Rn+] ⇒ [xk > 0 and (Mx)k >
0 for some k]. This matrix is called strictly semimonotone.
P (P0): A matrix whose principal minors are all positive (nonnegative).
P1: A P0-matrix with exactly one singular principal submatrix.
S: A matrix M for which there exists a positive vector x such that Mx > 0.
S0: A matrix M for which there exists a nonzero nonnegative x such that Mx  0.
Z: A matrix whose off-diagonal entries are all nonpositive.
K, K0, K1: The intersection of the classes P, P0, and P1, respectively, with Z. The
K-matrices are also called Minkowski matrices.
hidden Z (K): A hidden Z-matrix M is one for which there exist Z-matrices X
and Y such that MX = Y and rTX + sTY > 0 for some nonnegative vectors r and
s. The hidden K (or, hidden Minkowski) class is the intersection of P and hidden Z.
In addition, a line over a matrix class represents the property of completeness––a
matrix belongs to a particular complete class if and only if all its principal submatri-
ces belong to the same class as well.
Several important characterizations and properties of the above classes are given
below:
Property (1): The classes E and S are identical: E = S. Also, M ∈ S iff MT ∈ S [9].
Property (2): Suppose M ∈ Rn×n is a hidden Z-matrix. Then M ∈ P iff M ∈ S [8].
Property (3): Let M ∈ Rn×n be symmetric positive semidefinite. Then M has the
w-uniqueness property, i.e., for any given q, Mz1 = Mz2 whenever
z1 and z2 are two solutions of LCP(q,M) [2].
Property (4): Let M ∈ Rn×n. Then M has the w-uniqueness property if and only if
every vector whose sign is reversed by M belongs to the nullspace of
M [2]. That is,
[xi(Mx)i  0 ∀ i = 1, . . . , n] 	⇒ [Mx = 0].
Property (5): Let A ∈ Rn×n ∩ K0, n  2. If A is singular, then A is irreducible iff
A ∈ K1. (The “only if” direction is true regardless of the invertibility
of A [4]. The other direction was proved in [1].)
The next result contains several characterizations of the class E0 (see [2,3,6]).
Theorem 1. Let M ∈ Rn×n. The following statements are equivalent.
(i) M ∈ E0.
(ii) For every α ⊆ {1, . . . , n}, the system {Mααxα < 0, xα  0} has no solution.
(iii) M ∈ S0.
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The following list of characteristics of P0-matrices combines the results from [5]
(statements (i)–(iii)) and [10] (statement (iv)).
Theorem 2. Let M ∈ Rn×n. The following are equivalent.
(i) M is a P0-matrix.
(ii) For each vector 0 /= x ∈ Rn, there is an index k such that xk /= 0 and
xk(Mx)k  0.
(iii) All real eigenvalues of M and of its principal submatrices are nonnegative.
(iv) For each ε > 0,M + εI is a P-matrix.
Theorem 3 ([4]). The following statements hold for any A ∈ Rn×n ∩ Z.
(a) If there exists a vector x > 0 such that Ax  0, then A ∈ K0.
(b) If A ∈ K0 is nonsingular, then A ∈ K.
(c) Let A ∈ K0 be singular and irreducible. Then rank(A) = n− 1 and there exists
a vector y > 0 such that Ay = 0.
The fact that P0 is a subclass of E0 is implied by Theorem 2(ii), as noted in [3].
The class E0 of semimonotone matrices, on the other hand, contains members that
are not P0. An example is[
1 1
1 0
]
,
consisting of only nonnegative entries. As such it is semimonotone, but is clearly not
P0. It is therefore of interest (at least from a pure mathematical perspective) to ask:
Under what conditions are the two classes identical? In an effort to provide some
answers to this question, we derive and prove two different sets of such conditions,
one in each of the following two sections.
2. A generalized hidden Minkowski condition
Definition 4. The matrix M ∈ Rn×n is said to have Property (++) if there exists a
K0-matrix X with positive proper principal minors such that MX ∈ Z.
In [1] this property was defined and used to establish a sufficient condition for a
strictly semimonotone matrix to be a so-called “extended n-step matrix.”
Our first result asserts that if Property (++) holds for a semimonotone matrix, it
must have nonnegative principal minors.
Theorem 5. Let M ∈ Rn×n possess Property (++). Then the following two state-
ments are equivalent.
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(i) M ∈ P0.
(ii) M ∈ E0.
Proof. It suffices to prove statement (ii) implies statement (i). To this end, let X be
as given in Definition 4 and set Y = MX. The theorem is trivially true for n = 1, so
assume n  2.
Case (1): The matrix X is nonsingular. By Theorem 3(b) we know X ∈ K, so that
M is hidden Z. This means, for each ε > 0, (M + εI)X = MX + εX = Y + εX ∈
Z and so M + εI is hidden Z as well. As M is semimonotone, every M + εI is
strictly semimonotone. Then by Property (2) and Property (1), every such perturbed
matrix belongs to P, so that M belongs to P0, as was to be shown.
Case (2): The matrix X is singular. Note that in this situation X is K1. If M
does not belong to P0 then there exists a principal submatrix of M (of order greater
than one) with a negative eigenvalue. It was shown in [1] that the class of matrices
satisfying Property (++) is complete, and completeness holds for the class E0 as
well. Therefore we may assume without loss of generality that M (and therefore MT)
itself has a negative eigenvalue λ. Let u be an eigenvector for MT corresponding to
λ. Then, XTMTu = λXTu = Y Tu implies (Y T − λXT)u = 0. The singular matrix
A = Y T − λXT is of the type Z, and moreover, A is irreducible since X is irreduc-
ible by Property (5). Now, Theorem 3(c) guarantees the existence of a 0 < z ∈ Rn
satisfying Xz = 0, so that MXz = Yz = 0 and ATz = (Y − λX)z = 0. It follows
from Theorems 3(a) and 3(c) that A ∈ K0, has rank n− 1, and Ay = 0 for some
0 < y ∈ Rn. But we have Au = 0, from which we conclude that u = ky for some
nonzero real scalar k. Consequently with y being positive, either u < 0 or u > 0, and
each of these possibilities implies that M /∈ E0 by Theorem 1. 
Generally, Property (++) is not preserved under transposition; that is, the proper-
ty may be possessed by a matrix but not by its transpose. The reason is that the class
of matrices satisfying this property properly contains the class whose transpose is
hidden Minkowski (see [1]), and hidden Minkowski matrices are not transposition-
invariant (see [2]). However, the following corollary is true.
Corollary 6. Let M ∈ Rn×n be such that MT has Property (++). Then M ∈ P0 if
and only if M ∈ E0.
Proof. This assertion follows from the previous theorem because the classes P0 and
E0 are invariant under transposition. 
A class of matrices satisfying Property (++) is the class of hidden Minkowski
matrices. Thus we have (hidden K) ∩ E0 = (hidden K) ∩ P0. Another class for which
the property holds is Z, and this result is formally given below.
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2.1. Equivalence of E0 and P0 for Z-matrices
Theorem 7. Suppose M ∈ Rn×n ∩ Z. The following are equivalent.
(i) M ∈ P0.
(ii) M ∈ E0.
If, in addition, M is symmetric then either of the above conditions is equivalent to
the following statement.
(iii) There exists x ∈ Rn++ such that Mx  0.
Proof. It is evident that a Z-matrix has Property (++), so the first part follows from
Theorem 5.
Now suppose M is also symmetric. Statement (iii) ⇒ (i) by Theorem 3(a), ir-
respective of the symmetry of M . To show (i) ⇒ (iii), notice that the symmetric
P0-matrices are precisely the symmetric positive semidefinite matrices, so that M has
the w-uniqueness property according to Property (3). From Property (4) we know
that every vector whose sign is reversed by M belongs to the nullspace of M . In
particular, there does not exist y, z ∈ Rn+ such that MTz = Mz = −y /= 0. Conse-
quently Motzkin’s theorem of the alternative gives us a solution to the system {Mx 
0, x > 0}.
Alternatively, the first part can be proved without using Theorem 5, by contrapo-
sition as follows. Assume M does not belong to P0. Then Theorem 2(iii) says that
some principal submatrix ofM has a negative eigenvalue. The classes Z and E0 being
complete, it can be assumed with no loss of generality that M itself has an eigenvalue
λ < 0 with corresponding eigenvector u. Setting α = supp u, we get Mααuα = λuα .
Set β = {i ∈ α : ui < 0}. If β = ∅, then we have Mααuα < 0 and uα > 0, thereby
proving the non-semimonotonicity of M by virtue of Theorem 1(ii). If β /= ∅, then
by the fact that M ∈ Z we obtain this feasible system: Mββuβ > 0, uβ < 0. This
again shows that M /∈ E0 by the same theorem, whereupon we conclude that state-
ment (ii) ⇒ (i). 
The first portion of the theorem reveals that P0 ∩ Z = E0 ∩ Z, which is equal to
S0 ∩ Z by Theorem 1. This is analogous to the Minkowski case where P ∩ Z = S ∩ Z
(see [4]).
3. A completely hidden Z-property assumption
Our second set of conditions consists of a completely hidden Z-assumption on M
and an additional irreducibility requirement associated with each principal submatrix.
Theorem 8. Let M ∈ Rn×n be a completely hidden Z-matrix. Assume for each non-
empty principal submatrix Mαα, the following properties hold.
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(a) There exist Z-matrices X(α) and Y (α) of order |α| such that MααX(α) = Y (α).
(b) For some 2n-vector (r, s)  0, rTX(α)+ sTY (α) > 0.
(c) Either X(α) or Y (α) is irreducible.
Then the following statements are equivalent.
(i) M ∈ P0.
(ii) M ∈ E0.
Proof. It suffices to prove (ii)⇒ (i). Suppose M is semimonotone but M (and there-
fore MT) does not belong to P0. Then a principal submatrix of MT, say MTββ , has
a negative eigenvalue λ. Let v be an eigenvector for MTββ corresponding to λ. Then
X(β)TMTββv = λX(β)Tv = Y (β)Tv so that (Y (β)T − λX(β)T)v = 0. The matrices
A = Y (β)T − λX(β)T and AT are singular, irreducible and Z. So for some µ > 0,
µI − A and µI − AT are nonnegative and irreducible. Then the Perron–Frobenius
theorem (on nonnegative irreducible matrices) affirms the existence of a |β|-vector
y > 0 satisfying
(µI − A)y = ρ(µI − A)y, (1)
where the spectral radius ρ(µI − A) is a positive, simple eigenvalue of µI − A.
Likewise, there exists a |β|-vector y¯ > 0 such that
(µI − AT)y¯ = ρ(µI − AT)y¯. (2)
Since AT is singular, µ is an eigenvalue of µI − AT and hence, µ  ρ(µI −
AT). Suppose µ < ρ(µI − AT). Then we have from expression (2), ATy¯ < 0
where y¯ > 0. According to Ville’s theorem of the alternative then, the system
{Ax  0, 0 /= x  0} has no solution. However, by assumption (b) we know
A(sT, rT/(−λ))T = Y (β)Ts +X(β)Tr > 0 for some nonnegative vectors r and s.
Thus a contradiction is obtained from this erroneous supposition, so it must be
the case that µ = ρ(µI − AT) = ρ(µI − A) and (1) gives us (µI − A)y = µy.
Since (µI − A)v = µv where µ is a simple eigenvalue of µI − A, it means v =
ky for some nonzero k ∈ R. But y > 0 implies v < 0 or v > 0. In either case,
MTββ (and therefore M) does not satisfy the criterion 1(ii) of semimonotonicity,
thus proving the desired contrapositive. 
It is not immediately clear whether the conclusion of the preceding theorem is still
valid without the assumption of completeness or irreducibility. Proving a relaxed,
more general version of the theorem or constructing examples to show otherwise
ought to be interesting.
Oftentimes the added property of completeness to a class of matrices can be suffi-
ciently strong that it alters some inherent characteristic of the base class. For instance,
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while we know from Property (1) that S is invariant under transposition, the class S,
on the other hand, is not, as indicated by this S-matrix[
0 1
0 1
]
.
Since we are dealing with the subject of completely hidden Z-matrices in this sec-
tion, it is reasonable to wonder whether the transpose of a completely hidden Z
(or a completely hidden Minkowski) matrix has the same property. It turns out,
however, that this need not be the case. The following example illustrates this
point.
Example 9. Let
M =

 2 −3 −4−1 2 3
2 −2 5

 .
Taken from [2], the matrix M is known to be hidden Minkowski, but its transpose
is not hidden Z. For α = {1, 2}, Mαα is Z, and hence hidden Z. For β = {2, 3}, set
X(β) =
[
1 −2
0 1
]
and Y (β) =
[
2 −1
−2 9
]
.
For γ = {1, 3}, set
X(γ ) =
[
1 0
−2 1
]
and Y (γ ) =
[
10 −4
−8 5
]
.
Then both {Mββ , X(β), Y (β)} and {Mγγ , X(γ ), Y (γ )} satisfy the definition of
a hidden Z-matrix by setting r = s = e (vector of all ones) in that definition. This
shows M to be completely hidden Minkowski.
In spite of the example just given, the following statement is true.
Corollary 10. Let M ∈ Rn×n be such that MT is a completely hidden Z-matrix.
Assume also conditions (a)–(c) of Theorem 8 hold for MT. Then M ∈ P0 if and only
if M ∈ E0.
Proof. The conclusion follows from Theorem 8 and the transposition invariance of
the classes P0 and E0. 
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