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Abstract
We consider a nonparametric estimation problem for the Le´vy measure of time-inhomogeneous
process with independent increments. We derive the functional asymptotic normality and efficiency, in an
`∞-space, of generalized Nelson–Aalen estimators. Also we propose some asymptotically distribution free
tests for time-homogeneity of the Le´vy measure. Our result is a fruit of the empirical process theory and
the martingale theory.
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1. Introduction
The importance of processes with independent increments in stochastic modelling has been
well recognized. Indeed, they include Le´vy processes and compound Poisson processes, which
are nowadays known to be very useful in mathematical finance, as its special cases. Many
researchers have investigated parametric statistical inference problems for Le´vy processes in
various situations. However, only a few papers have undertaken nonparametric approaches.
Rubin and Tucker [12] constructed consistent estimators. Our work should be compared with
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Basawa and Brockwell [3] who considered time-homogeneous non-decreasing Le´vy processes.
They proposed three estimators for weighted cumulative Le´vy measure u  
∫
(ε,u](z
2/(1 +
z2))α(dz) on [ε,∞), and proved the functional asymptotic normality in D[ε,∞) for one of
them, avoiding the discussion on jumps with sizes smaller than ε. For the rest two estimators they
derived some functional asymptotic normality in D[0,∞) by putting ε = 0, but the limits were
still some sequences of stochastic processes. To our best knowledge this problem is still open.
We aim to fill this gap in the literature by applying a new theory of weak convergence established
recently by Nishiyama [9,11]. The last paper which we should mention is [6], but their approach
is essentially different from ours because it is based on discrete observation. Although we agree
that discrete observation is more realistic, they have not yet obtained any functional asymptotic
distribution theory.
Let t  Z t be a one-dimensional time-inhomogeneous process with independent increments,
starting at Z0, with the Le´vy measure
L(dt, dz) = dtα(t, dz).
Here, notice that
∫
R α(t, dz) and
∫
R |z|α(t, dz) are finite or infinite, and that
∫
R(z
2∧1)α(t, dz) <
∞. Introducing a non-negative bounded measurable function w on R, we aim to estimate
A(t, u) =
∫
[0,t]×R
w(z)1(−∞,u](z)dsα(s, dz), (t, u) ∈ [0, 1] × R.
Actually, we will consider a more general situation where the indicator functions 1(−∞,u](z) are
replaced by ξ(z) from a class Ξ of functions on R.
If Z is a compound Poisson process, then the weight function should be w ≡ 1. However, in
our general setting the weight function given by
w(z) = z2 ∧ 1 or z
2
1+ z2
is the most natural one. If we know that
∫
R(|z| ∧ 1)α(t, dz) < ∞ in advance, then the weight
function should be w(z) = |z| ∧ 1.
Since it is not realistic to compute infinitely many sums, for the construction of the estimators
and test statistics we will use the truncated weight function wn defined by
wn(z) = w(z)1R\[−cn ,cn ](z)
for a given sequence of non-negative constants cn → 0 as n → ∞. (In the compound Poisson
process case, we can set cn = 0 for all n ∈ N.) We emphasize that we do need the continuous
observation of t  Z t but we do not use the jumps such that |∆Z t | ≤ cn in the construction
of our estimators and test statistics. We will prove the functional asymptotic normality and
efficiency of proposed estimators for (t, u)  A(t, u), in `∞([0, 1] × R). Here, we denote
by `∞(T ) the space of bounded functions defined on a set T , and equip it with the supremum
norm ‖ · ‖∞.
The second topic considered in this paper is a nonparametric change point problem for
Le´vy measure. We wish to test the null hypothesis that the Le´vy measure is time-homogeneous
versus the alternative that there exists t0 > 0 such that α(t, dz) = α0(dz) for t ≤ t0 and
α(t, dz) = α1(dz) for t > t0, where α0 6= α1. The corresponding results for the I.I.D. case can
be found in [4, Section 2.6], and some authors have considered times series models. However,
although Lee et al. [7] considered a parametric model of diffusion processes, there are few papers
Y. Nishiyama / Stochastic Processes and their Applications 118 (2008) 1043–1055 1045
on nonparametric change point tests for continuous time stochastic processes. Our work seems
to be new even for the compound Poisson processes.
The organization of this paper is as follows. In Section 2, we consider the general case of
time-inhomogeneous processes with independent increments. The proposed estimator is a kind
of Nelson–Aalen’s estimator; see [1]. We extend the estimator for multivariate point processes
studied by Nishiyama [8,10] to the case where the process may have infinitely many jumps (but
we compute finite sums only!). We show the asymptotic normality and efficiency of proposed
estimators. In Section 3, we consider the change point problem for (possibly) time-homogeneous
processes with independent increments. We obtain some asymptotically distribution free tests
under the null hypothesis. Also, we derive their asymptotic behavior under the alternatives. In
the Appendix we state the result by Nishiyama [9,11] which is needed in the present work.
2. Estimation: Asymptotic normality and efficiency
Let a stochastic basis (Ω ,F,F = (Ft )t∈[0,1], P) be given. For every k = 1, . . . , n, let t  Z kt
be a one-dimensional time-inhomogeneous Le´vy process, starting at Z k0 , with the Le´vy measure
L(dt, dz) = dtα(t, dz).
We assume that we can observe the process t  Z kt only on a random time interval [σ k, τ k] ⊂
[0, 1], where σ k and τ k are stopping times. A typical example is that Z k0 > 0, σ k = 0 and
τ k = inf{t ≥ 0 : Z kt ≤ 0} ∧ 1. We can also consider the right censored case σ k = 0 and
τ k = inf{t ≥ 0 : Z kt ≤ 0} ∧ Ck ∧ 1 where Ck is a stopping time which represents the censoring.
However, our setting is more general; actually what we assume is just the condition (6) below.
See also a remark after Theorem 1.
We introduce the integer-valued random measure N k given by
N k(ω; dt, dz) =
∑
s∈(σ k (ω),τ k (ω)]
1{∆Zks (ω)6=0}ε(s,∆Zks (ω))(dt, dz)
where εa denotes the Dirac measure at point a. Then, the predictable compensator of N k is given
by
1]]σ k ,τ k ]](ω, t)dtα(t, dz),
where ]]σ, τ ]] = {(ω, t) : t ∈ [0,∞), σ (ω) < t ≤ τ(ω)}. Summing up with respect to k, we
have the integer-valued random measure
µn(ω; dt, dz) =
n∑
k=1
N k(ω; dt, dz). (1)
To be an integer-valued random measure, it has to hold that µn({t} × R) ≤ 1, so we assume
that Z k’s are independent. (See Section II.1b of [5] for the theory of integer-valued random
measures.) The predictable compensator of µn is given by
νn(ω; dt, dz) = Y nt (ω)dtα(t, dz) (2)
where
Y nt (ω) =
n∑
k=1
1]]σ k ,τ k ]](ω, t).
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We consider the estimation problem for α by using a kind of Nelson–Aalen estimator. A
difference between [1,8,10] and the present work is that we assume α(t,R) may not be finite.
Hence in our case, infinitely many jumps may occur. We analyze this problem via the martingale
central limit theory of Nishiyama [11].
Let a countable classΨ of measurable functions on [0, 1]×R be given. Assume that |ψ | ≤ ψ¯
for every ψ ∈ Ψ holds for a measurable function ψ¯ on [0, 1] × R, which is called an envelope
function for Ψ , such that∫
[0,1]×R
ψ¯(t, z) ∨ ψ¯(t, z)2dtα(t, dz) <∞.
We actually estimate the functional
(t, ψ) A(t, ψ) =
∫
[0,t]×R
ψ(s, z)dsα(s, dz), (t, ψ) ∈ [0, 1] ×Ψ .
The reason why the class Ψ is assumed to be countable is that our current situation corresponds
to the Case B in [11]. However, in many cases we may assume that Ψ is countable without loss
of generality; see a remark below.
We denote by N[ ](Ψ , ‖ · ‖L2(α); ε) the bracketing number with respect to the semi-norm
‖ψ‖L2(α) =
√∫
[0,1]×R
|ψ(t, z)|2dtα(t, dz).
(That is, N (ε) = N[ ](Ψ , ‖·‖L2(α); ε) is the smallest integer N (ε) such that there exist N (ε) pairs
(ψkl , ψ
k
u ), k = 1, . . . , N (ε) of elements of L2(α) such that, for every ψ ∈ Ψ , ψkl ≤ ψ ≤ ψku
holds for some k and that ‖ψkl − ψku‖L2(α) ≤ ε for every k.) We will assume the bracketing
entropy condition:∫ 1
0
√
log N[ ](Ψ , ‖ · ‖L2(α); ε)dε <∞. (3)
Here, let us discuss the choice of the class Ψ . Introducing a weight function w on [0, 1] × R
such that∫
[0,1]×R
|w(t, z)| ∨ w(t, z)2dtα(t, dz) <∞, (4)
we consider some classes like
Ψ = {wn(t, z)1(−∞,u](z) : u ∈ R} or {wn(t, z)1(v,u](z) : −∞ < v ≤ u <∞}, (5)
etc., where wn(t, z) = w(t, z)1R\[−cn ,cn ](z) with {cn} being an appropriate sequence of non-
negative constants such that cn → 0. Then, the condition (3) is satisfied, because we have
N[ ](Ψ , ‖ · ‖L2(α); ε) ≤ K ε−1 for some constant K > 0.
Coming back to the general setting of the class Ψ , we propose a kind of Nelson–Aalen
estimators Ân given by
(t, ψ) Ân(t, ψ) =
∫
[0,t]×R
ψ(s, z)1R\[−cn ,cn ](z)Y
n−
s µ
n(ds, dz),
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where
Y n−s =
{
1/Y ns , if Y
n
s ≥ 1,
0, otherwise.
Remark. If the classΨ is given by (5), then the process (t, u) Ân(t, u)−A(t, u) is separable.
Hence, we may assume that u’s are countable (e.g. rational numbers) without loss of generality.
The following is the main result of this section.
Theorem 1. Suppose that the bracketing entropy condition (3) is satisfied. Suppose also that
there exists a measurable function y(t) on [0, 1], which is bounded and bounded away from zero,
such that
sup
t∈[0,1]
|nY n−t − 1/y(t)| −→ 0 in probability, as n →∞. (6)
Suppose also that
√
n
∫
[0,t]×R
ψ¯(s, z)1[−cn ,cn ](z)dsα(s, dz)→ 0 as n →∞. (7)
Then, it holds that
√
n( Ân − A) converges weakly in `∞([0, 1] × Ψ), as n → ∞, to the
zero-mean Gaussian process G with the covariance
E(G(t, ψ)G(t ′, ψ ′)) =
∫
[0,t∧t ′]×R
ψ(s, z)ψ ′(s, z)
y(s)
dsα(s, dz).
Furthermore, almost all paths of the process (t, ψ)  G(t, ψ) are continuous with respect to
the pseudo-metric ρ given by ρ((t, ψ), (t ′, ψ ′)) = |t − t ′| ∨ ‖ψ − ψ ′‖L2(α).
Remark. The assumption (6) has been a standard in the context of survival analysis; see (8.4.1)
of [2]. See also (4.1.3) of [10].
Remark. Our framework includes the case where the process t  Z t is observed on [0, T ], and
the Le´vy measure L is periodic, that is,
L(dt, dz) =
∞∑
k=1
1(k−1,k](t)dtα(t − k + 1, dz).
The above objects should be read as Z k0 = Zk−1 and (σ k, τ k] = (0, 1] for k = 1, . . . , [T ], and
(σ [T ]+1, τ [T ]+1] = (0, T − [T ]]. Then the assumption (6) is satisfied with y(t) ≡ 1 as T →∞.
Proof. Let us introduce the approximation A˜n of A, given by
A˜n(t, ψ) =
∫
[0,t]×R
ψ(s, z)1R\[−cn ,cn ](z)I
n
s dsα(s, dz),
where I ns = 1{Y ns ≥1}. The assumption (6) implies that for every ε > 0 there exists n0 ∈ N such
that
P(Y ns Y
n−
s = 1 for all s ∈ [0, 1]) ≥ 1− ε, ∀n ≥ n0.
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Recalling also (7), we have that supt,ψ
√
n| A˜n(t, ψ) − A(t, ψ)| → 0 in probability. Thus it is
enough to analyze
√
n( Ân − A˜n).
Here, notice that Xn,ψt :=
√
n( Ân(t, ψ)− A˜n(t, ψ)) = W n,ψ ∗ (µn − νn)t where
W n,ψ (·, s, z) = √nψ(s, z)1R\[−cn ,cn ](z)Y n−s .
HereW ∗(µ−ν) denotes the stochastic integral (see Section II.1 of [5]). We will apply Corollary
2.7 of [11], with the help of Section 3 (especially, Theorem 3.4) of [9]. For every ψ,ψ ′ ∈ Ψ ,
since
〈Xn,ψ , Xn,ψ ′〉t = (W n,ψW n,ψ ′) ∗ νnt
= n
∫
[0,t]×R
ψ(s, z)ψ ′(s, z)|Y n−s |2Y ns dsα(s, dz)
=
∫
[0,t]×R
ψ(s, z)ψ ′(s, z)nY n−s dsα(s, dz)
→
∫
[0,t]×R
ψ(s, z)ψ ′(s, z)
y(s)
dsα(s, dz) in probability as n →∞,
the condition [C2] in Section 3 of [9] holds. The condition [L2] also follows from a similar
computation, noting the existence of the envelope function ψ¯ .
It remains to prove that there exists a decreasing series of finite partitions (DFP), which
asymptotically separates Ψ , for which [PE] holds. Since y(t) is bounded away from zero, the
bracketing entropy condition (3) implies that there exist N (ε) pairs (ψku , ψ
k
l ), k = 1, . . . , N (ε)
in L2(α) which cover Ψ . Introduce a DPF Π of Ψ induced from these brackets, that is,
Π (ε) = {Ψ(ε; k) : 1 ≤ k ≤ N (ε)} is given by Ψ(ε; k) = {ψ ∈ Ψ : ψε,kl ≤ ψ ≤ ψε,ku }
with modification to make the partition disjoint. It is clear that this DFP asymptotically separates
Ψ (see the Appendix). A similar computation as above yields that
|√n(ψε,kl − ψε,ku )|2 ∗ νn1 ≤ ε2 sup
s∈[0,t]
|nY n−s |.
So by assumption (6) we obtain [PE].
As for the continuity of the limit, we first have the claim with respect to the pseudo-metric dG
given by
dG((t, ψ), (t
′, ψ ′)) =
√
E |G(t, ψ)− G(t ′, ψ ′)|2.
The pseudo-metric ρ is equivalent to dG because y(s) is bounded, thus the assertions follow.

We finish this section with a brief discussion on the asymptotic efficiency of the proposed
estimator, following the general theory developed in Chapter 3.11 of [13]. The approach is very
similar to that in Section 4.1.2 of [10], so we only state the outline.
Denote
L p = L p([0, 1] × R,B([0, 1])⊗ B(R), 1
y(t)
dtα(t, dz)), ∀p ≥ 1.
We set H = L2 and H = L1 ∩ L∞. Consider a family Pn = {Pnh : h ∈ H} of probability
measures on (Ω ,F) indexed by H given as follows: under the probability measure Pnh , the Le´vy
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measure of Z k’s is given by
dtαnh (t, dz) =
(
1+ h(t, z)
2
√
ny(t)
)2
dtα(t, dz).
Define µn by (1) and νn,h by its compensator under Pnh , that is, (2) with α replaced by α
n
h . Since
H = L1 ∩ L∞ ⊂ L2, if the filtration F = (Ft )t∈[0,1] is self-exciting, the log-likelihood ratio is
given by
log
dPnh |F1
dPn0 |F1
=
(
log
∣∣∣∣1+ h2√ny
∣∣∣∣2
)
∗ µn1 −
(∣∣∣∣1+ h2√ny
∣∣∣∣2 − 1
)
∗ νn,01
(see, e.g., Theorem III.5.19 of [5]). So by the same way as in Proposition 4.1.3 of [10] we can
show that this model is locally asymptotically normal.
Next we define the sequence of unknown parameter An : H → `∞([0, 1] ×Ψ) by
An(h)(t, ψ) =
∫
[0,t]×R
ψ(s, z)dsαnh (s, dz).
It is easy to see that this sequence An is differentiable with rate
√
n and that its derivative
A˙ : H → `∞([0, 1] ×Ψ) is given by
A˙(h)(t, ψ) = 〈 ft,ψ , h〉H, where ft,ψ (s, z) = 1[0,t](s)ψ(s, z).
That is, we have
√
n‖An(h)− An(0)− A˙(h)‖∞ → 0 ∀h ∈ H.
Finally, under this contiguous alternatives, we can show that the estimator Ân is regular in
the same way as in Proposition 4.1.4 of [10]. Also, the limit appearing in Theorem 1 achieves
the bound of asymptotic efficiency in `∞([0, 1] × Ψ). So we can conclude that our estimator
is asymptotically efficient in the sense of the convolution theorem (Theorem 3.11.2 of [13]).
The asymptotic efficiency in the sense of the asymptotic minimax theorem also holds for a
certain choice of loss function. That is, for any bounded continuous subconvex loss function
` : `∞([0, 1] ×Ψ)→ [0,∞), it holds that
sup
I⊂H
lim sup
n→∞
sup
h∈I
Enh`
(√
n( Ân − An(h))) = E`(G),
and that, for any estimator T n ,
sup
I⊂H
lim inf
n→∞ suph∈I
Enh`
(√
n(T n − An(h))) ≥ E`(G),
where the supremum with respect to I ⊂ H is taken over all finite subsets. See Theorem 3.11.5
of [13].
3. Testing time-homogeneity
Let a stochastic basis (Ω ,F,F = (Ft )t∈[0,∞), P) be given. Our starting point is the time-
inhomogeneous case, that is, the Le´vy measure L of the Le´vy process t  Z t is given by
L(dt, dz) = dtα(t, dz).
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We assume that the process Z is observable on [0, T ], and consider the asymptotics T →∞.
We wish to test
H0: the Le´vy measure is time-homogeneous, that is, α(t, dz) = α0(dz), v.s.,
H1: there exists θ0 ∈ (0, 1) such that
α(t, dz) =
{
α0(dz) for t ∈ [0, θ0T ],
α1(dz) for t ∈ (θ0T, T ],
where α0 6= α1.
Let us consider the class Ψ = [0, 1] × Ξ , where Ξ is a class of measurable function on R
with an envelope function ξ¯ such that∫
R
|ξ¯ (z)| ∨ |ξ¯ (z)|2α0(dz).
We define the semi-norm ‖ · ‖L2(α0) by
‖ξ‖L2(α0) =
√∫
R
|ξ(z)|2α0(dz).
We will discuss the choice of Ξ later.
We put
AT (θ, ξ) = 1
T
∫
[0,T ]×R
kθ (tT
−1)ξ(z)dtα(t, dz), θ ∈ [0, 1], ξ ∈ Ξ ,
where
kθ (t) = (1− θ)1[0,θ ](t)− θ1(θ,1](t).
Our idea comes from the fact that, under H0, it holds that AT (θ, ξ) = 0 for all (θ, ξ) ∈ [0, 1]×Ξ ;
this is the essence of the results in this section. Under either H0 or H1, a natural estimator for AT
is
ÂT (θ, ξ) = 1
T
∫
[0,T ]×R
1R\[−cT ,cT ](z)kθ (tT
−1)ξ(z)µ(dt, dz),
where
µ(·; dt, dz) =
∑
s
1{∆Zs (·)6=0}ε(s,∆Zs (·))(dt, dz),
and where {cT } is a sequence of non-negative constants such that cT → 0.
Theorem 2. Assume H0. Suppose that∫ 1
0
√
log N[ ](Ξ , ‖ · ‖L2(α0), ε)dε <∞. (8)
Let {cT } be any sequence of non-negative constants such that cT → 0. Then, it holds that
√
T ÂT
converges weakly in `∞([0, 1] × Ξ ) to the zero-mean Gaussian process (θ, ξ)  G(θ, ξ) with
the covariance
EG(θ, ξ)G(θ ′, ξ ′) = (θ ∧ θ ′ − θθ ′)
∫
R
ξ(z)ξ ′(z)α0(dz).
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Proof. Again, we use Corollary 2.7 of [11]. We define
A˜T (θ, ξ) = 1
T
∫
[0,T ]×R
1R\[−cT ,cT ](z)kθ (tT
−1)ξ(z)dtα(t, dz).
Then, under H0, we have not only AT = 0 but also A˜T = 0. Next observe that√
T ( ÂT (θ, ξ)− A˜T (θ, ξ)) = W T,θ,ξ ∗ (µ− ν)T ,
where
W T,θ,ξ (t, z) = 1√
T
1R\[−cT ,cT ](z)kθ (tT
−1)ξ(z)
and ν(dt, dz) = dtα0(dz). Since
(W T,θ,ξW T,θ
′,ξ ′) ∗ νT = 1T
∫
[0,T ]×R
1R\[−cT ,cT ](z)kθ (tT
−1)
× ξ(z)kθ ′(tT−1)ξ ′(z)dtα0(dz)
=
∫
[0,1]
kθ (s)kθ ′(s)ds
∫
R
1R\[−cT ,cT ](z)ξ(z)ξ
′(z)α0(dz)
→ (θ ∧ θ ′ − θθ ′)
∫
R
ξ(z)ξ ′(z)α0(dz) as T →∞,
we have the condition [C2] of [9]. His conditions [L2] and [PE] can be also easily checked. 
Based on this weak convergence result, by the continuous mapping theorem, we can derive
the asymptotic behavior of the test statistics
sup
(θ,ξ)∈[0,1]×Ξ
|√T ÂT (θ, ξ)|. (9)
We can choose any class Ξ which satisfies (8). The most elementary examples are as follows.
Corollary 3. Choose w as in (4). Set
Ξ1 = {w(z)1(−∞,u](z) : u ∈ R},
Ξ2 = {w(z)1(v,u](z) : −∞ < v ≤ u <∞},
and define
ŜTi =
sup
(θ,ξ)∈[0,1]×Ξi
|√T ÂT (θ, ξ)|√
4 ÂT (1/2, w2)
, i = 1, 2.
Assume H0, and suppose that u  
∫
(−∞,u] |w(z)|2α0(dz) is continuous and that∫
R |w(z)|2α0(dz) > 0. Then, ŜTi converges weakly in R to Si , where
S1 = sup
t,s∈[0,1]
|B◦t Bs |,
S2 = sup
t,s,s′∈[0,1]
|B◦t (Bs − Bs′)|,
and where t  B◦t is a standard Brownian bridge and t  Bt is a standard Brownian motion,
which are independent.
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Obviously, we can use more general classes Ξ like
Ξ2p = {w(z)1(v1,u1]∪···∪(vp,u p](z) : −∞ < v1 ≤ u1 ≤ · · · ≤ vp ≤ u p <∞}
and
Ξ±2p = {w(z)(1(v1,u1]∪···∪(vp,u p](z)− 1R\(v1,u1]∪···∪(vp,u p](z)) :
−∞ < v1 ≤ u1 ≤ · · · ≤ vp ≤ u p <∞},
where p is a positive integer. The corresponding limits, namely S2p and S
±
2p, are still distribution
free.
Next, let us consider the asymptotic behavior of the test statistics under the alternative H1.
Theorem 4. Assume H1. Suppose that∫ 1
0
√
log N[ ](Ξ , ‖ · ‖L2(α0), ε)dε +
∫ 1
0
√
log N[ ](Ξ , ‖ · ‖L2(α1), ε)dε <∞.
Let {cT } be a sequence of non-negative constants such that
√
T
∫
R
ξ¯ (z)1[−cT ,cT ](z)(α0(dz)+ α1(dz))→ 0 as T →∞.
Then, it holds that
√
T ( ÂT − A∗) converges weakly in `∞([0, 1] ×Ξ ) to a zero-mean Gaussian
process G∗, where
A∗(θ, ξ) =

θ(1− θ0)
∫
R
ξ(z)(α0(dz)− α1(dz)), θ ∈ [0, θ0],
(1− θ)θ0
∫
R
ξ(z)(α0(dz)− α1(dz)), θ ∈ (θ0, 1],
and the covariance of G∗ is given by
EG∗(θ, ξ)G∗(θ ′, ξ ′)
=

(θ ∧ θ ′ − θθ ′)
∫
R
ξ(z)ξ ′(z)α0(dz)
+ θθ ′(1− θ0)
∫
R
ξ(z)ξ ′(z)(α1(dz)− α0(dz)), θ, θ ′ ∈ [0, θ0],
(θ ∧ θ ′ − θθ ′)
∫
R
ξ(z)ξ ′(z)((1− θ0)α0(dz)+ θ0α1(dz)), θ ∈ [0, θ0], θ ′ ∈ [θ0, 1],
(θ ∧ θ ′ − θθ ′)
∫
R
ξ(z)ξ ′(z)α1(dz)
+ (1− θ)(1− θ ′)θ0
∫
R
ξ(z)ξ ′(z)(α0(dz)− α1(dz)), θ, θ ′ ∈ [θ0, 1].
Proof. The proof is similar to that for Theorem 2, so it is omitted. 
Notice that the above theorem formally includes the case of the null hypothesis H0; that is,
the assumption α0 6= α1 is not essential. In general, we have
√
T ÂT ≈ √T A∗ + G∗ for large T .
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When α0 = α1, the deterministic process A∗ is identically zero, and the Gaussian part becomes
G∗ = G where G is from Theorem 2. When α0 6= α1, the value |A∗(θ, ξ)| becomes strictly
positive. So our test statistics (9) is consistent.
We mention that the alternative H1 can be generalized into the following form:
H ′1: α(t, dz) depends on t , that is, there exists t0 such that α(t, dz) 6= α(s, dz) for t ≤ t0 < s.
Under this alternative H ′1, the Le´vy measure α may have plural change points, and such a case
is more interesting in applications. However, the covariance structure of the limit process under
the alternative becomes complicated.
The power of the test depends on the choice of Ξ , which is important in practice. For the sake
of explanation, we shall consider the integrable case α(t, dz) = λ(t)F(t, dz) where λ(t) < ∞
and F(t,R) = 1. When we treat the model
α(t, dz) = λ(t)F(dz),
where F does not depend on t , the one element class Ξ = {1R(z)} is trivially enough. On the
other hand, when the model is
α(t, dz) = λF(t, dz),
where λ does not depend on t , the choice of the class Ξ is serious; if F(t, dz) and F(s, dz), where
t ≤ t0 < s, are different in a complex way, then the classΞ2p orΞ±2p with a big integer p becomes
powerful. The selection of p depends on the complexity of the model which is considered.
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Appendix
We state here a result, which is needed in the present paper, based on [9–11].
Definition 5. Let (X ,A, λ) be a σ -finite measure space. For a given mapping Z : X → R∪{∞},
we denote by [Z ]A,λ any A-measurable function U : X → R ∪ {∞} such that: (i) U ≥ Z holds
identically; (ii) U˜ ≥ U holds λ almost everywhere, for everyA-measurable function U˜ such that
U˜ ≥ Z holds λ almost everywhere.
The existence of such a random variable [Z ]A,λ and its uniqueness up to a λ-negligible set
follow from Lemma 1.2.1 of [13].
Definition 6. Let Ψ be an arbitrary set. Π = {Π (ε)}ε∈(0,∆Π ], where ∆Π ∈ (0,∞) ∩ Q, is
called a decreasing series of finite partitions (abb. DFP) of Ψ if it satisfies the following (i),
(ii) and (iii): (i) each Π (ε) = {Ψ(ε; k) : 1 ≤ k ≤ NΠ (ε)} is a finite partition of Ψ , that is,
Ψ = ⋃NΠ (ε)k=1 Ψ(ε; k); (ii) NΠ (∆Π ) = 1 and limε↓0 NΠ (ε) = ∞; (iii) NΠ (ε) ≥ NΠ (ε′)
whenever ε ≤ ε′.
Definition 7. We say a DFP Π = {Π (ε)}ε∈(0,∆Π ] of Ψ asymptotically separates Ψ if for any
finite subset F ⊂ Ψ , there exists εF such that for every ε ∈ (0, εF ] each partitioning set Ψ(ε; k)
of the partition Π (ε) contains at most one point of F .
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This is not a strong requirement. In fact, consider the case where Ψ is totally bounded with
respect to a metric ρ. When each Π (ε) is a partition generated by ε-balls which cover Ψ , then
Π = {Π (ε)}ε∈(0,∆Π ] asymptotically separates Ψ .
Let us now turn to the context of integer-valued random measure. Let (E, E) be a Blackwell
space. Let µ be an integer-valued random measure on R+ × E defined on a stochastic basis
B = (Ω ,F,F = (Ft )t∈R+ , P), and ν a “good” version of the predictable compensator of µ. Let
τ be a fixed time. We put Ω˜ = Ω ×R+ × E and P˜ = P ⊗ E where P is the predictable σ -field.
LetW = {Wψ : ψ ∈ Ψ} be a family of predictable functions on Ω˜ indexed by Ψ . We introduce
the Dole´ans measure M Pν on (Ω˜ , P˜), which is P˜-σ -finite, given by
M Pν (dω, dt, dz) = P(dω)ν(ω; dt, dz).
(See Section II.1 of [5] for the theory of random measures.)
Let us recall the definitions of the predictable envelope W and the quadratic Π -modulus
‖W‖Π given by [9,10]).
Definition 8. The predictable envelope W ofW = {Wψ : ψ ∈ Ψ} is defined by
W =
[
sup
ψ∈Ψ
|Wψ |
]
P˜,M Pν
.
For a given DFPΠ ofΨ , the quadraticΠ -modulus ‖W‖Π ofW = {Wψ : ψ ∈ Ψ} is defined
as the R+ ∪ {∞}-valued predictable process t  ‖W‖Π ,t given by
‖W‖Π ,t = sup
ε∈(0,∆Π ]∩Q
max
1≤k≤NΠ (ε)
√|∆W (Ψ(ε; k))|2 ∗ νt
ε
∀t ∈ R+,
where
∆W (Ψ ′) =
[
sup
ψ,ψ ′∈Ψ ′
|Wψ −Wψ ′ |
]
P˜,M Pν
∀Ψ ′ ⊂ Ψ .
We will consider the following situation:
Case B in [11]: The process t  (W 2 ∧ W ) ∗ νt is locally integrable, Ψ is countable, and Π
is a DFP which asymptotically separates Ψ .
Based on these preparations, we have the following claim.
Theorem 9 (Corollary 2.7 of [11]). Let (E, E) and Ψ be as that given above. For every n ∈ N,
let a stochastic basis Bn and the above objects µn, νn and Wn = {W n,ψ : ψ ∈ Ψ} on Bn be
given. Consider the above Case B. Suppose the following conditions:
[PE] there exists a DFP Π of Ψ such that
‖Wn‖Π ,τ = OPn (1) and
∫ ∆Π
0
HΠ (ε)dε <∞;
[L2] |W n|21{W n>ε} ∗ νnτ
Pn−→ 0 for every ε > 0;
[C2] 〈Xn,ψ , Xn,ψ ′〉t P
n−→ C (ψ,ψ ′)t for every t ∈ [0, τ ] and (ψ,ψ ′) ∈ Ψ2, where the family
{C (ψ,ψ ′)t : t ∈ [0, τ ], (ψ,ψ ′) ∈ Ψ2} of constants satisfies that
t  C (ψ,ψ
′)
t is continuous for every (ψ,ψ
′) ∈ Ψ2.
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Then, the stochastic process (t, ψ) Xn,ψt defined by
Xn,ψt = W n,ψ ∗ (µn − νn)t
converges weakly in `∞([0, τ ] × Ψ) to a zero-mean Gaussian process (t, ψ)  G(t, ψ) with
the covariance EG(t, ψ)G(t ′, ψ ′) = C (ψ,ψ ′)t∧t ′ . Moreover, almost all paths of the limit process are
uniformly ρ-continuous where
ρ((t, ψ), (t ′, ψ ′)) =
√
C (ψ,ψ)t + C (ψ
′,ψ ′)
t ′ − 2C (ψ,ψ
′)
t∧t ′ .
Remark. It is possible to replace the fixed time τ by a stopping time τ n . In this case, the
convergence should be considered not in `∞([0, τ ] ×Ψ) but in `∞(Ψ).
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