We extend the representation theory of the q-analogue of the alternating group to the Hecke algebra of type B n . We show that the Hecke algebra of type B n has a Z 2 -graded Clifford system. Using this result, we introduce a new subalgebra in the Hecke algebra of type B n . This subalgebra is an extension of the q-analogue of the alternating group. The branching rule for the Hecke algebra of type B n is given by making use of the generalized Clifford theory.
Introduction
In our previous paper [10] , we defined the q-analogue of the alternating group. In that paper, we introduced the new generators in the Hecke algebra of type A n−1 and constructed the subalgebra which is regarded as the q-analogue of the alternating group. The branching rule for the restriction of the irreducible representation of the Hecke algebra of type A n−1 to the q-analogue of the alternating group was also given.
In this paper, we establish the similar theory for the Hecke algebra of type B n . In order to get the branching rule for the Hecke algebra of type B n , we use the generalized Clifford theory. We introduce the new generators of the Hecke algebra of type B n in the similar way to the previous paper as follows:
where a i (i = 1, 2, . . ., n) are the basic generators of the Hecke algebra of type B n . These new generators preserve the parity of length of each expression of the element of the Hecke algebra (Proposition 3.2). This property gives the Hecke algebra the structure of a Z 2 -graded Clifford system (Proposition 3.7), and we can write (u, q) are R 1 -submodules of H R 1 ,n (u, q). We also show that H 1 R 1 ,n (u, q) is a subalgebra of H R 1 ,n (u, q) (Proposition 3.6). The manner of construction of H 1 R 1 ,n (u, q) is similar to that in the case of the Hecke algebra of type A n−1 [10] . Therefore H 1 R 1 ,n (u, q) can be regarded as an extension of the q-analogue of the alternating group. Moreover, we show that H 1 R 1 ,n (u, q) is the set of all the elements which are invariant under Goldman's involution (Proposition 3.6).
The construction of irreducible representations of the Hecke algebra of type B n over the field K 0 = Q(u, q), i.e., the quotient field of R 0 = Z[u ±1 , q ±1 ], was given by Hoefsmit [8] . This construction was generalized to the Hecke algebra of (Z/rZ) S n (Ariki-Koike algebra) by Ariki-Koike [1] . Dipper-James [6] developed the representation theory of Hecke algebra of type B n , including the case when the basic field is of positivecharacteristic. Hoefsmit showed in [8] that there is one irreducible representation π λ of H K 0 ,n (u, q) corresponding to each 2-tuple of Young diagrams λ = (λ (1) , λ (2) ) of total size n, and this correspondence gives all of the irreducible representations of H K 0 ,n (u, q) up to isomorphism. We denote byπ λ the restriction of π λ to H 1 K 0 ,n (u, q) . We setλ = ( t λ (2) , t λ (1) ). Then we show that the branching rule H K 0 ,n (u, q) → H 1 K 0 ,n (u, q) is as follows:
(1) Ifλ = λ, thenπλ ∼ =πλ andπ λ is irreducible. We also give the intertwining operator betweenπλ andπ λ . (2) Ifλ = λ and we extend the basic field to K 0 , i.e., the algebraic closure of K 0 , thenπ λ decomposes into two irreducible componentsπ
The following statement is the main result for the representation theory of H 1 
We show this result by making use of the generalized Clifford theory which is recalled in Section 2. Thus we get all of the irreducible representations of H 1 K 0 ,n (u, q) up to isomorphism and the semisimplicity of H 1
The S-graded Clifford system and its properties
In this section, we review the S-graded Clifford system and its properties. This idea is originated by the work of Tucker [11] [12] [13] [14] , and much improvement of her work is achieved by Conlon [3] , Ward [15] , Bade [5] , and Cline [2] . We give the definition of the S-graded Clifford system in the algebra over the commutative ring for the finite group S at first. The properties of S-graded Clifford systems are shown next. These can be found in CurtisReiner [4] . We will use these results to show the branching rule of the Hecke algebra.
We shall define the S-graded Clifford system and show some properties at first. 
An R-algebra satisfying these conditions is called an S-graded R-algebra. We notice that the S-graded Clifford system is a generalization of the twisted group algebra R[S] α with factor set α, and trivial G-action on R. The next five results are basic facts about the representation theory of the S-graded Clifford system. We will use these results to derive the branching rule later. The proofs of these results are given by Curtis-Reiner [4 
Then
(1) For all s, t ∈ S, we have:
The map ϕ →φ defines an isomorphism of R-modules 
with E 1 and the units
3. The Z 2 -graded Clifford system in the Hecke algebra of type B n
In this section, we shall give the Z 2 -graded Clifford system in the Hecke algebra of type B n . We introduce a new set of generators and define a new subalgebra of the Hecke algebra of type B n by making use of those generators, and show that the Hecke algebra of type B n has the Z 2 -graded Clifford system.
Let R be a commutative domain with 1, and let u, q be any invertible elements of R. For n 1, the Hecke algebra H R,n (u, q) of type B n is the algebra over R defined by the following generators and relations.
Generators: a 1 , a 2 , . . . , a n . Relations:
Let R 0 be the algebra defined by
where u and q are indeterminates. It is known that H R 0 ,n (u, q) is a free R 0 -module of rank 2 n n! [1, 8] . Consider the following sets of monomials:
. .
, a n , a n a n−1 , . . . , a n a n−1 · · · a 2 a 1 , a n a n−1 · · · a 2 a 1 a 2 , . . . , a n a n−1 · · · a 2 a 1 a 2 · · · a n−1 a n }.
We shall say that
Moreover, the above sum is the direct sum.
Proof. We shall prove this by induction. It is true for n = 1, and we may assume that the statement holds for n − 1. Now we set
Consider the natural inclusion H
Then it is enough to check that Ka i ⊆ K for i = 1, 2, . . ., n. Indeed, using this relation repeatedly, we can conclude that every monomial a i 1 a i 2 · · · a i r is in K and hence H R 0 ,n (u, q) = K. We shall show that HUa i ⊆ K case-by-case, depending upon the form of U .
(2) U = a n a n−1 · · · a j (a 1 does not appear in the monomial):
Ha n a n−1 · · · a j a i = Ha i a n a n−1 · · · a j = Ha n a n−1 · · · a j ⊆ K;
Ha n a n−1 · · · a
Ha n a n−1 · · · a 2 a
Ha n a n−1 · · · a 2 a 1 a 2 ⊆ K;
(c) if i > 2, then we get the same calculation as the case (2)(d). (4) U = a n a n−1 · · · a 1 · · · a j (j > 1, and a 1 appears once in the monomial):
(a) if i > j + 1, then we get the same calculation as the case (2)
Ha n a n−1
(c) if i = j , then we get the same calculation as the case (2)(c);
These exhaust the possible cases. Combining with the fact that H R 0 ,n (u, q) is a free R 0 -module of rank 2 n n!, we conclude that the sum is direct. ✷ Let R 1 be the algebra defined by
where u and q are indeterminates. Then the monomials in a i -normal form constitute a basis of H R 1 ,n (u, q) as R 1 -module. We define the elements
Then the following statement holds. (u, q) and constitute with the relations
Proposition 3.2. The elements
Proof. This is obtained from the direct computation. ✷ Consider the following sets of monomials:
. . .
In the same way as was done for Proposition 3.1, we can show the following proposition.
Clearlyf has the inverseḡ which is induced from the map g defined by
Hence,f is the R 1 -isomorphism. Therefore, we conclude from Proposition 3.1 that
byf , are linearly independent and constitute a basis of H R 1 ,n (u, q). ✷ Next we shall show that these generators have connection with a certain automorphism of H R 1 ,n (u, q). Let us begin with the general situation. Let
Then we can easily check that
Hence the map a i →â i induces an R-algebra automorphism ∧ of H R,n (u, q). We claim thatâ = a for all a ∈ H R,n (u, q) . This automorphism is called Goldman's involution [7, 9] . For H R 1 ,n (u, q), we can easily check the following statement. Proof. We notice that |S i | = 2i. Let E i be the set of all products of even numbers of b i 's within S i . |E i | is just i. It is easily shown that the monomial U 1 U 2 · · · U n in b i -normal form is in E if and only if the number of U j such that U j / ∈ E i is even. There are 2 n−1 cases of being so. In each case, there are n! ways of taking elements from S i 's. Thus, we have that there are 2 n−1 n! elements in E. ✷ Let H 1 R 1 ,n (u, q) be the R 1 -submodule of H R 1 ,n (u, q) defined as follows:
It is clear that rank
Furthermore, observing the defining relations of H R 1 ,n (u, q) with b i 's, one can see that if an expression of even (respectively odd) length is expressed in a linear combination of other expression, then the length of each term is even (respectively odd). Hence, the product of two elements in
is the set of all the elements which are invariant under the automorphism ∧. We summarize:
Let S be the set of all monomials in b i -normal form in H R 1 ,n (u, q). We define H −1 R 1 ,n (u, q) to be the R 1 -submodule of H R 1 ,n (u, q) as follows:
Then the following statement holds. n (u, q) . (u, q) were given in [1, 8] . These representations are motivated from the Young's seminormal form representations of the symmetric groups. We shall define the K 0 -homomorphism from the irreducible representation indexed by a 2-tuple of Young diagrams to that indexed by its twisted transpose which plays the role of the intertwining operator. The generalized Clifford theory [4] is used directly to complete the branching rule.
Let λ = (λ (1) , λ (2) ) be a 2-tuple of Young diagrams of total size n. Let T = (T (1) , T (2) ) be a standard tableau of shape λ such that the shape of T (i) is λ (i) (i = 1, 2), and each of the numbers 1, 2, . . ., n appears in T exactly once. A tableau of shape λ = (λ (1) , λ (2) ) is said to be standard if the numbers 1, 2, . . ., n increase along the rows and columns of each Young diagram λ (1) , λ (2) of λ. We denote by T (i) (k, l) (i = 1, 2) the number at the kth row and lth column of T (i) . Let STab(λ) be the set of all of standard tableaux of shape λ. We take the symbols v T (T ∈ STab(λ)) corresponding to the above standard tableaux. We define the free K 0 -module V λ with the basis given by the v T 's as follows:
Let T be a standard tableau of shape λ. We shall now define the axial distance in T as follows.
Definition 4.1. Let k be a number appearing at the square in the ith row and j th column in T (1) or T (2) of the standard tableau T , and l at the square in the i th row and j th column in them. Then the axial distance d T ,k,l from k to l in T is defined as follows:
We define the action of generators of H K 0 ,n (u, q) on the vector space V λ . Let y be any indeterminate and k any integer. We introduce the 2 × 2 matrix M(k, y) defined by
For a standard tableau T = (T (1) , T (2) ) of shape λ = (λ (1) , λ (2) ) of total size n, we define ρ T to be the map from the set {1, 2, . . ., n} to {1, 2} such that the number i occurs in the ρ T (i)th Young diagram T (ρ T (i)) of T . We set u 1 = u and u 2 = −1.
We shall give the action of the generators of H K 0 ,n (u, q) on V λ as follows.
(1) The action of a 1 is defined by (u, q) . We denote by (π λ , V λ ) the seminormal form irreducible representation of H K 0 ,n (u, q) corresponding to the 2-tuple of Young diagrams λ of total size n. We also denote by (π λ , V λ ) the restriction of (π λ , V λ ) to H 1 K 0 ,n (u, q). For λ = (λ (1) , λ (2) ) (respectively T = (T (1) , T (2) )), let t λ (i) (respectively t T (i) ) be obtained by reflection in the main diagonal from λ (i) (respectively T (i) ) for i = 1, 2, and t λ = ( t λ (1) , t λ (2) ) (respectively t T = ( t T (1) , t T (2) )). We denote t λ (respectively t T ) the transpose of λ (respectively T ). Moreover, let λ * = (λ (2) , λ (1) ), T * = (T (2) , T (1) ), andλ = t λ * , T = t T * . We shall callλ (respectively T ) the twisted transpose of λ (respectively T ).
In order to get the branching rule, we make use of our new generators (u, q) . At first, we shall show that the two representationsπ λ andπλ are equivalent. From the definition of the action of a i , we immediately get the following. 
and πλ(b i ) acts on the subspace
and J is defined by
Next we shall give the intertwining operator between V λ and Vλ. For each standard tableau T of shape λ of total size n, we define the map ψ : STab(λ) → K 0 such that , j ) is the element of K 0 defined as follows:
1 if i and j appear in the same row or the same column of the same Young diagram;
if i and j appear in the same row and the same column of different Young diagrams;
Using the above map α T , we define a K 0 -homomorphism Ψ for each 2-tuple of Young diagram λ as follows:
where (π λ (b)) T ,T 's are elements in K 0 .
Proposition 4.4. πλ(b i )Ψ (T )v
Proof. This equation holds for the cases (1)- (3) of Proposition 4.3 obviously. Hence we consider only the case (4) . By the definition of Ψ (T ) and the following equation,
, one can check the following:
Thereby, we obtain the following equation, as desired: (1) , λ (2) ). 
πλ(b) T ,T Ψ (T ) = π λ (b) T ,T Ψ (T ).
Proof. We may assume that
On the other hand, we get the following from Proposition 4.4:
Comparing the coefficients of v T 2k of the both left-hand sides, we obtain the result as desired. ✷ From now, we extend the basic field to K 0 , and consider the representations of
We shall show that (π λ , V λ ) decomposes into two subrepresentations ifλ = λ. Let λ be a 2-tuple of Young diagrams of total size n > 1. We denote by STab(λ) + the set of all of elements T in STab(λ) such that 1 in T (1) . We also denote by STab(λ) − the set of all of elements T in STab(λ) such that 1 is in T (2) . Then, STab(λ) is a disjoint union of STab(λ) + and STab(λ) − . If λ =λ, then T ∈ STab(λ) + if and only if T ∈ STab(λ) − , therefore, STab(λ) + corresponds to STab(λ) − one-to-one and onto by mapping T → T .
Let λ =λ. Now, we introduce two subspaces V + λ and V − λ of V λ as follows:
Then, it is clear that dim 
. We set T ∈ STab(λ) + . From Corollary 4.6, we get following
Similarly, we can show the following: 
be the set of all the elements of STab (2) (j, i)| = 1 for all i, j . Then the following holds:
(T ∈ STab 0 (λ)) are same for all T ∈ STab 0 (λ). Hence, for the fixed element T 0 ∈ STab 0 (λ), we have:
= 0, and we have completed the proof. ✷
Next, we will show the irreducibility of these representations and semisimplicity of for some left (proper) ideals I, I ∈ E. Because E = E 1 ⊕ E −1 ∼ = K 0 K 0 ⊕ K 0ê−1 , we have dim K 0 E = 2 and hence dim K 0 I = dim K 0 I = 1. By Theorem 2.6, (1) and (2), we have:
This shows that both V λ and Vλ coincide with L and those are irreducible H K 0 ,n (u, q) 1 -modules. Applying Theorem 2.6, (1) and (2), to the case that U = L H K 0 ,n (u,q) , we have End C V where V runs over irreducible representation spaces listed in the statement of the theorem. We claim that this semisimple algebra has dimension 2 n−1 n!.
On the other hand, H 1 R 1 ,n (u, q) is free R 1 -module of rank 2 n−1 n! by Proposition 3.6, hence K 0 ⊗ R 1 H 1 R 1 ,n (u, q) = H 1 K 0 ,n (u, q) is free K 0 -module of dimension 2 n−1 n!.
Thereby H 1 K 0 ,n (u, q) is isomorphic to End C V and semisimple. ✷
