Abstract: Low-resolution 8-bit and 14-bit images were used to reconstruct high-resolution images. Performance is measured using standard test charts and compared with analytical predictions and simulations to determine the quantization effects on the reconstructions.
Introduction
Computing high resolution (HR) images from multiple offset low resolution (LR) images has been analyzed by a number of investigators for a variety of applications [1] [2] [3] [4] [5] [6] [7] . Implementations often use readily available web cameras and rely on sequential acquisition of multiple shifted LR images. Designs for simultaneous acquisition of multiple LR images include fixed arrays of imagers [8] [9] or a dynamically controlled array of sub-imagers [10] . Analytical results and simulations show that increasing the resolution improvement factor also increases the average noise per pixel of the HR reconstruction when the input noise for the LR images is held constant [4, 5] . Noise may be due to random uncorrelated measurement noise, Poisson distributed counting statistics, and quantization noise based on the number of bits per pixel. Simulations often use unrealistic assumptions or constraints, so algorithms must be tested on real image data. In this work we present reconstructions at multiple resolutions based on data gathered with differing quantization. The goal is to quantify the effects of quantization error on the resultant reconstructed images.
Performance Using 8-bit and 14-bit LR Images
The objective of the super-resolution image reconstruction is to computationally create a sampled image of f(x,y) at any desired high resolution, where f(x,y) is the continuous image on the detector plane. The upper limit on the desired resolution is determined by the optics. In practice, for a perfectly focused image, the actual resolution of a discrete sampled image is limited by p(x,y), the response of the individual detectors. The function defining the response of a detector at any position (x 0 ,y 0 ), as shown in (1) [e.g. 11], can be sampled at the detector spacing to provide a LR discrete image.
Multiple LR images acquired with subpixel offsets can increase the effective sampling rate [1] [2] [3] [4] [5] [6] [7] . However, simulation results often have unrealistic constraints: e.g., the source model is an array of pixels at exactly the desired high resolution, not a continuously varying function, or subpixel shifts are exact fractions which avoid realistic partial volume effects.
In this effort experimentally gathered LR images were used to quantify the resolution improvement for different input quantization levels. VGA resolution image sequences at 8-bits and 14-bits per pixel were captured with a Sony XCDV50 black and white camera using a Computar M3Z1228C-MP f=12-36mm F2.8 lens. The high contrast 1951 USAF resolution test chart was used as the target in a university laboratory environment. Resolution increases by factors of 2, 4, and 6 above the collected, detector limited, data were computed.
The 8-bit and 14-bit images were first compared by computing the normalized mean values and variances for a sequence of 100 images acquired at 60 frames per second from a tripod mount. Figure 1a shows the image of the mean value and the variance image is shown in Figure 1b . Some parts of the image show slowly varying background levels due to lighting effects on surface curvature of the chart. The variance is clearly proportional to the intensity (Poisson statistics) except in regions that had saturated at the maximum value. The lack of variation of the saturated value appears as black regions on the variance image. The sharp edges of black/white boundaries produced local high variances which are probably due to very small vibrations in the room. The maximum variance at these edges was 4.7x10 -4 , but the variance image is displayed with a maximum intensity level 0.5x10 -4 so that the relationship of the variance and the mean is easily seen. The high value of the edge variance is most noticeable in the saturated region. Although quantization errors would not affect the variance relative to the measured mean value, the variance measured is larger than the expected variance of 1.3x10 -6 and 3.1x10 -10 for 8-bit and 14-bit measurements respectively. There was very little difference in the mean and variance images for 8-bit and 14-bit data. In individual images the difference between 8-bit and 14-bit quantization is sometimes noticeable, but, these small differences can make a significant difference in the accuracy of the high resolution reconstructed values. A global frequency domain reconstruction method [6] was used on images obtained from the camera when mounted on a vibrating surface which caused random shifts of approximately ±0.2 pixels. Figure 2 shows enlargements of part of a single image (from the "2 3" level in the center of image in Figure  1 ) and a HR reconstruction with a desired resolution improvement of a factor of 6 using a sequence of 40 images. Figure 3 , which shows vertical line profiles through the center of the horizontal stripes at the left of Figure 2 . There is almost no detectable variation in the single image for the largest stripes "2" at the top. The reconstructed image shows a very distinct detection of the lines at the "2" and "3" levels and some distinction at the "4" and "5" levels. In Figure 3b , the 4x reconstruction from 8-bit and 14-bit data show similar ability to detect the stripes although the 14-bit data is more regular and shows less overshoot.
Conclusions
Images from a standard calibration image were compared for a camera which produced both 14-bit and 8-bit pixel images. HR 4x reconstructions showed similar performance although there was more stability in the levels of the 14-bit reconstruction. Increased benefits of using input with more than 8 bits per pixels are expected for the PANOPTES architecture which will allow larger controlled image offsets. In addition, diversity of orientation or magnification [4] [5] [6] will allow local computational methods to use the higher precision input to reduce null space effects. 
