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Abstract 
Affective modelling and feedback have been shown to be potentially useful in intelligent 
tutoring systems. This is based on several studies showing that emotions experienced by 
students are correlated with various aspects of learning. The computer science community have 
explored ways to model and respond to student emotions in several learning domains. In my 
dissertation work, I focus on modelling and responding to the emotional states of university 
students while doing coding exercises. In this type of activity, the student acts as an individual 
programmer writing code alone, a setup like when a student is doing practice at home without 
teacher supervision. In this kind of setup, the display of emotions is more challenging to detect 
than that of more traditional tutoring interactions because they are more subtle and naturalistic. 
To address this, I use a combination of face features and system log features to train models to 
estimate emotion while coding. I then use these models to investigate simple affective feedback 
in systems for programming practice, such as generating problems and offering guides based 
on confusion, as well as providing emotional responses based on the affective state of the 
student. We found that some log features and some face features are associated with certain 
emotional states in programming and can be combined to train models with a slight 
improvement over previous approaches. We also developed two systems with simple affective 
feedback, EmoTutor1 and EmoTutor2, and found that these systems can help students solve 
more problems and have a more positive impression in terms of learning experience and 
engagement, when compared to traditional methods that do not provide feedback. However, 
the timely presentation of such simple interventions was not found to be a significant factor in 
those positive effects. 
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Chapter 1 
Introduction 
In this chapter, I discuss an introduction to my dissertation work. First, I provide a background 
of the study and discuss the motivations for doing this work. After this, I provide some 
discussion on the potential significance of this research to the scientific community and the 
society. Finally, I formally state the objectives of the research. 
1.1 Background and Motivation of the Study 
Artificial intelligence (AI) has been applied to many different areas of life. One such area is 
education, in which AI has paved the way for the development of systems that can be used to 
support and improve students’ learning in various domains. The 1970s saw increased research 
interest on intelligent tutoring systems (ITS), computer systems that can support human 
learning through customized feedback. Since then, the research area has continued to evolve to 
reflect the advances in artificial intelligence. One goal of these systems is to reap the benefits 
of one-on-one tutoring, which has been demonstrated to be effective for student learning in 
Bloom’s influential study, in which one-on-one human tutoring was shown to have an effect 
of 2 full standard deviations in terms of students’ performance (Bloom, 1984). 
However, one-on-one tutoring is impractical and expensive, as it required one teacher for every 
student. On the other hand, computer software could easily be reproduced for the benefit of 
many users. Because of this, it is reasonable to envision a future where impracticality of one-
on-one tutoring could be overcome by automated systems that could mimic it. However, even 
though the gap is closing, the effectiveness of human tutoring in terms of the learning effect 
still could not be replicated by ITS (Alkhatlan & Kalita, 2018). Many challenges remain not 
fully resolved, such as effectively mimicking the characteristics, knowledge, and skills of 
human tutors, the lack of a generalizable framework that would work across various learning 
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domains, and the overall difficulty of integrating many different components of ITS to be used 
in wide-scale applications. 
Nevertheless, there have been many small steps that continue to push the boundaries of ITS 
forward. In the recent years, there has been research interest on affective ITS, computer systems 
for learning that are sensitive to the student’s emotional states while learning. Traditionally, 
ITS only responded to the cognitive state of the student, providing responses based on what the 
student knew and did not know. However, it was clear that human tutors responded to their 
students not only based on their cognitive state, but also their emotional state (Forbes-Reily & 
Litman, 2007; Lehman et al., 2008; Lehman et al., 2010). For example, a tutor may use some 
motivational dialogue to a student who looks unmotivated in order to keep the student on the 
task. On the other hand, a tutor may offer some hint or guidance to a student who appears 
confused. 
The ability of human tutors to sense and respond to emotional cues in learning could be a factor 
on why it is very effective. This is supported by a host of studies that found correlations 
between student emotions and various learning concepts and theories such as self-regulated 
learning (Artino Jr. & Jones II, 2012), depth of learning approach (Trigwell, Ellis & Han, 2012), 
and transformative learning (Taylor, 2001). Correlations between student emotions and 
learning performance have also been observed (Mega, Ronconi & De Beni, 2014; Rodrigo et 
al., 2009). These studies form the foundation of research efforts to empower computer systems 
to estimate and respond to learner emotions. 
A fully automated affective ITS involves two parts. The first part is automatically estimating 
the emotional state of the student. Various cues have been used for emotional state estimation 
and can generally be classified into sensor-based and sensor-free approaches (Petrovica, 
Anohina-Naumeca et al., 2017). Sensor-based approaches use devices (heart rate sensor, skin 
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conductance sensor, electroencephalogram or EEG reader, etc.) to capture physiological 
information related to the emotion. On the other hand, sensor-free approaches don’t use such 
devices and instead rely on what could be perceived by the system, such as the student’s facial 
expressions and the student’s interactions with the system. While sensor-based approaches 
allow for more information to be used for emotion detection, sensor-free approaches are more 
practical and can be adopted more easily because they don’t require intrusive devices that may 
be expensive and not trivial to set up. Once the emotional state of the student is inferred, the 
second part is to provide an appropriate response to such an emotion. Common ways to respond 
include providing an emotional pedagogical response, such as telling the student not to give up 
when bored, and adjusting the presentation of learning content based on the emotion of the 
student, such as choosing an easier topic when the student is frustrated or offering some hints 
when the student is stuck. 
While there are many studies on affective ITS, they are often focused on conventional ITS 
interactions which include viewing learning material, answering questions, and making small 
interactions with a virtual tutor. However, there are other types of learning activities and 
interactions that exist but are not covered by this, such as those interactions associated with 
deep and complex learning. Deep learning (not to be confused with the machine learning 
method) refers to deep understanding and the imposition of meaning, as opposed to surface 
learning which focuses on knowledge acquisition and memorization of concepts (Smith & 
Colby, 2007; Marton & Säljö, 1974). On the other hand, complex learning refers to the 
integration of various knowledge concepts and skills in solving real-world problems (Van 
Merriënboer, Kirschner & Kester, 2003). Solving mathematical equations is an example of 
complex learning, as it involves the application of many theories and methods. 
One domain that is easily associated with both deep and complex learning is computer 
programming. It is a domain considered to be challenging because it requires students not just 
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to know about concepts, but also to be able to process, integrate, and apply those concepts in 
various ways to solve problems. Although learning programming involves both surface and 
deep learning, achieving competence and mastery often requires the latter (Jenkins, 2002). At 
first, learning the syntax and the concepts might be achieved with surface learning, but being 
able to apply those in the task of writing computer programs to solve problems requires deep 
and complex learning. Competent programmers not only know what different programming 
constructs do. They also know how to combine and integrate those constructs for various 
applications. 
While learning programming can involve various activities, deep learning and complex 
learning can be demonstrated through the task of writing computer programs. At first, a 
programming student may learn about syntax and constructs through activities such as concept 
learning (learning about programming concepts), tracing (determining the output of a program 
without running it), algorithm design (breaking down a problem into computational steps), and 
debugging (finding the error in a program and correcting it). However, these learning activities 
should eventually lead to the integration of those skills in writing complete computer programs 
to solve problems. This is the part of programming that is often associated with deep and 
complex learning. 
ITS for programming are sometimes referred to as intelligent programming tutors (IPT). They 
present unique challenges that are not present in more conventional tutoring systems (Crow, 
Luxton-Reilly & Wuensche, 2018). In these systems, the students spend most of the time 
writing, testing, and debugging code, so the system must perform the estimation of the student 
model within this context. Various ITS for programming have been developed to support 
learning around this task, such as C Tutor (Song et al., 1997), Ask-Elle (Gerdes et al., 2017), 
and ITAP (Rivers & Koedinger, 2017). In these ITS, the student individually solves problems 
by writing computer code. As with other tasks associated with deep and complex learning, this 
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activity requires most of the processes to happen inside the student’s mind. Because of this, the 
manifestation of emotion may be different from that of more conventional intelligent tutoring 
systems, as interactions with external agents are lesser and more spaced out. 
Despite this, studies have found that novice programmers go through a lot of emotional 
experiences in coding sessions (Bosch, D’Mello & Mills, 2013; Bosch & D’Mello, 2013) and 
that these emotions are correlated with students’ midterm scores (Rodrigo et al., 2009). 
However, while there are many research efforts on IPTs, works that integrate emotional 
information are relatively underrepresented. This work is motivated by a desire to explore and 
further understand the estimation of student’s emotional states in the context of programming 
as well as the effect of simple responses to those emotional states. 
In this research work, we investigate how emotions of students could be estimated while doing 
programming practice exercises using facial information and system log information. We then 
use this estimation to investigate how simple affective feedback can affect the learning 
experience of programming students in terms of the level of engagement and performance. 
Through this study, we believe that we can contribute to our understanding of affective 
modelling and feedback in programming contexts, which may potentially lead to the 
development of more intelligent systems for learning programming and the improvement of 
programming education. 
1.2 Significance of the Work 
The intelligent tutoring system and affective computing community could benefit from the 
results of this research as it could further the understanding of how emotional states of students 
could be estimated within the context of writing code. While there have been a lot of studies 
on emotion detection and feedback used in education, research in the programming domain is 
relatively underrepresented despite the unique structure and challenges presented by these 
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systems. Potentially, findings could be extended not only in the programming domain but also 
in other complex learning and deep learning tasks characterized by a similar setup in which 
students spend time constructing solutions for problems with minimal social interaction. The 
insights from this study could potentially be used by the scientific community in planning, 
designing and implementing ITS for such domains. 
The society could potentially benefit from this research as it could help pave the way for the 
development of more effective intelligent tutoring systems for programming, which may help 
in computer science education. These days, computer programming is becoming more and 
more of an essential skill in our modern society. This is underscored by the fact that several 
countries are making efforts towards including computer programming-related components 
into their basic education curricula. In Japan, the government has laid out the plans to include 
programming as a mandatory subject in all public primary schools by 2020 (MEXT, 2016). In 
the United States of America and in several nations in the European Union, computational 
thinking is already being taught in high school (Angevine et al., 2016; Balanskat & Engelhardt, 
2014). Some high schools in the Philippines have also integrated programming into their 
curriculum as well. With the growing interest towards computer programming, there is a need 
to further our understanding of how programming could be taught more effectively and 
efficiently, and this research could be a step towards that goal. 
Furthermore, with the recent interest in distance learning technologies such as remote learning, 
flipped learning and massive open online courses (MOOCs), there is also a desire to develop 
better learning technologies to support these learning environments and setups. In distance 
learning, students have limited opportunities to interact with human tutors personally. Instead, 
they participate in learning activities through computer systems that deliver content and 
provide interfaces for them to practice their skills. In these cases, the development of intelligent 
systems that can respond to affective states of students may potentially lead to better learning 
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outcomes. There has been evidence of the presence and dynamics of affective states in remote 
learning environments (Xiao et al., 2017; Dillon et al., 2016), so if these affective states could 
be detected and utilized, it could allow for systems to have a better student model and allow 
them to respond better to the individual needs of each student. We believe that this research is 
a step towards the development of more intelligent systems and platforms to support affective 
tutoring in these contexts.  
1.3 Research Objectives 
In this research, our main motivation is to develop systems for supporting programming 
practice that is sensitive to the emotional state of the student without using any special sensors 
or devices. In line with this vision, we identified two main phases to achieve this: first is to 
estimate the student’s emotion while coding, and second is to respond to those emotions. We 
state these phases as the two main objectives of this research: 
1. Explore and investigate the combination of facial features and system log features in 
the estimation of academic emotions of students while coding. 
2. Investigate and analyze the effects of simple responses to students’ emotional states 
while using programming systems. 
We then state a brief plan of how we aim to carry out the above objectives. 
For the first objective, we aim to estimate the emotional state of students while coding using a 
combination of facial features and system log features. From this, we aim to investigate the 
effect of combining these features in estimating student emotions. We aim to identify specific 
features that are helpful in identifying different types of emotions and evaluate classifier 
models in terms of their performance. To achieve this, we plan to collect programming session 
data in which we record the facial expressions and system log interactions of students while 
doing coding exercises, then use statistical methods to analyze trends and patterns in the data 
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in relation to the emotions of the students during the session. Finally, we aim to build classifier 
models in order to see if the estimation of emotions in programming could be improved by 
combining face and system log information. 
For the second objective, we aim to implement simple prototypes of programming practice 
systems, which we call EmoTutor (short for Emotional Tutor) that could respond to the 
perceived emotional state of the student. We then intend to use these applications to investigate 
and analyze the effect of emotion-aware feedback in the learning experience of students while 
using systems for programming practice in terms of their impression, learning gains, and 
motivation over time. 
1.4 Structure of this Document 
This document is split into six chapters. The first chapter contains a background of the study 
and formally states the main objectives of the research. The second chapter contains a 
consolidated discussion of related concepts, theories, studies and systems that help situate the 
position of this work. Following this, the third and fourth chapters contain the bulk of the work 
done in this research. Each of these chapters correspond to the two main objectives that we 
identified, with Chapter 3 focusing on modelling the student emotion and Chapter 4 focusing 
on responding to the student emotion. In each of these chapters, we start by stating a general 
overview of the framework that we followed in to achieve our objectives. We then follow it up 
with an in-depth discussion of the implementations, experiments, and analyses done, citing the 
issues encountered and how we addressed them along the way. Chapter 5 contains a discussion 
of the contributions of this work and insights for future directions. Finally, Chapter 6 contains 
the conclusions of this study. 
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Chapter 2 
Review of Related Literature 
In this chapter, we present a review of literature related to this research. We discuss concepts, 
theories and related studies and frame the position of our work within the scientific body of 
knowledge. We divide this chapter into four sections: intelligent tutoring systems, academic 
emotions, the theoretical model of affect dynamics, and related studies and systems. In the first 
three sections, we explain some concepts and theories which serve as foundations of our work. 
In the fourth section, we discuss related and similar studies that have been done previously and 
how our work is positioned against those studies. 
2.1 Intelligent Tutoring System 
An intelligent tutoring system or ITS is a computer system designed for learning that could 
provide customized feedback for students. The precursor to ITS was known as computer-
assisted instruction, and in its early days started out as static linear programs that presented the 
same learning material regardless of the student’s situation (Nwana, 1990). Over the years, 
much research has been done that allowed ITS to make pedagogical moves appropriate to the 
situation such as the student’s cognitive and emotional state. 
According to consensus, an intelligent tutoring system is composed of four main components, 
namely the domain module, the student model module, the tutoring module, and the user 
interface module (Nwana, 1990; Nkambou, Bourdeau & Mizoguchi, 2010). The domain 
module refers to the knowledge to be delivered to the student and how it is represented in the 
system. The student model module refers to the representation of the student’s state and is a 
key factor in the ITS’s determination of its next pedagogical move. The tutoring module 
decides, based on the current state of the student and the system’s pedagogical goals, how to 
respond or present the learning material. Finally, the user interface module serves as a way for 
Page 10 
 
the student to communicate with the system and vice versa. The success of a full-fledged 
intelligent tutoring system requires the harmonious interaction between these main components. 
Our research mainly focuses on the student module (first objective) and the pedagogical 
module (second objective). For the student module, we intend to investigate how the student’s 
emotional states could be estimated in the context of programming. For the pedagogical module, 
we investigate how an affective tutoring feedback in programming could affect the student’s 
learning experience. In the process of developing prototype ITS components to investigate our 
main research questions, we may also touch upon the other two modules. However, they are 
not the focus of our work. 
A subclass of ITS is known as intelligent programming tutors (IPT). An IPT is an ITS that is 
designed to teach programming, more specifically writing computer code. An IPT provides a 
unique set of challenges that are not present in traditional ITS because it has a unique type of 
interaction between the student and the system. In these systems, the student spends most of 
the time writing, testing and compiling code. Thus, there is a need for advances in ITS to be 
translated into the context of IPTs. 
The concept of an IPT is one of the main motivations and foundations for our work. While we 
do not intend to develop a full-fledged IPT, our investigations are positioned mainly to 
contribute to the development of better IPT. Furthermore, our work also has potential to be 
used in other applications as well. For example, the ability to detect emotions within coding 
activity could also be used in office setups. 
2.2 Academic Emotions 
When one hears about emotion, the first thing that comes to mind are basic emotions like 
happiness, sadness or surprise. However, scientific studies have corroborated that students 
experience a variety of learning-specific emotions while doing academic-related tasks. These 
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are referred to as learner emotions or academic emotions. An exploratory research on university 
students found that the most common emotions frequently felt by students in learning are 
engagement, interest, hope, pride, anger, anxiety, frustration, and boredom. These academic 
emotions are of interest because they have been shown to be correlated with motivation, 
learning strategies, cognitive resources, self-regulation, and ultimately academic achievement 
(Pekrun et al., 2002). 
In the context of computer programming, academic emotions have also been found to play an 
important role in the experience of novice programmers while learning. A study by Bosch, 
D’Mello & Mills (2013) has found that the most frequent emotions novice programmers 
experience in their first programming session are engagement, confusion, frustration, and 
boredom. Because of this, we put our focus primarily on these four emotions. 
There has been a wealth of studies that link these different types of emotions to student learning. 
The consensus from most of these studies is that engagement and confusion are beneficial for 
learning, while frustration and boredom are undesirable emotions in learning. 
Engagement, perhaps obviously, is the most positively associated with learning while boredom 
is the most negatively associated. Engagement is generally defined as being immersed in an 
activity, sometimes referred to as being in a state of “flow”, whereas boredom is defined as a 
state of disinterest towards the activity. In a study by Forbes-Riley et al. (2012), it was found 
that engagement was linked to increased user satisfaction while boredom was linked to 
decreased task performance. Positive emotions such as enjoyment and pride, both linked to 
engagement, have been found to be correlated with higher grades (Villavicencio & Bernardo, 
2013). On the contrary, Boredom was linked with lower grade point averages over the course 
of a study program in a study by Mann & Robinson (2009).  
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Confusion, while at first glance appears to be an undesirable emotion, has been shown to be 
important to learning. D’Mello et al. (2014) has shown that students who experienced more 
confusion were able to demonstrate better learning outcomes. A sequential analysis of students’ 
emotional states has revealed that sequences of confusion interspersed with periods of 
engagement were a good predictor for student achievement, suggesting that confusion is 
beneficial for learning, as long as the confusion is resolved (Rodrigo, Baker & Nabos, 2010). 
Among the four common emotions in programming, frustration has the least direct link to 
learning. However, it is known that unresolved confusion leads to frustration, and prolonged 
frustration leads to boredom. This trend is supported by the theoretical model of affect 
dynamics for complex learning tasks, which is discussed in the next section. 
2.3 Theoretical Model of Affect Dynamics 
A model of affect dynamics for complex learning activities such as programming was proposed 
by D’Mello and Graesser (2012). This model shows the likely transitions between different 
academic emotions in the context of complex learning tasks and the events that likely trigger 
those transitions. According to this model, learning typically takes place by starting in an 
engaged state (also known as “flow”). From here, the learner may encounter an impasse that 
triggers cognitive disequilibrium leading to confusion. If the impasse is resolved, the student 
may revert to a state of engagement. However, if the impasse is not resolved, the student may 
transition to a state of frustration. If equilibrium is still not restored during a state of frustration, 
it may eventually transition into boredom, which is an undesirable state for learning. An ideal 
learning scenario is when students transition back and forth between engagement and confusion, 
resolving the impasses as they are encountered. Frustration and boredom are considered to be 
states that negatively affect students’ learning. 
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The emotional experience of students in programming sessions has also been verified to be 
mostly consistent with this theoretical model (Bosch & D’Mello, 2013). This is summarized in 
Figure 2-1, where the arrows show the transition likelihoods between the different emotion 
states in programming sessions. The solid black arrows refer to the transitions which have been 
predicted by the theoretical model and was also significant in the programming session data. 
The solid gray arrow refers to a transition that was predicted by the theoretical model but was 
not significant in the programming session data. Finally, the dashed arrow refers to a transition 
that was not predicted by the model but was significant in the programming session data. 
 
Figure 2-1. Theoretical model of affect dynamics validated with computer programming 
session data (Bosch & D’Mello, 2013). 
 
2.4 Related Studies and Systems 
There has been a lot of work in emotion modelling and feedback both within and outside the 
education domain. The defining factor of emotion detection in the education domain is the 
focus on learning-related emotions such as engagement and boredom. 
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There have been several studies on affective ITS in an educational context. A selected list of 
these systems is shown in Table 2-1. While there was a lot of work on affective ITS for various 
domains, affective ITS for programming are relatively underrepresented in the literature. 
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Table 2-1. Summary of Selected List of Affective Tutoring Systems (Systems in the Domain of Programming are Highlighted in 
Gray). 
System Domain Modalities / 
Features 
Type of Interaction Types of Emotion 
Detected 
Response to 
Emotion 
AutoTutor (D’Mello, 
Picard & Graesser, 2007) 
various posture, facial 
expressions 
conversation with a 
virtual tutor who 
teaches content 
engaged, confused, 
bored, 
frustrated, eureka, 
neutral 
virtual agent, 
affective responses,  
MetaTutor (Jaques et al, 
2014) 
biology eye tracker, system 
interactions 
viewing learning 
material (text and 
video) 
boredom none 
FERMAT (Zatarain-
Cabada et al., 2014) 
basic math face captured from 
mobile camera 
unclear  joy, sadness, surprise, 
anger  
selecting the next 
question 
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PAT2Math (Jaques et al., 
2011; 2013) 
math facial expressions, 
system log files 
solving math 
equations 
joy, distress, pride, 
shame, admiration, 
reproach 
virtual tutor, 
pedagogical tactics, 
affective responses 
Victor (Grujic, Kovaci & 
Pandzic, 2009) 
various student’s actions in 
the system 
conversing with a 
virtual tutor 
no emotions detected 
(only student’s 
performance) 
virtual tutor, affective 
responses 
Easy with Eve (Alexander, 
Sarrafzadeh & Hill, 2006) 
various facial expressions conversing with a 
virtual tutor 
happy, sad, angry, 
surprised, scared, 
disgust 
virtual tutor, affective 
responses 
VALERIE (Paleari, Lisetti 
& Lethonen, 2005) 
French psychological 
signals, haptic cues 
conversing with a 
virtual tutor 
surprised, scared, 
angry, frustrated, 
amused, sad 
mirroring of user’s 
emotional state 
Prime Climb (Amershi, 
Conati & Maclaren, 2016) 
math skin conductance, 
heart rate, EGM 
signals 
playing an 
educational game 
unsupervised 
clustering of 
affective states 
none 
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JavaTutor (Graafsgard et 
al, 2011, 2013, 2013) 
computer 
programming 
facial expressions, 
posture 
programming while 
talking to an actual 
human tutor 
confusion, frustration none 
Java Sensei (Zatarain-
Cabada et al., 2015) 
computer 
programming 
concepts 
facial expressions true or false 
questions, program 
tracing, fill in the 
blanks  
happy, angry, sad, 
neutral, surprise 
virtual agent, 
affective response 
ILE Java Affective 
(Barron-Estrada et al., 
2015)  
computer 
programming 
facial expression, 
EEG signals 
Java programming happy, angry, sad, 
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Emotion detection could be categorized according to the type of modality used. Sensor-based 
approaches allow for more information to be used, which are not easily observable without 
special devices, in order to detect the emotion of the student. For example, Prime Climb used 
several biometric data: skin conductance, heart rate, and electromyogram (EGM) signals in an 
unsupervised clustering algorithm to group similar emotions. AutoTutor used a pressure-
sensitive chair to extract posture to help identify emotions. VALERIE made use of 
psychological signal sensors and haptic cues processor to infer the student’s emotional state. 
On the other hand, sensor-free approaches do not make use of such intrusive sensors and instead 
rely on features that could easily be observed or recorded. MetaTutor made use of an eye gaze 
tracker to detect if the student is bored while browsing learning material. Systems like 
FERMAT, PAT2Math, and Easy with Eve all inferred the emotion of the student from facial 
expressions. Some systems may also use the student’s log of interactions with the system as an 
indicator of emotion, such as if the answers of the student to the tutor’s questions are correct 
or incorrect.  
The choice of modality for emotion detection depends how the system is intended to be used. 
While sensor-based approaches allow the system to make use of more information, in a 
practical sense, sensor-free approaches are appealing because they do not require setting up 
devices which may be too expensive to be adopted in wide-scale setups and or too tedious to 
setup for practical use. Furthermore, the type of interaction between the student and the system 
also plays a factor in which modalities could be useful for inferring emotion. For example, in 
Prime Climb, it made sense to make use of physiological sensors such as heart rate because the 
system was a fun game that could stimulate feelings of excitement. On the other hand, systems 
where the student constantly interacts with an ever-present virtual tutor tend to use a video of 
the face as a modality, as humans tend to display facial expressions and cues when interacting 
with social agents. In this study, we take the route of a sensor-free approach by relying on facial 
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features and system log information as cues to estimate the emotional state of the student since 
we wanted to explore emotion detection without any special sensors or devices. 
The modelling and estimation of student emotions typically involve the collection of session 
data, the extraction of features, and the training of classifier models to predict the emotion. The 
model of choice varied from study to study, but most fall under discriminative models (decision 
trees, logistic regression, support vector machines, and neural networks, etc.) such as the ones 
used in AutoTutor and MetaTutor, and generative models (hidden Markov model, etc.) such as 
the one used in JavaTutor. In some cases, multiple types of classifiers are used in case a certain 
type of classifier performed better than others for some of the emotion classification tasks. 
Accuracy of emotion detection varied between studies, but it is difficult to compare because of 
the differences in the datasets used as well as the general differences with how each system is 
set up and intended to be used.  
Recently, many studies have used deep neural networks to detect emotion (Fan et al., 2016; 
Arriaga, Ploger & Valdenegro, 2017; Vielzeuf, Pateux & Jurie, 2017). However, adopting these 
approaches to the educational domain is hampered by the difficulty of collecting large datasets 
for emotional data in learning contexts, especially in naturalistic setups. Such datasets are 
difficult to build due to privacy concerns and annotation challenges. A study by Jiang et al. 
(2018) has performed a comparison between deep neural network approaches and more 
traditional feature engineering approaches in the task of emotion detection in education and 
found that there not much value in using the former on relatively small educational datasets.  
Responding to the student’s emotional state varied between studies but can generally be 
categorized as either an emotional pedagogical response or an adjustment to the learning 
content. Emotional pedagogical responses, usually delivered through a virtual tutor, referred to 
dialogues to manage the student’s emotion. In systems like AutoTutor and Easy with Eve, the 
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response to the student’s emotional state was delivered through a virtual tutor that provided 
some feedback. An example is telling the student to not give up when the student is bored. On 
the other hand, in other systems such as FERMAT and ILE Java Affective, the emotion of the 
student determined the adjustment of the learning material such as choosing the next problem 
to solve. In our study, we investigate simple versions of both categories of affective feedback. 
In programming systems, studies about emotional estimation and feedback are relatively 
limited. Java-sensei is a mobile application for learning programming concepts that includes 
an affective component. While the student is using the system, it detects the emotion of the 
student based on the facial expressions captured by the mobile camera and delivers affective 
responses based on the detected emotion. However, it does not feature actual coding activity. 
Instead, it focuses more on surface learning as it teaches programming concepts through true 
or false questions and tracing activities. As such, it is not a true programming tutor in the strict 
sense of the word and is more similar to conventional tutoring systems discussed above. 
Likewise, JavaTutor is an application designed to collect emotional data from students while 
coding. Even though this system was designed for actual programming, the emotions were 
induced by communicating with a real human tutor that sits in another room. As such, it still 
did not represent the naturalistic individual programming setup. Furthermore, it also did not 
provide any automated affective feedback based on the emotion of the student. 
Finally, ILE Java Affective is the system closest to a true affective programming tutor. It 
features a coding interface where the student solves programming problems. While this is 
happening, face and EEG signals are used to predict the student’s emotion. The emotion of the 
student is used to choose the next exercise for the student to solve. However, evaluations of the 
system were not presented and there was insufficient information on the development and 
evaluation of the models on any publication to our knowledge. Furthermore, the emotions 
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detected in this system (joy, anger, etc.) are basic emotions and not the academic emotions that 
have been found to be prevalent and important in programming education. 
While systems for emotional feedback in programming are few, there are a few other studies 
that focus exclusively on the modelling and classification of emotions in programming. A study 
by Bosch et al. (2014) attempted to use facial expressions to predict the emotional state of 
students while doing coding activities. They found that for fixed affect judgments, facial 
expressions were insufficient to classify any of the emotions, while for spontaneous affect 
judgments, confusion and frustration could be predicted but barely above chance. Because of 
this, there could be some value to explore other modalities for classifying emotion in this 
context. 
A study by Liu, Fernando & Rajapakse (2018) used keyboard and mouse information 
(keystroke and clicks) in order to infer the student’s emotion in programming contexts. In this 
study, it was found that total number of keystrokes was the most important feature in the 
classification of emotion. However, this study only classified the emotions as positive, negative, 
or neutral, and did not explore the specific learner-centered emotions. Nevertheless, it provides 
some evidence that student’s actions in the context of programming could provide valuable 
information to infer the emotions in programming. 
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Chapter 3 
Modelling the Student Emotion 
In this chapter, we address the first main objective of our research, which is to explore and 
investigate the use of facial features and system log information in estimating student emotion 
in a programming context. For this objective, we wanted to determine how well emotion could 
be estimated automatically by using a combination of these two sets of features. To be specific, 
we wanted to explore the following questions: 
1. Which face and / or system log features, if any, are correlated with the occurrence of 
certain emotional states? 
2. Can combining face and system log features improve the estimation of student emotions 
in programming when compared to just using one set of features? 
3. Can a model for estimating the emotion of the student in a programming context be 
built so that it can be used in a programming practice system that is sensitive to the 
emotion of the student? 
3.1 Overview of Framework for Emotion Modelling 
We first discuss a general overview of the framework we used to explore the questions above. 
As the initial step, we collect actual programming session data and then annotate them 
according to the emotions felt by the students. We then extract the relevant features from the 
raw session data and then perform some analysis using qualitative and statistical methods to 
identify patterns and correlations between features and emotional states. Finally, we attempt to 
build classifier models for estimating emotional state and evaluate their performance. The 
discussions in this chapter will follow this general flow, which is summarized in Figure 3-1. 
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Figure 3-1. Overview of framework for student emotion modelling. 
 
We identify two sets of features that we would use in this study: face features and system log 
features. The face features may include the head pose and the presence of facial expressions, 
while the system log features comprise of the editor changes, compilations, and submissions. 
Head pose refers to the location and rotation of the head with respect to the camera, while facial 
expressions refer to certain configurations of muscles in the face such as raising the eyebrow. 
Editor changes refer to all modifications made in the student’s code, while compilations and 
submissions refer to information about the moments where the student tried to run or submit 
the code. The target features for emotion modelling are shown in Figure 3-2. 
 
Figure 3-2. Target features for emotion modelling. 
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3.2 First Attempt: Spontaneous Affect Judgments 
In this section we discuss our first attempt to carry out the steps above. In this first attempt, we 
aimed to build a model for emotion estimation from spontaneous affect judgments. A 
spontaneous affect judgment scheme meant that the students were free to report as many or as 
few emotions that they felt throughout the session. 
3.2.1 Data Collection and Annotation 
We recruited students from Japan and the Philippines. 11 Japanese and 12 Filipino students 
participated in the data collection sessions, resulting in a total of 23 subjects overall. All 
participants were university students who were near the completion or have just completed 
a course in introductory programming at the time of the sessions.  
Each participant took part in the session individually. The data collection session was 
divided into three parts: the briefing phase, the coding phase, and the self-report phase. 
 
Figure 3-3. Coding phase data collection setup. 
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Briefing Phase. In the briefing phase, the student was informed about the details of the data 
collection process. The student was also asked to sign an informed consent form that clearly 
indicated all data that will be collected and how it will be used. By signing the form, the 
student also gave us the permission to publish snapshots and video clips of their faces in 
scientific publications and venues. The briefing phase lasted for about 5 to 10 minutes. 
Coding phase. The briefing phase was followed by the coding phase. The setup of the 
coding phase is shown in Figure 3-3. In the coding phase, the student was asked to use a 
custom application in which they must solve a series of coding exercises in increasing 
difficulty. The exercises required them to write some code in the Processing (Japan) or Java 
(Philippines) programming language according to some given specification. The session 
contained a total of 8 problems, a summary of which is shown in Table 3-1. The students 
must solve the exercises sequentially, as they were not allowed to move on to the next 
exercise until they have submitted a correct solution. This was an intentional choice to 
induce various emotions on the students. 
 
Table 3-1. Problems Used in the First Round of Data Collection. 
Number Exercise  Concepts Covered 
1 Return “Hello World”. I/O 
2 Get the change given the price of the 
item and the amount given. 
Arithmetic expression, I/O 
3 Convert from Fahrenheit to Celsius. Arithmetic expression, I/O 
4 Determine if a score is passing (at least 
60) or failing (less than 60). 
If else, I/O 
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5 Get the amount due after applying 
discount rules. 
Arithmetic expression, if else, I/O 
6 Get the average of a list of numbers. Arithmetic expression, loop, I/O 
7 Get the sum of all odd digits of a 
number. 
Arithmetic expression, if else, 
loop, I/O 
8 Determine if a number is prime or not 
prime. 
Arithmetic expression, if else, 
loop, I/O 
 
A screenshot of the application is shown in Figure 3-4. The application provides an interface 
for the student to write code, test the code using user-defined input, and submit the code for 
checking. When the code is submitted, the system automatically determined its correctness 
by comparing the output of the user’s program with the expected output on a set of pre-
defined test cases. 
Aside from this, the application also logged all the system interactions made during the 
session. This included: (1) all editor changes (insertions and deletions) done by the student 
in the editor, (2) all compilations, as well as information about the compilation result (syntax 
error, runtime error, etc.), and (3) all submissions, as well as information about the 
submission result (passed or failed). Each system log event was marked with a timestamp 
of when the event happened, allowing the entire session history to be reconstructed. The 
application also recorded a video of the student’s face through a standard web camera 
positioned on the center of the top edge of the monitor. The video was saved into a file after 
the session, allowing it to be played alongside the session history showing the progression 
of the student’s code. 
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The coding phase lasted for 45 minutes or until all problems have been solved correctly. 
After 45 minutes have elapsed, the coding phase automatically ended. 
Annotation Phase. After the coding phase, the participant proceeded to the annotation 
phase. The goal of this phase was to label the session data with the emotions that the students 
experienced while doing the coding exercises. To do this, we asked the participant to view 
a replay of the session through another custom application, a screenshot of which is shown 
in Figure 3-5. In this application, the user could use a slider representing the session timeline 
to watch different parts of the session history. Each point in the session history included a 
snapshot of the student’s face and a snapshot of the student’s code at that point in time. 
In this interface, the student could put one of the four affective labels: “engaged”, 
“confused”, “frustrated” or “bored” on a selected interval in the session. This would be 
treated as a single annotated instance in the dataset. An instance contained the starting 
timestamp of the interval, the ending timestamp of the interval, and the emotion label self-
reported by the student. The student could put as many or as few labels as he or she wished. 
However, for simplicity, we only allowed a single emotion label for each point in the session 
(i.e., we did not allow self-reports to overlap; attempting to add an annotation over another 
would result in the old annotation being overwritten).  
Again, this round of data collection used a spontaneous affect judgment scheme. A 
spontaneous affect judgment scheme meant that the subject could freely select which parts 
of the session to annotate with emotion. It also meant that the subject could select as few or 
as many intervals as he or she wished. 
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Figure 3-4. Application used for first round of data collection. 
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Figure 3-5. Tool used for making self-report spontaneous affect judgments in the data collection. 
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3.2.2 Feature Extraction and Analysis 
Around 14 hours of programming session data were logged, and a total of 144 intervals 
labelled with self-reports of the students’ emotion was collected. Each interval is hereby 
referred to as an instance in the dataset. The duration of the instances varied largely as a 
result of the spontaneous affect judgment scheme. The distribution of the durations of the 
instances followed a right-skewed distribution with a mean of 307.1 seconds and a median 
of 221.5 seconds. 
To extract the face features from the videos, we used Affectiva SDK 3.2, a free tool that can 
estimate facial landmarks from a video file. An example of this estimation is shown in 
Figure 3-6.  
           
Figure 3-6. Estimation of FACS points by Affectiva. 
 
Affectiva processed the video on a frame by frame basis. For each frame, Affectiva’s model 
extracted the Facial Action Coding System (FACS) points on the face. FACS is a system to 
taxonomize human facial movements by their appearance on the face and was widely 
adopted by Ekman et. al. (2003) in their studies on emotion recognition. In FACS, facial 
muscle movements are categorized as action units (AU). AUs are fundamental actions of a 
set of individual muscles on the face. Some examples of AUs are shown in Figure 3-7: eye 
widen (AU05), lip suck (AU28), and mouth open (AU27). 
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Figure 3-7. Examples of AU detected by Affectiva. From left to right: eye widen 
(AU05), lip suck (AU28), and mouth open (AU27). 
 
Affectiva assigns a score of 0-100 for each AU type for each frame it processed. The score 
represented the confidence that that AU type was present in the corresponding frame based 
on its prediction models. We used the video files we collected and extracted the AU 
information from these files using Affectiva. There were some frames where Affectiva 
failed to detect the face. We placed these frames out of consideration for the analysis and 
the model training. We also put out of consideration the labelled instances in the dataset that 
happened to cover a part of the session where the face was not detected for at least five 
seconds.  
For both Japanese and Filipino students, the most common AUs that were present during 
the programming session were the same. Table 3-2 shows the most frequent AU occurrences 
during the sessions as detected by Affectiva. To compute for the frequency, we counted the 
number of frames where the AU was detected. We say that the AU was detected in a frame 
if it has a confidence score of at least 50.0. The percentage values show the ratio between 
the frames where the AU was detected and the total number of frames (excluding the frames 
where no face was detected). Although some students tended to display some AUs more 
than the others, the frequent AUs listed here are generally displayed by majority of the 
students and not dominated by just a few. 
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Table 3-2. Frequently Occurring AUs in the Dataset. 
FACS Action 
Unit 
Frequency 
(Filipino 
Group) 
Frequency 
(Japanese 
Group) 
Commonly Displayed 
During 
Dimpler (AU14) 21464 (5.1%)  7974 (2.27%) Brief moments of 
pondering between typing 
code 
Lip Press (AU24) 16300 (3.87%)  6170 (1.76%) 
Lip Suck (AU28) 18664 (4.44%)  10174 (2.9%) 
Eye Widen (AU5) 20045 (4.76%)  11157 (3.18%) Thinking, finding a bug, 
reading problem 
Mouth Open 
(AU27) 
12798 (3.09%)  4260 (1.21%) Reading problem, mouthing 
code, typing 
 
Dimpler (AU14), Lip press (AU24) and lip suck (AU28) often co-occurred with one another.  
Dimpler is an AU characterized by the tightening of the corners of the lips by pulling them 
inwards. Lip suck is characterized by the pulling of the lips along with the adjacent skin in 
the mouth, while lip press is when the lips are pressed tightly together. Upon manual review 
of the session history, these AUs appeared to be detected in brief moments of pondering 
between typing code. Examples of these AUs are shown in Figure 3-8. 
Eye widen (AU05), as the name suggests, refers to the raising of the upper lids of the eyes 
so that they appeared larger than normal. In the session data, a good number of students 
often displayed AU05, but a few did not display it at all. Upon manual observation of the 
session timeline, AU05 was observed several times in three events: when looking closely at 
the code, when looking closely at the problem, or upon receiving a compilation error or a 
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failure of submission. The last case is likely to be associated with the basic emotion of 
surprise, which has also been linked to AU05. 
On the other hand, mouth open (AU27) is described as the lowering of the lower lip so that 
the lips are not touching one another. It was often observed when the student was reading 
(mouthing) the problem statement or the code that he or she was typing. Figure 3-9 shows 
examples of AU05 and AU27. 
 
Figure 3-8. From left to right: Dimpler (AU14) by Filipino student, Dimpler (AU14) 
by Japanese, Lip Press (AU24) by Japanese student, Lip Suck (AU28) by Filipino 
student. 
 
 
Figure 3-9. From left to right: Eye widen (AU05) by Filipino student, Eye widen 
(AU05) by Japanese student, mouth open (AU27) by Filipino student, mouth open 
(AU27) by Japanese student. 
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Interestingly, some of the AUs were detected frequently while the others were almost never 
detected. This includes AU04, the lowering of the eyebrows, which was previously 
associated with student emotions. However, based on our observations, Affectiva is not very 
sensitive to subtle displays of expressions, so some AUs were not detected despite their 
subtle presence in the data. This fact led us to the decision to use a different tool in our next 
round of data collection, as discussed later in this document. 
In addition to the features above, we also experimented with the possibility of using an 
additional cue that could be observed from the video files: hand gestures. In this case, we 
defined a hand gesture as any movement of the hand that was visible in the camera frame 
but was not related to typing. We manually observed each video file and annotated the 
presence of various hand gestures at different points of the timeline. We found that 
throughout the session, some (but not all) of the students made hand gestures, the most 
common of which are putting the hand on different parts of the face. Some examples are 
shown in Figure 3-10. 
While the students from both groups tended to make more gestures than others, there was a 
general increase in frequency in hand gestures towards the end of the session for both groups. 
Furthermore, the increase of hand gestures, in some cases, coincided with reported states of 
confusion and frustration. Figure 3-11 shows some examples of this. 
Thus, we think that there is potential value to look into hand gestures as an indicator of 
confusion or frustration. However, we decided not to use it further into this study because 
we do not have a way to automatically extract hand gesture information and the coinciding 
of the hand gestures with moments of confusion was only observable in some of the students. 
However, we include this finding as a potential foundation for future direction in this work, 
which we state in Section 5.2.3. 
Page 35 
 
 
 
Figure 3-10. Examples of hand gestures of Filipino (2 images at the left) and Japanese 
(2 images at the right) students. From left to right: hand on head, hand on mouth, 
scratching the head, hand on face. 
 
Figure 3-11. Frequency of hand gestures, in some cases, coincided with reported 
confusion and frustration. The black bars (top) show the hand gestures in one 
session, the gray bars (bottom) show the intervals of confusion and frustration. 
 
3.2.3 Training a Model for Engagement / Confusion Using Spontaneous Affect 
Judgment Data 
Majority of the instances in the data collected were labelled “engaged” or “confused”. As 
there were very few instances of reported frustration and boredom, we decided to focus only 
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on these emotional states first in building a model for emotion estimation. Our goal was to 
create a classifier that could classify an unknown programming sequence data as more likely 
to be engaged or more likely to be confused. To achieve this, we used a discrete state hidden 
Markov model, a generative machine learning model which could be used to model time 
series data as a probabilistic process. 
A hidden Markov model is a statistical Markov model that can be used to describe 
observable events and hidden events. Observable events are a set of directly observable 
occurrences in the data, while the hidden events are hidden factors considered to be causal 
factors for the probabilistic model. An HMM is composed of a set of states 𝑞1, 𝑞2, … , 𝑞𝑛, 
with each state having an emission probability for each observation 𝑂 = 𝑜1, 𝑜2, … , 𝑜𝑇. In 
this case, the observations are the individual actions in the Markov chain, while the states 
are the hidden factors that cause such actions. 
An HMM follows the Markov assumption that the probability of a state 𝑞𝑖 depends only on 
the previous state. Furthermore, the probability of an observation depends only on the 
current state and not in any other states or observations in the sequence: 
𝑃(𝑞𝑖|𝑞1, … 𝑞𝑖−1) = 𝑃(𝑞𝑖|𝑞𝑖−1) 
𝑃(𝑜𝑖|𝑞1, … , 𝑞𝑖 , … , 𝑞𝑇 , 𝑜𝑖 , … , 𝑜𝑇) = 𝑃(𝑜𝑖|𝑞𝑖) 
The HMM also contains a transition probability matrix containing the probabilities of 
transitioning from one state to another, and an initial probability distribution for which state 
the model starts in. The transition probabilities and emission probabilities can be estimated 
from a set of training data where each instance in the set is a sequence of observations from 
𝑂 using an algorithm called the Baum-Welch algorithm. Given an HMM, it is also possible 
to compute the likelihood that a given observation sequence is generated by the model using 
the forward algorithm. 
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First, we converted each “engaged” and “confused” sequence as a discrete Markov sequence. 
We performed the conversion as follows. First, the interval was split into a sequence of 
events based on the system log data. Each event was classified as one of the following: (1) 
short idle, (2) long idle, (3) short typing, (4) long typing, (5) compilation without error or 
(6) compilation with error. (5) and (6) are self-explanatory. To determine the other four 
types, we first identified the typing intervals in the session. We defined a typing interval as 
a sequence of editor changes (insertions and deletions), using a threshold of three seconds 
in between key presses. Then, typing intervals were classified as long typing intervals (at 
least 10 seconds) or short typing intervals (less than 10 seconds). Likewise, idle moments 
(not typing, compiling, or submitting) were classified as either long typing intervals (at least 
10 seconds) or short typing intervals (less than 10 seconds). We then added the AU 
information from each AU type extracted from Affectiva to each non-compilation state in 
the Markov chain, representing whether the AU was observed in that interval or not. AUs 
were added one at a time. This resulted to a Markov chain with 10 discrete states |𝑂| = 10, 
comprised of the 6 states enumerated above, with two versions of the non-compilation states 
(AU observed or not). Figure 3-12 shows an example of a Markov sequence extracted from 
the data. 
 
Figure 3-12. Example Markov sequence from the data with AU27 information. The 
italicized text represents a possible explanation for the sequence of events. 
AU27 AU27 
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Figure 3-13. Estimating HMM parameters and classifying unknown sequences. 
 
We defined our classification problem as a binary classification problem. Given an unknown 
programming sequence data converted into a Markov chain according to the above 
specifications, classify if the sequence more likely represented a sequence where the student 
was “engaged” or a sequence where the student was “confused”. To build the classifier for 
this problem, we trained two HMMs, one for “engaged” and one for “confused”. We used 
the training set labelled with the corresponding emotion to estimate the parameters of each 
HMM using the Baum-welch algorithm implementation of hmmlearn, a free Python HMM 
implementation. We chose the optimal number of states by iterating from 𝑛 = 2, … ,20 and 
selecting the model that yielded the highest log likelihood of generating the training set. 
This produced two HMM models. The “engaged” HMM model represents the transition 
likelihoods and emission probabilities that represent a sequence where the student felt 
engaged, and likewise for the “confused” HMM model. 
To classify an unknown sequence, we computed the log likelihood that the unknown 
sequence was generated by each of the two HMM models. The model that yielded the higher 
log likelihood meant that the unknown sequence was more likely to be closer to the 
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sequences that were used to train it, so we could classify it with the corresponding emotion. 
Figure 3-13 summarizes the model estimation and classification process. 
 
Table 3-3. Performance of Models on Classifying Confusion from Engagement. 
 Filipino Students Japanese Students 
 TP FP TN FN Accuracy Kappa TP FP TN FN Accuracy Kappa 
no AU 
information 
23 6 18 4 80.39% 0.6 14 10 14 6 63.64% 0.28 
Dimpler 
(AU16) 
21 3 21 6 82.35% 0.65 13 7 17 7 68.18% 0.35 
Lip Press 
(AU24) 
23 7 17 4 78.43% 0.56 12 6 18 8 68.18% 0.35 
Lip Suck 
(AU28) 
22 4 20 5 82.35% 0.65 13 9 15 7 63.64% 0.27 
Eye Widen 
(AU05) 
22 4 20 5 82.35% 0.65 9 10 11 14 45.46% -0.08 
Mouth Open 
(AU27) 
23 3 21 4 86.28% 0.73 15 8 16 5 70.46% 0.41 
 
 
Table 3-3 shows the accuracy of the models when trained with each of the five most 
commonly occurring emotions for both the Japanese and the Filipino group using a leave-
one-out cross-fold validation. In this table, we considered “confused” as the positive class. 
The true positive (TP) refers to the number of “confused” sequences that were correctly 
classified as “confused”. The false positive (FP) refers to the number of “engaged” 
sequences but were incorrectly classified as “confused”. The reverse goes for the true 
negative (TN) and false negative (FN). The accuracy is computed as the total number of 
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correct classifications over all sequences. To measure the likelihood that the performance 
did not happen by chance, we use the kappa statistic which compared the performance of 
the classifier against a classifier that simply decided by random chance. Because we used a 
discrete state HMM model, we could only use each AU one at a time since combining 
multiple AUs would result to many discrete states with different AU combinations, with 
very sparse occurrences in the data. 
It could be seen that even without any facial expression information, the classifier was able 
to correctly classify confusion from engagement with an accuracy of 80.39% (Filipino 
group) and 63.64% (Japanese group). Adding facial expression information further 
increased the accuracy of the models. Mouth open (AU27) provided the most value in terms 
of classifying confusion and engagement. 
It could be seen that while both Filipino and Japanese groups had good accuracies, the 
classifiers appeared to perform slightly better on the Filipino students. This might have been 
caused by nuances in the individual participants, the manifestation of their emotional states, 
and the way they labelled the data due to the small sample size. The combination of each 
AU to log information managed to yield small improvements to the detection of confusion, 
except AU05 (Eye Widen) and AU28 (Lip Suck) in the Japanese group.  
The above results show that there is a possibility to distinguish “engaged” and “confused” 
sequences using face and system log information with decent accuracy. However, there is 
not much of a significant improvement when comparing the performance of models that 
made use of system log information only as compared to the models that made use of facial 
information as well. 
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3.2.4 Summary of First Round of Emotion Modelling 
In this first attempt of student emotion estimation, we made use of data that was collected 
from a spontaneous self-report affect judgment scheme. From this, we were able to identify 
common facial expressions that occur in the data and also build classifier models for 
distinguishing between “engaged” and “confused” sequences. We were able to confirm a 
slight improvement in combining face and system log features in terms of emotion 
classification performance. However, such an effect did not appear to have significantly 
improved the accuracy of the models. 
Up to this point, we have partially answered some of the research questions that we 
identified at the beginning of this chapter. We found that it was possible to build a model to 
estimate confusion and engagement using face and system log features, and that combining 
face and system log features generally resulted in slight but not very significant 
improvement. 
However, we encountered some limitations in this first attempt that did not allow us to 
investigate some areas that we wished to explore. First, because we used a spontaneous 
affect judgment scheme, the data collection resulted to only a few annotated instances. Since 
the students were free to choose as few or as many parts to annotate, they tended to label 
only the most memorable moments in the session. The low number of instances did not 
allow us to model frustration and boredom, which had very low number of reports. 
Another side effect of the spontaneous affect judgment scheme, though not as big of an issue 
as the first one, was that the lengths of the reported instances greatly varied. Although this 
was not an issue since the intervals were all converted into a Markov sequence, the 
granularity of the student reports may have differed across different subjects (i.e., one 
student may just label a very long interval as “confused” as it was the dominant emotion for 
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that interval, while another might use a more detailed approach and label small moments of 
engagement in between the confused episode). 
3.3 Second Attempt: Fixed Affect Judgments 
In our second attempt to collect data, we kept the process similar with the first one but made 
some modifications to help address the limitations that were encountered previously. Instead 
of using a spontaneous affect judgment scheme, we instead used a fixed affect judgment 
scheme for annotation. In this scheme, the system automatically determined the intervals to be 
annotated instead of the subjects themselves. This was expected to result in more data which 
was also more fine-grained. We also increased the number of participants in the data collection 
to be able to collect more reports that could hopefully allow us to extend our prediction task to 
cover the other academic emotions (“frustrated” and “bored”). 
3.3.1 Data Collection and Annotation 
Our dataset comprised of 19 students from the Philippines and 20 students from Japan. 
Originally, more students participated but we had to discard some data due to errors in the 
data collection setup. Thus, we ended up with 39 students in total. All students have recently 
completed or were taking a course in introductory programming at that time. 
Similar with the previous round of data collection, the process was divided into three phases: 
the briefing phase, the coding phase, and the annotation phase. The process for the briefing 
phase and the coding phase was the same with the previous round of data collection. In the 
briefing phase, the student was informed about the details of the experiment and was asked 
to sign an informed consent form that also gave us permission to publish images or videos 
of their faces in scientific publications and presentations. In the coding phase, the student 
was asked to solve a series of programming exercises using a custom application that 
recorded their face and logged their system interactions throughout the session. This part 
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lasted for 45 minutes and was the same as the previous round of data collection, but 
problems were modified to differentiate it from the previous round. The list of problems is 
shown in Table 3-4. 
 
Table 3-4. Problems Used in the Second Round of Data Collection. 
Number Exercise  Concepts Covered 
1 Return the area given the side of a square. Arithmetic expression, I/O 
2 Get the change given the price of the item and 
the amount given. 
Arithmetic expression, I/O 
3 Return the larger integer given two integers. If else, I/O 
4 Determine the winner of a rock paper scissors 
game given the moves of each player. 
If else, I/O 
5 Get the middle age given the age of three 
brothers. 
If else, I/O 
6 Get the sum of all numbers in an array. Arithmetic expression, 
loop, I/O 
7 Return the number of elements in an array 
divisible by 3. 
Arithmetic expression, if 
else, loop, I/O 
8 Return the sum of all the factors of a number. Arithmetic expression, if 
else, loop, I/O 
9 Return the greatest number of times a number 
appears in an array. 
Arithmetic expression, if 
else, loop, I/O 
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After the coding phase, the student moved on to the annotation phase. Again, the goal of 
this phase was for the student to annotate different parts of the session with the emotions 
that they felt. The key difference of this phase as compared to the previous attempt was that 
instead of allowing the subject to freely annotate as many or as few parts of the session, the 
system automatically determined the intervals that had to be annotated. To do this, the 
system first automatically partitioned the session data into several sub-intervals. The 
partitioning was done using a scheme by Bosch et al. (2014), which was based on key 
moments on the session history. The partition boundaries were identified on the following 
moments: (1) the start and end of a series of key presses, (2) compilation of the code, (3) 
submission of the code, and (4) the start of a new problem. Figure 3-14 shows an example 
partitioning of the session data, and the resulting sub-intervals that were produced. Using 
this partitioning scheme, the average length of the instances was 17.24 seconds and were 
less variable than the lengths in the previous round of data collection. 
We randomly chose a maximum of 150 intervals for each student to keep the annotation 
task manageable. Each instance was displayed to the student through an interface in which 
they could watch a replay of that part of the session. A screenshot of this interface is shown 
in Figure 3-15. 
 
Figure 3-14. Example partitioning of the data and the resulting sub-intervals. 
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Table 3-5. Emotional State Labels and Their Definitions. 
Emotion Label Definition 
Engaged You are immersed in the activity and enjoying it. 
Confused You have feelings of uncertainty on how to proceed 
Frustrated You have strong feelings of anger or disappointment 
Bored  You feel a lack of interest in continuing with the activity 
Neutral  There is no apparent feeling. 
 
Table 3-6. Action State Labels and Their Definitions. 
Action Label Definition 
Reading You are reading the problem. 
Thinking You are thinking about the solution for the problem. 
Writing You are writing the solution for the problem. 
Finding You are finding a bug in the code. 
Fixing You are editing the code to fix the bug. 
Unfocused Your mind is distracted and thinking of something else. 
Other The above labels do not apply. 
 
The students were asked to label each instance with the emotion that they felt during that 
interval. We used the emotion labels “engaged”, “confused”, “frustrated”, and “bored”. 
Because the intervals were not selected by the students, we also added a fifth label called 
“neutral” to account for the case when the student could not identify any dominant emotion 
for the given interval (essentially equivalent to no emotion). Furthermore, for some 
additional information, we also asked the student to label each interval with the main action  
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Figure 3-15. Example screenshot of the retrospective self-report tool for the second round of data collection. (a) code snapshot, (b) 
time slider, (c) interface to select the emotion and the action judgment for the interval, (d) video snapshot, (e) definition of labels. 
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that they were doing at that time. They could choose from the labels: “reading”, “thinking”, 
“writing”, “finding”, “fixing”, “unfocused”, and “other”. The definitions of the emotional 
state labels and action labels were provided to the students to minimize subjectivity on the 
annotation process and is shown in Table 3-5 and Table 3-6. A total of 1,462 instances were 
collected from this round of data collection. 
3.3.2 Feature Extraction and Analysis 
We then extracted the features from the raw data collected from the programming sessions. 
Again, we aimed to extract two types of features: face features and system log features. 
We decided to use a different tool for extracting the face features in this round of model 
training, since Affectiva appeared to be less sensitive to subtle displays of emotion. In this 
round, we used OpenFace for two main reasons. First, OpenFace was more sensitive in 
detecting AUs as compared to Affectiva. For example, Affectiva could only detect that the 
eyebrows were lowered when they were lowered heavily. On the other hand, OpenFace 
instead assigned an intensity for each AU, and it could detect weaker displays of facial 
expressions. Second, OpenFace could estimate the head pose in addition to the AU 
information. The head pose referred to the location of the head with respect to the camera. 
OpenFace has good inter-rater agreement with human baselines across multiple datasets in 
AU detection (Baltrusais, 2015). Figure 3-16 shows examples of facial landmark estimation 
using the OpenFace tool. 
We used OpenFace to extract the face features from the raw video files. We extracted the 
AU information and the head pose information. OpenFace processed a video file on a frame 
by frame basis. For each frame, OpenFace assigned a score of 0-5 for each AU type, 
representing the predicted intensity of the display of that AU in that frame. For the head 
pose, OpenFace estimated the head location in millimeters with respect to the camera and 
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estimated the head rotation in radians. We discarded the frames where OpenFace had less 
than 99% of confidence in the detection of the face, and we also used some manual heuristics 
to filter out obvious cases of failed face detection, such as when the face detected was very 
far from the camera (there were rare cases in some frames where an object in the background 
was detected as the face). 
 
Figure 3-16. Estimation of facial landmarks using OpenFace. 
 
For the log-features, we extracted the same ones as in the previous round of data collection. 
These are: all editor changes (insertions and deletions), compilations, and submissions. 
These features were all extracted from the log of system interactions. 
Once the features have been extracted, we then proceeded to analyze patterns and trends in 
the data with respect to the different emotions reported by the students. In order to determine 
which features were correlated to certain types of emotions, we performed some analysis on 
the annotated dataset. First, we used RELIEF-F feature ranking in order to get an idea of the 
important features in the classification of emotions. RELIEF-F ranks features based on their 
ability to discriminate an instance from its closest neighbors that belong to a different class. 
Then, we further investigated the features that ranked highly using statistical methods. 
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In the following paragraphs we describe the features that we found to have some correlation 
with certain emotions. 
AU Features. The AU04 action unit, also referred to as the “brow lowerer”, was ranked 
highly as a feature in RELIEF-F. Figure 3-17 shows some prominent displays of this AU. 
This AU was observed in the data when the eyebrow is furrowed or, to a lesser intensity, 
when the subjects gaze downwards. This often happened during typing when the eyes 
quickly shift between looking at the screen and at the keyboard without turning the head 
down. 
 
Figure 3-17. Prominent displays of brow lowerer (AU04) by Japanese student (left) 
and Filipino student (right). 
 
Table 3-7. Mean Intensity Display of AU04 in Typing and Non-Typing Intervals. 
 Typing Non-Typing 
Japanese Filipino Japanese Filipino 
Engaged 0.64 0.21 0.89 0.21 
Confused 0.66 0.22 0.65 0.29 
Frustrated 0.98 0.31 1.35 0.35 
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Performing a Wilcoxon signed ranked test across all the subject data, we found that the mean 
intensity of AU04 was significantly higher in reported intervals of frustrations than in all 
the other states combined (𝑝 = 0007). This finding supported previous studies that have 
linked this AU to confusion and frustration (Bosch et al., 2015; Grafsgaard et al., 2013). It 
turned out that one of the signs of student confusion and frustration was the lowering of the 
eyebrow. We also found that the mean intensity of the display of AU04 to be higher in 
reported intervals of frustration than during intervals of engagement or confusion, as shown 
in Table 3-7. We separated the typing and non-typing intervals because the display of AU04 
was affected by the action of typing in which the student looks down on the keyboard. 
 
Figure 3-18. Correlation between AU and states. Arrows point from a state that 
occurs significantly greater than the one pointed to, 𝝁 is the mean intensity. 
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Although we could not find any other AUs that correlated with any emotion with statistical 
significance, we found that the lip-related AUs of lip corner puller (AU12) and upper lip 
raiser (AU10) were correlated with the action of reading the problem. A Wilcoxon signed 
ranked test revealed that these AUs were displayed in significantly higher intensities in 
moments of reading as compared to writing (𝑝 = 0.0001), finding the bug (𝑝 = 0.0013), 
or all the other states combined (𝑝 = 0.004). Examples of these AUs are shown in Figure 
3-15. A summary of the correlations found between AUs and the emotional and action states 
is shown in Figure 3-18. 
Head Pose Features. In the dataset, we also found that the head location standard deviation 
features were correlated with boredom. Table 3-8 shows the average standard deviation of 
the head pose features (x, y, and z) across all the emotions. This suggests that there tends to 
be a wider range of head movement in moments of boredom. 
 
Table 3-8.  Head Location Average Standard Deviation Across Different Emotions. 
 Japanese Students Filipino Students 
 Eng. Con. Fru. Bor. Eng. Con. Fru. Bor. 
Loc. X 12.10 15.75 15.00 20.87 14.14 14.06 14.34 17.25 
Loc. Y 10.16 10.55 11.58 15.97 9.80 9.02 9.01 10.68 
Loc. Z 13.91 15.67 16.67 23.27 11.73 11.73 11.96 15.74 
 
System Log Features. Finally, we observed correlations between system log related features 
and some emotions. Performing a paired Wilcoxon signed rank test on each combination of 
log feature and emotional state with a Bonferonni correction to account for 6 hypotheses 
resulting in 𝛼 =  0.0083, we found that document insertions occurred significantly more  
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Figure 3-19. Correlation between system log features & states. Arrows point from a 
state that occurs significantly greater than the one pointed to, 𝝁 is the mean intensity. 
 
when students were engaged (𝜇 = 0.65) than when they were confused (𝜇 = 0.34, 𝑝 <
0.001) , frustrated (𝜇 = 0.35,𝑝 < 0.001) or bored (𝜇 = 0.25, 𝑝 < 0.001). We also found 
that overall document changes (insertions and deletions) occurred significantly more when 
students were engaged (𝜇 = 0.77) than when they were confused (𝜇 = 0.44, 𝑝 < 0.001), 
frustrated (𝜇 = 0.55, 𝑝 = 0.006), or bored (𝜇 = 0.38, 𝑝 = 0.002). 
On the contrary, compilations were more indicative of confusion and frustration. 
Compilations with errors occurred more significantly in moments of confusion ( 𝜇 =
0.0086) than engagement (𝜇 = 0.037, 𝑝 = 0.005), and occurred more significantly in 
moments of frustration (𝜇 = 0.0089) than engagement (𝜇 = 0.037, 𝑝 = 0.0044). When all 
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compilations are accounted for, they occurred more significantly in moments of confusion 
(𝜇 = 0.019) than engagement (𝜇 = 0.0093, 𝑝 < 0.001), and occurred more significantly in 
moments of frustration (𝜇 = 0.018) than engagement (𝜇 = 0.0093, 𝑝 < 0.001). In addition, 
we found that compilations occurred significantly more when students were frustrated (𝜇 =
0.018) then when they were bored (𝜇 = 0.015, 𝑝 = 0.0043). 
A summary of these system log-based findings is shown in Figure 3-19. Overall, it could be 
summarized as follows. More document changes are indicative of engagement, which meant 
that it was generally a good sign if the student was actively changing parts of the code a lot. 
On the other hand, increased number of compilations, particularly those with errors, were 
indicative of confusion and frustration. 
3.3.3 Training and Evaluation of Model for Engagement / Confusion / Frustration / 
Boredom Using Fixed Affect Judgment Data 
We built classifier models using WEKA to investigate the combination of face features and 
system log features for detecting emotional states in programming. 10-fold cross validation 
was used to evaluate the models. For each classification task, we chose the best performing 
model among four commonly used machine learning models which are C4.5 Decision Tree, 
Logistic Regression, Naïve Bayes Classifier, and Multilayer Perceptron. The results of the 
classification are shown in Table 3-9. 
Because the classes are imbalanced in these classification tasks, the metric we used is 
Cohen’s kappa value, which measures how well the model performs against a model that 
simply guesses randomly based on the frequency of each class. It could be seen that for log 
features alone, the models for all four emotions did not perform well beyond chance, with 
𝜅 = 0.26 for engagement and 𝜅 < 0.1 for the other emotions in the Japanese group, and 
𝜅 = 0.07for engagement and 𝜅 = 0.00 for all the other emotions for the Filipino group. On 
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the other hand, using the face features only resulted in better models for engagement with 
𝜅 = 0.39 and 𝜅 = 0.28 for the Japanese and Filipino groups respectively, and slightly better 
𝜅 values for the other emotions as well. While the accuracy of the models using system logs 
only are usually higher than that of when using face features only, it should be noted that in 
this case accuracy could be misleading because of the imbalanced dataset. As such, for 
minority classes such as confusion, frustration, and boredom, the model is sometimes 
inclined to be very biased to the majority class resulting in high accuracy values but lower 
𝜅 values. Because of this, the higher 𝜅 values using the face features only suggest that they 
have a better performance in terms of discriminating the imbalanced classes. 
 
Table 3-9. Cohen’s Kappa and Accuracy (in parenthesis) for Classifying the Presence 
and Absence of Affective States 
Japanese Group 
Features Engaged Confused Frustrated Bored 
Face 0.39 (0.69) 0.11 (0.69) 0.13 (0.73) 0.13 (0.90) 
system log 0.26 (0.63) 0.01 (0.77) 0.07 (0.85) 0.00 (0.93) 
face + system log 0.42 (0.71) 0.18 (0.71) 0.27 (0.82) 0.16 (0.91) 
face + system log + action 0.51 (0.76) 0.16 (0.72) 0.32 (0.82) 0.39 (0.93) 
Filipino Group 
Features Engaged Confused Frustrated Bored 
Face 0.28 (0.65) 0.08 (0.67) 0.16 (0.71) 0.17 (0.93) 
system log 0.07 (0.58) 0.00 (0.75) 0.00 (0.75) 0.00 (0.95) 
face + system log 0.30 (0.65) 0.10 (0.67) 0.22 (0.72) 0.10 (0.93) 
face + system log + action 0.31 (0.66) 0.14 (0.69) 0.24 (0.73) 0.39 (0.95) 
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When combining the face and log-based features together, we observed varying 
improvements in 𝜅  values across engaged, confused, and frustrated classification tasks. 
However, the same could not be said for the boredom emotion for the Filipino group, which 
saw a drop in the 𝜅 value. Again, the accuracy values across all emotions did not show much 
difference between using face features only and using face features and log features, but the 
accuracy value here may be misleading. 
By adding the reported action state as a feature, the 𝜅  values saw varying further 
improvements across the emotions, but the biggest improvement could be seen is with the 
boredom emotion, with 𝜅 = 0.39 for both groups. This could be because of the “unfocused” 
action context that is most associated with boredom but not the other states causing the 
improvement in the discriminative models’ performance.  
By using face and system log features, we were able to come up with models that achieve 
performance beyond chance for engagement and frustration, but confusion and boredom 
remained to be difficult to detect. For confusion, we were able to improve the performance 
of the model to 0.75 accuracy (𝜅 = 0.22) for the Japanese group and 0.72 accuracy (𝜅 = 0.2) 
for the Filipino group by filtering the features according to RELIEF-F feature selection. The 
naïve Bayes classifier was the best performing model for classifying engagement and 
frustration, while the multilayer perceptron was the best performing model for classifying 
confusion and boredom. 
From this, we can observe that using a combination of face-based and log-based features 
resulted in a slight improvement in the performance of the models in terms of 𝜅, but not 
much improvement in terms of the accuracy of discriminative models. The use of 
discriminative models as above posed a problem in the classification of emotions for our 
task. This was because of two reasons. First, the classes were highly imbalanced, causing 
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models to be highly biased to the negative class for the minority classes, the most notable 
of which is boredom. Since there are relatively few classes labelled as “boredom”, 
discriminative models tend to learn to classify everything as not bored. Second, since our 
dataset was collected in a naturalistic setup and the annotations were self-reports, the 
resulting data was not easily discriminable and could potentially be noisy. Discriminative 
models are not good at handling these things since they, as the name suggests, rely on 
discriminating features between classes. 
Because of this, we used a generative model instead to build classifiers for the emotion using 
the features that we have discussed in the previous section. In this case, we used a Gaussian 
hidden Markov model instead of the discrete HMM that we used in the previous round of 
model training. We switched to a Gaussian emission model in order to accommodate the 
numerical features in this round of data collection and to incorporate multiple AU features 
at once. A Gaussian emission HMM worked similarly with a discrete HMM, except that 
emissions are a set of continuous values instead of a single discrete emission. 
We divided each sequence of annotated intervals into fixed-length sub-intervals of 2 sec. 
each. Each sub-interval was considered as a single state in the Markov sequence. Each state 
in the HMM emits 𝑀 components, each of which was a real value representing a single 
feature in the data. The features included: (1) the log features such as the number of 
insertions, number of deletions, number of compilations without errors, and number of 
compilations with errors, (2) the facial expressions of brow lowerer (AU04), upper lip raiser 
(AU10), and lip corner puller (AU12), and (3) the head pose features containing the mean 
of the head location and rotation. Before the features were incorporated into the model, they 
were first normalized. An example of a sequence is shown in Figure 3-20. 
Page 57 
 
 
Figure 3-20. Example Gaussian HMM sequence. 
 
We then trained four Gaussian HMM models using hmmlearn, a Python implementation 
of HMM. Each model represented the four emotional states of “engaged”, “confused”, 
“frustrated”, and “bored”. To train the models, we estimated the parameters using the 
corresponding sequences from the training set. To classify an unknown sequence, we 
computed the log-likelihood that the unknown sequence was generated by each of the 
models. We also split the sequence in 50% and 20% sub-intervals and computed the log-
likelihood of those sub-intervals. This was because we realized that confusion, frustration, 
and boredom, were better detected in shorter intervals rather than longer ones. For each sub-
interval, we chose the winner by selecting the emotion that yielded the highest log-
likelihood. Then, we defined a score for each emotion representing the score of each 
emotion as the total number of times it yielded the highest log-likelihood over the total 
number of sub-intervals. We then checked if the ratio of each score with the total number of 
sub-intervals was higher than a threshold 𝑡, which was decided to be 0.1 based on repeated 
trials to maximize the accuracy. Ties were resolved in the order of: “bored”, “confused”, 
“frustrated”, and “engaged”. The reason for this scheme was to further adjust the model to 
be more sensitive to the imbalanced dataset. We used a 10-fold cross validation to evaluate 
the performance of the classifier. The confusion matrix is shown in Table 3-10. 
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The overall accuracy of the 4-way classifier was 43%. Among all the “engaged” sequences, 
the classifier was able to detect it correctly 46.9% of the time. Among all the “confused” 
sequences, the classifier was able to detect it correctly 39.3% of the time. Among all the 
“frustrated” sequences, the classifier was able to detect it correctly 43.5% of the time. 
Among all the “bored” sequences, the classifier was able to detect it correctly 35.8% of the 
time. The four-way classifier has a kappa value of 𝜅 = 0.19. While these numbers were not 
impressively high, it still shows that it was possible to the different emotional states in 
programming beyond chance. 
 
Table 3-10. Confusion Matrix for Classification of Emotions Using Gaussian HMM. 
Classified as→ Engaged Confused Frustrated Bored 
Engaged 114 50 77 2 
Confused 53 66 48 1 
Frustrated 45 34 64 4 
Bored 8 14 12 19 
 
3.3.4 Summary of Second Round of Emotion Modelling 
In our second attempt of student emotion estimation, we addressed the limitations that we 
had in the first round of model training. The fixed affect judgment scheme allowed us to 
collect more instances which allowed us to extend our estimation to less-frequently reported 
states of frustration and boredom. By switching to OpenFace, we were also able to catch the 
subtler displays of facial expressions, allowing us to discover some patterns (correlations) 
between certain features and emotional states. 
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Going back to the questions we identified at the beginning of this chapter, we now have 
more complete answers for those questions. First, we have identified the features that were 
correlated to various emotional states, such as brow lowerer (AU04) being correlated with 
the occurrence of frustration and the number of document changes being correlated with the 
occurrence of engagement. Second, we found that combining face features and system log 
features generally resulted once again in slight improvements over using only either one of 
the sets for emotion classification, but the improvement did not appear to be significant. 
Finally, we were able to build a model for estimating student emotional state that could be 
used in a system for programming practice by using a generative model which is less 
sensitive to noisy data and imbalanced datasets. 
3.3.5 Additional Investigation: External Annotators 
The difficulty to discriminate the emotional states from the features motivated us to conduct 
some additional investigations as to whether it would also be challenging for external human 
annotators to do the classification. 
We conducted an additional study wherein we asked two external annotators to watch 
subsets of the session data (in 10 sec., 20 sec., and 60 sec. intervals). For each interval, each 
annotator was able to view the replay of that part of the session, which was comprised of 
the student’s code editor changes and the video of the student’s face. We then asked them 
to infer the most likely emotion that the student felt. We then compared to see the agreement 
rate of the annotators and compared it to the actual self-reports of the students at that interval.  
Table 3-11 shows the agreement rate of the two annotators across all the instances that were 
annotated. The agreement rate in this case refers to instances where both annotators inferred 
the same emotion class over the total number of instances of that length. 
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Table 3-11. Agreement Rate of Annotators on Judging Emotional States Across 10, 
20, and 60 Second Interval Lengths. 
Interval 
Length 
Both Say 
“Engaged” 
Both Say 
“Confused” 
Both Say 
“Frustrated” 
Both Say 
“Bored” 
Total 
Agreement 
Rate 
10 sec. 52.00% 17.00% 0.67% 0.00% 69.67% 
20 sec. 52.67% 17.17% 1.17% 0.00% 71.01% 
60 sec. 53.27% 11.53% 1.25% 0.00% 66.05% 
 
For all three interval lengths (10 sec., 20 sec., and 60 sec.), the annotators’ total inter-
agreement rate was in the range of 66 to 72%, which was fairly good. However, it was 
surprising that most of the instances where they agreed fell under “engaged” or “confused”, 
which meant that the external annotators failed to recognize the other two emotions 
(frustrated and bored) reliably.  
However, when we consider agreement between the two annotators and the student’s own 
self-report, the results are shown in Table 3-12. This table considers the instances where 
both annotators infer the same emotion class, and that emotion class matches with the actual 
self-reported emotion of the student as collected in our data. In this case, the agreement 
drops in the range of 33% to 42%, showing that there were many instances wherein the 
judgment of the annotators, even if they agreed, did not reflect the student’s actual self-
report. In fact, only around 70% and around 25% of the self-reports of “engaged” and 
“confused” labels respectively were inferred by the annotators, while frustration and 
boredom were very low. This is shown in Table 3-13. 
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Table 3-12. Agreement Rate of Both Annotators and the Self-Report of the Student 
on Judging Emotional States Across 10, 20, and 60 Second Interval Lengths. 
Interval 
Length 
All Say 
“Engaged” 
All Say 
“Confused” 
All Say 
“Frustrated” 
All Say 
“Bored” 
Total 
Agreement 
Rate 
10 sec. 27.66% 5.83% 0.17% 0.00% 33.66% 
20 sec. 35.17% 4.67% 0.67% 0.00% 40.51% 
60 sec. 37.07% 4.05% 0.93% 0.00% 42.05% 
 
 
Table 3-13. Percentage of Each Emotional State Correctly Inferred by Both 
Annotators (Assuming Ground Truth is the Student’s Self-report). 
Interval 
Length 
Engaged Confused Frustrated Bored 
10 sec. 65.1% 25.55% 0.57% 0% 
20 sec. 66.57% 25.69% 2.96% 0% 
60 sec. 72.12% 21.31% 3.95% 0% 
 
A possible limitation in this approach is the fact that the sequences have been presented in 
isolation to the annotators, which may have limited the ability of the annotators to 
understand the context of the events that happened. In this study, we treated each instance 
independently of one another. Nevertheless, these results further underscore the difficulty 
of discriminating emotional states from one another using only directly observable features 
without context.
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Chapter 4 
Affective Feedback in Programming Practice 
In this chapter, we move on to the second main objective of this research, which is to investigate 
the effect of emotion-based feedback in the context of learning programming. We use the 
models we have developed for emotion estimation in the previous chapter and integrate them 
into programming practice systems that provide simple interventions as responses to the 
perceived emotional state of the students. Our goal is to investigate and analyze the effects of 
such affective-based responses to the learning experience of students who are using the system 
for programming practice. In line with this goal, we intend to explore the following questions: 
1. What is the effect of a system that demonstrates simple emotional awareness to the 
student’s impression towards the learning experience? 
2. What is the effect of the said system to the student’s performance? 
3. Which components or aspects of the above system cause those effects? 
4.1 Overview of Framework for Investigating Affective-Based Response 
We discuss a general overview of the framework we used for exploring the above questions. 
First, we implement a simple prototype of a programming practice system that could respond 
to the perceived emotion of the student. We then ask multiple groups of students to use the 
system for a set length of time. The data collected from the sessions as well as student’s self-
reports are then used to compare the effects of using different versions of the system, such as 
comparing a version of the system that has affective feedback and a version of the system that 
has no feedback. After letting the students use the system, we then analyze and interpret the 
results based on the session data and the student’s responses to questionnaires and self-reports. 
This process is summarized in Figure 4-1. 
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Figure 4-1. Overview of framework for investigating affective response.  
Throughout this study, we have implemented two systems EmoTutor1 and EmoTutor2 that are 
sensitive to the emotion of the student. EmoTutor stands for Emotional Tutor. First, we 
implemented the EmoTutor1 application that presents guides and adjusts the complexity of 
exercises depending on whether the student appeared to be more engaged or more confused. 
Second, we implemented a system that gives motivational dialogue and through a virtual tutor, 
which is also capable of guiding the students by providing hints. 
4.2 EmoTutor1: Adaptive Content Based on Engagement / Confusion 
EmoTutor1 estimated whether the student was more engaged or more confused and responded 
through adaptive learning content. The system was designed to be used for coding practice, 
particularly the translation of computational operations written in natural language into 
syntactically correct code. A key component of this system is that it displayed adaptive 
feedback in the form of learning content if the student appeared to be more confused than 
engaged. Adaptive feedback, a key component of many intelligent tutoring systems, is a 
dynamic kind of feedback where different learners receive different information from the 
computer based on how they work through the instruction (Dempsey, 1993), and is considered 
as one of the main factors why human tutoring is so effective (VanLehn, 2011). 
4.2.1 System Implementation 
We first begin by a description of the system. Figure 4-1 shows a summary of how 
EmoTutor1 functioned. First, a coding exercise is generated and displayed to the student. 
Programming  exercises are in the form of coding tasks in which the student must write the 
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Figure 4-2. A summary of EmoTutor1. 
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body of a function according to given sequence of computational operations. The student 
must then solve the exercise by writing the code. The system provided an interface for the 
student to write code, test it with user-defined function arguments, and submit it for 
automatic checking. 
The system kept track of all the students’ interactions with the application, including editor 
changes and compilations. Additionally, the system was designed to be used with a web 
camera which captured the student’s face as he or she was using the system. While the 
student is writing code, the system attempted to detect confusion in ten-second intervals 
using session data collected from the past thirty seconds. Session data is comprised of all 
the document changes, compilations, and submission attempts, as well as video of the 
student’s face. We used the classifiers built from HMM models we discussed in Section 3.2 
in order to estimate whether the student was more engaged or more confused. 
If the student was perceived to be more confused than engaged, it responded in two ways. 
First, the moment the student is perceived to be confused, the system offered a guide to the 
student. If the student accepted the guide, the sequence of steps needed to solve the exercise 
was displayed in flowchart form. The student could click on the individual steps to see a 
more detailed explanation on how to write the code for that step. Second, the complexity of 
the succeeding exercises was adjusted based on the estimated emotional state of the student 
in the previous exercises. If the student solved two exercises while appearing mostly 
engaged, the complexity of the next one is increased by one. Otherwise, the complexity 
remained the same. If the student gave up on an exercise, the complexity was decreased by 
one. The complexity in this case was simply the number of operations needed to solve the 
exercise and is discussed in more detail in the next section. 
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An example use case of the system is shown in the Figure 4-2. First, the student attempts to 
solve the exercise which requires him to check if a variable is equal to 6. However, in the 
student’s code, the “=” operator was used instead of the “==” operator. The student gets 
stuck in this situation, then the system detects that he is confused. The system then offers a 
hint to the student, and he accepts. The flowchart showing the sequence of operations needed 
to solve the exercise is displayed. The student clicks on the first step, which requires him to 
compare the variable with the value of 6. The system displays a hint on how to perform the 
operation, and the student realizes his mistake. Then, he can correct it and proceed to the 
next exercise. Because confusion was detected, the next exercise generated is of the same 
complexity as the previous one, and this will continue until the student is able to solve 
exercises without being detected as confused. 
 
Figure 4-3. Components of EmoTutor1. 
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Figure 4-3 shows the different components of the system. Information from the web camera 
and system logs are sent to the HMM classifiers to infer if the student appeared to be more 
confused than engaged. The confusion information was then sent back to the application to 
determine if a hint should be offered or not. It was also sent to the coding exercise generator, 
which was responsible for generating the next exercise for the student. The coding exercise 
generator generated an exercise of the appropriate difficulty based on the emotional state. 
4.2.2 Adaptive Exercise Generation 
To be able to implement EmoTutor1, we had to come up with a way to dynamically generate 
coding exercises of varying complexity in an automated way. We implemented a simple 
coding exercise generator that was able to output procedurally generated coding exercises 
about translating computational operations written in natural language into programming 
code, given the complexity and desired type of operations involved. In the next paragraphs, 
we discuss the implementation of the coding exercise generator. 
The implementation of the coding exercise generator was grounded in two main objectives. 
First, how can we represent syntactic coding exercises in a structured manner? Second, how 
can we generate exercises automatically using this structure? 
For the first question, we decided to represent syntactic coding exercises as a sequence of 
operations that the student must execute. A natural representation of these sequence of 
operations was a flowchart-like structure, which were often to describe computer programs, 
especially in introductory programming classes (Hooshyar et al., 2015). In this 
representation, we designated each operation as a node in the flowchart. There were three 
types of operations which are shown in Table 4-1. 
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Table 4-1. Node Types in the Exercise Structure. 
Node Type Symbol Description 
Operation 
node  
A single arithmetic operation that is followed by 
another operation. For example, C = A + B. 
Condition 
node  
A single conditional expression that branches into two 
succeeding operations. The next operation is 
determined based on whether the expression is true or 
false. For example, if A > B. 
Return node 
 
A return statement that acts as an endpoint in the 
function control flow. For example, return A. 
 
The operation node represented an arithmetic operation. The condition node represented a 
comparison that branched out into two paths, one for when the comparison was true and one 
for when the comparison was false. Finally, the return node (or output node) represented an 
end point of the exercise in which the student must return or output a certain value as a result 
of the operations. One node in the representation was designated as the head node of the 
exercise, referring to the first operation that needed to be executed. Figure 4-4 shows an 
example of an exercise represented as a sequence of operations. 
We also created a set of higher-level operations which were abstracted into operation blocks. 
Each operation block worked the same way as a regular node but internally contained a pre-
defined set of simpler operations. Figure 4-5 shows an example of three different blocks: a 
block for computing the rounded average of two integers, a block for computing if a number 
was even or odd, and a block for getting the sum of all values in an array. 
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Figure 4-4. Examples of exercises represented as a series of operations. 
 
 
Figure 4-5. Examples of generated exercises with operation blocks (shown in gray). 
The internal sequences of operations are shown in the boxes with the dotted lines. 
 
From this representation, we could convert it to an exercise specification in natural language 
by mapping each node type and configuration to natural language text. Table 4-2 shows a 
mapping from the node configuration to English and Japanese language. 
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We used a recursive approach to generate the problem statement. Starting from the head 
node 𝑋, we called a function to generate the problem statement of 𝑋. We select one of the 
corresponding English texts for 𝑋 and append it to the problem statement. We replace {1} 
and {2} with the operands to the node and replace {O} with the output variable of the 
operation node. We then make recursive calls as follows. If 𝑋 is an operation node, we 
replace [A] with the problem statement of the node that follows 𝑋. If 𝑋 is a condition node, 
we replace [A] with the problem statement of the node on the first branch (when the 
condition is true), and then replace [B] with the problem statement of the node on the second 
branch (when the condition is false). 
 
Table 4-2. Examples of Mappings from Node Configurations to Natural Language 
Text. 
Node Configuration English Text Japanese Text 
Operation node (+) Get the total of {1} and {2}. 
Store the result in {O}. [A] 
{1} を {2} に加えましょう. 
結果を {O} に保存しましょ
う. [A] 
Operation node (–)  Subtract {2} from {1}. Store 
the result in {O}. [A] 
{1} から {2} を引きましょう. 
結果を {O} に保存しましょ
う. [A] 
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Condition node (>=) If {1} is greater than or equal 
to {2}, [A] Otherwise, [B] 
もし {1} が {2} より大きいか
同じなら, [A] そうでなけれ
ば, [B] 
Average node (operation 
block) 
Get the average of {1} and 
{2}, rounded down. Store the 
result in {O}. [A] 
{1}と{2}の平均値を求め，切
り捨てましょう. 結果を {O} 
に保存しましょう. [A] 
Return node Return {1}. {1} を返しましょう. 
 
To make the problem statements sound more natural, for all output variables that are used 
only in the immediately succeeding node, we remove the phrase “store the result in 
<variable name>”, and then simply refer to the output variable as “the result”. Table 4-3 
shows the generated English and Japanese problem statements for the exercise structures 
shown in Figure 4-4 and Figure 4-5. 
 
Table 4-3. Generated Problem Texts in English and Japanese. 
English Problem 
Statement 
Japanese Problem Statement Function Template 
Complete the function. 
Add I1 to 2.  If the 
result is greater than 10, 
関数をつくりましょう. I1 を 2
に加えましょう. もしその結果 
が 10 より大きい値ら, I1 を返し
int theFunction(int I1) { 
 
} 
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return I1. Otherwise, 
return 10. 
ましょう. そうでなければ, 10 を
返しましょう. 
Complete the function. 
If I1 is greater than or 
equal to 2, return I1. 
Otherwise, multiply I2 
by 3. Return the result. 
関数をつくりましょう. もし I1 
が 2 より大きいか同じなら, I1
を返しましょう. そうでなけれ
ば, I2 と 3 をかけましょう. その
結果を返しましょう. 
int theFunction(int I1, 
     int I2) { 
 
} 
Complete the function. 
Add I1 to 5. Get the 
average of the result 
and 8, rounded down. If 
the result is even, return 
1. Otherwise, return 2. 
関数をつくりましょう. I1 を 5 
に加えましょう. その結果と 8
の平均値を求め，切り捨てまし
ょう. もしその結果が偶数なら, 
1 を返しましょう. そうでなけれ
ば, 2 を返しましょう. 
int theFunction(int I1) { 
 
} 
Complete the function. 
Get the sum of the 
values in the array I1. 
Return the result. 
関数をつくりましょう. 配列 I1 
の全ての数の合計値をもとめま
しょう. その結果を返しましょ
う. 
int theFunction(int I1[]) { 
 
} 
 
Statements could become ambiguous in the case of nested if statements, such as the one 
shown in Figure 4-6. The statement is vague because it is difficult to determine whether the 
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phrase “Otherwise, return 3” is paired with the first condition or the second condition. To 
address this, a label is created to group the instructions in the outer condition. In the 
corrected problem statement, label A is created to group the operations under the first 
condition. 
 
Figure 4-6. Resolving ambiguity on exercises with nested conditional statements. 
 
The solutions to the exercises could also be derived automatically using a similar approach. 
Each node configuration could be mapped to a corresponding code in the chosen 
programming language. As each node represented computational operations, the mapping 
was straightforward. For operation blocks, the internal implementation was used to generate 
the solutions. Examples of mappings from node configurations to Java code are shown in 
Table 4-4. Solutions could be generated using the same recursive approach used in 
generating the problems. It was important for us to generate the solutions so that student’s 
solutions could automatically be checked for correctness. To check the correctness of a 
student’s solution, we generate random test cases and run them through the model solution 
and the student’s solution and compare if the return values were the same. Examples of 
solutions for some of the exercises above are shown in Figure 4-7. 
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Table 4-4. Corresponding Java Code Snippets for Some Node Configurations. 
Node Configuration Java Code 
Operation node (+) {O} = {1} + {2}; [A] 
Operation node (–)  {O} = {1} - {2}; [A] 
Condition node (>=) if ({1} >= {2}) {[A]} else {[B]} 
Average node (operation 
block) 
if ({1} == {2}) {[A]} else {[B]} 
Return node return {1}; 
 
 
 
Figure 4-7. Generated solutions for the exercises in Figure 4-4 and Figure 4-5. 
 
This exercise representation also allowed hints to be generated to help students who are 
having difficulties with the exercise. The hint was a visualization of the exercise, which was 
essentially the visual flowchart. The student could then click on each individual node on the 
flowchart to view a guide text that explained how that operation could be achieved. 
Now that we have presented our exercise representation, we now discuss our approach for 
procedurally generating an exercise using that representation. The generation process could 
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be divided into two parts: the generation of the structure, and the assignment of parameters 
for each node. 
 
Figure 4-8. Examples of generated structures with 𝒄 = 𝟏, 𝒄 = 𝟑, and 𝒄 = 𝟓. 
 
The first step was to generate the structure of the exercise. The structure referred to the 
nodes in the flowchart, how they are connected and what types they are. We now describe 
our algorithm for generating the structure. Given a random seed and complexity value c, we 
generated a random structure using an iterative approach. First, we set either an operation 
node, a condition node, or an operation block as the head of the exercise. The head of the 
exercise is the first operation to be performed. Then, we attach either an operation node or 
a condition node to an available slot in the structure randomly. We continue attaching new 
nodes until the structure contains exactly c nodes. Finally, we attach return nodes to all the 
remaining slots in the structure to complete all program flows. Figure 4-8 shows some 
generated structures of varying complexity. 
Once the structure was generated, the assignment of parameters was done. Operation nodes 
are in the form of “C = A op B”, where A and B are the operands which can be either a 
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variable or a constant, op is one of the basic arithmetic operators such as addition (+) or 
multiplication (*), and C is the output variable where the result of the operation is stored. 
Condition nodes are in the form “A op B”, where A and B are the operands which can either 
be a variable or a constant, and op is a one of the basic conditional operators such as greater 
than (>) and less than (<). Finally, return nodes are in the form “return A”, where A is the 
operand and is either a variable or a constant. 
 
Figure 4-9. Examples of bad exercises. (a) shows a node with only constant operands, 
(b) shows a variable that was never used again, (c) shows a variable used but not 
defined in the context. 
 
In assigning node parameters, we made three considerations. First, all operation and 
condition nodes must not contain constant operands only. In Figure 4-9a instead of 
computing for 5 + 3, one could have just assigned 8 to X1 directly and get the same result. 
Second, all variables should affect the return value of the function in some way. In Figure 
4-9b, the first node stores the result in X1, but X1 was never used again in the function, 
making that operation unnecessary. Third, all variables used as operands should exist in the 
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context. In the right branch of Figure 4-9c, the variable X1 is added to 6, but the variable 
X1 is not defined in this branch. 
We used the following algorithm in assigning node parameters. First, we defined the depth 
of a node 𝑁 as the number of steps needed to reach node 𝑁 from the head node. Next, we 
define 𝐶𝑙𝑖𝑠𝑡 to be a list of critical nodes. We define a critical node as a node whose operation 
affects the outcome of the function. Initially, we add all return nodes and condition nodes 
to 𝐶𝑙𝑖𝑠𝑡. Return nodes directly affect the return value of the function by their definition, while 
condition nodes affect which branch to take, thus affecting which return node will be 
reached. Next, we set a counter variable 𝑖 = 1. We loop through the remaining operation 
nodes in descending depth. For each operation node 𝑁, we create a unique variable 𝑋𝑖 , 
assign it as the output variable of 𝑁, and then increment 𝑖. Then, we select a random node 
𝐶 from 𝐶𝑙𝑖𝑠𝑡 that satisfy the following conditions: 𝐶 has at least one operand that is not yet 
defined, 𝐶 is reachable from 𝑁, and 𝐶 ≠ 𝑁. If no nodes satisfy the above conditions, the 
generation is treated as a failure. Otherwise, the variable Xi is assigned as one of the operands 
of 𝐶. Since 𝐶 is a critical node and the output variable of 𝑁 is now used as an operand of 𝐶, 
it follows that 𝑁 is now a critical node as well, so we add it to 𝐶𝑙𝑖𝑠𝑡. Randomly, the algorithm 
may repeat assigning Xi to more nodes from 𝐶𝑙𝑖𝑠𝑡, but only the first assignment is required. 
This process is repeated until all nodes are already in 𝐶𝑙𝑖𝑠𝑡. 
At this point, some nodes, including the head node, still have missing operands. For each 
node that has no operands yet, we attach at least one variable I1, I2, I3, … to it as an operand. 
These variables represent input parameters of the exercise function. Finally, we fill all 
remaining operands that have not been assigned yet with random constant integers. Figure 
4-10 shows the results of the exercise generation. 
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Using the coding exercise generation algorithm, we were able to generate exercises of a 
desired level of complexity and the desired set of operations. For example, we could 
generate an exercise of complexity 3 that only contained operation nodes. This meant that 
the exercise would contain three arithmetic operations. In this study, we used the number of 
operations as a metric for “complexity”, and while this was a naive way to define actual 
programming difficulty, we decided it was a sufficient measure for basic code syntax 
translation exercises and provided a simple way to adjust the level of difficulty. 
 
Figure 4-10. Examples of exercises generated. The dotted lines indicate where each 
operation node output variable is used in the exercise. 
 
4.2.3 Experiment Comparing EmoTutor1 Against a System with No Feedback 
Now that we have implemented the system, we ask the question: does using a system that 
responds to the perceived emotional state of the student have benefits compared to using a 
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system that does not provide any feedback to students? To answer this question, we set up 
an experiment involving two groups: a group that used a version of EmoTutor1 with 
affective feedback and another group that used a version of the system without affective 
feedback. 
We recruited university students in Japan to participate in an experiment that compared the 
usage of a system that provided adaptive feedback and a system that did not. A total of 35 
students participated. The age of the students ranged from 18 to 24. We divided the students 
into two groups: the control group and the experimental group. The control group contained 
17 students while the experimental group contained 18 students. The students were assigned 
randomly to the two groups, but efforts were made to balance the two groups in terms of 
sex, age, and months of programming experience. 
Each subject participated in the experiment individually. The experiment was divided into 
three phases: the briefing phase, the system usage phase, and the questionnaire phase. In the 
briefing phase, the student was informed about the experiment details and was asked to sign 
an informed consent form. In the system usage phase, the student was asked to use the 
system for programming practice. Finally, in the questionnaire phase, the student was asked 
to answer a questionnaire about the experience of using the system. 
The control group used a version of the system that did not respond to the confusion of the 
student at all. This meant that even when confusion was detected, the system did not offer 
hints. The complexity of the problems was also not adjusted regardless of perceived emotion. 
On the other hand, the experimental group used a version of the system that responded to 
the presence of confusion on the student. When the student was perceived to be confused, 
the system offered a hint to the student. Additionally, the system also adjusted the 
complexity of the exercises based on whether the student was perceived to be confused or 
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not. Each participant was asked to use the system for 40 minutes. During this time, the 
student attempted to solve exercises freely. However, they were not allowed to interact with 
anyone or browse any unrelated material. Table 4-5 shows a summary of the conditions for 
the control group and the experimental group. 
 
Table 4-5. Summary of Conditions for Control Group and Experimental Group. 
Group Number of 
Students 
Condition 
Control group 17 • System did not offer hint even regardless of 
perceived emotion. 
• System did not adjust the complexity of the 
exercises according to the perceived 
emotion. 
Experimental group 18 • System offered hints when student appeared 
more confused than engaged. 
• System adjusted the complexity of the next 
exercise based on the perceived emotion. 
 
The following paragraphs discuss the results of the above experiments and our findings. 
Number of Problems Solved. The first thing we investigated was: were students who used 
the system with affective feedback able to solve more problems? We found that students in 
the experimental group, on average, were able to solve more exercises than the students in 
the control group. The mean number of exercises solved by students in the experimental 
group was 13.5, while the mean number of exercises solved by students in the control group 
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was 6.33. This was a significant difference under a student’s t-test (𝑝 = 0.001817). Figure 
4-11 shows a distribution of the number of exercises solved by the two groups. 
 
Figure 4-11. Distribution of the number of problems solved by the two groups 
(control group: no adaptive feedback, experimental group: adaptive feedback). 
 
Table 4-6. Percentage of Problems Solved Across Different Complexity Levels. (This 
shows that the group that received guides consistently outperformed the group that 
did not. There were too few data for difficulty > 7 to perform an appropriate 
comparison.). 
Complexity Control Group Experimental 
Group 
p value (level of 
significance) 
All 53.05% 90.23% 0.00016 
1 (easy) 55.11% 98.61% 0.00007 
2 – 3 (moderate) 70.53% 97.42% 0.01 
4 – 6 (difficult) 51.62% 94.42% 0.041 
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Because the students did not receive the same number of problems for each complexity, we 
considered the ratio between the number of problems solved under each complexity level 
group and the total number of problems that they received under that complexity level group.  
Table 4-6 shows the comparison across different difficulty level groups. We found that 
across each complexity level group, the experimental group consistently outperformed the 
control group in terms of the number of problems solved. This showed that giving of timely 
hints alone could help students solve more problems regardless of the difficulty of the 
exercises. This was supported by the fact that in 26 out of the 38 times that a guide offer 
was accepted, the student was able to submit a correct solution within 3 minutes. From this, 
we can conclude that students who received feedback allowed the students to solve more 
problems as compared to those who did not receive feedback at all. 
Timing of the Hints. Next, we look at the timing of the hints during the session. That is, 
were the timing of the hints appropriate? Although it was difficult to assess the accuracy of 
the detection via self-reports since it would require the student to report all emotions 
throughout the session to obtain ground truth data, it was possible to just focus on the 
moments that the system perceived more confusion (precision). To investigate this, we 
showed different 30-second intervals of the session replay to the students (see Figure 4-12) 
and asked them what they were feeling at that time. To this question, they could respond 
with “very confused”, “somewhat confused” and “not confused”. The intervals that were 
shown to them were the actual moments when the system predicted confusion on the student, 
but the they were not informed about this during the questionnaire. 
We found that out of the 135 instances across both groups in which the system detected 
confusion, 105 of those instances were moments in which the student felt “very confused” 
or “somewhat confused”. Table 4-7 presents a summary of this data. 
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Figure 4-12. Post-experiment self-report of emotions on selected intervals. 
 
Table 4-7. Self-Reports on Confusion on Moments When the System Detected 
Confusion 
 Very confused Confused Not confused 
Control group 26 19 10 
Experimental group 23 37 20 
Total 49 56 30 
 
This showed that 75% and 82% of the times when confusion was detected in the control 
group and experimental group respectively, the student was going through some form of 
confusion. 
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Effectiveness of the Hints. In the experimental group, the system responded to the situation 
where the student appeared more confused than engaged by offering a hint. This response 
aimed to resolve the confusion that the student was experiencing before it transitioned to 
more negative affective states such as frustration and boredom. In the experimental group, 
in 32 out of the 38 times (84.21%) that the hint was accepted when the student felt “very 
confused” or “confused”, the student was eventually able to submit a correct solution for 
the problem within three minutes. Only in 6 of those instances (15.79%), the student gave 
up on the problem eventually.  
Table 4-8 shows the acceptance rate of the hints in the experimental group. In moments 
where students were very confused, they were very likely to accept the hint that was offered 
(82.61%). However, perhaps interestingly, in 65% of the instances where students reported 
that they were not confused, they also accepted the hint offer. This may have been caused 
by two things. First, the students were simply curious what the hint looked like, so accepted 
the help offer even if they didn’t really need it. Second, the students would take any kind of 
assistance just to proceed and get the right answer. The second reason underscores the 
importance of timely responses to student confusion. If a tutor gave out the hints before the 
student even attempted to solve on his own, it may have a lesser impact on learning. 
Table 4-8. Acceptance of Guides in the Experimental Group. 
 Accepted Did not Accept Total 
Very Confused 19 4 23 
Confused 19 18 37 
Not Confused 13 7 20 
Total 51 29  
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Student Impressions. Finally, we also measured the students’ impressions on using the 
system according to two criteria. First, was the system fun or engaging to use? Second, how 
helpful did you perceive the system in programming practice? Table 4-9 shows the 
responses of the students. 
 
Table 4-9. Likert Scale Responses on Students’ Perception on Using the System (5 – 
very much, 1 – not at all). 
 How engaging was the 
experience of the system? 
How helpful was the system 
in programming practice? 
 5 4 3 2 1 5 4 3 2 1 
Control group 2 7 3 5 0 2 8 4 3 0 
Experimental group 4 9 2 3 0 2 12 3 1 0 
Total 6 16 5 8 0 4 20 7 4 0 
 
 
Table 4-10. Selected Common Feedback from the Questionnaire. 
Category Feedback 
Offering of Guides 
(experimental group) 
It was nice that the systems gave hints during times of trouble. 
The guide is useful. 
The guides come up when I am having trouble. 
Quality of the Guides 
(experimental group) 
By looking at the visualization, I was able to grasp the structure of 
the program better. 
The figure was easy to understand. 
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The guide helped me remember little things that I forgot. 
I feel it would be better if I had more specific programming tips. 
It was almost like an answer guide. 
Exercises 
The problems were too similar with one another. 
The same types of problems come up. 
It tends to get monotonous. 
It is useful only for beginners. 
There were many simple problems. 
I think it is useful as a reconfirmation of basic knowledge. 
Because it gets harder and harder, I can do it at my own pace. 
(experimental group) 
You can practice in the pace you are comfortable with. 
(experimental group) 
 
We found that 72.22% of the students in the experimental group and 52.94% of the students 
in the control group reported that the exercises were “very fun” or “fun”, but the difference 
between the two groups is not significant. We also found that 77.78% of the students in the 
experimental group and 58.82% of the students in the control group perceived the exercises 
were “very helpful” or “helpful”, but again the difference between the two groups is not 
significant. 
The students were also allowed to provide qualitative comments to support their response. 
Common comments given in the questionnaire are shown in Table 4-10. Some students said 
that the guides in times of trouble was a useful component of the system. Furthermore, some 
students also mentioned that the guides were useful in helping them solve the exercises. 
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Regarding the exercises, some students pointed out that the progression of the difficulty of 
the exercises were a good point of the system. However, there was also a common sentiment 
that the problems were too simple and repetitive that they were only useful for beginners. 
This was an expected limitation of this system, as we currently chose to focus only on 
translation of computational operations to computer code. 
4.2.4 Summary of EmoTutor1 
In EmoTutor1, the system responded by presenting learning content according to whether 
the student was perceived to be more engaged or more confused. We found that such a 
system had positive effects both in terms of the student’s impression towards the learning 
experience as well as the performance of the student as measured by the number of problems 
solved. However, because the comparison was done against a system that did not provide 
any feedback at all, we have not yet determined whether such effects were because of the 
emotion-based presentation of the feedback or simply because of the feedback itself. We 
found evidences, however, that the hints were directly helpful in allowing students to solve 
more problems, and that a majority of the offering of those hints were helpful because they 
came at a time when the students felt some level of confusion during the programming 
session. Thus, at this point we can say that the questions identified at the beginning of this 
chapter have been partially answered. 
4.3 EmoTutor2: Dialogue Responses and Hints by a Virtual Tutor as a Response to the 
Four Emotions 
In EmoTutor2, we wanted to provide emotional awareness to the system. In other words, we 
wanted to let the user (student) know the system could recognize their emotion and see if such 
an emotionally aware system could yield positive effects in using a programming practice 
system. Similar with the first system, this system allowed the student to practice solving 
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programming exercises. While the student solved the exercises, the system sensed the emotion 
of the student in real-time (“engaged”, “confused”, “frustrated”, or “bored”). Based on the 
emotion displayed by the student, the system responded by demonstrating its emotional 
awareness using some intervention, which we elaborate further later. 
4.3.1 System Implementation 
Again, we begin by a description of the system. Figure 4-13 shows a screenshot of the base 
system for EmoTutor2. It was very similar to EmoTutor1, except that it focused on logic 
problems instead of syntax translation problems. The system provided an interface for the 
student to write the code, test the code by running it using a set of user-defined function 
arguments, and submit the code for checking. When testing the code, the system displayed 
the compiler output, both in the case when the program successfully compiled or not. In the 
case of the latter, the line where the syntax error was found was also highlighted on the code 
editor. The system could automatically check the correctness of student solutions by running 
the function with a set of pre-defined test cases for the corresponding problem and 
comparing the results with the expected outputs. 
The system contained 10 problems of increasing difficulty, and covered introductory 
programming concepts such as variables, expressions, conditional statements (if else), and 
loops. Table 4-11 shows the problems that were used in the system. 
While the student used EmoTutor2, it attempted to sense the emotion of the student in real-
time using the classifier model discussed at the end of Chapter 3.3. The sensing took place 
in 30-second intervals, using data from the previous minute of the session. The perceived 
emotion was then sent to a pedagogical module, which decided an appropriate intervention 
to display to the student. Figure 4-14 shows how the components of the system worked. 
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Figure 4-13. Screenshot of EmoTutor2. 
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Figure 4-14. Components of EmoTutor2. 
 
Table 4-11. Problems Used in EmoTutor2. 
Number Exercise  Concepts Covered 
1 Return the area of a rectangle, given the 
length of the width and length. 
Arithmetic operation, return 
statement 
2 Return the total price to be paid, given 
the price of one item, the number of 
items bought, and the discount in 
percentage. 
Arithmetic operation, return 
statement 
3 Check if the age is of legal drinking age 
(at least 20) or not and return the result. 
Conditional statement, return 
statement 
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4 Categorize the score as bad, good, or 
amazing based on the value and return 
the result. 
Conditional statement, return 
statement 
5 Return the age of the middle child, 
given the ages of three brothers. 
Conditional statement, logical 
operators (and, or), return 
statement 
6 Return the sum of all numbers within a 
given range, given the lower and upper 
bound. 
Loop, arithmetic operation, return 
statement 
7 Count the number of factors of a 
number. 
Conditional statement, loop, 
arithmetic operation, return 
statement 
8 Return the last odd number in a list. Conditional statement, loop, 
array, return statement 
9 Return the height of the second tallest 
person, given the heights of a group of 
people in an array. 
Conditional statement, loop, 
array, return statement 
10 Return the most frequently occurring 
integer in a list. 
Conditional statement, loop, 
array, return statement 
 
 
4.3.2 Experiment Comparing Different Levels of Emotional Awareness 
We wanted to investigate different levels of emotional awareness displayed by the system 
in terms of motivating the student in programming practice. We came up with four different 
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versions of the system demonstrating different levels of emotion awareness: (1) no emotion 
awareness, (2) text displaying the perceived emotion, (3) virtual tutor that responds to the 
perceived emotion via text and speech, and (4) same as the third one but does not display 
facial expressions and uses a robotic voice. 
 
Figure 4-15. Different levels of emotion awareness. 
 
Figure 4-15 shows the four levels of emotion awareness. For the first condition of “no 
emotion awareness”, the system did not display any awareness of the student’s emotion. 
While the system still detected the emotion of the student, no information about it was 
presented to the student. For the second condition of “text displaying the perceived emotion”, 
the system displayed the perceived emotion of the student in textual form. For example, if 
the student was perceived to be “engaged”, then the system would display a text message 
that says: “Your current emotion appears to be: engaged”. For the third condition of “virtual 
tutor that responds to the perceived emotion”, a virtual avatar representing a tutor responded 
to the emotion of the student through affective dialogue responses. The fourth condition was 
similar with the third one except the tutor had an emotionless voice and no expressions. 
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The virtual tutor was an animated pedagogical agent in the form of a lady tutor that could 
display affective expressions. The expressions are: (1) showing a smiling face when giving 
praise to the student (“You are doing a good job!”) or giving some motivation to the student 
(“Don’t give up, you can do this!”) and (2) a sad, concerned face when sympathizing with 
the student and offering a hint (“You look like you are confused. Would you like a hint?”). 
The virtual tutor conveyed the affective responses through a dialogue box with text as well 
as a pre-recorded female voice.  
When the student was detected to be confused or frustrated, the system offered a hint to help 
the student solve the problem. If the student accepted the hint, the system displayed a 
context-sensitive hint based on the status of the student’s code. The system gave three types 
of hints: error-related hints, example test case hints, and problem hints. The type of hint 
given depended on the status of the student's progress in solving the problem. If the student's 
code recently ran the code with a syntax error, the system would display an error-related 
hint, which was an explanation of the type of error in the student's code and how to fix it. If 
the student recently submitted an incorrect code but without any syntax errors, the system 
would display an example test case hint, which is the set of input parameters in which the 
function returned an incorrect value. Finally, if the situation did not fall on the above two 
cases, the system displayed a problem-specific hint to the student. Hints were offered 
regardless of the level of emotional awareness (cases 1 – 4).  
We wanted to investigate which among the four levels of emotional awareness had the most 
positive effect on students using a system for programming practice in terms of sustaining 
student motivation. To do this, we recruited 45 freshmen university students and separated 
them into four groups, one for each level. The age of the students ranged from 18 to 19 years 
old. The division resulted in 11 students for conditions (1), (2), and (4) and 12 students for 
condition (3). While the assignment was random, we used a scheme to balance the students 
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based on their class performance across the groups. Each student participated in the 
experiment separately. We asked each student to use the system for a maximum of 1 hour. 
Table 4-12 shows the four groups and the conditions for each group. 
 
Table 4-12. Summary of Conditions for Four Groups in Investigating the Level of the 
System’s Emotional Awareness. 
Group Number of 
Students 
Condition 
1 (no emotional 
awareness) 
11 • System did not notify the user of perceived 
emotion (no awareness). 
• System offered a hint when student was 
perceived to be confused or frustrated 
(without any message stating the user 
appeared to be confused or frustrated). 
2 (text) 11 • System displayed the perceived emotion of 
the student in a text box. 
• System offered a hint when the student was 
perceived to confused or frustrated. 
3 (virtual tutor) 12 • A virtual tutor delivered a dialogue in text 
and speech (audio) acknowledging and 
responding to the perceived emotion of the 
student. 
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• The message was delivered with the 
appropriate facial expression and using a 
normal human voice. 
• The tutor also offered a hint when the student 
was perceived to be confused or frustrated. 
4 (virtual tutor 
without facial 
expressions and 
using emotionless 
speech) 
11 • A virtual tutor delivered a dialogue in text 
and speech (audio) acknowledging and 
responding to the perceived emotion of the 
student. 
• The message was delivered without facial 
expressions and using an emotionless, 
robotic voice. 
• The tutor also offered a hint when the student 
was perceived to be confused or frustrated. 
 
To collect data on the students’ motivation level, the system asked the student in 5-minute 
intervals about how much they wanted to continue practicing. The system waited for the 
student to be idle before asking this question to avoid interfering with the programming 
activity, so the actual interval may not exactly be 5 minutes. The student could respond to 
this question with a using a Likert scale from 1 to 5, where 1 represented the most negative 
(“I want to quit”), 3 represented the neutral response, and 5 represented the most positive 
(“I want to continue practicing”) response. When the student responded to either 1 or 2 
(negative response) to the question, the system added -2 and -1 points respectively to the 
student’s “quit” score. When the score reaches at least -5, we treated this as the student 
having lost interest and we allowed the student to quit the session. 
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To measure the motivation of the students over time, we collected the responses of the 
students on the question of whether they wanted to keep practicing throughout the session. 
For each subject, we represented each response as a point (𝑥, 𝑦), where 𝑥 is the time in the 
session where the response was given and 𝑦 was the response (1-5) of the student. To 
summarize the overall trend (rise or fall) of the student over the session, we fitted a linear 
model to the points. The slope of the resulting best-fit line (minimizing squared error) was 
used to represent the motivation trend. Figure 4-16 shows some examples of linear models 
fitted across three sample sessions’ motivation value reports. 
 
Figure 4-16. Examples of quantifying the motivation trend by fitting a linear model 
across the different points where a motivation value was reported. 
 
A positive slope value meant that the overall trend was increasing, while a negative slope 
value meant that the overall trend was decreasing. Higher values represented a better 
motivation trend as it meant a steeper increase (in the case of positive) or less steep decrease 
(in the case of negative) change in motivation. We used this metric because it was able to 
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capture the trends of the students’ motivation while disregarding the differences between 
the initial motivations of the different students. After using the system, Table 4-13 shows 
the motivation trend (slope of the line) of each subject across the four groups. 
 
Table 4-13. Motivation Trend of the Students Across the Two Groups (The slope of 
motivation is the slope of the line fitted on the responses of the students to the 
question if they wanted to continue practicing over time.). 
1 - “no affective 
feedback” 
2 - “text” 3 - “virtual tutor” 
4 - “virtual agent 
without emotion” 
Subj. M. slope Subj. M. slope Subj. M. slope Subj. M. slope 
1A -0.04 2A 0 3A -0.079 4A -0.037 
1B 0 2B -0.074 3B -0.054 4B -0.037 
1C -0.066 2C -0.031 3C 0.002 4C -0.042 
1D -0.085 2D -0.043 3D -0.037 4D -0.043 
1E -0.098 2E -0.096 3E -0.061 4E -0.038 
1F -0.021 2F -0.086 3F 0 4F 0 
1G -0.034 2G -0.017 3G 0.014 4G -0.003 
1H -0.114 2H -0.014 3H -0.082 4H -0.038 
1I -0.043 2I -0.086 3I -0.072 4I -0.012 
1J -0.02 2J -0.111 3J -0.045 4J -0.02 
1K -0.218 2K -0.11 3K -0.005 4K 0 
    3L -0.062   
Mean -0.067 Mean -0.061 Mean -0.04 Mean -0.025 
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Using a student’s t-test on the data, we checked if these differences were statistically 
significant. We found that the difference between the situation of “no affective feedback” 
and “text displaying perceived emotion”, was not statistically significant. Likewise, the 
difference between the condition of “virtual agent” and “virtual agent without emotion” was 
also not statistically significant. However, we found that using agent-based approaches (𝜇 =
−0.033) yielded significantly higher values for the motivational slope as compared to not 
using affective feedback (𝜇 = −0.067, 𝑝 = 0.09) and using text displaying the perceived 
emotion (𝜇 = −0.061, 𝑝 = 0.06) with a level of significance 𝛼 = 0.1. While 𝛼 = 0.1 is not 
a strong statistical significance, we accept it with some reservations in this case because of 
the limited sample size. 
These findings suggest that there was value in using an affective system with a virtual agent 
that could respond to the affective feedback. Following this result, we decided to implement 
our system with a virtual tutor that displayed emotion (third group). Although the fourth 
group yielded a better result in this case, we decided to use the third group since the 
difference between the two groups was not significant, and the third group used an agent 
that is more humanlike. 
We also used some common feedback that were given by the students to further improve 
EmoTutor2. First, a common feedback was that the agent was too annoying because it kept 
intervening too much with the student. To address this, we adjusted the timing of the of the 
intervention from every 30 seconds to every 60 seconds. Another common feedback was 
that the hints were not very helpful, as it did not help in resolving the situations in which 
they were stuck in. While our system was not designed to catch every possible 
misconception, especially logical errors, we did miss several cases of common 
misconceptions in the student’s code which we addressed by including more cases. 
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4.3.3 Improvements to EmoTutor2 
We used the findings from the previous section to make improvements to the system. First, 
as mentioned above, because many students felt that the feedback was too frequent, we 
improved the timing in which the emotional response was presented. We increased the 
interval from 30 seconds to 60 seconds and additionally, the emotional response was set to 
trigger only when the student was not in the middle of typing so that it did not intervene 
with student activity. We also increased the coverage of the hints that were given based on 
the previous experiment’s session data by identifying common scenarios that were not 
caught by the previous hint system. Finally, we improved the explanations in the hints that 
were given by the tutor in order to more clearly match the student’s misconceptions based 
on the previous session data. 
Finally, we came up with an improved version of EmoTutor2 that exhibits emotional 
awareness by responding to the student’s emotional state. Figure 4-17 shows a summary of 
how the system works. 
The system worked as follows. At the start of each fundamental topic in the application 
(basic operations, conditional statements, loops), the tutor provided a brief tutorial about the 
fundamental concepts in that group (e.g., how an if else statement works). After the tutorial, 
the system displayed the first problem for the student to solve. The student could then write 
code to solve the problem, test it, and submit the code for checking. While the student solved 
the problem, all interactions were logged by the system and a video of the student's face was 
recorded by a web camera. This information was used to infer the emotion of the student in 
real-time, once every ten seconds using data from the previous minute. 
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(continued in the next page) 
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Figure 4-17. Summary of improved EmoTutor2 system. 
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At set regular intervals (60 seconds), the system waited for when the student is at an idle 
moment and provided affective responses based on the perceived emotion of the student 
through a dialogue from a virtual tutor avatar. The tutor gave affective responses for certain 
actions in the system, such as praising the student when a correct solution was submitted 
(“Good job in solving the problem!”). The virtual tutor conveyed the affective responses 
through a dialogue box with text as well as a pre-recorded female voice. 
We used a simple scheme for the avatar response. If the student was perceived to be engaged, 
the avatar would give a positive response, such as praising the student. If the student was 
perceived to be bored, the avatar would say some words of encouragement such as telling 
the student not to give up. If the student was confused or frustrated, the avatar would ask 
the student if he needed some help. The student could accept the offer and the avatar would 
display a context-sensitive hint to the student to help him or her solve the exercise. The 
avatar also gave some human-like responses at different parts of the session, such as praising 
the student whenever a correct solution was submitted. For each response, the system had a 
set of responses (variations of the message). This is to reduce repetitiveness in case the same 
emotion is detected multiple times.  Table 4-14 shows a summary of the affective responses 
displayed by the system with one example for each affective state. 
Table 4-14 Summary of Affective Responses Displayed by the System. 
Emotion Response Example 
Engaged affirmation You are doing a good job. Keep it up! 
Confused 
concern / hint offer 
You seem to be confused. Do you need 
some help? 
frustrated You look frustrated. Do you want a hint? 
Bored Encouragement Don’t give up! I know you can do this. 
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When the student felt confused or frustrated, the virtual tutor also offered a hint to the 
student. If the student accepted the hint, the system gave a context-sensitive hint depending 
on the status of the student’s code. The hints that were given followed the same scheme as 
that in the previous experiment but were improved based on the previous session data as 
explained at the beginning of this section. 
Although there is no empirical study on the best ways to respond to the academic emotions 
used in this study, we based the responses above on some previous studies and theories on 
how to respond to different emotions. In the theoretical model of affect dynamics, students 
enter a state of confusion when an impasse is encountered. This is also referred to as 
cognitive disequilibrium (Piaget, 1952). When confusion is unresolved, it may continue to 
frustration which is an emotion of higher arousal. Because of this, tutors should usually 
make a move to guide the student to resolve the confusion or frustration (D’Mello et al., 
2008). This is the reason why in our system, a hint was offered to the student whenever 
these two emotions are detected. On the other hand, words of encouragement have been 
previously used to respond to disinterest or boredom. In a system called SIRT, a social robot 
used verbal encouragement resulting to decreased boredom on the students (Brown & 
Howard, 2014). Thus, we use the same approach for when boredom is detected. 
4.3.4 Experiment Comparing EmoTutor2 Against a System With No Feedback 
We then use EmoTutor2 to investigate various research questions about this kind of 
affective feedback in the context of computer programming. The first question we aimed to 
answer was if using a system with affective feedback would have a more positive impact to 
students as compared to using a system that did not give any feedback (i.e., traditional way 
of doing programming practice alone). 
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To answer this question, we set up an experiment, recruiting 26 freshmen university students 
in Japan. All students had just recently completed a course in introductory programming in 
the previous semester. Their ages ranged from 18 to 20. They were divided into two groups: 
the control group and the experimental group using random assignment. Efforts were made 
to balance the groups in terms of their class performance in programming. The experiment 
was divided into five main parts, namely: the briefing, the pre-test, the system usage, the 
questionnaire, and the post-test. Each student participated in the experiment individually. 
In the briefing phase, the student was informed about the details of the experiment as well 
as the data that would be recorded and how it would be used. The students also signed an 
informed consent form stating their agreement to participate in the experiment. After the 
briefing phase, the student was asked to answer a pre-test, in which they must solve three 
programming problems within 15 minutes. They could attempt the problems in any order 
they wished, but they could only submit their code once per problem. Each of the three 
problems covered three main concepts in introductory programming, which are variables 
and expressions, conditional statements (if else), and iterative statements (loops). 
After the pre-test, the students used the system for 45 minutes. Students in the experimental 
group used the full version of EmoTutor2 described in the previous section, while students 
in the control group used the same system but without the virtual tutor and the affective 
responses. Instead, they could access their programming textbook freely if they needed to 
look up some information. The experimental group represented the situation where the 
student used a system with affective feedback while the control group represented a situation 
where the student practiced using a more traditional approach of solitary practice. Similar 
with the previous experiment, for both groups, the system asked the student in 5-minute 
intervals how much they wanted to continue practicing. The system waited for the student 
to be idle before asking this question to avoid interfering with the programming activity. 
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The student could respond to the question with a Likert scale of 1-5, where 1 represented 
the most negative (“I want to quit”) and 5 represented the most positive response (“I want 
to continue practicing”). 
After using the system, the student answered a short questionnaire to measure their 
impression in using the system. The questionnaire included a measure of engagement 
indicators, which we based on literature on academic emotions. It also included other 
miscellaneous questions such as the impression of the virtual tutor agent on the student. 
Table 4-15 shows a summary of the two groups in this experimental setup. 
 
Table 4-15. Summary of Conditions for Control and Experimental Group. 
Group Number of 
Students 
Condition 
control group 13 • A virtual tutor delivered a dialogue in text 
and speech (audio) acknowledging and 
responding to the perceived emotion of the 
student. 
• The message was delivered with the 
appropriate facial expression and using a 
normal human voice. 
• The tutor also offered a hint when the student 
was perceived to be confused or frustrated. 
experimental group 13 • System did not respond to the student’s 
emotion. 
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• System did not offer hints when student is 
perceived to be confused or frustrated. 
• Student could freely access programming 
textbook at any time. 
 
The following paragraphs discuss the results of this experiment. 
Motivation Trend. First, we wanted to find out if there was a significant difference in the 
motivation trend among the students in the experimental group and the control group. In 
other words, were the students using the system feedback able to sustain their motivation in 
practice better than the group which did not? To measure this, we used the same method in 
the previous section, where we fitted a linear model on all the points (𝑥, 𝑦) representing the 
points in the session where the student reported their motivation level. We then used the 
slope as a measure of the student’s trend of motivation level throughout the session. Using 
this scheme, we could quantify the change in motivation level over time while disregarding 
the differences on the initial motivation level of each student. 
 
Table 4-16. Motivation Trend of the Students Across the Two Groups (The slope of 
motivation is the slope of the line fitted on the reported motivation values.). 
Control Group Experimental Group 
Subject Slope of motivation Subject Slope of motivation 
CA -0.002 EA 0 
CB -0.082 EB 0.094 
CC -0.084 EC -0.113 
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CD -0.057 ED 0 
CE -0.192 EE -0.01 
CF -0.291 EF -0.041 
CG -0.039 EG 0 
CH 0.007 EH -0.068 
CI -0.102 EI -0.031 
CJ -0.04 EJ -0.04 
CK -0.04 EK -0.043 
CL -0.05 EL -0.07 
CM 0 EM -0.003 
Average -0.075 Average -0.025 
 
Table 4-16 shows the motivation trend of the students across the two groups. The average 
slope of the students in the control group was smaller than those in the experimental group. 
This meant that the slope was steeper in the negative direction, suggesting a faster drop in 
student motivation. Using a student’s t-test, we found that the slope motivation of the 
experimental group was significantly higher than that of the control group (𝑝 = 0.08) under 
a significance level of 𝛼 = 0.01. From this, we found that the students who used the system 
with affective feedback were able to sustain their motivation better than those who used the 
system without any feedback. 
Impression of the Students. Next, to determine the impression of the students on the 
learning experience across the two groups, we used six indicators associated with a good 
learning experience: (1) confident, (2) motivated, (3) enjoyed, (4) focused, (5) learned a lot, 
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and (6) skills improved. These indicators were terms that were associated with learning 
engagement in literature. 
Included in the questionnaire that the students must answer at the end of the session is a 
Likert scale from 1 to 5 for each of these indicators, where 1 is the most negative response 
and 5 is the most positive response. Figure 4-18 shows the mean impressions of the students 
across the two groups. 
 
Figure 4-18. Impressions of the students on the session between the control group 
and the experimental group. 
 
In five of the six indicators, students in the experimental group gave a more positive 
impression than those in the control group. Among these differences, two were statistically 
significant on a level of 𝛼 = 0.1: “motivated” (𝑝 = 0.09) and “skills improved” (𝑝 = 0.07). 
This means that students who used the system with affective feedback felt more motivated 
and felt that they skills improved by using the system. Overall, we found that the impression 
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of the students was slightly more positive when using the system with affective feedback as 
compared to when using a system without any feedback. 
Leaning Gains. Next, to determine whether there are learning gains in using the system 
with affective feedback, we analyzed the results of the pre-test and post-test. Figure 4-19 
shows the total pre-test and post-test scores for both groups. It could be seen that there was 
some evidence of learning on the students in the experimental group. 
 
Figure 4-19. Pre-test and post-test scores for both groups. 
 
The pre-test and the post-test each contained three problems. The first one focused on a 
simple operation, the second one focused on conditional statements (if else), and the third 
one focused on loops. In the first problem, all the students in both groups got the answer 
correctly for both the pre-test and the post-test. In the second problem, two students got the 
answer incorrect for each of the both groups in the pre-test. For the control group, one of 
those two students (50%) were able to get the corresponding problem in the post-test, while 
for the experimental group, two of out the two students (100%) were able to get the 
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corresponding problem in the post-test. For the third problem, three students got the answer 
incorrect for each of the both groups in the pre-test. For the post-test, none of the three 
students (0%) in the control group and two of the three students (67%) in the experimental 
group were able to get the corresponding problem right in the post-test. 
 
Table 4-17. Difference Between Solving Speed in the Pre-test and the Post-test for the 
Control Group and the Experimental Group (Times are in seconds.). 
 Control group Experimental group 
 pre-test 
mean time 
post-test 
mean time 
mean 
improvement 
pre-test 
mean time 
post-test 
mean time 
mean 
improvement 
1 – basic 
operation 
25.98 37.59 11.6 52.46 46.8 -5.66 
2 – if else  162.57 130.49 -32.09 207.18 104.18 -103 
3 – loop  134.9 116.18 -18.72 159.13 110.91 -48.22 
 
Most of the students were able to solve the problems correctly for both the pre-test and post-
test. However, there were a few students who got the answer right in the pre-test but got the 
answer for the corresponding item in the post-test incorrect. Furthermore, while there 
appears to be some learning gains in the experimental group, the difference between the 
scores between the two groups was not statistically significant. However, for those students 
who got answer correct for both the pre-test problem and the corresponding post-test 
problem, there are an observable difference in the improvement between the pre-test and 
post-test in terms of the solving speed. Table 4-17 shows the difference between the time to 
solve the problems in the pre-test and the post-test between the two groups (times are in 
Page 112 
 
seconds) among those students who were able to provide a correct answer for both the pre-
test and the post-test item. It could be seen that even though most subjects solved both pre-
test and post-test problems correctly, there was an observable difference with the time 
improvement that it took them to solve the post-test problems between the experimental 
group and the control group. 
The lack of improvement in scores may have been caused by the ceiling effect, as most of 
the students were able to answer the pre-test scores effectively, thus leaving little room for 
improvement in terms of pre-test and post-test score. As additional data, we asked another 
set of 8 students to use the emotion-aware system for programming. This set of students 
were known to be weaker performers in terms of their grades in their programming class in 
the university. Thus, we expected that they will have lower scores for the pre-test as 
compared to the previous groups. The age range of the additional students were also 18-20. 
 
Figure 4-20. Pre-test and post-test scores for low-performing group who used 
EmoTutor2. 
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Following the same procedure in using the system, we present the results of the pre-test and 
post-test scores for the 8 lower-performing students in Figure 4-20. Improvement was seen 
on the total scores of the students in the group in all three problems. In each the first and 
second problem, only 3 people were able to submit the correct solution in the pre-test. 
However, this improved to 8 people for the first problem and 5 people for the second 
problem in the post-test. For the third problem, no one was able to submit a correct solution 
in the pre-test, but 3 people were able to submit a correct solution in the post-test. This 
shows that there is a learning value for using the system that we have developed. 
 
Table 4-18. Difference Between Solving Speed in the Pre-test and the Post-test for the 
Low-Performing Group (Times are in seconds.). 
 pre-test 
mean time 
post-test 
mean time 
mean 
improvement 
1 – basic 
operation 
90.77 48.87 -41.9 
2 – if else  209.8 93.97 -115.83 
 
We also compared the time difference on the problems where the student was able to submit 
a correct solution for both the pre-test and the post-test. The comparison is shown in Table 
4-18. The table shows that for problems where the student was able to submit a correct 
solution for both the pre-test and the post-test, improvement was observed in terms of the 
speed in solving the problems. 
Appropriateness of the Response. To gain some insight on the appropriateness of the tutor 
responses, we conducted a questionnaire to 8 students who used the system. In the 
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questionnaire, we showed them the actual responses that were given by the avatar to the 
emotions of engaged, confused, frustrated, and bored. We then asked them if they thought 
that the response was appropriate or not for each type of emotion. For each question, they 
could respond using a Likert scale from 1 – 5, with 1 being the least appropriate and 5 being 
the most appropriate. Figure 4-21 shows the responses of the participants, categorized 
according to the type of emotion being responded to. Among all the responses of the avatar, 
the subject responded that the response was “very appropriate” or “appropriate” 105 out of 
160 times or 65.63% of the time. 
For the “engaged” emotion responses, the participants rated the five responses as “very 
appropriate” or “appropriate” 67.5% of the time. Among these responses, the response of 
「熱心に取り組んでいますね！とても良いです！」was perceived to be most 
appropriate. On the other hand, four out of the five possible responses were perceived to be 
appropriate by more than half of the participants. However, there was mixed opinion on the 
other response which is 「とても興味を持っていますね。ナイスです！」. For the 
“confused” emotion responses, the participants rated the five responses as “very appropriate” 
or “appropriate” 77.5% of the time. All five responses were perceived to be appropriate by 
more than half of the respondents of the questionnaire. For the “frustrated” emotion 
responses, the participants rated the five responses as “very appropriate” or “appropriate” 
70% of the time. Four out of the five responses were perceived to be appropriate by more 
than half of the respondents. On the other hand, the response of 「挫折しているようで
す。ヘルプが必要ですか？」was perceived to be inappropriate. Finally, for the “bored” 
emotion responses, the participants rated the five responses as “very appropriate” or 
“appropriate” 47.5% of the time, which was relatively lower compared to the other emotions. 
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Figure 4-21. Response of users on how appropriate each avatar response is for each 
perceived emotion. 
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Three out of the five responses were perceived as appropriate by at least half of the 
participants but at a generally lower rate compared to the previous emotions, while the 
response of 「退屈なようですね。でも，頑張ってね。」  was perceived to be 
inappropriate. 
Overall, the respondent perception on the avatar responses veered more towards being 
appropriate, although there are a few responses that were generally rated negatively by the 
participants. Because we intended the responses for each emotion type to be essentially the 
same response in terms of meaning but stated in different variations of Japanese speech, it 
is possible that the reason why a few of the responses were viewed as inappropriate is 
because of nuances in how the Japanese dialogue was used (i.e., the speech sounded 
unnatural or awkward in Japanese). On the other hand, while the responses were generally 
viewed to be appropriate overall, the scores were not exceptionally high, which suggest that 
there is some room for improvement in terms of selecting the type of response to give for 
each emotion. Finally, the response for boredom was relatively viewed more negatively 
compared to the other emotions. One of the respondents suggested in the free-form comment 
section that the responses were not motivating enough and suggested the use of some 
phrases such as 「あきらめないで！」. Nevertheless, the results show that the type of 
intervention (e.g., offering help for confusion, encouraging for boredom) is generally 
perceived to be appropriate by the users of the system. 
Additional Data: Detector Output. As additional data, we also analyzed the output of the 
emotion detector across the two groups. We calculated the mean percentage of each emotion 
over all the times the system attempted to infer the emotion of the student. Table 4-19 shows 
the result across the two groups. While it should be noted that the detector output was subject 
to the performance of the classifier model, it was still interesting to find that the estimation 
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of the student’s emotion in the control group yielded more frustration and boredom, whereas 
the estimation of emotion in the experimental group yielded more engagement and 
confusion. This was a positive sign since engagement and confusion are generally 
considered to be emotional states that are beneficial to the learning experience, while 
frustration and boredom are generally considered to be detrimental to learning. 
 
Table 4-19. Percentage of Emotion Detection Results for Each of the Two Groups. 
 Control Group Experimental Group 
Engaged 33% 44% 
Confused 7% 11% 
Frustrated 58% 45% 
Bored 1% 0.5% 
 
4.3.5 Experiment Comparing EmoTutor2 Against Systems with Different Affective 
Feedback Timings  
While the above experiment shows that using the system for programming with affective 
feedback has a positive impact compared to using a system without any feedback, it does 
not show if the timing of the affective feedback is causing this effect or the mere presentation 
of the response is enough to cause it. Our next research question is to investigate this aspect. 
Formally, does a system that responds according to the student’s perceived emotion yield 
positive effects among students’ learning experiences compared to a system that presents 
the same response but not according to the user’s perceived emotion? 
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Figure 4-22. Summary of modified versions of the system used for further 
investigation. 
 
To answer this question, we created two modified versions of EmoTutor2. In the first 
modified version which we hereby refer to as “random”, the system worked the same way 
except that the interventions were given randomly instead of for the appropriate emotion. 
For example, if the perceived emotion as detected by the system is “engaged”, the avatar 
would respond but by choosing a random response for all the emotions (not necessarily a 
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response for engaged). Thus, the system is indifferent to the perceived emotion of the 
student. In the second modified version which we hereby refer to as “human”, the system 
did not respond to the student automatically. Instead, a human watched the student’s screen 
and face from another computer, unbeknownst to the subject, and directly controlled the 
response of the system through a controller. In this system, the emotion detection is 
performed by a human tutor directly, eliminating the inaccuracies of the automated emotion 
detection. This setup was essentially a Wizard-Of-Oz (WOZ) setup, in which features of a 
system that cannot be fully automated are simulated manually by a human controller. Figure 
4-22 shows a summary of these modified versions of the system. 
Through these additional setups, we intend to compare the results of students who used the 
original version of the system against versions that completely ignore the perceived emotion 
of the student (and thus respond randomly), and a version that eliminates the inaccuracies 
of the automatic emotion detector. If the timing of the presentation of affective feedback 
plays a factor in the positive effects of using the system, then the “random” group should 
yield more negative effects, while the “human” group should yield more positive effects. 
We once again recruited university students and divided them into two groups. Due to the 
difficulty of recruiting freshmen students at the time of the experiment, we decided to open 
the recruitment to all university students for these two groups. All students who participated 
in the experiment have already completed a course in introductory programming. The age 
range was 18-24. Each group contained 7 students. The first group used the “random” 
version of the system while the second group used the “human” version of the system. We 
also compare the results of this experiment against a third group, the original version of the 
system from the previous experiment, which we hereby refer to as “original”. Table 4-20 
shows a summary of the groups in this experiment. 
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Table 4-20. Summary of Conditions for “Random”, “Human” and “Original” Group 
Group Number of 
Students 
Condition 
original group 
(from the previous 
experiment) 
13 • Virtual tutor responded according to the 
student’s perceived emotion based on the 
automatic emotion detector. 
random group 7 • Virtual tutor responded but chose a random 
response instead of the appropriate response 
based on the perceived emotion. 
human group 7 • Emotion was not decided using the 
automatic emotion detector, but rather by a 
human watching from another PC. 
• Virtual tutor responded appropriately 
according to the human’s perception of the 
student’s emotion. 
 
Each student participated in the experiment individually. They followed the same protocol 
as the previous experiment, which consisted of four phases. In the first phase, they answered 
a pre-test containing three problems which they must solve within 15 minutes. In the second 
phase, they used the assigned system to them for at most 45 minutes. In the third phase, they 
answered the questionnaire to assess their experience in using the system. Finally, in the 
fourth phase, they answered a post-test wherein they must solve another three problems 
within 15 minutes. The problems used in the pre-test and the post-test were the same as in 
the previous experiments. 
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The following paragraphs discuss the results and analysis of this experiment. 
 
Table 4-21. Motivation Trend of the Students Across the Two Additional Groups 
(The slope of motivation is the slope of the line fitted on the responses of the students 
to the question if they wanted to continue practicing over time.). 
Random Group Human Group 
Subject Slope of motivation Subject Slope of motivation 
RA -0.045 HA 0 
RB -0.029 HB 0.045 
RC -0.029 HC -0.041 
RD 0.026 HD -0.001 
RE 0.077 HE 0.0005 
RF 0 HF -0.015 
RG -0.04 HG 0.016 
Average -0.006 Average 0.001 
 
Motivation Trend. First, we compare the motivation trend across the three groups. Table 
4-21 shows the slope of the line fitted on the points representing the responses of the students 
to the periodic question of how much they wanted to continue practicing over time. Figure 
4-23 visualizes the average slope as a line across the two groups, in comparison with the 
average motivation slope of the original system from the previous experiment. From here, 
it appeared that the largest slope came from the students who used the system with the 
human-decided response, with a positive mean value of 0.0006. This was followed by the 
system that used the random response, with a mean value of -0.006. The original system had 
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a mean slope of -0.025. In comparison, from the previous experiment those who used the 
system with no affective response at all had the lowest mean value of -0.075. 
Though it appeared that the human-controlled response was able to sustain motivation the 
best, a statistical student t-test on the individual slope values for each group shows that there 
is no significant difference between the “human” and “original” group (𝑝 = 0.14) and the 
“random” and “original” group ( 𝑝 = 0.39 ). This shows that the evidence that the 
improvement over the system without affective feedback was caused by the timely 
presentation of hints could not be established with statistical significance. The sustenance 
of motivation could be attributed mainly due to the interventions presented, and not the 
timing with which such interventions were made. 
 
Figure 4-23. Plot of the average motivation slope for the different groups for 
visualization. 
 
Impression of the Students. Next, we compared the impression of the students using the 
same indicators we used in the previous experiment. Figure 4-24 shows the average result 
of the engagement indicators as reported by the students in the questionnaire across the 
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groups, compared also against the experimental and control groups that we did in the 
previous experiment. 
In this figure, “random” refers to the group who used the system that gave a random response 
regardless of the emotion detected (modified version 1), while “human” refers to the group 
who used the system wherein the emotion is judged by a human tutor manually (modified 
version 2). “Original” refers to the original version of the system that automatically detected 
and responded accordingly to each emotion. 
 
Figure 4-24. Impressions of the students on the session across the different groups. 
 
The graph shows that the group who used the system wherein a human tutor manually 
decided the intervention had the most positive impression of engagement indicators. This 
was followed by the group who used the original version of the system, followed by the 
group who used the system that gave responses, and finally the group that used the system 
that did not give any form of affective feedback. 
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While the “human” group generally outperformed the “original” group in this experiment, 
a statistical student t-test between the individual responses between the two groups did not 
reveal any statistical difference ( 𝑝 > 0.1 ). This suggests that the positive effect of 
overcoming the inaccuracies of the automated emotion detector on the students’ impression 
of the learning experience is not significant. 
On the other hand, the mean impression of the students on the “random” and “original” 
group were also quite similar, with the “random” group even outperforming the “original” 
group slightly in some criteria. However, a statistical student t-test on these two group’s 
responses showed that only the mean from one criterion is significantly different, which was 
“distracted – focused”. Students who used the “random” version of the system reported 
scores heavily leaning towards “distracted” as opposed to “focused”, resulting in a low mean 
score for that criteria that is even lower than the control group in the previous experiment 
(the group that used the text book). Because the system used by the “random” group used 
random responses without considering the current emotional state of the student, it may have 
appeared to be distracting to the user. 
Overall, in terms of student impression on the learning experience, there does not seem to 
be significant difference between the three different variations of the same system. Thus, 
while we showed that using the system with affective feedback overall yielded a more 
positive impression than using a system that did not give any feedback, the evidence that 
such difference was caused by the timing of the feedback presentation in accordance with 
the detected emotion could not be established statistically. It is possible that the effect could 
be attributed mainly due to the interventions presented only, and not the timing with which 
such interventions were made. 
Page 126 
 
Factors that Cause Motivation to Change. Since the results could not establish that the 
positive effects were significantly attributed to the timing of the presentation of the feedback, 
we observed the session data manually to perform a qualitative observation of what causes 
motivation to increase or decrease. By doing this, we aim to gain insights on what are the 
main factors closely associated with motivation change in this kind of setup.  
We examined every instance wherein the student reported a higher motivation value as 
compared to the previous response. We took the time interval between these two points in 
the session and observed the sequence of events that transpired within that interval. In 
general, we focus on the most recent problem that the student has significantly spent time 
on before the motivation value was reported, but in some cases we may have to examine 
other parts of the interval or even outside the interval to get some context on the events that 
are happening. Table 4-22 shows selected cases in intervals where there was an increase in 
the reported motivation value of the student. 
 
Table 4-22. Selected Episodes Wherein the Reported Motivation Value Increased. 
Case Group Events 
A Human The student was trying to solve a problem, but after a while, the 
student decided to rewrite the code again from scratch. While he 
was on the right path, while writing he suddenly paused and 
stopped. The avatar gave a response to the student to not give up. 
The student was eventually able to solve the problem. 
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B Human The student appeared to skilled, having solved multiple problems 
in succession. The avatar gave him some affirmation dialogue 
multiple times. 
C Human Student was trying to solve a problem. At first, he appeared that 
he did not know what to do, so the avatar detected confusion and 
offered a hint. However, the student ignored it and he was able to 
solve it on his own. 
D Human Student started trying to solve a problem. He appeared unsure on 
how to proceed approaching it. The avatar detected confusion and 
offered a hint. The student accepted it, and the hint displayed 
some idea on how to approach the problem. The student then 
started to write the solution. 
E Random The student appeared to be skilled and was solving problems 
correctly. The avatar gives an affirmation response (by random). 
The student continues to write the correct solution. The avatar 
says that the student looks frustrated and offers a hint (by 
random). The student ignores the hint, continues writing the 
solution and solves the problem. 
F Random The student starts solving the problem. The tutor says that he 
looks confused and offered a hint (by random). The student 
ignores it and continues solving the problem. After a while, the 
tutor says he is doing a good job (by random). The student 
eventually solves the problem. 
G Random The student writes a solution. While he was writing the solution, 
the avatar gave random responses (engaged, confused, frustrated, 
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and bored responses). The student just ignored all hint offers. 
After writing the solution, the student submitted it but it was 
incorrect. Although it did not have errors, it returned the incorrect 
value in some cases. The student tried to look for the error by 
making some tweaks but was unable to resolve it. The tutor then 
said that he looks frustrated (by random) and offered a hint. The 
student accepts this time, and the hint showed the specific case 
that made the code return the incorrect value. From this 
information, the student was able to resolve the mistake and the 
was able to submit a correct solution to the problem. 
H Original The student had an incorrect condition for the loop for the 
problem and was trying to fix it by making some tweaks but he 
was not able to find the correct condition. The system detected 
frustration and offers a hint. The student accepted the hint and it 
showed him an example for loop. From this information, the 
student was able to resolve the problem. 
I Original The student appeared to be skilled and was already working on 
the last problem. The student was writing the code and was on the 
right path. The agent gave some affirmation response for being 
engaged. The student continued to write the code but did not solve 
it yet. 
J Original  The student initially had a wrong approach for the problem. The 
tutor detected that the student as frustrated and offered a hint. The 
student accepted the hint and it displayed the right approach on 
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how to solve the problem. The student then revised his approach 
and was able to solve the problem correctly. 
 
In many of the cases of increase in motivation, the most recent problem worked by the 
student resulted in a correct submission, such as that seen in Cases A, B, C, E, F, G, H, and 
J. Some of these are a result of some bug, impasse, or issue being resolved either because 
of a hint from the virtual tutor (as in Cases D, G, H, and J) or by themselves (as in Cases A, 
B, C, E, and F). In some other cases, the problem was not solved before the motivation 
increase, but some error or confusion was resolved by the student like in Cases D and I. 
Out of all the cases of increased motivation, 87.5% involved solving the problem or 
resolving some confusion, which suggests that ultimately, these should be the primary goals 
of the tutor. In some cases, the solving of the problem or confusion resolution was directly 
caused by the presentation of a hint or by the student’s own will. In some example cases, 
the agent’s motivational dialogue could have played a role in the process. For example, in 
Case A, the tutor told the student not to give up when the student paused while revising the 
solution. In Case B, the tutor gave the student some praise while the student was able to 
solve a series of problems consecutively. However, the direct effect of such motivational 
dialogues to the motivation of the student to continue practicing or resolving mistakes is 
difficult to establish strongly by just looking at the session history.  
On the other hand, Table 4-23 shows some example cases of when the motivation decreased. 
Again, we look at all motivation reports where the value reported was lower than the 
previously reported value. We focus mainly on the most recent problem that the student was 
significantly trying before the motivation value was reported, but in some cases, we also 
look at the previous events that happened to gain a better context of what happened. 
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Table 4-23. Selected Episodes Wherein the Reported Motivation Value Decreased 
Case Group Events 
A Human The student appeared to be enthusiastically trying to solve the 
problem by resolving some errors in the code. No intervention 
was given by the tutor. The student continued to appear 
enthusiastic in trying to resolve the problems, but he was not 
successful in doing so. 
B Human The student just solved a problem and proceeded to the next one 
(one of the last problems, which was difficult). The student 
paused for a long time as if not knowing what to do. However, no 
intervention was given yet by the tutor (before the motivation 
report). 
C Human The student is trying to find a bug in the code. The avatar said that 
he looked frustrated and offered a hint several times. However, 
the student ignored all offers. The student was unable to resolve 
the problem. The student likely did not accept the hint offers 
because previously in the session he has encountered several hints 
that were not able to help him progress. 
D Human There are no signs of being stuck. No intervention was given. The 
student appeared to be solving the problems just fine. However, 
there was still a drop in the reported motivation. 
E Random Student was doing fine but was ignoring all the hint offers by the 
tutor (by random). The student was trying to fix some bug in his 
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solution by changing some parts of the code. He was not able to 
resolve it before the motivation report. 
F Random The student reached the 9th problem, which was a difficult 
problem. The student was writing the solution. Along the way, the 
agent gave random responses, along with some hint offers. The 
ignored all of the offers. 
G Random The student had just started a new problem. There was a long 
pause. The student started to write some solution but there was an 
error. The tutor said the student looked confused (by random) and 
offered a hint. The student accepted it, but the hint was not helpful 
to the situation. The student continued to try to fix the problem on 
his own. 
H Original The student was having trouble with how to write the conditions 
in the if-else statement. During several compilation errors and 
failed attempts to fix it, the tutor repeatedly says that the student 
looked frustrated and offered hints. The student accepted all the 
hints, but the hints were not helpful to the specific context that the 
student is in, so the problems were not resolved. 
I Original The student appeared to be very skilled and was able to solve a 
lot of problems, ignoring all hint offers from the tutor.  
J Original  The student was trying to solve the problem. Along the way, the 
tutor gives him some affirmation feedback. However, the student 
still reported some motivation decrease. The student was 
eventually able to solve the problem. 
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In contrast the intervals where the motivation increased, the parts where the motivation 
decreased were generally more associated with not solving the problem, or not being able 
to resolve the confusion such as in cases A, B, C, E, F, G, and H. 
We also observed some cases (especially in the “random” group) wherein the student just 
ignored all the hint offers of the tutor, even if the student was stuck. In many of these cases, 
the student had accepted a hint before, but received something that was not helpful or did 
not resolve his confusion or issue at that time. This suggests that in some cases there is an 
element of losing trust between the student and the tutor – that the students felt that there 
was no value in communicating with the tutor for some reason. 
A possible factor for this is receiving hints before that have been unhelpful in resolving the 
problem. Although our system’s framework for giving hints tried to display hint based on 
the student’s error or problem in the code, it was not intelligent enough to capture every 
possible case the student might encounter. It could capture common errors such as having 
incorrect syntax. It could also give logic hints for when the student did not know to approach 
a certain problem. Finally, it could give test cases in which the student’s code did not return 
the correct value. However, it could only provide general hints based on the type of situation 
and not specific hints in the context of what the student is writing in code (i.e., it cannot 
understand the student’s intention or logic). While developing a truly intelligent support 
system for coding is another whole research topic, we believe that the effectiveness of hints 
may influence the students’ subsequent trust in the system and making the tutor more 
intelligent in this aspect could improve the student’s trust in it. 
4.3.6 Summary of EmoTutor2 
In EmoTutor2, we developed a system for programming practice that responded to the 
student’s emotion through a virtual tutor that talked to the student with affective responses 
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depending on the perceived emotional state. Like the first system, we have observed positive 
effects when using this system with affective feedback when compared to a setup that did 
not provide any feedback. Improvements were observed both in the performance of the 
students as measured by the pre-test and the post-test and the impression of the students 
towards the experience as measured by their self-reports and motivation trends. 
However, upon further investigation we could not establish that these effects were caused 
by the timely presentation of affective feedback. While the version of the system that 
displayed responses based on human-controlled emotion estimation outperformed the 
version that performed random emotion estimation, the differences both in terms of 
impression and motivation trends were not found to be statistically significant. Thus, it 
appeared that in the current setup where only simple affective responses were used, the 
components that made the most impact in causing the positive effects were the content of 
the feedback and not the timely presentation of those feedback.
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Chapter 5 
Discussion 
In this chapter, we present a discussion of the results and findings of this research study. We 
split this chapter into two parts. In the first part, we go back to the two objectives of our work 
and discuss the contributions and insights generated in our study in each one of them. In the 
second part, we tackle issues, implementation details we have encountered throughout this 
research and discuss these as foundations for possible future work in this area. 
5.1 Contributions of This Study 
We present the two main contributions of this research work. 
1. We have explored and investigated the combination of features extracted from the face 
and features extracted from the system logs in the context of emotional states in a 
complex learning task which is coding. 
2. We have investigated and analyzed the effect of incorporating affective feedback in two 
systems for programming practice in terms of the learning experience of the students 
and their engagement level. 
In the following subsections, we elaborate on these two contributions in more detail. 
5.1.1 Contribution 1: Exploring and Investigating the Combination of Face and Log 
Features in Emotion Modelling in Programming 
In our study, we found some elements of both sets of features: facial features and system 
log features, are correlated with the occurrence of certain emotional states in programming. 
A summary of such features is summarized in Table 5-1. Detection of emotion in our study 
is challenging because several reasons. First, for the face features the display of emotions is 
relatively more subtle and naturalistic. Thus, it is more appropriate to use tools that can 
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recognize weaker displays of facial expressions. This was the reason why we switched from 
Affectiva to OpenFace. Furthermore, because the displays of emotions were more subtle, 
the dataset was also more homogenous and not very easy to discriminate. Another challenge 
is the imbalance in the dataset that is common in similar studies as this one, as students tend 
to report engagement and confusion more often than the other affective states. Because of 
this, we favored the use of generative models over discriminative models in our 
implementation of the models, as they are much less sensitive to imbalanced data. 
 
Table 5-1. Summary of Indicators for Each Emotion. 
Emotion Indicators 
Engaged more editor changes 
Confused compilation errors 
Frustrated higher levels of AU04, compilation and compilation errors 
Bored increased head pose standard deviation 
 
In our study, we used a combination of face features and system log information to estimate 
the emotional state of the student. Two rounds of data collection and model training both 
resulted in a slight improvement when these two sets of features are combined as compared 
to using only one set. In our first attempt, slight improvements in the performance of the 
models for classifying a sequence as more engaged or more confused were generally 
observed when face features are combined with system log features, as opposed to using the 
system log information alone. In our second attempt, slight improvements in the 
performance of the models for classifying the presence of each of the four affective states 
(engaged, confused, frustrated, and bored) were also generally observed when face and 
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system log information are combined as compared to using only either one. However, such 
improvements did not appear to be significant, suggesting that the estimation of emotion in 
such context remained to be challenging even when both sets of features are combined. 
A central challenge that we encountered in emotion estimation was that the data was difficult 
to discriminate. Possible factors that led to this include the noise in the data resulting from 
the inherent subjectivity and bias of the annotation process, as well as the inherent errors 
from the tools used to automatically extract facial feature data. Throughout this study, the 
difficulty to discriminate the data became more apparent when we asked human annotators 
to judge the emotions from the session data without any context and found that there was 
very low inter-rater agreement between them. Additionally, the dataset was also imbalanced. 
Thus, in this study we found more value in using a generative model (HMM) for emotion 
estimation than discriminative models when implementing prototype systems for 
programming practice, since such models were less sensitive to noise and could handle 
imbalanced datasets better. 
5.1.2 Contribution 2: Investigation and Analysis of Incorporating Simple Affective 
Feedback in Systems for Programming Practice 
In this study, we also showed that incorporating emotion-based feedback in programming 
practice systems could have some benefits on the learning experience. In this research, we 
developed two programming practice systems EmoTutor1 and EmoTutor2 that make use of 
affective feedback. In EmoTutor1, the type of emotional feedback that was used was based 
an adaptation of the learning content based on the presence of confusion. When the student 
was perceived to be confused, the system offered hints. Also, the complexity of the problems 
was adjusted depending on the emotional state. In EmoTutor2, the type of emotional 
feedback that was used was based on emotional responses depending on the student’s 
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emotion. The feedback was delivered through a virtual animated avatar that verbally 
communicated lines of dialogue to the student. 
For both systems, we have shown that using the system with affective feedback enabled 
students to generally have a more positive experience when compared to doing practice 
without any feedback at all. This was supported by being able to solve more exercises, 
learning gains, more sustained motivation levels, and better impression on the experience. 
However, while these improvements have been observed when compared to a setup where 
no feedback was given, the same could not be said when comparing to systems that gave 
the same feedback but not considering the appropriate timing based on the current emotional 
state of the student. 
Our further experiments revealed that such improvements are likely to be mainly attributed 
to the feedback presented rather than the timely presentation of those feedback, as we found 
no significant difference between results of using our system, a system that just gives 
feedback randomly, and a system wherein an actual human was controlling the feedback. 
While the students who used our system generally felt that the feedback was appropriate for 
different emotional states, our observations further confirm that the factor mostly associated 
with increasing or decreasing motivation was the ability or inability to solve problems and 
resolve confusion. 
Currently, the most apparent factor that directly affects this is the effectiveness of the hint 
or guide presented to the student. While there are some weak evidences that motivational 
responses to student emotion also play a factor in nudging the student to solve problems or 
resolve confusion (e.g., system that displayed emotional awareness had a better motivation 
trend than the system that did not display emotional awareness but also gave the same hints), 
its value appeared to be overshadowed by the value of good hints in our current data. 
Page 138 
 
Considering that the target users of this system are not children, we believe that if the display 
of emotional awareness could be made to be more sophisticated beyond simple rule-based 
and template-based responses, the affective response could be made to be more convincing 
and stronger links between those responses and positive learning effects could be observed 
and established. 
5.2 Challenges and Future Directions 
Throughout the course of this study, we encountered various challenges and issues both in 
modelling and responding to student emotion. In this section, we discuss these challenges and 
lay the groundwork for potentially interesting directions for future work in this area. 
5.2.1 Annotation Scheme 
Studies in affect modelling typically require the collection of annotated data, which is 
comprised of some recording of a session or activity, annotated with the corresponding 
emotional information or label. The emotional information is generally obtained either 
through self-reports as in the study of Bosch, Chen & D’Mello (2014) and Arroyo et al. 
(2009), or through external annotators as in the study of Rodrigo et al. (2009). The former 
means that the students who participated in the study themselves report on the actual 
emotions that they felt during the session, while the latter means that a group of other people 
annotate the session data and infer the emotions that the student could have been 
experiencing in different parts of the session. 
In a typical human tutoring scenario, the student does not report his own emotions to the 
tutor. Instead, the tutor can infer the emotion of the student while he or she is participating 
in the tutoring session. As human tutors have been shown to be effective in learning, it 
makes sense to trust humans to judge student emotions. However, in our study, we chose to 
a self-report scheme in labelling the data. We made this decision to capture the actual 
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emotions the students felt according to their own opinion. It could be argued that the only 
person that could most accurately identify his or her emotion is himself or herself, and while 
other people may be able to guess another person’s emotion, it may or may not reflect the 
true sentiments. One of the advantages of using self-report is the ability to measure a wide 
range of emotion classes which include learning-centered emotions such as confusion. Self-
report is also relatively easier to set up and is considered as a gold standard for measuring 
emotions (Harley, 2016). 
The advantages and disadvantages of using self-report schemes and external annotator 
schemes is an interesting point to explore as a future direction of this work. While we 
discussed in Section 3.3.5 that external annotators had a low inter-rater agreement in our 
data, there are ways to improve this, such as providing a stricter set of criteria to the 
annotators to more reliably discriminate each emotional class from one another. A previous 
study has also found that it is difficult for human annotators to distinguish between 
conventional emotional terms such as confusion or boredom (Graesser et al., 2016). Thus, 
it might be helpful to use alternative emotion models using lower-level concepts such as 
valence and arousal to increase human agreement on judging affect. 
5.2.2 Co-occurring Affective States and the Context of Affective State 
In this study, we set some limitations on how we represented students’ emotional states. 
First, we did not consider co-occurring affective states. This means that we assumed that for 
each interval, there was strictly only one dominant emotional state associated with it. In 
other words, the case where the student was both engaged and confused at the same time 
was not considered. While this was a restriction set to keep the task simple and more focused, 
there is evidence in the literature that emotions in programming often overlap and co-occur 
at the same time (Bosch & D’Mello, 2014). Future work could explore the consideration of 
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not only the dominant emotional state, but also the secondary emotional states that the 
students feel at different parts of the session. If these co-occurring affective states could be 
detected, the system could potentially respond differently to different combinations of co-
occurring states. 
Furthermore, in our study, we did not consider different sub-types of each emotional state. 
For example, boredom could be caused by different things. It is possible for the student to 
be bored because he couldn’t overcome the impasses that cause him to be stuck in a certain 
situation. On the other hand, it is also possible for the student to be bored because the activity 
was too easy for him. While it is possible to generalize the responses to each emotion, an 
interesting future direction for this work would be to improve the feedback of the system 
depending on the context of the perceived affective state. For example, if a student is bored 
because he was stuck, a logical response would be to encourage the student or perhaps 
provide a hint. On the other hand, if a student is bored because the activity was too easy, 
then a logical response would be to increase the difficulty of the content. 
The context of the emotional state could also be tied to the level of sophistication of the 
system’s emotional awareness. The ability of the system to not only perceive the emotion 
but also understand the context with which the emotion occurs could allow it to display 
more sophisticated levels of emotional awareness beyond simple rule-based responses for 
each emotion type. 
5.2.3 Possibility of Using Other Cues for Emotion Modelling 
A possible future direction for this work is to investigate the use of other cues for emotion 
modelling in a programming context. In this study, we focused on the use of facial 
expressions and system log interactions for modelling the emotion. We used these features 
because we wanted to investigate a sensor-free approach to emotion modelling that would 
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make it more practical for deployment. Nevertheless, it would be interesting to investigate 
as future work if additional sensor information such as EEG signals could add significant 
information in the prediction of emotions in programming. Other sensor-free features could 
also be explored, such as hand gestures which we briefly discussed and analyzed in our data 
in Section 3.2.2. 
5.2.4 Possibility of Cultural Differences and Individual Differences 
Another interesting point to look at is if there are cultural differences in the display of affect 
in programming. It is generally understood that the display of emotions is universal, 
although the rules of display may vary from culture to culture (Safdar et al., 2009). In this 
study, we did not find a strong evidence that suggested a major difference between Japanese 
and Filipino students, although the Japanese sample in our study appeared to display less 
intensities of facial expressions as compared to Filipino students. 
In the first round of data collection, we used Affectiva SDK’s engagement metric, which is 
a measure on how expressive the face is for each frame. In each frame, a score of 0-100 was 
assigned, with 0 representing the most negative score and 100 representing the most positive 
score. We found that the average expressiveness among the Filipino subjects was 38.38 with 
a standard deviation of 9.48, while the average expressiveness among the Japanese subjects 
was 28.3 with a standard deviation of 11.65. The average percentage of frames where the 
students have an expressiveness score of at least 1.0 is 22.62% for the Filipino students and 
17.13% for the Japanese students. 
While these findings point to the possibility that there could be cultural differences on the 
way facial expressions are displayed across different cultures, we believe that our sample 
size is not big enough to make any generalizations. We also did not find any significant 
difference when it came to the performance of models trained using Filipino and Japanese 
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students in our dataset. Nevertheless, this represents one interesting direction for future work 
in this area. 
In addition to cultural differences, another interesting direction to look at is individual 
differences. That is, some individuals may have different ways to express their emotion. 
This was out of the scope for this study, as we only attempted to create a generalized model 
for all the students. A generalized model has advantages, as it does not need time to learn or 
adapt to each individual user and is also less complicated to understand and implement. 
However, it may be worth exploring the possibility of developing models that can be 
personalized to each student’s differences, especially since there is some evidence of 
individual differences in emotional expression (Barr, Kahn & Schneider, 2008). 
5.2.5 Representation of Emotion 
In this study, we used discrete emotion labels from the set of learning-centered emotions of 
engaged, confused, frustrated, and bored. We are using this intermediate representation to 
determine how an automated tutor should respond to the student. However, this 
representation could be replaced with other types of representations such as the valence-
arousal model, or it can even be removed. In this study, we chose to use an emotion model 
as an intermediate representation because it allows us to more easily choose appropriate 
pedagogical strategies for responding to the student’s situation, as we can rely on existing 
literature on how to deal with these emotional classes. While it is also possible to learn the 
appropriate responses even without an intermediate representation, it is more difficult to do 
so as it would require a lot more data to train the appropriateness of the response. 
Nevertheless, this might be an interesting point to explore in the future, as in some cases 
computers are able to learn without using the same intermediate representations or concepts 
as humans. However, this would require additional and more extensive data collection. 
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5.2.6 Considerations on Controlled and Natural Environments 
Finally, we discuss a consideration when transitioning learning systems in controlled 
laboratory experiments to natural setups “in the wild”. A recent study on ITS design has 
highlighted the need for reproducibility (Kumar, 2019). As an additional study, we 
compared two versions of a programming practice system: one that we have deployed online 
for students of Future University Hakodate, and one that we have used in the controlled 
laboratory setups for data collection.  
The controlled laboratory setup was collected from the same sessions that were discussed 
in Section 3.3.2. On the other hand, to represent data coming from an uncontrolled setup, 
we used data collected from an online system for programming practice that we have 
deployed for freshmen students as a supplementary tool for their introductory programming 
class. The data was collected over a month in the latter part of the semester, from June 2018 
to July 2018. The online system was introduced to all students enrolled in the introductory 
programming class of Future University Hakodate in that month as an online tool for them 
to hone their programming skills. None of the students were enforced to use the system, so 
all usage was on a voluntary basis. 
We used HMMs to model the behavior of students using the online system and the system 
in the controlled environment. While the states' emission probabilities suggest similar 
hidden events for both environments, one noticeable difference is on the transition 
probabilities of the model. While both “building code” states are similarly persistent to their 
counterparts in the laboratory setup model, there is a noticeable lack of strong transitions 
from these states to the “testing” state. This reveals that in the online system, there was 
weaker evidence found that students moved towards the testing and submission phase, 
suggesting a lesser amount of persistence on trying to solve the problem. For conciseness, 
Page 144 
 
we have chosen not to include details of the implementation of this study in this document 
since it is not much related to main narrative of this work. For complete details, please refer 
to our publication entitled “Analysis of Student Behaviors in Programming Exercises in 
Controlled and Natural Environments” (see References). 
Because of this, considerations must be made when generalizing results found in controlled 
laboratory setups to natural environments, as there may be some overlooked factors that 
could cause a different type of behavior to emerge in such situations. This of course by no 
means imply that results obtained from controlled setups are useless. However, future work 
must be done in order to determine the reproducibility of these studies in more natural setups.
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Chapter 6 
Conclusion 
In this chapter, we summarize the main points in this research work and summarize next steps 
in this study and directions for future work. 
6.1 Summary of the Thesis 
This research is an investigation on student emotion detection and feedback in the context of 
programming learning systems. We summarize the things we have done in this study as follows. 
For affective modelling, we first collected programming session data from university students 
which was comprised of the video of a face and programming-related system log interactions. 
Then, we extracted features from the raw data, particularly the facial expression and head pose 
information as well as programming-related system interactions such as typing and 
compilations. After this, we analyzed trends and patterns in the data and identified features that 
were associated with emotional states in programming and showed that both face features and 
system log interactions are useful features in the estimation of the emotional state. With this 
information, we built classifier models using face and log features and showed that combining 
these features can be used to classify student emotions in programming. 
For affective feedback, we developed a prototype system for programming practice that offers 
hints and dynamically adjusts the complexity of the exercises based on the presence of student 
confusion. We evaluated the said system and found that providing adaptive content based on 
the perception of confusion allowed students to solve more exercises and have a more positive 
impression on the system, as compared to a system that did not provide feedback. Next, we 
developed a prototype system for programming practice that provides emotional responses 
through a virtual avatar that acts as a tutor to the student while doing programming exercises. 
We evaluated the said system and found that giving simple emotional responses can have a 
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positive effect on the student’s learning experience, particularly on the level of engagement 
compared to a traditional setup where feedback is not given. However, such positive effects 
could not be statistically attributed to the timing of feedback since there was no significant 
difference between a system that gives affective feedback based on detected emotion and 
feedback given at random times. 
The main insights from this study could be summarized as follows. While both face features 
and system log features contain information that are correlated with certain academic emotions 
in programming and slight improvements could be observed by using a combination of those 
features, the overall task of emotion estimation in programming remains to be challenging. 
However, positive learning effects could still be observed with simple affective feedback 
compared to no feedback despite the inaccuracies of the emotion detector since the timing did 
not appear to play a significant factor to those effects, which were instead mainly attributed to 
the content of the feedback. Overall, this work could be a foundation for further improvements 
in both tasks of affective modelling and affective feedback in the context of programming and 
other similar complex learning activities. 
6.2 Summary of Future Directions in This Work 
This research area has a vast landscape, and there are many opportunities for future work. The 
following summarizes the potential future direction in this work, according to the insights that 
were gained from this study. Some of these were discussed in more detail in Chapter 5. 
First, it is potentially interesting to investigate the differences between self-reports and reports 
of external annotators, and which one would be more useful in practice in the context of 
responding to student emotion in a programming practice environment. Another possible area 
for future work is the consideration of co-occurring affective states, which refer to emotional 
states that could happen at the same time, and consideration of the context of the occurrence of 
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the emotional state, which refer to the multiple reasons why a student may be in a certain 
emotional state. A way to improve the response of learning systems to emotional states would 
be to have a different response depending on the reason of occurrence of the emotional state. 
Another interesting direction is the investigation of whether more features could be used to 
improve the modelling and classification of affect in the context of programming. Examples 
include other sensor-free features such as hand gestures and sensor-based features such as EEG 
signals. However, considerations should be made with regards to the practicality of being able 
to deploy these systems in real-world applications.
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Appendix 
In this appendix, we shall refer to the various experiments in this study using this code: 
S1E1: Experiment for System 1, Comparing the System that Responds to Confusion Against 
a System that Does Not Provide Feedback (described in Section 4.2.3) 
S2E1: First experiment for System 2, Comparing the Different Levels of Emotion Awareness 
(described in Section 4.3.2) 
S2E2: Second experiment for System 2, Comparing the System that Responds to Emotion 
Against a System Without Any Feedback (described in Section 4.3.4) 
S3E3: Third experiment for System 2, Experiment Comparing the System that Responds to 
Emotion Against Systems with Different Affective Feedback Timings (described in Section 
4.3.5) 
 
A1 Questionnaire for S1E1 (Given after the participants used the system.) 
A1.1 Questionnaire Items 
Item Question Type of Response Given to 
1 How engaging was 
the experience of the 
system? 
5-point scale (1 – not at all, 2 – not 
much, 3 – neutral, 4 – yes, 5 – very 
much) & text comment 
Control group & 
Experimental 
group 
2 How helpful is the 
system in 
programming 
practice? 
5-point scale (1 – not at all, 2 – not 
much, 3 – neutral, 4 – yes, 5 – very 
much) & text comment 
Control group & 
Experimental 
group 
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Question 3 is asked for every moment in the session that the system detected that the 
student was more confused than engaged. A replay of that part of the session was 
displayed to the student while this question is asked. 
3 What were you 
feeling at this point 
of the session? 
3-point scale (1 – not confused, 2 – 
somewhat confused, 3 – very 
confused) 
Control group & 
Experimental 
group 
4 Was the system easy 
to use? 
3-point scale (1 – not at all, 2 – not 
much, 3 – yes) & text comment 
Control group & 
Experimental 
group 
5 Were the hints 
helpful in resolving 
your confusion? 
3-point scale (1 – not at all, 2 – not 
much, 3 – yes) 
Those who 
received hints 
only 
6 Did you learn 
anything new after 
using this system? 
3 choices (1 – not at all, 2 – no, but 
I was able to practice on what I 
know, 3 – yes, I learned something 
new) 
Experimental 
group only 
 
A1.2 Summary Statistics (where applicable) 
Item Question 
Control Grp. Experimental Grp. 
Mean Std. Dev Mean Std. Dev 
1 How engaging was the 
experience of the system? (1 – 5) 
3.35 1.06 3.78 1.00 
2 How helpful is the system in 
programming practice? (1 – 5) 
3.53 0.94 3.83 0.71 
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4 Was the system easy to use? 3.88 0.90 3.44 0.88 
 
A1.3 Results of Other questions 
Item Question Control Grp. Experimental Grp. 
3 
What were you feeling 
at this point of the 
session? 
Very confused: 26 
Somewhat confused: 19 
Not confused: 10 
Very confused: 23 
Somewhat confused: 37 
Not confused: 20 
5 Were the hints helpful 
in resolving your 
confusion? 
 N/A 16 – yes 
1 – no 
6 Did you learn anything 
new after using this 
system? 
N/A 18 – no 
0 – yes 
 
 
A2 Mid-session Engagement Check for S2E1, S2E2, S2E3 (Given in 5-minute intervals 
while the student is using the system. Waited for an idle moment before the question is asked 
to avoid intervening with the student’s activity.) 
A2.1 Questionnaire Item 
Item Question Type of Response Groups 
1 What are you feeling right 
now? 
5-point scale (1 – I want 
to quit, 2, 3 – neutral, 4, 5 
– I want to continue 
practicing) 
All groups 
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A2.2 Summary Statistics for S2E1. 
Mean and standard deviation of all responses among all subjects. 
What are you feeling right now? (1 – 5) 
Group Mean Std. Dev Mean Slope Std. Dev Slope 
1 – no emotion awareness 2.38 1.44 -0.067 0.061 
2 – text 2.31 1.36 -0.061 0.041 
3 – virtual tutor 2.11 1.12 -0.040 0,034 
4 – virtual tutor w/o emotion 2.38 1.33 -0.025 0.018 
 
A2.3 Summary Statistics for S2E2. 
Mean and standard deviation of all responses among all subjects. 
What are you feeling right now? (1 – 5) 
Group Mean Std. Dev Mean Slope Std. Dev Slope 
Control grp. 2.15 1.28 -0.075 0.083 
Experimental grp. 2.22 1.19 -0.025 0.049 
 
A2.4 Summary Statistics for S2E3. 
Mean and standard deviation of all responses among all subjects. 
What are you feeling right now? (1 – 5) 
Group Mean Std. Dev Mean Slope Std. Dev Slope 
Original grp. 2.22 1.19 -0.025 0.049 
Random grp. 2.80 1.11 -0.006 0.044 
Human grp. 2.16 1.18 0.001 0.026 
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A3 Pretest and Posttest for S2E2 (Given before and after the students used the system. 
Used to measure their prior and post programming skill.) 
A3.1 Pre-test Items 
Problem Question Groups 
Pretest 1 Complete the function which should return the sum of 
two integers m and n. 
int add(int m, int n) { 
    // write solution here 
 
} 
All groups 
Pretest 2 Complete the function which should return the largest 
integer among three given integers x, y and z.  
int max_number(int x, int y, int z) { 
    // write solution here 
 
} 
All groups 
Pretest 3 Complete the function that returns the sum of all the 
integers in the array d. 
int my_sum(int[] d) { 
    // write solution here 
 
} 
All groups 
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A3.2 Posttest Items 
Problem Question Groups 
Posttest 
1 
Complete the function which should return the product 
of two integers M and N. 
int multi(int M, int N) { 
    // write solution here 
 
} 
All groups 
Posttest 
2 
Complete the function which should return the smallest 
integer among three given integers a, b and c.  
int smallest(int a, int b, int c) { 
    // write solution here 
 
} 
All groups 
Posttest 
3 
Complete the function that returns the number of zeroes 
in the array arr. 
int zero(int[] arr) { 
    // write solution here 
 
} 
All groups 
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A3.3 Summary Statistics for Pretest and Posttest 
Group 
Pretest Posttest 
Total Mean Std. Dev Total Mean Std. Dev 
Control Grp.  34 2.62 0.65 30 2.38 0.77 
Experimental Grp. 34 2.62 0.65 37 2.77 0.44 
Low-Performing Grp. 6 0.78 0.83 16 1.89 0.78 
 
A4 Questionnaire of System Use Experience for S2E2 and S2E3 (Given after the students 
used the system.) 
A4.1 Questionnaire Items 
Item Question Type of Response Groups 
For items 1-6, the student was asked to rate their impression while using the system 
based on indicators of engagement. 
1 Did not enjoy → Enjoyed 5-point scale (1 – did not 
enjoy… 5 - enjoyed) & text 
comment 
All groups 
2 Distracted → Focused 5-point scale (1 – distracted… 
5 - focused) & text comment 
All groups 
3 Unmotivated → 
Motivated 
5-point scale (1 – 
unmotivated… 5 - motivated) 
& text comment 
All groups 
4 Insecure → Confident 5-point scale (1 – insecure… 5 
- confident) & text comment 
All groups 
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5 Did not learn → Learned 
a Lot 
5-point scale (1 – did not 
learn… 5 – learned a lot) & 
text comment 
All groups 
6 Skills Didn’t Improve → 
Skills Improved 
5-point scale (1 – skills didn’t 
improve… 5 – skills improved) 
& text comment 
All groups 
7 What made you felt like you 
wanted to quit? 
text comment Only 
students 
who quit 
8 Would you want to use the 
system again in the future? 
text comment All groups 
 
A4.2 Summary Statistics for S2E2 (where applicable) 
Item Question 
Control Grp. Experimental Grp. 
Mean Std. Dev Mean Std. Dev 
1 Did not enjoy → Enjoyed 3.54 1.33 3.31 1.25 
2 Distracted → Focused 2.31 1.11 2.62 1.33 
3 Unmotivated → Motivated 3.61 0.96 4.23 0.83 
4 Insecure → Confident 2.62 1.26 3.08 1.19 
5 Did not learn → Learned a 
Lot 
2.54 1.05 3.15 1.34 
6 Skills Didn’t Improve → 
Skills Improved 
2.23 1.17 3.15 1.34 
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A4.3 Summary Statistics for S2E3 (where applicable) 
Item Question 
Original Grp. Human Grp. Random Grp. 
Mean Std. Dev Mean Std. Dev Mean Std. Dev 
1 Did not enjoy → 
Enjoyed 
3.31 1.25 4.14 0.90 3.14 0.69 
2 Distracted → 
Focused 
2.62 1.33 2.71 0.49 1.71 0.95 
3 Unmotivated → 
Motivated 
4.23 0.83 4.29 1.25 3.86 0.90 
4 Insecure → 
Confident 
3.08 1.19 3.57 0.98 3.14 1.07 
5 Did not learn → 
Learned a Lot 
3.15 1.34 3.86 0.90 3.29 0.95 
6 Skills Didn’t 
Improve → Skills 
Improved 
3.15 1.34 3.43 0.79 3.00 1.29 
 
A5 Questionnaire of Tutor Impression for S2E2 (Given after the session. Used to measure 
the impression on the agent in the experimental group.) 
A5.1 Questionnaire Items 
For items 1-6, the student was asked to rate their impression of the virtual tutor. 
1 Inconversible → 
Conversible 
5-point scale (1 – Inconversible 
… 5 – Conversible) & text 
comment 
Experimental 
group only 
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2 Unempathetic → 
Empathetic 
5-point scale (1 – Unempathetic 
… 5 – Empathetic) & text 
comment 
Experimental 
group only 
3 Inaffable → Affable 5-point scale (1 – Inaffable … 5 
– Affable) & text comment 
Experimental 
group only 
4 Offensive → Not Offensive 5-point scale (1 – Offensive … 
5 – Not Offensive) & text 
comment 
Experimental 
group only 
5 Unserious → Serious 5-point scale (1 – Unserious … 
5 – Serious) & text comment 
Experimental 
group only 
6 Bitter → Gentle 5-point scale (1 – Bitter … 5 – 
Gentle) & text comment 
Experimental 
group only 
7 Unauthoritative → 
Authoritative 
5-point scale (1 – 
Unauthoritative … 5 – 
Authoritative) & text comment 
Experimental 
group only 
8 Unreliable → Reliable 5-point scale (1 – Unreliable … 
5 – Reliable) & text comment 
Experimental 
group only 
 
A5.2 Summary Statistics (where applicable) 
Item Question Experimental Group 
Mean  Std. Dev 
1 Inconversible → Conversible (1 – 5) 2.92 1.19 
2 Unempathetic → Empathetic (1 – 5) 2.92 1.04 
3 Inaffable → Affable (1 – 5) 3.15 1.07 
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4 Offensive → Not Offensive (1 – 5) 3.15 1.07 
5 Unserious → Serious (1 – 5)  3.69 1.11 
6 Bitter → Gentle (1 – 5) 3.38 1.19 
7 Unauthoritative → Authoritative (1 – 5) 2.85 0.99 
8 Unreliable → Reliable (1 – 5) 2.62 1.19 
 
A6 Questionnaire of Appropriateness of Response for S2E2 (Given after the session. 
Used to measure the appropriateness of each response in using the system.) 
A6.1 Questionnaire Items 
For items 1-5, the student was asked to rate whether the response was appropriate if they 
felt “engaged”. 
1 「やる気に満ちています
ね。この調子で頑張ろ
う！」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
2 「とても興味を持ってい
ますね。ナイスです！」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
3 「熱心に取り組んでいま
すね！とても良いで
す！」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
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4 「やる気あるね。この調
子！この調子！」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
5 「頑張っているね。素晴ら
しいです！」  
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
For items 6-10, the student was asked to rate whether the response was appropriate if they 
felt “confused”. 
6 「困っているようです
ね。大丈夫ですか？」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
7 「困惑しているようです
ね。調子はどうです
か？」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
8 「困っていますね。大丈
夫？」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
9 「混乱していますね。大丈
夫ですか？」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
10 「混乱しているようです
ね。大丈夫でしょうか？」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
Page 160 
 
For items 11-15, the student was asked to rate whether the response was appropriate if 
they felt “frustrated”. 
11 「挫折しているようで
す。ヘルプが必要です
か？」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
12 「問題をかかえています
ね。助けが必要です
か？」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
13 「大変そうだけど大丈
夫？助けが必要です
か？」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
14 「大変そうだね。ヘルプし
ましょうか？」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
15 「問題がありそうだね。助
けましょうか？」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
For items 16-20, the student was asked to rate whether the response was appropriate if 
they felt “frustrated”. 
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16 「退屈なようですね。で
も，頑張ってね。」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
17 「集中できていないよう
ですね。もう少し頑張ろ
う！」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
18 「退屈しているの？もう
少しだから頑張ろう。」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
19 「退屈していますか？ファ
イト！頑張ってね。」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
20 「集中できないようです
ね。ガンバ，ファイト
ー！」 
5-point scale (1 – not appropriate, 2 – 
not so appropriate, 3 – neutral, 4 – 
appropriate, 5 – very appropriate) 
All 
groups 
 
A6.2 Summary Statistics (where applicable) 
Item Response Mean Std. Dev 
1 「やる気に満ちていますね。この調子で頑張ろう！」(1 – 5) 3.75 1.39 
2 「とても興味を持っていますね。ナイスです！」(1 – 5) 3.25 1.49 
3 「熱心に取り組んでいますね！とても良いです！」(1 – 5) 4.38 1.41 
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4 「やる気あるね。この調子！この調子！」(1 – 5) 3.75 1.58 
5 「頑張っているね。素晴らしいです！」 (1 – 5) 4.13 1.46 
6 「困っているようですね。大丈夫ですか？」(1 – 5) 4.25 1.04 
7 「困惑しているようですね。調子はどうですか？」(1 – 5) 3.75 1.16 
8 「困っていますね。大丈夫？」(1 – 5) 4.13 0.99 
9 「混乱していますね。大丈夫ですか？」(1 – 5) 4.00 1.07 
10 「混乱しているようですね。大丈夫でしょうか？」(1 – 5) 3.13 1.35 
11 「挫折しているようです。ヘルプが必要ですか？」(1 – 5) 2.50 1.07 
12 「問題をかかえていますね。助けが必要ですか？」(1 – 5) 4.00 0.76 
13 「大変そうだけど大丈夫？助けが必要ですか？」(1 – 5) 4.38 1.06 
14 「大変そうだね。ヘルプしましょうか？」(1 – 5) 4.38 0.52 
15 「問題がありそうだね。助けましょうか？」(1 – 5) 3.75 0.89 
16 「退屈なようですね。でも，頑張ってね。」(1 – 5) 2.50 1.07 
17 「集中できていないようですね。もう少し頑張ろう！」(1 – 5) 3.00 1.41 
18 「退屈しているの？もう少しだから頑張ろう。」(1 – 5) 3.50 1.41 
19 「退屈していますか？ファイト！頑張ってね。」(1 – 5) 3.50 0.93 
20 「集中できないようですね。ガンバ，ファイトー！」(1 – 5) 3.13 0.99 
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