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We describe extremal functions for the generalized Fekete–Szegö functional |ta3 + a22| over
the class of hyperbolically convex functions. We apply the Julia variational formula to
reduce the problem to mappings onto hyperbolic polygons having no more than two proper
sides. In general, this is the best result possible. We show that both one-sided and two-
sided maps can be extremal for different sub-classes.
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1. Introduction
A typical problem in geometric function theory is to study a functional made up of combinations of the coeﬃcients of
the original function. Usually, there is a parameter over which the extremal value of the functional is needed. Our work
deals with one important functional of this type: the Fekete–Szegö functional. This functional is derived from the Fekete–
Szegö inequality. In the last 10 years, more than 90 papers have been published dealing with this inequality or the problem
of maximizing it over a class of functions.
The classical Fekete–Szegö functional is slightly different than the functional we will call the “generalized Fekete–Szegö
functional”. Let S be the class of univalent functions f (z) = z + a2z2 + a3z3 + · · · mapping D = {z ∈ C | |z| < 1} into C (the
complex plane). The classical Fekete–Szegö functional is Lλ( f ) = |a3 + λa22| for 0 < λ < 1 [6]. Factoring out λ and letting
1
λ
= t the functional is in the form we will be using: Lt( f ) = |ta3 + a22|. However, we will not restrict 1 < t < ∞, but will
instead place no restrictions on t other than being a real number.
Over the years, many results have been found for the classical functional. The mathematicians who introduced the
functional, M. Fekete and G. Szegö (and independently, Jenkins), were able to (sharply) bound the classical functional by
1+ 2exp(− 2λ1−λ ), for 0< λ< 1 and f ∈ S [6]. For some background on the generalized functional, we have to describe two
additional classes of functions.
Let K be the class of functions in S such that f (D) is (Euclidean) convex. For the class K̂ = { f̂ = f
1− fw
: f ∈ K
and w ∈ C∗ \ f (D)}, where C∗ = C ∪ {∞}, Barnard and Schober (sharply) bound the generalized functional by M(t)
for t ∈ [−0.7652,1.682], where M(t) is the unique maximum of the function − t2 sin2 x + (1 + t)( 2 sin xx − cos x)2 for
x ∈ ( π2 , 3π4 ) [4]. It is with this work that our interest in the functional begins. However, we will be looking at a class
of functions that is different than the one in the work of Barnard and Schober. Rather than functions which are convex
in the Euclidean sense, we will investigate hyperbolically convex functions, the subject of more than 25 papers in the last
10 years.
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2. Hyperbolically convex functions
2.1. Deﬁnitions
We will use the Poincaré disc model of the hyperbolic plane. That is, we will use D with the metric m(z)dz = 2|dz|
1−|z|2 . In
this metric, geodesics are subarcs of circles that intersect the boundary of D, ∂D, at right angles. As in Euclidean geometry,
a set is hyperbolically convex if every two points can be connected by a hyperbolic geodesic that lies completely inside the
set. Also, we will deﬁne a hyperbolic polygon in D as a Jordan curve that consists of geodesics and arcs of ∂D. A side of a
hyperbolic polygon will be called proper provided it is not an arc of ∂D.
We will call a function f : D → D hyperbolically convex if f is analytic and univalent on D and f (D) is a hyperbolically
convex set. We will deﬁne the class H as the set of all hyperbolically convex functions that ﬁx the origin and Hpoly as the
collection of maps in H whose image is a hyperbolic polygon. If we wish to specify a bound on the number of sides, we
will use the subclass Hn of Hpoly consisting of functions whose image is a hyperbolic polygon having n or fewer sides. It
is important to note that Hpoly is dense in H and that H ∪ {0} and Hn ∪ {0} are compact (for any n). Since the generalized
Fekete–Szegö functional is rotationally invariant, we will without loss of generality restrict our attention to functions f ∈ H
with Taylor series expansions about z = 0 of the form f (z) = αz + a2z2 + a3z3 + · · ·, with 0<α < 1.
2.2. Examples
Before we consider how the Taylor series coeﬃcients of hyperbolically convex functions might be bounded, let us ﬁrst
consider several fundamental examples.
The “hyperbolic half-plane” map, with 0<α < 1,
kα(z) = 2αz
1− z +√(1− z)2 + 4α2z
= αz + α(1− α2)z2 + α(1− α2)(1− 2α2)z3 + · · · ,
maps D onto a one-sided hyperbolic polygon whose one proper side is the geodesic passing through the real number r =
− α
1+
√
1−α2 (see Fig. 1). This function was described by Mejía and Pommerenke [11] and is extremal for several important
functionals [5,9].
The “hyperbolic baseball map” takes the disc onto a symmetric hyperbolically convex region bounded by two proper
non-intersecting sides. See Fig. 2. It is given by
fα(z) = tanh
(
α
z∫
0
(
1− 2ξ2 cos2θ + ξ4)− 12 dξ)
= αz + α
3
(
α2 + cos2θ)z3 + · · ·
where α = π2K (cos θ) and K is the elliptic integral of the ﬁrst kind. The image polygon has proper sides that pass through
±iR , where R = tanh( π K (sin θ)4K (cos θ) ).
This map is also due to Mejía and Pommerenke [11] and is extremal among hyperbolically convex functions for the
Schwarz norm [1].
The proper sides of a two-sided polygon might not intersect (like the range of the baseball map) or they might intersect
either on the boundary or in the interior. See Figs. 3 and 4.
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on the boundary of the disc.
Fig. 4. A two-sided hyperbolic polygon with the sides intersecting
inside the disc.
Maps onto two-sided polygons whose sides meet on the boundary are given by the composition ω3 ◦ ω2 ◦ ω1 of the
following three maps:
ω1(z) = 1+ z
1− z sinh(−Ek),
ω2(z) = sinh−1 z, and
ω3(z) = z + Ek
z + k ,
where k = iπ2 1−e
iγ1
eiγ1−ei
γ1+γ2
2
and E = ei γ1+γ22 . For given α and γ1, we can uniquely ﬁnd γ2 such that f ′(0) = α. In the symmetric
case, E = −1, k = π2 sinγ1+cosγ , and the sides intersect the boundary at −1, eiγ , and e−iγ .
Maps onto two-sided polygons whose sides meet in the interior are given by the composition ω4 ◦ ω3 ◦ ω2 ◦ ω1 of the
following 4 maps:
ω1(z) = z + a
az + 1 ,
ω2(z) =
(
1+ z
1− z
)2
+ 1,
ω3(z) =
(√
z − 1√
z + 1
)δ/π
, and
ω4(z) = z − b
1− bz ,
where a = − b
π
δ +2b π2δ −1
b
π
δ −2b π2δ −1
, δ = arccos( (b2+1) cosβ+2b
b2+1+2b cosβ ), and −b is the interior point of intersection.
2.3. Coeﬃcient bounds
Using geometric invariants, Ma and Minda found bounds on the second and third coeﬃcients of functions in our class
[9,10]. For example, they proved |a2| α(1− α2).
We can derive a bound for 
a3 using a result from Mejía and Pommerenke [11]. Although this result does not appear to
be sharp, it will nonetheless prove useful in our subsequent arguments.
Lemma 2.1. If f = αz + a2z2 + a3z3 + · · · ∈ H, then

a3  α
(
1− α2)(2− α2).
Proof. From the aforementioned authors we know that if h(z) = c1z + c2z2 + · · · is a conformal map from D into D, then
for λ ∈ R we have
λ2 log |c1| + 2λ
c2
c
+ 

[
c3
c
− c
2
2
c2
]
+ |c1|2  1.1 1 1
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[
a3
α
− a
2
2
α2
]
+ |α|2  1.
Consequently,
α
a3  α2
(
1− α2)+ a22
 α2
(
1− α2)+ α2(1− α2)2
= α2(1− α2)(2− α2).
Hence, 
a3  α(1− α2)(2− α2). 
Another result of hyperbolically convex functions can be shown using the well-known Beiberbach result for a2.
Lemma 2.2. If f (z) = αz + a2z2 + · · · ∈ H is rotated so that a2 is real, then 2α − a2  0.
Proof. Let g(z) = 1α f (z) = z + a2α z2 + · · · . Then g is in the class of functions that are univalent on D, ﬁx zero, and have
mapping radius one. Thus, by Bieberbach’s result, | a2α | 2. Therefore, a2  2α or 0 2α − a2. 
The recent papers by Barnard, Cole, Pearce, and Williams [1] and by Barnard, Ornas, and Pearce [3] have outlined meth-
ods by which one can reduce the number of sides in a hyperbolically convex polygon in order to achieve an extremal value
for a functional. Methods of pushing in or out edges and adding small sides near vertices without changing the hyperbolic
convexity (and controlling the error) are given. Through these methods the number of proper sides of the image of the
extremal function can be reduced via the Julia variation formula.
3. The Julia variation and extensions
3.1. The Julia variation
In 1922, Julia reformulated Hadamard’s classical variation formula for Green’s functions [7]. The advantage to Julia’s
variation formula was that it was given in terms of the Riemann mapping function for the domain. In 1960, Krzyz˙ applied
the Julia variation formula to functions whose images are convex polygons [8]. In 1975, Barnard and Lewis were able to
prove the formula’s validity when the boundary contains corners with angles less than 2π . In particular, they showed
that the formula was valid for domains whose boundary is piecewise smooth [2]. It was later discovered that Warshawski
independently had proved the result in 1960 [12]. With these results, the Julia variational formula could be applied to many
more classes of functions than Hadamard’s classical formula.
To utilize the Julia variation formula, we need some building blocks. Let Ω be a region and Γ a piecewise analytic curve
bounding Ω . Let φ ∈ C1 be a positive, piecewise function deﬁned on Γ such that φ(ω) = 0 for all ω where Γ is not analytic.
Let n(ω) be the outward pointing normal vector at each point ω where Γ is smooth. For a small real number  , we will
create a perturbation of Γ :
Γ =
{
ω + φ(ω)n(ω): ω ∈ Γ }.
The new region Ω will be the perturbation of Ω bounded by Γ .
Julia variational formula. Let f be a conformal map from D onto Ω with f (0) = 0 and let f have a piecewise smooth
extension to ∂D also denoted by f . Then for suﬃciently small  the similarly normalized map from D onto Ω is given by
f(z) = f (z)+ zf
′(z)
2π
∫
∂D
1+ zξ
1− zξ dΨ + E(, z),
where dΨ = φ( f (ξ))| f ′(ξ)| dθ . Moreover, E(, z) is o() for z on compact subsets of D and is continuously differentiable in  for
each ﬁxed z ∈ D.
We can parameterize the boundary of Ω by ω = f (ξ) and write the normal to the boundary as n(ω) = ξ f ′(ξ)|ξ f ′(ξ)| . Thus, we
can rewrite the variational formula as
f(z) = f (z)+ 
∫
∂D
zf ′(z) ξ + z
ξ − z dΨ + o(),
where dΨ = φ(ω) dθ′ is now a non-negative measure on ∂D.2π |ξ f (ξ)|
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Fig. 6. Pulling in one side. Fig. 7. Push and pull at a cusp. Fig. 8. Side adding variation.
3.2. Preservation of hyperbolic convexity
We will loosely outline two variations on sides that preserve hyperbolic convexity [3,1]. One of these variations will
maintain the same number of sides as the original while the other will add one side. In both cases, there are three subcases
to consider depending on the angles at the ends of the sides we are varying. The ﬁrst of which is when the side meets ∂D
at the angle β = π2 (left-most image in Fig. 5). The second case is when two sides meet at an interior point having angle
β ∈ (0,π) (center image in Fig. 5). Lastly, we will discuss variations of a side when it intersects another side in ∂D with
angle β = 0 (right-most image in Fig. 5).
The ﬁrst two cases (left and center in Fig. 5) can be handled simultaneously. Let us assume that we have two sides
intersecting in the interior of D (see Fig. 6). Label the side we wish to vary by ÂB . Pushing out and pulling in this side are
similar as they only involve a change in the sign of  . We shall assume that we will pull in the side ÂB .
Move M , the midpoint of ÂB , radially to φ(M), choosing φ(M) small enough to ensure we do not increase the number
of sides of our polygon. This will move M to the point M ′ = M+φ(M)n(M). Deﬁne Â′B ′ as the unique hyperbolic geodesic
having midpoint M ′ . For all other ω on ÂB , deﬁne φ(ω) = φ(ω,) as the distance to the point on Â′B ′ which is the
extension along the normal n(ω). The new points are given by
w ′ = w + ∂φ(ω,0)
∂
n(ω) + o(),
with the o() being included in the error term of the Julia variation formula.
When two sides meet at a cusp, our result of the variation depends on the sign of  (see Fig. 7). If  > 0, then we are
pushing ÂB out to Â′B ′ . Since arcs of ∂D are not considered sides, we have not added a new side to our polygon. We have
not changed the vertex at the original cusp (A), this acts like the previous case. If  < 0, then we are pulling ÂB in to Â′′B ′′ .
Since this case eliminates the vertex at the cusp, we have to appeal to [2] in order to ensure control of the error rates.
The last variation we have left to describe is the side-adding variation (see Fig. 8). Choose a point C on ÂB suﬃciently
close to A (assuming this is the side we wish to vary). Select A′ on either the next proper side of the polygon or on ∂D,
depending on the ﬁgure. Create the side Â′C along the appropriate geodesic. The error introduced is similar to the previous
cases. Notice that we have to add this side by pulling in, since pushing out (the dashed part of the geodesic in Fig. 8) would
destroy the hyperbolic convexity of our image. In the next chapter, we shall use these variations to reduce the number of
possible proper sides for the extremal.
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4.1. Application of the Julia variation
As previously mentioned, the problem that we will be attacking will be similar to the one Barnard and Schober exam-
ined [4], but using a different class of functions.
Problem 4.1. For t ∈ R, ﬁnd the extremal values of the functional Lt( f ) = |ta3 + a22| over f ∈ H .
It follows easily that Lt( f ) is rotationally invariant. Recall that the Julia variation is given by
f(z) = f (z)+ zf
′(z)
2π
∫
Γ
1+ ξ z
1− ξ z dΨ (ξ)+ o(),
where Ψ is dependent upon ξ . Using the Taylor series expansions for 1+ξ z1−ξ z and zf
′(z), we obtain
zf ′(z) · 1+ ξ z
1− ξ z = αz + (2a2 + 2αξ)z
2 + (3a3 + 4a2ξ + 2αξ2)z3 + · · · .
Substituting this into the Julia variational formula, we see that
f(z) =
[
α + 
2π
α
∫
Γ
dψ
]
z
+
[
a2 + 
2π
∫
Γ
(2a2 + 2αξ)dψ
]
z2
+
[
a3 + 
2π
∫
Γ
(
3a3 + 4a2ξ + 2αξ2
)
dψ
]
z3
+ · · · + o().
Applying the functional to f(z), we get
Lt
(
f(z)
)= ∣∣∣∣ta3 + a22 + 2π
∫
Γ
[
t
(
3a3 + 4a2ξ + 2αξ2
)+ (4a22 + 4a2αξ)]dψ + o()∣∣∣∣.
We wish to ﬁnd ∂
∂ [Lt( f)]|=0 as this will be zero for an extremal function f . To this end, let F () = ta3 + a22 +

2π
∫
Γ
[t(3a3 + 4a2ξ + 2αξ2) + (4a22 + 4a2αξ)]dψ + o(), with o() = 2g() for some g ∈ C1(). We can then express
the derivative, using |F ()| = exp{
(log F ())}, as
∂
∂
Lt( f) = exp
{
(log F ())}
{ F ′()
F ()
}
,
where
F ′() = 1
2π
∫
Γ
[
t
(
3a3 + 4a2ξ + 2αξ2
)+ 4a2(a2 + αξ)]dψ + 2g()+ 2g′().
Evaluating F and F ′ at  = 0, we get F (0) = ta3 + a22 and F ′(0) = 12π
∫
Γ
K (ξ)dψ , where K (ξ) = t(3a3 + 4a2ξ + 2αξ2) +
4a2(a2 + αξ). Thus (after rotating so that the functional is real),
∂
∂
Lt( f)
∣∣
=0 =
exp{
(log(ta3 + a22))}
{ 12π
∫
Γ
K (ξ)dψ}
ta3 + a22
= |ta3 + a
2
2|
ta3 + a22


{
1
2π
∫
Γ
K (ξ)dψ
}
= 1
2π
∫
Γ

{K (ξ)}dψ.
Consequently, it suﬃces to consider the kernel of this integral.
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main (a2 ≈ 0.14858 and a3 ≈ 0.17363) with α = 25 and t = 4.
Fig. 10. The image of the kernel for a “half-plane” map (a2 ≈
0.273 and a3 ≈ 0.22386) with α = 0.3 and t = 8.
4.2. Application of the step down lemma
Rewriting the kernel, it is evident that we have a quadratic in terms of ξ :
K (ξ) = (2tα)ξ2 + 4a2(t + α)ξ + (3ta3 + 4a2).
Therefore, the image of ∂D under the kernel intersects the imaginary axis at most four times. See Figs. 9 and 10.
Suppose that f ∈ Hn is extremal for Lt , where n 5, and that f (D) has at least 5 proper sides, say Γk , k = 1,2,3,4,5.
Let γk be the arc [eiδk , eiνk ], the pre-image of Γk under f , k = 1,2,3,4,5.
Since f is extremal, applying the class preserving variation to each side, Γk , yields
∂
∂
Lt( f)
∣∣
=0 =
5∑
k=1
1
2π
∫
Γk

{K (ξ)}dψ
=
5∑
k=1
1
2π
∫
[eiδk ,eiνk ]

{K (ξ)}dψ(eiθ ).
Now, for some θk such that δk < θk < νk , we can apply the mean value theorem for integrals to pull constants out of the
integral. Thus,
∂
∂
Lt( f)
∣∣
=0 =
5∑
k=1
1
2π

{K (eiθk)} ∫
[eiδk ,eiνk ]
dψ.
Now K (ξ) is a quadratic in ξ and thus maps ∂D to a curve Λ that intersects the imaginary axis no more than four times.
Hence, not all ﬁve of the points K (eiθk ), k = 1,2,3,4,5, can have the same real part. Without loss of generality, suppose
that 
{K (eiθ1)} > 
{K (eiθ2)}. If we push Γ1 out, then for ω ∈ Γ1, φ(ω) is positive. Leaving Γ2, Γ3, Γ4, and Γ5 ﬁxed, we
would increase Lt( f) from the value of Lt( f ) within the class Hn .
Thus, f is not extremal for Lt in Hn . To summarize, if f is extremal in Hn , n 5, then f ∈ H4 ⊂ Hn . So, f can have at
most four proper sides.
We now introduce an auxiliary lemma, the basic idea of which has allowed us to signiﬁcantly improve earlier results
obtainable by the Julia variation [1,3,5].
Step down lemma. If f is extremal in Hn, then its range can have at most two proper sides.
Proof. Suppose that f is extremal for Lt and f (D) has exactly four sides. If the image under K (ξ) of the pre-image of one
of the sides is entirely in the left or right half-plane, then we can increase the value of Lt( f) and hence, f is not extremal.
Therefore, all images of proper sides under K (ξ) must intersect the imaginary axis at least once.
Let Γ be one of the sides having one endpoint in the left half-plane and the other in the right half-plane. We must have
at least one such side as there are four sides and our kernel crosses the axis at most four times. Let z0 be a vertex whose
image under K (ξ) lies in the left half-plane. Apply the side adding variation at the vertex z0, making sure to keep the entire
image of the new side entirely in the left half-plane.
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∂
∂
Lt( f)
∣∣
=0 = 

{
K
(
eiθ
)}(∫
γ
dψ +
∫
γk
dψ
)
> 0
where γ is our new side. Hence, Lt( f) >Lt( f ), which is a contradiction to f being extremal. Therefore, f (D) cannot have
exactly four proper sides.
If we suppose that our extremal has exactly three proper sides, then we can repeat all of our arguments. This is because
we must still have at least one proper side with endpoints on opposite sides of the imaginary axis as the kernel has at most
four values that are zero and we have three sides crossing. Therefore, f (D) cannot have exactly three sides. Thus, n 2. 
5. Existence of both one-sided and two-sided extremal domains
In general, this reduction to at most two sides is the best possible bound on the number of sides of the extremal. This
can be seen if we let t = 4 and α = 0.7. The value of the functional applied to the one-sided map is approximately 0.156.
However, there is a two-sided map (having −1, eiγ , and e−iγ , where γ ≈ 0.5889π , as points of intersection with ∂D) for
which the functional has a greater value: approximately 0.530.
On the other hand, there are also conditions under which the extremal is one-sided. Consider the class H2 = { f ∈ H :
a2 = 0}.
Theorem 5.1. Suppose f ∈ H2 and is not a half-plane mapping. Then there exists a range of t such that f is not extremal over H2
for Lt . In particular, for t in the interval
t ∈
[
− αa2
2α + a2 ,
αa2
2α − a2
]
a one-sided half-plane map will be extremal.
This strange-looking interval arises naturally from the investigation of the convexity of the kernel K (t, θ) = 2tαe2iθ +
4(t + α)a2eiθ + 3ta3 + 4a22 in the Julia variation. Direct calculation using well-known (Euclidean) convexity conditions [6]
thus produces the following lemma.
Lemma 5.1. For f (z) = αz + a2z2 + a3z3 + · · · ∈ H2 (a2 = 0) the image of ∂D under the kernel K (ξ) = 2tαξ2 + 4a2(t + α)ξ +
3ta3 + 4a22 is (Euclidean) convex for t ∈ [− αa22α+a2 , αa22α−a2 ].
Proof. The image of z + azn is (Euclidean) convex if and only if |a|  1
n2
. Our kernel is of the form K (z) = Az2 + Bz + C .
Since C has no affect on the convexity of K (∂D), we can deﬁne K˜ = Az2 + Bz. Then, since B ∈ R \ {0}, we can factor it out
and deﬁne a new function. Let 1B K˜ = K ∗ = AB z2 + z. Then K ∗ is convex if and only if | AB | 14 . Therefore, the image of ∂D
under K (ξ) = 2tαξ2 + 4a2(t + α)ξ + (3ta3 + 4a22) is (Euclidean) convex provided | 2tα4a2(t+α) | 14 . There are two possibilities
to consider.
Case 1: t ∈ R+ . In this case, 2tα4a2(t+α) is positive, so we can rewrite our inequality as tα  12a2(t + α). Collecting t on one
side, we have t(2α−a2) a2α. By Lemma 2.2, we know that 2α−a2  0. Thus, we have the right-hand side of our interval.
Case 2: t = −p, for p ∈ R+ . Replacing t with −p, we can achieve 2pα  a2|α − p|. If α − p > 0, then we have 2pα 
a2(α− p). After collecting terms and dividing we get p  αa22α+a2 . Replacing p = −t , we get the left-hand side of our interval.
If, on the other hand, α − p < 0, then 2pα  a2(p − α). Again, collecting terms and dividing we get αa22α−a2  t . This, again,
is the left-hand side of our interval. 
For t in this interval of convexity, we can now show the half-plane mapping to be extremal for Lt .
Proof of Theorem 5.1. Assume f has non-zero second coeﬃcient, it is not the half-plane map, and it is extremal over the
interval. As in the proof of Lemma 5.1, the kernel is not only (Euclidean) convex, but univalent. Since our kernel is quadratic
and its image is (Euclidean) convex, it can cross the imaginary axis no more than two times. Therefore, we have three
possibilities for how our sides can cross the imaginary axis.
Case 1: One side lies in the right half-plane.
In this case, we can apply the variation that pushes out this side. Hence,  > 0 and the real part of this side is positive.
Therefore, such a variation would increase the functional. This would contradict f being extremal.
Case 2: One side lies in the left half-plane.
In this case, we can apply the variation that pulls in this side. Hence,  < 0 and the real part of this side is negative.
Therefore, such a variation would increase the functional. This would contradict f being extremal.
374 R.W. Barnard et al. / J. Math. Anal. Appl. 384 (2011) 366–374Case 3: Both sides cross the imaginary axis.
If both sides cross the imaginary axis, then one side must have an endpoint in the left half-plane. We can apply the
side-adding variation (making sure to keep the new side in the left-half plane). This would increase the functional implying
the extremal has more than two sides; contradicting the step down lemma.
Therefore, in the interval of convexity, the half-plane mapping is extremal. 
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