In this paper, we investigate the performance of a three-node dual-hop cognitive radio network with a half-duplex decode-and-forward buffer-aided relay. We derive expressions for the average rate and symbol error rate (SER) performance of an adaptive link selection based channel-aware buffer-aided relay scheme that imposes peak-power and peak-interference constraints on the secondary nodes, and compare them with those of conventional non-buffer-aided relay and conventional buffer-aided relay schemes for a delay-tolerant system. For a finite-sized buffer, we analyze the performance of a modified threshold-based scheme for fixed-rate transmission. We analyze the tradeoffs between the delay, throughput, and SER. Computer simulation results are presented to demonstrate accuracy of the derived expressions.
I. INTRODUCTION
N EXT Generation wireless networks are expected to support a wide variety of data services with different traffic characteristics and quality-of-service (QoS) requirements. Besides, the surge in the number of data services has already led to spectrum scarcity. It is well known that the former problem can be alleviated by use of relays [2] while the latter can be alleviated by use of cognitive radio networks (CRN)s [3] . In particular, underlay cognitive radio technology, in which the secondary (unlicensed) users utilize the same frequency band as the primary (licensed) network, but with transmit powers carefully controlled to limit interference caused to the primary receiver below an interference temperature limit (ITL), has shown great promise [4] . The interference constraint imposed by the primary receiver limits the secondary transmitter power, making relaying important even for short hops. Clearly, analysis of the performance of CRNs with relays is well motivated. Manuscript In non-cognitive cooperative networks, protocols and techniques that improve the performance of relay networks have received attention. Use of channel-aware scheduling with bufferaided relays was shown to improve the QoS over conventional half-duplex (HD) decode-and-forward (DF) relaying in two-hop networks [5] - [7] and reference therein. In such networks, use of an adaptive link selection mechanism 1 was shown to lead to significant performance improvement [8] , [9] . With exact channel state information (CSI) and an infinite-sized buffer, an average rate of half of the maximum of the capacities of two links can be achieved using adaptive rate transmission [8] , and a diversity order of two can be achieved using fixed-rate transmission [9] , [10] . With outdated CSI estimates, it was shown in [11] that diversity of one is still achievable with positive coding gain over conventional relays. Analysis of delay performance was also taken up in these works. Selection of one of several bufferaided relays has been shown to improve performance [12] - [14] . Analysis was carried out for delay-tolerant and delay-limited cases assuming fixed-rate transmission in [15] and [16] respectively. In recent years, the impact of outdated CSI [17] and time-correlated fading [18] have also been analyzed.
A. Related Work in CRN
Since the performance of CRN is degraded by the transmit power constraints, development of techniques to improve the performance of relay-aided networks is of great interest. In [19] , an interference cancellation based scheme is proposed where the primary and the secondary sources pick one buffer-aided relay each for two-hop transmission. Power allocation issues are also addressed. In [20] , a throughput-optimal adaptive link selection policy is proposed for a secondary two-hop underlay network in which the secondary node only transmits if the average or instantaneous interference power at the primary receiver is below a threshold. In [21] , an overlay secondary source (using knowledge of the primary message) maximizes its rate in a link without relays, while assisting the primary to attain its target rate. For underlay two-hop buffer-aided relay networks with finite-sized buffers, a sub-optimal relay selection scheme is proposed, and its outage performance is analyzed [22] assuming only the peak interference constraint (ignoring the peak-power constraint). With finite-sized buffers, the outage probability of the underlay network is analyzed in [23] assuming outdated CSI. It is emphasized that they simply select a link from source to relay and from relay to destination without taking into consideration the channel to the primary destination in their link selection procedure. Neither [22] nor [23] derive insights into the delay performance of the system or present expressions for average rate or symbol error rate (SER).
B. Motivation and Contributions
In this paper, we analyze the performance of underlay cognitive two-hop links with a buffered relay. The interference constraints imposed by the primary network makes the power available at the secondary nodes a random quantity. Coupled with fading nature of the channels, this ensures that the signal to noise ratios (SNRs) in each of the two-hops show high variability. This makes the average rate, SER and delay performance of the two-hop network very different from that of non-cognitive links studied earlier [8] , [9] . Intuitively, the large variation in SNRs of the two hops makes link selection important.
The contributions of this paper are as follows: 1) We analyze the SER and average rate performance of a three-node dual-hop underlay CRN. We use the adaptive link selection scheme proposed in [8] for use in the non-cognitive context, and derive expressions for both the average rate and SER of a delay tolerant (infinite-delay) system. 2) We discuss the impact of finite delay constraints (in delay-limited systems) on the average rate and SER performance of underlay CRN, and assuming fixedrate transmission, present delay analysis for the hybrid scheme given in [11] . 3) We analyze the trade-offs between throughput and delay, and their impact on SER. We note that such analysis has not been presented in literature even for non-cognitive cooperative networks. 4) We demonstrate a reversibility (directional) feature that enables us to obtain useful insights. 5) For a finite-sized buffer, we show a delay-throughput bound and demonstrate some tradeoffs between SER and throughput.
C. Organization
The rest of the paper is organized as follows. Section II discusses the system model and benchmark schemes in the context of underlay CRN. Analysis of joint complementary cumulative distribution function (CCDF) is presented in Section III. Analysis of performance with the fixed-rate transmission is presented in Section IV, which includes the derivation of SER with infinite-sized buffer, and study of the effect of starving the buffer, or limiting its length. We study the tradeoffs between SER, throughput and delay. In Section V, we present analysis of performance with adaptive rate transmission, which includes the average rate with infinite-sized buffer, and study of performance loss due to constraints on queuing delay. Conclusions are presented in Section VI.
D. Notations
CN (0, Ω) denotes circularly symmetric complex Gaussian distribution with zero-mean and Ω variance. F c X ,Y (), f X ,Y () and E X ,Y [ ] denote the joint CCDF, joint probability distribution function (PDF), and expectation w.r.t. random variables X and Y respectively. Pr{.} denotes the probability of an event. (.)! and (.)!! denote the factorial and double factorial respectively. erfc(.) denotes the complementary error function. Γ(., .) and E p (.) denote the upper incomplete gamma function and the generalized exponential integral respectively. Di 2 (.) denotes the dilogarithm function i.e.
II. SYSTEM MODEL AND BENCHMARK SCHEMES
We consider a two-hop underlay CRN depicted in Fig. 1 . The primary network consists of a primary source (not depicted in the figure) and a primary destination (P). The secondary or unlicensed network consists of a secondary source (S), a secondary destination (D), and a HD DF secondary relay (R) equipped with a buffer. All nodes are equipped with a single antenna. The S − D (direct) link is heavily shadowed. As in most works on underlay cognitive radio [24] [25], we ignore the primary signal at the secondary nodes 2 .
A. Channel Model
We assume a path-loss Rayleigh fading channel model with path-loss exponent α. d sr and d rd denote the distance from S to R and R to D, while d sp and d rp denote the distance from S and R to the primary receiver P. The channel coefficients of secondary and interference links are denoted by h i (n) ∼ CN (0, Ω h i ) and g i (n) ∼ CN (0, Ω g i ) respectively, where i ∈ {s, r} (s and r denote S and R).
Zero-mean additive white Gaussian noise of N o variance is assumed at all terminals. All channels undergo mutually independent, ergodic, quasi-static fading that remains fixed for one slot duration but varies independently between consecutive slots.
We denote by − P s and − P r , the instantanoues transmit powers used by the source and the relay respectively. Underlay cognitive radio nodes [24] use a peak interference power (PIP) constraint -S and R restrict their instantaneous transmit power so as to limit the peak interference at P below a certain ITL I p (implying that − P s |g s | 2 < I p , and − P r |g r | 2 < I p ). Let γ p = I p /N o . We also assume a peak transmit power (PTP) constraint at S and R that limits the transmit power to − P max and define the system SNR as
The instantaneous capacity C i (n) of the link i ∈ {s, r} is given by C i (n) = log 2 (1 + γ i (n)), where the instantaneous SNRs γ i (n) with combined PTP and PIP constraints are [24] :
Definition II-A.1: We define the probability p i that the channel gain of the interference link of node i i.e. |g i (n)| 2 is greater than γ p /γ max as follows:
Remark II-A.1: (λ i and μ i ) We note that λ i = γ max Ω h i and μ i = γ p Ω h i /Ω g i are statistical parameters which represent the average value of instantaneous SNR γ i (n) of the link i ∈ {s, r}, when the corresponding unlicensed transmitter (either S or R) transmits in PTP with power − P max and I p /Ω g i . Remark II-A.2: (Non-Cognitive/Fully-Cognitive) In the very low (high) system SNR regime, the event γ max >> γ p /|g i (n)| 2 is encountered with very low (high) probability, making p i → 0 (1). The node i ∈ {s, r} is said to be in PTP or non-cognitive (PIP or fully-cognitive) regime 3 . Note that the link SNRs in PTP (PIP) regime are limited by peak power (peak interference) and are modelled as exponential (ratio of the exponential) random variables.
Remark II-A.3: (Expressions for PTP/PIP) In this paper, all the expressions of the average rate and SER are presented in terms of statistical parameters (λ i , μ i , p i ) only. The expressions for PTP (PIP) regime can be obtained by simply substituting p i = 0 and μ i → ∞ (p i = 1 and λ i → ∞). This implies that the expressions for the cooperative case in [8] , follow as a special case of the presented expressions here.
B. Channel-Aware Buffer-Aided Relay (CABR) Scheme
In this subsection, we elaborate briefly on the CABR scheme, used in this paper for the cognitive radio scenario. Benchmark conventional schemes are discussed in the subsequent subsection for comparison.
Assuming an infinite-sized buffer, the CABR scheme (as in [8] for the non-cognitive scenario) uses the approximation C i (n) = log 2 (1 + γ i (n)) ≈ γ i (n), and the following link selection mechanism:
where the link selection parameter ρ (ρ > 0) is chosen to stabilize the buffer. In a stable environment, the probability of the buffer being empty is zero. We drop the index n in h i (n), g i (n), γ s (n), γ r (n) and d(n) for ease of exposition when it is convenient to do so. When the buffer is of finite-size, forcing the link selection parameter to 0 (1) to choose the S − R (R − D) link when Pointer
the buffer is empty (full) improves throughput by ensuring that there is no underflow (overflow) -a degradation in SER performance however results. In this paper, we use the modified threshold based transmission protocol suggested in [11] in the non-cognitive context to bring out the tradeoffs in throughput, SER, and delay in CRNs. Consider a first-in first-out (FIFO) buffer 4 of size L bits 5 at the relay. We denote the buffer pointer at the nth time-slot by A(n), and pointer-wise state for A(n) = l as Ψ l . For ease of exposition, we also denote state Ψ l for l = 0, L by Ψ . For a buffer of finite size L, we modify the link selection criteria in (3), for the buffer state Ψ 0 (A(n) = 0) and Ψ L (A(n) = L). The link selection rule is listed in the Table I. Note that we use ρ 0 , ρ and ρ L to denote the link selection parameters for Ψ 0 , Ψ and Ψ L buffer states respectively. (ρ 0 , ρ , and ρ L are positive parameters). The corresponding state transition probabilities (STP)s are also listed in Table I , and are defined as follows:
C. Buffer Dynamics
We now provide a generalized idea of buffer dynamics applicable to all the schemes used in this paper. When the S − R link is selected (d(n) = 0 and i = s), C s (n) bits are added to the buffer (unless the buffer is in the Ψ L state), and when the R − D link is selected (d(n) = 1 and i = r), C r (n) bits are removed from the buffer (unless the buffer in the Ψ 0 state). The pointer dynamics can then be written as follows:
min(C r (n), A(n)). ∀d = 1 (5) We briefly describe two different buffer pointer mechanisms in what follows 6 (details are listed in Table II) :
1) FIFO1 Buffer: We always use the conventional FIFO buffer, which increases the numbers of bits B(n) available for 
It is accomplished by placing the buffer in the Ψ 0 state initially (A(0) = 0) and updating B(n) as B(n)=A(n)−A(0)=A(n). Hence, B(n) can be written from (5) as follows:
The achievable rate can then be given from (6) as:
It is clear that when
, and an infinite-sized buffer is unstable.
2) FIFO2 Buffer: To deal with overflow, we change the pointer dynamics of FIFO1 and refer to it as FIFO2. We call it FIFO2. It increases the room available B (n) for S − R transmission whenever R − D transmission takes place. It is accomplished by placing the buffer in the Ψ L state initially (A(0) = L) and updating the current capacity of the buffer as B (n) = A(0) − A(n) = L − A(n). Hence, B (n) can be written from (5) as follows:
The achievable rate can then be given from (8) or (7) as:
It is clear that when E γ s ,γ r [(1 − d(n))C s (n)] is smaller than E γ s ,γ r [d(n)C r (n)], A(n) → 0 for large n (Pr{Ψ 0 } → 1), and an infinite-sized buffer becomes unstable.
Remark II-C.1: (FIFO1-FIFO2 Duality) It is clear by comparing (6) and (8) that if the channel conditions of S − R and R − D links are exchanged i.e. C s (n) ↔ C r (n), and if the link selection policy is modified such that d(n) ↔ 1 − d(n), the average rate remains the same. The FIFO1 and FIFO2 models can be seen as duals of each other in terms of rate, SER and throughput. It helps in proving the reversibility feature later.
D. Implementation
For implementing the link-selection protocol for adaptive or fixed rate, the control node requires perfect CSI of S − P and R − P (interference links) besides S − R and R − D links. Though the choice depends largely on the scenario being considered, the buffer-aided relay itself can be chosen to be the control node. In this case, since the relay can estimate its interference channel as well as first and second hop channels, S needs just to pass on the S − P channel gain to enable the relay R to perform link selection.
E. Benchmark Conventional Schemes
We briefly outline two conventional relay schemes for performance comparison with CABR scheme in the CRN context. Both the schemes use fixed time scheduling, thereby imposing no excessive CSI requirement for link selection.
1) Conventional Non-Buffer-Aided Relay (CNBR) Scheme: In the CNBR scheme, a time scheduler is used with a buffer of just one packet at the relay (i.e. L = 1) [2] . Here, d(n) = 0 for odd n and 1 for even n time-slots, hence the buffer becomes full and empty consecutively (i.e. q 0 = 1 − q L = 1).
2) Conventional Buffer-Aided Relay (CBR) Scheme: Like CNBR, CBR too uses fixed scheduling but the buffer size is more than one [27] . Specifically, assuming N even, the scheduler uses d(n) = 0 for n = 0, 1, . . . , N 2 − 1 and d(n) = 1 for n = N 2 , . . . , N − 1 (i.e. q 0 = 1 − q L = 1 and q = 1/2).
III. COMPLEMENTARY COMMUTATIVE DISTRIBUTION FUNCTION (CCDF)
Eqn.(10a) and (10b) shown at the bottom of the previous page.
In this subsection, we evaluate the joint CCDFs of the link SNRs with the link selection parameter. These CCDFs are required for the analysis of SER and average rate. Expressions for CDF and PDF of the SNR of an underlay link have already been published in the literature [24] [25] . Here, we find it convenient to write the CCDF and PDF of γ i in terms of (λ i , μ i , p i ), by substituting their values from (2) as follows:
Now, given in state Ψ e for e ∈ {0, }, we evaluate the expression for joint CCDF of SNR γ s with d = 0 i.e. F c d,γ s |Ψ e (0, x). It will become apparent later that expressions of
respectively using a certain reversibility rule. For ease of notation, we define the following:
Definition III.1: For generalised ρ e , we define λ ρ e as the harmonic mean of ρ e λ s and λ r i.e. 1/λ ρ e = 1/λ r + 1/(ρ e λ s ).
Next, we evaluate the joint CCDF of d = 0 with SNR γ s . Lemma III.1: (Derivation of F c d,γ s |Ψ e (0, x)) The joint CCDF of SNR γ s with d = 0 in state Ψ e (e ∈ {0, }) i.e. F c d,γ s |Ψ e (0, x) is given by (10) .
Proof: Please refer Appendix A. Remark III.1: (μ r = ρ e μ s condition) The expression (10b) derived in Appendix A applies instead of (10a) when μ r = ρ e μ s . We further note that when μ r = ρ e μ s , relation ρ e μ s
λ r holds, and is frequently used in subsequent analysis.
IV. FIXED RATE TRANSMISSION
In this section, we analyse the SER performance of the CABR scheme as given in Table I . We also analyze the tradeoffs between throughput, delay and SER.
Assumptions (SER of a finite-sized Buffer). 1) Without loss of generality, we assume that the rate supported by S and R is fixed at R. For delay analysis, we assume that the fixed rate R is unity (hence the arrival, departure rate, and throughput are suitably normalized). 2) Consider a FIFO1 buffer of size L. As indicated in Fig. 3 , it has L + 1 states i.e. (Ψ 0 , Ψ 1 , ...Ψ L ) with state probabilities π l = Pr{Ψ l }, l = 0, 1, 2, . . . , L.
3) The average system delay T comprises of two components: the average delay due to data queuing and that due to silent time-slots (arising out of underflow and overflow). Let T q , T u , and T o denote the average delay due to data queuing, queue underflow, and overflow. We also denote one virtual delay parameter due to data queuing by T L −q 7 . 4) It is also assumed that the packets decoded in error are placed in the buffer. At high SNRs, where the packet decoding error probability is small, the end-to-end effective SER (P) is tightly bounded by the sum of individual SERs of S − R (P S ) and R − D (P R ) link i.e. P ≈ P S + P R . Let P asm denote the high-SNR asymptotic approximation of effective SER so that P asm ≈ P 
3) We also define designed system parameters and ε as follows (their usefulness will become apparent later):
A. Conditional SER Eqn.(14a) and (14b) shown at the bottom of the the next page.
In this subsection, conditioned on the buffer state, we derive the simplified expressions of the conditional SER (approximated and high-SNR asymptotic) for CABR scheme. As discussed in the next subsection, these conditional SERs are helpful in evaluating the effective SERs for a finite or infinite-sized buffers.
1) High SNR Exact Expression: For evaluating exact expression, we define integral functions K(μ, λ) and L(μ, λ) as follows:
Definition IV-A.1: We define the integral K(μ, λ) [28, eq. (3.363.2)] [29, eq. (7.4.9)] as follows:
Definition IV-A.2: We define the integral L(μ, λ) as follows:
where the second line is obtained using M terms of the series expansion of E 1 (x) (integral L cannot be represented in closed form). Proof is omitted due to space constraints. Lemma IV-A.1: (For general link selection policy) The conditional SER of S − R link in state Ψ e (e ∈ {0, }) is expressed as follows:
where q e = F c d,γ s |Ψ e (0, 0), η and ϕ are the modulation parameters of the constellation for rate R s = R r = R, and X is a Gamma distributed random variable with PDF f X (
Remark IV-A.1: We obtain conditional SER P S 0 and P S from P S e by using ρ 0 and ρ respectively in place of ρ e as follows:
where F c d,γ s |Ψ e (0, 0) can be obtained by substituting x = 0 in the joint distribution F c d,γ s |Ψ e (0, x) given by Lemma III-1 (10) , and E X [F c d,γ s |Ψ e (0, x)] is easily evaluated by averaging of F c d,γ s |Ψ e (0, x) w.r.t. X, and is as given in (14). The expressions of P R L and P R can be obtained from P S 0 and P S respectively using the following Lemma:
Lemma IV-A.2: (Reversibility) For the CABR scheme as in Table I , if we exchange the following parameters:
it is possible to extract one of the following expressions given other:
The proof is a direct outcome of Remark IIC-1 because after exchanging the parameters given in (17),
2) High SNR Asymptotic Approximation: It is well known that the SER of underlay links exhibit a floor at high SNRs because of the interference constraint. The SER asymptotes are therefore of importance.
Lemma IV-A.3: (High SNR asymptotic approximation) The expression of conditional SER of S − R link given in Lemma IVA-1(16) is asymptotically approximated, and is given as: (10)) (14)) after applying the second order rational approximation given in [30] for logarithm as ln z ≈ 3(z 2 − 1)/(z 2 + 4z + 1) and some manipulations.
In the next subsection, We discuss the SER for various subcases, along with the impact of delay and throughput.
B. Effective SER and Delay Analysis
In this subsection, we analytically elaborate on the relationship between throughput and delay and it's impact on SER in various sub-cases.
Proposition IV-B.1: (Effective SER) The effective SERs of the S − R and R − D links for CABR scheme are given by:
Proof: Please refer Appendix D.
Proposition IV-B.2: (System Delay and Throughput) The system delay and throughput for CABR scheme are given by:
where T q , T u and T o are given by:
Proof: Please refer Appendix E. 8 We now describe various cases useful for analysis. Case 1: (Infinite-sized buffer at ξ = 1). It is clear that for rate R s = R r = R, the throughput is maximum (τ = 1/2 for R = 1) when π 0 = π L = 0 (see (65) in Appendix E with π 0 = π L = 0). It is achieved with infinitesized stable buffer at ρ = ρ ,opt when q = 1/2(ξ = 1) (ρ 0 and ρ L are insignificant due to infinite-sized balanced buffer).
After summing P S and P R , we obtain the effective SER P for the infinite-sized buffer as (similarly, we get the asymptotic approximation P asm ):
where P S and P S asm are evaluated using Remark IVA-1 (16) and Lemma IVA-3 (18) while P R and P R asm are evaluated using Lemma IVA-2 (17) . ρ ,opt is numerically evaluated as q = F c γ s ,d=0|Ψ (0) = 0.5 using Lemma IIIA-1 (10) (closed form expression for ρ ,opt is difficult to obtain even with q = 0.5). Fortunately, in some important special cases, the closed-form expression for ρ ,opt can be found Remark IV-B.1: It is apparent from (24) that for the CABR scheme and infinite-sized buffer, when S and R both are in PTP or PIP regime, the expression of P asm is given by: 
Case 2: (Finite-sized buffer with ξ = 1). It is clear from case 1 that ξ = 1 is achieved when ρ = ρ ,opt . However, due to Preposition IVB-2(21) (22) , the choice of ξ 0 and ξ L become important in deciding the trade-offs between throughput and delay if we limit the size of the buffer.
In several applications, we might want to constrain the system delay (T ≤ T * max ) and throughput (τ ≥ τ * min ) while in some other applications, we want to ensure a fixed throughput (τ = τ * ). We refer to the former as the maximum delay minimum throughput (MDMT) scheme, and the latter as the constant throughput (CT) scheme. It is apparent that all choices of τ * min and T * max are not feasible [11] . We bring out the general feasibility constraint next.
Remark IV-B.2: (Operating region for T u and T o ) It is obvious from Proposition IVB-2(21) that for the feasibility constraint T ≤ T * max with throughput τ , and with a finite-sized buffer, the operating region for T u and T o is given by:
where the following constraints are appilcable:
It is easy to prove the inequalities T q + (L − 1)T o ≥ 1 and T q − (L − 1)T u ≤ 2L − 1, with equality when ξ l → ∞ and ξ l → 0 respectively (proof is omitted due to paucity of space). It leads to one delay-throughput bound for a finite buffer.
Lemma IV-B.1: (T -τ bound for a finite buffer) The generalized constraints on the value of the system delay and throughput are given by:
Proof: First two constraints in (28) are obvious. After using inequalities T q + (L − 1)T o ≥ 1 and T q − (L − 1) T u ≤ 2L − 1, the system delay T can be bounded as:
where the lower and upper bounds are due to underflow and overflow respectively. We prove the result after substituting T u + T o + 2 = 1/τ from (27a).
There are many feasible choices of (ξ 0 , ξ L ) for a given ξ and L but we will only limit ourselves to some special cases.
Lemma IV-B.2: (Finite-sized buffer at ξ = 1) When operating with finite-sized buffer at ξ = 1, the expressions of system delay, throughput, and effective SERs are given by:
Proof: The results are apparent from Preposition IVB-1(20), IVB-2 (21, 22) , and the geometric sum formula with ξ = 1 (i.e.
. Remark IV-B.3: (Choice of ξ 0 , ξ L for ξ = 1) As stated earlier, it is clear from Lemma IVB-2 (29) that when L → ∞ at ξ = 1, ξ 0 and ξ L become irrelevant. However, ξ 0 and ξ L have to be constrained accordingly for finite-sized buffer because of delay and throughput constraints i.e. T * max and τ * min . Case 3: (Infinite buffer size with starving (ξ > 1)). Large buffers are now feasible due to advancement of technology. We, therefore, study performance with the infinite-sized buffer.
Lemma IV-B.3: (Infinite-sized buffer at ξ > 1) When operating with infinite-sized buffer at ξ > 1, the expressions of system delay, throughput, and effective SERs are given by:
,
where = ξ 0 ξ −1 is a positive parameter. Proof: The results are apparent from Preposition IVB-1(20) and IVB-2 (21, 22) , and by the precondition that ξ −L → 0.
We introduce the parameter and present the two schemes, to allow the tradeoff between delay and throughput.
Proposition IV-B.3: (Maximum Delay Minimum Throughput constraint scheme (L → ∞, ξ > 1)) For the choices of ξ 0 and ξ , when parameter is always a constant i.e. ξ 0 ξ −1 = * , the system delay is convex w.r.t. ξ . The minima is achieved at ξ † = 1 + 2/ * and ξ † 0 = * (1 + 2/ * ), where the system delay T † and throughput τ † are T † = 1 + 2 √ 2 * and τ † = 1/(2 + √ 2 * ) respectively. Proof: After using the Lemma IVB-3 (30) for a constant (i.e. * ), we get the expressions of T and τ as:
.
We establish the convexity of T after rewriting as follows:
We then complete the proof after solving ψ = 1 for ξ . Lemma IV-B.4: (T − τ Relation and Region for MDMT scheme) For the choices of T * max and * , the delay-throughput relation of MDMT scheme for infinite-sized buffer is given as follows:
Proof: After solving for constraints T * max and τ using Lemma IVB-3 (30) , we obtain the corresponding feasibility region is ξ † ,min ≤ ξ ≤ ξ † ,max where:
Now the delay-throughput relation of the MDMT scheme is obtained by solving for ξ for T from (33) and ξ
In some situations, we require a fixed throughput τ * . We next discuss the same while starving the infinite-sized buffer.
Proposition IV-B.4: (Constant Throughput (CT) constraint scheme (L → ∞, ξ > 1)) For the choices of ξ 0 and ξ , when the delay due to underflow T u is always a constant i.e. T * u = (ξ − 1) = ξ 0 (1 − ξ −1 ), the system delay decreases with decreasing ξ and attains a minimum value T † = (1 − τ * )/τ * .
Proof: We first write the system delay and throughput as:
Since T * u is a constant, substituting = 0 (occurs when ξ → ∞) in (34) minimises the delay as T † = 1 + T * u = 1/τ * − 1. Note that when = 0, (1 + T † )τ * = 1 and T q = 1 (ξ → ∞).
Lemma IV-B.5: (Feasibility Region for CT scheme) For the choices of T ≤ T * max and τ = τ * , the value of ξ 0 given ξ is
and the corresponding feasible region is ξ ∈
Proof: ξ 0 is back-calculated from the throughput expression in (34), whereas ξ † ,min is obtained by solving the delay and throughput constraints of Lemma IVB-3 (30) .
Proposition IV-B.5: (Effect of finite-sized starving buffer) When we limit the size of the starving buffer to L, the system delay reduces by [2L − ( + Lξ L )(ξ − 1)]/(ξ L − 1) and SER increases by
Besides, the throughput of the finite-sized starving buffer becomes the harmonic mean of that of the infinite-sized buffer
Proof: The Proof follows from difference of the system delay and throughput for infinite and finite-sized starving buffers from Proposition IVB-2 (21) (22) .
Remark IV-B.4: It is apparent from Proposition IVB-5 that when we reduce the size of the buffer, the throughput always decreases. However, the system delay and SER might increase or decrease depending on the choice of L and ξ L . When system delay decreases, it is clear from Proposition IVB-5 that the throughput is upper bounded by the harmonic mean of the throughput of the infinite-sized buffer with (ξ L − 1)/(2L). It is apparent from Proposition IVB-5 that the operating range of ξ L for MDMT (fixed ) i.e. ξ L ≤ 2/(ξ − 1) − * L −1 or for CT (fixed τ ) i.e. ξ L ≥ 2/(ξ − 1) + L −1 (2 − 1/τ * )/(ξ − 1) decreases the system delay of the finite-sized buffer.
SER Analysis for PIP Regime Proposition IV-B.6: For an infinite-sized buffer, the effective SER of S − R link in PIP regime can be approximated as:
Additionally, the system delay and throughput can then be written in terms of ε as follows:
where ε is treated as the parameter which provides the choice of ξ 0 in controlling P S,pip asm . Proof: The results are obtained by approximating ξ −1 e − ξ −2 e ≈ 0 in Lemma IVA-4 (19) (the same is attained by applying the first order rational approximation [30] in q e as ln z ≈ 2(z − 1)/(z + 1)), and then substituting P 
It is clear from (38) that for the MDMT scheme, ε = 1 (P S asm = P S ,asm , or ξ 0 = ξ ) is achieved for the entire ξ range by setting * = 1. However for CT scheme, it can only be achieved at ξ = 1 by setting τ * = 1/2. Similarly, ε > 0 is achieved for the entire range of ξ by setting * > 0.5 for the MDMT or τ * < 1/3 for the CT scheme.
Remark IV-B.6: It is also clear that by setting * ≤ 0.5 for MDMT or τ * ≥ 1/3 for CT scheme, the approximated effective SER P asm attains its minimum at ξ = ξ † ,min as both P S asm (ε ≥ 0) and P R asm decrease with decreasing ξ (not convex) and attains its minimum at ξ = ξ † ,min (at T = T * max ).
C. Simulation
We first note the SER performance of the conventional schemes that will be used for benchmarking.
1) Benchmark Conventional Schemes: Since q 0 = 1 − q L = 1 for the CNBR Scheme, the throughput is 1/2 and system delay is 1 time-slot. It is also clear from Lemma IVA-1 (16) that the SER of S − R link for a CNBR scheme is given by:
Remark IV-C.1: The high SNR exact expression of effective SER of S − R link i.e. P S (P R is evaluated using reversibility) for a CNBR scheme is given as follows:
where its asymptotic effective SER is given as follows:
Both expressions in (40) and (41) are evaluated using F c γ s (w) in (11) . Now, expression for P asm for PTP or PIP regime is obtained using Remark IIIA-3 as follows: It is clear that since q 0 = 1 − q L = 1 and q = 1/2, the throughput and SER of the CBR scheme are the same as that of CNBR (but with a system delay of L time-slots).
2) Numerical Results: In this section, we evaluate the SER performance by simulations and compare the same with the derived analytical expressions. For analyzing the SER and delay in fixed-rate transmission, we assume the common system setting of BPSK modulation scheme (R s = R r = 1 bits per channel use (bpcu), η = 2, and ϕ = 1) with γ p = 10 dB.
We consider symmetric and asymmetric channel conditions. In the symmetric case, the ratio of the distance of secondary transmitter (S or R) from respective secondary receiver (R or D) to that from primary receiver (P) is constant. This implies that d sr /d sp = d rd /d rp . We use d sr = 1.0, d rd = 1.2, d sp = 2.5, and d rp = 3.0 (so that μ s = 156.25 and μ r = 156.25). In the asymmetric case, we use d sr = 1.0, d rd = 1.1, d sp = 2.5, and d rp = 3.0 (so that μ s = 156.25 and μ r = 202.50). Fig. 4 depicts the high-SNR exact, approximated, and asymptotic SER of S − R and R − D links for the CABR and CNBR schemes. It also depicts the effect of finite buffer size on SER of the CABR scheme where q 0 = 1 − q L = 1 and ξ = 1 for symmetric channel condition. We plot the SER performance of CABR and CNBR schemes, and compare the same with simulation results for S − R and R − D links for the two different channel conditions.
Observation: 1) It can be seen that the analytical results match perfectly with the simulation results. 2) It is evident from Fig. 4 that the CABR scheme outperforms the CNBR scheme even in the PIP regime which is clear from Remark IVB-1 (25) and IVC-1(42) that both in PTP and PIP regimes, the CABR exhibits the better performance than CNBR (higher difference in slope in the PTP regime and better performance in PIP regime).
3) It can be seen that the asymptotes at low to medium SNR match closely with the approximated SER. It is also clear that SER of the CABR scheme exhibits a higher slope in this range. At high SNRs, the SER exhibits a floor, and the asymptotes of SER at high SNR match closely with simulations. 4) Note also that in the low to medium SNR range, the SER of the S − R link channel is better than that of R − D since Ω hs > Ω hr . It is clear from Remark IVB-1 (26) that the value of ρ = λ r /λ s is less than one in the PTP regime, which implies that the S − R link is chosen less frequently. 5) As we move towards the PIP regime, the SERs of both the links converge to the same floor in Fig. 4 . Since we consider a symmetric case where μ s = μ r , ρ = 1 in the PIP regime, and both links are chosen equally. On the contrary, the floor of the R − D link is lower than that of the S − R link since μ r > μ s . Hence R − D channel is better than S − R in the PIP regime and is chosen less frequently, which is contrary to the situation in the PTP regime (since Ω hs > Ω hr ). The SERs crossover at one SNR, and at the intersection point, ρ ≈ 1. 6) we have also shown and verified through analysis (using Lemma IVB-2 (29)) and simulation the impact of finite buffer size on SER performance of the CABR scheme for symmetric channel condition in the PIP regime (note the marked improvement as buffer size increases). In these simulations, S transmits (R transmits) whenever the buffer is empty (full) i.e. q 0 = 1 (q L = 0). It is clear from Lemma IVB-2 (29) that T q = L time-slots whereas T u = T o = 0.
Figs. 5 and 6 show the average system delay and effective SER vs. throughput for the CABR scheme as given in Table I , when both S − R and R − D links are in the PIP regime. As noted in Lemma IVB-1 (28), we first plot the T − τ lower bound (since L → ∞). We also plot the delay and effective SER performance using Proposition IVB-6(37) for ε = 0 (since we are considering μ s < μ r , the importance of P S is apparent over P R for higher throughput conditions). We validate the analysis in high interference condition (we choose d sr = d rd = 1, d sp = 1.5 and d rp = 2.0 so that μ s = 33.75 and μ r = 80). We also plot the delay and effective SER performance of the MDMT and CT schemes respectively (Proposition IVB-3(31) and IVB-4(34)). We choose * = 1, 1/2, 1/4, 1/8 for MDMT and τ * = 1/4, 1/3, 2/5 for CT schemes with T * max = 10. The minimum system delay and their corresponding effective SERs are marked using computer simulations. In similar way, the minimum effective SERs and their corresponding system delay are also marked. We also plot the delay and SER at ξ † ,min (Lemma IVB-5 (35)) for 0.25 ≤ τ < 0.5.
Observation: 1) It is clear that the minimum system delay for MDMT scheme are at 1 + 2 √ 2, 3, 1 + √ 2, 2 which occur at throughput τ = 1/(2 + √ 2), 1/3, √ 2/(1 + 2 √ 2), 2/5 (Proposition IVB-3(31). Similarly for CT scheme, they are at 3, 2 and 1.5 for the throughput 1/4, 1/3, 2/5 (Proposition IVB-4(34). 2) It is clear from Fig. 6 that the effective SER for * = 0.5 and τ * = 1/3 approaches the effective SER for ε = 0 as stated in Remark IVB-5. However, this is achieved at ξ → 1 and ξ → ∞ for the MDMT and CT scheme respectively hence the system delay turns infinite or finite and minimum (on the throughput-delay bound) for MDMT or CT scheme. 3) It is clear from the figure that by choosing τ * = 0.25, 0.125 for the MDMT or τ * = 0.4 for the CT scheme, the minimum SER is at ξ † ,min (in Remark IVB-6). Fig. 7 shows the SER/delay of the finite-sized buffer at ξ = ξ † ,min and ξ L = ξ 0 (q L = 1 − q 0 ) when S − R is the weaker link. The second order approximation of asymptotes (Lemma IVA-4 (19) (20) ) are also plotted, which are very tight in the lowmedium throughput region. It is apparent that the delay and throughput decrease whereas the SER increases with decreasing L. At higher throughput, when ξ → 1, the loss in SER is significant due to state π 0 rather than π L (S − R is the weaker link). Figs. 8 and 9 show the delay and SER versus throughput for a finite-sized buffer L = 4 where R − D is weaker link. For underflow, we plot SER and system delay of the CT scheme for various throughputs such that L/(T * max + 1) ≤ τ ≤ 1/2, (i.e. τ * = .36, .45, .485, .495) and range ξ † ,min ≤ ξ ≤ ∞ where ξ † ,min is in Lemma IVB-5 (35) and 
For convenience, we also plot the SER and system delay at ξ = ξ † ,min for all possible throughput with finite-sized (L = 4) and infinite-sized buffer. It is clear from Fig. 9 that when the buffer underflows, the SER at ξ † ,min is smaller for L → ∞ and higher throughput. However, it becomes smaller for L = 4 and lower throughput because R − D link is chosen less frequently at state Ψ L . This is because q 0 is smaller (lower throughput) and q L = 1 − q 0 makes 1 − q L smaller (P R L < P R ). Additionally, when we overflow the buffer using reversibility (CT scheme for range 0 ≤ ξ ≤ ξ †−1 ,min where ξ † ,min is in Lemma IVB-5 (35) and ξ 0 = ξ L = 1 1−ξ 1−2τ * τ * ) shows that the SER is further minimised for lower throughput because P S 0 < P S is dominant here and S − R is not the weaker link. It is clear from Fig. 8 that the system delay is also bounded for overflow case, however it is always larger than the underflow delay due to data stacking.
V. ADAPTIVE RATE TRANSMISSION
In this section, we evaluate analytically the limiting case of rate performance for the CABR scheme using an infinite-sized buffer when state probabilities of being empty and full are zero.
Assumptions and Motivation. 1) We assume that both the source S and relay R have rate-adaptation capabilities and can exploit CSI of corresponding forward and interference links (|h i | 2 and |g i | 2 ). 2) Similar to fixed rate transmission, if we assume a FIFO buffer of size L in adaptive rate, the buffer dynamics and average rate are as given in (5)- (7) . Similar to the fixed rate, the average system delay T also comprises of two components, but we separate the queuing delay T q (includes delay due to overflow), and the average delay T s due to silent time-slots (only includes delay due to underflow).
3) The finite-sized buffers are always stable. It is obvious that even for finite-sized buffer in adaptive rate case, the total number of states are uncountably infinite, although the state probabilities π 0 = Pr{A(n) = 0}, and π L = Pr{A(n) = L} are non-zero. 4) It is very difficult to analytically evaluate adaptive rate performance of finite-sized or infinite-sized buffer for π 0 > 0, π L > 0. For this reason, we assume an infinitesized buffer (π 0 = π L ≈ 0) and use ρ = ρ ,opt to denote the link selection parameter independent of the state of the buffer. 5) If we use ρ < ρ ,opt , the infinite-sized buffer is stable (starved), but it leads to operating below the optimum point. However, for interpreting the effect of finite delay and buffer-length on rate, we starve the buffer and apply a bound existing in literature. Although very tight for moderate to high average delay, this bound becomes loose for low average delay. However, it continues to remain an upper bound.
A. Average Rate Analysis
Now we present the conditional and effective average rate in the following Lemma.
Lemma V-A.1: The effective average rate of S − R and R − D links are as follows:
are the conditional and effective average rate of S − R link. Average rate of R − D link is obtained using reversibility rule. Proof: The proof follows from the law of total probability and is omitted due to space constraints.
Lemma V-A.2: The average rate of S − R link for CABR scheme is expressed in terms of joint CCDF as follows: 
We define the integral J (μ, λ) as follows:
Integral J (μ, λ) cannot be represented in closed form but can be presented in series form in the high SNR regime [1, eq.(12) ]. Remark V-A.1: For an infinite-sized buffer, the achievable rate is obtained by carefully choosing ρ = ρ ,opt , where the average rate for CABR scheme is equal to the inflow and outflow rate as follows:
where
(44) and is as given in (43) shown at the bottom of previous page. Please note that the expression for R
is obtained from (43) using reversibility in Lemma IIIA-2(17).
B. Delay Analysis
As stated earlier, since it is very difficult to evaluate the exact analytic performance of adaptive rate transmission, we therefore restrict ourselves in analyzing the impact on delay performance in the cognitive radio context.
Definition V-B.1: We define the integral M(μ, λ) as follows:
Unfortunately, M(μ, λ) cannot be expressed in closed form, and needs to be evaluated numerically. Now, we try to limit the average queueing delay using a bound existing in literature [8] as: 
s ] is evaluated as follows:
After comparing (44) and (50), we observe that both the expressions require the joint CCDF relation of (10) . Hence, the expression for E γ s ,γ r |Ψ [(1 − d)C 2 s ] is similar as that of (43), with I(μ, λ) replaced by J (μ, λ), and all J (μ, λ) replaced by M(μ, λ) and a calibration of 1/ ln 2 (2) (this equation is omitted for brevity). Various values of average delay can be obtained by varying ρ from 0 to ρ ,opt .
C. Simulation
In this section, we evaluate the average rate performance by simulations, and compare the same with the derived analytical expressions. We assume γ p = 10 dB.
In this section, we briefly first mention the average rate of conventional schemes.
1) Benchmark Conventional Schemes: In the CNBR scheme, it is clear that the rate of the network is dominated by the rate of the bottleneck hop. Hence the end-to-end instantaneous SNR γ and average rate of the CNBR scheme are given by:
and is given as in (54), where 1 λ e f f = 1 λ s + 1 λ r . It is clear from (7) that the achievable rate of CBR scheme is given by:
(52) For an infinite-sized buffer, the achievable rate of the CBR scheme turns out to be:
and is given as in (55). Eqns.(54a), (54b) and (55) shown at the bottom of the next page.
2) Numerical Results: We first plot the average rate performance of the CABR scheme with an infinite-size buffer, and compare it with conventional schemes (CNBR and CBR). We assume γ max = 30 dB and Ω hs = Ω hr = 1 for carrying out the simulations. Fig. 10 depicts the average rate of the CABR scheme versus d sp (the distance of S from P) for various d rp values. It can be seen that the average rate is larger for larger d rp for the same d sp . For the same d rp , the average rate saturates for higher d sp and does not improve further unless d rp is increased (thereby improving the second link performance). When d sp and d rp are both very large, the system essentially becomes non-cognitive (both S and R are in the PTP regime), and corresponds to the system considered in [8] . The rate of this non-cognitive system is also plotted in the figure.
In Fig. 11 are very large (corresponding to the non-cognitive system in [8] ), ρ ,opt = 1 since the two hops are statistically identifical. When the quality of S − R channel link is poor (d sp is small), the bottleneck link needs to be selected more often, thereby increasing ρ ,opt . In the simulations, since we have assumed Ω hs = Ω hr , ρ ,opt is not influenced by their value. Fig. 12 depicts the rate improvement of CABR w.r.t. CNBR versus d sp (cf. (47), (54a) and (54b)). It can be seen that the improvement is highest when d rp is smallest. This clearly demonstrates that adaptive link-selection is highly beneficial in the interference constrained scenarios typically encountered in cognitive radio systems.
In Fig. 13 , the ratio of rates of CABR to that of CBR is plotted versus d sp /d rp , cf. (47) and (55). It is clear that the ratio saturates for larger d sp , and has a minimum when d sp = d rp . Although the average rate itself decreases, the ratio always improves when the channel between S − R and R − D degrades (for both CNBR and CBR schemes). Fig. 14 shows the rate ratio of CABR and CNBR schemes when the average delay is bounded as in (49) with an infinitesize buffer. It is evident from the figure that the when the average
(1 − p r )I 1 (1, λ r ) + p r μ r μ r − 1 delay is constrained to be small, the gain with buffer use is also small, though the ratio of the rates continues to be greater than one. It is also seen from the figure that performance of the asymmetric link is poor in the case when R − D link is poor (CNBR performance for both the situations is the same). This is because of starving (ξ > 1) the buffer when R − D link is the bottleneck link μ s = 20, μ r = 5. Fig. 15 shows the probability of state Ψ L (i.e. π L ) with buffer of size L when the average delay T is fixed at 7.3 and 3.3 as per (49). It is clear from the figure that a stronger channel to the primary receiver leads to smaller chance of overflow since the average size of the buffer becomes smaller.
VI. CONCLUSION
In this paper, expressions are derived for average rate and SER performance of an adaptive link-selection scheme in a cognitive two-hop network based on a buffer-aided decodeand-forward relay. Performance is compared with that of conventional schemes. It is shown that adaptive link-selection is of utmost importance in interference-constrained underlay cognitive radio scenarios. We analyze delay performance, and discuss trade-off between delay, symbol error rate and throughput. Performance of a threshold based transmission scheme is analysed. 
APPENDIX A
We prove Lemma III-1(10) here. In this Appendix, we use ρ in place of ρ e , and λ ρ in place of λ ρ e . For more detail of derivation, please see [1] .
We know that
is given by (11) . Now
Substituting CCDF from (11), we get: where the last line is obtained by collecting p s , p r , and p s p r terms together [1] . The integral terms T 1 to T 4 are given by: 
After rearranging all the terms and using some algebric manipulations, we get (10).
APPENDIX B
We prove Lemma IVA-1 (15) here. First, q e is evaluated in terms of joint CCDF F c γ s ,d=0|Ψ e (x) as: q e = Pr{d = 0|Ψ e } = Pr{γ s > 0, d = 0|Ψ e } = F c d,γ s |Ψ e (0, 0). Now for the S − R link, the SER P S for generalized constellation is tightly upper bounded by [11] : P S e ≈ ϕ 2 E γ s |d=0,Ψ e erfc ηγ s 2 .
Using the relation erfc(z) = Γ(1/2,z 2 ) Γ(1/2) [29, eq. (6.5.17)], we get, erfc( ηγ s /2) = Γ(1/2,η γ s /2) Γ(1/2) = F c X (γ s ), where Γ(n, z) is the incomplete gamma function. Using erfc( ηγ s /2) = F c X (γ s ), the SER can be written as:
where equality m follows using integration by parts. The proof is completed by substituting F d,γ s |Ψ e (0, x) = F c d,γ s |Ψ e (0, 0) − F c d,γ s |Ψ e (0, x) = q e − F c d,γ s |Ψ e (0, x).
APPENDIX C
We prove Lemma IVA-3 (18) here. We carry out the Taylor's series expansion of all the terms of (10a) assuming moderate values of average SNRs (λ i and μ i i ∈ {s, r}). We get the same result if (10b) is used in place of (10a). We denote ρ for ρ e and λ ρ for λ ρ e in the Appendix. We first re-arrange F c d,γ s |Ψ e (0, x) given in (10a) by collecting p s , p r , and p s p r terms using F c γ s (x) in (11) , and F c d,γ r |Ψ e (1, x) in (56) in following way: 
For high SNR analysis, all these terms in above expression can be approximated up to second order as follows: T 1 is given by:
Substituting (58)-(61) in (57), we get:
F c d,γ s |Ψ e (0, x) ≈ F c d,γ s |Ψ e (0, 0)− where q e = F c d,γ s |Ψ e (0, 0). Substituting F c d,γ s |Ψ e (0, x) in (15), we get:
Substituting E X [x k ] = (2k − 1)!!/η k , we get (18) . The same equation can be obtained by proceeding with (10b) instead of (10a).
APPENDIX D
We prove Proposition IVB-1 (20) here. By applying the detailed balance equation of the queuing model for birth-death process as given in Fig. 3 , we get:
After solving the local balance equations, the steady-state probabilities of buffer being in empty and full states are:
The link selection probabilities (LSP)s are given as follows:
Pr(d = 0) = q 0 π 0 + q (1 − π 0 − π L ) + q L π L , Pr(d = 1) = (1 − q L )π L + (1 − q 0 )π 0
whereas the throughput is given as follows: τ = R Pr(d = 0, Ψ 0 , Ψ ) = R Pr(d = 1, Ψ L , Ψ ),
Using (64), (65) and some simple manipulations, we get:
The effective SER P S of the S − R link is given by: Substituting above q 0 π 0 /τ from (66) completes the proof.
APPENDIX E
We prove Proposition IIIC-2 (22) here. Defining the delay from Fig. 3 and writing them in terms of (66) given in Appendix D as follows:
where the last line is obtained by substituting π l in terms of π L using (63) and performing the series sum. Now after substituting the value from (66), we get the final expression of T q for ξ = 1. Please note that the value of T q for ξ = 1(q = 1/2) is derived using π i = π 1 for 2 ≤ i ≤ L − 1 as follows:
Using eqn. (17) in T q , we also get the expression of T L −q as T L −q = ( L −1 l=0 l π L −l + Lq 0 π 0 )/τ . Now from (65), the throughput is given by:
We complete the proof after substituting T u and T o from (67).
