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Résumé – Les travaux présentés dans ce mémoire contribuent à la définition de méthodes pour la
détection et le diagnostic de défauts affectant les systèmes aéronautiques. Un système représentatif sert
de support d’étude, constitué du modèle non linéaire à six degrés de liberté d’un missile intercepteur,
de ses capteurs et actionneurs ainsi que d’une boucle de guidage-pilotage.
La première partie est consacrée au développement de deux méthodes de diagnostic exploitant l’infor-
mation de commande en boucle fermée et les caractéristiques des modèles aéronautiques. La première
méthode utilise les objectifs de commande induits par les lois de guidage-pilotage pour générer des
résidus indiquant la présence de défauts. Ceci permet la détection des défauts sur les actionneurs et
les capteurs, ainsi que leur localisation pour ces derniers. La deuxième méthode exploite la mesure de
dérivées des variables d’état (via une centrale inertielle) pour estimer la valeur de la commande réa-
lisée par les actionneurs, sans intégration du modèle non linéaire du système. Le diagnostic est alors
effectué en comparant cette estimée avec la valeur désirée, ce qui permet la détection, la localisation et
l’identification de défauts multiples sur les actionneurs.
La seconde partie propose une méthodologie de réglage automatique des paramètres internes (les
hyperparamètres) de méthodes de diagnostic. Ceci permet une comparaison plus objective entre les
méthodes en évaluant la meilleure performance de chacune. Le réglage est vu comme un problème d’op-
timisation globale, la fonction à optimiser étant calculée via la simulation numérique (potentiellement
coûteuse) de cas test. La méthodologie proposée est fondée sur un métamodèle de krigeage et une procé-
dure itérative d’optimisation bayésienne, qui permettent d’aborder ce problème à faible coût de calcul.
Un nouvel algorithme est proposé afin d’optimiser les hyperparamètres d’une façon robuste vis à vis de
la variabilité des cas test pertinents.
Mots clés : détection et diagnostic de défauts, guidage-pilotage, krigeage, minimax continu, optimisa-
tion globale, redondance analytique, réglage automatique, systèmes aéronautiques.
Abstract – This manuscript reports contributions to the development of methods for fault detection
and diagnosis applied to aeronautical systems. A representative system is considered, composed of
the six-degree-of-freedom nonlinear model of a surface-to-air missile, its sensors, actuators and the
associated GNC scheme.
The first part is devoted to the development of two fault diagnosis approaches that take advantage of
closed-loop control information, along with the characteristics of aeronautical models. The first method
uses control objectives resulting from guidance laws to generate residuals indicative of the presence of
faults. This enables the detection of both actuator and sensor faults, and the isolation of sensor faults.
The second method exploits the measurement of derivatives of state variables (as provided by an IMU)
to estimate the control input as achieved by actuators, without the need to integrate the nonlinear
model. Detection, isolation and identification of actuator faults can then be performed by comparing
this estimate with the desired control input.
The second part presents a new automatic-tuning methodology for the internal parameters (the
hyperparameters) of fault diagnosis methods. This allows a fair comparison between methods by eva-
luating their best performance. Tuning is formalised as the global optimization of a black-box function
that is obtained through the (costly) numerical simulation of a set of test cases. The methodology
proposed here is based on Kriging and Bayesian optimization, which make it possible to tackle this pro-
blem at a very reduced computational cost. A new algorithm is developed to address the optimization
of hyperparameters in a way that is robust to the variability of the test cases of interest.
Keywords: aeronautical systems, analytical redundancy, automatic tuning, continuous minimax, fault
detection and diagnosis, global optimization, guidance and control, Kriging.
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Notations
Mathématiques
a variable scalaire
a vecteur colonne
A matrice
AT, aT transposées de la matrice A et du vecteur a
A−1 inverse de A
diag(a1, ..., an) matrice diagonale de dimension n× n
1n matrice identité de dimension n× n
× produit vectoriel
N (µ, σ2) distribution gaussienne de moyenne µ et de variance σ2
Φ fonction de répartition de N (0, 1)
φ densité de probabilité de N (0, 1)
Modèles dynamiques linéaire et non-linéaire
A,B,C,D matrices d’un modèle dynamique linéaire
f , G et h fonctions vectorielles et matricielles d’un modèle
dynamique non-linéaire
f¯ , G¯ fonctions du modèle sélectionné pour la génération de
résidus (chapitre 4)
u vecteur d’entrée
ua commande réalisée par les actionneurs
uc consigne de commande envoyée aux actionneurs
x vecteur d’état
y vecteur de sortie
ya vecteur de sortie vrai
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ys vecteur de sortie mesuré, potentiellement entaché de
défaut(s)
v vecteur bruit de mesure
wf vecteur de défauts
wd vecteur de perturbations
K gain de commande par retour d’état
L gain d’observateur de Luenberger
r résidu scalaire
Aéronautique
a, b coefficients d’inertie kg ·m2
[abx, aby, abz]T accélération non gravitationnelle de l’aéronef en
trièdre engin
m · s−2
c(.) coefficient aérodynamique
faero force aérodynamique N
fg force gravitationnelle N
fmin et fmax bornes du module de la force de propulsion N
fprop force de propulsion N
g accélération gravitationnelle m · s−2
I matrice d’inertie kg ·m2
lref longueur de référence m
Laero,Maero, Naero moments aérodynamiques N·m
Lnaero,Mnaero, Nnaero moments non aérodynamiques N·m
m masse de l’aéronef kg
Q pression dynamique N ·m−2
r ligne de vue entre le missile et sa cible m
sref surface de référence m2
tgo temps restant avant interception s
t̂go estimée de tgo s
V norme du vecteur vitesse de l’aéronef m·s−1
vm = [x˙, y˙, z˙]T vitesse de l’aéronef exprimée dans le trièdre
inertiel local
m·s−1
vbm = [vbx, vby, vbz]T vitesse de l’aéronef par rapport au repère inertiel
local exprimée dans le trièdre engin
m·s−1
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vc vitesse de rapprochement exprimée dans le
trièdre inertiel local
m·s−1
vt = [x˙t, y˙t, z˙t]T vitesse de la cible exprimée dans le trièdre inertiel
local
m·s−1
xm = [x, y, z]T position de l’aéronef en repère inertiel local m
xt = [xt, yt, zt]T position de la cible en repère inertiel local m
α angle d’incidence rad
β angle de dérapage rad
δl, δm, δn angles de braquage des gouvernes équivalentes rad
δ1, δ2, δ3, δ4 angles de braquage des gouvernes réelles rad
η taux de propulsion
λ orientation de la ligne de vue rad
λ˙ vitesse angulaire de la ligne de vue rad·s−1
ρ densité atmosphérique kg·m−3
σs, εs et yf paramètres du modèle de défauts de capteurs
σa, ka et uf paramètres du modèle de défauts d’actionneurs
ω = [p, q, r]T vitesse angulaire de l’aéronef rad·s−1
[ϕ, θ, ψ]T angles d’attitude de l’aéronef rad
Krigeage et optimisation
b vecteur des coefficients de régression de la moyenne de
Y
b̂ estimée de b par maximum de vraisemblance
dc dimension de l’espace des hyperparamètres
de dimension de l’espace des variables environnementales
EI espérance de l’amélioration (Expected Improvement)
J critère d’échantillonnage pour l’optimisation
k(·, ·) fonction de corrélation
k vecteur des corrélations entre les points où la fonction
coût a été évaluée et un nouveau point
K matrice de corrélation des résultats d’évaluation
mY moyenne de Y
nc nombre d’évaluations effectuées pour les
hyperparamètres
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ne nombre d’évaluations effectuées pour les variables
environnementales
ncEI budget d’évaluations pour les hyperparamètres
neEI budget d’évaluations pour les variables
environnementales
p vecteur de fonctions de base de la moyenne de Y
P matrice de régression aux points où la fonction coût a
été évaluée
Re ensemble fini des xe explorés par la procédure de
relaxation
xc vecteur des hyperparamètres à régler
xe vecteur des variables environnementales
Xc espace des hyperparamètres
Xe espace des variables environnementales
X cnc ensemble des nc vecteurs d’hyperparamètres pour
lesquels la fonction coût a été évaluée
X ene ensemble des ne vecteurs de variables
environnementales pour lesquels la fonction coût a été
évaluée
y fonction coût à minimiser
yn résultats des n premières évaluations de y
ynmin minimum empirique de y après n évaluations
Y processus gaussien modélisant y
Ŷ prédiction de Y par krigeage
Z processus gaussien de moyenne nulle
εcEI seuil sur la valeur de l’EI pour l’optimisation des
hyperparamètres
εeEI seuil sur la valeur de l’EI pour l’optimisation des
variables environnementales
εR seuil de précision de l’algorithme d’optimisation
minimax
σ̂2 estimée de la variance de l’erreur de prédiction par
krigeage
σ2Z variance du processus Z
τ variable de relaxation pour l’optimisation minimax
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Introduction
La sécurisation en vol est une préoccupation majeure des concepteurs d’engins aérospa-
tiaux autonomes (drones, missiles, lanceurs ou satellites). Ces véhicules sont commandés
pour réaliser leur mission au moyen d’algorithmes de guidage-pilotage-navigation per-
mettant de calculer les ordres à réaliser par les actionneurs à partir des mesures fournies
par les capteurs. Selon une étude de fiabilité réalisée par le Département de la Défense
des États-Unis [13], environ 80% des incidents de vol concernant les drones sont dûs à
des défauts affectant la propulsion, les commandes de vol ou les capteurs. Il est ainsi
nécessaire d’identifier rapidement toute panne affectant ces dispositifs avant qu’elle ne
conduise à une situation catastrophique impliquant l’abandon de la mission.
Cette thèse a pour objectif de contribuer à la définition de méthodes pour la détec-
tion et le diagnostic de défauts affectant les systèmes aéronautiques, selon deux axes
principaux. Le premier est la proposition de deux nouvelles méthodes de diagnostic ; le
second l’élaboration d’une méthodologie de réglage automatique de méthodes en vue de
leur comparaison.
De nombreuses méthodes de diagnostic à base de modèles ont déjà été proposées,
dont le principe de fonctionnement est de comparer le comportement observé du sys-
tème avec celui prédit par un modèle dynamique issu des équations de la physique. Un
certain nombre de contraintes réduisent toutefois leur applicabilité aux systèmes aéro-
nautiques. En premier lieu, la dynamique de ces systèmes est décrite par des modèles non
linéaires, tandis que la plupart des solutions de diagnostic proposées sont bien établies
pour les modèles linéaires. Une solution classique consiste alors à linéariser le système
étudié, au prix d’une perte d’information potentiellement dommageable. Les méthodes
proposées dans cette thèse auront notamment pour objectif d’éviter cet écueil. Une autre
préoccupation qui motive les développements présentés ci-après est la réduction de la
charge de calcul embarquée nécessaire au diagnostic, souvent beaucoup trop importante
compte-tenu des ressources existantes à bord. Enfin, le caractère bouclé des systèmes et
son influence sur le diagnostic sont des pistes de recherche prometteuses que nous avons
également explorées.
Le réglage approprié des paramètres internes (ou hyperparamètres) d’une méthode de
diagnostic est généralement conditionné par l’expérience et la culture de son utilisateur.
Il est ainsi délicat de comparer objectivement les méthodes en concurrence sur un même
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ensemble de simulations d’un cas test complexe. L’influence du réglage des hyperpara-
mètres sur la performance des méthodes considérées est pourtant très grande, ce qui
soulève la question de leur ajustement automatique. Il apparaît judicieux de formuler ce
réglage comme un problème d’optimisation globale de la performance. Toute la difficulté
réside alors dans le choix d’une procédure fiable et robuste à cet effet, qui demande peu
de simulations du cas test – celles-ci étant généralement très coûteuses.
Ce mémoire est composé de trois parties, dont le contenu est précisé ci-après.
Contenu de la partie 1
Diagnostic des systèmes aéronautiques : état de l’art et cas test
Le chapitre 1 présente les principaux concepts du diagnostic de défauts à base de
modèles, et les méthodes associées. L’étude bibliographique a été structurée de façon à
mettre en relation les grands types de méthodes et les applications actuelles aux différents
types de véhicules aérospatiaux. Ce chapitre inclut également une modélisation générique
des systèmes aérospatiaux ainsi que de leurs capteurs et actionneurs, dans l’optique du
diagnostic.
Le chapitre 2 est dédié à la présentation d’un système aéronautique représentatif,
composé d’un modèle d’aéronef non linéaire à six degrés de liberté et d’un module
de guidage-pilotage en boucle fermée. La modélisation de ce système sert de base aux
développements des parties suivantes, ainsi que de support d’illustration.
Contenu de la partie 2
Nouvelles approches de diagnostic des systèmes aéronautiques utilisant
l’information de commande
Cette partie propose deux nouvelles méthodes de diagnostic pouvant s’appliquer au
système proposé au chapitre 2 et respectant les contraintes évoquées précédemment.
Ces méthodes ont en commun d’exploiter à la fois l’information de commande en boucle
fermée et les particularités des modèles aéronautiques.
La première méthode (chapitre 3) s’appuie uniquement sur les contraintes géomé-
triques et cinématiques qui sont à la base des lois de guidage-pilotage, et n’utilise donc
pas explicitement le modèle dynamique de l’engin. Ceci a pour but d’alléger la charge
de calcul et d’augmenter la robustesse aux imprécisions de modèle et de mesure. En
boucle fermée, un éventuel défaut affectant le système est propagé dans la boucle de
commande, conduisant au non-respect des objectifs initiaux. Le détection et la loca-
lisation des défauts sur les capteurs, ainsi que la détection de la plupart des défauts
d’actionneurs, apparaissent ainsi réalisables en vérifiant l’adéquation du système à ces
objectifs de commande.
La seconde méthode (chapitre 4) part du constat qu’en aéronautique, une partie de
la dérivée première de l’état par rapport au temps peut être directement mesurée, par
exemple via une centrale inertielle. Nous proposons d’utiliser directement les équations
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non linéaires du modèle dynamique du système pour estimer la valeur de la commande
qui a été réellement appliquée par les actionneurs, sans intégration de ce modèle. La gé-
nération de résidus est alors effectuée en comparant cette estimée avec la valeur désirée.
Cette approche permet la détection, la localisation et l’estimation de défauts d’action-
neurs.
Contenu de la partie 3
Réglage automatique et robuste des hyperparamètres de méthodes de diagnostic
Une méthodologie systématique de réglage des hyperparamètres de méthodes de diag-
nostic est établie dans cette partie. Elle recherche les meilleures performances des mé-
thodes en concurrence pour une comparaison équitable (chapitre 5). Le réglage des hy-
perparamètres est vu comme un problème d’optimisation globale, dont la fonction de
coût est obtenue par simulation numérique d’un cas test. La méthodologie proposée ici
construit et exploite un métamodèle de krigeage reliant les hyperparamètres de la mé-
thode à sa performance. Une procédure itérative d’optimisation globale tirant parti des
propriétés du krigeage est utilisée. Cette procédure est connue sous le nom d’efficient
global optimization (EGO). Cette approche, nouvelle dans le domaine du diagnostic, per-
met d’aborder ce problème de réglage à faible coût de calcul (nombre minimal d’appels
à la simulation du cas test). Plusieurs applications sont traitées, notamment le réglage
et la comparaison de tests de changement de moyenne dans un signal ou de schémas
complets de diagnostic incluant la génération et l’évaluation de résidus.
On peut objecter à cette méthodologie que ses conclusions risquent d’être très dé-
pendantes du cas test choisi. Une première façon de répondre à cette objection consiste
à remplacer le cas test par une batterie de cas dont la simulation devient encore plus
complexe. Une autre approche, suivie au chapitre 6, consiste à rendre robuste le réglage
des hyperparamètres à la variabilité des paramètres définissant le cas test. Un nouvel
algorithme pour la recherche du meilleur réglage des hyperparamètres au sens du pire
cas (optimisation minimax continue) est ainsi proposé.
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Diagnostic des systèmes
aéronautiques :
état de l’art et cas test

Chapitre 1
Diagnostic des systèmes
aéronautiques : état de l’art
Résumé – Ce chapitre introductif pose les principales définitions concernant la détection
et la localisation de défauts, et décrit de manière générique la modélisation dynamique
des systèmes aérospatiaux. Les principaux types de défauts pouvant affecter les capteurs
et actionneurs de ces engins y sont également modélisés de manière unifiée. L’étude
bibliographique organisée dans la table 1.4 a vocation à réunir un nombre important
de publications portant sur le diagnostic pour les applications aérospatiales, afin de
permettre aux chercheurs du domaine de repérer à la fois les méthodes pertinentes et
les applications déjà traitées. Cette description des méthodes et la classification associée
ont été présentées dans une revue internationale [2] et en conférence internationale [11].
1.1 Introduction
Afin de permettre aux aéronefs de continuer leur mission en cas de défauts, il est
indispensable d’identifier les changements imprévus (défauts) du système avant qu’ils ne
conduisent à une incapacité totale (défaillance).
Les premières méthodes de détection de défaut utilisaient la redondance matérielle
(capteurs ou actionneurs multiples réalisant la même fonction) associée à de simples
logiques à seuils [14]. Bien que ces techniques soient encore largement répandues dans
l’industrie [15, 16], elles engendrent une augmentation des coûts et de la masse de l’en-
gin conduisant à une réduction potentiellement significative de l’autonomie. Il est donc
souvent plus judicieux de faire appel à de la redondance analytique, c’est-à-dire à l’exploi-
tation de relations entre les grandeurs mesurées ou estimées. Les méthodes développées
à partir de ce concept sont communément appelées à base de modèles, où le terme modèle
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sous-entend dynamique et à base de connaissance, souvent sous la forme d’un ensemble
d’équations différentielles en représentation d’état. De nombreuses méthodes ont été pro-
posées dans cette optique et une revue de celles-ci peut être obtenue via les ouvrages de
référence [17–24] et les articles de synthèse [25–38].
L’accent sera mis dans ce chapitre sur ces méthodes quantitatives à base de modèles,
qui sont les plus largement utilisées pour les applications aérospatiales [39–45]. La revue
des principales méthodes proposée ici s’appuie sur une importante liste de références
traitant du diagnostic pour les systèmes aérospatiaux. Un effort particulier a été réa-
lisé pour proposer une classification en fonction du type de véhicule applicatif et de la
méthode de diagnostic utilisée. Cela devrait permettre d’avoir une vue d’ensemble des
applications actuelles du diagnostic des aéronefs.
Les concepts de base et la terminologie propre au diagnostic sont tout d’abord rappelés
en section 1.2, ainsi que l’architecture classique des méthodes à base de modèles. Puis, les
principales caractéristiques des modèles aéronautiques sont soulignées dans la section 1.3.
En particulier, les capteurs et actionneurs les plus courants sont identifiés, et un modèle
générique des défauts les affectant est proposé. La modélisation mathématique générique
à partir de la dynamique du vol est également rappelée. En section 1.4, les liens entre les
méthodes de diagnostic et leur application dans le domaine aérospatial sont établis, les
principes de base des méthodes de génération de résidus sont expliqués et agrémentés de
références pour plus de détails. La section 1.5 expose les stratégies d’analyse des résidus
(seuillage et tests statistiques). Une discussion portant sur cette étude bibliographique
est développée en section 1.6 pour mettre en valeur les points importants et faire le lien
avec les chapitres suivants.
Les spécialistes de l’ingénierie aérospatiale trouveront une description succincte mais
complète des méthodes de diagnostic applicables via les sections 1.2, 1.4 et 1.5. Les
spécialistes du diagnostic à la recherche d’applications et de cas test pourront quant à
eux se référer à la section 1.3 qui contient une modélisation générique des systèmes de vol
et des défauts pouvant toucher les dispositifs qui les équipent. Enfin, cette présentation
peut favoriser les interactions entre utilisateurs de différentes approches de diagnostic,
via notamment la table récapitulative 1.4.
1.2 Principe du diagnostic de défauts
1.2.1 Terminologie
La terminologie adoptée ici a été proposée initialement par le comité technique de
l’IFAC SAFEPROCESS [46] et reproduite notamment dans l’annexe B de [19] par la
suite.
Un défaut est une modification inattendue d’une propriété ou d’un paramètre carac-
téristique du système surveillé par rapport au fonctionnement acceptable ou habituel.
Un défaut peut être annonciateur d’une défaillance, à savoir l’interruption permanente
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de la capacité du système à accomplir sa mission, compte tenu de ses conditions de
fonctionnement.
La détection de défauts consiste à mettre en évidence la présence de défauts dans
le système et leurs instants d’apparition. Cette tâche est suivie de la localisation de
défauts (en anglais, isolation), qui a pour but de les classer en fonction de leur type et
de leur emplacement dans le système. Enfin, l’identification (ou estimation) de défauts
vise à caractériser leurs amplitudes et leurs évolutions temporelles. Le processus complet
est classiquement désigné sous les acronymes FDI pour Fault Detection and Isolation ou
FDD pour Fault Detection and Diagnosis (détection et diagnostic de défauts), ce dernier
incluant l’identification. Ces procédures nécessitent la plupart du temps de générer des
résidus, c’est-à-dire des indicateurs de la présence de défauts calculés à partir de l’écart
entre les mesures relevées sur le système et le comportement prédit par un modèle. Ces
signaux sont censés être de faible amplitude lorsque le système fonctionne normalement,
et s’écarter suffisamment de leur valeur initiale pour être détectable en présence de
défauts.
Une fois qu’un défaut a été détecté, il apparaît naturel de chercher à le compenser par
une modification adéquate de la loi de commande de l’aéronef considéré. C’est ce que
cherche à réaliser la commande tolérante au défauts (FTC for Fault Tolerant Control),
également nommée reconfiguration. Le lecteur trouvera dans [37, 47] un récapitulatif
des études portant sur la FTC active, où la reconfiguration utilise des informations
provenant du diagnostic, tandis que la reconfiguration passive fait uniquement appel à
la commande robuste. La commande tolérante aux défauts est un domaine de recherche
à part entière, qui ne sera pas abordé dans ce mémoire. Il faut toutefois signaler que
les préoccupations de faible charge de calcul du diagnostic, ainsi que d’estimation fiable
des défauts développées dans les chapitres suivants contribuent à lier plus facilement
diagnostic et reconfiguration.
1.2.2 Types de défauts
Trois principaux types de défauts sont distingués, en fonction de l’élément du système
qu’ils affectent.
Un défaut de capteur est une variation anormale d’une mesure, telle qu’une erreur
systématique entachant subitement les données issues d’un accéléromètre d’une centrale
inertielle.
Un défaut d’actionneur représente un dysfonctionnement d’un dispositif agissant sur
la dynamique du système, par exemple le blocage d’une gouverne.
Les défauts de processus sont quant à eux des changements dans les paramètres in-
ternes du système qui entraînent une modification de sa dynamique, comme une redéfi-
nition inattendue des coefficients aérodynamiques.
L’évolution temporelle d’un défaut est en général imprévisible, et peut ainsi être
abrupte, progressive (graduelle) ou encore intermittente – ces deux derniers compor-
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tements étant les plus délicats à détecter. De plus amples détails à propos de la modéli-
sation des défauts pour les applications aérospatiales sont donnés en section 1.3.2.
1.2.3 Architecture de diagnostic
Le diagnostic de défauts s’effectue habituellement en combinant un générateur de
résidus avec une stratégie d’analyse afin de fournir un ensemble de décisions booléennes
sur la présence de défauts, comme illustré en figure 1.2.1.
Figure 1.2.1: Schéma usuel pour la détection et la localisation de défauts
L’étape de génération des résidus utilise un modèle du système, dans lequel sont
injectées les entrées de commande envoyées aux actionneurs et les mesures des sorties
provenant des capteurs, pour prédire son comportement attendu et le comparer à la
réalité. L’objectif est de fournir un ensemble d’indicateurs quantitatifs de la présence de
défauts, les résidus. Cette procédure est au coeur de la démarche du diagnostic à base de
modèles, ce qui explique pourquoi la majorité des développements lui ont été consacrés
(sections 1.4.2 à 1.4.6).
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La valeur moyenne des résidus doit être proche de zéro en fonctionnement normal, et
s’en écarter lorsque qu’apparaissent les défauts auxquels ceux-ci ont été rendus sensibles.
Il faut donc avoir recours à une méthode d’analyse des résidus qui traduise automatique-
ment l’évolution temporelle d’un résidu en une décision booléenne indiquant si le signal
est considéré comme faible ou non et permettant également d’estimer un instant d’ap-
parition du défaut (voir la section 1.5). Les méthodes utilisées impliquent généralement
le choix de seuils ou de tests statistiques d’hypothèses.
Chaque résidu peut être sensible à un seul défaut, à tous les défauts, ou à un nombre
intermédiaire. Ainsi, l’étape finale du processus est une logique de décision qui transforme
les fonctions de décision obtenues précédemment en une estimée de la localisation des
défauts.
1.2.4 Performance et robustesse
Un réglage approprié d’une procédure de diagnostic doit garantir un compromis sa-
tisfaisant entre les objectifs contradictoires que sont la minimisation des taux de non
détection (absence d’alarme à l’apparition d’un défaut) et de fausse alarme (alarme
en l’absence de défaut). La mesure de la performance du diagnostic s’effectue à l’aide
d’indicateurs quantitatifs, souvent définis comme dans [48]. La figure 1.2.2 distingue
différentes zones temporelles dans l’évolution d’une fonction de décision booléenne, qui
servent de base pour le calcul de ces indices. Les valeurs de la fonction avant l’instant ton
(délai de convergence) et après l’instant thor (fin d’exploitation du système) ne sont pas
prises en compte, tandis que tfrom est l’instant d’apparition du défaut à détecter (connu
en simulation mais pas en conditions réelles).
Figure 1.2.2: Zones temporelles pour le calcul d’indicateurs de performance du diag-
nostic
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Pour un défaut persistant, les principaux indicateurs sont
– le délai de détection tdt, qui correspond au temps écoulé entre l’instant d’apparition
du défaut tfrom et le dernier instant de temps avant thor où le signal de décision est
passé de faux à vrai ;
– le taux de fausse alarme rfd = (
∑
i t
i
fd) / (tfrom − ton), où tifd est la durée de la i-ème
période de temps entre ton and tfrom telle que la décision soit vrai ;
– le taux de non détection rnd = 1 − rtd, où rtd = (∑i titd) / (thor − tfrom) est le taux
de bonne détection avec titd la durée de la i-ème période de temps entre tfrom et thor
telle que la décision soit vrai.
En simulation, on peut choisir tfrom−ton ≈ thor−tfrom, afin d’accorder la même importance
à tous les indicateurs. La performance de la localisation des défauts peut se caractériser
de manière similaire, en considérant chaque fonction (ou groupe de fonctions) de décision
associées à la détection d’un défaut en particulier. Le coût de calcul et la facilité de
réglage sont également des éléments à prendre en compte dans l’évaluation de méthodes
de diagnostic, et sont une préoccupation majeure pour le développement des nouvelles
méthodes proposées dans les parties 2 et 3.
De nombreuses sources d’incertitudes peuvent perturber le diagnostic, étant donné
que le modèle du système ne peut être le parfait reflet de la réalité. L’existence de bruits
de mesure, d’incertitudes de modélisation et de perturbations exogènes doit être pris en
compte à la conception, et peut être abordée à différents niveaux. D’un côté, un effort
peut être entrepris pour générer des résidus qui soient découplés, dans la mesure du pos-
sible, des bruits et entrées inconnues (perturbations et défauts auxquels il est souhaitable
d’être insensible) et robustes aux imprécisions de modélisation. D’un autre côté, l’ana-
lyse des résidus peut tenir compte d’hypothèses statistiques pour réduire l’influence des
bruits sur la décision, ou encore définir des seuils adaptatifs qui permettent de réduire
l’influence des entrées inconnues [49].
1.3 Modélisation dynamique des engins aérospatiaux
Différentes méthodes de diagnostic ont été appliquées à un large panel de véhicules
aéronautiques et spatiaux. Une première classification de publications dans le domaine
est proposée dans la table 1.1 en fonction de l’application. Bien que les caractéristiques
et les missions des aéronefs mentionnés soient très variées, il apparaît qu’ils sont équipés
de dispositifs semblables et que leur comportement peut être décrit par des modèles
analogues. Cette section propose une analyse de la modélisation dynamique des engins
volants et de leurs capteurs et actionneurs dans l’optique de la détection, de la localisa-
tion et de l’identification de défauts.
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Table 1.1: Classification des publications en FDI pour l’aérospatial en fonction du type
d’engin, avec les capteurs et actionneurs classiquement associés.
Type d’aéronef Références Capteurs Actionneurs
Petit avion à
voilure fixe [13,50–73]
IMU/INS,
ADS
ailerons, gouvernes,
hélice(s)
Voilure
tournante
quadrirotor : [74–79]
hélicoptère : [80–84]
IMU/INS,
GPS,
baromètre,
radar
rotors
Avion de ligne [14,15,44,85–119]
IMU/INS,
GPS, tubes
Pitot, ADS
ailerons, gouvernes,
volets, réacteurs
(hautement
redondants)
Avion de combat F-16 : [120–131]autres : [132–141]
IMU/INS,
ADS, GPS,
baromètre,
radar
ailerons, gouvernes,
plans canard,
réacteurs
Missile [3, 4, 6, 142–145] IMU/INS,GPS, radar
gouvernes,
réacteur(s)
Fusée/navette [146–152] IMU/INS,ADS réacteurs
Satellite [16,43,153–165] IMU/INS,SRU
propulseur(s), roue(s)
de réaction
1.3.1 Modèle dynamique issu de la mécanique du vol
Le mouvement rigide d’un aéronef est principalement décrit dans deux repères, à savoir
un repère de navigation et un repère engin (ou mobile). Le repère de navigation, par
exemple orienté nord–est–verticale descendante, est lié à un point fixe du plan tangent
local à la Terre. Il est assimilé à un repère inertiel local où les lois de Newton s’appliquent.
Le repère engin a pour origine le centre de gravité de l’engin et ses axes sont orientés
vers l’avant le long de l’axe longitudinal, vers la droite le long de l’axe latéral et vers le
bas [166–170].
1.3.1.1 Cinématique
Notons xm = [x, y, z]T la position du véhicule et vm = [x˙, y˙, z˙]T la vitesse correspon-
dante, dans le repère de navigation. Nous noterons vbm = [vbx, vby, vbz]T l’expression
de sa vitesse dans le trièdre engin. Le passage du trièdre terrestre au trièdre engin est
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paramétré par les trois angles d’Euler [ϕ, θ, ψ] en roulis, tangage et lacet (figure 1.3.1).
La transformation cinématique de vbm en vm implique alors la matrice de rotation
x˙
y˙
z˙
 =

cosψ cos θ − sinψ cosϕ+ cosψ sin θ sinϕ sinψ sinϕ+ cosψ sin θ cosϕ
sinψ cos θ cosψ cosϕ+ sinψ sin θ sinϕ − cosψ sinϕ+ sinψ sin θ cosϕ
− sin θ cos θ sinϕ cos θ cosϕ
·

vbx
vby
vbz
 .
(1.3.1)
Figure 1.3.1: Angles d’Euler : du repère de navigation au repère engin
Le vecteur vitesse angulaire est composé des taux de rotation en roulis, tangage et
lacet, ω = [p, q, r]T. La projection de ces composantes dans le repère engin permet de
les exprimer en fonction des dérivées temporelles des angles d’Euler,
p
q
r
 =

1 0 − sin θ
0 cosϕ cos θ sinϕ
0 − sinϕ cos θ cosϕ


ϕ˙
θ˙
ψ˙
 , (1.3.2)
ce qui peut être inversé pour donner
ϕ˙
θ˙
ψ˙
 =

1 sinϕ tan θ cosϕ tan θ
0 cosϕ − sinϕ
0 sinϕ/ cos θ cosϕ/ cos θ


p
q
r
 . (1.3.3)
Les équations cinématiques (1.3.1), (1.3.2) et (1.3.3) font partie intégrante du mo-
dèle dynamique de tout véhicule aéronautique ou spatial présent dans la table 1.1. Un
quaternion peut également être utilisé à la place des trois angles d’Euler pour gérer le
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changement de coordonnées. Dans ce cas, la matrice de rotation (1.3.1) s’exprimerait
en fonction des composantes du quaternion et (1.3.3) relierait leurs dérivées temporelles
aux vitesses angulaires [167, 168]. La structure globale du modèle dynamique resterait
toutefois similaire, avec une variable d’état supplémentaire.
1.3.1.2 Dynamique
Les équations des forces et des moments sont requises pour compléter la modélisa-
tion dynamique des systèmes aéronautiques, puisque les relations établies précédemment
n’impliquent pas d’entrée de commande. Exprimée dans le repère engin, l’équation des
forces est 
v˙bx
v˙by
v˙bz
 = 1m (faero + fg + fprop)−

p
q
r
×

vbx
vby
vbz
 , (1.3.4)
où fg est la force gravitationnelle, fprop la force de propulsion (qui dépend du type de
propulseur) et faero contient les forces aérodynamiques. La masse de l’engin m n’est pas
nécessairement constante. Dans la majeure partie des applications traitées, la Terre est
supposée plate et non rotative et le deuxième membre de l’équation (1.3.4) ne tient
compte que de ces forces. La prise en compte de la rotondité de la Terre et de son
mouvement ne constituerait pas une difficulté. L’expression de fg est toujours
fg =

− sin θ
cos θ sinϕ
cos θ cosϕ
mg, (1.3.5)
où l’accélération gravitationnelle g n’est pas nécessairement constante. La structure de
faero change en fonction du type et de la configuration des actionneurs équipant le véhicule
considéré. Pour la plupart des applications aéronautiques, faero peut s’écrire
faero = Qsref

cx(α, β, V,u)
cy(α, β, V,u)
cz(α, β, V,u)
 , (1.3.6)
où les coefficients aérodynamiques c(·) sont des fonctions non linéaires et u est le vecteur
d’entrées de commande traduisant les positions des actionneurs. Dans le cas d’un système
spatial, les forces aérodynamiques sont généralement négligeables. Les expressions de la
norme V de la vitesse et de la pression dynamique Q sont
V =
√
v2bx + v2by + v2bz (1.3.7)
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Q = 12ρV
2. (1.3.8)
L’angle d’incidence α et l’angle de dérapage β sont souvent exprimés comme
α = arctan
(
vbz
vbx
)
(1.3.9)
β = arctan
(
vby
vbx
)
. (1.3.10)
En aviation civile principalement, les dérivées temporelles de (1.3.7), (1.3.9) et (1.3.10)
remplacent parfois les relations (1.3.4) pour caractériser la dynamique de translation de
l’avion.
L’équation des moments est
p˙
q˙
r˙
 = I−1


Lnaero + Laero
Mnaero +Maero
Nnaero +Naero
−

p
q
r
×
I ·

p
q
r


 (1.3.11)
où la matrice d’inertie I peut avoir certains de ces termes égaux à zéro, selon la géométrie
du véhicule. Les moments aérodynamiques Laero,Maero, Naero ont une structure similaire
à faero, à savoir 
Laero
Maero
Naero
 = Qsref lref

cl(α, β, V,ω,u)
cm(α, β, V,ω,u)
cn(α, β, V,ω,u)
 (1.3.12)
où les coefficients aérodynamiques c(·) sont également des fonctions non linéaires. Les
moments Lnaero,Mnaero, Nnaero dépendent fortement du véhicule considéré et de ses condi-
tions de vol, et peuvent notamment contenir des termes de propulsion.
1.3.1.3 Représentation d’état
Un modèle dynamique sous forme de représentation d’état est obtenu en considérant
le vecteur d’état formé par la position en repère terrestre xm, la vitesse en repère engin
vbm, la vitesse angulaire ω et les angles d’Euler ϕ, θ, ψ,
x = [x, y, z, vbx, vby, vbz, p, q, r, ϕ, θ, ψ]T. (1.3.13)
La dynamique de l’état est alors fournie en regroupant les relations cinématiques (1.3.1)
et (1.3.3), l’équation des forces (1.3.4) et l’équation des moments (1.3.11). Ces équations
sont fortement non linéaires, ce qui est principalement dû aux changements de coordon-
nées entre repères et aux propriétés aérodynamiques. Le modèle d’état non linéaire a
finalement la structure suivante,
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 x˙ = f(x,u)y = h(x) , (1.3.14)
où le vecteur de mesure y provient des capteurs disponibles, et où u est le vecteur des
entrées de commandes. Sous un certain nombre d’hypothèses classiques, telles que de
petites variations des positions des gouvernes ou un modèle linéaire de la propulsion, le
modèle non linéaire peut être ramené à un modèle affine en la commande, x˙ = f(x) + G(x)uy = h(x) . (1.3.15)
Ce type de modèle conserve le comportement global du système non linéaire tout en
autorisant l’application de résultats intéressants de la théorie de la commande [171].
Si besoin, une simplification supplémentaire est accessible en linéarisant (1.3.15) au-
tour d’un point de fonctionnement ou d’une trajectoire de référence. Le modèle linéaire
résultant est de la forme  x˙ = Ax + Buy = Cx , (1.3.16)
où les matrices A,B,C peuvent varier au cours du temps. Ces formulations de modèles,
issues de la mécanique du vol, sont génériques pour tous les types d’engins décrits en
table 1.1. Les différences de géométrie et de modes de propulsion sont répercutées dans
les paramètres et dans l’expression des fonctions constitutives du modèle.
1.3.1.4 Caractéristiques supplémentaires
La composition du vecteur des mesures y dépend du type des capteurs embarqués.
Toutefois, il est fréquent que l’équation de mesure soit linéaire en x, par exemple dans
le cas où une centrale inertielle ou un GPS équipent le véhicule. Combiner différents
capteurs parmi ceux cités dans la table 1.1 peut même permettre d’observer la totalité
du vecteur d’état, ce qui autorise également plus de redondance analytique. Ces capteurs
sont bien évidemment sujets à du bruit et des imprécisions de mesure dont il faut tenir
compte lors de la conception de méthodes de diagnostic.
Une autre caractéristique importante de ce type de modèle est la forte incertitude
associée aux paramètres, notamment due à la méconnaissance des coefficients aérody-
namiques (généralement obtenus à partir d’essais en souﬄerie). Des perturbations non
modélisées (le vent, par exemple) influent également sur la dynamique du système. De
ce fait, et comme le diagnostic est fondé sur la comparaison entre le comportement non
défaillant prédit par le modèle et celui réellement observé, il est important d’éviter au
maximum d’avoir recours à la linéarisation. A titre d’illustration, des modèles découplés
longitudinaux et latéraux sont parfois utilisés pour la commande de systèmes aéronau-
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tiques. En présence d’un défaut actionneur, des couplages apparaissent entre les axes, ce
qui rend ce type de modélisation incompatible avec un diagnostic robuste des défauts.
La grande majorité des engins aérospatiaux sont commandés en boucle fermée, comme
illustré sur un cas test au chapitre 2. Cette caractéristique est rarement prise en compte,
et la plupart des méthodes de diagnostic sont fondées sur une modélisation en boucle
ouverte uniquement. Quelques stratégies ont toutefois été proposées pour exploiter ex-
plicitement l’information à propos des défauts qui est propagée dans les signaux de
commande, avec des résultats intéressants à la clé, comme présenté en 1.4.6 et comme
développé tout au long de la partie 2 de ce mémoire.
1.3.2 Modélisation des défauts de capteurs et d’actionneurs
Les causes de défauts sont multiples, par exemple le vieillissement des composants,
les dommages de combat, les perturbations électromagnétiques ou les phénomènes na-
turels tels que de fortes rafales de vent ou du givrage (voir [13,37,44,132,172–174] pour
un historique). En mettant l’accent sur les conséquences, cette section a pour objectif
de fournir une description des principaux capteurs et actionneurs et une modélisation
générique des défauts typiques qui les affectent. La figure 1.3.2 représente la chaîne
d’actionnement et de mesure pour un système à une entrée et une sortie.
Figure 1.3.2: Chaîne d’actionnement et de mesure
Un défaut d’actionneur se traduit par un écart entre l’entrée de commande calculée uc
et celle effectivement réalisée ua. De manière similaire, un défaut de capteur se traduit
par l’écart entre la vraie sortie du système ya et la mesure associée ys. En conditions
réelles, les seules informations disponibles sont la connaissance de uc, ys et d’un modèle
du système.
1.3.2.1 Capteurs
Les principaux capteurs embarqués dans les applications aérospatiales sont des cen-
trales inertielles (Inertial Measurement Unit – IMU) composées d’accéléromètres et de
gyromètres mesurant l’accélération hors gravité et la vitesse angulaire, couplées à des
systèmes de navigation inertielle (Inertial Navigation Systems – INS) qui se servent
des mesures brutes pour reconstruire la position et l’orientation du véhicule dans le re-
père terrestre. Les données issues des IMU/INS sont couramment hybridées avec celles
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de capteurs GPS qui mesurent la position en repère terrestre, pour compenser les im-
précisions des centrales (biais, dérive), bien que leur fréquence d’acquisition soit plus
faible [175]. L’utilisation des micro et nano technologies a permis de réduire drastique-
ment l’encombrement et le coût de ces dispositifs essentiels aux systèmes aériens [176].
Les études [54,57,62,64,76,79] décrivent des stratégies de détection de défauts dédiées aux
systèmes IMU/INS/GPS, en exploitant la redondance analytique des équations (1.3.1)
et (1.3.3) à partir des concepts d’observateurs ou d’espace de parité.
Les centrales aérodynamiques (Air data sensing – ADS) sont utilisées en complément
des capteurs précédents pour mesurer la vitesse aérodynamique vraie, la pression dyna-
mique, le nombre de Mach ou les angles d’incidence et de dérapage [177]. Des tubes de
Pitot peuvent être utilisés pour déterminer la vitesse air, ainsi que des capteurs de pres-
sion de surface ou d’autres dispositifs mécaniques pour acquérir les valeurs des autres
paramètres [149]. Des baromètres ou des radars embarqués (radioaltimètre) permettent
d’obtenir l’information d’altitude.
Peu d’études se sont intéressées à la modélisation des défauts de capteurs dans le
contexte aérospatial. Dans [178], les technologies à la base du fonctionnement des prin-
cipaux capteurs décrits ci-dessus sont recensées, ainsi que leurs modes de défaillances les
plus courants. Quatre types génériques de défauts, communs à la plupart des capteurs,
sont décrits : biais (offset), dérive (linéaire ou non), facteur d’échelle (gain, linéaire ou
non), perte. Cela peut se représenter comme suit, à partir des notations de la figure 1.3.2
et en considérant les paramètres de défaillance σs et yf précisés en table 1.2.
ys = σs · ya + yf (1.3.17)
Table 1.2: Paramètres du modèle de défaut de capteur
Biais Dérive Facteurd’échelle Perte
Sans
défaut
σs 1 1 6= 1 0 1
yf
6= 0
(constant)
6= 0
(variable) 0 constant 0
1.3.2.2 Actionneurs
Deux types principaux d’actionneurs sont utilisés pour la commande d’un système aé-
rospatial, à savoir les surfaces de commandes (gouvernes) et les dispositifs de propulsion,
éventuellement orientables. Les différents types de gouvernes sont selon leur emplace-
ment et leur géométrie) : aileron, gouverne de profondeur, gouverne de direction, volet,
plan canard. Ces éléments sont mis en mouvement par des circuits hydromécaniques,
ou électromécaniques pour les plus récents (commandes de vol dites électriques). La
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propulsion est assurée, selon le véhicule, par des hélices, des réacteurs (statoréacteur,
turboréacteur, pulsoréacteur, fusée) ou propulseurs spatiaux (électromagnétique). A no-
ter qu’un réacteur peut être considéré comme un système à part entière et que des
méthodes de diagnostic peuvent être employées pour détecter des défauts sur les élé-
ments qui les constituent [73, 110]. Dans le cadre de ce mémoire, chaque actionneur
d’un système aérospatial, y compris les dispositifs de propulsion, est considéré comme
un tout, dont le caractère défaillant est examiné à partir de la réalisation de l’entrée de
commande qui lui est appliquée et de son influence dans le modèle dynamique.
Quatre modes de défauts d’actionneurs sont couramment distingués : perte d’effica-
cité, blocage, butée et oscillation [97, 102, 116, 129, 137]. Cela peut se résumer à la seule
équation
ua = σa · ka · uc + (1− σa) · uf , (1.3.18)
avec les paramètres de défaillance σa, ka and uf après l’instant de défaut tfault comme
indiqués dans la table 1.3.
Table 1.3: Paramètres du modèle de défaut d’actionneur
Perte
d’efficacité Blocage Butée Oscillation
Sans
défaut
σa 1 0 0 0 1
ka 0 < kf < 1 Ø Ø Ø 1
uf 0
uc(tfault)
(constant)
constant
(saturé) périodique 0
Les défauts de processus, causés par exemple par du givrage ou des rafales de vent, sont
quant à eux représentés par des changements (abrupts ou progressifs) des paramètres
correspondants (masse, inertie, coefficients aérodynamiques) [52].
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Table 1.4: Classification des méthodes de diagnostic et leurs applications aérospatiales
Véhicule /
Approche de
diagnostic
Petit
avion
Voilure
tour-
nante
Avion
civil
Avion
de
combat
Missile Fusée/navette Satellite
Syst. expert [86,179]
Réseaux de
neurones [72] [74,81]
[87,94,
99] [124] [143] [146] [161]
SVM [103,104]
ACP [107,110]
[127,
138] [150] [154]
Identification
de paramètres [52]
[92,93,
106,111,
114]
[121] [158]
Observateurs
[51,55,
59,65,
66]
[75,82,
84]
[85,91,
112,116,
119]
[137,
139]
[142,
144] [165]
Filtres de
Kalman [70,73] [80]
[103,
105,117,
118]
[120,
122,123,
125,130,
135]
[151] [153,157,160]
UKF /
particulaire [57] [115]
[155,
156]
Estimation à
erreur bornée [79,83]
[101,
113] [136]
Espace de
parité
[54,57,
61,62,
64]
[89,109] [127,131,140] [149]
UIO [50,56,60,69] [78] [89] [129] [162]
Filtres H∞ [52, 58,60,63]
[88,95,
96,108]
[128,
141]
[147,
152] [159]
Géométrie
différentielle
[53,67,
68,71] [102] [145] [164]
Inversion de
système [77]
[126,
133,134] [4, 6]
Diagnostic
actif/ basé
commande
[69,70] [92,93] [1, 3]
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1.4 Méthodes de détection et de localisation des
défauts
Dans la table 1.4, une classification à double entrée reliant les approches de diagnostic
à leurs applications aérospatiales est proposée afin d’organiser l’étude bibliographique de
plus de cent publications dans le domaine. L’objectif de cet agencement est de permettre
l’accès à un nombre important de références, à la fois classées par type de méthode et par
type de véhicule, ce qui devrait faciliter la comparaison entre travaux. Outre ces points de
repère importants, cette partie est dédiée à la présentation du principe de fonctionnement
des méthodes citées. Par souci de simplicité, cette présentation est effectuée pour les
modèles linéaires. Toutefois, les références importantes décrivant l’extension aux cas
non linéaires sont indiquées. En section 1.4.1, les méthodes dites « sans modèle » sont
présentées, tandis qu’un modèle dynamique sous forme d’état semblable à ceux établis en
partie 1.3 sera supposé connu dans le cadre des approches décrites dans les sections 1.4.2
à 1.4.6.
1.4.1 Méthodes « sans modèle »
Quand aucun modèle dynamique n’est exploitable, les connaissances a priori sur le
système se résument aux mesures acquises en temps réel complétées par un éventuel
historique du fonctionnement du processus. Deux stratégies sont possibles pour tirer
partie de ces données. La première est la classification, qui implique la construction de
classes de fonctionnement dans la base de données de manière supervisée (avec l’aide d’un
expert) ou semi-supervisée (création automatique de classes en regroupant les éléments
jugés proches, puis appel à l’expert pour identifier les classes). Un classifieur est alors
entraîné à distinguer ces classes pour permettre de placer un nouveau point dans une de
celles-ci (typiquement, selon un mode de fonctionnement défaillant ou non défaillant).
La deuxième approche est la régression, qui vise à construire un modèle empirique en
exploitant la redondance inhérente à la base de données pour prédire les valeurs des
différentes variables, ce qui permet ensuite de générer des résidus en les comparant à
leurs mesures.
1.4.1.1 Approches qualitatives
En l’absence même d’historique de fonctionnement, les seules informations disponibles
sur le système surveillé sont la connaissance empirique des experts, qui peut être incor-
porée dans des systèmes experts. Ces processus regroupent un ensemble de règles imitant
le raisonnement humain, associant prémisses et conclusions pour déterminer une suite
logique d’événements. Un défaut est signalé lorsqu’une séquence interdite d’événements
survient. Les principaux inconvénients de ces dispositifs sont leur manque de généralité
et l’impossibilité de prendre en compte des situations non prévues [180]. L’analyse qua-
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litative de tendance vise quant à elle à décomposer un signal mesuré en une séquence de
primitives connues (stable, croissant...). Cette décomposition peut se faire en analysant
le signe des dérivées successives du signal ou en utilisant une base de données contenant
des échantillons étiquetés [181]. Les deux cas de figure impliquent l’implantation délicate
de règles heuristiques. Les défauts sont détectés de la même manière que par un système
expert.
Si un modèle du processus est accessible, mais que la confiance à accorder à ses para-
mètres et ses sorties est très faible, des équations qualitatives peuvent permettre d’ex-
primer d’une manière limitée les liens et variations entre les variables. Cette physique
qualitative a le même objectif que les méthodes précédentes, à savoir le suivi des événe-
ments du processus afin de détecter un comportement anormal [182]. Ces liens causaux
peuvent également être représentés par des graphes signés orientés (signed digraph –
SDG) [183]. A part dans des cas très simples, ces modélisations qualitatives ont malheu-
reusement des capacités de prédiction très restreintes.
1.4.1.2 Diagnostic par reconnaissance de formes
A l’aide d’un historique de mesures, le diagnostic de défauts est réalisable par re-
connaissance de formes, où de nouvelles mesures sont à classer entre des modes de
fonctionnement prédéterminés. La connaissance a priori est regroupée dans une base
de données contenant des observations passées de variables à surveiller, telles que les
variables d’état (1.3.13) ou les paramètres aérodynamiques. Deux opérations préalables
doivent être réalisées hors ligne : les données d’apprentissage sont à regrouper par classes
et une règle de décision est à définir. Chaque point de la base de données est étiqueté
comme appartenant à l’une des classes. Dans le cas du diagnostic, les classes à consi-
dérer sont le mode de fonctionnement non défaillant et tous les modes de pannes à
détecter [184]. Si la base de données ne contient que des mesures en fonctionnement
normal, une solution est d’avoir recours à de la classification mono-classe [185–187], bien
que cela ne permette pas de localiser les défauts mais simplement de les détecter. La
règle de décision peut être paramétrique ou non paramétrique.
La classification paramétrique définit des frontières directes entre les classes, en ayant
recours à des fonctions de base. Le cas le plus simple est la classification linéaire binaire,
à partir de laquelle la plupart des méthodes sont bâties [188]. L’objectif est de trou-
ver un hyperplan qui sépare les données en deux classes tout en respectant l’étiquetage
initial. Cette séparatrice est déterminée de manière optimale selon un critère prédéfini ;
une norme doit ainsi être choisie pour évaluer la distance à la séparatrice avec un terme
additionnel de régularisation pour éviter le « sur-apprentissage ». Dans le cas non li-
néaire, où aucune séparatrice linéaire n’est calculable, des fonctions de base de degré
supérieur (quadratique, cubique...) sont utilisables, bien que cela accroisse dangereuse-
ment le nombre de paramètres de réglage. Une solution très employée est de concevoir
ces séparatrices à l’aide de réseaux de neurones [124, 189]. Dans ce cas, les difficultés
de conception deviennent la sélection d’une fonction d’activation et de la structure du
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réseau (nombres de couches et de neurones). Les poids des neurones sont généralement
obtenus en minimisant la distance quadratique entre les sorties du réseau et la sortie
attendue par l’algorithme de rétro-propagation, qui risque toutefois de biaiser le résultat
en convergeant vers des solutions locales sous-optimales. Cette méthode a été largement
exploitée en diagnostic [190–193].
Deux notions clés ont fait leur apparition dans le cadre de la reconnaissance de formes
moderne afin de construire des séparatrices paramétriques non linéaires, à savoir le noyau
(kernel) et la parcimonie (sparsity). Le kernel trick autorise la généralisation directe des
méthodes linéaires en transformant l’espace de représentation des données en un espace
de plus grande dimension. La sortie d’une machine à noyau est de la forme
yk(ζ) =
∑
i
γi · k(ζ, ζi), (1.4.1)
où ζ est un nouveau point à classer, les ζi sont les points d’apprentissage, k(., .) est la
fonction noyau et les γi sont des pondérations à déterminer. Pour réduire la charge de
calcul, il faut faire preuve de parcimonie, car il serait dommageable d’avoir un poids pour
chaque échantillon de la base de données, alors que tous ne portent pas d’information.
Cette parcimonie est assurée par un choix judicieux de la fonction coût à minimiser pour
trouver les poids γi [194, 195]. Les séparateurs à vaste marge (Support Vector Machines
– SVM), introduits par Vapnik, ont permis de diffuser ces concepts [196]. Un SVM
vise à trouver une séparatrice linéaire des données dans l’espace transformé de plus
grande dimension. Cette séparatrice est conçue pour minimiser le risque empirique et il
faut noter que l’optimisation des poids est un problème convexe, ce qui est un énorme
avantage par rapport aux réseaux de neurones ou à d’autres méthodes purement para-
métriques. Une approche similaire utilise des Processus gaussiens (gaussian Processes –
GP), qui peuvent être vus comme la généralisation de distributions gaussiennes multi-
variables à un espace de dimension infinie (nous y reviendrons au cours de la partie 3).
A noter que la régression par GP est également nommée krigeage par la communauté
des géostatisticiens [197]. Un choix approprié de la covariance du GP, qui joue le rôle
d’un noyau, permet de réduire la complexité de problèmes de grandes dimensions. De
telles machines à noyaux ont déjà servi à résoudre des problèmes de diagnostic des sys-
tèmes [185,186,198–200], mais très peu dans le contexte aérospatial [103,104], bien que
cela semble un moyen prometteur pour l’amélioration de la détection de défauts. Par
ailleurs, les critères décrits précédemment pour la classification peuvent être adaptés au
contexte de la régression. Un formalisme similaire permet de créer un modèle boîte noire
(ou grise) qui génère des résidus en comparant ces sorties avec les mesures issues du sys-
tème, pour la détection des défauts. Il faut toutefois noter que les choix de la fonction
noyau et de la fonction coût assurant la parcimonie sont des points cruciaux qui doivent
être effectués avec soin [197].
Si une séparatrice paramétrique ne donne pas de résultats satisfaisants, une solution
alternative est de combiner une mesure de distance et un simple vote pour réaliser une
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classification non-paramétrique. Connaissant les données étiquetées, un nouveau point
acquis est alors classé en fonction de son voisinage dans l’espace de représentation. La
méthode la plus connue dans ce contexte est celle des k-plus proches voisins, qui attribue
une classe au nouveau point en fonction de la majorité de celles des k-plus proches points.
Une mesure de distance doit être choisie pour déterminer quels points sont à considérer
comme les plus « proches » [201,202].
1.4.1.3 Analyse en composantes principales (ACP)
L’ACP est une méthode de réduction de dimension consistant à projeter les données
d’apprentissage sur les l vecteurs propres de la matrice de covariance qui sont associées
aux valeurs propres supérieures à un certain seuil. Supposons que nm échantillons de
nv variables, obtenus en fonctionnement non défaillant, forment la matrice de données
X ∈ Rnm×nv , avec un prétraitement conférant aux variables une moyenne nulle et une
variance unitaire [203]. Sa matrice de covariance empirique est alors
S = 1
nm − 1X
TX, (1.4.2)
qui peut se factoriser en
S =
[
T T˜
]  Λ 0
0 Λ˜
 [ T T˜ ]T (1.4.3)
où T est une matrice de dimension nm × l et Λ la matrice diagonale des l plus grandes
valeurs propres, l étant alors le nombre de composantes principales. La projection dans
le sous-espace principal d’un nouveau vecteur mesuré ζ est donnée par
ζ̂ = TTTζ. (1.4.4)
Dans le sous-espace résiduel, elle est donnée par
ζ˜ = T˜T˜Tζ. (1.4.5)
Une norme de ζ˜ peut alors être utilisée comme résidu indicateur de la présence de
défauts, puisque cette projection doit être de faible norme en conditions nominales. Par
ailleurs, un défaut affectant l’une des variables peut être estimé en calculant la différence
entre sa valeur mesurée et celle estimée en utilisant la matrice de projection et les valeurs
mesurées de toutes les autres variables [204]. Une procédure de calcul alternative de la
matrice de covariance pour la rendre robuste aux données aberrantes a été suggérée
dans [205].
Cette méthode suppose une dépendance linéaire entre les variables mesurées, ce qui
n’est pas nécessairement réaliste. L’extension au cas non linéaire a été examinée à l’aide
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du kernel trick [206], ou par le biais d’autres types de décompositions comme l’analyse
en composantes indépendantes [207]. Une approche similaire porte le nom de régression
PLS (Partial Least Squares) [208].
1.4.2 Identification de paramètres
Les fonctions f(·) et h(·) du modèle non linéaire (1.3.14) dépendent d’un jeu de para-
mètres physiques pφ, comprenant notamment la masse, les inerties, les caractéristiques
géométriques de l’aéronef et les fonctions transformant les positions des actionneurs
en forces et moments (par exemple, les coefficients aérodynamiques). Ces paramètres
ne sont pour la plupart pas mesurés directement et sont susceptibles de varier dans le
temps. De plus, les équations d’état peuvent ne pas être directement fonction de pφ,
mais plutôt d’un ensemble de paramètres comportementaux θ, qui n’ont pas nécessai-
rement de signification physique. Les techniques d’identification sont susceptibles de
détecter les défauts de processus qui affectent ces paramètres, à condition qu’ils soient
identifiables [209]. Un mode d’action possible, entre autres, est de suivre les cinq étapes
décrites ci-après [27,29,210–213].
1. A partir du modèle (1.3.14), établir des relations entrées-sorties de la forme
yp = hp (up,θ) , (1.4.6)
où yp peut inclure des dérivées temporelles successives des sorties mesurées y, et
up des valeurs successives des entrées de commande u sur un horizon temporel.
2. Déterminer la relation entre les paramètres du modèle θ et les paramètres phy-
siques pφ (si distinction il y a),
θ = gp (pφ) . (1.4.7)
3. Calculer une estimée θ̂ des paramètres comportementaux à l’aide de l’équation (1.4.6),
et des mesures disponibles.
4. Estimer les paramètres physiques, p̂φ = g−1p
(
θ̂
)
, ce qui suppose gp inversible.
5. Générer des résidus en comparant p̂φ aux valeurs nominales ou à des valeurs jugées
acceptables pour les différents paramètres physiques. Si les valeurs nominales sont
inconnues ou incertaines, les résidus peuvent être calculés comme la différence entre
l’estimée courante p̂φ(t) et sa valeur antérieure p̂φ(t − th), où th est un horizon
temporel prédéfini.
Un certain nombre de méthodes utilisables pour l’estimation de paramètres à l’étape 3
sont décrites dans [21, 214]. Une manière de simplifier (1.4.6) est de linéariser la dyna-
mique non linéaire (1.3.14) et d’agréger ensuite ses dérivées temporelles pour obtenir un
modèle linéaire en les paramètres,
yp = Hp (up) · θ. (1.4.8)
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L’estimée θ̂ peut ensuite être obtenue en ligne par moindre carrés récursifs [19]. Un
problème à ne pas négliger dans cette procédure est le calcul des dérivées temporelles
successives des mesures bruitées. Dans le cas général non linéaire, des méthodes d’optimi-
sation non convexes sont requises, ce qui implique une charge de calcul plus importante et
une convergence non garantie vers une solution optimale [22]. L’optimisation par méta-
modèle apparaît comme un compromis intéressant dans ce contexte [215,216]. D’autres
types d’approches, comme les méthodes de sous-espaces [217, 218], ont également été
étudiées.
A l’étape 5, il est possible de remplacer une valeur nominale unique par un ensemble
de valeurs admissibles pour la comparaison [219, 220]. Dans ce contexte, un ensemble
d’estimées des paramètres est déterminé (approximable par des unions d’intervalles, des
ellipsoïdes ou encore des zonotopes), et le diagnostic peut s’effectuer en vérifiant que
l’intersection entre cet ensemble estimé et l’ensemble de valeurs admissibles est vide, ce
qui indique la présence d’un défaut [221–223].
1.4.3 Estimation d’état
Estimer l’état du système permet de générer des résidus en comparant les signaux
reconstruits avec leur valeur mesurée ou attendue [224, 225]. Les reconstructeurs d’état
sont classés ici en fonction de la manière dont ils incorporent l’incertitude de mesure ou
de modèle.
1.4.3.1 Approche déterministe
Un observateur de Luenberger [226] reconstruit les variables d’état dans un contexte
déterministe. Les méthodes de détection et de localisation de défauts à base d’observateur
sont parmi les plus utilisées [227–229]. Considérons tout d’abord un modèle d’état linéaire
déterministe (1.3.16),  x˙ = Ax + Buy = Cx (1.4.9)
et l’observateur de l’état complet associé ˙ˆx = Axˆ + Bu + L(y−Cxˆ)yˆ = Cxˆ . (1.4.10)
L’erreur d’estimation de l’état ex = x− xˆ satisfait
e˙x = (A− LC)ex (1.4.11)
et ex tend asymptotiquement vers zéro si le modèle est correct et si L a été choisi pour
rendre (A− LC) stable, ce qui est toujours réalisable si la paire (C,A) est observable.
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Considérons maintenant un vecteur de défauts wf pouvant varier dans le temps qui agit
sur l’état de sorte que  x˙ = Ax + Bu + Efwfy = Cx . (1.4.12)
L’équation (1.4.11) devient alors
e˙x = (A− LC)ex + Efwf . (1.4.13)
L’erreur d’estimation est donc sensible aux défauts, et l’erreur d’estimation de la sor-
tie ey = y− yˆ peut donc être utilisée comme résidu. Dans le domaine fréquentiel, en
supposant négligeable l’effet des conditions initiales, on peut écrire ey(s) = C(s1n −
A + LC)−1Efwf(s). Si la transformée de Laplace wf(s) de wf n’appartient pas au noyau
de {C(s1n−A + LC)−1Ef}, alors le résidu est sensible à wf . Notons que les observateurs
pour le diagnostic n’ont pas forcément besoin de l’observabilité totale du vecteur d’état,
étant donné que la reconstruction de tout ou partie du vecteur de sortie peut suffire
pour générer des résidus exploitables.
Un tel observateur, excité par toutes les entrées et sorties du système est désigné
sous le nom de Simplified Observer Scheme (SOS). Bien qu’il permette la détection
des défauts, la localisation n’est généralement pas atteignable puisque les estimées des
sorties auront tendance à réagir à tout défaut agissant sur le système. Deux types de
bancs (ou banques) d’observateurs ont donc été imaginés pour obtenir des résidus qui
ne soient sensibles qu’à un ensemble restreint de défauts, à savoir le Dedicated Observer
Scheme (DOS) et le Generalized Observer Scheme (GOS) [85]. Un DOS est un banc
d’observateurs excités par une seule mesure (ou une seule entrée) et donc sensible à un
seul défaut capteur (ou actionneur). Dans le cas dual du GOS, les observateurs sont
excités par toutes les sorties (ou entrées) sauf une, et donc sensibles à tous les défauts
sauf un. La figure 1.4.1 illustre ces deux structures pour le diagnostic de défauts de
capteurs.
L’estimation d’état en non linéaire est couramment abordée à partir du modèle li-
néarisé autour d’un point de fonctionnement ou d’une trajectoire, afin d’exploiter les
résultats précédents. Cela a donné naissance à l’observateur de Luenberger étendu (Ex-
tended Luenberger Observer – ELO) [230, 231]. Étant donné que la linéarisation im-
plique une perte d’information dommageable, l’utilisation d’observateurs complètement
non linéaires a été étudiée dans le contexte du diagnostic [228]. Toutefois, aucune struc-
ture générale ne s’est dégagée et le réglage de ces méthodes reste complexe. Les princi-
paux résultats concernent les observateurs adaptatifs [232–236] et les observateurs grand
gain [237–239]. Récemment, une nouvelle forme d’observateur pour le non linéaire a
été proposée [240, 241], dont le réglage est conditionné par la résolution d’une équa-
tion aux dérivées partielles. Son application au diagnostic reste toutefois à étudier. Les
observateurs à mode glissant sont également très en vogue, car ils permettent notam-
ment d’estimer directement l’amplitude des défauts qui ont rompu la convergence vers
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(a) Dedicated Observer Scheme (DOS) (b) Generalized Observer Scheme (GOS)
Figure 1.4.1: Bancs d’observateurs pour la détection et la localisation des défauts de
capteurs
la surface de glissement [242–244].
Les méthodes multi-modèles sont également en cours d’étude afin de contourner les
non linéarités et de réduire la charge de calcul. Il y est supposé que le modèle non
linéaire du système peut être approché par une interpolation entre modèles linéaires
locaux. Cette représentation, dite de Takagi-Sugeno, peut être obtenue analytiquement
ou par identification [245]. Une fois le multi-modèle obtenu, un ensemble d’observateurs
linéaires permet le diagnostic [246,247].
1.4.3.2 Approche stochastique
Le filtrage de Kalman [248] estime l’état du système dans un cadre stochastique, où
l’existence de bruits d’état et de mesure est explicitement prise en compte, en supposant
qu’ils suivent une distribution gaussienne ou que leur premier et deuxième moments
sont connus. En l’absence de défaut, si le filtre de Kalman a été réglé correctement, son
innovation est censée être un bruit blanc de moyenne nulle et de covariance connue.
L’innovation peut donc être utilisée comme un résidu, dont l’évolution est surveillable
par des tests statistiques sur la moyenne ou la variance. Ce principe a été introduit
dans [249] et largement exploité depuis lors [250–252].
Des schémas de bancs de filtres sont également définis. Le schéma MMAE [120, 253]
(Multiple Model Adaptive Estimation) est un ensemble de filtres utilisant des modèles
supposés de comportement sain ou défaillants, organisés en DOS ou GOS et surveillés
indépendamment. La nature stochastique des innovations des filtres rend possible le
calcul d’une probabilité pour chaque modèle, et renseigne donc sur le niveau de confiance
à accorder à la localisation des défauts. Le schéma IMM [135, 254–256] (Interacting
Multiple Model) intègre en plus de cela le calcul de la probabilité de passage d’un modèle
à l’autre via une chaîne de Markov, et réalise également une fusion des estimées pour
fournir une estimée de l’état réel aussi fiable que possible.
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L’extension aux systèmes non linéaires est réalisée la plupart du temps par linéarisa-
tion du modèle autour de l’estimée courante dans le cadre du filtre de Kalman étendu
(Extended Kalman Filter – EKF) [257]. Contrairement à l’EKF, l’Unscented Kalman
Filter (UKF) ne linéarise pas le modèle [258] et prédit le comportement du système en
évaluant le modèle non linéaire sur un ensemble de points formant grossièrement une
distribution gaussienne [259, 260]. A partir d’idées similaires, les méthodes de Monte
Carlo séquentielles telles que le filtrage particulaire (Particle Filtering – PF) sont tout
à fait à même de gérer les non linéarités et les distributions non gaussienne pour l’es-
timation d’état, avec toutefois une charge de calcul importante [155, 261]. Les filtres
particulaires sont de plus en plus sollicités pour aborder des problèmes de diagnostic
complexes [262–264].
1.4.3.3 Approche à erreur bornée
Les méthodes présentées jusqu’ici soit n’intègrent pas explicitement d’hypothèse sur
les incertitudes, soit les considèrent comme suivant une distribution probabiliste, généra-
lement gaussienne. Une autre possibilité consiste à les représenter sous forme de bornes
d’erreurs acceptables ou attendues. Ce type d’approche à erreur bornée peut être uti-
lisée pour les modèles linéaires et non linéaires. Dans le cas non linéaire, par exemple,
l’analyse par intervalles permet de prédire l’évolution d’un ensemble de valeurs possibles
pour le vecteur d’état [265, 266]. Les éléments de cette prédiction ensembliste qui sont
incohérents avec les mesures sont alors éliminés, et le diagnostic s’effectue en vérifiant si
l’ensemble résultant est vide [219,267].
1.4.4 Espace de parité
Selon un schéma différent des observateurs, les relations de parité éliminent les va-
riables d’état inconnues à partir de modèles statiques ou dynamiques pour générer des
résidus qui ne dépendent que des variables d’entrée et de sortie [26, 268, 269]. Les liens
entre ces approches et les observateurs ont été décrits dans [270–272].
Considérons tout d’abord l’équation de mesure (statique) subissant des défauts,
y = Cx + Efwf . (1.4.14)
Afin de découpler les variables d’état non mesurées et de créer des résidus qui ne sont
sensibles qu’aux défauts, le vecteur de parité Wy est calculé. W est une matrice de
projection qui doit être orthogonale à C pour assurer WC = 0, et telle que WEf 6= 0
pour permettre la détection des défauts. Cette stratégie est notamment très utile pour
gérer la redondance matérielle efficacement, par exemple dans le cas où plusieurs capteurs
mesurent les mêmes variables [273] ou pour certaines structures d’IMU [163].
L’extension aux systèmes dynamiques exploite la structure du modèle linéaire ainsi
que la redondance temporelle sur un horizon de temps th. Soit la version discrète du
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modèle linéaire sans défaut (1.3.16), où A,B,C sont supposées constantes, x(k + 1) = Ax(k) + Bu(k)y(k) = Cx(k) (1.4.15)
Les mesures successives sur l’horizon [k; k + th] satisfont
y(k) = Cx(k)
y(k + 1) = Cx(k + 1) = CAx(k) + CBu(k)
...
y(k + th) = CAthx(k) + CAth−1Bu(k) + . . .+ CBu(k + th − 1)
. (1.4.16)
Ceci peut être écrit de manière condensée comme
Y(k, th) = H(th)x(k) + G(th)U(k, th), (1.4.17)
où
Y(k, th) =

y(k)
y(k + 1)
...
y(k + th)
 , U(k, th) =

u(k)
u(k + 1)
...
u(k + th)
 , (1.4.18)
H(th) =

C
CA
...
CAth
 , G(th) =

0 0 · · · 0
CB 0 · · · 0
... . . . . . . ...
CAth−1B · · · CB 0
 . (1.4.19)
Ce nouveau système est semblable à celui de l’équation (1.4.14), et une matrice de
projection W est à déterminer telle que WH(th) = 0. La formulation dans le cas à
temps continu est très similaire, mis à part que les dérivées temporelles successives des
entrées et des sorties sont impliquées en lieu et place de leurs valeurs successives dans le
temps [274].
L’extension à certaines classes de systèmes non linéaires a été examinée. La concep-
tion de relations de redondance analytique lorsque les fonctions non linéaires du mo-
dèle (1.3.14) sont polynomiales en l’état ou les entrées est décrite dans [275, 276] en
utilisant la théorie de l’élimination. Une extension aux systèmes affines en l’état est pré-
sentée en [277] et aux systèmes affines en la commande en [278], toutes deux à base de
géométrie différentielle [171].
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1.4.5 Méthodes de découplage
Parmi les préoccupations majeures en diagnostic de défauts figurent la robustesse aux
entrées inconnues (les perturbations agissant sur l’état, par exemple) et la conception de
filtres qui sont sensibles à certains défauts et aussi découplés que possibles des autres.
Soit un vecteur de perturbations wd affectant l’état du système (1.4.12) tel que x˙ = Ax + Bu + Edwd + Efwfy = Cx . (1.4.20)
Les méthodes présentées jusqu’ici ne sont pas à même de distinguer l’entrée inconnue
non désirée wd de l’entrée wf qui est due aux défauts. A titre d’illustration, le résidu
issu de l’observateur de l’état complet (1.4.13) devient désormais
e˙x = (A− LC)ex + Efwf + Edwd. (1.4.21)
Idéalement, un filtre découplant utilisant un observateur de structure ˙̂x = f̂(x̂,u,y)ry = ĥ(x̂,u,y) (1.4.22)
doit avoir pour objectif de générer des résidus ry sensibles à wf , insensibles à wd et
convergeant vers zéro en l’absence de défaut [279]. Une condition nécessaire à l’existence
de ce découplage exact est dim wd < dim y. Quatre approches abordant ce problème
sont résumées dans cette partie. Le placement de structure propre (section 1.4.5.1) et les
observateurs à entrée inconnue (section 1.4.5.2) sont intimement liés, en ce sens qu’ils
recherchent tout deux un découplage exact en utilisant l’algèbre linéaire. Les approches
géométriques non linéaires (section 1.4.5.4) sont une généralisation de ces idées aux
systèmes non linéaires en utilisant la géométrie différentielle, tandis que les approches
à base de norme (section 1.4.5.3) font appel à la théorie de la commande robuste pour
obtenir un découplage partiel.
1.4.5.1 Placement de structure propre
Avec le placement de structure propre (eigenstructure assignment) [270], le vecteur
de résidus est calculé en multipliant à gauche l’erreur d’estimation de la sortie ey de
l’observateur (1.4.10) par une matrice de pondération W comme suit
ry = Wey = WC(x− x̂). (1.4.23)
La conception couplée de W et du gain de l’observateur L est alors réalisée en annulant
la matrice de transfert entre wd et ry, ce qui implique que WCEd = 0, tout en assurant
la convergence asymptotique de l’observateur [280]. A noter que, sur le même principe,
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les résidus obtenus par espace de parité peuvent être rendus insensibles à des entrées
inconnues [281].
1.4.5.2 Observateur à entrée inconnue
Une extension très utile des observateurs en détection de défauts est l’observateur à
entrée inconnue (Unknown-Input Observer – UIO), qui peut être établi dans un contexte
déterministe ou stochastique. L’UIO a pour but d’estimer le vecteur d’état tout en
minimisant l’influence des entrées inconnues (comme les perturbations exogènes) par
découplage [50,282–285]. La structure d’un UIO en linéaire est donnée par ˙̂x = Fx̂ + TBu + (K1 + K2)yry = (1−CH)y−Cx̂ , (1.4.24)
où, pour assurer le découplage et la convergence asymptotique, les matrices de réglage
F,T,K1,K2,H doivent être choisies telles que
(HC− 1)Ed = 0
T = 1−HC
F = A−HCA−K1C est stable
K2 = FH
. (1.4.25)
Si un tel réglage est possible, des UIOs sensibles à tous les défauts sauf un et insensibles
aux perturbations peuvent être incorporés dans une architecture GOS, ou de manière
duale dans une architecture DOS.
L’Extended Unknown Input Observer (EUIO) [23] tient compte des non linéarités par
linéarisation autour de la trajectoire actuelle, tel un EKF. Des extensions aux modèles
complètement non linéaires ont été développées pour les systèmes dont les non linéarités
sont Lipschitziennes [285–287], et pour les systèmes qui peuvent être ramenés à des
systèmes Lipschitziens par une transformation d’état [288]. Une approche algébrique a
également été proposée dans [289,290].
1.4.5.3 Méthodes H∞
Si le découplage exact des entrées inconnues par rapport aux défauts se révèle délicat,
il peut être abordé au sens du pire cas. Les méthodes à base de norme [24, 291–293]
cherchent à maximiser l’effet des défauts sur les résidus au sens de la norme H∞ (gain
maximal de la matrice de transfert entre défauts et résidus), tout en minimisant l’in-
fluence des perturbations (gain maximal de la matrice de transfert entre perturbations et
résidus). Si le modèle initial peut être mis sous forme standard, la conception du filtre est
généralement réalisée en résolvant une ou plusieurs LMI (linear matrix inequality) [294].
L’estimation des défauts dans ce cadre a aussi été considérée dans [295].
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1.4.5.4 Approches géométriques non linéaires
La géométrie différentielle est mise à profit dans [296] pour vérifier si la conception de
filtres de diagnostic sensibles à un seul défaut et découplés des autres et des perturba-
tions est réalisable. Ce problème est soluble s’il existe des sous-systèmes observables qui
sont insensibles à tous les défauts sauf un. Cette formulation géométrique non linéaire
est fortement liée aux méthodes d’espace de parité et d’observateur à entrées inconnues,
puisqu’elle exploite aussi le noyau de la distribution d’observabilité pour générer des ré-
sidus [297]. Une résolution à partir de l’algèbre différentielle a par ailleurs été développée
dans [298,299].
Le diagnostic par inversion de système vise quant à lui à reconstruire les entrées
de commande pour détecter les défauts [300, 301]. L’inverse à gauche du système non
linéaire [302] est calculée afin d’obtenir un nouveau modèle dynamique qui reconstruise
les défauts à partir des entrées et sorties originelles ainsi que leurs dérivées successives.
Aborder le problème du diagnostic de cette manière, à savoir du côté de l’entrée du
système plutôt que de sa sortie, est un changement de point de vue très pertinent.
Cette idée sera plus largement développée au chapitre 4 dans le contexte aéronautique,
puisqu’elle est à l’origine d’une des nouvelles méthodes présentées dans ce mémoire,
dont la principale hypothèse de travail est la présence d’une centrale inertielle à bord
des aéronefs (cf. la table 1.1).
1.4.6 Méthodes utilisant l’information de commande
Les méthodes précédentes sont dites en boucle ouverte, étant donné que l’existence
d’une commande en boucle fermée est ignorée au moment de la conception des filtres
de diagnostic. Cela semble regrettable, car l’analyse des signaux de commande pourrait
fournir des informations supplémentaires sur le comportement du système et contribuer
à la détection et la localisation des défauts.
Une idée intéressante dans ce contexte est le diagnostic actif, où une entrée auxiliaire
est injectée dans le système pour accélérer l’identification d’éventuels défauts [303–305].
Cette technique a été récemment appliquée à de petits drones à voilure fixe [69, 70],
via l’ajout d’une composante sinusoïdale de faible amplitude aux signaux de commande
des actionneurs suspectés défaillants. Cette stratégie est attirante, bien qu’il faille rester
prudent lors du choix des signaux à injecter car l’entrée supplémentaire peut sévèrement
détériorer la performance voire déstabiliser le système [306].
Compte tenu du compromis entre les objectifs de détection de défauts et la perfor-
mance du système en boucle fermée, la conception couplée des lois de commande et des
filtres d’estimation a fait l’objet de quelques études [307, 308]. Des méthodes d’optimi-
sation multi-objectifs ont notamment été utilisées pour maximiser l’effet des défauts sur
les filtres tout en respectant les objectifs de commande [293]. L’effet de la boucle fer-
mée sur les méthodes classiques de diagnostic a été étudié dans [309] et plus récemment
par [310], où il est montré que les incertitudes de modèles et les défauts impliquent une
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dépendance des résidus par rapport au signal de commande. De manière plus générale,
il est indéniable que le signal de commande en boucle fermée est porteur d’information
sur les défauts, qui sont rétropropagés dans le système. Cette idée est à la base de la
nouvelle méthode de diagnostic pour les systèmes aéronautiques autonomes développée
au chapitre 3.
1.5 Analyse des résidus
Un ensemble de résidus généré à partir des méthodes décrites en section 1.4 doit être
analysé en temps réel afin de fournir un ensemble de décisions booléennes indiquant s’ils
sont symptomatiques de l’apparition de défauts. A partir de cet ensemble de valeurs, la
matrice d’incidence des défauts est construite pour exprimer l’influence de chaque défaut
sur chaque résidu [311, 312]. Dans ce contexte booléen, pour permettre la localisation
des défauts via cette logique de décision, il est nécessaire que chaque défaut influence
un ensemble distinct de résidus – c’est notamment ce que visent les architectures DOS
et GOS.
L’analyse des résidus se ramène à comparer les caractéristiques de chaque signal avec
ce qui est attendu en fonctionnement nominal. Cela concerne habituellement un chan-
gement dans la moyenne du résidu, qui doit être statistiquement proche de zéro en
conditions normales. Un changement de variance ou d’une autre propriété statistique
peut également être surveillé [17,19], mais ne sera pas abordé dans ce qui suit. Les mé-
thodes d’analyse présentées ici sont indépendantes de l’étape de génération des résidus.
Toutefois, il faut garder à l’esprit que le réglage de ces tests doit être coordonné avec
celui des méthodes de génération de résidus pour obtenir les meilleures performances
possibles.
Considérons pour simplifier la présentation un résidu scalaire r(t). La procédure d’ana-
lyse renvoie une fonction de décision booléenne scalaire, qui renvoie faux si la moyenne
r¯ du résidu est proche de sa moyenne initiale µ0 (généralement zéro) et vrai si un saut
ou une dérive du signal vers une nouvelle moyenne µ1 6= µ0 a été détectée (illustration
en figure 1.2.2). Ceci peut se formuler comme un test statistique à chaque pas de temps
entre deux hypothèses, H0 correspondant à faux et H1 à vrai [313]. H0 : r¯(t) = µ0 , µ0 connue (µ0 = 0)H1 : r¯(t) = µ1 , µ1 connue ou inconnue . (1.5.1)
La plupart des tests statistiques supposent une distribution gaussienne pour r, et né-
cessitent la connaissance de sa moyenne nominale µ0 et de sa variance nominale σ20. Ces
valeurs peuvent être estimées sur les premières données obtenues de la part du système,
pourvu que celui-ci puisse être supposé non-défaillant à son lancement. La taille du
changement à détecter µ1 peut être fixée a priori ou estimée en ligne. Il existe quatre
situations de décision, selon la correspondance entre l’hypothèse vraie et celle choisie
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par le test, comme résumé dans la table 1.5. Les objectifs opposés de minimisation des
fausses alarmes et des non détections sont un des problèmes principaux posé lors du
réglage d’un seuil ou des paramètres d’un test statistique. Une méthode automatique de
réglage de ces hyperparamètres est notamment proposée à cet effet au chapitre 5, ainsi
qu’une comparaison quantitative des méthodes exposées ici (section 5.3).
Table 1.5: Situations de décision pour un test statistique entre deux hypothèses
Décision H0 DécisionH1
H0 vraie (pas de défaut) bonne décision fausse alarme
H1 vraie (défaut) non détection bonne décision
Il faut signaler que r n’est pas nécessairement gaussien, notamment lorsque des mo-
dèles non linéaires sont impliqués. Pour pallier cela et permettre aux tests statistiques
décrits ci-après de s’appliquer, l’approche asymptotique locale [314,315] définit le résidu
modifié, calculé à partir de N observations, comme
rloc =
1√
N
N∑
t=1
r(t). (1.5.2)
Sous de faibles hypothèses sur les propriétés statistiques de r, rloc est approximativement
gaussien pour N suffisamment élevé (variante du théorème de la limite centrale). Le
temps de calcul de rloc peut toutefois impliquer un léger retard à la détection.
1.5.1 Seuillage fixe
La règle dite des « 3 sigmas » choisit un seuil fixe bilatéral égal à µ0± νσ0, avec ν ≥ 3
habituellement [316], étant donné que 99.7% des points d’une distribution gaussienne
sont à moins de trois écart-types autour de la moyenne. La décision est donc H1 lorsque
la valeur du résidu dépasse l’un de ces seuils, sinon la décision est H0. Ce test simple est
assez largement utilisé pour détecter des changement abrupts de grande amplitude, mais
entraîne en revanche des non détections lorsque la taille du changement est du même
ordre de grandeur que l’écart-type du signal.
Une variante du seuillage fixe utilisant la théorie de la commande robuste suppose
l’existence de bornes sur les incertitudes de modèle, les perturbations et les bruits, et les
propage via le générateur de résidus pour obtenir des seuils bilatéraux au sens du pire cas
(et donc conservatifs, ce qui se traduit également par des possibles non détections) [317,
318].
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1.5.2 Test de Student
Ce test statistique vérifie que le signal suit bien une distribution gaussienne N (µ0, σ0),
ce qui conditionne un seuillage automatique fournit par la table de Student pour un
niveau de confiance désiré (95% par exemple) [319]. Si ce seuil est franchi, la décision
est H1.
1.5.3 Generalized Likelihood Ratio (GLR) test
Ce test est fondé sur le rapport de vraisemblance Λ(r) de la probabilité que la moyenne
de r soit µ1 6= µ0 sur la probabilité que ce soit µ0, en supposant toujours le signal gaussien
d’écart type σ0 [17]. Sur N observations indépendantes successives de r(t), le rapport de
vraisemblance est
Λ(r) =
exp
(
−
∑N
t=1(r(t)−µ1)2
2σ20
)
exp
(
−
∑N
t=1(r(t)−µ0)2
2σ20
) = exp [(µ1 − µ0)
σ20
N∑
t=1
(
r(t)− µ0 + µ12
)]
. (1.5.3)
Le test du rapport de vraisemblance, construit à partir du lemme de Neyman-Pearson,
décide H0 si Λ(r) < λ et sinon H1, où λ est un seuil à choisir arbitrairement [320]. La
version « généralisée » utilise l’estimation en ligne au sens du maximum de vraisem-
blance µ̂1 de µ1 pour pouvoir détecter des changements d’amplitude inconnue (variant
éventuellement dans le temps). En pratique, l’implémentation utilise le logarithme du
rapport des vraisemblances sur N observations comme suit
N∑
t=1
r(t) < σ
2
0
µ̂1 − µ0 ln (λ) +
N (µ0 + µ̂1)
2 =⇒ de´ciderH0
sinon =⇒ de´ciderH1
.
1.5.4 Sequential Probability Ratio Test (SPRT)
Le SPRT est proche du GLR, en ce sens qu’il fait également appel au rapport de vrai-
semblance. Toutefois, la taille minimale de changement à détecter µ1 doit être spécifiée,
et le seuil λ est complètement défini en fixant la probabilité désirée de fausse alarme pfa
et celle de non détection pnd [17]. La décision à chaque pas est fournie par
Λ(r) < pnd1− pfa =⇒ de´ciderH0
Λ(r) > 1− pnd
pfa
=⇒ de´ciderH1
sinon pas de de´cision
. (1.5.4)
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Ce test introduit une option de « non décision », signalant que davantage de données
sont nécessaires pour trancher entre H0 et H1. Dans le contexte du diagnostic, où il faut
absolument fournir une décision à chaque instant, cela peut être interprété comme un
comportement non défaillant, c’est-à-dire H0.
1.5.5 Test du CUSUM
Sous l’hypothèse minimale que le résidu est centré, ce test bilatéral s’exprime de la
manière suivante [17,19,321] S1(t) = max (S1(t− 1) + r(t)− (µ0 + µ1)/2, 0)S2(t) = min (S2(t− 1)− r(t) + (µ0 + µ1)/2, 0) , (1.5.5)
où µ1 représente la taille minimale du défaut à détecter, qui doit être spécifiée. La règle
de décision est  (S1 > λ) ou (S2 > λ) =⇒ de´ciderH1sinon =⇒ de´ciderH0 , (1.5.6)
avec λ un seuil réglable reflétant le taux désiré de fausse alarme.
1.5.6 Randomised SubSampling (RSS)
Cette méthode, proposée récemment dans [322], utilise M sous-échantillonnages du
signal sur N observations. La somme des erreurs vis-à-vis de la moyenne attendue µ0
est calculée sur chaque sous-échantillon. La décision est H0 si L parmi les M sommes
sont positives et L au moins sont négatives, sinon la décision est H1. Une propriété
intéressante de ce test est que la probabilité de fausse alarme est intrinsèquement égale
à 2L/M . La charge de calcul nécessaire est toutefois bien plus élevée que celle des tests
précédents.
1.6 Discussion
Une modélisation générique mais réaliste de la dynamique des engins aérospatiaux,
ainsi que des principaux défauts pouvant les affecter a été présentée dans ce chapitre.
Les points clés des méthodes de détection et de localisation de défauts applicables dans
ce contexte ont été expliqués, avec une attention particulière portée aux méthodes à
base de modèles sans oublier une courte revue des méthodes « sans modèle ». Cette
présentation est appuyée par une large étude bibliographique qui permet aux lecteurs
du domaine aérospatial et du diagnostic d’avoir une vision d’ensemble des applications
récentes. La table 1.4, qui relie chaque approche de diagnostic au type d’application
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traitée, est particulièrement pertinente à ce sujet. Il ressort de cette étude qu’aucune
méthode ne s’applique exclusivement à un type de véhicule.
Les méthodes d’estimation de paramètres (1.4.2) sont appropriées pour la détection
de changements structurels, tandis que les autres méthodes à base de modèles (1.4.3 à
1.4.6) sont plus intéressantes pour détecter des défauts de capteurs ou d’actionneurs.
Des éléments qualitatifs de comparaison sont disponibles dans [31–34,37,38]. Les bancs
d’estimateurs d’état (1.4.3) apparaissent comme l’approche la plus polyvalente, car ils
permettent de prendre en compte tout type de défaut et de générer des résidus structu-
rés facilitant la localisation. Les points négatifs sont l’effort de modélisation requis et la
charge de calcul très importante compte tenu des ressources disponibles à bord. A titre
d’illustration, pour surveiller douze défauts relatifs à l’une des douze variables d’état
du modèle d’un système aéronautique, il faut intégrer numériquement douze filtres. Des
approches alternatives sont donc nécessaires, ainsi que le développement de la puissance
de calcul embarquée. L’estimation des défauts sans passer par une logique de décision est
une solution intéressante, puisque la matrice d’incidence des défauts n’est plus requise.
Une tendance dans cette direction s’est amorcée récemment, avec notamment l’intro-
duction d’observateurs à mode glissant et d’approches géométriques pour les systèmes
non linéaires. La méthode de diagnostic à base d’inversion de système développée au
chapitre 4 s’inscrit dans cette logique.
Une autre propriété intéressante, qu’il serait intéressant de mieux exploiter dans le
cadre du diagnostic en aéronautique, est l’absence d’entrée de commande dans les équa-
tions cinématiques (1.3.1) et (1.3.3). Ces relations fournissent donc de la redondance
analytique utilisable séparément pour traiter les défauts capteurs. De la même manière,
les défauts d’actionneurs seraient à examiner uniquement à la lumière des équations des
forces et des moments (1.3.4) et (1.3.11).
Les non linéarités présentes dans la dynamique des modèles aérospatiaux (1.3) li-
mitent le champ d’application des méthodes à base de modèle. La linéarisation ou les
approximations polynomiales ajoutent en effet de l’incertitude à des modèles dont les
paramètres sont de plus connus avec une certaine marge d’erreur. Malgré ce constat, la
plupart des applications traitées se fondent sur un modèle linéaire ou linéarisé : 29% des
publications répertoriées dans la table 1.4 utilisent un modèle linéaire, 46% un modèle
linéarisé et seulement 25% un modèle non linéaire. La tendance récente est toutefois à
l’exploitation de modèles plus précis, par exemple non linéaire affines en la commande,
ce qui semble être un compromis acceptable pour modéliser le comportement des aéro-
nefs. Les méthodes de détection et localisation de défauts pour les modèles non linéaires
continuent à faire l’objet de recherche, comme les observateurs non linéaires, et les ap-
plications aéronautiques sont à même d’inspirer des développements dans ces domaines.
Cette préoccupation sera présente tout au long de la partie 2, où aucune linéarisation
ne sera introduite dans les nouvelles méthodes de diagnostic proposées.
Il faut par ailleurs garder à l’esprit que les engins aéronautiques sont commandés en
boucle fermée par des algorithmes de guidage-pilotage. Une meilleure exploitation de
cette structure devrait permettre de rendre le diagnostic plus performant. Des méthodes
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en ce sens, telles que le diagnostic actif (1.4.6) semblent prometteuses. Une voie nouvelle,
à savoir l’étude de l’influence des défauts sur le respect des objectifs de commande, sera
exploitée au chapitre 3.
Enfin, l’évaluation objective des différentes méthodes sur un même cas test réaliste
est indispensable pour concevoir une méthodologie de diagnostic adaptée. Les indica-
teurs de performance quantitatifs décrits en 1.2.4 sont ainsi utilisables pour mesurer la
performance et tenter de l’optimiser. Toutes les méthodes de diagnostic évoquées dans
ce chapitre dépendent de paramètres internes, généralement nommés hyperparamètres,
qui conditionnent fortement leur performance. Afin de pouvoir comparer ces méthodes,
leurs hyperparamètres doivent être réglés de manière optimale vis à vis des indicateurs
quantitatifs. Des outils pour arriver à un tel résultat sont notamment développés en
partie 3.
Positionnement
o Modélisation générique de la dynamique des systèmes aérospatiaux
o Rappels et état de l’art des méthodes de diagnostic
Contributions
o Modèle unifié des défauts de capteurs et d’actionneurs usuels
o Organisation d’une bibliographie conséquente dédiée au diagnostic appliqué à
l’aéronautique et au spatial en une classification méthodes/véhicules
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Chapitre 2
Modèle du cas test aéronautique
Résumé – Le cas test aéronautique qui servira de support aux études menées dans
ce mémoire est présenté dans ce chapitre. Le modèle dynamique de l’aéronef, de ses
capteurs et de ses actionneurs est précisé, et sa boucle de guidage-pilotage est décrite.
2.1 Présentation
Le cas test aéronautique utilisé correspond à un missile intercepteur sol-air dont le
mouvement complet (six degrés de liberté) est considéré. L’orientation de l’engin est
commandée en roulis, tangage et lacet par un ensemble de quatre gouvernes symétriques
disposées en croix. La poussée, dirigée dans l’axe de l’engin, est déterminée par le taux
de propulsion. Une centrale inertielle (IMU), composée de trois gyromètres et de trois
accéléromètres, est couplée à un système de navigation inertielle (INS) qui intègre ces
mesures pour reconstruire l’état de l’aéronef. Ces composants sont prédéfinis, et il n’y a
pas de redondance matérielle (simplement un degré d’actionnement supplémentaire). Ces
caractéristiques ne sont pas spécifiques du cas test et sont partagées par de nombreuses
autres applications, tel un drone en mission d’exploration (voir la table 1.1). L’aéronef
paramétré dans le repère qui lui est lié est présenté en figure 2.1.1. La dynamique du
missile est décrite par un modèle d’état non-linéaire, détaillé en 2.2, qui reprend les
principaux éléments de la section 1.3. L’interception d’une cible mobile est réalisée par
une boucle classique de guidage-pilotage (section 2.3). Les cas de défauts subis par le
véhicule et ses composants sont évoqués en section 2.4.
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Figure 2.1.1: Schéma du missile en repère engin
2.2 Modèle dynamique
2.2.1 Modèle dynamique
Selon la relation fondamentale de la dynamique, la résultante des forces extérieures
s’exerçant sur le véhicule exprimée en repère engin est∑
fext = m (v˙bm + ω × vbm) (2.2.1)
avec fext = faero + fprop + fg comme indiqué dans l’équation (1.3.4). Compte tenu de la
consommation relativement faible, la masse globale de l’engin est supposée constante.
L’équation des forces peut donc se mettre sous la forme (1.3.4), rappelée ici pour le
confort de lecture, 
v˙bx
v˙by
v˙bz
 = 1m (faero + fprop + fg)−

p
q
r
×

vbx
vby
vbz
 (2.2.2)
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où les forces aérodynamiques, sous l’hypothèse de petites variations des braquages de
gouvernes, sont données par
faero = Qsref

− (cx0 + cxαα + cxδlδl + cxδmδm + cxδnδn)
cy0 + cyββ + cyδlδl + cyδnδn
− (cz0 + czαα + czδmδm)
 , (2.2.3)
la force de propulsion, sous l’hypothèse d’un modèle linéaire de poussée orienté parfai-
tement selon la direction principale de l’engin, est
fprop =

fmin + (fmax − fmin) η
0
0
 , (2.2.4)
et la force de gravitation est
fg =

− sin θ
cos θ sinϕ
cos θ cosϕ
mg. (2.2.5)
Par ailleurs, le théorème du moment cinétique donne la relation
∑
mext =
d (Iω)
dt
+ ω × Iω (2.2.6)
avec mext = [Laero,Maero, Naero]T. En tenant compte de la forme particulière de la matrice
d’inertie I = diag(a, b, b) (diagonale puisque le missile est symétrique, quasi-cylindrique)
et en la supposant constante au cours du temps, on obtient l’équation des moments
p˙ = QsrefLaero
a
q˙ = 1
b
[QsrefMaero − (a− b)pr]
r˙ = 1
b
[QsrefNaero − (b− a)pq]
(2.2.7)
avec 
Laero = cl0 + clββ + clδlδl + clδnδn + lref√v2bx+v2by+v2bz clpp
Maero = cm0 + cmαα + cmδmδm + lref√v2bx+v2by+v2bz cmqq
Naero = cn0 + cnββ + cnδlδl + cnδnδn + lref√v2bx+v2by+v2bz cnrr
(2.2.8)
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La dynamique angulaire est quant à elle donnée par la relation cinématique préalable-
ment énoncée en (1.3.3),
ϕ˙
θ˙
ψ˙
 =

1 sinϕ tan θ cosϕ tan θ
0 cosϕ − sinϕ
0 sinϕcos θ
cosϕ
cos θ


p
q
r
 (2.2.9)
La description du modèle est complétée par le changement de coordonnées de la vitesse
du repère engin vers le repère de navigation, via la matrice de rotation impliquant les
trois angles d’Euler en roulis, tangage et lacet, x˙y˙
z˙
 =
 cosψ cos θ − sinψ cosϕ+ cosψ sin θ sinϕ sinψ sinϕ+ cosψ sin θ cosϕsinψ cos θ cosψ cosϕ+ sinψ sin θ sinϕ − cosψ sinϕ+ sinψ sin θ cosϕ
− sin θ cos θ sinϕ cos θ cosϕ

 vbxvby
vbz
 .
(2.2.10)
Ce modèle appartient à la classe générique des systèmes non linéaires affines en la
commande, étant donné les hypothèses de petites variations d’angles des gouvernes et
le modèle linéaire de propulsion. Le vecteur de commande comporte les braquages des
gouvernes équivalentes et le taux de propulsion, u = [δl, δm, δn, η, ]T. Le vecteur d’état
est x = [x, y, z, vbx, vby, vbz, p, q, r, ϕ, θ, ψ]T, comme indiqué précédemment en (1.3.13).
2.2.2 Modèle des actionneurs
Figure 2.2.1: Numérotation des gouvernes réelles (vue arrière)
La dynamique du taux de propulsion est supposée décrite par un modèle linéaire du
premier ordre. L’orientation du missile est commandée via quatre gouvernes disposées
en croix comme illustré en figure 2.2.1, avec deux gouvernes de profondeur d’angles de
braquage δ2 et δ4, ainsi que deux gouvernes de direction d’angles de braquage δ1 et
δ3. Les retards induits par leurs servomoteurs sont modélisés comme des fonctions de
transfert du deuxième ordre avec saturations en angle (0.35 rad) et en vitesse angulaire
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(1.57 rad/s). La correspondance entre ces braquages de gouvernes réelles et ceux des
gouvernes équivalentes δl, δm, δn est donnée par

δl
δm
δn
 =

1
4
1
4
1
4
1
4
0 12 0 −12
−12 0 12 0


δ1
δ2
δ3
δ4
 (2.2.11)
Notons que ce n’est pas la seule manière possible d’allouer les commandes, et qu’il existe
un degré d’actionnement supplémentaire dans le système (quatre gouvernes pour trois
actions requises). Cela n’est toutefois pas assimilable à de la redondance matérielle, car
chaque gouverne met en œuvre une action distincte. C’est toutefois un atout exploi-
table dans un objectif d’accommodation aux défauts, notamment en cas de perte d’une
gouverne.
2.2.3 Modèle des capteurs
Le principal ensemble de capteurs est une centrale inertielle couplée à un calculateur,
formant le système de navigation inertielle. La centrale mesure les trois composantes
d’accélération non-gravitationnelle, ainsi que les trois composantes de la vitesse angu-
laire. Le système de navigation intègre ces signaux afin de reconstituer la position, la
vitesse ainsi que les angles d’attitude. Le vecteur des sorties y comprend les variables
[x, y, z, vbx, vby, vby, vbz, p, q, r, ϕ, θ, ψ, abx, aby, abz]T. Il est ainsi supposé que l’ensemble
du vecteur d’état est estimé par le système de navigation inertielle. Il est également in-
téressant de remarquer que la dimension du vecteur de mesure est plus importante que
celle du vecteur d’état ; nous utiliserons cette propriété au chapitre 4 pour définir une
nouvelle méthode de diagnostic des défauts d’actionneurs.
Les capteurs, que ce soit la centrale inertielle ou le dispositif de suivi de la cible,
sont affectés par des incertitudes de mesure. Trois types d’erreurs sont classiquement
considérées pour les centrales inertielles, à savoir les biais, les facteurs d’échelle et du
bruit. Si l’on considère un gyromètre donnant la mesure p˜ de la vitesse angulaire de
roulis p, le modèle de mesure est le suivant :
p˜ = kpp+ bp + wp (2.2.12)
où kp est le facteur d’échelle, bp le biais et wp est un bruit blanc gaussien de moyenne
nulle et d’écart-type σp. Les valeurs caractéristiques de ces trois paramètres (pour chacun
des six capteurs formant la centrale inertielle) sont fournies par le constructeur et fixées
dans la simulation du cas test à des valeurs réalistes. La position et la vitesse de la
cible à intercepter en repère inertiel sont mesurées par un radar au sol ou à l’aide d’un
dispositif embarqué, selon la technologie retenue, formant le vecteur de mesures cible
c = [xt, yt, zt, x˙t, y˙t, z˙t]T. Ces mesures sont supposées sujettes uniquement à du bruit
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blanc gaussien [323].
2.2.4 Modèle longitudinal (2D)
Afin de travailler sur un modèle allégé pour le prototypage de méthodes d’observa-
tion ou de commande, le modèle longitudinal du missile dans le plan vertical peut être
obtenu en annulant la dynamique des variables d’état latérales xlat = [y, vby, p, r, ϕ, ψ]
et en conservant les variables d’état longitudinales xlon = [x, z, vbx, vbz, q, θ]. Le modèle
dynamique longitudinal à 6 variables d’état, avec comme seules entrées de commande η
et δm est alors fourni par
x˙ = vbx cos θ + vbz sin θ
z˙ = vbz cos θ − vbx sin θ
v˙bx = −qvbz − g sin θ − Qsrefm (cx0 + cxαα + cxδmδm) + 1m (fmin + (fmax − fmin)η)
v˙bz = qvbx + g cos θ − Qsrefm (cz0 + czαα + czδmδm)
q˙ = Qsref
b
(
cm0 + cmαα + cmδmδm + lref√v2bx+v2bz cmqq
)
θ˙ = q
.
(2.2.13)
Ce modèle sera notamment utilisé au chapitre 4 pour illustrer le principe de la méthode
développée, puis sera remplacé par le modèle complet à 12 variables d’état pour une
étude plus avancée.
2.3 Guidage-pilotage
Le guidage peut viser à faire tendre vers zéro la distance entre un engin et son objec-
tif (point de passage, trajectoire, cible). Dans le cas de l’interception, il faut amener le
missile en rendez-vous avec la cible. Cette tâche est réalisée via la boucle de navigation-
guidage-pilotage (Guidance Navigation and Control – GNC), illustrée en figure 2.3.1,
dans laquelle sont définis de manière découplée un algorithme de navigation, une loi de
guidage et un pilote automatique. La tâche de navigation consiste à estimer les infor-
mations relative à l’état du véhicule, fournies ici par le système de navigation inertielle.
La boucle de guidage vise à suivre une trajectoire de référence définie par les contraintes
géométriques et cinématiques du problème et fournit à cet effet des consignes d’accélé-
rations et d’angles d’attitude, qui seront ensuite appliquées par la boucle de pilotage (de
cadence généralement plus élevée). Différentes lois de guidage ont été imaginées dans la
littérature, avec pour base commune les définitions qui suivent [323–325].
52
2.3 Guidage-pilotage
Figure 2.3.1: Boucle de guidage-pilotage
2.3.1 Définitions
En se plaçant dans le repère de navigation (lié à la Terre),
– xm = [x, y, z]T est la position du missile,
– xt = [xt, yt, zt]T est la position de la cible,
– vm = [x˙, y˙, z˙]T est la vitesse du missile,
– vt = [x˙t, y˙t, z˙t]T est la vitesse de la cible.
Le vecteur de la position du missile à celle de la cible est la ligne de vue (LDV),
r = xt − xm. (2.3.1)
L’opposé de la dérivée temporelle de la ligne de vue est la vitesse de rapprochement,
vc = −r˙ = vm − vt. (2.3.2)
L’orientation de la ligne de vue est paramétrée par λ, et la vitesse de rotation de la
ligne de vue est
λ˙ = r× r˙‖r‖2 . (2.3.3)
La géométrie du problème, projetée dans le plan contenant le missile, la cible et le
vecteur de référence horizontal du repère inertiel, est donnée en figure 2.3.2.
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Figure 2.3.2: Géométrie du problème de guidage
2.3.2 Lois de guidage
La poursuite (PP – pure pursuit) et la navigation proportionnelle (PNG – proportional
navigation guidance) sont deux lois de guidage classiques parmi les plus utilisées pour
l’interception [323–325]. Elles diffèrent par les règles géométriques sur lesquelles elles se
fondent, qui vont maintenant être détaillées.
Les lois de type poursuite visent à aligner la vitesse du poursuivant, vm, avec la ligne
de vue, r. La poursuite en vitesse met en œuvre cette règle en calculant la consigne
d’accélération proportionnellement à l’angle entre vm et r. Il est également possible
d’aligner l’axe du véhicule sur la ligne de vue, cette deuxième loi étant connue sous le nom
de poursuite en angle. Dans le cas de la poursuite en vitesse, adoptée ici, l’accélération
de consigne est égale à
aPP = kPP · (vm × r)× vm‖r‖ ,
où kPP est le gain de poursuite à régler.
La navigation proportionnelle suit la règle dite de navigation parallèle. Celle-ci consiste
à conserver la direction de la ligne de vue constante dans le repère inertiel. Autrement
dit, la ligne de vue est toujours parallèle à la ligne de vue initiale. Ce principe, également
dénommé navigation à cap constant, revient à faire tendre la vitesse de rotation de la
ligne de vue λ˙ vers zéro. La loi de commande en accélération est donc prise proportion-
nelle à λ˙, ce qui donne l’accélération de consigne suivante
aPNG = kPNG · (r× vc)× vm‖r‖2 ,
où kPNG est le gain de la navigation proportionnelle, à choisir.
Il existe de nombreuses variantes des lois de guidage à partir des principes de poursuite
et de navigation proportionnelle [323]. La loi PNG nécessite davantage d’informations de
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capteurs, mais se révèle plus efficace que la poursuite car elle suit quasiment le plus court
chemin de la position de départ à la cible. Les lois de poursuite en vitesse et de navigation
proportionnelle telles que définies ci-dessus seront utilisées dans le cadre du cas test. La
figure 2.3.3 montre le comportement des deux lois retenues pour l’interception d’une
cible peu manœuvrante. Les conditions de vol qui seront – sauf indication contraire –
adoptées tout au long du mémoire, y compris pour les figures 2.3.3 et 2.4.1 du chapitre
présent, sont données dans la table 2.1.
Table 2.1: Conditions de vol
Missile Cible
Vitesse nominale 270 m·s−1 200 m·s−1
Position initiale
x = 0 m
y = 0 m
z = 0 m
x = 15000 m
y = 1000 m
z = 3000 m
Accéléromètres (i ∈ [x, y, z])
bi ∼ N (0, 5 · 10−4)
ki ∼ N (0, 2 · 10−3)
σi = 2 · 10−3
-
Gyromètres (i ∈ [p, q, r])
bi ∼ N (0, 1 · 10−5)
ki ∼ N (0, 5 · 10−5)
σi = 3 · 10−4
-
Écart-type du bruit du radar -
position : 2 m
angle : 2 · 10−3 rad
vitesse : 2 m · s−1
Erreur de mesure initiale en
position 50 m 50 m
Erreur de mesure initiale en
vitesse 2 m·s
−1 5 m·s−1
2.3.3 Pilotage
La boucle de contrôle d’attitude, ou pilote automatique, est conçue pour traduire les
ordres d’accélération calculés par le module de guidage en terme de sollicitations des
actionneurs. Dans la plupart des cas, y compris ici, ce pilote est constitué de trois cor-
recteurs linéaires à avance de phase découplés qui calculent les angles de gouverne équi-
valentes à appliquer à partir de ces ordres d’accélération. Il permet également de réaliser
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Figure 2.3.3: Interception par loi de poursuite ou navigation proportionnelle
la stabilisation en vitesse angulaire de l’engin. Une quatrième voie permet d’obtenir le
taux de propulsion, par correction proportionnelle de la vitesse vis à vis d’une référence.
L’allocation des gouvernes réelles en fonction des braquages des gouvernes équivalentes
fournies par le module de pilotage est donnée par la pseudo-inverse de (2.2.11),
δ1
δ2
δ3
δ4
 =

1 0 −1
1 1 0
1 0 1
1 −1 0


δl
δm
δn
 (2.3.4)
2.4 Scénarios de défauts
Les scénarios de défauts de capteurs et d’actionneurs ont été définis en fonction des
modèles présentés en section 1.3.2. Les défauts de capteurs peuvent être tout changement
dans les paramètres caractéristiques d’incertitudes de la centrale inertielle, tel que des
biais supplémentaires ou des aggravations de facteurs d’échelle sur les mesures. Les
défauts d’actionneurs qui seront examinés sont une perte d’efficacité de la propulsion de
25 à 50%, ainsi que le blocage inopiné d’une ou plusieurs gouvernes (dû à du givrage
ou un mauvais fonctionnement des servomoteurs), ou leur oscillation indésirable (causée
par des perturbations électroniques injectant des signaux parasites dans la boucle de
commande). Des exemples de trajectoires défaillantes sont donnés en figure 2.4.1, pour
les deux lois de guidage considérées, dans le cas du blocage d’une gouverne de profondeur
et d’une gouverne de direction.
56
2.5 Conclusion
Enfin, afin de prendre en compte l’incertitude sur les valeurs des coefficients aérodyna-
miques, chaque fonction c(·) est multipliée soit par 0.75 soit par 1.25 avec une probabilité
égale pour ces deux valeurs à chaque lancement de simulation, tout en conservant les
paramètres de commande et d’observation conçus pour les valeurs nominales du modèle.
Figure 2.4.1: Trajectoires en présence de défauts
2.5 Conclusion
Ce court chapitre a permis de décrire la simulation complète d’un problème d’intercep-
tion classique. Bien qu’étant nécessairement une représentation simplifiée de la réalité,
ce cas test est constitué d’un modèle réaliste d’aéronef non-linéaire à six degrés de li-
berté pouvant être guidé vers sa cible par deux algorithmes de guidage classiques. Les
incertitudes de mesure et de modélisation sont également prises en compte.
Positionnement
o Définition d’un cas test aéronautique représentatif
o Modèle dynamique non-linéaire à six degrés de liberté
o Lois de guidage-pilotage usuelles
o Capteurs et actionneurs classiques, non redondants et défauts les affectant
o Incertitudes réalistes de mesure et de modélisation
Contributions
o Définition d’un cas test aéronautique représentatif
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commande
Résumé – Une nouvelle méthode de détection et de localisation de défauts pour les
systèmes aéronautiques commandés en boucle fermée est proposée dans ce chapitre. Le
diagnostic y est considéré du point de vue de la réussite de la mission. L’approche pro-
posée vérifie l’adéquation du système aux objectifs de commande imposés par la loi de
guidage-pilotage. Cette procédure n’exploite pas directement le modèle dynamique du
système, ce qui allège significativement la charge de calcul embarquée et augmente la
robustesse aux imprécisions de modèle. Les résultats sur le cas test défini au chapitre 2
confirment l’intérêt d’une telle approche. Une analogie avec les méthodes à base d’obser-
vateur est également développée. Ces travaux ont donné lieu à la publication d’un article
dans une revue internationale [1] et de deux articles en conférences internationales [3,5].
3.1 Introduction
Les méthodes de détection de défauts à base de modèles dynamiques testent la cohé-
rence des entrées et sorties mesurées sur le système avec le modèle, comme nous l’avons
vu au chapitre 1. En aéronautique, les connaissances en mécanique du vol fournissent des
modèles d’évolution non linéaires qui représentent bien le comportement des aéronefs.
L’exploitation de tels modèles soulève toutefois le problème de la limite de la capacité de
calcul disponible sur le véhicule, qui risque d’être insuffisante pour manipuler ces objets
en temps réel. Il apparaît donc intéressant de recourir à des méthodes qui analysent
directement les signaux mesurés par les capteurs, afin de s’affranchir de l’intégration de
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systèmes d’équations différentielles.
Par ailleurs, la majorité des approches de diagnostic des systèmes ne prennent pas spé-
cifiquement en compte le caractère bouclé des systèmes commandés. Il semble cependant
que l’information de commande puisse fournir des éléments supplémentaires pour la dé-
tection et la localisation des défauts dans le système dynamique. A ce titre, les méthodes
de diagnostic actif proposent d’injecter un signal auxiliaire en entrée du système afin de
faciliter la distinction entre les modes de fonctionnement sain et défaillant [303]. Bien
que cette stratégie semble être à même d’accélérer la prise de décision (voir [69,70] pour
une application aux drones), il n’existe pas à l’heure actuelle d’approche systématique
pour choisir un tel signal et il est donc difficile de garantir que l’entrée additionnelle
ne déstabilise pas le système [306]. C’est pourquoi une autre voie, ne nécessitant pas
d’interférence avec la boucle de commande existante, est suivie ici.
L’effet de la boucle de rétroaction sur le diagnostic a été analysée dans [309, 310].
Ceci est en lien avec la conception couplée des lois de commande et des filtres de
diagnostic, examinée notamment dans [159, 307], afin de réaliser un compromis entre
les performances de diagnostic et de commande. Ces objectifs étant opposés (dilemme
commande–diagnostic), le signal de commande contient nécessairement de l’information
concernant les défauts affectant un système bouclé [326,327]. C’est ce constat qui est à
la base de la méthode que nous proposons. Les approches de suivi des performances en
boucle fermée (closed-loop performance monitoring), bien qu’elles ne soient pas directe-
ment liées au diagnostic de défauts, sont également proches du point de vue adopté ici.
Leur objectif est de détecter des changements dans les performances de la commande,
en vérifiant si le correcteur réalise correctement sa mission en comparant la moyenne et
la variance observées du signal de rétroaction avec leurs valeurs attendues [327,328].
La nouvelle méthode développée dans ce chapitre considère la détection de défauts
dans le même esprit que le suivi de performance. L’hypothèse principale est que l’algo-
rithme de guidage-pilotage de l’aéronef a été correctement conçu et réglé pour répondre
à chaque instant aux exigences de la mission. Ainsi, le système et sa commande en boucle
fermée peuvent être considérés comme une seule entité réalisant un certain nombre d’ob-
jectifs de commande mesurables instantanément. Le principe de la méthode de diagnostic
proposée est d’utiliser ces objectifs de commande pour le calcul des résidus indicateurs
de la présence de défauts.
Le principe de la méthode et la traduction des objectifs de commande en résidus pour
le cas test défini au chapitre 2 sont exposés en section 3.2. Il y est également précisé
comment la sensibilité des résidus aux défauts peut être établie, en se fondant sur les
équations de la dynamique du système. Les résultats pour un certain nombre de scénarios
défaillants affectant les capteurs et les actionneurs de ce véhicule sont présentés en sec-
tion 3.3. Une analogie avec le principe des méthodes classiques à base de reconstructeurs
d’état est finalement introduite en section 3.4, suivie d’une discussion en section 3.5.
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3.2 Approche de diagnostic en boucle fermée
La détection et la localisation de défauts sur les capteurs et les actionneurs du cas
test défini au chapitre 2 est un problème difficile, car les équations d’état sont non-
linéaires et fortement couplées. Par ailleurs, une forte incertitude existe sur les coefficients
aérodynamiques du modèle non linéaire, ce qui rend la conception d’un filtre d’estimation
délicate. Pour pallier ces difficultés, il est proposé ici de considérer le diagnostic du point
de vue de la réussite de la mission, et d’analyser en conséquence le respect des objectifs
de guidage et de pilotage par le système.
3.2.1 Principes
Le but du guidage est d’amener le véhicule à un emplacement souhaité qui peut être
mobile (cible) ou fixe (points de passage), tandis que le pilotage assure la stabilité du
vol en établissant les consignes transmises aux actionneurs. Les lois de guidage sont
fondées sur un ensemble de contraintes géométriques et cinématiques caractéristiques de
l’engin et de son environnement (voir la section 2.3). L’apparition d’un défaut entraîne
un non-respect des contraintes de commande, qu’il devient possible de détecter. Ce type
de méthode contribue à limiter la complexité calculatoire car les résidus ainsi obtenus
sont des fonctions simples des mesures, ne faisant pas intervenir d’équation différentielle
à résoudre.
L’hypothèse principale est de considérer que la loi de guidage et la boucle de com-
mande ont été réglées pour réaliser les objectifs de commande de façon instantanée.
Les signaux de commande sont directement calculés à partir des mesures fournies par
la centrale inertielle. Le correcteur cherche à compenser un éventuel défaut affectant le
système bouclé, pour atteindre l’objectif initial. La règle de base de la loi de guidage
n’est alors plus respectée si un actionneur en défaut n’est plus à même de réaliser la
consigne qui lui est fournie, ou si un capteur défaillant fournit une information qui n’est
pas cohérente avec le mouvement et les autres mesures. Il apparaît donc intéressant
d’utiliser les contraintes géométriques ou cinématiques que l’aéronef vérifie en régime
nominal pour construire des résidus indicateurs de la présence de défauts. Les objec-
tifs de commande considérés sont des fonctions statiques de variables connues (sorties,
état estimé, références désirées) pouvant être calculées à chaque instant. Si de petites
variations locales des résidus ainsi construits autour de zéro (objectif de commande at-
teint) sont inévitables, de larges déviations doivent permettre la détection de défauts. La
connaissance du modèle dynamique du système servira seulement à établir à quel défaut
sont sensibles les différents objectifs de commande, comme développé en section 3.2.3.
Notons que la robustesse de la commande en boucle fermée aux imprécisions de mesure
et de modèle permet de rendre le diagnostic robuste à ces imprécisions.
En résumé, les objectifs de commande représentent le comportement global attendu du
système en boucle fermée sans nécessiter une étude précise de sa dynamique. Surveiller
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la distance entre les valeurs attendues des objectifs de commande et celles réellement
obtenues est finalement analogue aux méthodes classiques de diagnostic utilisant l’es-
timation de paramètres ou d’état, qui testent si la valeur estimée correspond à celle
prédite (nous y reviendrons en section 3.4). L’approche présentée ici semble cependant
tout à fait nouvelle, car aucune étude n’a à notre connaissance assimilé les objectifs de
commande à des résidus. L’erreur de suivi a simplement été utilisée dans le cadre du
suivi de performance pour vérifier l’efficacité d’un correcteur [328] mais pas dans le but
de détecter des défauts.
3.2.2 Génération de résidus
Les résidus, pour les deux lois de guidage décrites en section 2.3, sont fournis par les
objectifs de commandes liés aux deux lois présentées.
3.2.2.1 Résidus avec la loi de poursuite (PP)
L’angle entre la vitesse du missile vm et la ligne de vue r doit être proche de zéro si
la commande de la loi de poursuite est correctement appliquée. Quatre résidus scalaires
peuvent donc être générés : les trois premiers expriment la nullité du produit vectoriel
entre ces deux vecteurs et le quatrième le fait que leur produit scalaire doit être égal au
produit de leurs normes.
r1→3pp = vm × r, (3.2.1)
r4pp = vTmr− ‖vm‖ ‖r‖ . (3.2.2)
Par ailleurs, la boucle rapide de pilotage a été conçue pour assurer la stabilisation et de
ce fait pour amener la vitesse angulaire de l’engin à une valeur faible. Cette information
fournit ainsi trois résidus scalaires supplémentaires, via la vitesse angulaire de l’aéronef
ω,
r5→7pp = ω = [p, q, r]T. (3.2.3)
3.2.2.2 Résidus avec la loi de navigation proportionnelle (PNG)
L’objectif de la navigation proportionnelle se traduit par une consigne nulle du taux
de rotation de la ligne de vue λ˙, ce qui revient d’après (2.3.3) à aligner r et r˙. Comme
précédemment, trois résidus scalaires sont obtenus via le produit vectoriel de ces deux
vecteurs et un quatrième via leur produit scalaire. Leurs expressions sont
r1→3png = r× r˙, (3.2.4)
r4png = rTr˙− ‖r‖ ‖r˙‖ . (3.2.5)
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La boucle de pilotage est indépendante de la loi de guidage utilisée, et les trois résidus
supplémentaires en vitesse angulaire définis par (3.2.3) sont donc également utilisables.
r5→7png = ω = [p, q, r]T. (3.2.6)
3.2.2.3 Résidu de propulsion
Les sept résidus de guidage décrits ci-dessus sont à même de détecter des défauts sur
les capteurs et les gouvernes. Par contre, ils ne sont pas sensibles (ou ne le sont que
de manière transitoire) aux défauts affectant la propulsion, puisque la régulation de la
poussée est découplée du reste de la commande dans le cas qui nous occupe. Ainsi, les
objectifs de guidage peuvent rester réalisés malgré une défaillance de la poussée. C’est le
cas lorsque la cible est peu manœuvrante, comme dans le cas du cas test considéré, où
les lois de guidage proposées s’appliquent. Une manœuvre significative de la cible risque
en revanche de mettre à mal ces conditions, comme nous le verrons sur un exemple en
section 3.3.3.3.
Un résidu lié à un objectif de commande supplémentaire doit donc être examiné pour
contrôler le comportement du dispositif de propulsion. Un indicateur classique de l’issue
prévue de la mission d’interception est le temps estimé d’atteinte de la cible (time-to-
go), tgo. Un estimateur de tgo parmi les plus fréquemment utilisés est le rapport entre
les normes de la ligne de vue et de la vitesse de rapprochement [329],
t̂go =
‖r‖
‖vc‖ . (3.2.7)
La figure 3.2.1 présente les résultats de simulation, avec les conditions de la table 2.1,
en l’absence de défaut et avec une perte d’efficacité de 50% de la capacité de propulsion.
La loi de poursuite a été utilisée dans ce cas, les résultats étant similaires avec la loi
PNG. On constate que l’estimée t̂go décroît régulièrement de manière quasi-linéaire en
conditions nominales. En revanche, lorsqu’un défaut de propulsion apparaît, la pente
change significativement.
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Figure 3.2.1: Estimée de tgo avec et sans défaut de poussée
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Figure 3.2.2: A gauche, pas de perte de propulsion. A droite, perte de propulsion de
50% à t = 20s
En effet, le véhicule atteindra sa cible plus tardivement en cas de perte d’efficacité de la
propulsion. Pour identifier ce défaut, l’algorithme suivant est proposé. Il s’agit d’estimer
par moindres carrés le coefficient directeur de la droite qui traduit l’évolution de tgo, et
d’utiliser cette valeur pour prédire les valeurs de tgo sur l’intervalle de temps suivant.
L’erreur quadratique moyenne entre cette prédiction et l’estimée t̂go via (3.2.7) à partir
des mesures fournit alors une valeur par intervalle de temps. Ce signal d’erreur eprop doit
être faible en condition normale d’opération (propulsion fonctionnelle et hypothèse de
cible peu manoeuvrante vérifiée) et devenir significatif lorsqu’un changement de pente
apparaît. Ceci a été mis en œuvre dans le cas de la perte d’efficacité de 50% évoquée
précédemment, la valeur du résidu eprop étant donnée en figure 3.2.2 avec et sans défaut.
Cela montre également que ce défaut peut être détecté avec un retard de détection égal
à la taille de l’intervalle de temps sur lequel le calcul est effectué, ici une seconde.
3.2.3 Analyse qualitative de sensibilité
Sept résidus viennent donc d’être proposés pour chacune des lois de guidage, ainsi
qu’un résidu supplémentaire dédié à l’analyse du comportement de la propulsion. L’étude
va maintenant se focaliser sur la sensibilité des résidus de guidage-pilotage vis-à-vis des
défauts sur les capteurs et les gouvernes. Jusqu’ici, les résidus ont été définis comme des
fonctions explicites des mesures. Il faut désormais établir la sensibilité de ces résidus aux
différents défauts à détecter. Cette information s’obtient en identifiant les variables du
système sur lesquelles les défauts agissent, puis en repérant la présence de ces variables
dans l’expression formelle des résidus. Pour la loi de poursuite, les résidus (3.2.1) et
(3.2.2) se développent comme
r1→3pp =

x˙
y˙
z˙
×

xt − x
yt − y
zt − z
 =

y˙ (zt − z)− z˙ (yt − y)
z˙ (xt − x)− x˙ (zt − z)
x˙ (yt − y)− y˙ (xt − x)
 , (3.2.8)
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r4pp = x˙ (xt − x) + y˙ (yt − y) + z˙ (zt − z)− ‖vm‖ ‖r‖ . (3.2.9)
Les résidus avec la loi de navigation proportionnelle (3.2.4) et (3.2.5) s’expriment quant
à eux comme
r1→3png =

xt − x
yt − y
zt − z
×

x˙t − x˙
y˙t − y˙
z˙t − z˙
 =

(yt − y) (z˙t − z˙)− (zt − z) (y˙t − y˙)
(zt − z) (x˙t − x˙)− (xt − x) (z˙t − z˙)
(xt − x) (y˙t − y˙)− (yt − y) (x˙t − x˙)
 , (3.2.10)
r4png = (xt − x) (x˙t − x˙) + (yt − y) (y˙t − y˙) + (zt − z) (z˙t − z˙)− ‖r‖ ‖r˙‖ . (3.2.11)
A noter que les résidus (3.2.3) et (3.2.6) sont déjà sous forme explicite
r5→7pp = r5→7png =

p
q
r
 . (3.2.12)
Les signaux générés avec les deux lois de guidage diffèrent, mais un examen attentif
des équations (3.2.8) à (3.2.12) révèle que les mêmes variables sont respectivement im-
pliquées, ce qui signifie que l’analyse de sensibilité qui suit est valable pour les deux
lois.
3.2.3.1 Défauts de capteurs
Considérons tout d’abord les défauts sur les accéléromètres (axes x, y et z). Un défaut
additif sur la mesure d’accélération induit un défaut fx sur la mesure de vitesse x˙ et
un défaut fix sur la mesure de position x par double intégration. A noter que cette
considération additive est générique, le défaut pouvant prendre n’importe quelle valeur.
Pour analyser la sensibilité à ces défauts, x˙ est remplacé par le modèle de défaut (x˙+ fx)
et en procédant de même pour les autres variables dans (3.2.8) et (3.2.9), on obtient
r1→3pp =

(y˙ + fy) (zt − z − fiz)− (z˙ + fz) (yt − y − fiy)
(z˙ + fz) (xt − x− fix)− (x˙+ fx) (zt − z − fiz)
(x˙+ fx) (yt − y − fiy)− (y˙ + fy) (xt − x− fix)
 (3.2.13)
r4pp = (x˙+ fx) (xt − x− fix) + (y˙ + fy) (yt − y − fiy) + (z˙ + fz) (zt − z − fiz)−‖vm‖ ‖r‖
(3.2.14)
Une écriture tout à fait similaire peut être établie pour les résidus de la loi PNG (3.2.10)
et (3.2.11). La sensibilité de chaque résidu aux défauts d’accéléromètres dépend de la
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présence de ces défauts dans les expressions ci-dessus. Ceci implique que r2pp, r3pp et
r4pp sont sensibles aux défauts affectant l’accéléromètre d’axe x, tandis que r1pp, r3pp et
r4pp réagissent à ceux sur l’accéléromètre d’axe y, enfin r1pp, r2pp et r4pp sont sensibles
aux défauts sur l’accéléromètre d’axe z. Enfin, les expressions des résidus (3.2.12) ne
contiennent pas ces variables et sont ainsi insensibles à ces défauts. Ces premiers éléments
rendent possible le remplissage des trois premières colonnes de la table 3.1, qui représente
la table des signatures des défauts par rapport aux résidus.
Considérons maintenant les défauts affectant les trois gyromètres, mesurant respecti-
vement p, q et r. Les résidus r5pp et r5png sont sensibles aux défauts sur p, tandis que les
6e`me et 7e`me résidus pour chaque loi sont respectivement sensibles aux défauts sur q et
r. Ceci permet de compléter les trois dernières lignes de la table 3.1.
Du fait de la boucle rapide de stabilisation d’attitude, les défauts de gyromètres ont
également une influence sur les quatre premiers résidus de guidage. Ce n’était pas le cas
pour les mesures d’accélération, car celles-ci sont utilisées directement dans la boucle de
guidage et n’influencent donc pas la boucle plus rapide de pilotage. L’étude de l’influence
des défauts de gyromètres sur les quatre premiers résidus peut donc être effectuée en
étudiant l’équation des forces (2.2.2). Cette équation contient en effet le produit vectoriel
suivant 
p
q
r
×

vbx
vby
vbz
 =

qvbz − rvby
rvbx − pvbz
pvby − qvbx
 (3.2.15)
Ceci implique que
– les défauts sur les mesures de q ou r affectent la mesure d’accélération d’axe x ;
– les défauts sur les mesures de p ou r affectent la mesure d’accélération d’axe y ;
– les défauts sur les mesures de p ou q affectent la mesure d’accélération d’axe z.
Les résidus exprimés par les équations (3.2.8) à (3.2.11) sont constitués de produits
impliquant au moins deux des variables provenant de mesures d’accélération (y et z pour
r1pp ; x et z pour r2pp ; x et y pour r3pp ; x, y et z pour r4pp). Du fait de l’analyse précédente,
il apparaît que les quatre résidus sont sensibles à tous les défauts de gyromètres, ce qui
termine l’étude de sensibilité pour les défauts de capteurs.
La table des signatures des défauts de capteurs (table 3.1) est maintenant complète.
Cet outil classique en diagnostic est utilisé pour résumer le potentiel de détection d’un
défaut par un ensemble donné de résidus. Le symbole "×" indique que le défaut est
détectable par le résidu considéré, tandis que le symbole "0" signifie que le résidu est
structurellement insensible au défaut. L’analyse de cette table révèle que les défauts
affectant les accéléromètres ou les gyromètres sont détectables et localisables, puisque
chaque signature de défaut est unique.
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Table 3.1: Table des signatures des défauts de capteurs
Acc x Acc y Acc z Gyr p Gyr q Gyr r
r1pp ou r1png 0 × × × × ×
r2pp ou r2png × 0 × × × ×
r3pp ou r3png × × 0 × × ×
r4pp ou r4png × × × × × ×
r5pp ou r5png 0 0 0 × 0 0
r6pp ou r6png 0 0 0 0 × 0
r7pp ou r7png 0 0 0 0 0 ×
3.2.3.2 Défauts d’actionneurs
Une analyse similaire est maintenant effectuée pour les défauts de gouverne. Exami-
nons tout d’abord l’équation des forces (2.2.2), et l’influence des gouvernes équivalentes
δl, δm, δn détaillée en (2.2.3). Comme les défauts affectent les gouvernes réelles δ1, δ2, δ3, δ4,
il faut remplacer les angles de braquage équivalents par ces angles de braquage réels grâce
à l’équation (2.2.11). Les forces aérodynamiques (2.2.3) deviennent alors
− (cx0 + cxαα + cxδ1δ1 + cxδ2δ2 + cxδ3δ3 + cxδ4δ4)
cy0 + cyββ + cyδ1δ1 + cyδ2δ2 + cyδ3δ3 + cyδ4δ4
− (cz0 + czαα + czδ1δ1 + czδ3δ3)
 , (3.2.16)
les expressions de cxδ1 à czδ3 étant données en annexe A.1. L’analyse de ces nouvelles
expressions indique que
– la mesure d’accélération d’axe x est affectée par les défauts sur δ1, δ2, δ3 et δ4 ;
– la mesure d’accélération d’axe y est affectée par les défauts sur δ1, δ2, δ3 et δ4 ;
– la mesure d’accélération d’axe z est affectée par les défauts sur δ1 et δ3.
Les expressions des résidus de guidage r1→4pp et r1→4png sont constituées de produits croisés
entre ces variables. De ce fait, les quatre résidus sont structurellement sensibles aux
défauts sur chacun des quatre actionneurs δ1, δ2, δ3 et δ4.
Considérons maintenant l’équation des moments (2.2.7), et l’influence des gouvernes
réelles donnée par (2.2.8). Les moments aérodynamiques peuvent être réécrits en fonction
des angles de braquage réels comme
cl0 + clββ + clδ1δ1 + clδ2δ2 + clδ3δ3 + clδ4δ4 + lref√v2bx+v2by+v2bz clpp
cm0 + cmαα + cmδ1δ1 + cmδ3δ3 + lref√v2bx+v2by+v2bz cmqq
cn0 + cnββ + cnδ1δ1 + cnδ2δ2 + cnδ3δ3 + cnδ4δ4 + lref√v2bx+v2by+v2bz cnrr
 , (3.2.17)
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les expressions de clδ1à cnδ4 étant également détaillées en annexe A.1. Une première
analyse de ces expressions montre que les mesures de p et r sont sensibles à tous les
défauts de gouverne, tandis que la mesure de q ne devrait être sensible qu’à ceux sur
δ1 ou δ3. Toutefois, il faut prendre en considération la dynamique des accélérations
angulaires donnée par (2.2.7). Les caractéristiques du véhicule sont telles que le produit
pr agit sur la dynamique de q, et que le produit pq agit sur celle de r. Par conséquent, si
un défaut apparaît sur δ2 ou δ4, cela affecte à la fois les mesures de p et r. Ceci implique
que le produit pr ne sera plus proche de zéro, mais également que la mesure de q sera
rendue sensible à ces défauts via (2.2.7). Les trois résidus r5→7pp (respectivement r5→7png )
sont donc structurellement sensibles à tous les défauts sur les actionneurs δ1, δ2, δ3, δ4.
Tous les résidus r1→7pp et r1→7png sont donc finalement structurellement sensibles aux
défauts sur chacun des quatre actionneurs considérés. La détection de ces défauts est donc
tout à fait possible, mais pas la localisation, ceci provenant principalement du couplage
entre les variables impliquées dans la dynamique de l’aéronef. La table des signatures
des défauts d’actionneurs est donc pleine, ce qui rend superflue sa présentation ici.
3.2.3.3 Remarques
Le modèle dynamique n’est pas nécessaire pour générer les résidus, qui ne dépendent
pas des caractéristiques propres de l’aéronef. En revanche, l’analyse de sensibilité né-
cessite la connaissance des relations entre les variables, au moins d’un point de vue
qualitatif.
Une commande en boucle fermée est généralement conçue pour être robuste aux im-
précisions de modélisation et de mesure, ce qui rend la méthode proposée aussi robuste
à ces éléments que peut l’être la loi de commande associée.
Cette méthode ne permet pas de localiser les défauts des actionneurs mais assure leur
détection. Par ailleurs, il est possible de distinguer un défaut d’actionneur des défauts
capteurs, puisque les signatures de défauts sur les actionneurs sont indépendantes de
celles sur les capteurs. Cette information est très utile en soit, et elle est obtenue avec un
très faible coût de calcul (rappelons que les résidus sont directement issus du module de
guidage). S’il est nécessaire dans un deuxième temps d’isoler les défauts d’actionneurs,
voire de reconstruire leur évolution (par exemple dans l’optique d’une reconfiguration),
une méthode complémentaire dédiée au diagnostic des défauts d’actionneurs peut être
utilisée pour lever l’ambiguïté. Une telle méthode dédiée à l’identification des défauts
affectant les actionneurs est d’ailleurs introduite au chapitre 4.
Il faut toutefois noter que la loi de commande peut naturellement tolérer certains dé-
fauts d’actionneurs [309,310], notamment lorsque le nombre d’actionneurs est beaucoup
plus important que le nombre d’actions à réaliser. L’approche présentée est donc appro-
priée à la détection de défauts critiques qui perturbent la dynamique toute entière de
l’aéronef. A noter également que si le système parvient à s’adapter en partie à un défaut
d’actionneur, cela conduira à une signature inconnue de l’ensemble des résidus. Dans le
cas où une telle signature serait observée, une solution possible serait d’avoir recours à
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une méthode complémentaire à choisir.
3.3 Résultats de simulation
Les conditions de simulation, notamment les paramètres d’incertitude de mesure, sont
conformes à ce qui a été décrit en table 2.1. Rappelons par ailleurs, comme précisé
en section 2.4, que les coefficients aérodynamiques sont tous à ±25% de leur valeur
nominale. Un ensemble de scénarios défaillants a été défini, comprenant le cas sans
défaut, des défauts de capteurs et des défauts d’actionneurs (voir le détail en table 3.2).
Les sept résidus pour chaque scénario sont présentés de la figure 3.3.1 à la figure 3.3.10,
en prenant en compte tour à tour les deux lois de guidage considérées.
Table 3.2: Scénarios de défauts
Scénario Défauts cf. figures
1 Cas sans défaut 3.3.1, 3.3.2
2 Biais, amplitude 1 m·s−2, sur accéléromètre d’axe x à 31s 3.3.3
3 Facteur d’échelle 1.5 sur accéléromètre d’axe z à 42s 3.3.4
4 Biais, amplitude 0.5 rad·s−1, sur gyromètre p à 38s 3.3.5
5
 Biais, amplitude 0.2 rad · s−1, sur gyrome`tre q a` 33sBias, amplitude 0.25 rad · s−1, sur gyrome`tre r a` 51s 3.3.6
6 Oscillation (sin. 1 Hz, amplitude 0.3) sur δ2 à 45s 3.3.7
7 Blocage de l’actionneur δ3 à 32s 3.3.8
8 Cible « évasive » de vitesse nominale 600 m·s−1 3.3.9
3.3.1 Scénario 1 : cas de référence sans défaut (figures 3.3.1
et 3.3.2)
Ce cas est pris comme référence. La convergence des résidus vers une valeur faible est
obtenue en 5 secondes environ pour la loi de poursuite et en 10 secondes environ pour
la loi de navigation proportionnelle. Ceci valide le principe de la méthode sur toute la
durée de la mission d’interception décrite par la figure 2.3.3, notamment en mettant en
évidence une faible influence des transitoires sur ces résidus.
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Figure 3.3.1: Scénario 1 – sans défaut – résidus pour la loi de poursuite
Figure 3.3.2: Scénario 1 – sans défaut – résidus pour la loi PNG
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3.3.2 Défauts de capteurs
3.3.2.1 Scénario 2 : défaut sur l’accéléromètre d’axe x (figure 3.3.3)
Le défaut sur l’accéléromètre en x est rapidement détecté via la déviation des deuxième,
troisième et quatrième résidus, tandis que les autres résidus ne réagissent pas. Ceci est
en accord avec la table 3.1.
Figure 3.3.3: Scénario 2 – défaut d’accéléromètre – résidus pour la loi de poursuite
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3.3.2.2 Scénario 3 : défaut sur l’accéléromètre d’axe z (figure 3.3.4)
Le défaut sur l’accéléromètre suivant l’axe z provoque une réaction des premier,
deuxième et quatrième résidus. Il est à noter qu’un petit transitoire est visible sur le
sixième résidu. Toutefois, ce signal retourne rapidement à une valeur proche de zéro, ce
qui ne devrait pas mener à une fausse alarme avec un test statistique (voir les indicateurs
de performance de la table 3.3).
Figure 3.3.4: Scénario 3 – défaut d’accéléromètre – résidus pour la loi PNG
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3.3.2.3 Scénario 4 : défaut sur le gyromètre de roulis (figure 3.3.5)
Le défaut sur le gyromètre mesurant p entraîne un changement dans la moyenne
des premier, deuxième, troisième, quatrième et cinquième résidus. Ce dernier permet
même l’identification de ce défaut. En effet sa valeur correspond à l’écart entre la valeur
attendue et la valeur mesurée de la vitesse angulaire en roulis.
Figure 3.3.5: Scénario 4 – défaut de gyromètre – résidus pour la loi de poursuite
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3.3.2.4 Scénario 5 : défauts sur les gyromètres de tangage et lacet (figure 3.3.6)
Ce scénario met en évidence la possibilité de détecter et de localiser deux défauts
successifs sur des gyromètres, en fonction de leurs signatures. Le défaut sur le gyromètre
mesurant q est tout d’abord détecté de la même manière qu’au scénario 5, à savoir via
les premier, deuxième, troisième, quatrième et sixième résidus. Le second défaut sur le
gyromètre mesurant r apparaît alors, et fait réagir le septième résidu, ce qui permet
également son identification. Un petit effet transitoire affecte le cinquième résidu au
moment de l’apparition du deuxième défaut, mais celui-ci revient ensuite rapidement
autour de sa valeur moyenne avant apparition du défaut.
Figure 3.3.6: Scénario 5 – défaut de gyromètre – résidus pour la loi PNG
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3.3.3 Défauts d’actionneurs
Deux types de défauts de gouverne sont examinés, à savoir une oscillation indésirable
et un blocage à la dernière position active.
3.3.3.1 Scénario 6 : défaut de type oscillatoire (figure 3.3.7)
Cette oscillation apparaît être un défaut critique, étant donné que tous les résidus
y sont sensibles, comme annoncé par l’étude de sensibilité. Dans ce cas, la dynamique
toute entière de l’aéronef est affectée par le défaut. Ce défaut est donc rapidement
détecté, néanmoins sa localisation n’est pas réalisable. Il faudrait pour cela avoir recours
à une méthode de diagnostic complémentaire pour identifier l’actionneur défaillant et
éventuellement estimer l’amplitude du défaut.
Figure 3.3.7: Scénario 6 – défaut de gouverne – résidus pour la loi de poursuite
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3.3.3.2 Scénario 7 : blocage (figure 3.3.8)
Le blocage d’un actionneur (ici, la gouverne δ3) est probablement l’un des défauts les
plus délicats à détecter avec la méthode proposée. En effet, comme le véhicule dispose
d’un degré d’actionnement supplémentaire, il est possible que le défaut soit partiellement
compensé. Cela dépend fortement des possibilités d’allocation des commandes sur les
actionneurs. Les résultats présentés pour la loi PNG montrent toutefois que les sept
résidus réagissent (bien que faiblement pour certains), ce qui permet tout de même la
détection du défaut pendant la période transitoire.
Figure 3.3.8: Scénario 7 – défaut de gouverne – résidus pour la loi PNG
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3.3.3.3 Scénario 8 : cible évasive (figure 3.3.9)
Une préoccupation majeure lors d’une mission d’interception est la capacité du pour-
suivant à rejoindre la cible qui lui a été désignée. Il est ainsi primordial de détecter si
la cible réalise des manœuvres évasives ou si sa vitesse est trop importante comparée à
celle de l’intercepteur, ce qui fera échouer la mission. Ce problème a un impact direct
sur les objectifs de commande qui sont utilisés comme résidus. Ce scénario considère
une cible dont la vitesse est deux fois supérieure à celle du missile, ce qui, compte tenu
de la configuration initiale, est un cas simple d’interception non réalisable. Les résultats
montrent la réaction des quatre premiers résidus, ou leur incapacité à converger vers
une valeur faible. Les trois derniers résidus sont moins affectés, la stabilisation de l’engin
étant toujours réalisée. La signature inconnue observée ne permet pas de conclure en
l’état sur la présence d’un défaut ou un problème lié à la mission. Cette ambiguïté pour-
rait être levée en utilisant une méthode de diagnostic fondée uniquement sur les mesures
propres du véhicule, qui permettrait de confirmer le bon fonctionnement de l’aéronef et
de conclure à une manœuvre de la cible.
Figure 3.3.9: Scénario 8 – cible évasive – résidus pour la loi de poursuite
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3.3.4 Commentaires et évaluation des performances
Table 3.3: Indicateurs de performance (moyenne et écart-type pour 100 simulations)
Délais de détection (s) Taux de fausse alarme
Scénario PP PNG PP PNG
1 - - 0 0
2 1.99 (0.05) 1.63 (0.02) 0 (0) 0 (0)
3 1.2 (0.03) 1.13 (0.04) 0 (0) 0 (0)
4 0.4 (10−6) 0.4 (10−6) 0 (0) 0 (0)
5 - défaut 1 0.4 (10−6) 0.4 (10−6) 0 (0) 0 (0)
5 - défaut 2 0.4 (10−6) 0.4 (10−6) 2 · 10−3 (10−4) 0 (0)
6 0.6 (10−3) 0.8 (10−5) 0 (0) 0 (0)
7 1.12 (0.01) 1.07 (0.03) 0.09 (0.001) 0.02 (10−4)
Ces résultats montrent qu’il est possible, à faible coût de calcul et pour un problème
complexe, de détecter et isoler des défauts uniques ou successifs de capteurs, et de dé-
tecter des défauts d’actionneurs. La méthode de diagnostic reste efficace en présence de
fortes incertitudes de mesure et de modèle, étant donné que l’approche utilise exclusi-
vement le signal de commande en boucle fermée, qui peut être rendu robuste à de tels
phénomènes.
Cette méthode permet de générer des résidus réagissant aux défauts considérés. L’étape
suivante de la procédure de diagnostic nécessite l’utilisation d’une méthode de détection
de changement dans la moyenne de ces résidus pour fournir une signature booléenne
qui est ensuite confrontée aux tables des signatures afin de conclure quant à la présence
de défauts. En fonction des résultats obtenus, les indicateurs de performances définis en
section 1.2.4 sont calculés, notamment les taux de fausse alarme et les délais de détection.
Le test statistique retenu est un test bilatéral du CUSUM [17, 19]. La moyenne et la
variance nominales de chaque résidu sont estimées sur les 100 premières données, à partir
d’un instant fixé où le régime permanent est supposé atteint. Les données acquises par la
suite sont alors normalisées à une moyenne nulle et une variance unitaire, afin de pouvoir
appliquer le même test statistique malgré les différences d’amplitude entre les résidus.
Les paramètres du CUSUM (section 1.5.5) ont été fixés à µ1 = 0.5 et λ = 5, à l’issue
de l’étude de comparaison présentée dans la section 5.3 et dans [7]. Les taux de fausse
alarme et les délais de détection obtenus en appliquant ce test à tous les résidus, pour tous
les scénarios et les deux lois de guidage, sont détaillés en table 3.3. La valeur moyenne
des indicateurs de performance (en gras) ainsi que l’écart type correspondant (entre
parenthèses) y sont précisés, pour 100 tirages aléatoires des paramètres d’incertitudes.
Les taux de fausse alarme et les délais de détection sont faibles, avec quasiment zéro
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fausse alarme et des délais moyens de détection de 1 à 2 secondes (comparables à ceux
décrits dans [69–71]). On ne constate pas de différence majeure entre les performances
de diagnostic selon que l’on considère l’une ou l’autre des deux lois de guidage.
3.3.5 Remarque sur la robustesse au vent
Pour tester la robustesse de la méthode aux perturbations extérieures, un modèle de
vent de type Dryden a été inclus dans la simulation, de manière analogue à ce qui est
pratiqué dans [70,330]. Ces perturbations extérieures entraînent une erreur sur l’estima-
tion de l’angle d’incidence comprise entre 1 et 5%. Le comportement des résidus dans ce
contexte et en l’absence de défaut est montré en figure 3.3.10. La principale différence
avec le cas nominal est l’augmentation de la variance des résidus. La caractéristique de
moyenne nulle est toutefois préservée par la robustesse inhérente à la boucle de guidage,
y compris en présence de rafales. Ainsi, la détection de défauts reste envisageable dans
ces conditions. De plus fortes perturbations peuvent toutefois causer des effets transi-
toires qui ne manqueront pas de générer quelques fausses alarmes, comme pour toute
méthode de diagnostic opérant dans ces conditions.
Figure 3.3.10: Sans défaut, avec vent – résidus pour la loi PNG
81
Chapitre 3 Diagnostic par vérification de l’adéquation aux objectifs de commande
3.4 Analogie avec les méthodes à base d’observateur
La méthode de diagnostic à base d’objectifs de commande a donc été appliquée avec
succès au diagnostic de défauts de capteurs et d’actionneurs pour un modèle dynamique
non linéaire décrivant l’évolution d’un aéronef. Cette section a pour objectif de mettre
en évidence l’analogie entre cette approche et les méthodes classiques à base de recons-
truction d’état [29,30], dans le cadre réduit des systèmes linéaires commandés par retour
d’état. Considérons tout d’abord un modèle linéaire d’état déterministe, non défaillant,
correspondant par exemple à la linéarisation en un point de vol du cas test aéronautique, x˙ = Ax + Buy = Cx (3.4.1)
et l’observateur  ˙ˆx = Axˆ + Bu + L(y−Cxˆ)yˆ = Cxˆ . (3.4.2)
L’erreur d’estimation de l’état ex = x− xˆ satisfait
e˙x = (A− LC)ex, (3.4.3)
et ex tend asymptotiquement vers zéro si la matrice L est choisie telle que (A− LC)
soit stable, ce qui est toujours possible si la paire (C,A) est observable. Considérons
maintenant un vecteur de défauts wf , pouvant varier dans le temps, affectant l’état du
système de la façon suivante  x˙ = Ax + Bu + wfy = Cx . (3.4.4)
L’équation (3.4.3) devient alors
e˙x = (A− LC)ex + wf . (3.4.5)
L’erreur d’estimation est donc sensible aux défauts, et l’erreur d’estimation de la sortie
ey = y− yˆ est utilisable comme résidu. Ce schéma de diagnostic à base d’observateur
est classiquement appliqué en boucle ouverte ou en boucle fermée (voir section 1.4.3).
La méthode en boucle fermée que nous proposons opère un important changement
de point de vue. Supposons la paire (A,B) commandable, et la paire (C,A) toujours
observable. Un retour d’état peut alors être conçu pour amener l’état du système x (ou
son estimée xˆ via un observateur si nécessaire) à une référence souhaitée xref , qui peut
être prise égale à 0 sans perte de généralité. La principale hypothèse de la méthode
proposée est la mise en place d’un retour d’état u = −Kx pour réaliser l’objectif de
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commande x = 0. La dynamique de l’erreur de suivi du système en boucle fermée, en
l’absence de défaut, est alors donnée par
x˙ = (A−BK)x. (3.4.6)
Un résultat classique en théorie de la commande est la convergence asymptotique de x
vers 0, à condition que la matrice K soit choisie telle que (A−BK) soit stable. Bien que
ce résultat soit analogue au schéma de diagnostic à base d’observateur (BK dans (3.4.6)
joue le même rôle que LC dans (3.4.3)), utiliser la distance entre l’état mesuré et sa
référence à atteindre comme résidu ne semble jamais avoir été envisagé dans le cadre
du diagnostic de défauts. Ceci peut s’expliquer en partie par la conception classique qui
considère le système comme évoluant en boucle ouverte et la philosophie du diagnostic
consistant à vérifier la cohérence entre les entrées et les sorties.
Avec le même modèle défaillant (3.4.4) que précédemment, (3.4.6) devient
x˙ = (A−BK)x + wf (3.4.7)
et les mêmes arguments que ceux invoqués pour (3.4.5) permettant de considérer la
distance entre x et sa référence désirée – ici 0 – comme un résidu. En particulier, dans
le domaine fréquentiel, (3.4.7) devient x(s) = (s1n −A + BK)−1wf(s).
Ceci confirme la possibilité d’utiliser des objectifs de commande pour construire des
résidus pour la détection et la localisation de défauts dans un processus, par analogie
aux méthodes à base d’observateurs. Cette méthode devrait pouvoir être étendue aux
systèmes non linéaires et à une formulation plus générale d’objectifs de commande, bien
que cela sorte du cadre de ce mémoire. Dans cette optique, considérons simplement le
modèle nominal non linéaire  x˙ = g(x,u)y = h(x) , (3.4.8)
et supposons qu’une loi de commande u = gu(y) ait été conçue pour réaliser l’objectif
de commande x = 0. Le modèle (3.4.8) devient alors
x˙ = g˜(x), ou` g˜(x) = g(x,gu(h(x))). (3.4.9)
Si x = 0 est un point d’équilibre du modèle en boucle fermée (3.4.9), la relation suivante
est valable localement,
x˙ ≈ A˜x, ou` A˜ = ∂g˜(x)
∂x
∣∣∣∣∣
x=0
est stable. (3.4.10)
Si un vecteur de défauts wf affecte le système comme suit
x˙ = g(x,u) + wf , (3.4.11)
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alors (3.4.10) devient
x˙ ≈ A˜x + wf . (3.4.12)
De la même manière que la détection de défaut à base d’observateur se généralise di-
rectement par linéarisation, ce résultat est tout à fait similaire à (3.4.7) et indique donc
que la distance entre la référence et l’état observé est à même de signaler la présence
de défauts. Ceci est toutefois applicable en pratique si la commande réalise avec une
dynamique suffisamment rapide l’objectif x = 0 en l’absence de défaut.
3.5 Conclusions et perspectives
Ce chapitre a mis en évidence le potentiel offert par l’utilisation des objectifs de
commande d’un système en boucle fermée comme résidus pour indiquer la présence de
défauts sur ses capteurs et actionneurs. La méthode proposée ne fait pas appel au mo-
dèle dynamique de l’engin et propose ainsi un compromis intéressant entre fiabilité et
faible charge de calcul, tout en restant applicable lorsque le modèle est inconnu ou trop
complexe pour être intégré en temps réel. Par ailleurs, les propriétés de la boucle fermée
rendent les résidus naturellement robustes aux imprécisions de modèle ou de mesure et à
certaines perturbations (vent, par exemple). Le potentiel de cette approche a été illustré
sur le cas test aéronautique complet, pour les deux lois de guidage considérées. Les résul-
tats de cette étude ont montré que la détection et la localisation des défauts de capteurs
est réalisable, de même que la détection sans localisation des défauts d’actionneurs.
Les principales difficultés de mise en œuvre sont l’analyse de sensibilité aux défauts qui
nécessite une étude qualitative de la propagation de ceux-ci via le modèle dynamique, et
l’impossibilité (a priori) de structurer les résidus pour les rendre sensibles à un ensemble
de défauts en particulier. La capacité de localisation est donc fortement dépendante de
la structure interne du modèle dynamique, ce qui rend cette approche plus adaptée
à la détection des défauts de capteurs que des défauts d’actionneurs dans le contexte
aéronautique. Elle peut être utilisée comme outil de surveillance embarqué, permettant
d’assurer le bon déroulement d’une mission. En cas d’anomalie, une méthode plus précise,
mais plus coûteuse en calcul, peut alors être mise en œuvre pour identifier le problème
rencontré. Le développement d’une telle méthode dédiée à l’estimation des défauts sur
les actionneurs est examiné au chapitre 4.
Un premier pas vers la formalisation plus générale de la méthode dans le cadre de
la théorie de la commande a été effectué, par analogie aux méthodes classiques à base
d’observateurs. La théorie pour les systèmes non linéaires et un plus large ensemble de
lois de commande reste cependant à développer.
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Positionnement
o Diagnostic en boucle fermée pour les systèmes aéronautiques
o Méthode à faible coût de calcul
o Pas de linéarisation du modèle dynamique
Contributions
o Nouvelle méthode de diagnostic en boucle fermée utilisant les objectifs de com-
mande comme résidus
o Détection et localisation des défauts de capteurs sur le cas test du chapitre 2
o Détection des défauts d’actionneurs, discernables des capteurs
o Robustesse aux imprécisions de modélisation et de mesure
Limitations
o Pas de localisation des défauts sur les actionneurs
o La sensibilité des résidus dépend de la structure du système
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Chapitre 4
Diagnostic par reconstruction de la
commande appliquée
Résumé – La méthode développée dans ce chapitre exploite le fait qu’en aéronautique,
une partie des dérivées des variables d’état peut être directement mesurée par l’intermé-
diaire d’une centrale inertielle qui équipe la majeure partie des véhicules. Il devient alors
possible d’utiliser directement les équations non-linéaires du système pour reconstruire la
valeur de la commande qui a été réellement appliquée par les actionneurs. Le diagnostic
peut alors être réalisé en comparant cette estimée avec la valeur désirée, ce qui fournit
également une estimation quantitative du défaut. Cette approche permet la détection,
la localisation et l’identification de défauts multiples sur les actionneurs pour le cas test
aéronautique proposé au chapitre 2. Ces travaux ont donné lieu à deux communications
dans des conférences internationales [4, 6].
4.1 Introduction
Comme évoqué au chapitre 1, il est souhaitable d’exploiter le modèle non linéaire
décrivant l’évolution des véhicules aérospatiaux pour leur diagnostic. A cet effet, des
méthodes de détection de défauts entièrement dédiées aux systèmes à dynamique non
linéaire sont apparues récemment. Certaines d’entre elles visent notamment à étendre
les concepts d’espace de parité et de méthodes de découplage (voir les sections 1.4.4
et 1.4.5) à l’aide des outils de la géométrie différentielle ou de l’algèbre différentielle.
Une description et une comparaison de ces approches est présentée dans [297,331].
Les méthodes à base de géométrie différentielle ont été parmi les premières à exploi-
ter la structure des systèmes non linéaires affines en la commande [296], notamment
à partir des concepts d’observabilité définis dans [171]. Elles cherchent à concevoir des
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filtres de diagnostic sensibles à un seul défaut et découplés des autres entrées [68, 102].
Une généralisation plus proche du concept initial de l’espace de parité a également été
proposée dans [278] pour la même classe de systèmes. Les approches utilisant l’algèbre
différentielle [289,299] nécessitent quant à elles, via la théorie de l’élimination, la trans-
formation de l’équation d’état non linéaire en un ensemble d’équations polynomiales en
les entrées et sorties du système ainsi que leurs dérivées temporelles successives. Il est
alors possible de construire des résidus à partir de ces équations. Une alternative inté-
ressante est le diagnostic par inversion à gauche du système [302], qui permet d’obtenir
un modèle dynamique fournissant en sortie les défauts, à partir des entrées et sorties du
système originel et leurs dérivées temporelles successives [300,301].
La plupart de ces techniques nécessitent le calcul des dérivées successives des variables
d’entrée et de sortie, qui s’effectue en pratique à partir de mesures bruitées et perturbées.
La différentiation numérique de ces signaux risque d’entraîner de sévères imprécisions
lors de leur utilisation dans un filtre de diagnostic [332]. Par ailleurs, les transformations
de modèle nécessaires à la conception des filtres ainsi que le réglage de ces derniers
sont souvent difficiles à établir pour des modèles aussi complexes que ceux traités en
aéronautique [71] et très dépendants du problème considéré.
Pour pallier ces inconvénients, une approche dédiée à la détection, la localisation
et l’identification des défauts d’actionneurs est proposée dans ce chapitre. Les hypo-
thèses de travail sont que la dynamique du système à surveiller peut être décrite par un
modèle non linéaire affine en la commande et qu’une centrale inertielle est embarquée
sur le véhicule (deux conditions fréquemment remplies par les systèmes aéronautiques).
La centrale inertielle permet de mesurer l’accélération non gravitationnelle de l’engin.
Or, si les composantes de l’accélération ne font pas partie des variables d’état du sys-
tème, elles constituent les dérivées temporelles des vitesses (qui sont des variables d’état,
voir (1.3.13)). Cette propriété singulière autorise l’exploitation de la redondance analy-
tique disponible dans des équations instantanées du modèle pour estimer les valeurs des
entrées réellement appliquées par les actionneurs. Il est alors envisageable de générer des
résidus sensibles aux défauts d’actionneurs en comparant ces valeurs estimées avec celles
fournies par le module de commande.
Le point de vue adopté est similaire à celui des méthodes à base d’inversion, le pro-
blème étant considéré du point de vue de l’entrée du système et non pas de la sortie
comme habituellement en diagnostic. Les variables d’état n’ont plus à être dérivées nu-
mériquement, puisque seules les dérivées mesurées sont utilisées. Par ailleurs, les résidus
ainsi générés ne requièrent ni transformation du modèle ni intégration numérique, ce qui
contribue à l’embarquabilité de la méthode et à son adaptabilité.
Le principe de l’approche est énoncé en section 4.2 et illustré sur la version simplifiée
de notre cas test aéronautique décrite en section 2.2.4. Un algorithme de génération
automatique des résidus est décrit en section 4.3. Les résidus générés à l’aide de cette
procédure pour le cas test complet à 6 degrés de liberté sont présentés en section 4.4,
accompagnés des résultats de simulation pour plusieurs scénarios de défauts sur les
actionneurs.
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Les systèmes non linéaires considérés sont affines en la commande, et leur modèle
nominal est de la forme (4.2.1).
x˙ = f(x) + G(x) · u
y = C ·
 x
x˙
 (4.2.1)
Les modèles aéronautiques décrits en section 1.3.1.3 rentrent notamment dans cette
catégorie. La forme particulière de l’équation de mesure est un élément clé de la méthode
proposée. Le vecteur de sortie y n’y dépend pas uniquement du vecteur x, mais aussi de
sa dérivée première par rapport au temps. C’est notamment le cas en aéronautique où
le système de navigation inertielle, comprenant une centrale inertielle et un calculateur,
fournit une estimée du vecteur d’état complet, ainsi que de l’accélération.
Figure 4.2.1: Principe de la méthode de reconstruction
Le principe de base de la plupart des méthodes de diagnostic est de comparer des
estimées des sorties avec les valeurs mesurées correspondantes afin de générer des résidus
indicateurs de la présence de défauts. Nous proposons au contraire, dans l’optique de
la détection de défauts sur les actionneurs, de nous positionner du côté des entrées
du système. L’ensemble des variables caractérisant les entrées de commande peut être
partitionné en trois sous-ensembles qui définissent autant de vecteurs, comme illustré en
figure 4.2.1.
– uc est le vecteur des entrées de commande calculées par le module de guidage-
pilotage et envoyées aux actionneurs ;
– ua est le vecteur des entrées de commande effectivement réalisées par les actionneurs
(celles-ci sont inconnues, en l’absence de capteur sur les actionneurs) ;
– ûa est une estimée de ua, à déterminer via un algorithme adapté.
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En régime nominal, l’entrée appliquée ua est proche de l’entrée calculée uc, aux in-
certitudes propres aux actionneurs près (retards, imprécisions de positionnement...). Un
défaut sur les actionneurs se matérialise comme une différence entre ces vecteurs, et peut
donc être détecté voire identifié en examinant les résidus calculés comme la différence
entre uc et l’estimée ûa de ua.
Pour illustrer l’approche proposée, considérons tout d’abord le modèle longitudinal
du cas test aéronautique défini au chapitre 2. Sa dynamique est décrite par l’équation
d’état (2.2.13). Le vecteur d’état à six composantes est x = [x, z, vbx, vbz, q, θ]T et le
vecteur d’entrée est u = [δm, η]T, avec δm l’angle de braquage en tangage et η le taux de
propulsion. Le module de guidage-pilotage fournit le vecteur des commandes calculées
uc = [δmc, ηc]T. Les mesures disponibles permettent de reconstruire l’ensemble du vecteur
d’état x ainsi que les accélérations. Il s’avère donc que toutes les variables impliquées
dans l’équation des forces (dérivées de vbx et vbz) sont mesurées, les autres éléments
étant des paramètres supposés connus (masse, inertie...) et les entrées de commande qui
nous intéressent. Isolons ces deux équations, v˙bx = −qvbz − sin(θ)g −
Qsref
m
[cx0 + cxaα + cxδmδm] + 1m [fmin + (fmax − fmin)η]
v˙bz = qvbx + cos(θ)g − Qsrefm [cz0 + czaα + czδmδm]
,
(4.2.2)
et mettons les sous la forme  f¯1
f¯2
 =
 g¯11 g¯12
g¯21 0
 δm
η
 , (4.2.3)
avec 
f¯1 = v˙bx + qvbz + sin θg + Qsrefm [cx0 + cxaα]− fminm
f¯2 = v˙bz − qvbx − cos θg + Qsrefm [cz0 + czaα]
g¯11 = −Qsrefm cxδm
g¯21 = fmax−fminm
g¯12 = −Qsrefm czδm
. (4.2.4)
Il s’agit maintenant d’utiliser ce nouveau modèle (statique) pour estimer les valeurs δm et
η des commandes appliquées par les actionneurs et générer des résidus en comparant ces
estimées aux valeurs de consigne calculées par l’algorithme de guidage-pilotage. Plusieurs
stratégies peuvent être imaginées à cet effet. La plus directe ici est d’inverser (4.2.3), qui
comporte autant d’équations que de variables à estimer. Dans ce cas, les estimées des
commandes appliquées sont fournies par
 δ̂ma
η̂a
 =
 g¯11 g¯12
g¯21 0
−1  f¯1
f¯2
 =
 0 1/g¯21
1/g¯12 −g¯11/ (g¯12g¯21)
 f¯1
f¯2
 , (4.2.5)
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et deux résidus sont générés sous la forme rδm = δmc − δ̂marη = ηc − η̂a . (4.2.6)
Considérons le scénario de défauts successifs composé d’une perte de 50% de l’efficacité
de la propulsion à t = 20s, suivie d’un blocage de la gouverne δm à t = 30s. Les résidus
fournis par l’inversion ont le comportement affiché en figure 4.2.2. Ils parviennent à
estimer indépendamment l’amplitude des deux défauts. Remarquons que rδm ne réagit
pas au défaut affectant la propulsion.
Figure 4.2.2: Résidus par inversion directe, défauts de propulsion à t = 20s, et de
gouverne à t = 30s
Insistons sur le fait qu’aucune intégration du modèle dynamique n’est nécessaire à
l’obtention de ce résultat. Toutefois, cette simple procédure d’inversion n’est pas tou-
jours applicable. Il faut en particulier que le nombre d’équations affines en les variables
de commande soit supérieur ou égal au nombre de variables de commande. La matrice
à inverser peut également être mal conditionnée. De plus, les incertitudes de modélisa-
tion et de mesure affectant le système impliquent que les fonctions non linéaires (4.2.4)
décrivent imparfaitement le système réel. Du point de vue de la fiabilité du diagnostic,
il apparaît intéressant de disposer d’un large ensemble de résidus permettant d’assurer
la localisation et l’identification des défauts. C’est ce qui motive la procédure proposée
ci-après, qui exploite également la connaissance des commandes calculées dans le calcul
des résidus.
L’idée de base est de considérer chacune des équations disponibles (4.2.3) séparément,
et d’estimer chacune des entrées de commande en fonction de (4.2.4) et des autres
commandes (remplacées par leurs valeurs calculées connues). A partir de la première
ligne de (4.2.3), on obtient  δ̂
1
ma = 1g¯11
(
f¯1 − g¯12ηc
)
η̂ 1a = 1g¯12
(
f¯1 − g¯11δmc
) , (4.2.7)
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ce qui donne les deux résidus r11 = δmc − δ̂
1
ma = δmc − 1g¯11
(
f¯1 − g¯12ηc
)
r12 = ηc − η̂ 1a = ηc − 1g¯12
(
f¯1 − g¯11δmc
) . (4.2.8)
Ces expressions sont les formes explicites de calcul des résidus, puisque seules des va-
riables connues sont représentées dans le membre de droite (mesures et commandes cal-
culées). La même opération peut être effectuée à l’aide de la deuxième ligne de (4.2.3),
ce qui fournit
δ̂ 2ma =
f¯2
g¯21
(4.2.9)
et le résidu
r21 = δmc − δ̂ 2ma = δmc −
f¯2
g¯21
. (4.2.10)
Trois résidus ont donc été calculés en considérant les deux équations de (4.2.3) séparé-
ment. La génération de résidus supplémentaires est envisageable, par exemple en injec-
tant l’estimée δ̂ 2ma en lieu et place de δmc dans les deux résidus (4.2.8), ce qui donne r
1
11 = f¯2g¯21 − 1g¯11
(
f¯1 − g¯12ηc
)
r112 = ηc − 1g¯12
(
f¯1 − g¯11 f¯2g¯21
) . (4.2.11)
Remarquons qu’injecter δ̂ 1ma dans r21 redonne le résidu r111. Cinq résidus sont donc dispo-
nibles ; reste à évaluer leur sensibilité aux défauts et leur capacité d’identification. Pour
ce faire, il suffit de remplacer f¯1 et f¯2 par leurs expressions provenant de (4.2.3). Par
exemple,
r11 = δmc − 1
g¯11
(g¯11δma + g¯12ηa − g¯12ηc) = (δmc − δma) + g¯12
g¯11
(ηa − ηc) . (4.2.12)
Le résidu r11 est donc sensible à la fois aux défauts sur δm et sur η, puisqu’il est di-
rectement fonction des écarts entre les valeurs envoyées aux actionneurs et celles (in-
connues) réalisées. Par ailleurs, en l’absence de défaut sur η, ηa ≈ ηc, ce qui conduit
à r11 ≈ δmc − δma. Ce résidu permet donc directement l’identification du défaut de
gouverne, en l’absence de défaut de propulsion. De manière générale, la sensibilité des
résidus à un des défauts est indiquée par la présence dans son expression de la valeur
calculée de la commande correspondante. Ceci peut se résumer, sur le cas considéré, au
moyen de la table des signatures présentée en table 4.1.
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Table 4.1: Table des signatures des résidus – cas test longitudinal
δm η
r11 × ×
r12 × ×
r21 × 0
r111 0 ×
r112 0 ×
Un des intérêts de cette méthode est de fournir des résidus supplémentaires, en ex-
ploitant la redondance analytique disponible dans les équations retenues et le module de
commande. La figure 4.2.3 montre les résultats obtenus avec ces cinq nouveaux résidus,
pour le même scénario de défauts successifs qu’en figure 4.2.2.
Figure 4.2.3: Résidus issus des substitutions, défauts de propulsion à t = 20s, et de
gouverne à t = 30s
Dans le cas présent, les signatures des deux défauts sur ces cinq résidus (cf Table 4.1)
montrent qu’ils sont discernables. En effet, les résidus r11 et r12 sont sensibles aux deux
défauts et permettent leur détection ; le résidu r21 est sensible uniquement au défaut
sur δm et permet ainsi sa localisation, tandis que les résidus r111 et r112 sont sensibles
uniquement au défaut sur η. La prise en compte simultanée des trois résidus r21, r111 et r112
peut permettre d’augmenter la robustesse de la localisation des défauts aux incertitudes,
notamment par rapport à la méthode d’inversion directe où un seul résidu par défaut
était généré. Par ailleurs, le résidu r21 permet d’identifier le défaut sur δm et le résidu
r112 fournit une estimée du défaut en η.
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4.3 Algorithme de génération des résidus
Cette partie présente une procédure automatique de calcul de résidus similaires à
ceux obtenus pour le cas test longitudinal dans la partie précédente. Cet algorithme,
qui peut être codé avec MAPLE, a pour entrée une structure de modèle telle que celle
de (4.2.3)-(4.2.4), et renvoie en sortie l’ensemble des résidus de la forme (4.2.8), (4.2.10)
et (4.2.11).
4.3.1 Extraction du modèle
Une étape préliminaire consiste à déterminer, dans le modèle non linéaire (4.2.1), les
équations d’état qui contiennent des entrées de commande et impliquent uniquement des
variables d’état mesurées et leurs dérivées. L’algorithme 4.1 est dédié à cette extraction.
La ie`me équation d’état du modèle (4.2.1) est
x˙i = fi(x) + gTi (x) · u, (4.3.1)
où gTi est la ie`me ligne de G. La dimension du vecteur d’état est notée nx.
Algorithme 4.1 Mise en forme du modèle
Entrées : f ,G
j ← 0
pour i = 1 à nx faire
si x˙i et toutes les variables d’états arguments de fi et gi sont mesurées et gi n’est
pas nul alors
j ← j + 1
f¯j(y) = x˙i − fi(x)
g¯Tj (y) = gTi (x)
fin si
fin pour
Sorties : f¯ , G¯
Notons nr le nombre d’équations ainsi sélectionnées (égal à la valeur de j après exé-
cution de l’algorithme 4.1) et mr le nombre d’entrées de commandes restantes. Il est par
ailleurs supposé ici, pour simplifier, que toutes les entrées de commande initiales sont
impliquées dans ce nouveau modèle, soit mr = dim u. Celui-ci s’écrit alors comme
f¯1(y)
...
f¯nr(y)
 =

g¯T1 (y)
...
g¯Tnr(y)
u =

g¯11(y) · · · g¯1mr(y)
... . . . ...
g¯nr1(y) · · · g¯nrmr(y)
 ·

u1
...
umr
 , (4.3.2)
ou de manière plus concise, f¯(y) = G¯(y) · u. Par souci de simplicité d’écriture, la
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dépendance en y sera omise dans ce qui suit. Dans le cas du modèle aéronautique lon-
gitudinal (2.2.13), l’algorithme 4.1 renvoie (4.2.3) et (4.2.4).
4.3.2 Résidus directs
Considérons chaque ligne de (4.3.2) séparément. Chaque entrée de commande impli-
quée peut être exprimée en fonction des mesures y et des autres entrées de commandes
présentes dans l’équation, à condition que l’élément de G¯ lui correspondant ne soit pas
nul (ce que nous supposerons pour le moment). Ceci implique qu’il existe autant de
manières d’exprimer chaque entrée de commande qu’il y a d’équations où elle apparaît.
Notons ûaij l’estimée de la j e`me entrée de commande à partir de la ie`me équation de
(4.3.2). Ainsi, Si g¯ij n’est pas nul, on obtient
ûaij(u) =
1
g¯ij
f¯i − mr∑
k=1
k 6=j
g¯ikuk
 . (4.3.3)
En pratique, ces estimées se calculent en injectant dans (4.3.3) le vecteur des entrées des
commandes calculées uc à la place du vecteur inconnu des commandes u. Elles dépendent
donc uniquement de variables mesurées, puisque les expressions des fonctions f() et g()
sont connues et les commandes uck (k variant de 1 à mr) sont fournies par le module
de commande. Pour i variant de 1 à nr et j de 1 à mr, il est donc possible de générer
des résidus rij en comparant chaque entrée de commande calculée ucj avec chacune des
estimées correspondantes ûaij. Chaque résidu rij est défini comme
rij = ucj − ûaij(uc), (4.3.4)
soit
rij =
g¯ij
g¯ij
ucj − f¯i
g¯ij
+ 1
g¯ij
mr∑
k=1
k 6=j
g¯ikuck, (4.3.5)
ce qui mène finalement à
rij = − f¯i
g¯ij
+ 1
g¯ij
mr∑
k=1
g¯ikuck. (4.3.6)
Cette première étape (algorithme 4.2) permet d’obtenir autant de résidus qu’il y a de
termes non nuls dans la matrice G¯. Dans le cas de l’exemple précédent, il s’agit des équa-
tions (4.2.8) et (4.2.10). Un problème de stabilité numérique dû au passage par zéro de la
valeur des fonctions g¯ij impliquées dans le calcul des résidus peut se poser, étant donné
leur présence au dénominateur. Il est nécessaire de tester si la valeur du dénominateur
de rij n’est pas inférieur à un certain seuil, auquel cas le résidu ne devra pas être utilisé
pour le diagnostic à cet instant. Notons toutefois que ce cas de figure ne s’est jamais
présenté dans les exemples traités dans ce chapitre. En effet, les fonctions g¯() décrites
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Algorithme 4.2 Génération de résidus directs
Entrées : f¯ , G¯
Rdir = {}
pour i = 1 à nr faire
pour j = 1 à mr faire
si g¯ij n’est pas nul alors
rij = 1g¯ij
[
−f¯i + g¯Ti uc
]
Rdir ← {Rdir, rij}
fin si
fin pour
fin pour
Sortie : Rdir
par (4.2.4) impliquent des coefficients aérodynamiques qui ne passent généralement pas
par zéro pour la plupart des conditions de vol.
4.3.3 Résidus supplémentaires
Les résidus produits par l’algorithme 4.2 ont été obtenus en considérant chaque équa-
tion de (4.3.2) séparément. L’étape suivante consiste à obtenir toutes les combinaisons
possibles entre les estimées de type (4.3.3) et les résidus de type (4.3.6). Autrement dit,
il s’agit d’injecter les différentes estimées de chaque commande (fonctions des mesures
et des commandes calculées) dans les expressions des résidus, à l’image de ce qui a été
fait en (4.2.11). L’objectif est d’obtenir une collection de relations de redondance la plus
large possible, afin de disposer d’un choix de résidus différents pour la localisation et
l’identification des défauts.
La première étape de cette substitution consiste à stocker dans une matrice Rest, de
dimension nr × mr, les expressions des commandes calculées (4.3.3). Les indices non
nuls de la matrice G¯ sont quant à eux stockés dans un ensemble I et les commandes
présentes dans chacune des équations dans un ensemble C. Ces éléments sont initialisés
par l’algorithme 4.3.
Dans le cas de l’exemple longitudinal (4.2.3), on obtient les ensembles
Rest =
 1g¯11 (f¯1 − g¯12ηc) 1g¯12 (f¯1 − g¯11δmc)
f¯2
g¯21
0

I = {[1, 1], [1, 2], [2, 1]}
C = {{1, 2} , {1}}
Il s’agit ensuite de confronter les ensembles I et C afin de déterminer quelles commandes
peuvent être injectées dans les différents résidus. La principale contrainte est qu’une
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commande estimée à partir de la ie`me ligne ne peut pas être utilisée dans cette même
ligne. Ceci est effectué pour chaque sous ensemble de C, ce qui donne l’ensemble résultant
D renvoyé par l’algorithme 4.4.
Algorithme 4.3 Ensembles auxiliaires
Entrées : f¯ , G¯
I = {}, C = {}
pour i = 1 à nr faire
Itmp = {}
pour j = 1 à mr faire
si g¯ij n’est pas nul alors
Rest[i, j] = 1g¯ij
f¯i − mr∑
k=1
k 6=j
g¯ikuk

I = {I, [i, j]}
Itmp = {Itmp, j}
fin si
fin pour
C ← {C, Itmp}
fin pour
Sorties : C, I
Algorithme 4.4 Ensemble des substitutions de base
Entrées : C, I
D = {}
pour i = 1 à nr faire
Dtmp = {}
pour j = 1 à dim(C[i]) faire
pour k = 1 à dim(I) faire
si I[k][1] 6= i et I[k][2] = C[i][j] alors
Dtmp = {Dtmp, I[k]}
fin si
fin pour
fin pour
D ← {D,Dtmp}
fin pour
Sortie : D
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Pour l’exemple longitudinal, l’algorithme 4.4 fournit
D =
{{
[2, 1]
}
,
{
[1, 1]
}}
.
Ceci signifie que, seule l’estimée de la première commande à partir de la deuxième ligne
peut être incorporée dans les résidus issus de la première ligne de (4.2.3), tandis que la
seule substitution réalisable pour la deuxième ligne est celle de l’estimée de la première
commande à partir de la première ligne.
Dans cet exemple simple, il n’y a qu’un seul sous-ensemble pour chaque équation.
Considérons un exemple plus complexe, avec trois équations et deux commandes,
f¯1
f¯2
f¯3
 =

g¯11 0
0 g¯22
g¯31 g¯32

 uc1
uc2
 , (4.3.7)
où l’ensemble D est alors
D =
{{
[3, 1]
}
,
{
[3, 2]
}
,
{
[1, 1] , [2, 2]
}}
.
Dans ce cas, il est possible de substituer à la fois l’estimée ûa11 et l’estimée ûa22 dans les
résidus issus de la troisième ligne, comme le montre le troisième sous-ensemble deD. Il est
donc nécessaire de déterminer, pour chaque ligne, toutes les combinaisons réalisables.
Ceci est obtenu par la procédure récursive Group décrite dans l’algorithme 4.5, qui
renvoie l’ensemble D complété de toutes les substitutions autorisées. A noter que les
combinaisons comprenant au moins deux éléments dont les deuxièmes indices (numéro
de la commande) sont identiques sont exclues. En effet, si on peut estimer uk à partir de
deux lignes, i et j, le choix a été fait de n’injecter que uki ou ukj, et non une combinaison
linéaire de ces deux variables.
A titre d’illustration, voici le déroulement de l’algorithme 4.5 sur le sous-ensemble{
[1, 1] , [2, 2]
}
:
– k = 0→ P =
{
Ø
}
– k = 1→ Q = {[1, 1]}, P ←
{
Ø, {[1, 1]}
}
,
– k = 2→ P = Group(P) =
{
Ø, {[1, 1]} , {[2, 2]}
}
,
Q = {[1, 1] , [2, 2]} , Q [1] [2] 6= Q [2] [2]→ OK
P ← P ∪Q =
{
Ø, {[1, 1]} , {[2, 2]} , {[1, 1] , [2, 2]}
}
La procédure MAPLE choose permet d’obtenir toutes les permutations, auxquelles il
faut a posteriori retirer les combinaisons interdites.
A partir de l’ensemble D obtenu en sortie de l’algorithme 4.5, il ne reste plus qu’à
construire les vecteurs de commande en remplaçant les commandes calculées ucj par leur
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estimée ûaij, selon les indices i retenus pour chaque ligne. Les résidus supplémentaires
sont alors générés comme à l’algorithme 4.2 en remplaçant uc par le nouveau vecteur de
commande.
Algorithme 4.5 Group(D)
Entrée : D
P = {}, Q = {}
pour v = 1 à dim(D) faire
Dv = D[v]
pour k = 0 à dim(Dv) faire
si k = 0 alors
P = {∅}
sinon
P = Group(P)
pour tout les sous-ensembles E ∈ P faire
Q = E ∪ Dv[k]
fin pour
pour i = 1 à dim(Q) faire
si nQ[i] > 1 alors
pour j = 1 à dim(Q[i]) faire
pour l = 1 à dim(Q[i]) faire
si Q[i][j][2] = Q[i][l][2] alors
Retirer Q[i] de Q
fin si
fin pour
fin pour
fin si
fin pour
P ← P ∪Q
fin si
fin pour
D[v]← P
fin pour
Sortie : D
L’ensemble final des résidus s’obtient alors en concaténant Rsup en sortie de l’al-
gorithme 4.6 avec l’ensemble Rdir obtenu via l’algorithme 4.2, puis en éliminant les
éventuels doublons.
Par exemple, sur l’exemple longitudinal, à partir de D =
{
{[2, 1]} , {[1, 1]}
}
, il vient
– k = 1, i = 1 → utmp =
 f¯2g¯21
ηc

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↪→ r111 =
f¯2
g¯21
− 1
g¯11
(
f¯1 − g¯12ηc
)
et r112 = ηc −
1
g¯12
(
f¯1 − g¯11 f¯2
g¯21
)
– k = 2, i = 1 → utmp =
 1g¯11 (f¯1 − g¯12ηc)
ηc
→ r121 = −f¯2g¯21 + 1g¯11
(
f¯1 − g¯12ηc
)
Comme il s’avère que r121 = −r112, le premier de ces résidus n’est pas conservé. Deux
résidus supplémentaires sont donc obtenus, ce qui correspond à l’équation (4.2.11) pour
l’exemple développé au cours de la section précédente.
Algorithme 4.6 Génération des résidus supplémentaires
Entrées : D, f¯ , G¯
Rsup = {}
pour k = 1 à dim(D) faire
Dk = D[k]
pour i = 1 à dim(Dk) faire
utmp ← uc
pour j = 1 à dim(Dk[i]) faire
itmp ← Dk[i][j][1], jtmp ← Dk[i][j][2]
utmp(jtmp) = Rest(itmp, jtmp)
r = 1
g¯ij
[
−f¯i + g¯Ti utmp
]
Rsup = {Rsup, r}
fin pour
fin pour
fin pour
Sortie : Rsup
Cette procédure permet de générer systématiquement des relations de redondance
analytique permettant la détection, la localisation et l’identification des actionneurs.
Lorsque le nombre de termes non nuls de G¯ est important, le nombre des résidus ob-
tenus risque d’être beaucoup trop grand. Il faut alors passer par une étape de tri, afin
de déterminer à quels défauts ces résidus sont sensibles. Comme illustré par (4.2.12), la
sensibilité à un défaut sur un actionneur est mise en évidence par la présence de la com-
mande calculée lui correspondant dans l’expression du résidu. Examinons, par exemple,
le cas des résidus directs (4.3.6),
rij = − f¯i
g¯ij
+ 1
g¯ij
mr∑
k=1
g¯ikuck. (4.3.8)
Leur sensibilité se détermine en remplaçant f¯i par son expression comprenant les com-
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mandes réellement appliquées, soit
rij = − 1
g¯ij
(
mr∑
k=1
g¯ikuak
)
+ 1
g¯ij
mr∑
k=1
g¯ikuck, (4.3.9)
ce qui donne finalement
rij =
1
g¯ij
(
mr∑
k=1
g¯ik (uck − uak)
)
. (4.3.10)
Par construction, les résidus sont donc sensibles aux défauts sur les actionneurs dont ils
contiennent la commande calculée. Par ailleurs, l’identification du défaut est possible,
en (4.3.10), pour k = j, puisque rij contient alors directement l’écart ucj − uaj. Il en est
ainsi pour chaque résidu qui permet l’identification directe d’un défaut unique, sous l’hy-
pothèse que les autres défauts auquel il est sensible ne soient pas présents. Tout ceci rend
aisé l’étape de tri, puisqu’il suffit de vérifier quelles commandes calculées interviennent
dans chacun des résidus pour obtenir leurs signatures.
L’intérêt de cet algorithme est de mettre à la fois en évidence des résidus structurés,
rendus insensibles à un ou plusieurs défauts d’actionneurs, et de fournir une collection
d’expressions à même d’estimer les différents défauts. Une sélection minimale de résidus
avec des signatures différentes peut ainsi être mise en œuvre en ligne à faible coût de
calcul (rappelons qu’aucune intégration numérique n’est nécessaire), pour détecter et
localiser un défaut d’actionneur. Une fois celui-ci localisé, il peut être identifié en ayant
recours aux résidus dédiés à cet effet, qui auront été préalablement extraits de l’ensemble
initial de résidus.
4.4 Application au cas test complet
Appliquons la procédure présentée ci-dessus au cas test aéronautique complet décrit
au chapitre 2. Pour mémoire, celui-ci est actionné via quatre gouvernes et un dispositif
de propulsion. Nous allons maintenant traiter de la détection, localisation et identifica-
tion des défauts pouvant affecter ces cinq actionneurs via la méthode proposée dans ce
chapitre.
4.4.1 Modèle et génération de résidus
Comme dans le cas de l’exemple longitudinal, les équations d’état du modèle à six
degrés de liberté qui vérifient les conditions de l’algorithme 4.1 sont les équations des
forces (2.2.2). En effet, le membre de gauche est directement mesuré par le biais de la
centrale inertielle embarquée, de même que les variables impliquées dans le membre de
droite. Par ailleurs, l’ensemble des commandes y intervient. Il est important de remar-
quer que les forces aérodynamiques (2.2.3) sont exprimées en fonction des gouvernes
équivalentes. L’allocation des commandes (2.2.11) aux gouvernes réelles (qui subissent
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en pratique les défauts) doit donc être prise en compte dans ces forces pour établir le
modèle qui servira au diagnostic. Il est plus aisé de procéder en deux temps, à savoir de
commencer par établir les relations (4.3.2) avec les gouvernes équivalentes, ce qui donne

f˜1
f˜2
f˜3
 =

g˜11 g˜12 g˜13 g˜14
g˜21 0 g˜23 0
0 g˜32 0 0


δl
δm
δn
η
 , (4.4.1)
avec 
f˜1 = v˙bx + qvbz − rvby + sin θmg + Qsrefm [cx0 + cxaα]− fminm
f˜2 = v˙by + rvbx − qvbz − cos θ sinϕmg − Qsrefm [cy0 + cybβ]
f˜3 = v˙bz + pvby − qvbx − cos θ cosϕmg + Qsrefm [cz0 + czaα]
g˜11 = −Qsrefcxδlm
g˜12 = −Qsrefcxδmm
g˜13 = −Qsrefcxδnm
g˜14 = fmax−fminm
g˜21 =
Qsrefcyδl
m
g˜23 = Qsrefcyδnm
g˜32 = −Qsrefczδmm
(4.4.2)
Il s’agit ensuite de multiplier cette matrice G˜ par la matrice d’allocation (2.2.11) (aug-
mentée d’une ligne et une colonne pour tenir compte de η) afin d’obtenir la matrice G¯
du modèle liant les variables mesurées aux actionneurs réels, comme suit,
G¯ =

g˜11 g˜12 g˜13 g˜14
g˜21 0 g˜23 0
0 g˜32 0 0


1
4
1
4
1
4
1
4 0
0 12 0 −12 0
−12 0 12 0 0
0 0 0 0 1
 =

g¯11 g¯12 g¯13 g¯14 g¯15
g¯21 g¯22 g¯23 g¯24 0
0 g¯32 0 g¯34 0
 .
(4.4.3)
Les expressions des nouveaux termes g¯() sont développées en annexe A.2. En appliquant
la procédure décrite en section 4.3, 438 relations de redondance analytique sont obtenues.
Cependant, l’analyse de leur sensibilité révèle que la plupart d’entre elles (257) sont
sensibles à tous les défauts d’actionneurs, ce qui les rend impropres à la localisation
des défauts. La table 4.2 présente la table des signatures des résidus obtenus, ainsi
que le nombre de relations disponibles pour chaque signature. Les types de relations
de redondance ont été renommées r1 à r8 et rall pour faciliter la lecture des résultats
ci-après.
Pour chaque actionneur, il existe au moins un résidu sensible à tous les défauts sauf
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sur l’actionneur considéré, ce qui remplit la condition de localisation des défauts. Par
ailleurs, trois types de résidus sensibles à deux ou trois défauts et insensibles aux autres
sont disponibles (trois dernières lignes du tableau). La mise en œuvre pratique s’effectue
en sélectionnant au minimum un résidu de chaque type (r1 à r8), voire plusieurs si la
capacité de calcul le permet. La prise en compte de plusieurs résidus d’un même type
peut permettre de conserver une capacité de détection si par exemple l’un des résidus
est composé de paramètres plus sensibles aux perturbations que les autres.
Table 4.2: Table des signatures des résidus pour le diagnostic des défauts d’actionneurs
Nombre de
résidus sensibles
Nom du type
de résidu
δ1 δ2 δ3 δ4 η
257 rall × × × × ×
35 r1 0 × × × ×
14 r2 × 0 × × ×
35 r3 × × 0 × ×
14 r4 × × × 0 ×
48 r5 × × × × 0
5 r6 × × × 0 0
5 r7 × 0 × × 0
25 r8 0 × 0 × 0
Une fois qu’un défaut a été localisé, il peut être identifié en utilisant une ou plusieurs
relations de redondance contenant directement son estimée. Le nombre d’expressions dis-
ponibles pour l’estimation de chacun des défauts est indiqué en table 4.3. Un échantillon
des résidus générés sur ce problème est disponible en annexe A.2.
Table 4.3: Nombre d’expressions permettant l’estimation quantitative des défauts
Défaut identifiable δ1 δ2 δ3 δ4 η
Nombre de relations 42 31 42 31 39
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4.4.2 Résultats de simulation
Cinq scénarios ont été conçus, afin d’examiner le comportement des types de résidus
générés en présence de différents défauts sur les actionneurs. Ceux-ci comprennent le
cas nominal sans défaut, deux configurations avec défaut unique et deux séquences de
défauts successifs persistants.
Les résultats présentés ci-après montrent un comportement des résidus en accord avec
la table 4.2. Il est ainsi mis en évidence la possibilité de détecter, localiser et identifier les
défauts sur les actionneurs du cas test aéronautique, en présence des fortes incertitudes
de mesure et de modélisation précisées au chapitre 2. Il faut par ailleurs rappeler que
tous ces résidus ont été générés uniquement à partir des trois équations des forces.
Table 4.4: Scénarios de défauts
Scénario Défauts cf figures
1 Cas sans défaut 4.4.1
2 Blocage de δ1 à 47s 4.4.2
3 Perte d’efficacité de 50% de η à 54s 4.4.4
4 Perte d’efficacité de 75% de η à 32s et blocage de δ4 à 71s 4.4.5
5 Blocage de δ2 à 38s puis blocage de δ3 à 62s 4.4.6
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4.4.2.1 Scénario 1 (cas sans défaut)
En l’absence de défaut, les huit types de résidus sont de moyenne nulle, après une
période transitoire initiale de l’ordre de cinq secondes.
Figure 4.4.1: Scénario 1 (cas sans défaut)
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4.4.2.2 Scénario 2 (défaut sur δ1)
Le scénario 2 correspond à un défaut sur la gouverne δ1, qui perturbe tous les résidus
sauf r1 et r8, conformément à la table des signatures 4.2. La figure 4.4.3 présente trois
estimées de ce défaut cohérentes avec la vraie évolution de celui-ci, obtenues à l’aide de
résidus dédiés.
Figure 4.4.2: Scénario 2 (défaut sur δ1)
Figure 4.4.3: Valeur vraie et estimations du défaut affectant δ1
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4.4.2.3 Scénario 3 (défaut sur η)
Les résidus r1 à r4 sont effectivement sensibles à la perte d’efficacité de la propulsion.
Les trois premiers présentés ici fournissent d’ailleurs une estimée de ce défaut (perte
d’efficacité de 50% de la propulsion). En revanche, r5 à r8 ne sont pas sensibles à ce
défaut ; la signature globale permet donc de le localiser, à l’aide de la table 4.4.
Figure 4.4.4: Scénario 3 (défaut sur η)
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4.4.2.4 Scénario 4 (défauts sur η puis sur δ4)
Comme pour le scénario précédent, la réaction des quatre premiers résidus signale
tout d’abord l’apparition d’un défaut de propulsion. Puis, au moment de l’apparition
du défaut sur la gouverne δ4, les résidus r5, r7 et r8 s’écartent de zéro. Le fait que
seul r6 conserve une moyenne nulle désigne sans ambiguïté η et δ4 comme défaillants.
Par ailleurs, r8 autorise l’estimation du défaut sur δ4, sans interférence avec celui sur
η préalablement estimé. Ceci illustre la possibilité de détecter, localiser et identifier
plusieurs défauts à l’aide des résidus qui ont été générés.
Figure 4.4.5: Scénario 4 (défauts sur η puis sur δ4)
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4.4.2.5 Scénario 5 (défauts sur δ2 puis δ3)
Ce scénario confirme la possibilité de diagnostiquer deux défauts, ici sur les gouvernes
δ2 puis δ3. En effet, r2 et r7 ne réagissent pas au premier défaut, ce qui désigne δ2.
Ensuite, r3 et r8 ne subissent pas de modifications alors que tous les autres signaux
s’écartent de leur position courante, ce qui signifie qu’un défaut affectant δ3 vient de se
produire.
Figure 4.4.6: Scénario 5 (défauts sur δ2 puis δ3)
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4.4.3 Remarque sur la robustesse aux imprécisions de modèle
Les résultats de simulation sont donc satisfaisants, malgré une erreur systématique
de ±25% sur chacun des coefficients aérodynamiques. Pour illustrer l’influence de ces
méconnaissances, considérons le résidu
r32 = − f3
g¯32
+ δ2c +
g¯34
g¯32
δ4c,
qui fait partie du type de résidu « r8 », structurellement sensible aux défauts sur δ2
et δ4 et insensible aux autres défauts. Supposons maintenant que des imprécisions de
modèle affectent les coefficients aérodynamiques ou d’autres paramètres (ce qui est le cas
dans le problème considéré). Pour analyser la sensibilité de ce résidu, il faut remplacer
f3 par son expression provenant du modèle réel. Si cet écart entre le modèle réel et le
modèle de synthèse peut être modélisé par des paramètres additifs εij, tels que εij =
g¯ij−(re´el) − g¯ij−(mode`le) , variables mais bornés, on obtient
r32 = −(g¯32 + ε32)δ2a + (g¯34 + ε34)δ4a
g¯32
+ δ2c +
g¯34
g¯32
δ4c,
soit finalement
r32 = (δ2c − δ2a) + g¯34
g¯32
(δ4c − δ4a)− ε32δ2a + ε34δ4a.
Bien que le résidu reste effectivement sensible uniquement aux défauts sur δ2 et δ4, il
apparaît qu’il est influencé (via les erreurs de modèle) par la valeur de la commande
réellement appliquée et ce, même en l’absence de défaut. Si les imprécisions de modèle
sont trop importantes, ce terme additif n’est plus négligeable devant les imprécisions de
mesure, et le résidu risque de devenir difficilement exploitable. La figure 4.4.7 illustre
l’influence de ces termes sur le résidu considéré. Il apparaît une corrélation de plus en
plus forte entre l’entrée de commande δ4a et r32 lorsque l’écart entre le modèle de synthèse
et le modèle réel augmente. Le résidu est exploitable, comme nous l’avons vu, avec une
erreur de modèle de 25%, la variation observée (max(r32)−min(r32) = 0.003) étant faible
compte tenu de la taille des défauts à détecter. En revanche, le résidu n’est plus utilisable
pour une imprécision de 50%, car les fluctuations (max(r32) − min(r32) = 0.034) sont
du même ordre de grandeur qu’un défaut et risquent de conduire à des fausses alarmes.
La méthode proposée dans ce chapitre nécessite donc une certaine précision du modèle
de synthèse, comme c’est le cas de toute méthode de diagnostic à base de modèle.
Néanmoins, le niveau de précision requis reste modeste et compatible avec une mise en
œuvre effective.
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Figure 4.4.7: Influence de l’entrée de commande δ4 sur r32 en fonction de l’amplitude
des imprécisions de modèle
4.5 Conclusions et perspectives
Une nouvelle méthode de génération de résidus a été proposée dans ce chapitre pour
réaliser la détection, la localisation et l’identification de défauts sur les actionneurs d’un
système dont la dynamique est décrite par un modèle d’état non linéaire affine en la
commande. L’hypothèse principale est l’existence de mesures de certaines dérivées des
variables d’état, comme c’est notamment le cas en aéronautique. Certaines équations
peuvent alors être utilisées directement pour estimer la commande inconnue effectuée par
les actionneurs. En comparant les entrées estimées aux entrées calculées par le module
de commande, cette information peut être mise à profit pour construire un nombre
important de relations de redondance analytique impliquant les défauts d’actionneurs.
La procédure a tout d’abord été illustrée sur la restriction du cas test aéronautique
à son plan vertical. Un ensemble d’algorithmes a ensuite été décrit, qui permet de
construire hors ligne un ensemble de résidus sensibles à différents sous-ensembles de
défauts. Rappelons que le calcul de ces résidus en ligne ne nécessite ni l’intégration du
modèle dynamique ni la dérivation temporelle des observations, ce qui allège très signi-
ficativement la charge de calcul et évite certains aléas numériques. Un problème ouvert
reste la sélection parmi les résidus calculables de ceux qui contribueront au diagnostic
en ligne du système. Il serait envisageable d’utiliser à cet effet les techniques présentées
dans la partie 4.5.
La méthode proposée a été appliquée avec succès au cas test aéronautique complet,
puisqu’il est possible de détecter, localiser et identifier les défauts sur chacun des action-
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neurs (gouvernes et propulsion) du cas test, même en présence d’occurrences multiples
et avec un modèle entaché d’erreurs significatives. Ceci complète tout à fait la méthode
proposée au chapitre 3, qui permet de détecter et localiser les défauts sur les capteurs
mais n’est pas à même de distinguer les défauts sur les actionneurs.
Il apparaît donc possible d’intégrer ces deux méthodes dans une même boucle. En effet,
l’approche du chapitre 3 permet de surveiller l’adéquation du système à ses objectifs et
peut signaler un éventuel défaut de capteur ou d’actionneur, ce qui pourrait entraîner
l’appel aux résidus de la méthode proposée dans ce chapitre pour confirmer ou infirmer
le premier diagnostic. L’ensemble reste à faible charge de calcul, car les sept résidus de
la première méthode sont directement issus du module de commande, et les huit résidus
de la deuxième méthode sont directement fonction des mesures.
Par ailleurs, ceci ouvre la possibilité d’exploiter l’identification des défauts d’action-
neurs réalisée ici dans une boucle de commande tolérante, qui assurerait par exemple la
poursuite de la mission en cas de défaut unique de gouverne suivi d’une reconfiguration.
Positionnement
o Système décrit par un modèle non linéaire affine en la commande
o Capteurs mesurant certaines dérivées de l’état (ex : accélération)
o Méthode à faible coût de calcul
o Pas de linéarisation du modèle dynamique
Contributions
o Méthode de diagnostic exploitant la structure affine du modèle, la forme parti-
culière des mesures et les informations du module de commande
o Procédure formelle de calcul des relations de redondance analytique
o Détection, localisation et identification des défauts sur les actionneurs du cas
test aéronautique
o Analyse de la robustesse aux imprécisions sur les paramètres du modèle
Limitations
o Nécessité de disposer de mesures exploitables des dérivées de l’état
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Chapitre 5
Réglage automatique pour la
comparaison de méthodes de
diagnostic
Résumé – La plupart des méthodes de diagnostic dépendent de paramètres internes
(hyperparamètres), qu’il convient de régler pour atteindre une performance optimale. Ce
réglage est traité ici comme un problème d’optimisation, dont la fonction de coût est éva-
luée par simulation d’un ou plusieurs cas test. La méthodologie construit et exploite un
métamodèle de krigeage qui prédit les performances en fonction de la valeur du vecteur
des hyperparamètres. Elle est associée à une procédure itérative d’optimisation. Ceci
permet d’aborder ce problème d’optimisation à un coût de calcul beaucoup plus faible
que par utilisation exclusive des simulations complexes. Cette procédure est appliquée
à différentes méthodes de diagnostic, afin d’évaluer leurs performances pour un réglage
optimal et ainsi les comparer de façon plus objective. Ces travaux ont été diffusés via
deux communications en conférences internationales [7, 10].
5.1 Introduction
Les performances des méthodes de détection et de localisation de défauts sont forte-
ment liées aux valeurs de leurs hyperparamètres. Le réglage de ces hyperparamètres est la
plupart du temps confié à l’expérience ou à l’intuition de l’ingénieur. L’objectif de ce cha-
pitre est de proposer une méthodologie systématique de réglage de ces hyperparamètres
qui soit utilisable par un non-spécialiste de chacune des méthodes considérées.
La démarche proposée, inspirée du domaine des expériences simulées sur ordinateur
(computer experiments) [333], consiste tout d’abord à définir les hyperparamètres d’une
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méthode ainsi qu’un critère de performance. Il s’agit alors de simuler un cas test (ou une
batterie de cas test) sous forme de boîte noire admettant en entrée ces hyperparamètres
et fournissant en sortie le coût associé au critère de performance. Ce critère est par
exemple en diagnostic un compromis entre les taux de fausse alarme et de non détection.
Il faut donc trouver une procédure efficace pour minimiser ce coût afin de fournir une
valeur optimale des hyperparamètres. Une comparaison objective entre méthodes est
ainsi facilitée, puisque chacune d’entre elles est ajustée afin d’atteindre sa meilleure
performance sur un même ensemble de cas test.
Les principaux outils de réglage existants sont fondés sur les techniques de validation
croisée (cross-validation) [334]. Celles-ci permettent d’évaluer la performance d’une mé-
thode pour une valeur donnée des hyperparamètres. Elles peuvent alors être complétées
par une procédure d’optimisation permettant de trouver le meilleur réglage, comme pré-
senté dans [335, 336] où une discrétisation de l’espace des hyperparamètres est utilisée.
Une autre méthode utilisant les réseaux bayésiens pour le réglage automatique a été
proposée dans [337], avec l’intégration des résultats de simulations précédentes comme
connaissance a priori. Par ailleurs, des méthodes de recherche utilisant des simulations de
Monte Carlo [338,339], des réseaux de neurones [340] ou des algorithmes d’optimisation
évolutionnistes [341, 342] ont été exploitées pour le réglage de filtres de Kalman. Il faut
toutefois noter que toutes ces approches requièrent un nombre important de simulations
du cas test, car elles nécessitent une exploration approfondie de l’espace des hyperpa-
ramètres. Ceci peut poser problème car l’évaluation de la performance peut s’avérer
très coûteuse, tout particulièrement si un degré élevé de représentativité est visé, ce qui
restreint fortement le nombre d’évaluations envisageable.
L’alternative proposée ici consiste à substituer à la simulation numérique un modèle de
krigeage admettant comme entrées les hyperparamètres et fournissant en sortie le critère
de performance. Ce modèle est utilisé pour rechercher les hyperparamètres optimaux avec
une méthode itérative connue sous le nom de Efficient Global Optimization (EGO) [333,
343]. Cette approche limite considérablement le nombre de simulations du cas test initial.
Suite à la description de la méthodologie dans la section 5.2, deux exemples d’appli-
cations sont proposés. En section 5.3, le réglage de six méthodes de détection de chan-
gement dans la moyenne d’un signal gaussien est considéré, tandis que la section 5.4 est
consacrée au réglage de deux schémas de diagnostic réunissant un générateur de résidu
et un test statistique afin de détecter un défaut de capteur sur un modèle dynamique.
Les conclusions et perspectives sont discutées en section 5.5.
5.2 Méthodologie de réglage
5.2.1 Formulation du problème
La méthode à régler dépend d’un vecteur d’hyperparamètres de dimension dc noté
xc ∈ Xc ⊂ Rdc , où Xc est un ensemble compact connu. Pour chaque valeur de xc, à partir
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d’un cas test fixé (qui peut lui même comporter une batterie de tests élémentaires), une
simulation numérique fournit une valeur d’une fonction objectif scalaire y(xc) dont nous
supposerons qu’il faut la minimiser (on parle alors de fonction de coût). Cette valeur
représente le niveau de performance atteint sur ce cas test à xc fixé. La recherche d’un
bon réglage peut alors se formaliser comme un problème d’optimisation globale continue
sur Xc,
x̂c = arg minxc∈Xc y(xc). (5.2.1)
Un exemple de cas test est présenté en figure 5.2.1, avec la mise en évidence des
hyperparamètres et de la fonction de coût. Ce type de simulation correspond à l’exemple
développé en section 5.4.
Figure 5.2.1: Exemple de cas test simulé
Le coût y(·) n’est pas nécessairement différentiable, et peut n’être connu que par les
valeurs qu’il prend pour un nombre fini de points échantillonnés, comme c’est notamment
le cas pour la simulation ci-dessus.
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Le krigeage permet de construire un modèle mathématique simple qui interpole (ou
approche) la fonction liant les hyperparamètres au coût. D’autres types d’approxima-
tions auraient pu être envisagés, en utilisant une famille de polynômes ou des combinai-
sons linéaires d’autres fonctions de base [215, 344–346]. Toutefois, le krigeage présente
entre autres propriétés intéressantes celle de fournir une indication sur la fiabilité de sa
prédiction, utilisée ensuite par la procédure d’optimisation EGO (Efficient Global Opti-
mization) [343] afin d’optimiser la valeur prise par la fonction de coût boîte noire avec
un budget d’évaluations réduit [333].
5.2.2 Krigeage
Le point de départ consiste à évaluer y(·) en nc valeurs préalablement choisies de xc,
ync = [y(xc,1), ..., y(xc,nc)]T.
Dans la suite, nous noterons X cnc l’ensemble de ces valeurs de xc,
X cnc = [xc,1, ...,xc,nc ].
Le krigeage [197,347,348] modélise la fonction inconnue y(·) par un processus gaussien,
qui peut être considéré comme la généralisation de distributions gaussiennes à un espace
de fonctions de dimension infinie. Ainsi, de même qu’une distribution gaussienne est
complètement définie par sa moyenne et sa matrice de covariance, un processus gaussien
est caractérisé par ses fonctions de moyenne et de covariance [197,349].
Dans ce qui suit, la fonction objectif y(·) sera modélisée par
Y (xc) = pT(xc)b + Z(xc). (5.2.2)
Ce modèle est composé de deux parties. La première est une fonction moyenne du pro-
cessus, telle que
mY (xc) = pT(xc)b,
où p(xc) est un vecteur de régresseurs (des monômes en xc, par exemple) et b est
un vecteur de paramètres de régression à estimer à partir des données disponibles. La
deuxième composante Z(xc) est un processus gaussien de moyenne nulle et de fonction
de covariance cov(·, ·). Cette fonction, généralement inconnue, est exprimée comme
cov (Z (xc,i) , Z (xc,j)) = σ2Z · k (xc,i,xc,j) , (5.2.3)
où σ2Z est la variance du processus et k(·, ·) une fonction de corrélation paramétrée.
Les paramètres de k(·, ·) et la variance σ2Z peuvent être choisis a priori ou estimés à
partir des données disponibles. Le choix de la fonction de corrélation et de la valeur de ses
paramètres est un problème important qui a des conséquences directes sur la qualité de
l’approximation par krigeage. En effet, cette fonction est censée intégrer les hypothèses
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sur la fonction à approcher, en termes de régularité et d’influence du voisinage de chaque
point. Le choix de la structure de la fonction de corrélation est un problème délicat. Une
discussion à ce sujet peut être trouvée par exemple au chapitre 4 de [197]. Nous faisons
le choix classique [350] de la fonction de corrélation exponentielle suivante (dite power
exponential correlation function),
k (xc,i,xc,j) = exp
− dc∑
l=1
∣∣∣∣∣xc,i(l)− xc,j(l)θl
∣∣∣∣∣
pl
 , (5.2.4)
où xc,i(l) représente la l-ième composante de xc,i. On peut remarquer que k (xc,i,xc,j)→
1 lorsque ‖xc,i−xc,j‖ → 0, tandis que k (xc,i,xc,j)→ 0 lorsque ‖xc,i−xc,j‖ → ∞, ce qui
semble raisonnable. Les paramètres θl > 0 quantifient la manière dont l’influence d’un
point sur un autre diminue lorsque la distance qui les sépare augmente. Pour assurer la
régularité de la fonction d’approximation, les paramètres pl sont fixés à la valeur 2 pour
toutes les applications traitées. Ce choix a aussi l’avantage de simplifier notablement
l’estimation des paramètres de la fonction de corrélation. Les paramètres restants θl
sont estimés par maximum de vraisemblance, comme suggéré dans [333].
Le prédicteur par krigeage de y(xc), pour tout xc ∈ Xc, est la prédiction linéaire non
biaisée qui minimise la variance de l’erreur de prédiction (BLUP – best linear unbiased
predictor). La dérivation de son expression n’est pas détaillée ici, mais peut être consultée
notamment dans [351, 352]. La prédiction se compose de deux parties. La première est
la moyenne du processus en n’importe quel point xc ∈ Xc, qui est donnée par
ŷ(xc) = pT (xc) b̂ + k (xc)T K−1
(
ync −Pb̂
)
, (5.2.5)
où K est la matrice de dimension nc × nc dont les composantes sont les corrélations du
processus gaussien entre les points échantillonnés
K|i,j = k(xc,i,xc,j), (5.2.6)
k(xc) est le vecteur de dimension nc des corrélations du processus gaussien entre les
points préalablement échantillonnés et le point où la prédiction est calculée
k(xc) = [k(xc,1,xc), ..., k(xc,nc ,xc)]T, (5.2.7)
P est la matrice de dimension nc × dim b dont les composantes sont les fonctions de
régression évaluées aux points échantillonnés
P = [p (xc,1) , ...,p (xc,nc)]
T , (5.2.8)
et b̂ est l’estimée au sens du maximum de vraisemblance du vecteur des coefficients de
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régression 1 b à partir des données disponibles {X cnc ; ync},
b̂ =
(
PTK−1P
)−1
PTK−1ync . (5.2.9)
L’estimée au sens du maximum de vraisemblance de la variance du processus σ2Z est
σ̂2Z =
1
nc
(
ync −Pb̂
)T
K−1
(
ync −Pb̂
)
. (5.2.10)
La prédiction (5.2.5) est bien linéaire en ync et interpole les données : ŷ(xc,i) = y(xc,i)
pour i = 1, ..., nc. Ce type de krigeage peut également être vu comme une interpolation
linéaire à l’aide d’une somme pondérée sur une base de fonctions particulière [197].
La deuxième partie de la prédiction, dont le rôle sera essentiel dans la suite, est une
estimée de la variance de l’erreur de prédiction, donnée par
σ̂2 (xc) = σ2Z
(
1− k (xc)T K−1k (xc)
)
, (5.2.11)
qui permet d’évaluer la précision de l’approximation par krigeage (5.2.5) en xc. Sa valeur
est faible à proximité des points échantillonnés (nulle en leur emplacement exact) et plus
importante loin de ceux-ci.
Ceci est illustré en figure 5.2.2, où la fonction y (xc) = sin (xc) /xc est approchée par
krigeage sur l’espace Xc = [0; 10], pour un échantillonnage initial comportant 4 points.
Les intervalles de confiance à 95% sont calculés à partir de l’équation (5.2.11).
Figure 5.2.2: Exemple de prédiction par krigeage
1. En toute rigueur, les formules (5.2.9) et (5.2.10) supposent la fonction de corrélation entièrement
connue. En pratique, les paramètres dont elle dépend sont choisis a priori ou estimés par maximum de
vraisemblance. Les valeurs obtenues sont injectées dans les calculs de ces formules et des suivantes. On
parle alors de krigeage empirique (empirical kriging) [333].
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5.2.3 Optimisation
L’idée principale de l’algorithme EGO [343] est d’utiliser l’approximation par krigeage
pour trouver itérativement de nouveaux points où la simulation doit être conduite, afin
de se rapprocher d’un minimiseur global. Un nouveau point est choisi en maximisant
un critère J(·) mesurant l’intérêt d’échantillonner en xc, étant donné les résultats ync
précédemment obtenus en X cnc ainsi que la prédiction (5.2.5) et la mesure de confiance
associée (5.2.11),
xc,nc+1 = arg maxxc∈Xc J
(
xc,X cnc ,ync , ŷ(xc), σ̂(xc)
)
. (5.2.12)
L’expression (5.2.12) peut donner l’impression trompeuse que le problème d’optimisation
initial (pour lequel on ne dispose pas de méthode de résolution analytique) a simplement
été remplacé par un autre problème d’optimisation, qu’il faudra de plus résoudre à de
multiples reprises. Nous allons voir que ce problème (5.2.12) est en fait beaucoup plus
facile à résoudre que (5.2.1), car il ne fait pas intervenir la simulation complexe.
La meilleure estimée disponible de la valeur optimale du coût parmi les données échan-
tillonnées est donnée par le minimum empirique
yncmin = mini=1...nc {y (xc,i)} , (5.2.13)
qui permet de définir, pour tout xc ∈ Xc, l’amélioration pour la recherche du minimum
par
max {0, yncmin − ŷ(xc)} .
Un choix judicieux pour J(·) est la maximisation de l’espérance de l’amélioration (EI –
Expected Improvement) [343], qui s’exprime comme
EI (xc, yncmin, ŷ, σ̂) = σ̂ (xc) [uΦ (u) + φ (u)] , (5.2.14)
où Φ est la fonction de répartition et φ la densité de probabilité de la loi normale centrée
réduite N (0, 1), et où
u = y
n
min − ŷ (xc)
σ̂ (xc)
. (5.2.15)
Il existe de nombreuses variations autour du critère EI, qui ne sont pas l’objet d’étude
de ce mémoire. Le lecteur pourra notamment se référer à [352–354] et trouvera des
éléments concernant la convergence de la procédure dans [355]. La maximisation de
EI réalise un compromis entre la recherche locale (numérateur de u) et l’exploration de
zones inconnues (où σ̂ est grand), ce qui fait d’EI un critère approprié pour l’optimisation
globale. L’algorithme 5.1 résume le déroulement de la procédure EGO. L’expression de
EI (xc, yncmin, ŷ, σ̂) est contractée en EI (xc) dans ce qui suit afin de faciliter la lecture.
L’échantillonnage initial de l’étape 2 peut correspondre par exemple à un hypercube
latin (Latin Hypercube Sampling – LHS) ou tout autre plan d’échantillonnage couvrant
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Algorithme 5.1 Efficient Global Optimization (EGO)
1: Entrées : Xc, y(·), εcEI, ncEI
2: Choisir un échantillonnage initial Xc,nc = {xc,1, ...,xc,nc} dans Xc
3: Calculer yc,nc = [y (xc,1) , ..., y (xc,nc)]
T
4: tant que max
xc∈Xc
EI(xc) > εcEI et nc < ncEI faire
5: Identifier le modèle de krigeage à partir des données
{
X cnc ; yc,nc
}
6: Déterminer yncmin = mini=1...nc {y (xc,i)}
7: Déterminer xc,nc+1 = arg maxxc∈Xc {EI(xc)}
8: Calculer y(xc,nc+1), l’incorporer à yc,nc
9: Incorporer xc,nc+1 à X cnc
10: nc ← nc + 1
11: fin tant que
12: Sortie : ymin = mini=1...nc {y (xc,i)}
l’espace des entrées [349]. Une heuristique recommandée dans [343] et couramment uti-
lisée est de tirer aléatoirement dix échantillons par dimension de l’espace des hyper-
paramètres, ce qui donne nc = 10 × dc. A l’étape 7, la maximisation de (5.2.14) par
un algorithme auxiliaire est requise afin de trouver un nouveau point où échantillonner
la fonction boîte noire. L’expression analytique de l’EI le rend facilement calculable et
différentiable en tout point de Xc. Son évaluation n’implique en effet que le métamodèle
de krigeage. L’algorithme d’optimisation DIRECT [356] a été utilisé pour toutes les ap-
plications présentées dans cette thèse, à l’image des travaux de [352]. L’utilisation de
tout autre algorithme à même de maximiser la fonction EI pourrait être envisagée. La
procédure est itérée jusqu’à atteindre le seuil de précision εcEI sur l’EI ou à épuiser le
budget d’évaluations autorisées ncEI.
Le déroulement d’EGO sur trois itérations est illustré en figure 5.2.3 pour la mini-
misation de la fonction y (xc) = sin (xc) /xc (considérée ici comme une boîte noire) sur
Xc = [0; 10], à partir de 4 échantillons initiaux tirés aléatoirement. Pour chaque itéra-
tion, la fonction approchée par krigeage et l’incertitude associée sont tracées sur la partie
gauche, tandis que la fonction EI correspondante est tracée sur la partie droite.
Lors de la première itération, le maximum de l’EI est situé à la valeur 10, qui cor-
respond à un emplacement où la prédiction est très incertaine. On peut également re-
marquer que l’EI présente un pic aux alentours de xc = 4, qui correspond à un empla-
cement proche du meilleur minimiseur connu. Un nouveau point est donc échantillonné
en xc = 10.
Lors de la seconde itération, il faut tout d’abord constater que l’interpolation est
beaucoup plus fiable sur le bord droit de l’espace, suite à l’évaluation précédente. Le
critère EI présente maintenant un seul maximum, où un nouvel échantillon va être évalué.
Lors de la troisième itération, l’erreur de prédiction globale s’est à nouveau améliorée,
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notamment autour de la valeur minimale de la fonction. La valeur où l’EI est maximale
est maintenant très proche du vrai minimiseur global, vers 4.5.
Remarquons qu’au fil des itérations, la valeur maximale prise par l’EI décroît (4·10−2 à
l’itération 1, 2.5·10−2 à l’itération 2 et 2.5·10−3 à l’itération 3). Ceci illustre la pertinence
du premier des critères d’arrêt de la procédure mentionné à l’étape 4 de l’algorithme 5.1.
(a) Itération 1
(b) Itération 2
(c) Itération 3
Figure 5.2.3: Trois itérations d’EGO
123
Chapitre 5 Réglage automatique pour la comparaison de méthodes de diagnostic
5.3 Réglage de méthodes d’analyse de résidu
Soit un résidu r dont l’évolution temporelle est celle d’un signal gaussien initialement
de moyenne nulle et de variance unitaire simulé sur 1000 points, la graine aléatoire étant
fixée. Ce résidu subit un changement abrupt de moyenne d’amplitude égale à 1 à l’instant
500 (voir la figure 5.3.1). Sa moyenne initiale est notée µ0 et son écart-type initial σ0, ces
deux variables n’étant pas supposées connues mais estimées sur les 100 premiers points
du signal.
Figure 5.3.1: Résidu gaussien
Le réglage automatique des six méthodes permettant de détecter un changement de
moyenne de ce résidu qui ont été décrites en section 1.5 est considéré. Chacune de ces
méthodes fournit une fonction de décision booléenne prenant la valeur faux (ou 0) si la
moyenne du signal reste statistiquement proche de la moyenne initiale µ0, et la valeur vrai
(ou 1) si le signal s’écarte sensiblement de µ0. Les hyperparamètres de chaque méthode
sont rappelés dans la table 5.1, et les bornes entre lesquelles la valeur du réglage de
chacun d’entre eux sera recherchée sont indiqués en table 5.2.
Le coût à minimiser est la somme du taux de fausse alarme et du taux de non détection
évalués à partir de la fonction de décision, comme définis en section 1.2.4 (voir également
la figure 1.2.1),
y = rfd + rnd. (5.3.1)
Étant donné que les objectifs de minimisation de rfd et rnd sont antagonistes et qu’ils
prennent tout deux leurs valeurs dans [0; 1], cette somme traduit le compromis entre
fausses alarmes et non-détections. Une pondération différente peut être utilisée si l’un
des deux objectifs est à privilégier. La méthodologie de réglage a été appliquée en uti-
lisant le seuil minimal εcEI = 10−4 sur l’EI et un budget de simulation ncEI = 100.
L’échantillonnage initial est effectué par LHS, en utilisant 10 points par dimension de
l’espace. La procédure de réglage a été lancée 100 fois pour chaque méthode avec une
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Table 5.1: Hyperparamètres des six méthodes d’analyse de résidu
Méthode Hyperparamètres et leur signification
3-sigma ν : taille du seuil en fonction de l’écart-type du signal
Student N : horizon temporel
GLR N : horizon temporel
λ : seuil sur le rapport de vraisemblance
SPRT
N : horizon temporel
µ1 : taille de changement à détecter
pfa : probabilité souhaitée de fausse alarme
pfa : probabilité souhaitée de non détection
CUSUM µ1 : taille de changement à détecter
λ : seuil sur la somme cumulée
RSS
N : horizon temporel
L : seuil sur les sous-échantillonnages
M : nombre de sous-échantillonnages
initialisation différente, afin d’analyser sa répétabilité et sa convergence. Les résultats
correspondants sont répertoriés dans la table 5.3 qui indique la meilleure performance
médiane et son écart-type empirique sur ces 100 procédures, le nombre d’évaluations
requis et sa dispersion, ainsi qu’une valeur possible des hyperparamètres correspondant
à ce niveau de performance.
Pour chacune des six méthodes étudiées, la dispersion des estimées du minimum trouvé
autour de leur valeur médiane est faible sur l’ensemble des initialisations. Ceci laisse à
penser qu’il est possible de se limiter à une seule optimisation dans le traitement d’un
problème réel. Il est également important de remarquer que le nombre d’évaluations (ap-
pel de la simulation numérique) est toujours très faible, et qu’il n’est pas nécessairement
lié à la dimension du problème, mais plutôt à la régularité (inconnue) de la fonction ob-
jectif et à l’échantillonnage aléatoire initial [354]. Par exemple, le nombre d’évaluations
pour trouver un bon réglage au SPRT, qui dépend pourtant de 4 hyperparamètres, est
analogue à celui requis pour le CUSUM qui ne dépend que de 2 hyperparamètres.
Les résultats de cette étude suggèrent, sur le cas test considéré, que le test du CUSUM
est la méthode la plus adaptée à ce type de situation (plus faible taux de fausse alarme
et de non détection), suivi de près par le SPRT et le RSS. Les performance obtenues
pour les tests de Student et du GLR sont moins satisfaisantes. Celle du test du seuil fixe
montre clairement que cette méthode n’est pas adaptée à la détection d’un changement
dont l’amplitude est du même ordre de grandeur que l’écart-type du bruit.
125
Chapitre 5 Réglage automatique pour la comparaison de méthodes de diagnostic
Table 5.2: Espaces de recherche des hyperparamètres des méthodes d’analyse de résidu
3-sigma Student GLR
ν ∈ [0.5; 10] N ∈ [50; 250] N ∈ [10; 150]
λ ∈ [1; 10]
SPRT CUSUM RSS
N ∈ [10; 150]
µ1 ∈ [0.1; 5]
pfa ∈ [0.05; 0.2]
pnd ∈ [0.05; 0.2]
µ1 ∈ [0.01; 5]
λ ∈ [0.1; 20]
N ∈ [10; 150]
L ∈ [5; 30]
M ∈ [200; 300]
Table 5.3: Réglage des méthodes de détection de changement de moyenne
3-sigma Student GLR SPRT CUSUM RSS
Classement 6 4 5 2 1 3
Meilleure
performance
médiane
0.7597 0.0579 0.07 0.0379 0.024 0.0399
Écart-type de la
performance
0.0014 0.002 0.0018 0.0017 0.0005 0.003
Nombre moyen de
simulations
32.84 19.71 39.68 51.13 49.5 46.67
Écart-type du nombre
de simulations
15.05 7.88 6.57 4.35 13 14.95
Taux de fausse alarme 0.2124 0 0 0 0 0
Taux de non détection 0.5473 0.0579 0.07 0.0379 0.024 0.0399
Valeur des
hyperparamètres
(performance
médiane)
ν = 1.337 N = 219
N = 72
λ = 1.679
N = 24
µ1 = 0.6976
α = 0.1397
β = 0.1204
δ = 0.2872
λ = 4.8907
N = 38
q = 18
M = 217
La figure 5.3.2 répertorie les six fonctions de décision obtenues pour le meilleur réglage
de chaque méthode, tandis que la figure 5.3.3 montre quatre exemples d’exploration de
l’espace des hyperparamètres par la procédure de réglage, le meilleur coût obtenu étant
atteint au centre du disque rouge.
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(a) 3-sigma (b) Student (c) GLR
(d) SPRT (indécis : 0.5) (e) CUSUM (f) RSS
Figure 5.3.2: Fonctions de décision pour les meilleurs réglages
(a) 3-sigma (b) Student
(c) CUSUM (d) GLR
Figure 5.3.3: Exploration de l’espace des hyperparamètres par EGO
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5.4 Réglage de schémas complets de diagnostic
Nous nous intéressons maintenant à la comparaison de deux schémas complets de
diagnostic comprenant un générateur de résidus et un test statistique, à l’image de ce
qui est présenté en figure 5.4.1.
Figure 5.4.1: Schéma de diagnostic de défaut de capteur avec filtre générateur de résidu
et test statistique
5.4.1 Cas test
Figure 5.4.2: Schéma du missile dans son plan longitudinal
L’illustration proposée est le modèle linéarisé du mouvement longitudinal d’un missile
air-air à altitude constante [357] (voir figure 5.4.2). Le vecteur d’état est composé de
l’angle d’incidence, de la vitesse angulaire de tangage et du nombre de Mach soit x =
[α, q,M ]T. La commande est l’angle de gouverne u = δ, et la mesure disponible est
l’accélération normale, y = az. Le modèle d’état linéarisé autour du point de vol x0 =
[α¯, q¯, M¯ ]T = [20 deg, 18.4 deg/s, 3]T est, après discrétisation avec un pas de temps de
0.02s,  xk+1 = Axk + Bukyk = Cxk + Duk + vk + wf,k , (5.4.1)
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avec
A =

0.9163 0.0194 0.0026
−5.8014 0.9412 0.5991
−0.0485 −0.005 0.996
 , B =

−0.0279
−2.5585
−0.0019

C =
[
−2.54 0 −0.26
]
, D = −0.204.
(5.4.2)
Ce modèle est simulé sur un horizon de 50 secondes. La mesure y = az subit un
défaut progressif wf de type rampe dont la pente est égale à 10−2, à partir de l’instant
25s. Cette mesure est aussi affectée par un bruit additif v, de moyenne nulle et distribué
uniformément dans l’intervalle [−10−3; 10−3].
5.4.2 Méthodes de diagnostic à comparer
Les deux générateurs de résidus considérés sont un observateur de Luenberger et un
filtre de Kalman (voir la section 1.4.3). Un résidu est généré par chacun de ces filtres par
différence entre la mesure disponible et la sortie prédite. Ce résidu est ensuite analysé
dans les deux schémas par un test du CUSUM, choisi compte-tenu des résultats de la
section 5.3.
La performance de l’observateur de Luenberger est fonction du placement de ses 3
pôles [p1, p2, p3]. Le bon fonctionnement du filtre de Kalman est quant à lui lié à l’ini-
tialisation de la matrice de covariance du bruit d’état W, qui est de dimension 3 × 3,
et de la matrice de covariance du bruit de mesure V, ici de dimension 1 × 1. La ma-
trice W est supposée pour simplifier diagonale. Le filtre de Kalman dépend donc de 4
hyperparamètres [w1, w2, w3, v1], tels que
W = diag ([w1, w2, w3]) , V = v1 (5.4.3)
La matrice de covariance de l’erreur d’estimation est initialisée à 1 · 103. L’initialisation
de l’estimée de l’état est identique pour les deux filtres, égale à [0, 0, 2]T. Les hyperpara-
mètres à régler pour chaque schéma sont l’association de ceux du générateur de résidu
et de ceux du test statistique. Les espaces de recherche de ces valeurs pour chacune des
deux méthodes sont indiqués dans la table 5.4.
Table 5.4: Espaces de recherche des hyperparamètres (schémas complets de diagnostic)
Observateur et CUSUM p1 ∈ [0; 1] p2 ∈ [0; 1] p3 ∈ [0; 1]
µ1 ∈ [0.01; 5] λ ∈ [0.1; 20]
Kalman et CUSUM w1 ∈ [0; 2] w2 ∈ [0; 2] w3 ∈ [0; 2] v1 ∈ [0; 10]
µ1 ∈ [0.01; 5] λ ∈ [0.1; 20]
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5.4.3 Résultats
Comme pour l’application précédente, la méthodologie de réglage a été testée pour 100
initialisations aléatoires. Les paramètres de EGO ont été fixés à εcEI = 10−4 et ncEI = 100.
Le nombre d’évaluations nécessaire à l’obtention d’une bonne valeur de réglage est encore
une fois très faible (table 5.5), de même que la dispersion des résultats. Les deux schémas
obtiennent des performances satisfaisantes pour ce cas test de détection de défaut, avec
un taux de fausse alarme nul et un taux de non détection très faible (moins de 1%).
Le schéma avec filtre de Kalman atteint un niveau de performance légèrement meilleur
que celui utilisant l’observateur de Luenberger. La figure 5.4.3 illustre les résidus et la
décision associée qui ont été obtenus pour le meilleur réglage médian des deux schémas de
diagnostic. La figure 5.4.4 présente un histogramme des valeurs de l’optimum obtenues
lors des 100 répétitions de la procédure, pour chaque méthode. On constate que les
valeurs obtenues à chaque exécution de la procédure d’optimisation sont très proches,
et que la valeur médiane est très fréquemment atteinte. Ainsi, sur un problème plus
complexe, un seul lancement de la procédure d’optimisation devrait permettre d’obtenir
un résultat acceptable, étant donné la faible sensibilité de la procédure à l’initialisation.
(a) Observateur de Luenberger et CUSUM
(b) Filtre de Kalman et CUSUM
Figure 5.4.3: Résidus et décisions pour les meilleurs réglages des schémas de diagnostic
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Table 5.5: Réglage optimal des schémas complets de diagnostic
Observateur et CUSUM Kalman et CUSUM
Classement 2 1
Meilleure
performance
médiane
0.0096 0.0072
Écart-type de la
performance 0.0026 0.0012
Nombre moyen de
simulations 60.9 67.73
Écart-type du nombre
de simulations 12.7 2.4
Taux de fausse alarme 0 0
Taux de non détection 0.0096 0.0072
Valeur des
hyperparamètres
(performance médiane)
p1 = 0.708 p2 = 0.636
p3 = 0.662
µ1 = 0.173 λ = 4.3
w1 = 1.11 w2 = 1.776
w3 = 1.335 v1 = 2.311
µ1 = 0.264 λ = 3.278
(a) Observateur et CUSUM (b) Filtre de Kalman et CUSUM
Figure 5.4.4: Histogramme des valeurs optimales obtenues pour 100 initialisations
5.5 Conclusions et perspectives
Une méthodologie de réglage automatique des hyperparamètres de méthodes de diag-
nostic a été proposée dans ce chapitre. Elle est applicable à de nombreux problèmes en
ingénierie, à la simple condition que le problème considéré puisse être simulé numéri-
quement et fournir ainsi une mesure de performance pour chaque valeur potentielle des
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hyperparamètres. Le réglage est alors formalisé comme un problème d’optimisation glo-
bale de la fonction boîte noire liant les hyperparamètres à cette performance souhaitée.
Pour résoudre ce problème, un métamodèle de krigeage est utilisé comme approximation
de la fonction inconnue. L’algorithme EGO y est associé, ce qui permet de trouver une
estimée de l’optimum en très peu d’itérations. Ceci s’avère particulièrement intéressant
quand l’évaluation de la performance pour une valeur donnée des hyperparamètres est
informatiquement lourde, ce qui sera le cas chaque fois que le cas test a été choisi pour
refléter la complexité et de la diversité d’une situation réaliste.
La pertinence de cette méthodologie a été illustrée par le réglage de six méthodes
d’analyse des résidus et de deux schémas complets de diagnostic. Sur ces deux applica-
tions, la procédure a montré sa faible sensibilité à l’initialisation. Par ailleurs, le nombre
de simulations numériques du cas test relevé est effectivement très faible. Un élément
intéressant est la possibilité d’ajuster conjointement le filtre générateur de résidus et la
méthode d’analyse du résidu composant un schéma de diagnostic, ce qui est généralement
difficile avec un réglage manuel.
Les variables environnementales, telles que la variance du bruit de mesure ou la gravité
du défaut ont été ici considérées comme fixes et connues. En pratique, il est nécessaire
d’être en mesure de déterminer un réglage tenant compte du domaine de variation de ces
variables. En effet, il existe un risque de « surapprentissage » sur un cas test particulier
qui peut rendre le réglage obtenu difficilement exploitable en d’autres circonstances.
Le chapitre suivant propose ainsi une extension significative de la procédure afin de la
rendre robuste aux variations de ces conditions environnementales.
Positionnement
o Réglage automatique d’hyperparamètres
o Comparaison de méthodes
o Simulation numérique de cas test fournissant une mesure de performance
Contributions
o Comparaison équitable des approches concurrentes
o Réglage parcimonieux en appels de la simulation
o Sélection de méthodes adaptées d’analyse de résidus
o Réglage conjoint des éléments de schémas complets de diagnostic
o Méthodologie générique applicable à de nombreux autres problèmes
Limitations
o Adéquation au problème des hypothèses de représentation gaussienne du pro-
cessus et du choix de sa covariance
o Réglage dépendant des spécificités du cas test
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Chapitre 6
Optimisation robuste des
hyperparamètres au sens du minimax
Résumé – Nous proposons dans ce chapitre un nouvel algorithme d’optimisation mi-
nimax pour les fonctions de type boîte noire. Celui-ci permet notamment la recherche
d’un réglage optimal des hyperparamètres d’une méthode de diagnostic compte-tenu du
pire cas des perturbations affectant un cas test. Ce problème est particulièrement délicat
à traiter lorsque ces deux types de variables, hyperparamètres et incertitudes, évoluent
dans des espaces continus. Pour le résoudre à faible charge de calcul, une procédure de
relaxation est combinée avec l’algorithme d’optimisation à base de krigeage exposé précé-
demment. Cette procédure est appliquée à un ensemble de fonctions tests afin d’évaluer
son comportement et sa précision. Elle est ensuite utilisée pour régler deux schémas de
diagnostic combinant génération et analyse de résidu, dans le but de les rendre robustes
aux variations du niveau de bruit et de l’amplitude du défaut à détecter. Ces travaux
ont été présentés lors de deux conférences internationales [9, 12].
6.1 Introduction
Le chapitre précédent a permis d’établir une méthodologie de réglage automatique qui
a été appliquée à l’ajustement des hyperparamètres de méthodes de diagnostic. Cette
approche est fondée sur un métamodèle de krigeage, qui facilite l’optimisation globale de
la performance via un nombre restreint de simulations numériques d’un cas test. Cepen-
dant, la modélisation de ce cas test n’est qu’une représentation approchée de la réalité et
celui-ci est en pratique sujet à diverses perturbations, modélisées par un ensemble de va-
riables dites environnementales. Dans le cas du diagnostic d’un système aéronautique, il
s’agit par exemple des caractéristiques statistiques des erreurs de mesure, de l’incertitude
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sur les paramètres du modèle, de la taille du défaut à détecter ou encore des variations
des conditions atmosphériques. La prise en compte de ces variables perturbatrices (non
contrôlables) lors de l’étape de réglage est donc importante, car celles-ci ont un impact
direct sur la performance atteignable par la méthode à régler.
Deux types de variables sont couramment distingués dans le domaine des expériences
simulées sur ordinateur [333]. Les variables de conception (ici, nos hyperparamètres) sont
à optimiser, tandis que les variables environnementales (ou d’incertitude) ont un effet
indésirable auquel les variables de conception doivent être robustes. Une telle solution
robuste peut être recherchée en modélisant les incertitudes de manière probabiliste ou
déterministe [358].
Le point de vue probabiliste suppose les variables environnementales distribuées selon
une loi de probabilité connue. La performance est alors évaluée vis-à-vis de l’espérance
d’une mesure de robustesse. Néanmoins, un réglage optimal en moyenne peut donner de
mauvaises performances pour des valeurs particulières des variables environnementales.
Un certain nombre de travaux ont considéré l’optimisation robuste d’une simulation
boîte noire à partir d’un métamodèle de krigeage. Dans [359–361], des simulations de
Monte-Carlo sont réalisées pour un ensemble de valeurs échantillonnées des variables
de conception. Un modèle de krigeage est alors déterminé à partir de ces résultats, sur
lequel l’optimisation est réalisée à l’aide d’algorithmes classiques. L’approche proposée
dans [362–364] étend le critère EI afin de prendre en compte la distribution de probabilité
sur les variables environnementales. L’idée de base consiste à minimiser la moyenne
pondérée de la performance pour un ensemble discret de variables environnementales.
Le point de vue déterministe suppose que les variables environnementales appar-
tiennent à un ensemble compact. La performance peut alors être évaluée en considérant
le pire cas d’une mesure de robustesse. L’optimisation au sens du minimax est forcément
conservatrice en moyenne, et le choix entre les deux paradigmes doit être fait en fonction
des caractéristiques du problème considéré. Il faut toutefois noter que l’optimalité au
sens du pire cas a été abordée à de nombreuses reprises dans le domaine de la détec-
tion de défauts. Notamment, les travaux de [26] suggèrent un choix au sens du minimax
des paramètres de méthodes d’espace de parité, par rapport aux incertitudes de mo-
délisation. On peut également citer dans le même esprit les seuils adaptatifs proposés
dans [317,318] ou les méthodes H∞ [152,163] qui ont pour objectif de minimiser l’impact
des perturbations sur les résidus générés.
A ce jour, aucun algorithme ne semble être à même d’optimiser une fonction boîte
noire évaluée par simulation (coûteuse) tout en assurant la robustesse aux incertitudes
au sens du pire cas. C’est pourquoi un nouvel algorithme d’optimisation minimax conti-
nue pour de telles fonctions est proposé dans ce chapitre. Cet algorithme exploite la
procédure de relaxation itérative initialement développée dans [365]. La méthode d’op-
timisation à base de krigeage présentée au chapitre 5 est alors adaptée à ce contexte. Le
concept de relaxation permet de prendre en compte des espaces continus à la fois pour
les hyperparamètres et pour les variables environnementales, ce qui n’est pas le cas des
algorithmes utilisant le formalisme probabiliste décrits précédemment.
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Le réglage robuste des hyperparamètres face aux incertitudes est formalisé comme un
problème d’optimisation minimax continue dans la section 6.2. Le nouvel algorithme
combinant l’optimisation à base de krigeage et la procédure de relaxation est détaillé en
section 6.3. Ses performances sont analysées en section 6.4 à l’aide de fonctions de tests
appropriées issues de [366]. Enfin, la section 6.5 présente l’application de la méthode au
réglage des deux schémas de diagnostic qui ont été examinés en 5.4, afin de les rendre
robustes aux variations du niveau de bruit et de la taille du défaut à détecter.
6.2 Optimisation minimax pour le réglage robuste
Le vecteur des hyperparamètres à régler est toujours noté xc et le vecteur des va-
riables environnementales est noté xe. La valeur de la fonction objectif reflétant la
performance obtenue par simulation du cas test est maintenant fonction de ces deux
vecteurs, y(xc,xe). La seule hypothèse sur le vecteur des variables environnementales xe
est qu’il appartient à un ensemble compact Xe ⊂ Rde supposé connu (à l’instar de Xc
pour les hyperparamètres xc). Le réglage robuste des méthodes de diagnostic que nous
proposons consiste à déterminer une valeur des hyperparamètres qui reste valide pour
l’ensemble considéré des variables environnementales. Il s’agit de résoudre le problème
d’optimisation minimax pour trouver x̂c et x̂e, appartenant tous deux à des espaces
continus, tels que
{x̂c, x̂e} = arg minxc∈Xc maxxe∈Xe y(xc,xe). (6.2.1)
Ceci correspond à la recherche des meilleurs hyperparamètres, pour le cas le plus dé-
favorable des variables environnementales sur le cas test qui fournit la performance y.
De manière plus générale, ce type de conception est particulièrement approprié si le
système considéré doit être capable de supporter le pire cas des perturbations pouvant
l’affecter. Ce paradigme minimax est largement répandu dans de nombreux domaines,
en diagnostic comme évoqué en introduction, mais également en commande [367, 368]
ou en planification d’expériences [369]. Ce type de problème est également intimement
lié à l’optimisation multi-niveaux [370] et à la théorie des jeux [371].
Bien qu’un nombre considérable de travaux aient été consacrés à l’étude de la théo-
rie de l’optimisation minimax, très peu d’algorithmes ont été proposés pour résoudre
le problème de minimax continu (6.2.1), où y est continue sur les deux ensembles com-
pacts Xc et Xe. Des revues des principales avancées sont consultables dans [366, 372],
tandis que les développements les plus récents ont été publiés dans [373, 374]. Toutes
les stratégies proposées dans ces références supposent l’existence d’une expression ana-
lytique de la fonction à optimiser, ainsi que la possibilité de calculer son gradient ou
sous–gradient [375]. De ce fait, le problème qui nous occupe ne peut être résolu par ces
algorithmes, étant donné que la valeur de la fonction n’est accessible que par simulation
en certains points et que son gradient n’est pas calculable.
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Pour résoudre (6.2.1), une première idée pourrait consister à trouver (avec EGO, par
exemple) tout d’abord un minimiseur x̂c de y sur Xc pour une valeur fixée de xe ∈ Xe,
puis de maximiser y par rapport à xe sur Xe pour cette valeur fixée x̂c, et d’alterner ces
étapes jusqu’à obtenir une solution stable. Toutefois la convergence de cet algorithme
simpliste n’est pas garantie et il a tendance à osciller entre des valeurs non optimales
de solutions candidates. A titre d’illustration, la figure 6.4.1 (voir page 141) montre le
résultat obtenu en termes d’erreur et de valeur de la fonction de coût pour la fonction de
test f3 de la section 6.4.1. On constate que l’algorithme ne converge pas et que l’estimée
de l’optimum prend des valeurs très différentes selon les itérations. Notons toutefois que
cette procédure, connue sous le nom de Best Replay [376], est mieux adaptée au cas où
les ensembles Xc et Xe sont discrets et donc dénombrables.
Pour faire face à ces difficultés, Shimizu et Aiyoshi [365,377] ont proposé de transfor-
mer le problème initial (6.2.1) en introduisant le scalaire τ tel que minxc∈Xc τ,sous la contrainte y(xc,xe) ≤ τ, ∀xe ∈ Xe . (6.2.2)
Ce nouveau problème d’optimisation est sujet à une infinité de contraintes et est donc
toujours impossible à résoudre en l’état. Il est toutefois possible d’utiliser une procédure
itérative pour obtenir une solution approchée, en relaxant le problème (6.2.2) comme minxc∈Xc τ,sous la contrainte y(xc,xe) ≤ τ, ∀xe ∈ Re , (6.2.3)
où Re est un ensemble fini contenant les valeurs de xe déjà explorées. L’algorithme 6.1
résume cette stratégie de relaxation itérative.
Le seuil εR spécifie la précision désirée de la solution. Il est important de noter que si
la procédure est arrêtée avant que la condition finale de l’étape 4 soit atteinte, alors une
solution approchée est tout de même obtenue, qui correspond à un seuil ε′R > εR. Ceci est
particulièrement intéressant dans le cas où le nombre d’évaluations de la fonction y est
limité. Il apparaît ainsi possible de considérer un budget de simulation au terme duquel
une solution approchée est retenue. Sous des hypothèses raisonnables, il a été prouvé
que la boucle principale se termine en un nombre fini d’itérations [365]. Ces conditions
sont notamment la compacité de Xc et Xe, la continuité de y en xe et sa différentiabilité
en xc (ce qui ne signifie pas nécessairement que cette dérivée doit pouvoir être calculée).
Cet algorithme, également présenté dans [373], est générique et laisse libre le choix des
procédures d’optimisation permettant de réaliser les étapes 2 et 3. Pour le problème
qui nous occupe, où y est évaluée par le biais d’une simulation généralement coûteuse,
l’optimisation à l’aide d’un métamodèle de krigeage semble un choix approprié et est
donc à la base de l’algorithme proposé dans la section suivante.
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Algorithme 6.1 Optimisation minimax par relaxation
1: Choisir x(1)e ∈ Xe, initialiser Re =
{
x(1)e
}
et i← 1.
2: Déterminer
x(i)c = arg minxc∈Xc
{
max
xe∈Re
y(xc,xe)
}
3: Déterminer
x(i+1)e = arg maxxe∈Xe y(x
(i)
c ,xe)
4: Si
y(x(i)c ,x(i+1)e )− maxxe∈Re y(x
(i)
c ,xe) < εR
alors
{
x(i)c ,x(i+1)e
}
est choisi comme solution approchée de (6.2.1).
sinon, incorporer x(i+1)e à Re, incrémenter i de 1 et retourner à l’étape 2.
6.3 Algorithme d’optimisation minimax continue
MiMaReK
Cette section propose un algorithme dédié à la résolution du problème d’optimisation
minimax (6.2.1) pour les fonctions accessibles uniquement par simulation, en combinant
EGO (algorithme 5.1, voir la section 5.2.3) avec la procédure de relaxation précédente
(algorithme 6.1).
Les étapes 2 et 3 de l’algorithme 6.1 nécessitent l’optimisation globale de fonctions
obtenues par simulation de cas test dépendant d’un unique vecteur de variables. En
effet, seul xc est variable à l’étape 2, et seul xe est variable à l’étape 3. Chacun de
ces deux problèmes est donc tout à fait similaire à celui exposé au chapitre précédent.
Deux algorithmes EGO indépendants peuvent donc être utilisés, ceux-ci nécessitant deux
échantillonnages initiaux X c0 sur Xc et X e0 sur Xe. La procédure complète est détaillée
dans l’algorithme 6.2 que nous avons nommé MiMaReK (MiniMax optimization via
Relaxation and Kriging). Les lignes 2 à 5 de cet algorithme correspondent à l’étape 1 de
l’algorithme 6.1, l’étape 2 est réalisée par les lignes 7 à 18, l’étape 3 par les lignes 19 à
29 et l’étape 4 par les lignes 30 à 32.
A l’étape 2, l’objectif est de trouver un minimiseur x(i)c de la fonction
max
xe∈Re
y(xc,xe), (6.3.1)
où Re contient un nombre fini de valeurs préalablement explorées de xe. Le calcul de ycj
à la ligne 9 est alors réalisé en sélectionnant, pour chaque point xc de l’échantillonnage
X cj , le minimum empirique de y(xc,xe) sur tous les éléments xe de Re. Ceci nécessite
j × i évaluations de y à chaque itération de la boucle « tant que » de l’étape 2, où
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j est le numéro de l’itération courante et où dimRe = i. Nous avons fait le choix de
réutiliser le même échantillonnage X c0 à chaque itération de la relaxation. Ceci permet
de réduire le coût de calcul à i évaluations de y par itération. Il faut également noter
que la détermination du modèle de krigeage et la maximisation du critère EI associée
sont réalisées sur (6.3.1), qui ne dépend que de xc, contrairement à y qui est fonction de
xc et de xe. Ceci implique que les calculs nécessaires à l’établissement du métamodèle
sont effectués pour une dimension bien plus faible que si un échantillonnage avait été
effectué sur Xc × Xe.
A l’étape 3, la fonction à maximiser est y(x(i)c ,xe) ; EGO est donc utilisé pour mini-
miser
−y(x(i)c ,xe),
où xc est fixé à x(i)c qui est l’optimum obtenu à la ligne 17. De manière duale à l’étape 2,
cette fonction ne dépend que de xe. Le même échantillonnage X e0 sur Xe peut être utilisé
à chaque exécution de cette étape, bien que cela n’ait pas une influence significative sur
la réduction de la charge de calcul.
La plupart des tâches intermédiaires d’optimisation impliquées dans les étapes 2 et 3 de
MiMaReK consistent simplement à sélectionner la valeur optimale dans un ensemble fini
de dimension relativement réduite. Seules les lignes 13 et 25 nécessitent d’avoir recours
à un algorithme d’optimisation auxiliaire pour maximiser la fonction EI (5.2.14) qui est
différentiable et très rapide à évaluer (voir la section 5.2.3). Comme au chapitre 5, le
choix s’est porté sur l’algorithme DIRECT pour toutes les applications présentées.
L’algorithme 6.2 dépend de sept paramètres (εR, εcEI, ncEI, εeEI, neEI, nc, ne). Les dimen-
sions des échantillonnages initiaux nc et ne peuvent être fixées respectivement à 10·dim xc
et 10 ·dim xe, selon l’heuristique usuelle [343]. Les nombres maximaux d’itérations auto-
risées pour chaque algorithme EGO, respectivement ncEI et neEI, dépendent des ressources
informatiques disponibles et du temps nécessaire à l’évaluation de la fonction objectif
y(·, ·). Le seuil εR, principale condition d’arrêt de la procédure de relaxation, détermine
la précision recherchée pour l’optimum minimax. Enfin, les seuils εcEI et εeEI sur la valeur
maximale de l’EI pour chacun des algorithmes EGO conditionnent la précision avec la-
quelle les étapes d’optimisation intermédiaires sont menées. Une étude empirique sur le
choix de ces paramètres est consultable en section 6.4.3.
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Algorithme 6.2 MiMaReK
1: Entrées : εR, εcEI, ncEI, εeEI, neEI, nc, ne,Xc,Xe, y
2: – Etape 1 –
3: Choisir x(1)e dans Xe, initialiser Re =
{
x(1)e
}
et i← 1
4: Choisir X c0 = {xc,1, ...,xc,nc} dans Xc, par exemple par LHS
5: Choisir X e0 = {xe,1, ...,xe,ne} dans Xe, par exemple par LHS
6: tant que e > εR faire
7: – Etape 2 –
8: Initialiser j ← nc et X cj = X c0
9: Calculer ycj =
{
max
xe∈Re
{y (xc,1,xe)} , ..., maxxe∈Re {y (xc,nc ,xe)}
}
10: tant que max
xc∈Xc
{EI(xc)} > εcEI et j < ncEI faire
11: Identifier un modèle de krigeage à partir des données
{
X cj ,ycj
}
12: Déterminer yjmin = min1...j
{
ycj
}
13: Déterminer xc,j+1 = arg maxxc∈Xc EI(xc) et l’incorporer à X
c
j
14: Calculer max
xe∈Re
{y (xc,j+1,xe)} et l’incorporer à ycj
15: j ← j + 1
16: fin tant que
17: Déterminer x(i)c = arg minxc∈X cj
{
ycj
}
18: Calculer eprec = maxxe∈Re y
(
x(i)c ,xe
)
19: – Etape 3 –
20: Initialiser k ← ne et X ek = X e0
21: Calculer yek =
{
−y
(
x(i)c ,xe,1
)
, ...,−y
(
x(i)c ,xe,ne
)}
22: tant que max
xe∈Xe
{EI(xe)} > εeEI et k < neEI faire
23: Identifier un modèle de krigeage sur les données {X ek ,yek}
24: Déterminer ykmax = min1...k {y
e
k}
25: Déterminer xe,k+1 = arg maxxe∈Xe EI(xe) et l’incorporer à X
e
k
26: Calculer −y
(
x(i)c ,xe,k+1
)
et l’incorporer à yek
27: k ← k + 1
28: fin tant que
29: Déterminer x(i+1)e = arg minxe∈X ek
{yek} et l’incorporer à Re
30: – Etape 4 –
31: Calculer e = y
(
x(i)c ,x(i+1)e
)
− eprec
32: i← i+ 1
33: fin tant que
34: Sorties : x(i)c ,x(i+1)e
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6.4 Benchmark
Sept fonctions de test pour l’optimisation minimax, convexes sur Xc et concaves sur Xe,
ont été définies au chapitre 5 de l’ouvrage de Rustem et Howe consacré à ce sujet [366].
Les dimensions de ces problèmes vont de {dc = 2; de = 2} jusqu’à {dc = 5; de = 5}. Trois
méthodes analytiques de descente (celle de Kiwiel [378] et deux méthodes de type quasi-
Newton proposées par Rustem et Howe) ont donné des résultats similaires sur ces fonc-
tions de test [366]. Nous utiliserons donc ces résultats comme solutions de référence.
Dans ce qui suit, les sept fonctions de test sont considérés comme des boîtes noires et
MiMaReK (algorithme 6.2) est appliqué afin de trouver la solution minimax.
6.4.1 Fonctions de test
La i-ème composante du vecteur des hyperparamètres xc est notée xci, et la i-ème com-
posante du vecteur des variables environnementales xe est notée xei. Avec ces notations,
les expressions analytiques des fonctions de tests sont
f1(xc,xe) = 5(x2c1 + x2c2)− (x2e1 + x2e2) + xc1(−xe1 + xe2 + 5) + xc2(xe1 − xe2 + 3)
f2(xc,xe) = 4(xc1 − 2)2 − 2x2e1 + x2c1xe1 − x2e2 + 2x2c2xe2
f3(xc,xe) = x4c1xe2 + 2x3c1xe1 − x2c2xe2(xe2 − 3)− 2xc2(xe1 − 3)2
f4(xc,xe) = −
3∑
i=1
(xei − 1)2 +
2∑
i=1
(xci − 1)2 + xe3(xc2 − 1) + xe1(xc1 − 1) + xe2xc1xc2
f5(xc,xe) = −(xc1 − 1)xe1 − (xc2 − 2)xe2 − (xc3 − 1)xe3 + 2x2c1 + 3x2c2 + x2c3 −
3∑
i=1
x2ei
f6(xc,xe) = xe1(x2c1 − xc2 + xc3 − xc4 + 2) + xe2(−xc1 + 2x2c2 − x2c3 + 2xc4 + 1)
+xe3(2xc1 − xc2 + 2xc3 − x2c4 + 5) + 5x2c1 + 4x2c2 + 3x2c3 + 2x2c4 −
3∑
i=1
x2ei
f7(xc,xe) = 2xc1xc5 + 3xc4xc2 + xc5xc3 + 5x2c4 + 5x2c5 − xc4(xe4 − xe5 − 5)
+xc5(xe4 − xe5 + 3) +
3∑
i=1
(xei(x2ci − 1))−
5∑
i=1
x2ei
(6.4.1)
La table 6.1 reproduit les solutions de référence pour chacune des fonctions de test,
selon [366]. Les espaces Xc et Xe de recherche des hyperparamètres et des variables
environnementales y sont également indiqués, de même que la solution minimax (x̂c, x̂e)
et la valeur correspondante de la fonction objectif. Comme Xc était infini dans [366], nous
avons choisi ici des bornes assez espacées pour contenir à la fois la solution de référence et
les points d’initialisation des algorithmes de descente. Ces fonctions de test constituent
des problèmes minimax difficiles, comme en témoigne l’impossibilité de l’algorithme Best
Replay à converger pour f3 (figure 6.4.1).
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(a) Valeur de l’erreur à chaque itération (b) Valeur prises par la fonction de coût
Figure 6.4.1: Comportement de l’algorithme Best Replay pour la fonction de test f3
Table 6.1: Solutions de référence pour les sept fonctions de test minimax
Fonction de test Xc Xe Référence x̂c Référence x̂e fi(x̂c, x̂e)
f1(xc,xe) [−5; 5]2 [−5; 5]2 −0.4833−0.3167
0.0833
−0.0833 −1.6833
f2(xc,xe) [−5; 5]2 [−5; 5]2 1.6954−0.0032
0.7186
−0.0001 1.4039
f3(xc,xe) [−5; 5]2 [−3; 3]2 −1.18070.9128
2.0985
2.666
−2.4688
f4(xc,xe) [−5; 5]2 [−3; 3]3 0.41810.4181
0.709
1.0874
0.709
−0.1348
f5(xc,xe) [−5; 5]3 [−1; 1]3
0.1111
0.1538
0.2
0.4444
0.9231
0.4
1.345
f6(xc,xe) [−5; 5]4 [−2; 2]3
−0.2316
0.2228
−0.6755
−0.0838
0.6195
0.3535
1.478
4.543
f7(xc,xe) [−5; 5]5 [−3; 3]5
1.4252
1.6612
1.2585
−0.9744
−0.7348
0.5156
0.8798
0.2919
0.1198
−0.1198
−6.3509
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Table 6.2: Résultats moyens de 100 procédures minimax sur les fonctions de test
Fonction de test x̂c moyen x̂e moyen fi(x̂c, x̂e) moyen Écart-type fi
f1(xc,xe)
−0.4860
−0.3299
0.0792
−0.0774 −1.6824 0.0295
f2(xc,xe)
1.6966
−0.0033
0.7206
−0.0156 1.4036 0.0012
f3(xc,xe)
−1.1818
0.9119
2.0898
2.6859
−2.4689 0.0682
f4(xc,xe)
0.4181
0.4205
0.6953
1.085
0.6988
−0.1352 0.0213
f5(xc,xe)
0.1142
0.1559
0.202
0.4415
0.9149
0.3954
1.345 0.006
f6(xc,xe)
−0.2239
0.2305
−0.6629
−0.0398
0.6037
0.4032
1.4903
4.5485 0.0207
f7(xc,xe)
1.3922
1.6087
1.1938
−0.9684
−0.7171
0.4719
0.8149
0.2288
0.1086
−0.1337
−6.3334 0.1561
Table 6.3: Écart relatif des résultats par rapport aux références, en pourcentage
Fonction de test x̂c x̂e fi(x̂c, x̂e) Évaluations par dimension
f1(xc,xe) 1.65 % 6.01 % 0.05 % 64
f2(xc,xe) 0.07 % 0.28 % 0.02 % 147
f3(xc,xe) 0.02 % 0.3 % 0.004 % 251
f4(xc,xe) 0.29 % 0.89 % 0.29 % 94
f5(xc,xe) 1.4 % 0.88 % 0.001 % 81
f6(xc,xe) 2.16 % 0.96 % 0.12 % 382
f7(xc,xe) 2.8 % 7.37 % 0.28 % 402
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6.4.2 Résultats de MiMaReK
Les résultats présentés dans cette section ont été obtenus avec les paramètres de
réglage suivants : εR = 10−3, εcEI = εeEI = 10−4, nc = ne = 100. Comme au chapitre
précédent, 100 initialisations différentes de la procédure ont été testées afin de vérifier
sa répétabilité. Les résultats moyens correspondants sont donnés dans la table 6.2. Ils
ont été comparés aux résultats de référence en calculant la valeur absolue de l’écart
relatif avec les valeurs de référence de la table 6.1, pour les valeurs du minimiseur x̂c,
du maximiseur x̂e et de la fonction fi(x̂c, x̂e). Les résultats de cette comparaison sont
exposés dans la table 6.3. Le plus grand écart constaté sur les sept fonctions pour la
valeur de la fonction objectif est de 0.29%. La dispersion est un peu plus importante pour
les valeurs des minimiseurs et des maximiseurs, étant donné que différentes valeurs de ces
arguments peuvent conduire à des valeurs proches de la fonction. Ces écarts n’excèdent
toutefois pas 7%. L’algorithme MiMaReK donne donc pleinement satisfaction pour ces
fonctions de test. Ceci est d’autant plus vrai que, sur l’ensemble des initialisations de
la procédure, l’écart-type de la valeur obtenue pour l’estimée de l’optimum minimax est
faible.
Dans la dernière colonne de la table 6.3, le nombre total de simulations utilisées a
été divisé par (dimXc + dimXe) pour permettre la comparaison entre des problèmes
de dimensions différentes. La troisième fonction de test f3 est celle qui nécessite le plus
grand nombre de simulations, alors que la dimension de Xc × Xe est simplement égale
à 4. Ceci est notamment à comparer avec la fonction f5, pour laquelle Xc × Xe est de
dimension 6, qui semble moins difficile à optimiser.
La figure 6.4.2 montre deux exemples de dispersion des résultats optimaux pour 100
initialisations de l’algorithme MiMaReK, comparé à la valeur de référence. Il faut garder
à l’esprit en examinant ces figures que le domaine de définition des fonctions est bien
plus vaste que l’échelle présentée ; une exploration grossière du domaine de variation sur
Xc × Xe donne [−414, 496] pour f2 et [−95, 170] pour f5. Les résultats obtenus peuvent
donc être considérés comme fiables, compte-tenu de l’écart relatif très faible aux solutions
de référence.
(a) Fonction de test f2 (b) Fonction de test f5
Figure 6.4.2: Estimées de l’optimum minimax pour 100 initialisations
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6.4.3 Convergence et choix des seuils
Comme précisé en section 6.2, la procédure de relaxation itérative permet d’obtenir
une valeur sous-optimale de la solution minimax en cas d’interruption avant que le seuil
εR soit atteint. Ceci est illustré par la figure 6.4.3, qui montre les valeurs des estimées des
solutions minimax à chaque itération, comparé aux valeurs de référence. On peut ainsi
constater que des solutions minimax tout à fait acceptables sont obtenues bien avant
d’atteindre la précision εR = 10−3 constituant le critère d’arrêt de la procédure.
(a) Fonction de test f6 (b) Fonction de test f7
Figure 6.4.3: Estimées de l’optimum minimax à chaque itération de la relaxation
(a) Écart à la référence (b) Nombre de simulations
Figure 6.4.4: Performances pour différents choix des seuils de tolérances εR et εEI (f5)
Dans l’application précédente, les tolérances sur l’EI et la procédure de relaxation
ont été choisies délibérément petites, afin d’étudier la convergence vers les valeurs de
référence. Cependant, la figure 6.4.3 suggère que des seuils plus élevés pourraient être
suffisants, selon le niveau de précision recherché. Pour vérifier cette hypothèse, une cam-
pagne empirique a été réalisée pour le cas de la fonction de test f5. Les résultats sont
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présentés en figure 6.4.4, pour une grille de seuils (εR, εEI) dont les valeurs sont com-
prises entre 10−4 et 10−1 (le même εEI étant utilisé pour les deux algorithmes EGO). Un
compromis entre la précision (petit écart à la référence) et la complexité (nombres de
simulations nécessaires) apparaît clairement. A seuil constant εR, la diminution de εEI
améliore la qualité de l’estimation de l’optimum. La réciproque est également vraie, et
dans les deux cas le nombre des simulations requises pour la fonction objectif augmente
avec la diminution des valeurs des seuils.
6.5 Application au diagnostic
6.5.1 Cas test
Nous reprenons dans cette section l’exemple qui a été traité en section 5.4, afin d’ob-
tenir un réglage robuste des hyperparamètres des schémas de diagnostic considérés.
Rappelons que deux types de générateurs de résidus sont considérés afin de détecter un
défaut de capteur sur un système aéronautique dont on considère le modèle simplifié
longitudinal linéarisé de dimension 3.
La première méthode est composée d’un observateur de Luenberger, dont les pa-
ramètres à régler sont ses trois pôles, associé à un test du CUSUM dépendant de
deux paramètres. Le vecteur des hyperparamètres de cette première méthode est donc
xc = [p1, p2, p3, µ1, λ]T . La deuxième méthode combine un filtre de Kalman, disposant de
quatre paramètres de réglage (variances), avec un test du CUSUM similaire. Son vecteur
d’hyperparamètres est xc = [w1, w2, w3, v1, µ1, λ]T . Les domaines de recherche Xc pour
ces deux vecteurs d’hyperparamètres sont indiqués dans la table 5.4.
Au chapitre précédent, la mesure d’accélération disponible az était supposée subir un
défaut de capteur wf à l’instant 25s. Ce défaut progressif était modélisé comme une rampe
de pente ς = 10−2. Par ailleurs, le bruit de mesure était considéré comme uniformément
distribué sur l’intervalle [−ζ; ζ], avec ζ = 10−3 fixé.
Nous allons maintenant rechercher un réglage pour ces deux schémas de diagnostic, sur
cette même application, qui soit robuste aux variations de la taille du défaut à détecter et
du niveau de bruit affectant la mesure. Ainsi, le vecteur de variables environnementales
est défini comme xe = [ζ, ς]T , et l’ensemble Xe correspondant est un rectangle aligné
sur les axes tel que ζ ∈ [10−7; 10−3] et ς ∈ [10−3; 10−1]. Il s’agit désormais de rechercher
un réglage optimal pour les deux schémas de diagnostic, qui tienne compte des pires
conditions (que nous supposons inconnues a priori, même si le bon sens permet ici de
les détecter) infligées par ces variables environnementales.
La fonction objectif est à nouveau choisie égale à
y(xc,xe) = rfd + rnd,
afin de représenter le compromis entre fausses alarmes et non détections. La seule dif-
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férence par rapport à l’étude menée au chapitre 5 est que sa valeur est maintenant
conditionnée par le choix des conditions environnementales, qui ne sont dorénavant plus
fixées. L’algorithme MiMaReK va maintenant être employé afin d’obtenir un réglage op-
timal au sens du minimax, compte tenu de ces perturbations. La nouvelle configuration
de la simulation est représentée en figure 6.5.1.
Figure 6.5.1: Simulation du cas test de diagnostic avec prise en compte des variables
environnementales
6.5.2 Résultats
Les paramètres de l’algorithme 6.2 ont été fixés à εR = 10−4, nc = ne = 100, εcEI =
εeEI = 10−4. Comme lors de la section 6.4, 100 initialisations de la procédure de réglage ont
été réalisées afin d’évaluer la dispersion des résultats obtenus. Les résultats numériques
sont répertoriés dans la table 6.4. Celle-ci contient notamment la valeur de la performance
médiane, le nombre moyen de simulations nécessaires, la médiane des estimées du pire
cas des variables environnementales et un réglage des hyperparamètres correspondant à
la performance médiane. La dispersion des résultats au niveau de la performance et du
nombre des évaluations est à nouveau faible, ce qui suggère que l’algorithme se comporte
convenablement sur ce cas d’application pratique, après avoir montré sa fiabilité sur des
fonctions de test synthétiques. Le nombre de simulations nécessaires est relativement
faible, avec un échantillonnage moyen de 33 points par dimension de l’espace. Comparé
à la vingtaine d’évaluations requises par le réglage sans prise en compte des variables
environnementales, la charge de calcul supplémentaire n’est pas énorme.
Le domaine admissible Xe pour les variables environnementales xe est représenté en
figure 6.5.2, avec les résultats de chacune des 100 initialisations de la procédure sur le
cas test. Ceux-ci indiquent que les conditions environnementales les plus défavorables,
quel que soit le schéma de diagnostic, correspondent à la taille de défaut minimale
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associée au plus haut niveau de bruit. Ceci est en accord avec ce que l’intuition pouvait
suggérer sur ce cas test de petite dimension, ce qui conforte la pertinence de cette
procédure de réglage. Sur un problème plus complexe impliquant davantage de variables
environnementales (défauts multiples, gravité des imprécisions de modèle, perturbations
exogènes, etc), il sera certainement plus difficile d’anticiper quelle est la pire combinaison
des perturbations et l’utilisation de la méthode proposée se justifiera pleinement.
La figure 6.5.3 présente les estimées de quelques hyperparamètres optimaux et de
la fonction objectif associée, pour les 100 initialisations de la procédure de réglage du
schéma avec observateur de Luenberger. La dispersion observée pour les hyperparamètres
suggère que plusieurs réglages de la méthode de diagnostic considérée permettent d’at-
teindre un niveau de performance acceptable.
La figure 6.5.4 montre les résidus et les décisions booléennes associés aux réglages
optimaux pour les deux schémas de diagnostic, avec les conditions environnementales
les plus défavorables. Il apparaît que le schéma avec filtre de Kalman donne de meilleures
performances que celui avec observateur de Luenberger, dans ce cas de figure où le défaut
progressif est pratiquement noyé dans le bruit. La méthodologie de réglage parvient
toutefois à obtenir un réglage satisfaisant pour les deux schémas.
La valeur de la fonction objectif y(xc,xe) est tracée en figure 6.5.5, pour un balayage de
xe sur l’ensemble de l’espace des hyperparamètres Xe et avec xc fixé à la valeur du réglage
minimax optimal. Ceci permet de visualiser la performance atteignable pour ce réglage
minimax des hyperparamètres, dans des conditions de perturbation plus favorables.
(a) Schéma avec observateur de Luenberger (b) Schéma avec filtre de Kalman
Figure 6.5.2: Estimation de la pire configuration des variables environnementales par
MiMaReK pour 100 initialisations. Le point rouge désigne la valeur mé-
diane, le rectangle noir délimite Xe
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Table 6.4: Résultats pour 100 initialisations de la procédure de réglage minimax
Observateur et
CUSUM Kalman et CUSUM
Classement 2 1
Performance minimax
médiane 0.114 0.0312
Écart-type de la
performance 4.7 · 10
−2 1.97 · 10−2
Nombre moyen de
simulations 168 199
Écart-type du nombre de
simulations 26 8
Vecteur des variables environnementales xe
Niveau de bruit ζ 9.8 · 10−4 9.81 · 10−4
Taille du défaut s 1 · 10−3 1 · 10−3
Vecteur des hyperparamètres xc
Valeur des hyperparamètres
(performance médiane)
p1 = 0.798 p2 = 0.726
p3 = 0.67
µ1 = 0.065 λ = 4.553
w1 = 1.57 w2 = 1.11
w3 = 1.06 v1 = 2.04
µ1 = 0.12 λ = 3.33
Figure 6.5.3: Dispersion des hyperparamètres p1, p3, µ1 et de la valeur de la fonction
pour le schéma avec observateur de Luenberger. La ligne rouge indique
la valeur médiane, les lignes noires épaisses les bornes de l’espace Xc
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(a) Schéma avec observateur de Luenberger
(b) Schéma avec filtre de Kalman
Figure 6.5.4: Performance avec réglage robuste et perturbations défavorables
(résidu à gauche, décision à droite)
(a) Schéma avec observateur de Luenberger (b) Schéma avec filtre de Kalman
Figure 6.5.5: Fonction objectif sur Xe pour le réglage optimal des hyperparamètres
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6.6 Conclusions et perspectives
Ce chapitre a permis de définir un nouvel algorithme (MiMaReK) permettant de cher-
cher une solution optimale au difficile problème de l’optimisation minimax continue de
fonctions calculables uniquement par simulation coûteuse. Il s’agit a priori des premiers
résultats tangibles dans ce domaine. La méthode proposée est fondée sur une procédure
de relaxation itérative qui facilite la recherche d’une solution approchée. Celle-ci est as-
sociée à l’algorithme d’optimisation à base de krigeage EGO, qui permet de traiter le
cas de ces fonctions de type boîte noire. L’application de la procédure à un ensemble
de fonctions de test, dédiées à l’optimisation minimax continue, a permis de mettre en
évidence sa capacité à résoudre avec précision et efficacité ce type de problème.
Ces développements ont été motivés par la recherche d’un réglage automatique des
hyperparamètres de méthodes de diagnostic qui soit robuste aux perturbations. Ceci
permet notamment de lever la limitation évoquée en conclusion du chapitre précédent,
concernant le danger de surapprentissage du réglage sur un cas test qui serait biaisé. Il
est désormais possible avec la méthode proposée d’obtenir un réglage optimal des hyper-
paramètres pour un domaine continu de variation des conditions environnementales du
cas test simulé. Les possibilités offertes par la méthode ont été vérifiées sur un modèle
simplifié de véhicule aéronautique soumis à un défaut de capteur. Deux schémas com-
plets de diagnostic ont ainsi pu être réglés, tout en recherchant la configuration la plus
défavorable pour les variables environnementales. Ce réglage est, comme au chapitre 5,
obtenu à l’aide d’un nombre restreint de simulations du cas test. Ceci rend la méthode
très attractive pour les applications où une conception robuste est souhaitée mais n’est
pas mise en œuvre du fait de la lourdeur des simulations numériques. La méthodolo-
gie proposée est générique et peut être appliquée à de nombreux autres problèmes de
réglage en ingénierie, par exemple dans le contexte de la commande robuste ou de l’ana-
lyse de performances de systèmes soumis à des perturbations ou des imprécisions de
modélisation.
Les exemples d’applications traitées présentent jusqu’à six hyperparamètres et jusqu’à
cinq variables environnementales. Il serait intéressant d’examiner le comportement de
la procédure pour de plus grandes dimensions. Par ailleurs, la seule contrainte imposée
sur les hyperparamètres et les variables environnementales est d’appartenir à des hy-
perrectangles aux arrêtes parallèles aux axes de l’espace. La procédure de relaxation et
l’algorithme EGO sont théoriquement à même de prendre en compte des ensembles plus
complexes ou des contraintes liant les variables entre elles, bien que cela reste encore à
vérifier pour l’algorithme complet.
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6.6 Conclusions et perspectives
Positionnement
o Réglage des hyperparamètres robuste aux perturbations
o Simulation numérique de cas test fournissant une mesure de performance
Contributions
o Nouvel algorithme d’optimisation minimax continue pour les fonctions boîte
noire
o Bonnes performances sur un ensemble de fonctions de test
o Réglage automatique robuste des hyperparamètres de deux schémas de diag-
nostic pour un modèle dynamique d’aéronef
o Méthodologie générique pour l’ingénierie
Limitations
o Adéquation au problème des hypothèses de représentation gaussienne du pro-
cessus et du choix de sa covariance
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Ce travail avait deux objectifs principaux. Le premier était de proposer des méthodes
de diagnostic de défauts adaptées aux spécificités et contraintes des systèmes aéronau-
tiques autonomes à faible redondance matérielle. Le second était de concevoir une mé-
thodologie de réglage automatique qui soit à la fois robuste et peu coûteuse en calcul.
Une revue des principales méthodes de diagnostic à base de modèle a été proposée au
chapitre 1, avec un effort particulier alloué à la classification d’une importante biblio-
graphie d’applications du diagnostic en aéronautique et spatial. Ce chapitre a également
rappelé la modélisation générique de la dynamique des systèmes aérospatiaux et étudié
les principaux défauts pouvant affecter leurs capteurs et actionneurs usuels.
Sur cette base, un cas test aéronautique représentatif a été défini au chapitre 2, comme
plate-forme d’évaluation pour les méthodes proposées. Celui-ci comporte le modèle dy-
namique non-linéaire à six degrés de liberté d’un missile intercepteur, commandé selon
un schéma de guidage-pilotage classique. Cette simulation prend également en compte
de fortes incertitudes de modélisation sur les coefficients aérodynamiques et les imper-
fections de mesure du système de navigation inertielle.
Diagnostic des systèmes aéronautiques utilisant l’information de commande
Contributions
La méthode de diagnostic proposée au chapitre 3 a montré l’intérêt de transformer
les objectifs de commande liés au guidage-pilotage en résidus pour détecter et localiser
un certain nombre de défauts sur les capteurs ou les actionneurs. L’idée principale est
que l’apparition d’un défaut entraîne un non-respect de certains de ces objectifs de com-
mande qu’il devient possible de détecter, en supposant que l’algorithme de commande
est adapté à la réalisation quasi-instantanée de ces contraintes. Ce principe est tout à fait
intéressant, puisque le modèle dynamique du système n’intervient pas dans l’exploitation
en ligne de ces résidus pour le diagnostic. La structure de ce modèle ne sert qu’à déter-
miner la sensibilité des résidus aux défauts. La charge de calcul est ainsi très réduite car
les résidus sont de simples fonctions statiques des mesures (généralement évaluées par le
module de commande). Les résultats de simulation sur le cas test aéronautique ont mis
en évidence la possibilité de détecter et localiser à partir de ces informations les défauts
affectant les capteurs. Les défauts sur les actionneurs sont quant à eux détectables et
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discernables des défauts de capteurs, mais non localisables du fait des couplages internes
entre les variables d’état du système.
Le chapitre 4 a été consacré au développement d’une méthode de détection, localisation
et estimation des défauts sur les actionneurs. Les hypothèses de travail sont l’existence de
mesures exploitables d’une partie des dérivées des variables d’état (telle que l’accélération
via l’INS) et la description de la dynamique du système par un modèle affine en la
commande, qui peut être non linéaire. Certaines des équations de la dynamique peuvent
alors être directement utilisées, sans intégration numérique, pour reconstruire les entrées
de commande réalisées par les actionneurs. On obtient alors des résidus en comparant ces
estimées avec la valeur de consigne. Une procédure formelle a été définie pour calculer
automatiquement l’ensemble de ces relations de redondance. Se placer du côté des entrées
du système avec ces hypothèses de modélisation (généralement vérifiées par les systèmes
aéronautiques) permet d’obtenir des résidus statiques et donc plus légers en calculs, tout
en tirant parti de la connaissance de la dynamique non linéaire du système.
Ces deux méthodes peuvent représenter une alternative ou un complément aux mé-
thodes classiques de diagnostic à base de modèle, dans le contexte d’application des
engins aéronautiques. A partir d’hypothèses et de principes différents, elles répondent
aux objectifs initiaux de respect des non-linéarités du système, d’exploitation de l’in-
formation de commande en boucle fermée et de faible charge de calcul en ligne. Elles
ont permis la détection, la localisation et l’identification de nombreux défauts sur les
capteurs et les actionneurs du cas test aéronautique.
Perspectives
Au vu des résultats des deux nouvelles méthodes qui ont été considérées dans cette
partie, il serait intéressant de tester leur association dans une même boucle de diagnostic.
En effet, la procédure du chapitre 3 est à même de détecter et localiser des défauts sur les
capteurs, mais ne permet que la détection de ceux sur les actionneurs. D’un autre côté,
la procédure du chapitre 4 autorise la détection, la localisation et l’identification de tous
les défauts sur les actionneurs. Ainsi, on pourrait imaginer un schéma où la première
méthode fonctionnerait à chaque instant, et où la seconde serait appelée pour désigner
l’actionneur en défaut lorsqu’une signature inconnue ferait son apparition. Ce schéma
resterait à charge de calcul modeste, les résidus employés étant toujours des fonctions
statiques des mesures qui ne nécessitent pas l’intégration du modèle dynamique.
La méthode de diagnostic par analyse des objectifs de commande s’est montrée efficace
sur l’application proposée. Il serait intéressant d’examiner de manière plus avancée le
concept d’objectifs de commande et d’influence des défauts sur la boucle fermée, dans
le cadre de la théorie de la commande non linéaire. Une piste d’étude peut notamment
être la définition d’un critère d’observabilité des défauts, pour signaler la sensibilité
à chaque instant des résidus issus des objectifs de commande. On pourrait également
imaginer coupler cette méthode avec une procédure de diagnostic actif, afin d’exploiter
encore plus avant le lien entre les défauts et la commande en boucle fermée. Ceci est
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également lié à la recherche du meilleur réglage de la commande qui garantirait les
performances nominales du système tout en sensibilisant au maximum les résidus aux
différents défauts, vis-à-vis des objectifs de commande.
En ce qui concerne la méthode de diagnostic par reconstruction analytique de la
commande appliquée, l’étape de tri de l’ensemble des résidus dédiés aux défauts d’ac-
tionneurs pourrait être automatisée. Il s’agirait notamment de sélectionner un ensemble
restreint de résidus sensibles à différents sous-ensembles de défauts, tout en impliquant
des sources d’imprécisions différentes. Par ailleurs, la mise en place d’un horizon tempo-
rel glissant pourrait permettre de pallier certains inconvénients dûs au caractère statique
des résidus. Dans la version présentée ici, plusieurs expressions sont à même de fournir
une estimée de la valeur des défauts sur les actionneurs. Cette identification pourrait
également être réalisée en combinant ces expressions.
Réglage automatique et robuste des hyperparamètres de méthodes de diagnostic
Contributions
Au chapitre 5, une méthodologie a été proposée pour répondre au problème délicat
du réglage automatique des algorithmes de diagnostic. Comme alternative au réglage ad
hoc, nous avons proposé de considérer l’ajustement des hyperparamètres d’une méthode
sur un cas test donné comme un problème d’optimisation globale d’une fonction boîte
noire. Cette fonction lie les valeurs possibles prises par les hyperparamètres à une mesure
de performance à optimiser, dont chaque valeur est obtenue par la simulation, générale-
ment coûteuse, d’un cas test ou d’un ensemble de cas test. Dans ce contexte, le krigeage
permet d’obtenir une approximation de cette fonction à moindre coût, ainsi qu’une éva-
luation de la qualité de cette prédiction. Les propriétés de ce modèle de substitution
peuvent alors être exploitées par la procédure d’optimisation EGO pour rechercher un
optimiseur global de la mesure de performance avec un budget restreint de simulations.
Ceci a permis d’obtenir un réglage satisfaisant pour de nombreuses méthodes fréquem-
ment utilisées en diagnostic. Six tests statistiques permettant de détecter un changement
dans la moyenne d’un signal ont été ajustés automatiquement, de même que deux sché-
mas comprenant un générateur de résidu et un test d’analyse pour détecter un défaut
via le modèle dynamique d’un aéronef. Il a donc été possible d’évaluer la meilleure per-
formance atteignable par différentes méthodes sur un même cas test, ce qui a facilité
leur comparaison et l’a rendue plus objective. La méthodologie proposée rend notam-
ment possible le réglage conjoint des hyperparamètres d’un filtre générateur de résidus
et du test d’analyse qui lui est associé, ce qui est crucial pour le bon fonctionnement du
diagnostic.
A la suite de ces premiers développements, le chapitre 6 a abordé le problème du
réglage robuste. En effet, le réglage précédent dépend des conditions de simulation du
cas test fournissant la mesure de performance à optimiser. Il était ainsi légitime de
s’interroger sur la robustesse de la solution obtenue à une variation des conditions de
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simulation, modélisées par un ensemble de variables environnementales. Le réglage a
donc été reformulé comme un problème d’optimisation minimax continue, consistant à
rechercher les hyperparamètres optimisant la performance dans le pire cas des variables
environnementales. Ce problème est difficile, notamment car les espaces de recherche
des deux types de variables sont continus et car la fonction à optimiser est de type
boîte noire. A notre connaissance, l’algorithme MiMaReK que nous avons proposé est
le seul à s’attaquer à ce problème. Celui-ci associe une procédure de relaxation itérative
avec l’algorithme d’optimisation énoncé au chapitre précédent. Son comportement et la
qualité de la solution qu’il renvoie ont été examinés sur un ensemble de fonctions de test
représentatives. Le réglage robuste de schémas de diagnostic a ensuite été mis en œuvre
et a montré sa pertinence vis à vis de la variation du bruit de mesure et de l’amplitude
du défaut à détecter.
Perspectives
La procédure de réglage que nous avons proposée au chapitre 5 est tout à fait générique
et peut être appliquée à de nombreux autres problèmes, éventuellement de plus grande
dimension. A titre d’exemple, nous avons exploité cette méthode pour une stratégie de
vision active [8], qui nécessite l’optimisation d’une fonction de coût liant la prochaine
action à effectuer à une mesure de qualité de reconnaissance d’objet, avec un faible
budget de simulations.
Par ailleurs, le nouvel algorithme de conception au sens du pire cas proposé au cha-
pitre 6 pourra également s’appliquer à d’autres problèmes complexes de synthèse mini-
max en automatique, notamment le réglage de correcteurs et la commande optimale, ou
à l’optimisation multidisciplinaire.
Enfin, la seule contrainte considérée dans le problème d’optimisation minimax continue
est d’imposer que chaque variable appartienne à un intervalle connu. Il serait intéressant
d’étendre la procédure à la prise en compte de contraintes plus complexes sur ces espaces
ou sur les variables, afin d’élargir la classe de problèmes pouvant être abordés.
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Annexe A
Expressions supplémentaires
A.1 Coefficients aérodynamiques (Chapitre 3)
Pour l’équation (3.2.16), les valeurs des coefficients aérodynamiques sont donnés par
cxδ1 = 0.25cxδl − 0.5cxδm
cxδ2 = 0.25cxδl + 0.5cxδn
cxδ3 = 0.25cxδl + 0.5cxδm
cxδ4 = 0.25cxδl − 0.5cxδn
cyδ1 = 0.25cyδl
cyδ2 = 0.25cyδl + 0.5cyδn
cyδ3 = 0.25cyδl
cyδ4 = 0.25cyδl − 0.5cyδn
czδ1 = −0.5czδm
czδ3 = 0.5czδm
.
Ceux de l’équation (3.2.17) sont
clδ1 = 0.25clδl
clδ2 = 0.25clδl + 0.5clδn
clδ3 = 0.25clδl
clδ4 = 0.25clδl − 0.5clδn
cmδ1 = −0.5cmδm
cmδ3 = 0.5cmδm
cnδ1 = 0.25cnδl
cnδ2 = 0.25cnδl + 0.5cnδn
cnδ3 = 0.25cnδl
cnδ4 = 0.25cnδl − 0.5cnδn
.
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A.2 Modèle et résidus (Chapitre 4)
A.2.1 Termes de G¯
Les termes correspondants à la matrice G¯ de l’équation (4.4.3) sont
g¯11 = 0.25g˜11 − 0.5g˜13
g¯12 = 0.25g˜11 + 0.5g˜12
g¯13 = 0.25g˜11 + 0.5g˜13
g¯14 = 0.25g˜11 − 0.5g˜12
g¯15 = g˜14
g¯21 = 0.25g˜21 − 0.5g˜23
g¯22 = 0.25g˜21
g¯23 = 0.25g˜21 + 0.5g˜23
g¯24 = 0.25g˜21
g¯32 = 0.5g˜32
g¯34 = −0.5g˜32
.
A.2.2 Expressions des résidus pour le cas test complet (extrait)
Afin d’alléger les notations, les termes f¯() et g¯() sont notés f et g dans cette section
et chaque ligne correspond à un résidu.
Résidus rall, sensibles à tous les défauts
g24
g21g14
(−g14δ4 + f1 − g11δ1 − g12δ2 − g13δ3 − g15η)
1
g11
(
f1 − 2g12δ2 − g13δ3 − 2g14δ4 − g15η + g12f3g32 −
g12g34δ4
g32
+ g14f3g34 −
g14g32δ2
g34
)
− δ1
1
g14
(
−f1 + g11δ1 + g12f2g22 +
g12
g22
(−g21δ1 − g23δ3 − g24δ4) + g13δ3 + 1g34 (f3 − g32δ2) + g15η
)
1
g24
(
−f2 + g21δ1 + g22g12 (f1 − g11δ1 − g13δ3 − g14δ4 − g15η) +
g23δ3
g24
+ 1g14 (f1 − g11δ1 − g12δ2 − g13δ3 − g15η)
)
Résidus r1, insensibles aux défauts sur δ1
1
g24
(
−f2 + g21g11 (f1 − g12δ2 − g13δ3 − g14δ4 − g15η) + g22 (δ2 + δ3)
)
+ δ4
1
g21
(
−f2 + g22δ2 + g23δ3 + g24g34 (f3 − g32δ2)
)
+ 1g11 (f1 − g12δ2 − g13δ3 − g14δ4 − g15η)
1
g21
(
−f2 + g22g32 (f3 − g34δ4) + 1g21
(
g23δ3 + g24g34 (f3 − g32δ2)
))
+ 1g11 (f1 − g12δ2 − g13δ3 − g14δ4 − g15η)
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Résidus r2, insensibles aux défauts sur δ2
δ1 + 1g11
(
−f1 + g12g32 (f3 − g34δ4) + g13δ3 + g14δ4 + g15η
)
δ1 + 1g11
(
−f1 + g12g22 (f2 − g21δ1 − g23δ3 − g24δ4) + g13δ3 + g14δ4 + g15η
)
δ3 + 1g23
(
−f2 + g21δ1 + g22g12 (f1 − g11δ1 − g13δ3 − g14δ4 − g15η) + g24δ4
)
Résidus r3, insensibles aux défauts sur δ3
1
g24
(
−f2 + g21δ1 + g22δ2 + g23g13 (f1 − g11δ1 − g12δ2 − g14δ4 − g15η)
)
+ 1g34 (f3 − g32δ2)
1
g15
(
−f1 + g11δ1 + g12g32 (f3 − g34δ4) +
g13
g23
(f2 − g21δ1 − g22δ2 − g24δ4) + g14g34 (f3 − g32δ2)
)
+ η
1
g23
(
−f2 + g21δ1 + g22g32 (f3 − g34δ4) +
g24
g34
(f3 − g32δ2)
)
+ 1g13 (f1 − g11δ1 − g12δ2 − g14δ4 − g15η)
Résidus r4, insensibles aux défauts sur δ4
1
g14
(−f1 + g11δ1 + g12δ2 + g13δ3 + g15η) + 1g34 (f3 − g32δ2)
δ2 + 1g32
(
−f3 + g34g14 (f1 − g11δ1 − g12δ2 − g13δ3 − g15η)
)
δ2 + 1g22
(
−f2 + g21δ1 + g23δ3 + g24g14 (f1 − g11δ1 − g12δ2 − g13δ3 − g15η)
)
Résidus r5, insensibles aux défauts sur η
1
g24
(−f2 + g21δ1 + g22δ2 + g23δ3 + δ4)
1
g11
(
−g14δ4 + g14g24 (f2 − g21δ1 − g22δ2 − g23δ3)
)
1
g24
(
f2 − g21δ1 − 2g22δ2 − 1g23δ3 + g22g32 (f3 − g34δ4)
)
+ 1g34 (f3 − g32δ2)− 2δ4
Résidus r6, insensibles aux défauts sur δ4 et η
δ2 + 1g22
(
−f2 + g21δ1 + g23δ3 + g24g34 (f3 − g32δ2)
)
δ2 + 1g32
(
−f3 + g34g24 (f2 − g21δ1 − g22δ2 − g23δ3)
)
Résidus r7, insensibles aux défauts sur δ2 et η
δ3 + 1g23
(
−f2 + g21δ1 + g22g32 (f3 − g34δ4) + g24δ4
)
1
g32
(−f3 + g34δ4) + 1g22 (f2 − g21δ1 − g23δ3 − g24δ4)
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Résidus r8, insensibles aux défauts sur δ1, δ3 et η
1
g34
(−f3 + g32δ2) + δ4
1
g21g22
(
−δ2 + 1g32 (f3 − g34δ4)
)
−δ4 + g12g14
(
−δ2 + 1g32 (f3 − g34δ4)
)
+ 1g34 (f3 − g32δ2)
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ACP, 31
algorithme, 94, 96, 97, 99, 100, 122, 137,
139
analyse
de résidus, 17, 41, 124
de sensibilité, 67
en composantes principales, 31
approche géométrique, 40, 87
benchmark, 48, 140
Best Replay, 136, 141
cas test aéronautique, 47, 69, 101, 128, 146
centrale inertielle, 23, 24, 47, 63
choix des seuils, 42, 125, 144
classification
des méthodes de diagnostic, 27
des publications, 19
coefficients aérodynamiques, 22, 32, 159
coefficients de régression, 119
computer experiments, 115
covariance, 30, 118
découplage, 38
défaillance, 14
défaut, 14
accéléromètre, 74
actionneurs, 15, 25, 69, 77, 104
capteurs, 15, 24, 67, 73
détection, 15, 70
de gouverne, 56, 71, 104
de propulsion, 65, 104
gyromètre, 75
localisation, 15, 68, 70
processus, 15
scénarios, 71, 104
diagnostic
actif, 40, 62
en boucle fermée, 40, 61
indicateurs de performance, 17, 80, 124
qualitatif, 28
robustesse, 38, 81, 110
sans modèle, 28
schéma classique, 16, 117, 128
systèmes non linéaires, 40, 88
DIRECT, 122, 138
EI, 121, 122, 138
erreur de prédiction, 122
variance, 120
espérance de l’amélioration, 121
espace de parité, 36
estimation
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à erreur bornée, 36
d’état, 33
de paramètres, 32
expériences simulées sur ordinateur, 115,
134
fausse alarme, 17, 42, 80
FDD, 15
FDI, 15, 19
filtrage particulaire, 36
filtre de Kalman, 35, 129, 145
étendu, 35
fonction de corrélation exponentielle, 119
FTC, 15
guidage-pilotage, 52
PNG, 54, 64
PP, 54, 64
H-infini, 39, 134
hypercube latin, 121
hyperparamètres, 115, 126, 135
identification
de défauts, 15, 93
de paramètres, 32
IMM, 35
IMU, 19, 24
INS, 19, 24
inversion, 40, 88
krigeage, 30, 118
prédiction, 119
LHS, 121, 124, 138
minimax, 134, 137
MMAE, 35
modèle
de défaut d’actionneur, 26
de défaut de capteur, 25
dynamique d’aéronef, 18, 22, 48, 128
non détection, 17, 42
observateur
à entrée inconnue, 39
de Luenberger, 33, 82, 129, 145
optimisation
EGO, 121, 137, 144
globale, 117, 137
MiMaReK, 139, 143
minimax continu, 135
multi-objectifs, 40, 124
robuste, 133
processus gaussien, 30, 118
réglage automatique, 115, 134
comparaison, 126, 131
robuste, 135, 148
résidus, 15, 160
analyse, 17, 41, 124
génération, 16, 64, 94
sensibilité aux défauts, 66, 101
reconfiguration, 15
reconnaissance de formes, 29
redondance analytique, 13, 45, 88
redondance matérielle, 13
relaxation, 134, 137
repère
de navigation, 19
engin, 19
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Shimizu et Aiyoshi, 136
SVM, 30
test
3 sigmas, 42, 125
CUSUM, 44, 80, 125, 129, 145
GLR, 43, 125
RSS, 44, 125
seuillage adaptatif, 18, 42
SPRT, 43, 125
Student, 42, 125
UKF, 36
validation croisée, 116
variable
de conception, 134
environnementale, 132, 134, 145
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Abréviations
ACP Analyse en Composantes Principales
DIRECT DIviding RECTangles
EGO Efficient Global Optimization
EKF Extended Kalman Filter
EI Expected Improvement
FDD Fault Detection and Diagnosis
FDI Fault Detection and Isolation
FTC Fault Tolerant Control
GLR Generalized Likelihood Ratio
GP Gaussian Process
IMM Interacting Multiple Models
IMU Inertial Measurement Unit
INS Inertial Navigation System
LHS Latin Hypercube Sampling
MiMaReK MiniMax optimization via Relaxation and Kriging
PNG Proportional Navigation Guidance
PP Pure Pursuit
RSS Randomized SubSampling
SPRT Sequential Probability Ratio Test
UIO Unknown Input Observer
UKF Unscented Kalman Filter
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