b Background: Longitudinal designs are indispensable to the study of change in outcomes over time and have an important role in health, social, and behavioral sciences. However, these designs present statistical challenges particularly related to accounting for the variance and covariance of the repeated measurements on the same participants and to modeling outcomes that are not normally distributed. b Objectives: The purpose of this study was to introduce a general methodology for
longitudinal designs to address these statistical challenges and to present an example of an analysis conducted with data collected in a randomized clinical trial. In this example, the outcome of interestVmonthly health-related out-of-pocket expenses incurred by breast cancer survivorsVhad a skewed distribution. b Methods: Common statistical approaches are for longitudinal analysis using linear and generalized linear mixed models are reviewed, and the discussed methods are applied to analyze monthly health-related out-of-pocket expenses. b Discussion: Although standard statistical software is available to conduct longitudinal analyses, training is necessary to understand and to take advantage of the various options available for model fitting. However, knowledge of the basics of the methodology allows assimilation and incorporation into practice of evidence from the numerous studies that use these designs. L ongitudinal studies are used to measure an outcome repeatedly over time on the same participants. Such designs can be either experimental or observational and are indispensable in studying the change in an outcome over time. Because the study of change is fundamental to almost every discipline, there has been steady growth in the number of studies using longitudinal designs (Fitzmaurice, Davidian, Verbeke, & Molenberghs, 2008) . Common objectives of such analyses include testing the development over time of mean differences between groups, estimating the average treatment effect over time, determining a suitable model that describes the relationship of an outcome with time and other explanatory covariates, and estimating the correlation patterns among the repeated measurements on the same individuals.
For continuous outcomes (i.e., dependent variables in a model measured on a continuous scale), the most common approaches, such as repeated measures analysis of variance (ANOVA), profile analysis with multivariate ANOVA (MANOVA), and linear mixed models (LMMs), require that the outcome variable be approximately normally distributed at each time point (i.e., a histogram of the outcome at each time point should resemble the bell-shaped form of the normal distribution). Thus, in the presence of an outcome that is not normally distrib-uted (e.g., healthcare cost data), the validity of statistical inferences is threatened if one of these common approaches is used to analyze such outcome.
The purpose of this presentation was (a) to review common statistical approaches for longitudinal analysis using linear and generalized LMMs (GLMMs) and (b) to present an example of longitudinal analysis of data from a clinical trial with breast cancer survivors where the outcome of interest, monthly healthrelated out-of-pocket (OOP) expenses, had a skewed distribution.
Methods

Classical Approaches to Longitudinal Models for Continuous Outcomes
The classical approaches to analyze continuous outcomes include repeated measures ANOVA and profile analysis with MANOVA (Tabachnick & Fidell, 2007) . For inferences to be valid, both approaches require that the outcome variable be approximately normally distributed at each time point.
Linear Mixed-Effects Models for Longitudinal Data
Because of its flexibility, the LMM is probably the most widely used method for analyzing longitudinal data where the outcome is assumed to be normally distributed. These models are fitted through likelihood-based methods instead of ordinary least squares. Instead of matrix algebra alone, as in ANOVA and MANOVA, solving the equations for a mixed model requires the use of complex computer routines that maximize a likelihood function (Littell, Milliken, Stroup, Wolfinger, & Schabenberger, 2006) . The likelihood function is the product of the probabilities for each data point under an assumed distribution for the outcome. The larger the likelihood, the better the model fit, under the assumed distribution.
Model fit is assessed using likelihood ratio tests comparing the likelihood function values between full and reduced (i.e., with fewer parameters) models. The name mixed model comes from the fact that a model may contain both fixed and random-effect parameters. Fixed effects are assumed to be population constants, and random effects are assumed to be random observations coming from an underlying distribution (often assumed to be normal). Simple examples of fixed effects are the treatment effect of an intervention, a gender effect, or the slope for age as a predictor for an outcome. Simple examples of random effects are classrooms in which students are nested, practices in which patients are nested, and in the case of longitudinal analyses, individuals in which the repeated observations are nested.
Longitudinal models under the LMM framework include models with random effects, often referred to as subject-specific models, and marginal or population-averaged models that do not include random effects. Both model types allow conducting inferences on the fixed effects and on the varianceY covariance structure of the repeated observations on the same participants, but only a model with random effects allows individual-specific prediction.
In this presentation, the focus is on the simpler marginal models (without random effects). A common fitting technique for marginal models is the generalized estimating equation (GEE) approach. However, GEE is only one among a number of fitting techniques. Brown and Prescott (2006) provide a comprehensive treatment of both marginal and random-effects models with a focus on clinical applications.
A Basic Longitudinal Model
For a marginal longitudinal model comparing two groups (e.g., treatment vs. control) over time, at least three basic fixed-effect parameters need to be fitted before adding any other covariates of interest to the model. A basic longitudinal model needs parameters for a time effect, a group effect, and a Time Â Group interaction. For a reader familiar with common regression or ANCOVA models, it may look like the following equation:
where y ij is the outcome observation number i on individual j; " 0 is the intercept; " 1 , " 2 , and " 3 are the time, group, and Time Â Group interaction parameters, respectively; and e ij is the error term.
The time effect, which can be modeled as either a categorical or a continuous variable, is used to determine whether the group means change significantly over time but in the same direction. The simplest way of modeling the time effect is by assuming a linear trend for the trajectory of the means over time. Under this assumption, the time variable is continuous, and the coefficient is a slope. This assumption can be inspected visually by plotting the trajectory of the outcome means by group over each of the time points. If the trajectories do not follow approximately straight lines, then a categorical variable for the time effect can be fitted instead. The inclusion of a categorical variable for the time effect in the model allows estimating outcome means separately at each time point, regardless of their trajectory. The downside is that there are more time parameters to estimate (k j 1, for k time points). The group effect, which is a categorical variable, is used to determine if there is constant separation between the groups over time. The Time Â Group interaction is used to assess whether separation between the groups develops over time, and it is usually but not necessarily the parameter of interest. A graphical representation of situations where the time, group, and Time Â Group interaction parameters are used is shown in Figure 1 , under the assumption of a linear trend for the trajectory of the means over time.
A simple and often sufficient varianceYcovariance structure that can be fitted to the basic model is referred to as compound-symmetric structure. Assuming that the number of repeated measures i is 3, that the correlation, >, among any two measurements is constant, and that the variance of the measurements, A 2 , is also constant over time, a compoundsymmetric varianceYcovariance matrix for the three observations on an individual j would look like the following:
Another common varianceY covariance structure used in longitudinal analysis is referred to as an autoregressive structure. In this structure, the correlation among repeated measurements decreases with increased separation in time. Assuming now four repeated measurements in time, an autoregressive varianceYcovariance matrix for the four observations on an individual j would look like the following:
In this case, > is referred to as the autoregressive parameter, and it is equal to the estimated correlation between any two measurements adjacent in time. Note that > 2 and > 3 would be the correlation among measurements separated by one and two time points, respectively. Because > ranges between 0 and 1, > Q > 2 Q > 3 , hence the correlation decreases as separation in time increases.
There are many more varianceY covariance structures available for model fitting in standard software packages such as SAS (SAS Institute Inc., Cary, NC), SPSS (SPSS Inc., Chicago, IL), or R (The R Foundation for Statistical Computing, Wien, Austria). Likelihoodbased measurements, such as Akaike's information criteria, can be used to determine what structure is the best fit for a model, given a constant set of fixed-effect parameters. A model with the same fixed q effects can be fitted with different varianceYcovariance structures, and the structure that results in the smaller Akaike's information criteria is preferred. However, parsimony has to be considered as well, so a model with the least number of varianceYcovariance parameters to estimate is preferred. An advantage of both compound-symmetric and autoregressive structures is that only two parameters need to be estimated. The main issue of fitting an inadequate varianceYcovariance structure is that the variability of the measurements is not accounted for appropriately, and thus confidence intervals and p values may be calculated incorrectly.
Normalizing Transformations for Nonnormal Continuous Outcomes
An approach to the issue of having a continuous nonnormal outcome, such as with highly skewed data, is to apply a normalizing transformation to the raw data and to conduct the analyses with common techniques for normal data. A problem of this approach is that inferences are made on the means of the transformed data, whereas the interest is in the mean of the raw data. Once the analysis has been conducted, back transforming to the original scale of the data is not possible. A common normalizing transformation is the natural logarithm. However, the mean of log-transformed observations is different from the logarithm of the mean of the original observations, so once the data are transformed and the mean calculated, back transformation to the original scale is not possible. Issues of transforming skewed outcomes, such as interpretability, lack of accuracy, and inefficiency (i.e., larger standard errors), are discussed by Manning (1998) and Manning and Mullahy (2001) .
Generalized Linear Mixed-Effects Models for Nonnormal Longitudinal Data
For cross-sectional data that are not normally distributed, the generalized linear model (GdLM) provides a statistical framework that allows building regression-type models to assess relationships between explanatory variables and nonnormal outcomes such as binary responses, counts, or highly skewed continuous data. In GdLM mod-els, it is not the mean outcome that is modeled (as in the LMM) but a function of the mean outcome. This function is referred to as the link function.
A typical example of a GdLM is logistic regression, which is often taught as a separate technique. If the outcome data are binary (e.g., presence or absence of disease, where an event is coded as 1 and a nonevent is coded as 0), the mean is simply the proportion of events p, which would lie between 1 and 0. The link q function in this case is the logit transformation, which is the natural logarithm of the odds: logitðpÞ ¼ Ln ð p 1Àp Þ. For count data (e.g., the number of days a patient is hospitalized), a common assumption is that the counts follow a Poisson distribution. For Poisson regression, the link function is the natural logarithm so that the logarithm of the mean response is modeled. Each of the distributions that can be used for GdLM has a natural link function. The binomial, Poisson, beta, gamma, multinomial, and negative binomial distributions are examples of distributions available in standard software for GdLM fitting.
As with the LMM, GdLM models are fitted using maximum likelihood methods but assuming underlying distributions other than the normal.
The GLMM is an extension of the GdLM to allow modeling longitudinal nonnormal outcomes. A basic longitudinal model fitted with a GLMM would look like the following equation:
The same discussion as in the LMM section on the basic parameters applies. In these models, however, the covariance structure is estimated in terms of the link scale.
Because of their complexity, the mathematical and statistical details for the GLMM are beyond the scope of this article. Instead, an example is presented in the following section. Readers interested in the statistical details can consult the books by Brown and Prescott (2006), McCulloch, Searle, and Neuhaus (2008) , and Littell et al. (2006) ; the documentation for the GLIMMIX procedure in SAS software; and the documentation for the GENLIN and GEE algorithms in SPSS software. As with the LMM, randomeffects and marginal GLMM models can be constructed, and model fit is assessed through likelihood-based statistics. However, the fitting algorithms are even more complex than those for the LMM. The following example is focused on the simpler marginal models.
Application
The Breast Cancer Education Intervention (BCEI) was a 6-month randomized trial to examine the effect of a nurse-led psychoeducational support intervention on perceived quality of life in early stage breast cancer survivors. The BCEI research findings of the main outcome variable, perceived quality of life, were reported elsewhere by Meneses et al. (2007) . Briefly, 256 women participated in the BCEI, of whom 129 were randomized to the intervention group and 132 to the wait control. Data were collected at three time points: baseline, 3 months, and 6 months. Research protocols received institutional review board approval.
The focus of this analysis is on the 132 participants in the control group to examine a secondary outcome, monthly health-related OOP expenses incurred by these study participants. The OOP expenses were estimated by asking participants for their directly incurred dollar expenses related to cancer care, treatment side effects management, counseling, and health maintenance. Monthly estimates were calculated for each time point. Of the 132 participants in the control group, 121 provided information on annual household income. Two income level groups were based on household incomes: below (n = 56) or above (n = 65) $50,000. Demographic and treatment characteristics of participants on the basis of income level group are shown in Table 1 . Descriptive statistics for monthly OOP expenses by income level group and time point are shown in Table 2 . The objectives of this analysis were (a) to assess whether there were differences in mean monthly OOP between participants having household incomes below or above $50,000, (b) to determine whether separation over time in mean monthly OOP expenses developed between these two income level groups during the 6-month observation period, and (c) to determine if other covariates of interest (age, education, and marital status) were associated with OOP expenses. The first step was to inspect the distribution of monthly OOP expenses at each time point and the trajectory of the mean monthly OOP expenses over time. The histograms in Figure 2 revealed highly right-skewed distributions at each time point, so the assumption of OOP expenses following a normal distribution had to be discarded. From examining Table 2 , it was determined that the trajectory of the means over time was not linear, so a time variable fitted as categorical would be more appropriate than fitted as continuous.
The gamma distribution has been used by health economists to model skewed outcomes such as health cost data (Manning, Basu, & Mullahy, 2005; Nixon & Thompson, 2004) . Different shapes of the gamma distribution are shown in Figure 3 . A link function that can be used for gamma models is the natural logarithm. Thus, assuming a gamma distribution for monthly OOP expenses, the natural logarithm of the mean monthly OOP expenses can be modeled using the marginal model shown in Table 3 (Model 1). Because there were only three time points, the covariance structure can be set to a simple compound-symmetric structure. With SAS software, in the Proc GLIMMIX programming statements used for running this model, the explanatory variables were defined as categorical or class variables. Then, the statistical package was used to automatically select the reference categories, producing an overall test of effect for each variable (Type III test of fixed effect), with an F statistic. The other longitudinal models considered were models with age, education, and marital status as explanatory variables of interest (Models 2Y4). Test results from these models are shown in Table 4 .
The results for Model 1 indicated that (a) there was no significant differ-ence in mean monthly OOP expenses between the two household income groups over time, (b) mean monthly OOP expenses did not significantly change during the 6-month period of observation for the two groups combined, and (c) separation in mean OOP expenses between these two groups did not develop over the 6month period of observation. However, the results from Models 2 and 3 suggested that there were constant differences over time in mean OOP expenses by education level and age. Model 5 was used to calculate timeaveraged effects of education and age. In Model 6, the normal instead of the gamma distribution is used. In this case, education would not remain as a significant predictor of mean monthly OOP expenses. Model-calculated estimates of monthly OOP expenses adjusted for age (calculated with Models 5 and 6 for comparison) are shown in Table 5 . Using the gamma model, back transforming the mean outcome from the link scale was straightforward using exponentiation, the inverse function of the natural logarithm. With the exception of the graduate school category, all confidence intervals for age-adjusted mean OOP expenses by education category were wider with the normal model than with the gamma model.
Conclusions
The most common methods for analyzing longitudinal data in the biomedical sciences are LMM and GLMM. The methodologies, albeit complex, are very powerful and provide several advantages compared with the classical approaches. For highly skewed data, an alternative approach would be to use the median as measure of centrality instead of the mean. Although standard software is readily available to conduct median or quantile regression in cross-sectional data, the approach is not currently available for longitudinal data. In fact, median regression for longitudinal data is a current topic of research in statistical science. In addition, in the case of health costs, health economists prefer the mean as measure of centrality because with knowledge of the mean cost and the sample size, it is possible to estimate the total costs incurred by the cohort. This estimation is not possible with the median. Note. The dependent variable is monthly health-related out-of-pocket (OOP) expenses, measured at three time points: diagnosis to baseline, baseline to Month 3, and Month 3 to Month 6 (N = 121). Models 1 to 5 were fitted using a generalized linear mixed model (GLMM) with the gamma distribution and natural logarithm link function. Model 6 was fitted using a linear mixed model (LMM), which assumes normally distributed data.
Although researchers do not need to know all the intricacies of LMM and GLMM, it is important to be familiarwith the approaches because of the increasing number of studies published that use the methodology. Because of considerable time and effort required to learn how to implement such techniques, inclusion of a biostatistician to write the methods sections in research proposals and to conduct analyses on collected data is highly recommended.is equal to 53.4 years. In the gamma model, the intrasubject correlation estimate for OOP was equal to 0.21, and OOP variance estimate for each age category was equal to the dispersion (estimated at 2.2) multiplied by the square of the respective mean (in the gamma model, a difference in means implies a difference in variances as the variance is a mathematical function of the mean). OOP = out of pocket; CI = confidence interval. 
