As there are an increasing number of 3D models available on web, it is necessary to develop a system to help people find and get them. In this paper, we propose a system for content-based retrieval of 3D models on web. Users can submit an example 3D model to the retrieval system, and it will return a ranked list of similar models. We use a clawer to search for 3D models and download them to a local database. The shape feature vectors of these models are extracted, and the similarity between 3D models can be measured by the distance between their shape feature vectors. A relevance feedback algorithm is employed to optimize the retrieval performance. A prototype system of the proposed search engine is built.
Introduction
As the volume of multimedia data is rapidly growing, many content-based information retrieval systems have been developed for a desired kind of media data (e.g. images, audio or video) [1, 2, 3] . 3D modeling and digitalizing techniques have made great progress over the last few decades. 3D models are much easier to construct than before. As a result, the number of 3D models available on the web grows rapidly. To help people find and get them, a search engine is needed for automatic content-based retrieval of 3d shape data.
This paper describes the implementation of a 3D model search engine. The key challenge of our work is how to describe the shape information of 3D models and measure their dissimilarity effectively. We employ a 3D shape descriptor based on orthogonal projections to discriminate 3D models. The descriptor uses the projected images of a model to represent its shape. Thus, the 3D shape representation is converted to a 2D one, and we can resort to CBIR (content-based image retrieval) method to solve our problem.
System Overview
The overall structure of the search engine is illustrated in Figure 1 . Fig. 1 Structure diagram of the 3D model search engine The crawler searches for links pointing to files with a 3D model file extension, and then download these 3D model files to a local database. The crawler of our prototype system searches 4th International Conference on Mechatronics, Materials, Chemistry and Computer Engineering (ICMMCCE 2015) for three types of 3D model file: wrl (VRML), 3ds (3d studio) and lwo (lightwave). To do query, users submit an example model to the query interface. The queried model follows the same processing flow as models in the database until their dissimilarity is compared.
Before the Shape feature extraction module computes shape feature vectors, 3D models need to be pose-normalized by the model preprocessing module. The Matcher compares the distance between the shape feature vectors of the queried model and that of models in the database, and returns a ranked list of similar models. In following section, we will discuss the model preprocessing, Shape feature extraction and Matcher in detail.
Model preprocessing
3D models may have arbitrary position, size and orientation in 3D space. Before projecting, they need to be pose-normalized. To normalize the position, 3D models are translated from the center of the model to the origin of coordinates. To normalize the size, models are scaled to make its maximum radius equate to 1 unit. To normalize the orientation, we use the PCA method [4] . Support that the set of vertices of a 3D model is represented as:
, we calculate the covariance matrix
Then we sort the eigenvalues of C in a non-increasing order and find the corresponding eigenvectors. The eigenvectors are normalized to 1 unit and we construct a rotation matrix R in which the normalized eigenvectors are put in rows. To normalize the orientation, The vertices of the 3D model is rotated by the matrix R, so that the x-axis maps to the eigenvector with largest eigenvalue, the y-axis maps to the eigenvector with second largest eigenvalue, and the z-axis maps to the eigenvector with smallest eigenvalue. The rotation can be done according to the following formula:
, in which the P' is the vertices set of the rotated 3D model.
Shape feature extraction and the Matcher
To discriminate different 3D models, a shape descriptor is needed for represent the shape feature of 3D models. A shape descriptor is usually formed as a shape feature vector, and the dissimilarity between 3D models can be measured by the distance between their shape feature vectors. For our search engine, we use a shape descriptor based on orthogonal projections. The basic idea of this method is that we can compare two 3D models by comparing their projected images.
When the pose normalization is done, we can project the 3D model onto 3 mutually orthogonal planes and get 3 projected images. To describe the shape information of a projected image, we first get the contour of the projected image, and then apply the Polar Fourier Transformation [5] on the centroid distance function [6] of the contour. The centroid distance function is expressed by the distance of the boundary points to the centroid of the contour.
The fourier coefficients can be used to represent the shape information of the projected image. We choose the first 12 coefficients, as the high frequency part is not steady and changes drastically when the contour has even a slight difference. The shape feature vector v of a 3D model is formed by concatenating the 12 fourier coefficients of its 3 projected images. To compare the dissimilarity of 3D models, the Matcher module compute the city block distance [7] between their feature vectors.
Matcher with relevance feedback
In many cases, the images of a 3D model varies in the amount of shape information. We can see that in Figure 2 the image of the projection along x-axis contain less shape information, while the other two images of the projection along y-axis or z-axix contain more shape information. The images that contains more information plays a more important role in 3D shape similarity comparison, thus we should assign a weight to each projection and give more weights to the projections with richer shape information:
2 3D models and projection We use the RF ( Relevance Feedback ) mechanism to determine the weights of each projection. RF makes the search process as an interaction between the computer and users. For a RF based search process, the system first retrieves similar models and returns them to user. Then, the user provides feedback regarding the relevance of some of the retrieval results (user mark the relevant objects in the results and submit them back to the search system). Finally, the system uses the feedback information to improve the performance in the next iteration. Figure 3 illustrate the diagram of a retrieval system with RF. 
Prototype system
We implement a prototype system. Users submit the queried model to the search engine, and it will return the relevant models, which are ordered left to right and top to bottom based on similarity distance from the query. Figure 4 shows the retrieval results returned by the system, according to the query of a human body. Fig. 4 Query results returned by the prototype system Figure 5 illustrates the precision recall curves of different iteration. We can the retrieval perform enhanced with the RF iteration increasing. 
Conclusions
In this paper, we propose a system for content-based retrieval of 3D models on web. Users can submit an example 3D model to the retrieval system, and it will return a ranked list of similar models. We use a clawer to search for 3D models and download them to a local database. The shape feature vectors of these models are extracted, and the similarity between 3D models can be measured by the distance between their shape feature vectors. A relevance feedback algorithm is employed to optimize the retrieval performance.
At present the 3D models database of our prototype system contains about 600 models. In the future wok, we will make the crawler continue downloading more 3D models and evaluate the retrieval performance in a quantitative way.
