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Abstract
Biometric authentication verifies users based on the way they physically interact
with a system. In this thesis, we discover a neutral posture that typists consistently
display during non-trivial computer work and explore its potential for distinguishing
typists. We aim to demonstrate three objectives: first, compelling proof that a user
can be actively verified over the course of a lengthy task via a neutral posture struck
multiple times in the performance of that task; two, a sensing concept for capturing
the neutral posture, and, third, an objective method for determine the level of work
performed by each typist.
This thesis develops a method of hand tracking that uses a simple ellipse to model
hand posture. Hand postures are tracked and characterized to distinguish a computer
user’s set position, the neutral posture where a typist pauses before typing. Initial
results of a group of 10 users indicate that the neutral posture can be modeled based
on only a couple of seconds of training data and that model can perform with ap-
proximately 92% accuracy. Our methods fuse overhead video with key logging data
to achieve these results. Further, we estimated the complexity of the typists’ work
by aligning the verb phrases of the typed text with Bloom’s Taxonomy—a taxonomy
based on verb usage. Verb phrases indicate the level of competency that the user
endeavored to demonstrate. This competency or expertise may further distinguish
users and their performance in their most engaging work.
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DISCRIMINATION OF NEUTRAL POSTURES IN COMPUTER BASED WORK
I. Introduction
1.1 Problem
This thesis investigates a common posture in computer work: the relaxed or neu-
tral position of a hand at the computer before a user begins typing. Our goal is
to understand this posture especially when a computer user is performing high level
typing. Can a relationship be found between hand posture and higher order work?
An authentication system must be able to verify computer users when they are per-
forming at their highest level, as that is when they are producing critical work. These
are times when the computer user absolutely does not want the computer system to
question their access.
1.2 Research Objectives
A biometric authentication system should verify user identity based on several
different modalities. We expect that each modality only functions well in a given
range, and multiple modalities should be used to ensure thorough coverage and a
more robust authentication system.
In the hand tracking modality, we can discover actions that are common among
users and yet characteristic of individual users. In this research, we shall concentrate
on the neutral posture that typists strike in order to characterize patterns in their
behavior as they create a document. A pose struck between thought and action is
called the ‘set position’. The typist’s set position is where their hands typically return
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to after or just before a sequence of typing. The hands may also briefly move through
this neutral position while the user is in the middle of typing.
The goal of this research is to characterize individuals by their set position. We
will develop a simple mathematical model of the human hand that can be reliably
fit to hands in video taken from a bird’s eye view above the keyboard, and we will
test whether the hand model can be formulated to distinguish between of multiple
participants. Additionally, we wish to fuse together diverse data sources — video,
text analysis, and keylogging data — to form a comprehensive model of a user’s
competency that may be used to determine their uniqueness.
1.3 Overview
The remainder of this document is organized as follows: first, a brief review of the
previous research into computer authentication, biometric authentication systems,
and tracking and modeling for both hands and fingers is presented, exploring data
fusion techniques and characterizing phenomena. Next is a discussion on related work
done at AFIT, followed by relevant theory, and then a discussion on the research
approach. Finally, the results and conclusions are presented along with a proposal
for future work.
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II. Background
Computers are vulnerable systems. They store important information that can be
critical to national security, and many missions within the Department of Defense and
industry rely on computerized systems in order to function. A misplaced password,
determined adversary, or careless employee can leave these systems exposed.
Common Access Cards (CAC) and passwords are the two computer authentication
methods most widely used by the DOD. Every employee has a CAC and usually one
or more passwords for computer systems that they work on. Generally, the more
secure a system is, the longer and more complicated a password must be, and the
more often the password must be changed over the course of a year.
Requiring long passwords leads to passwords that are either written down or
forgotten after periods of nonuse. If proper password procedures are followed, different
user names and passwords are used for every online system that a user accesses. As
a consequence, users confuse or forget passwords, and increasingly succumb to the
desire to write them down. Once written down, these password lists can be lost or
stolen.
Common Access Cards also have risks. CACs can be left in machines by compla-
cent users, or misplaced. Although passwords and CACs were intended as methods to
increase authentication security, their complicated nature leaves vulnerabilities open
to exploitation.
In addition to CACs and passwords, there are some less common authentication
methods. These methods include face, fingerprint, and voice recognition and have
found their way into industry and consumer devices. These methods are generally
thought of as more secure than password protection since they cannot be written
down like passwords. However, these biometric systems often require the computer
user to hold still while submitting to the authentication procedure.
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Although these less common methods are designed to supplement the authenti-
cation provided by a password, and in some cases are used in place of a password,
they can still be circumvented. Some of these systems can be fooled by a simple
photograph of a user, or a recorded voice.
The methods of observation for the aforementioned authentication devices are
known as modalities. Attackers can more easily circumvent a system based on one
modality than a system based on two or more. In a system with more than one
modality, each modality must be dealt with correctly in order to access the system —
a failure to produce the correct input for even one modality prevents system access.
A different approach to computer authentication might be similar to the Google
search engine, which models a user’s preferences and favored way of interacting with
its Graphical User Interface, or GUI. As a user searches for things or interacts with
any Google application, the search engine suggests offerings based on the apparent
user’s current and historical interactions. A similar authentication system would
remember how a user interacts with its GUI and create a model for what that user is
likely to do. When the user does something unexpected that doesn’t fit the system’s
model, that event can trigger the system to examine whether he or she is the same
person.
This type of system is a behavior based biometric authentication system. Behavior
based authentication systems recognize a user based on the way the user physically
interacts with the system without passwords, a CAC, or other disruptive authorization
procedures. These systems continuously verify as the user works, rather than relying
on a single authentication event.
Behavioral biometric authentication systems have the potential to be much more
secure than the systems discussed above. When users walks away from a computer
they have been using and then come back, the computer registers the inactivity and
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the return to activity, and continues the verification process to check if the original
user has returned. In contrast, when users step away from a typical computer system
they were using after logging in with a CAC or a password, that system would remain
vulnerable unless the user locked it or until it locks automatically.
Biometric authentication procedures have the potential to be less disruptive be-
cause the individual person is the pass key. No memorized passwords are required.
The user simply starts interacting. Any person who obtains the correct credentials
can access a typical password or CAC based computer system, but a user is much
more difficult to accurately and continuously duplicate than a password or access
card.
There has been a great deal of research into alternative methods of computer
authentication, including biometrics. This chapter will go into a brief overview of
recent research but is not meant to be an exhaustive literature review. In addition,
this chapter will touch briefly on current work in hand tracking, data fusion, and
behavior characterization projects.
2.1 Recent Research into Computer Authentication
According to Wiedenback et al, “Authentication is the process of determining
whether a user should be allowed access to a particular system or resource” [1].
Traditional alphanumeric passwords are common authentication measures for com-
puters, yet by their nature, they can create a security hole in computer authentication.
Password protocol [1] [2] [3] generally states that such passwords should be 1) easy
to remember, yet should also be random and hard to guess, 2) changed frequently, 3)
different for each account, 4) never written down, 5) contain a mixture of letters of
different case, numbers, and special characters, and 6) be at least 8 characters long.
More secure systems may require passwords at least 15 characters long. This ‘easy
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yet complex’ contradiction can lead to users re-using passwords, simplifying them, or
keeping a physical list.
Clearly, an alternative is needed. Two areas of research providing authentication
options are graphical passwords, which will be touched on briefly, and biometrics,
which is closely related to this paper’s research.
Graphical Passwords
Graphical passwords use an image to form the password [1] [2]. In the system
PassPoints [1] [2], the user clicks on any location within an image, and a sequence
of clicks forms the password. The system encrypts the password and calculates a
region tolerance about the chosen click points that the user must click within when
logging in. These types of passwords are not biometric, but they may offer better
remembering potential than typical alphanumeric passwords, since the user does not
need to memorize a complicated string of characters.
Another graphical password method [3] requires users to write or draw their own
password as either characters or a simple image. Such graphical passwords may be
difficult to implement a typical dictionary attack against, and again, may be more
easily remembered.
Biometrics
Gestures may present a viable method for secure authentication on gesture-enabled
devices. Memon, et al [4] [5] have created software where users can log into their iPads
using hand gestures. One of these gestures involves physically turning the image of
a combination lock on the iPad touch screen. Another software, iSignOn, available
for the iPhone from Apple’s App Store, requires a user to sign with his or her finger.
These gestures work because each person’s hand size, fingers, and how they place
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them on the screen are all different, including the precise way they make the gesture.
This combination of physical features and gestures works as an effective password
that is very difficult to duplicate, even if another person knew the user’s number
combination [4] [5].
Biometric data based on features (face, fingerprints, etc.) must be stored securely.
Biometric data cannot be easily replaced if compromised (as a user could replace a
password or CAC), however, this type of data is noisy and difficult to use with
traditional cryptographic techniques [6]. Memon, et al [6] investigate this problem
and employ a ‘secure sketch’ and geometric transformation to encode the data.
2.2 Recent Research into Hand Models and Tracking
An online search reveals many methods for hand capture, the majority of which
are done facing the camera and without object interaction. Many do not include
finger tracking, which is still in its infancy. The following is a brief review of current
hand modeling and tracking research.
Jmaa, et al [7] developed an approach for digit (finger) recognition from hand
gestures. Hand detection and isolation is performed, followed by finger extraction by
removing the palm. This approach is invariant to scale, rotation, and translation of
the hand.
Manresa, et al [8] are developing a method for video game control using hand
segmentation, tracking, and gesture recognition. Segmentation is performed with
a learning algorithm using HSL (hue, saturation, and value). To add robustness
to segmentation errors, a hand tracking algorithm is introduced that attempts to
maintain and predict the hand state over time. Gesture recognition is performed via
contour and ellipse approximation of the hand.
Hand tracking is also used to recognize sign language [9]. Tracking is accomplished
7
Figure 1. Credit to Kim, et al [14]. The form of the thumb and pointer finger are
captured in the Active Shape Model (dots) and the ellipse being tracked.
using forward-backward prediction, and by incorporating statistical information. This
tracking also functions during occluded cases, where the head and hands overlap. The
occluded cases employ an ellipse to roughly denote the hand’s position and contour.
Barhate, et al [10] have developed their Predictive EigenTracker to accurately
track left and right hands during both occlusion and collision — instances where
hands change their direction of motion during an occlusion. The EigenTracker can
account for translation, scaling, and shear.
Rhee, et al [11] developed a method for constructing a person-specific three dimen-
sional hand model from a single palm image of the hand without human guidance,
based on feature extraction of creases on the palm and associated joint locations. A
generic 3D hand model is then deformed using the features and contours of the hand
image. The researchers noted that the three principal creases on the palm (distal
palmar, proximal palmar, and thenar creases) are unique and may be suitable for
biometric identification of a person [12] [13].
Fingertip modeling and tracking presents difficulties in that fingertips are small
features and often occluded during gestures. Kim, et al [14] present a method for
tracking using an Active Shape Model, which finds the shape of the fingertips. An
ellipse is fitted to the model (Figure 1), and the fingertip is tracked via the ellipse
(Figure 2).
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Figure 2. Credit to Kim, et al [14]. Image sequence showing tracking of fingertips as
they move.
Candescent NUI [15], developed by Stefan Stegmueller for the Kinect, tracks both
hands and fingertips using the Kinect’s depth sensor. Originally planned for use
in this thesis, the software functions best when the hands are not interacting with
objects. Our early attempts used the Kinect’s RGB sensor to perform background
subtraction and create a hand contour to replace Candescent’s own hand contour,
which was formed using depth data. Despite these attempts to integrate hand tracking
and finger identification against a keyboard into Candescent’s code, the software was
unable to reliably distinguish hands and fingers from the keyboard background. This
difficulty pointed to both an inability of the Kinect depth sensor to adequately resolve
touching objects through distance and to a lack of full understanding of the complex
code.
Also problematic was the low temporal resolution of the Kinect. The advertised
maximum resolution is 30 fps, but in practice, due to the process of saving each image
frame in turn before the next frame can be read in and saved, the actual fps was lower
depending on computer speed. A high temporal resolution is necessary when studying
the short, quick movements of fingers on a keyboard.
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2.3 Machine Learning
Allen, et al [16] developed PLOW, an advanced intelligent assistant that learns a
task from a single learning session consisting of demonstration and speech. These as-
sistants are systems that can interact with people and help them to perform everyday
tasks. PLOW learns information management tasks that can be performed within a
web browser, and users can interact with the system through either speech or text.
The natural language understanding is accomplished with the TRIPS system [17].
Ferguson, et al [18] expand on the work by integrating natural language with
different data sources that record physical human behavior. Kinect RGB and depth
data, HD video, speech, and RFID data are integrated in order to allow a computer
to learn what a person is doing during a task and to eventually duplicate that task
or perform a slightly different but similar task. In comparison, we are working to
integrate typing data, text, and HD video in order to recognize the differences between
people based on their apparent competency.
Swift, et al [18] intend to use the Kinect depth data to help segment humans
and objects. However, we’ve found that the hand was hard to discern when it is
interacting with an object (keyboard), so we will continue to follow this work to see
how they approach this problem.
2.4 Characterizing Behavior
The Defense Advanced Research Projects Agency (DARPA) has several initiatives
involved in characterizing dismounted behavior. The VIRAT project, Video and
Image Retrieval and Analysis Tool [19], seeks to recognize human actions in video
and annotate the video appropriately, providing real-time actionable information as
events unfold, and a way to search through archived video to retrieve content of
interest [20].
10
While VIRAT attempts to characterize behavior in terms of temporal phenomena
(starts and stops) and synthesis events (splits and joins) [19], it does not seek to
establish or categorize based on apparent competency. Bloom’s Taxonomy, discussed
in Chapter 4, suggests that we can categorize behaviors by apparent competency,
thereby establishing persons of interest. Bloom’s taxonomy tracks competency, via
categories from simple to complex, in human interactions with information, human
to human interactions, and human interactions with physical interfaces. The Set
posture is a common posture associated with human/interface interactions. We seek
to tie this posture to the competency with which a user performs their work.
This project is built upon the foundation of the biometric research already un-
derway at AFIT (described in Chapter 3) and is also inspired by DARPA’s Active
Authentication project [21]. DARPA seeks to use biometrics to ease authentication,
that is, to unobtrusively verify users during an active computer session. The initial
phase of the project studies the ‘cognitive fingerprints’ [21] left behind by a user while
interacting with the system — how words are crafted in documents or how the mouse
is handled. This focus applies directly to Lt Bailey’s research, conducted in tandem
with this thesis and discussed in Chapter 3, and to the work done here in Chapter 6
analyzing documents.
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III. Related Research
This chapter describes the research that is directly related to this thesis project,
providing the project’s foundation. It will go into a brief discussion of the computer
based biometric research done in tandem with this thesis and conclude with the
previous and ongoing biometric research involving gait analysis.
3.1 Computer Based Biometric Authentication
Kyle Bailey [22] has developed a tracking software to record the keyboard and
mouse dynamics of a user interacting with a computer. The collected modalities are
mouse clicks and movement, key presses, and GUI interaction. Features extracted
from this data convey a user’s habits in the use of a computer — for example, how
long keys are held down, the average time between two key presses, and whether a
user prefers the mouse to keyboard shortcuts.
Bailey used Weka, a data mining toolkit [23], to examine the features from each
modality. Three sets of exemplars were generated from the tasks each user performed
as described in Chapter V. A machine learning algorithm trained on two of these sets
from each person as training sets. The third set was sent to the trained classifier,
which tried to distinguish between the users. The Bayes Net algorithm proved to
work best and was able to differentiate all the users. Additionally, Bailey found
that fusing the modality features together yielded more accurate results than using
a single modality on its own. Future work in this area will authenticate users ‘live’
while they are working, both for binary classification to make a yes/no determination
if the current user has changed, and also for identification from a database [22].
Bailey’s work focuses on authenticating users while they are actively pressing keys
and using the mouse; in contrast, this thesis focuses on when users are briefly inactive.
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Combining these two methods should result in robust and proactive authentication.
3.2 Biometric Gait Analysis
Anum Barki [24] [25] is investigating dismounted behavior concerned with the dif-
ferentiation of individuals who may be carrying a load. This research is a continuation
of Dr Kimberly Kendrick’s [26] [27] analysis of the upper extremity during a gait cycle
using Groebner Basis to solve the inverse kinematics problem. The inverse kinemat-
ics problem states that if the position and orientation of end point is known, though
back substitution and the Groebner Basis, the angles of the joints can be found. In
Kendrick’s work, geometric equations were constructed, describing the geometry of
the upper extremity system with 4 equations and 4 unknowns. These equations are
too complicated to evaluate directly; but, by using the Groebner basis through the
software Magma, simpler equations are produced which can then be solved for all
possible solutions to the problem, including the no solution case.
Barki [25] has applied this work to the lower extremities, generating 6 equations
and 6 unknowns for the 4 relevant joints - hip, knee, ankle, and base of toes. The
solutions yielded by the Groebner basis will be applied to analysis of the leg behavior
in the gait cycle phases when a loaded vest is and is not worn by a subject. The
question here is whether a load causes the angles of the leg to change in a predictable
manner while a person is walking [24]. Future work will compare this 2D model to a
3D model in development by Dr Kendricks.
Related work by Barki investigated the angles the back makes while walking up
and downstairs while carrying a load, with initial results confirming the hypothesis
— under a load the angle of the back will decrease in order to compensate.
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IV. Phenomenology
In computer based work we want to tell the difference between experts and non-
experts. Being able to identify expertise by a person’s behavior — that is, their
interaction with other people, objects, or information — lets us exploit opportunities
and recognize threats. [28] [29]
A classic problem in distinguishing expert from pretender is authenticating the
user of a computer. In this case, our expert is the authorized user, the person who
most acts like the individual the computer is looking for.
To proceed, what we require are methods that characterize behavior of users and
an understanding on what behaviors to draw out and concentrate on. To ensure
both uninterrupted access and vigilant computer authentication, we seek to identify
that user whenever and however they return to work, even after others have used the
computer. Therefore, in this chapter, we present the phenomenological basis for the
focus our experimental design: ”set” as a start/stop indicator of a task at an interface
and ”analysis” as an advanced information management task.
4.1 Bloom’s Taxonomy
The phenomenology that guides this research is Bloom’s Taxonomy. This theory
was created by a committee led by Benjamin Bloom in 1956 and identifies three
domains of learning: Cognitive, Affective, and Psychomotor. The Cognitive domain
involves the development of abstract reasoning skills where a person interacts with
information. The subcategories of the Cognitive domain are depicted in Figure 3
from simplest to most complex [30] are Recall, Comprehension, Application, Analysis,
Synthesis, and Evaluation.
When evaluating proficiency, we look for verbs indicating application and analysis.
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Verbs point to the thought processes behind sentence construction. A writing sample
with application and analysis verbs is likely to be information dense and demon-
strative of expert intelligence rather than that of a novice. By evaluating the verb
lexicon employed to answer a query, and the timeliness and ease with which lexicon
is employed, we reveal competency with the task in question. We seek to employ this
analysis on the text documents produced by computer users during the experiment
and correlate this higher level thinking to hand behavior patterns.
Evaluation
Synthesis
Analysis
Application
Comprehension
Recall
Higher Order Interaction
Lower Order Interaction
Cognitive Domain
Origination
Adaptation
Complex Response
Mechanism
Guided Response
Natural Response
Set
Perception
Higher Order Interaction
Lower Order Interaction
Psychomotor Domain
(a) (b)
Figure 3. Two learning domains of Bloom’s taxonomy: (a) Cognitive skills track inter-
actions with information and (b) Psychomotor skills track interactions with interfaces.
In this thesis, we hypothesize that we can use these taxonomies to assess skills in ev-
eryday work situations. In our experiments for this research, we focus on users as they
display both set and analysis in the creation of a new document.
The Affective domain articulates interactions with other people [30] and is the
least relevant to our current work. The Psychomotor domain [30] is the primary
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domain that this research falls into. This domain involves a person interacting with
the environment and its interfaces. This research seeks to evaluate the skill level of
users by the method with which they interact with the computer.
The Psychomotor domain includes the following subcategories (Figure 3):
• Perception - awareness of surroundings [30].
• Set - readiness and intention to act the moment before an action occurs [30].
• Natural Response - initial action based on intuition, one’s initial attempts at
doing something. Note we propose adding this step to account for the coaching
resistance. Before a subject can take guidance from a teacher, they must first
develop a concept-to-action mapping by going through the action themselves.
• Guided Response - allowing a teacher to guide actions to form corrected behav-
iors, and includes imitation and trial and error [30].
• Mechanism - an action has become habitual and proficiency can be increased
through targeted drills [30] [31].
• Complex Overt Response - mastering coordination of multiple skill sets [31].
• Adaptation - modification of skill sets to fit a changing environment [30] [31].
• Origination - creation of new patterns or skills in response to environmental
demands [31].
A person in the Set level indicates a readiness to act — when using a keyboard, this
indicates a readiness to begin typing a thought. This type of behavior — constructing
what to say and then typing — occurs repeatedly while one types. Thus, we expect
that the set position is a consistent behavior that will occur at a predictable rate.
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In our experiment, we have the opportunity to combine the three modalities to
characterize — (1) the video information on the subject’s hand posture, (2) the verb
analysis from the produced documents, and (3) event data from the keylogging — to
construct a model that will evaluate a user’s competency with a given task. Bloom’s
Taxonomy allows us to design an experiment based on predictable physiological be-
havior (i.e., the set position) to evaluate tasks (i.e., a cost benefit analysis). It also
motivates us to assign free form tasks to computer users to ensure that they are not
doing overly simple recall tasks but encouraging them to operate at higher levels. By
challenging the user, we enable them to reveal their preferences, which can point out
the uniqueness in a user.
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V. Research Approach
5.1 Purpose and Objectives
Evaluating a user’s competency establishes their credibility and authority, en-
abling recognition of potential persons of interest — experts, leaders, and potential
threats. We seek to observe the posture of a computer user’s hands as they transition
between crafting ideas and writing them. These set positions are common postures,
yet subtly different, among users. We will also test how well the set posture combines
with keylogging data and text documents that the user composes in our assessment
of a user’s competency. We plan to evaluate a user’s competency by the verb lexicon
they use in relation to the task and subject, provided by the document they craft,
and by the timeliness and ease with which they employ this lexicon, determined from
the video and keylogging data.
This chapter describes the research approach to this end, starting with equipment
and setup and the tasks through which participants produce the documents we will
analyze. The chapter will also present the methods for identifying the set position,
orienting of the video, and performing background subtraction and hand isolation.
Finally we will discuss how user differentiation is performed and issues associated
with the sensitivity and specificity of the hand model.
5.2 Equipment and Setup
Recordings of computer work took place in the Video Analysis and Context Ex-
traction (VACE) Laboratory. The room is a standard indoor, climate controlled
meeting room. It has dimensions of approximately 25 by 27 feet, and contains tables,
chairs, computers, projection equipment, and white boards. We provided a standard
DOD desktop connected to the Internet via DREN as the main station for the study.
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The work area was furnished with a table and an adjustable chair and set similar to
a cubicle but without the walls.
The room was equipped with the specialized recording equipment:
• Two DOD standard desktop computer with software for collecting behavioral
biometric data specifically keypress, key release, mouse button presses, mouse
scroll wheel movement at about 15 Hz, and a subset of GUI window interactions
messages associated with user actions (clicks, resizes, text field, drop down, and
radial button selections, etc.). The software also time stamps each data item.
• Two Creative Vado HD cameras to capture high resolution, high frame rate
images of subjects hand position. The Vado HD cameras were positioned to
capture the forearms and hands of the subjects.
Initially, the Kinect was selected for use in this experiment. The Microsoft Kinect
is a popular camera because of its synchronization of depth and RGB data, and its
availability and low cost. However, we found that when the hand is near an object or
interacts with an object, such as typing on a keyboard, they are difficult to tell apart
using the depth sensor. We attempted background subtraction methods using the
Kinect’s RGB data, but without success, and transitioned to smaller, more capable
RGB video camera, the Vado HD camera. The Vado HD performs at 30 frames
per second at 1280 by 720 pixel resolution, which is crucial for observing small, fast
events, such as typing.
Each workstation was equipped with an internet-capable computer, keyboard, and
mouse. Additionally, a Creative Vado HD camera was positioned overhead to record
the typing hands of a user (See Figures 5 and 6). Users were allowed to change
the computer configuration of the keyboard if desired - Microsoft Windows allows
users to switch between QWERTY and DVORAK (Figure 4) layouts in the software.
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Figure 4. DVORAK keyboard layout. [Public domain image].
Each keyboard was black, and a black cloth was placed underneath to cover the area
in the camera frame of view where a user’s hands were located while typing. We
observed that a dark background yielded the greatest contrast between foreground
(hands) and background (keyboard/desk), enabling more consistent hand tracking
and reliable data collection. Participants were instructed to not move the keyboard
during the typing session to ensure that we collected the hand pose completely and
consistently during the session.
Video was captured using a Creative Vado HD camera at 720 x 1280 pixel res-
olution using H.264 compression. The Vado HD was chosen for its high frame rate
(30 fps) and high definition video. The Vado HD was attached to a tripod via a
horizontal metal rod, suspending the camera approximately 54 centimeters over the
keyboard of a computer workstation, out of the way of potential users. Two setups
were created to allow for data collection of two users at once.
The software Fiji ImageJ converted the Vado videos into frames for rotating and
cropping. Because the Vado cameras save video as avi files with a codec not compat-
ible with ImageJ, VirtualDub was first used to resave each video file as an avi with
an ImageJ-compatible code before frame conversion.
Each computer had Bailey’s software installed on it for key logging and mouse
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Figure 5. Photograph of the laboratory setup for two users. Both workstations have
an identical setup, aside from the monitors. The Vado HD camera is connected to a
tripod 54 cm above the table via a metal rod, allowing the camera to record typing
without disrupting the user. A black cloth is placed underneath the keyboard for better
contrast between hand and background during background subtraction. Blue tape on
the table delineates for the user the approximate frame of view of the Vado camera to
help the user keep other objects outside of this field of view.
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Figure 6. Workstation from user’s point of view. To avoid disruption, the Vado HD
camera is suspended above keyboard via the metal rod connected to a tripod, out of
the user’s field of view of the monitor.
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click detection and recording. It ran in the background of each computer and silently
recorded data while the user worked. Available computer applications for the user in-
cluded the internet browsers Internet Explorer Version 9.0.8112.16421, Google Chrome
Version 25.0.1364.152, and Firefox Version 15.0.1, and word processing applications
in Microsoft Office 2010 Version 14.0.6129.5000.
5.3 Experiment Tasks
This experimental approach differs from other studies in that, rather than focusing
on the action, we are focused on the pauses in movement — the set position, the
transition from not typing to typing. Additionally, rather than using a rote task, we
allow the typist to improvise, potentially using comprehension, application, analysis,
and synthesis, exercising skills that are not just simple recall.
The experiment was conducted in several stages: 1) typing test, 2) background
capture, and 3) green energy proposals. The mouse click and key logging software
was used during the three tasks, in conjunction with Bailey’s research work [22].
During Stage 1, participants were asked to take a short 500 character typing test
to determine each participant’s typing speed in words per minute. This typing test
is located at: http://www.lecturel.com/clavier/words-per-minute.php.
Stage 2, background capture, occurred next. After starting the video recording,
participants waited at least 40 seconds before beginning their work to allow the vi-
bration from the interaction with the Vado camera to cease, and to allow the Vado
camera to capture background frames of the keyboard and tabletop with no hands in
the frames. The initial frames were used as the background during the background
subtraction.
For Stage 3, participants were then instructed to type 400-500 words each on three
topics involving different green energy solutions for AFIT. The topics were chosen
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to incentivize participants to research a short proposal, and to encourage complex
interaction with the computer both in terms of the mouse and keyboard interfaces
and various computer applications. Any additional time remaining in the three hour
study was given to the participant to type on work of their choice — suggestions
included thesis, class reports, and dissertations, in order to examine computer based
work that was more familiar to the participant and thus more demonstrable of the
participant’s expertise. Internet access was provided for research. Each typing session
was approximately 2-3 hours, allowing the user enough time to become comfortable
with the setup and type naturally on the given topics. The Vado camera recorded
the participants’ typing during the three tasks. Breaks were allowed if desired and
did not count toward the time limit.
5.4 Video Analysis
Data analysis was broken into two sections, video analysis, and green energy pro-
posal document analysis. Immediately following is a discussion on the video analysis,
followed by a section on proposal analysis.
Video analysis was broken in to several stages: 1) Collecting Overhead Video and
Identifying Set Position, 2) Processing Video, 3) Background Subtraction and Hand
Isolation, 4) Ellipse Extraction, and 5) Participant Differentiation. These stages will
be discussed in detail followed by some issues and limitations.
Collecting Overhead Video and Identifying Set Position
The set position is the precursor to action and, in typing, an easily defined position
with respect to standard keyboards. Video for each participant was visually studied
to identify frames where the user’s hands were in the set position. In order to identify
these set position frames for either hand, video for a participant was studied to
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determine the position that the hands consistently returned to. Once found, the
fingers were watched during their movement to find the frames when the fingers
stopped moving from their keystroke and settled in to the set position, and also, to
find the exact frames when the fingers started to deviate from their set position.
Processing Video
Video processing occurred in these steps: 1) Choose video sections, 2) Record
‘Set’ frames for database, 3) Crop and rotate frames.
In Stage 1, sections of video between twenty and forty seconds long were extracted
from times corresponding to approximately near beginning, middle, and end of a
participant’s typing session. For each section, a frame with just the static background
— keyboard, desk, and black cloth — was selected as the ‘background frame’ for
background subtraction.
From the 20-40 second sections, in Stage 2, we recorded frame numbers corre-
sponding to set positions of left and right hands in an Excel spreadsheet.
A consistent frame size was needed in order to compare properties dealing with
the locations of the hands. Therefore, in Stage 3, using Adobe Photoshop to measure
pixel locations in each video, all frames were rotated if not square (squareness was
based on degree of rotation of the top edge of the keyboard to the horizontal) and
cropped to the far right and top edges of the keyboard (as viewed from the perspective
of a typist), and to approximately one inch below the base of the left thumb during
the lowest portion of that hand’s set position (see Figure 7). Frames were rotated
generally between 0.08 and 2.00 degrees until square, with an error of ±0.04 degrees.
Cropping and rotation created a consistent coordinate system with the origin at
the top right of the keyboard. The x-axis progresses to the left of the keyboard when
oriented normally to a user (to the right in the camera’s point of view), and the y-axis
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Figure 7. Rotation and cropping of video frames. Image 1 shows the raw video frame
before processing. The frame angle is measured with respect to the horizontal and the
top edge of the keyboard, then rotated appropriately to square the image. The 1 inch
measusrement indicates where the top of the frame is cropped to with respect to the
base of the left thumb in the set position. The frame is cropped to this measurement
and to the top and right of the keyboard (viewed as a typist) once rotated. The white
corners mark the boundary to which the image will be cropped. Image 2 shows the
rotated and cropped image. The coordinate axis indicates the origin in the image, and
the directions of the y- and x- axes. The black border is only to indicate the size of
the reduced image and is not a part of the image frame during processing.
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progresses from the top of the keyboard to the bottom. Since the x-axis progresses
to the camera’s right, the right side of the frames were left untouched — the length
the frame does not matter as long as the origin is located at a consistent point.
The choice of cropping the video one inch below the base of the left thumb (see
Figure 7) was made to ensure that 1) during the majority of typing, both hands are
fully in the field of view, and, most importantly, 2) that each user is compared with
consistent anatomy. Since the exact point where the base of the hand becomes the
wrist is not always readily apparent in the video, a point was chosen — the base of
the thumb — that was usually identifiable. Measuring one inch below the thumb’s
base ensures that the entire hand will be located in the analyzed frames. The left
hand’s thumb was chosen for consistency, and, by visual inspection of the videos, the
left hand in the set position was usually lower than the right hand’s set position.
Therefore, measuring from the left hand allowed the greatest probability that both
hands would be fully visible in the frames during their respective set positions.
The thumb base measurement was done for each participant. Therefore, each
participant’s frame height will not necessarily be the same due to hand anatomical
differences. Participants with larger hands will naturally have larger measurements —
for example, the length of the hand. Different frame heights highlight the anatomical
differences and are not detrimental to the way the analysis is conducted — if instead,
all frames were cropped to the same height, then, for example, when comparing the
length of two different participants’ hands located in the traditional typist ‘home’
position on the keyboard, the analysis could indicate that the hands are near the
same length, when in fact, they could be completely different sizes. Analysis is done
using background subtraction, which reveals the hands and any wrist in the frame,
and an associated ellipse that best circles the foreground area, including the hand
and wrist. For identically cropped frames of the home position, one of a large hand
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with little wrist in the frame, and one of a small hand with lots of wrist in the
frame, the encircling ellipse will have approximately the same length for each hand,
nullifying any real comparison. We are not attempting automated image processing
but a disciplined procedure for comparing consistent anatomy — therefore, a larger
hand will naturally have a larger frame height than a smaller hand, and subsequently,
a larger ellipse, making comparisons between different people possible.
The method of cropping the frames with respect to individual hand size does not
bias the results of this experiment. This experiment considers not just pure behavior
(invariant to scale) but also the physical features of the hand, i.e. size of the hand.
Both are important in biometric authentication methods in distinguishing between
individuals. In this particular method, distinguishing based on the set position, mul-
tiple typists may have a similar hand size, or a similar set position. It is the fusion
of the data that enables the best differentiation, rather than one modality alone.
This method of cropping enables the ellipse to capture the relative sizes of partici-
pants’ hands for comparison, and therefore, the differentiation results are based on
behavioral biometrics and physical biometrics.
Background Subtraction and Hand Isolation
As mentioned, background subtraction was used to isolate the hands. Using an
identified background image frame, a Matlab algorithm subtracted this frame from
each frame to be analyzed and colored white any pixel that was both skin colored and
over a high contrast threshold. All other pixels were colored black. This algorithm
created a binary black and white image, with the hands in white, which was then
used for analysis (Figure 8). This process is illustrated here:
Each image −→p can be described as −→p = (−→p11, . . . ,−→p ij), where i is the number
of columns in the image and j is the number of rows, and a pixel −→p ij = (rij, gij, bij),
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Figure 8. Background subtraction and hand isolation. Image 1 shows the cropped and
rotated background image, with no hands in the frame. Image 2 shows an example
frame to be analyzed. Image 3 shows the image after background subtraction, but
before the binary image is produced. Image 4 shows the binary black and white image,
where the hands are white and the background is black.
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where r, g, and b denote the red, green, and blue channels. The subtracted image,
where the static background image (no hands - see Figure 8 Image 1) is subtracted
from the current image (with hands - Figure 8 Image 2) is
s = | −→pc − −→p bg|
where c denotes the current frame, and bg denotes the background frame. The rough
subtracted image is shown in Figure 8 Image 3.
In order to further isolate the hands, we determined that, because of the skin
color, there was a high contrast between the hands and the mostly black background,
as seen in Figure 8 Image 2. This sharp distinction of the hands from background
enabled the use of a contrast threshold which, after background subtraction, tests the
remaining red, green, and blue pixel values. Values had to be much greater than —
or much less than — threshold to be considered part of the hand:
| −→pc − −→p bg|r > ρ
| −→pc − −→p bg|g > γ
| −→pc − −→p bg|b > β
where r, g, and b, again denote the red, green, and blue channels, ρ is the threshold
for the red channel, γ is the threshold for the green channel, and β is the threshold
for the blue channel. We determined experimentally that values that worked well for
these three thresholds were 30, 60, 60, respectively.
To add even greater ability to isolate the hands, the skin hue of the current frame
c (Figure 8 Image 2) was used for another set of thresholds:
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−→pcr > ρc
−→pcg > γc
−→pcb > βc,low
−→pcb < βc,high
where −→pcr, −→pcg, and −→pcb denote, respectively, the red, green, and blue channels for
the current frame. Values that were experimentally determined to work well for ρc,
γc, βc,low, and βc,high for most participants were 106, 67, 60, 170. Adjusting these
numbers on a case by case basis would result in better isolation of the hands for that
individual. In the future, a learning algorithm should be employed to achieve better
individual results.
Absolute value was used in these calculations for a cleaner background subtraction.
Figure 9 shows the slight difference between the binary image without using absolute
value (top) and using absolute value (bottom).
The pseudocode that describes the hand isolation process is as follows:
for ALL pixels do
if (−→pcr > ρc and −→pcg > γc and −→pcb > βc,low and −→pcb < βc,high) and
(| −→pc − −→p b|r > ρs AND | −→pc − −→p b|g > γs AND | −→pc − −→p b|b > βs)
then
set current pixel to white
else
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Figure 9. Comparison between binary images when using absolute value. Top: binary
image without using absolute value during calculations. Bottom: binary image using
absolute value during calculations.
set current pixel to black
end if
end for
After the binary black and white image was created, we looked at an ordering
(Figure 10) of connected component size to number of connected components. The
hands were readily identified as the only two objects over 30,000 pixels in size —
this number was used to isolate them from background noise left over from the image
processing.
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The Matlab function regionprops measures properties for connected regions and
achieves segmentation and feature selection. Its property, area, which contains the
sizes of each connected region, was used to extract the two hand regions identified
by the ordering. Regionprops was also used to extract 6 ellipse properties from the
connected regions of the two hands. These properties are associated with ellipses
that have the same second central moments of the two hand regions, and include 1)
orientation in degrees, 2) eccentricity where a value of 0 specifies a circle and 1 a line
segment, 3) major axis length and 4) minor axis length in pixels. Also extracted from
regionprops was the centroid in pixels that specified the 5) x- and 6) y-coordinates
of the center of mass of the region. These six properties defined an ellipse describing
the hands’ basic shape and position.
Ellipse Extraction
These ellipse properties were first extracted from both hands in frames containing
their identified set positions. These hand selected frames created a database for each
participant of set position ellipses. From this database, the maximum and minimum
values of each property were used to create a maximum and minimum set position
ellipse for each user.
Once these maximum and minimum set position ellipses were obtained for a user,
larger video segments from that user were analyzed to obtain ellipses for both hands
in all the frames, regardless of hand position. This data was then compared to the
maximum and minimum set position ellipses — if a given hand ellipse fell in between
the defined range, it was labeled as being in the set position for that user. This
labeling was done for both the left and right hands, creating a file of all set position
frames and ellipses for a user.
Regionprops labels the connected regions as they appear from left to right across
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Figure 10. Histogram showing relative connected component size to number of con-
nected components. The two largest data points indicated the large size of the hands
compared to the rest of the speckle in the image.
an image. Labeling confusion can occur in a case where the left hand is in an image,
labeled as Object 1, and then the right hand enters the image, causing the left hand
to be relabeled as Object 2 while the right hand takes the label Object 1. Such a case
occurs when the participant might be using the mouse with the right hand, leaving
the left hand on the keyboard, before resuming typing with both hands. Therefore,
in order to avoid this confusion, ellipse processing was only done when both hands
were located within the frame (Figure 11).
Differentiating Between Participants
Once a database of set positions was created for each participant and after the
larger video segments were analyzed to obtain a stream of ellipses from all the frames,
the set positions were used to attempt differentiation between participants.
The ellipse data from the larger video segments of 10 participants was combined
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Figure 11. Labeling confusion. Image 1 shows how Matlab’s regionprops function will
label a single connected region, in this case, the left hand. Image 2 illustrates that
regionprops labels regions from left to right across an image, causing labeling confusion
where first the left hand was labeled as Object 1, and now it is labeled Object 2
as the right hand moves into the frame, taking the label Object 1. For this reason,
ellipse processing was done only when both hands were in the frame to avoid labeling
confusion. Also visible in both images are the ellipses conforming to the hand shape,
created using the six ellipse properties in regionprops.
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into one larger matrix. This matrix represented video from each participant in turn,
essentially creating a scenario where the active user at the keyboard changes multiple
times, illustrating our change detection scenario.
Each recorded ellipse (essentially each frame of each video) was compared to each
user’s set position range. If the ellipse fell within that range, the frame was identified
as that user. This method sought to identify users based upon their set position only.
Therefore, frames that did not have set positions in them were ignored.
Issues and Limitations
During the analysis of a participant’s video segment to find frames that fell into
the range of that user’s set position, several issues were identified. Although frames
visually identified for the user’s database were indeed set position frames for either
the left or right hand, a person’s set position may have some wide variation in one
or more of the six ellipse properties recorded. This variation, in turn, may produce
false positives (that is, the participant may actually be striking a key or moving to
strike a key) when the identification code is run on the entire video segment. False
positives may be especially troublesome for participants whose set position is located
on the home row, where a traditional typist’s set position would be located. When a
participant strikes keys on the home row, namely those underneath the index through
pinky fingers — A, S, D, F, J, K, and L — differentiating those ellipse positions from
the set position is difficult using the ellipse properties since the hand does not need
to move much during those events. The ellipse of a hand striking any of those keys
may be mislabeled as a set position. The same may hold true for keys on the bottom
row — Z, X, C, M, and possibly V or N — depending on the amount of variance that
was recorded for the participant’s database of set positions.
This issue may hold especially true for users of the DVORAK keyboard layout,
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where approximately 70% of keyboard strokes are done on the home row.
Issues were also identified when using the set position to differentiate between
participants. When only a few users are compared, we can to tell them apart with
relative ease, but, as the pool of users enlarges, we will more and more likely find
different users who have similar set positions, that is, because of the variance in users’
set positions, an ellipse that describes one user’s position (say, User 1) at one point
in time in a frame (not necessarily in User 1’s set position) may fall inside the range
of User 2’s set position, and thereby be labeled as User 2.
If the ellipse in question also happens to describe User 1’s set position in a frame,
then this ellipse may be labeled as both User 1 and User 2, resulting in a ‘confused’
detection.
We might be able to correctly identify a questionable detection by looking at the
frames surrounding it. If the majority are labeled as User 1, we can reasonably assume
that the frame in question is also User 1 as opposed to User 2, especially if it is just a
single frame labeled as User 2. With a camera running at 30 fps, User 2 is not likely
to physically show up for just one frame.
5.5 Proposal Text Analysis
We began analyzing the documents produced over the course of the experiment
with regards to Bloom’s Taxonomy. Because verbs point to the thoughts behind lan-
guage, initial analysis consisted of identifying the verb phrases used. Each paragraph
produced in a document was then ordered by its level, keeping in mind Bloom’s levels
of the Cognitive domain: Knowledge, Comprehension, Application, Analysis, Synthe-
sis, and Evaluation. Paragraphs employing Application and Analysis were marked as
‘high level’, while paragraphs employing Knowledge or Comprehension were marked
as ‘low’ or ‘medium’. Figure 12 shows this initial analysis, done by Dr Magnus. The
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top half shows the main verbs phrases for each sentence in each paragraph. The bot-
tom half shows all the verb phrases in addition to the relative level of each paragraph.
Results gained by fusing this work with the video will be described in Chapter 6.
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Figure 12. Example of Verb Analysis for User 6. The top half shows the main verbs
phrases for each sentence in each paragraph. The bottom half shows all the verb
phrases in addition to the relative level of each paragraph. Analysis was conducted by
Dr Magnus.
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VI. Results and Discussion
This section presents the results obtained from differentiation and the combination
of the modalities used in this thesis, as well as some limitations.
6.1 Differentiation Between People
In a pool of ten participants, individual set positions may be readily discovered
that distinguish between the participants. The six ellipse properties — centroid x-
coordinate, centroid y-coordinate, orientation, eccentricity, major axis, and minor
axis — were used as input features. Figure 13 shows an example of input features
collected, a small subset from the left hand of User 6. The ‘maximum’ ellipse was
defined from the 6 maximum property values; likewise, the ‘minimum’ ellipse was
defined from the 6 minimum property values.
A random hand ellipse extracted from a video frame was labeled as a user if that
ellipse’s six properties fell between the maximum and minimum ellipses defined in the
user’s database. Excel was used to calculate statistics on the users detected during
the experiment. Figure 14 shows an example of the data calculation for the left
hand of User 6. As described in Chapter 5, data from video segment frames for each
user were strung together in one large matrix, then read in by Matlab to attempt
identification. All frames were renumbered, starting from 1. Column 1 is simply the
frame designator that a detection occurred in and can be traced back to the actual
image, but does not correspond to the actual frame number from the video. Column
2 is the ID number of the user detected in the given frame. Column 3 shows the
number of times a user’s set position was detected for a given user, (in this example,
User 6). The Excel formula Countif was used for this calculation. In the matrix
mentioned above, User 6 was typing for frames 1-570.
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Figure 13. A sample of hand data collected — that is, the elliptical statistics collected
from a user’s hand shape. Shown are sequential frames and the associated ellipse data
— these are not just apparent set positions, but all sequential ellipses in a video sample.
This specific data sample is from User 6, left hand.
Figure 14. Example of Microsoft Excel work. This specific example is from User 6,
left hand. The data to the left of the computations respresent a subset of the User 6
results.
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Column 4 shows the total number of set positions detected for all users during the
time the given user was typing. Column 5 calculates the percentage. Column 6 shows
the user calculated for each row. In Figure 14, Column 2 shows the transition from
the section of frames where User 6 was typing to the section where User 8 was typing.
The calculations shown here are only on the segment of User 6, and end before User
8. The transition between Users 6 and 8 was included to show an example of the
results obtained.
When taking into account the total number of set positions detected from all
users and the total number of positions that were only labeled as the correct users,
the accuracy was 92% in the video sections analyzed. Taken separately, the accuracy
was 91% for the left hand (See Table 1) and 93% for the right hand (See Table 2).
Out of 1730 set positions detected for the left hand, a total of 154 were labeled as
an incorrect person. This number included detections that were labeled as both an
incorrect person and as the correct person at the same time, indicating confusion in
the set positions between those people. Of all these set positions that were incorrectly
labeled, 42 were tagged as the aforementioned confused detections. The rest were
tagged as set positions of users other than the correct user. In these frames, the
correct user was not actually in his set position, but the ellipse describing his hand at
that moment was similar enough to another person’s set position range to be labeled
as that other person’s set position.
Table 1. Total Set Positions, Left Hand
Left Total
Detections
Correct De-
tections with
Confusion
% of
Correct
Incorrect Detec-
tions
% of Incor-
rect
1730 1618 93.526% 112 6.474%
Left Total
Detections
Correct User
Only
% of
Correct
Incorrect and
Confused Detec-
tions
% of Incor-
rect
Confused
detections
1730 1576 91.098% 154 8.902% 42
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Out of a total of 1737 set positions detected for the right hand, 121 were labeled
as an incorrect person (See Table 2). Of those 121 detections, 43 were confused
detections where the correct user was also labeled as an incorrect user.
Table 2. Total Set Positions, Right Hand
Right To-
tal Detec-
tions
Correct De-
tections with
Confusion
% of
Correct
Incorrect Detec-
tions
% of Incor-
rect
1737 1659 95.509% 78 4.491%
Right To-
tal Detec-
tions
Correct User
Only
% of
Correct
Incorrect and
Confused Detec-
tions
% of Incor-
rect
Confused
Detec-
tions
1737 1617 93.092% 121 6.966% 43
The ten participants analyzed were users 6, 8, 9, 10, 13, 14, 15, 16, 17, and 23.
The error matrices shown in Tables 3 and 4 break down the set positions detected
while each respective computer user was typing. Table 3 shows the detections for the
left hand. The typists are listed along the left, and the body of the table denotes the
number of times that a user other than the current typist was incorrectly identified.
Table 4 shows the same results for the right hand.
6.2 Labeling Errors: unique or confused set position detection
What these tables don’t illustrate are the different cases when one user is mistak-
enly identified as another user. There are two types of this mistaken identification
or mislabeling: 1) ‘confused detections’, cases in which the ellipse describing the cur-
rent hand position is labeled as both the current typist and as an incorrect typist
(when the current ellipse falls into more than one typist’s set position range), thereby
causing confusion as to the proper identification, and 2) ‘unique detections’, cases in
which the ellipse describing the current hand position is labeled as only an incorrect
typist. These ‘unique detections’ are likely cases where the current typist is not in a
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set position, but the ellipse describing the position of the hand at the time falls into
an incorrect typist’s set position range. Confused detections and unique detections
are listed in Appendix A.
6.3 Individual Results
User 6, User 13, and User 23, the only user who typed with a DVORAK keyboard,
had a 100% of set position identification accuracy for both left and right hands. All
other users had labeling errors which will be discussed further in this section.
User 8 had the lowest overall set position identification rate while they were typing.
For the left hand, 15 detections were uniquely labeled as User 14, thereby resulting,
out of 100 total separate detections (85 for User 8 and 15 for User 14), in an iden-
tification accuracy of 85%. For the right hand, 86 detections were labeled as User
9. Of these 86 detections, 31 were confused detections with User 8, and 55 were
unique detections of User 9. These 31 confused detections are also counted among
the 82 detections of User 8. Therefore, out of 137 separate detections (82 for User 8
and 55 unique detections for User 9) the identification accuracy for the right hand is
approximately 59.9%.
While User 9 was typing, for the left hand, 9 detections were uniquely labeled as
User 8, and 10 were labeled as User 10 (2 confused and 8 unique). An identification
accuracy out of 165 separate detections for the left hand (148 for User 9, 9 unique
for User 8, and 8 unique for User 10) was 89.7%. For the right hand, 1 detection
was labeled as User 8 (confused) and 16 were labeled as User 10 (11 confused). An
identification accuracy out of 179 separate detections for the right hand (174 for User
9, and 5 unique for User 10) was 97.2%.
While User 10 was typing, for the left hand, 33 detections were labeled as User
8 (15 confused and 18 unique), 31 detections were labeled as User 9 (25 confused
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and 6 unique), and 4 detections were uniquely labeled as User 17. The identification
accuracy out of 299 separate detections for the left hand (271 for User 10, 18 unique
for User 8, 6 unique for User 9, and 4 unique for User 17) was 90.7%. For the right
hand, 1 detection was uniquely labeled as User 8, 7 were uniquely labeled as User
9, 1 was uniquely labeled as User 14, and 1 was uniquely labeled as User 17. The
identification accuracy out of 219 separate detections for the right hand (209 for User
10, 1 unique for User 8, 7 unique for User 9, 1 unique for User 14, and 1 unique for
User 17) was 95.4%.
User 14 had a 100% identification accuracy for the left hand. For the right hand,
7 detections were uniquely labeled as User 13. The identification accuracy out of 91
separate detections for the right hand (84 for User 14 and 7 unique for User 13) was
92.3%
While User 15 was typing, for the left hand, 2 detections were uniquely labeled as
User 14, for an identification accuracy out of 185 separate detections (183 for User
15 and 2 unique for User 14) of 98.9%. The right hand had a 100% identification
accuracy.
User 16 had an identification accuracy for the left hand of 100%. For the right
hand, 1 detection was uniquely labeled as User 15, for an identification accuracy out
of 267 separate detections (266 for User 16 and 1 unique for User 15) of 99.6%.
While User 17 was typing, for the left hand, 48 detections were uniquely labeled
as User 8, and 3 detections were uniquely labeled as User 10. The identification
accuracy out of 163 separate detections (112 for User 17, 48 unique for User 8, and
3 unique for User 10), was 68.7%. The right hand had an identification accuracy of
100%.
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6.4 Sensitivity and Specificity Analysis
Keeping in mind the criteria for identification is whether or not a given ellipse
falls within a user’s database, all values along the diagonal in Tables 3 and 4 are
regarded as true positives, while any other values are regarded as false positives.
Zeros not along the diagonal can be regarded as true negatives. The identification
process does not reveal false negatives — cases where a typist is in a set position but
is not identified as such — though use of the keylogging data might help to resolve
such instances though not perfectly. The true/false positive and negative values are
in reference to the identification code and do not take into account cases where (1)
a typist can be visually seen to be in a set position but that position did not make
it into the database, or (2) cases where a hand model is overly broad and picks up
instances when a user is still typing.
Based on these true/false positive and negative definitions, we selected a generous
discrimination criteria that in a narrow sense ensured 100% sensitivity — that is, the
criteria picked up all posture instances where the ellipse that defines that posture
falls into a user’s database. We do not expect that the sensitivity is truly 100% given
the incompleteness of database, but these initial results do suggest that a reasonably
tight set of features can resolve an individual’s set position. We can say more about
the specificity of the feature set, and the results there are promising.
Specificity is defined as follows:
specificity =
number of true negatives
number of true negatives+ number of false positives
Each set position for a given typist where any incorrect typist is not mislabeled
can be regarded as a true negative. For example, in Table 3 where User 6 has 185
set positions identified, User 8 has no mislabeling for each of those 185 set positions,
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therefore having 185 true negatives. The True Negative column in Table 3 is therefore
the product of the true positives and the number of typists (9) other than the current
typist subtracted by the number of confused detections for each other typist. The
False Positive column is the sum of all mislabeled detections during a typist’s session.
Confused detections and unique detections are listed in Appendix A.
6.5 Results of Higher Level Work Analysis
Here we analyzed paragraphs crafted by User 6. When analyzing the paragraph
deemed the most interesting from Task 3 based on the verb content — paragraph 3 —
the identification rate was about 98.943% overall, 99.5% for the left hand, and 98.4%
for the right (See Table 5). There was only 1 detection labeled as User 8’s set position
for the left hand out of 197 set positions detected. For the right hand, 12 detections
out of 1058 were labeled as User 9’s set positions and 5 were labeled as User 10’s.
There were no confused detections for either hand. These results show that we can
identify a user based on their set position when they are doing their most critical
work, but there is a sensitivity issue that we must address in the left hand model.
We resolved this issue by fusing the hand model features with the keylogging data
and determining which features fell outside the left hand model of the set position.
We will discuss the fusion process next.
Three Modality Fusion
Next we examine the results of our higher level work analysis to explore discrepan-
cies between left hand and right hand results. These discrepancies are best looked at
by examining the elliptical features individually for the left hand when synchronized
with keylogging data.
We could not synchronize the Vado HD camera with the keylogging software
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Table 5. Accuracy of Detection for User 6 During Task 3, Paragraph 3
Current Typist: User 6, Task 3, Paragraph 3
Labeled User Number of
Detections
Number of
Confused
Detections
Number
of Unique
Detections
Left Hand: 6 196
8 1 0 1
9 0
10 0
13 0
14 0
15 0
16 0
17 0
23 0
Total Detections: 197
Right Hand: 6 1041
8 0
9 12 0 12
10 5 0 5
13 0
14 0
15 0
16 0
17 0
23 0
Total Detections: 1058
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during operation as the Vado camera only allowed file transfer mode when connected
to a computer. Therefore, synchronization of video and keylogging data had to be
done after the fact. Neither the software nor the camera recorded current date and
time. The software recorded computer system time since boot up and time in seconds
since the software activation. The video recorded time since the start of recording and
frame count. Therefore, in order to synchronize the data from the keylogging software
— the keystroke data — and the data from the videos, we reviewed the keylogging
data to identify the first several keystrokes recorded in the keylogging software. Once
those keystrokes were known, we reviewed the relevant video to visually identify the
frame numbers during those first key presses. Since the camera recorded at 30 frames
per second, we could match the frames with the proper keystrokes and seconds from
the keylogging software.
The difficulty in this synchronization method lies in the fact that because the
camera records at 30 frames per second, several frames are recorded during the short
time span when a finger hits a key. The frame that correspond to the actual register
of the keystroke by the keylogging software is uncertain. The synchronization un-
certainty was found to be ± 1 or 2 frames. Checking several keystrokes may reduce
this uncertainty, but, towards the end of a synchronized file (approximately 33,000
to 100,000 frames), it had accumulated to about ± 3–4 frames.
An example of the synchronized data is shown in Figure 15. The graph shows
the trend in the X coordinate of the ellipse centroid for the right hand for User 6
during Task 3 at the beginning of Paragraph 3. The entire typing of Paragraph 3
occurred in about 8,000 frames. A single graph can not clearly depict the entire
trend because of the data density, so Figure 15 shows about 500 frames, which is
about 16.67 seconds of video. The keystrokes are shown along the top of the graph,
rotated vertically for a better fit. Figure 16 shows an enlargement of a section of the
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graph annotating the keylogs and an adjacent set event. Red data points designate
instances where the ellipse for this hand was labeled as a set position for User 6.
The three green horizontal lines, from top to bottom, are the maximum, mean, and
minimum values for the right hand set position for this ellipse property. These values
were determined from the set position database formed for each user. Let use note
that no frames from Task 3, Paragraph 3 were used during the formation of this
database. Remember that the set position is determined from the aforementioned six
ellipse properties as a whole, and that even though much of the data occurs between
the maximum and minimum for the x coordinate, an ellipse will only be flagged as a
set position if all six properties agree.
During the time frame that this graph covers, we observe that there are periods
where the user does not type. With a traditional typist, one would expect the hands
to remain in the ‘home’ position, which would also equate to that typist’s set position.
A set event on the left hand is in fact what is occurring between approximately frames
300 and 375 in Figure 15, and the right hand is identified as being in the set position.
However, in the same graph of x coordinate vs time for the left hand (Figure 17), the
left hand is not identified here, and this discrepancy between the hands points to an
error in the set position database for the left hand, where perhaps the range of one
or more other properties was defined too narrowly.
A review of the other left hand ellipse properties (See Figures 18 and 19) for this
section of video reveals that only the orientation of the left hand ellipse was defined too
narrowly. Figure 20 illustrates where the values are just above the defined maximum
orientation for the frames in question, 300–375.
The overly narrow definition of the left’s orientation feature explains why there
were comparatively few left hand set positions identified compared to right hand set
positions (196 vs. 1041) during this section of the video. When we include the ellipses
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Figure 15. X coordinate of the right hand ellipse centroid for User 6 during the first
approximately 500 frames of Task 3, paragraph 3. Overlaying the data are the key
strokes. Combining this information shows that a large drop in the X coordinate might
indicate that the user is pressing the backspace key.
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Figure 16. An enlargement of the fused keylogging and set position data.
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Figure 17. X coordinate of the left hand ellipse centroid for User 6 during the first
approximately 500 frames of Task 3, paragraph 3. Overlaying the data are the key
strokes. Frames 300-375 are not identified as set positions, when in fact they should
be. Note that the X coordinate feature supports the case for a set position in that
frame range.
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Figure 18. User 6, ellipse properties of Centroid Y-Coordinate, Centroid X-Coordinate,
and Major Axis for Task 3, Paragraph 3.
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Figure 19. User 6, ellipse properties of Orientation, Minor Axis, and Eccentricity
for Task 3, Paragraph 3. Noted are the values for Orientation, which are above the
database range.
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Figure 20. Orientation of the left hand ellipse for User 6 during the first approximately
500 frames of Task 3, paragraph 3. The left hand is in the set position during frames
300–375. However, the video frames used to define the set position for User 6’s left
hand defined the maximum positive orientation to be 83.8308 degrees, which is lower
than the left hand’s orientation in frames 300–375.
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for just 6 frames (frames 350–355) for the left hand into the set position database, the
program readily identifies many more set positions that it had previously missed (see
Figure 21). Table 6 shows that for Paragraph 3, 515 set positions are now identified
compared to the earlier 196 set positions for User 6’s left hand. This results suggests a
graceful degradation of the modeled set position in the left hand occurred in User 6’s
higher level work — one that may relate to posture — and not a disruptive change.
Table 6. Accuracy of Detection for User 6 During Task 3, Paragraph 3 after Set
Positions with Higher Orientations are Added to Left Hand Database
Current Typist: User 6, Task 3, Paragraph 3
Labeled User Number of
Detections
Number of
Confused
Detections
Number
of Unique
Detections
Left Hand: 6 515
8 1 0 1
9 0
10 0
13 0
14 0
15 0
16 0
17 0
23 0
Total Detections: 516
6 1041
8 0
9 12 0 12
10 5 0 5
13 0
14 0
15 0
16 0
17 0
23 0
Total Detections: 1058
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Figure 21. Orientation of the left hand ellipse for User 6 during the first approximately
500 frames of Task 3, paragraph 3, after the frames 350-355 were added to the left
hand’s set position database. With just those 6 frames added, almost the entire span
of time that the left hand is in its set position during frames 300-375 is detected. The
new maximum positive orientation for the left hand is 87.3544 degrees.
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6.6 Graph Features
Because the left and the right hands can enter into their respective set positions in-
dependently, the left and right hands should be treated as separate modalities. These
two modalities hold great potential due to the ease at which they can be generated
using synchronized data. Most behavior biometrics take minutes to model a user
and several more minutes to collect sufficient data trends for verification purposes.
In contrast, the set position models for each hand can be generated from keylogging
pauses and corresponding video events using on average 100-300 frames, less than
3-10 seconds of data. We have shown that a model of appropriate sensitivity can
operate effectively over the course of a complex, free form task. By tracking events
separately between the two hands, we were able to identify issues in the model based
on apparent imbalances of detection based on less than a minute of data. Our ability
to investigate the cause of the discrepancies — note, orientation, not size — may
help us separate circumstances of user exhaustion (which affects posture) from user
compromise.
We expect to see some discrepancies in the hands overall and as the user’s workload
increases. Subtleties between the hands include the assignment of responsibilities
such as the manipulation of certain keys (control, shift, space, return, delete) on the
keyboard and their influence on right and left hand orientation. In Figures 20 and 21,
the transitions between negative and positive hand orientation can be seen in the data
jumps. Although these discontinuities are not the standard way to portray angle
orientation of the hands, we prefer this visualization because it distinctly shows an
interesting event — the moment when a person’s hand changes posture from inward
oriented (toward the center of the keyboard) to outward oriented (to the edges of
the keyboard), essentially from a more natural pronated posture to a less natural
supinated posture. The inherent definition of the regionprops Orientation property is
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Figure 22. Orientation as defined in Matlab’s regionprops, where α is the smallest angle
between the horizontal and the Major Axis of the ellipse.
the smallest angle created between the horizontal and the Major Axis (See Figure 22).
Once the Orientation feature passes through the vertical (90 degrees or pi
2
radians),
there is a sign change from positive to negative, highlighting the change in posture in
the hand. 90 degrees is oriented along the vertical axis. The positive region is from
0 to pi
2
and the negative region is from pi
2
to pi.
We can identify the keys being typed by observing the changes in the ellipse prop-
erties. We can clearly see in Figure 15 that a large decrease in the x -coordinate of the
right hand indicates that ‘BACKSPACE’ is being pressed. For consistent orientation,
the coordinate system used for the keyboard has its origin at the bottom right of the
keyboard, when viewed as a typist, and increases up and to the left. Dependent on
the keyboard layout, frequently used keys like BACKSPACE and RETURN may also
have an associated pose. Because both of the poses for the BACKSPACE key and
RETURN key tend to be in the supinate posture, we’d expect their associated poses
to be more transient and rare than the set position.
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6.7 Application of Results and Their Limitations
Since we have seen confirmed instances of missed set positions that were actually
occurring during User 6’s work, we know we likely missed other set position events
elsewhere. This research was an attempt to define a simple model to identify a
commonly occurring posture and to use that posture to distinguish between users.
The results show this model to be workable and potentially important given the ease
at identifying events of interest using synchronized data, the small amounts of data
needed to generate a reasonably robust model for hand set position, the simplicity
of the model, and the ability to diagnose deviations from user-centric expectations.
Given their regularity, we can miss some set events and still provide verification
reliably. To ensure robustness and completeness, more thorough analyses are needed
to capture the full range of set positions that a computer user will enter into over the
course of typing a document.
This research made no attempt to distinguish between possible changes in a com-
puter user’s set position due to fatigue or other factors, and we expect that over a
typing session, as a user experiences fatigue, lack of interest, or other emotions, that
their right and left set positions will change. For instance, fatigue or workload may
have contributed to the deviation of the orientation feature in the left hand of User
6 discussed earlier. A more thorough study involving standard measures of fatigue
— for example, skin temperature and heart rate — is warranted. Establishing sep-
arate set position models for a computer user under different operating conditions
may prove more accurate in distinguishing that user and, even more desirable, in
distinguishing a user’s state of mind — rather than using a single set position model
to distinguish a user under all conditions.
Since the right and left hands may be treated as separate modalities, the ratio
of left to right hand set positions may be a distinguishing factor. Additionally, the
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ratio of left to right ellipse properties, or combinations of those properties, may add
robustness to this method.
Also of interest are ratios comparing QWERTY and DVORAK keyboard users.
Since QWERTY users type only 32% of their strokes on the home row on a keyboard,
and DVORAK users type about 70% of their strokes on the home row, we expect that
more set positions would be seen in a DVORAK typer than a QWERTY typer. We
found — regardless of keyboard variant — typing on the home row results in hand
postures very close to the set position of a traditional typist. QWERTY users also
type more strokes with the left hand, where DVORAK users type more strokes with
the right hand, therefore, we might expect to see a difference in the ratio of set po-
sitions seen between left and right hands when comparing QWERTY and DVORAK
users.
6.8 Verb Style Metrics as an Additional Modality
As the pool of users grows, we will have a more difficulty distinguishing between
people because we will discover people who share similar anatomy, and therefore,
similar set positions. In fact, we know that several different modalities are required
to continue authenticating a user because each modality will naturally have a range
in which it is useful. In addition, each application-relevant modality will add another
layer of authentication certainty, making a user increasingly difficult for an impostor
to imitate.
The set position is only one way to differentiate between users. In our initial
study, there were few set positions that were mistaken for incorrect users (42 out
of 1618 correct left hand set positions, and 43 out of 1659 correct right hand set
positions). While set positions appear to be a good way to differentiate between ten
different users, a larger pool of users will generate confusion where one set position
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may be labeled as several different users. Once a user had moved out of a set position
into typing, the ellipse describing the hand at that point in time may fall within the
range of someone else’s set positions, thereby being labeled as a set position for this
other user. The multiple sources of confusion illustrate the limitations of using a set
position to differentiate between people. Then of course once a user leaves the set
position, how then do we continue to differentiate between people?
One possible method to continue differentiation may be to analyze the verb content
and writing style of a user. The choice of verbs a person makes and the way in which
they phrase their writing may be unique enough to help differentiate between people
along with the set position. The modalities support each other because analysis verb
style is employed when the user has moved out of the set position and is actively
typing.
Since we expect to certain modalities to give a view into a person’s expertise, we
first take a distant view of 9 of the 10 users’ documents, and can quickly observe
apparent expertise with a task. Figure 23 shows a mosaic of the documents produced
for Task 3. Mosaics for Tasks 1 and 2 are included in the Appendix. In Figures 26, 27,
and 23, the person in each block remains the same between mosaics. These mosaics
show an objective view of expertise, where the structure of a document conveys a bit
of its complexity without reading the actual words. The subjects brought a range of
expertise into the study. Not everyone knew how to perform a cost/benefit analysis,
and those who did had varying opinions on how to construct one. People who didn’t
know how to make a cost/benefit analysis tended to have the bland reports without
apparent structure from this distance — which can be seen in Figure 23. Their
documents, quite simply, have less variation in paragraph structure. Experienced
people present findings with more structure, and that structure varied among the
experienced subjects.
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 Installing a 50 sq m solar water heating system on the roof of Building 640 is one 
possible solution for making AFIT a greener institution.  However, the cost of such a system is 
prohibitively high, and it would only provide a fraction of AFIT’s total hot water requirement. 
 Solar water heating systems work by circulating a heat transfer fluid (typically a 
propylene glycol solution) through a solar energy collector, then transferring its heat to potable 
water through a heat exchanger.  Such systems typically include systems to protect against 
freezing and overheating.  A typical residential system includes a roughly 1 sq m collector, with 
an efficiency of approximately 60%.  This means that at Dayton’s latitude, where average solar 
insolation is approximately 3 kWh per sq m per day, a solar water heating system can produce 
about 1.8 kWh per sq m per day.  That is sufficient to raise the temperature of 200 L of water by 
17 deg C.  A 50 sq m system, then, could produce 90 kWh per day of energy, and heat 
approximately 10000 L of water.  At typical commercial electricity costs of $.15 per kWh, this 
system would save AFIT approximately $5000 per year in commercial electricity costs. 
 There are several drawbacks to a solar water heating system, though.  The first is 
capacity.  Engineering rules of thumb predict that in an office environment, 25 L of hot water are 
required per day per occupant.  With approximately 1000 faculty and staff, AFIT’s hot water 
requirement is approximately 25000 L per day.  So a 50 sq m solar water heating system would 
only provide for approximately 40% of AFIT’s hot water requirement.  Additionally, the 
installation cost of such a system would be prohibitively high.  A typical 1 sq m residential 
system costs $3500.  Scaled up to 50 sq m, the AFIT system would cost approximately $175000.  
Thus it would take approximately 35 years for AFIT’s solar water heating system to pay for itself 
through energy cost savings.  This analysis neglects annual maintenance costs of such a system, 
which will be high due to the requirement for pumps to circulate the heat transfer fluid. 
 We have considered three different “green” energy solutions for AFIT and found all three 
to have significant challenges.  The wind turbine offers the greatest potential electrical cost 
savings, but its output will be extremely variable depending on wind conditions.  The 
photovoltaic solar cell farm will produce only a small fraction of the electricity required by 
AFIT.  And the solar heating system is prohibitively expensive.  AFIT’s best course of action, 
then, in its quest to become more “green” is to improve the energy efficiency of its facilities 
through measures such as improved insulation, more efficient windows, modernized light 
fixtures, and automatic motion-sensor light controls. 
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According to the EESI, residential solar water heaters cost around 
$1,500 to $3,500. Compared to $150 to $450 for electric and gas heaters. 
Which saving in utilities the solar heaters pay for themselves in 4 to 8 
years while the life expectancy is between 15 and 40 years. Maintenance 
is infrequent with maintenance checks suggested every 3-5 years. The 
first time of real maintenance is expected to occur after around 10 years 
of use. The Operation and maintenance cost of each solar water heating 
system are estimated at half of 0.5  to 2% of the initial cost per year. The 
solar heater, on average, is expected to decrease water heating bills by 
50% to 80%. In Ohio electricity rates between 0.11 and 0.13 with a 
system cost of $150 per square foot and a system efficiency of 40% is 
needed for the system savings-to-investment ratio to be equal to 1. No 
incentives were considered in the calculation. Any site with an average 
solar radiation rate above 4.5 Kwh/m2 per day should be carefully 
considered for this heater. 
To install a solar heater a building permit may be required.  Solar water 
heaters can serve up to 80% of the hot water needs of a building. About 
1 to 2 gallons of storage water per square foot of collector area is needed 
to deal with the intermittent solar resources. 
They can be used in any environment but the more sun you get the 
better. The colder the temperature the larger the unite size will be, this 
could increase the size by 50%. It also works well if the property is in an 
un-shaded area and generally faces south. There has been design work 
done on preventing freezing of the water in the pipes for use in areas 
where this is a possibility. There are low-temperature systems that 
usually operate at low temperatures of up to 18 degrees F above ambient 
temperatures. However the Mid-temperature systems, 18 to 129 degrees 
F above ambient temperatures, are needed to in home use. The typical 
cost for these in 2004 was $90 to $210 per square foot. 
Figure 23. Mosaic of 9 of 10 subjects’ documents for Task 3. Cost/benefit documents
that experienced people produce tend to have more structure, and documents of inex-
perienced people tend to have more generic-looking paragraphs.
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The way a document is prepared is a reflection of a person’s expertise. People
with experience may be drawn to documents with more structure and, we expect, to
the structures with which they have the most familiarity.
What we can learn from this type of distant view of these documents is that people
without expertise don’t show identifying preferences because they simply don’t have
them yet. People who were experts in cost/benefit analysis showed their preferences
in the way they organized their reports. We also see that, as the study wore on, some
people kept their structure, and some resorted to more bland structure. This change
may be due to possible loss of interest or to fatigue.
Figure 23 shows a distant view of the document’s structure, but to further un-
derstand a person’s expertise and combine the modalities examined in our study, we
must present a more thorough analysis of the writing, and we continue by moving
down from paragraph structure to the verb clause level.
Our initial concept of how to combine the video, keylogging, and verb style modal-
ities is shown in Figure 24. Here, we have taken the highest level paragraph from
User 6 — Task 3, Paragraph 3 — and constructed a verb and set position tree. Fig-
ure 25 shows the User 6, Task 3, but for Paragraph 5, which was deemed the lowest
level paragraph in Task 3 for User 6. In these diagrams, the vertical axis identify
the main verb per sentence in boxes. The horizontal axes show the additional verbs
in the sentence in boxes. Pauses are indicated in the circles: for example, ‘Pause-
R?,L’ indicates a long set position detected in the left hand and a likely pause in
the right, where no set position was detected; ‘Off-screen’ indicates pauses where the
user removed their hands from the keyboard. These off-screen pauses could be in-
stances when the user is doing offscreen work — using the mouse, researching online,
or switching applications — but the exact activity cannot be determined from the
specific data analyzed here. Times are indicated in frames and seconds.
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Figure 24. Verb clauses and set position for User 6: Task 3, Paragraph 3. The vertical
axis shows the main verb per sentence in boxes. The horizontal axes show the additional
verbs in the sentence in boxes. Pauses are indicated in the circles: for example, Pause-
R?,L indicates a long set position detected in the left hand and a likely pause in the
right, where no set position was detected; Off-screen indicates pauses where the user
removed their hands from the keyboard. Times are indicated in frames and seconds.
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Figure 25. Verb clauses and set position for User 6: Task 3, Paragraph 5. The vertical
axis shows the main verb per sentence in boxes. The horizontal axes show the additional
verbs in the sentence in boxes. Pauses are indicated in the circles: for example, Pause-
R?,L indicates a long set position detected in the left hand and a likely pause in the
right, where no set position was detected; Off-screen indicates pauses where the user
removed their hands from the keyboard. Times are indicated in frames and seconds.
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An initial comparison between Figures 24 and 25 indicates that there appear to
be many more pauses during higher level work. Additionally, the average duration
of pauses appears to be longer during higher level work — 5.69s for paragraph 3
compared to 3.62s for paragraph 5. Also of note was the duration of time: Paragraph
3 was typed in 8023 frames, or about 4 minutes, 27.42 seconds. Paragraph 5 was
typed in 4525 frames or 2 minutes 30.83 seconds. The length of time taken for each
paragraph indicates that more thought was put into Paragraph 3, including possible
calculations, inferred from the verb ‘estimate’. This time period was where User 6
was doing most of the analysis, operating at Bloom’s Taxonomy levels of Application
and Analysis, as indicated by the verbs ‘consider’, ‘appears’, and also ‘estimate’. In
contrast, Paragraph 5 has more verbs indicating Comprehension or Recall may be
occurring — ‘are sited’ and ‘does have’.
6.9 Summary
Although these results cover just a small subset of the data gathered, they are
promising and warrant further investigation into just how users may differentiate
themselves while performing their highest level work. Most importantly they demon-
strate a positive outcome: We can expect more frequent pauses in higher level work.
The modalities tracking right and left set positions are thus more likely to be effective
in high level work as long as the subject’s set position posture does not alter signifi-
cantly. The instances when a user is performing Application and Analysis offer a view
into the user’s particular preferences and thus identifying behavioral characteristics.
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VII. Conclusions
This thesis examined the use of elliptical features to model of a user’s set position
in order to differentiate between computer users. We investigated the fusion of data
features extracted from video, with keylogging and text. We can differentiate between
computer users via this neutral hand posture with only a few seconds of training
data, using an overhead camera for sensing. This sensitive and specific measurement
is consistent throughout typing in a free form task involving internet searches and a
cost benefit analysis. By fusing this video data with a Bloom’s Taxonomy analysis
of typed text and keylogging data, we have developed a method to determine the
level of work performed and showed that a computer user may be differentiated by
this neutral hand posture even during complex work — where they are most likely to
reveal preferences. The set positions of each hand and the user’s apparent competency
all serve as individual modalities that can serve in the act of authentication.
Activities indicating more thought and Application/Analysis level of work can
point to the expertise of the user, and is where we are most interested. We theorize
this type of activity is where people distinguish themselves most, and therefore, it is
the most important activity to recognize. Additionally, during typing, work at this
higher level appears to have more instances of ’set position’ than lower level work and
also offers additional means to verify a user once they leave the ‘set position’. The
way a user behaves during higher level work or under stress needs to be thoroughly
examined and mined for distinguishing modalities so that a computer system can
continue to authenticate the user at their most productive state.
The findings of this research contribute directly to biometrics. We have created
a model that functions while a person is in direct interaction with an object. The
‘set position’ can be applied to next generation touch screen devices. These smart
devices will be able to take advantage of our advanced understanding of psychomotor
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behavior and customize interfaces to make the device easier to use for the primary
user but harder for others. Although the layout of these touch screen devices differ
from that of a keyboard, a similar ‘set position’ may be found that is comparatively
unique to each user, allowing one method of authentication.
Connecting behavior with proficiency will enable us to refine our assessment of
human authority — that mix of competency and influence needed to get good work
done. This connection gives us a method of identifying experts, novices, and certain
threats by their subtle interactions with the environment.
7.1 Future Work
Future work will build upon the simple model developed here, adding fingertip
tracking. We will use inverse kinematics via the Groebner Basis Theory approach
[26] [27] to create an accurate hand model that more precisely captures the posture
of the hands. Passive radar imaging may give us the ability to see hands grasping an
object without fear of occlusion.
In future studies, we will apply a more automated method of extracting the hand
from the background. Currently employed was a hard coded RGB value range, within
which a given pixel was determined to be skin. This type of coding is insufficient,
as skin color changes based on lighting conditions and ethnicity. YCbCr color space,
which separates luminance from color information and is additionally independent of
racial skin color [7] [9] will be investigated.
We will continue data fusion of video, text, and keylogging data to model how
a user behaves when doing their most compelling work. We want to characterize
competency and recognize when a user is performing at a higher level of competence.
Future environments for study may include a more variable, competitive setting such
as the ACE Hackfest [32], an annual large-scale cyber warfare exercise held at AFIT.
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Appendix A. Error Matrices
Below are tables containing the confused and unique detections for ten users for
the left and right hands.
Table 7. Comparison of Confused Detections Among Users for Left Hand
# Confused Detections During Respective Typists
Left Hand 6 8 9 10 13 14 15 16 17 23
Current Typist: 6 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0
9 0 0 0 2 0 0 0 0 0 0
10 0 15 25 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0
23 0 0 0 0 0 0 0 0 0 0
Table 8. Comparison of Confused Detections Among Users for Right Hand
# Confused Detections During Respective Typists
Right Hand 6 8 9 10 13 14 15 16 17 23
Current Typist: 6 0 0 0 0 0 0 0 0 0 0
8 0 0 31 0 0 0 0 0 0 0
9 0 1 0 11 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0
23 0 0 0 0 0 0 0 0 0 0
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Table 9. Comparison of Unique Detections Among Users for Left Hand
# Unique Detections During Respective Typists
Left Hand 6 8 9 10 13 14 15 16 17 23
Current Typist: 6 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 15 0 0 0 0
9 0 9 0 8 0 0 0 0 0 0
10 0 18 6 0 0 0 0 0 4 0
13 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0
15 0 0 0 0 0 2 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0
17 0 48 0 3 0 0 0 0 0 0
23 0 0 0 0 0 0 0 0 0 0
Table 10. Comparison of Unique Detections Among Users for Right Hand
# Unique Detections During Respective Typists
Right Hand 6 8 9 10 13 14 15 16 17 23
Current Typist: 6 0 0 0 0 0 0 0 0 0 0
8 0 0 55 0 0 0 0 0 0 0
9 0 0 0 5 0 0 0 0 0 0
10 0 1 7 0 0 1 0 0 1 0
13 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 7 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 0
16 0 0 0 0 0 0 1 0 0 0
17 0 0 0 0 0 0 0 0 0 0
23 0 0 0 0 0 0 0 0 0 0
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Appendix B. Active Learner Scavenger Hunt
In the human study conducted for this thesis, each subject enacted a computer
based scavenger hunt. The scavenger hunt required the participant to write a short
essay providing a cost-benefit analysis. Subjects were expected to have various levels
of skill in typing and in the formatting and preparation of a cost-benefit analysis. We
chose the topics that subjects were not expected know well so that there would be a
learning aspect to the task. The three tasks are provided on the following three pages
in the manner that they were presented to the subjects.
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Task 1 
 
Being “green” can involve several different facets. This could include using 
an energy source that is sustainable into the future as well as friendly to the 
environment such as solar, wind or tidal energy. Being “green” can also 
involve making changes to current architecture of a building or generating 
new ways to operate in order to consume less energy.  
The Air Force Institute of Technology (AFIT) is looking for the best way to 
become a “green” institution. They need your help determining the return 
on investment for installing a Wind Turbine behind the facility. 
A. The deliverable for this task is a ~1000 word report detailing your 
findings and recommendation on the best course of action for turning 
AFIT into a “green” campus. 
a. You should use the internet to find factual information to include in 
your report. Documentation of your sources does not need to 
occur but please do not copy and paste information directly from a 
web page.  
b. Factors to take into consideration when making your 
recommendation  
i. Estimated cost of the solution 
ii. Environmental factors that make a wind turbine efficient 
iii. Estimated energy savings and/or power generated 
iv. Life expectancy of the system 
The costs and benefits may be best expressed in a table. Also, please 
include any other information you deem to be necessary. 
After completing the report, copy it to the given removable hard drive. 
  
Task 2 
 
Being “green” can involve several different facets. This could include using 
an energy source that is sustainable into the future as well as friendly to the 
environment such as solar, wind or tidal energy. Being “green” can also 
involve making changes to current architecture of a building or generating 
new ways to operate in order to consume less energy.  
The Air Force Institute of Technology (AFIT) is looking for the best way to 
become a “green” institution. They need your help determining the return 
on investment for installing 50 square meters of solar energy photovoltaic 
cells on the top of building 642. 
A. The deliverable for this task is a ~1000 word report detailing your 
findings and recommendation on the best course of action for turning 
AFIT into a “green” campus. 
a. You should use the internet to find factual information to include in 
your report. Documentation of your sources does not need to 
occur but please do not copy and paste information directly from a 
web page.  
b. Factors to take into consideration when making your 
recommendation  
i. Estimated cost of the solution 
ii. Environmental factors that may make solar cells more 
efficient 
iii. Estimated energy savings and/or power generated 
iv. Life expectancy of the system 
The costs and benefits may be best expressed in a table. Also, please 
include any other information you deem to be necessary. 
After completing the report, copy it to the given removable hard drive. 
 
  
Task 3 
 
Being “green” can involve several different facets. This could include using 
an energy source that is sustainable into the future as well as friendly to the 
environment such as solar, wind or tidal energy. Being “green” can also 
involve making changes to current architecture of a building or generating 
new ways to operate in order to consume less energy.  
The Air Force Institute of Technology (AFIT) is looking for the best way to 
become a “green” institution. They need your help determining the return 
on investment for installing for installing 50 square meters of solar water 
heating on building 640. 
A. The deliverable for this task is a ~1000 word report detailing your 
findings and recommendation on the best course of action for turning 
AFIT into a “green” campus. 
a. You should use the internet to find factual information to include in 
your report. Documentation of your sources does not need to 
occur but please do not copy and paste information directly from a 
web page.  
b. Factors to take into consideration when making your 
recommendation  
i. Estimated cost of the solution 
ii. Environmental factors that may make solar water heating 
more efficient 
iii. Estimated energy savings and/or power generated 
iv. Life expectancy of the system 
The costs and benefits may be best expressed in a table. Also, please 
include any other information you deem to be necessary. 
After completing the report, copy it to the given removable hard drive. 
 
Appendix C. Scavenger Hunt Mosaics for Tasks 1 and 2
Mosaics for Tasks 1 and 2 for the documents produced of 9 out of 10 subjects from
the scavenger hunt. The person in each block remains the same between mosaics.
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Wind turbines for creating under 100 KW cost around $3,000 to $8,000 
per kilowatt of capacity. Turbines for 2 MW cost roughly $3.5 Million 
installed. Turbines tend to live for approximately 20-30 years. However, 
A Northwind 100Kw has an expected life cycle cost of 1.5 cents per 
KWh and costs approximately $570,000 for everything including 
installation and delivery. It also comes with a 2-year warranty and 
maintenance. However it should be budgeted for $1,000-$1,500 for 
materials and labor for the annuals checks. It is also suggested that you 
save $2,000 a year for maintenance. Currently there are a few grants and 
zero-interest loans that can be used to help finance the turbines. At 
6.5m/s average annual mean wind speed the turbine is expected to yield 
over 250MWh. The Northwind 100 is 30 meters tall and is rated at 100 
Kilowatt for 3 Phase. It is quite and designed for schools and resident 
living. There is no gearbox, which tends to be the most expensive fix in 
wind turbines. It is designed to be safe from lightning and icing.  
A good environment for wind turbines is an area of consistently strong, 
steady winds. Ohio currently has a few wind turbines running in the 
state. Resently one has been built and  used in Columbus, OH by Byers 
Auto Group on Bilingsley Road. There are also a few at Wynford school 
District which is approximately 103 miles away from Wright-Patterson 
Air Force Base. This shows that the turbine could be used in the AFIT 
area. The school district does not own or pay for the windmills, they host 
the machines on its property. The school claims that they have saved 
money as the areas electricity fees have risen about 5%/year and the 
school rates will rise only 3.5%/year for the 30% of the school’s energy 
which the windmills produce.   
Benefits of the wind turbines include saving 2,000 tons of carbon 
dioxide per year (based on using a single 1MW turbine). This is 
equivalent to planting a square mine of forest. They require minimal 
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 Installing a wind turbine is one possible way to reduce AFIT’s dependence on fossil-fuel 
based energy sources.  It may also produce appreciable electricity cost savings.  However, in 
order to be viable, wind power requires sustained wind speeds sufficient to efficiently drive a 
wind-powered generator, and the Dayton, Ohio area lacks such sustained winds. 
 Wind turbines are produced in a wide range of power capacities, from units capable of 
producing on the order of 10 kW (to power a home) to units capable of producing several 
megawatts of power (for use in commercial wind power farms).  Wind turbine equipment costs 
range from $3000 to $8000 per kilowatt for farm or residential turbines to $1.3 million to $2.2 
million for commercial turbines.  Assuming a 1MW turbine would be required for AFIT, the 
equipment cost would be approximately $1.5 million.  Added to this cost are the site survey and 
preparation cost and the cost of interfacing the turbine with AFIT’s electrical infrastructure.  
These costs would probably be on the same order as the cost of the turbine itself, for a total 
installed cost of around $3M.  The annual cost of maintaining a wind turbine is unknown, but is 
likely to be fairly substantial, given the large moving parts and their constant exposure to the 
elements. 
 The area of largest average sustained winds in the United States is the Central Plains, 
extending from Texas northward to the Dakotas.  Dayton, Ohio, lies well outside this area, and 
its wind power density (WPD) is well below the 300 W m2 threshold for viable wind energy 
production.  Most wind turbines run at a capacity factor (total power produced as a fraction of 
rated maximum power) of 20-40%.  Assuming a 20% capacity factor (which may be optimistic), 
the AFIT 1 MW turbine would typically produce 200 kW of power.  The annual total energy 
produced would be approximately 1.75 million kWh, which at an estimated rate of $.15 per 
kWh, would save AFIT approximately $260000 in commercial electricity costs per year. 
 Even with these relatively optimistic assumptions about installed cost and capacity factor, 
it would take approximately 12 years for a 1 MW wind turbine to pay for itself in electricity 
savings.  While the prospect of clean wind power is attractive, Dayton’s relatively light winds 
mean that a turbine installed at AFIT would rarely produce a significant fraction of AFIT’s 
electricity requirements and would sit idle for a large fraction of the time.  AFIT should explore 
other alternatives to satisfy its green energy requirements. 
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One-Time 
Cost 
per kW 
Capacity (usage) Factor 
Fixed 
Cost 
per kWh 
Variable 
Cost 
per kWh 
Total 
Cost 
per kWh 
Gas Turbine $439 15% 5.2¢ 8.7¢ 13.9¢ 
Coal $1,338 90% 2.7¢ 1.9¢ 4.5¢ 
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Figure 26. Mosaic of 9 of 10 subjects’ documents for Task 1.
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 Installing 50 sq m of photovoltaic cells on the roof of Bldg 642 is one possible solution 
for making AFIT a “greener” institution.  However, the limited size of this solar array means that 
it will produce only a small fraction of AFIT’s electricity requirement. 
 Photovoltaic cell costs are decreasing rapidly, as manufacturing techniques become more 
efficient and increasing global demand increases the number of photovoltaic cell producers.  The 
current state of the art of photovoltaic technology yields cells that can produce approximately 
150 watts peak (Wp) per sq m.  Such cells currently cost approximately $1.20 per Wp.  AFIT’s 
proposed 50 sq m solar array would therefore produce on the order of 7500 W of peak power for 
a photovoltaic cell cost of approximately $9000.  Assuming an approximately equal cost for the 
remainder of the solar array hardware and, and a similar amount for site survey and preparation 
costs for the roof of Building 642 yields a total project cost of approximately $27000.  Since a 
solar array has no moving parts, annual maintenance costs should be nearly zero.  The lifespan of 
current-technology photovoltaic cells is approximately 30 years.  During the first decade, we can 
expect the cells to produce at least 90% of their rated power.  During the second decade, the cells 
will produce at least 80% of their rated capacity, and during the third decade, somewhat less than 
80% of their design capacity. 
 At the latitude of Dayton, Ohio, and for its average annual cloud cover, we can expect 
AFIT’s solar array to operate at approximately 20% of peak power.  This means that the array 
will, on average, produce about 1500 W of power.  That’s on the order of the average electricity 
consumption for a single American home.  Obviously, AFIT’s electricity requirement is 
substantially larger than this, so it will remain mostly dependent on the commercial electricity 
that it procures.  But for the small amount of electricity produced by the solar array, AFIT will 
save approximately $2000 per year in electricity costs.  This means that the solar array project 
will take at least 13.5 years to pay for itself. 
 While an array of photovoltaic cells on the roof of Building 642 seems like an admirable 
goal as AFIT seeks to make itself greener, this analysis demonstrates that such an array is far too 
small to make a practical contribution to AFIT’s electricity requirement, and would take an 
extremely long period to pay for itself in electricity savings.  AFIT should look elsewhere for a 
significant way to reduce its fossil fuel-based energy requirements and energy costs. 
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Photovoltaic cells are designed to handle hail impact, high wind, and 
freeze-thaw cycles. Even on partly cloudy days, they can make as much 
80% of their potential and as high as 25% on extremely cloudy days. 
Residential PV systems cost about $8-11 per watt, around $22,500 for a 
3kW residential PV system. The government also has programs to help 
finance and pay for green energy sources. 
They are easy to maintain with no moving parts. They are expected to 
function at least 30 years. However there are some toxic chemicals that 
are used to manufacture PV cells. Care must be taken to make sure that 
the cells are properly disposed of at the end of its life. A group of 
manufactures and distributors of PV panels is aiming to collect 65% of 
the post 1990 modules (less effective) and recycle 85%. If processes 
improve PV cells could become highly environmentally friendly at its 
usage and end life stages. 
To produce 2 kilowatts of power one needs about 240 square feet of 
solar panels. So AFIT’s 50 square meters can produce around 4.48 
kilowatts of power. As a 2 kilowatt PVsystem can produce, in a sunny 
environment, 300 KWh, AFIT can get 672 KWh. PV cells can build to 
any size so AFIT can be covered.  It is suggested that one also invest in 
energy efficiency as well.  
PV cells also help strengthen our economy by investing in energy made 
in the US and adding domestic jobs. They are also being designed in a 
variety of colors and styles to increase their use by adding to the 
aesthetic elements of buildings. They can even be built into skylights, 
entryways and facades. They can be built to transmit natural light and 
used to facilitate ventilation and heating inside the building. Currently 
Germany is leading the way in PV cells. With their use (soon every roof 
and parking lot will have one) it is expected that efficiency will go up 
and cost will come down. Just this year North Caroina’s Semprius Inc 
Figure 27. Mosaic of 9 of 10 subjects’ documents for Task 2.
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