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Abstract-In this paper, we prove asymptotic Komleva-type expansions valid for sequences of 
linear operators {Tn(.)) approximating the identity in supremum norm over the space of the con- 
tinuous functions. In particular, under suitable mild conditions on the sequence {Tn(.)}, we obtain 
rational expansions for {Tn (f)} that are of special interest in a numerical analysis context. As special 
cases of these results, we find asymptotic expansions for exponential-type and De LaVall& Poussin 
polynomial operators. The csse of the Cesaro sums is discussed in connection with the Komleva 
theory, but the main asymptotic results are proved by using other tools coming from a context of 
structured linear algebra. Some numerical applications of the theoretical part are then discussed. 
@ 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
We prove asymptotic expansions for sequences of linear operators {T,(.)} by focusing our atten- 
tion on the Komleva expansions [l], whenever the sequence {T,(.)} approximates the identity 
over the continuous functions in infinity norm. As a special case of these general results, we con- 
sider simple assumptions on {T,(e)} in order to guarantee that the associated expansions are of 
rational type: this feature is of practical interest for finding numerical extrapolation schemes [2], 
with the aim of accelerating the convergence to f of the original sequence {T,(f)}. We show 
the Komleva-type theory to be very useful in a wide variety of cases and, in particular, for ob- 
taining old and new results concerning the asymptotic behaviour of exponential-type operators 
and De LaValEe Poussin integrals {I&(-)}. For instance, the expansion regarding {Vn( .)} is very 
similar to the one found in [3], but its derivation based on the Komleva results is much simpler 
when compared with the explicit computations performed in [3]. 
Unfortunately, some of the assumptions of the Komleva theorem are violated for the Cesaro 
sums {Cn(.)}, and consequently, in order to study certain asymptotics related to {&(.)}, we 
must have recourse to different techniques. What is interesting is that the analysis of the Cesaro 
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sums is carried out by using some facts proved in a completely different context by means of 
matrix theory tools. 
More precisely, we make use of an abstract equivalence result [4,5], whose first original ver- 
sion [6,7] concerned the spectra of matrices generated by linear positive operators, and of some 
explicit calculations [8,9] regarding the optimal Frobenius approximation of Toeplitz matrices 
by the circulant algebra [lo]. The profound relationships among the notion of optimal Frobe- 
nius approximation in algebra, Toeplitz matrices, and linear positive operators are presented and 
highlighted in [ll-141. Finally, some relationships between the Komleva-type results and the 
Korovkin theorem are found and discussed. 
The paper is organized as follows. In Section 2, we give the preliminary notations and defi- 
nitions, and we prove a general Komleva theorem for sequences of linear convolution operators 
approximating the identity over the continuous functions. An application to the analysis of the 
ssymptotics of DeLaVall6e Poussin integrals is considered. In Section 3, we analyze the Cesaro 
sums from the viewpoint of the Komleva theory and from the alternative point of view of the 
structured linear algebra. Section 4 is addressed to the general (algebraic) case and to a thee+ 
retical result connecting the Komleva and the Korovkin theorems. In addition, we give simple 
conditions on {Tn (.)} in order to guarantee that the associated expansions are of rational type as 
in the case of exponential-type operators [15,16]. Finally, we end the paper with some remarks on 
the numerical approximation of functions, and to possible extensions to other classes of operators. 
2. DEFINITIONS AND PREMISES 
Let {T,(.)} be a sequence of linear operators T, : C[a, b] --+ C[a,b], --oo < a < b < co, 
approximating (pointwise) the identity in supremum norm. More explicitly, for any function 
f E C[u, b], it holds 
,J;im_ II%(f) - fll = 0. (I) 
Here and in the following, the symbol I( . II identifies the usual supremum norm II . llm. 
DEFINITION 2.1. (See [I 71.) An asymptotic expansion of the form 
I/ G(f)) @I- f(z) - 2 4An)Fj(f, z) II = 0(4dn)), n + 00, j=l (2) 
with 4j+l = 0(4j), fOrj = 1,. . . , m - 1 aad n + co, and with some quantities (8” (f, z)} is called 
Komleva expansion 111 up to the order m. 
For m = 1, the preceding definition reduces to the well-known Voronowskaja-type expansion 
with saturation order 0(&(n)). First, we consider the periodic case in which the operators 
{Tn(.)} are convolution operators. 
Let us suppose that we have the following. 
ASSUMPTION Al. f E Car with Czr = {g E C[-T,T] : g(-r) = g(n)} being the set of 
continuous 27r-periodic functions defined over [a, b] E I = [-7r, ~1 and periodically extended 
to R. 
ASSUMPTION A2. Each T, is exact over the constants, i.e., Tn(l) = 1. 
ASSUMPTION A3. Each T, has a convolution form 
T-(f)(s) = l fb - t) . p,(t) dk (3) 
where {p,(t)} is a sequence of functions over I. 
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ASSUMPTION A4. There exists a sequence of functions {qj} defined over I so that qj (t) N d, (40 E 
I), in aneighbourhoodof 0, andf(t) = f(O)+&~j(f,O)qj(t)+(ak(f,~~)-ak(f,O))qk(t), for 
any f E Cg,, with vt E [0, t]. Here the quantity oj(f, S) is a linear combination of derivatives of 
f up to the order j evaluated at the point s. In actuality, for our purposes, oj(f, s) can also have 
the form of a polynomial of derivatives off or the form of a smooth function of the derivatives 
off up to the order j. To see this, it is sufficient to look at the proof of Theorem 2.1 when the 
expression (I: j (f, .) is manipulated. Under the smoothness assumption, there exists a constant 
M z Mk such that the following relation holds true: 
lak(f,z) -Qk(f,Y)l 5 M. ma W f 
O<j<k 
( (j), Iz - YI) , (4) 
where the notation w(g, s) indicates the modulus of continuity of a function g calculated at the 
value s 10. 
Let us define the following mathematical objects: 
l T,*(qj) G Jrqj(t) *Pn(t)dt, 
l T,**(qj) - Jr lqj(t)l . h(t)1 dt* 
With these notations and definitions, we can introduce the following result whose proof is 
substantially equal to the one of Theorem 3 in (171. 
THEOREM 2.1. Assume that Assumptions (Al)-(A4) hold. For k E N, let us suppose that 
Tit* (qk+l) = 0 CT,* (qk)), C* (qk) = 0 CT,* (qk)) , (5) 
as n -+ 00. If f is k-times continuously differentiable, then we have 
II (T~(f))(I)-ff(Z)-~T~(qj)F3(f,Z) =o(Tz(qk)), ii j=l n + 00, (6) 
that is an asymptotic expansion as in (2) with @j(n) = T,*(qj). If T,*(q,) = o(T,*(qj)), for 
m 2 j + 1 and for T,*(qj) not identically zero, and j 5 k - 1, then the obtained expansion is of 
Komleva type. 
PROOF. Since each operator Tn is exact over the constants, we deduce that the quantity 
(Tn(f))(x) - f (cc) can be written as 
(Tn(f (t) - f(x))) (x) = /If (x - t) - f (x)1 . pn(t) dt. I 
Therefore, by applying a Taylor style expansion, we have 
(T,(f(t)-/(r)))(~)=~$Qj(f.~)qj(t)’P.(l)dt+Q.*(l) 
k 
= Caj(f,x)T: (4j) -I- %k(f), 
j=l 
where 
Now define 
&,k(f) = J; (ale (f 9 b,t) - ak(f, x)) qk(t) * P,(t) dt. 
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it is obvious that cn = o(l), owing to the hypothesis given in (5). Consequently, setting w(g, .), 
the modulus of continuity of a function g and recalling that CQ (f, z) is a smooth function of the 
derivatives off up to the order k (see inequality (4)), we obtain that 
I%,k(f)l I l bk (f7 h,t) - arc(f,x)l Isk(t IP7-M fit 
I My5yu (f%n) (T,‘* (4 + C&T;* (qk+l)) 
= “Y&-J (f”bn) (T,” (a) + C/s [T’* (qrc+l) IT,‘(qc)l]1’2) 
= o(l) (0 CT,* (ad) + 0 CT’ (qk))) = 0 (T; (qk)) . I 
Now we apply the latter result to some classical convolution operators, namely, the DeLaVall&s 
Poussin integrals and the Cesaro sums (or Fejer operators). 
2.1. The DeLaValMe Poussin Integrals 
Here we consider the use of DeLaVallee Poussin integrals [18] 
(vn(f)) (x) = ,,~~‘;,!! $ s _; f(x - t) ~0s~~ f & (7) 
in order to approximate a given function belonging to the linear space of the continuous 
27r-periodic functions C’s,, although all the operators {l&(a)} are defined over the space of the 
L1 functions. Here the quantity Ic!! with k integer positive number denotes the product of all the 
integer positive numbers not exceeding k and even or uneven accordingly as k is even or uneven: 
for notational convention, we set O!! = 1. 
By invoking the Korovkin theorem [19] ( see Theorem 4.3 in Section 4), it is easy to prove 
that {Vn(.)} is an approximation of the identity over the space of the continuous 2r-periodic 
functions C’s,. Moreover, if f E C&, then we find [18] that 
IIK(f) - f IL = 0 @-‘I 7 (8) 
which is a result analogous to the one of Voronowskaja [20] for the Bernstein polynomial approx- 
imation. 
In [3], we demonstrated an asymptotic expansion for Vn( f) by proving that, under some reg- 
ularity conditions, there exist constant values Si(f, x) independent of n such that the following 
relation holds: 
(K(f))(x) =f(~)+&Si(f,z)h”+Zk(f.&h)o(hk). 
i=l 
Here h = n-l and zk is bounded with the parameter h, for any choice of x E I = [-r, r]. 
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A similar result can be reached by using the Komleva expansions. Following Bleiman and 
Stark [17], we choose 
qj(t) = A (2sin (i))j (cos (~))j-2”‘2J N tj, 
where [oJ is the largest integer less than or equal to cr. Moreover, setting nj = n(n - 1) . . . (n + 
1 - j), we have [17] 
2j(2j - I)!! 
and 
T,*(42j)=T,**(q2j)= (n+l), 
i 
“2 (9) 
3 
T,* (qzj+i) = 9. 
Therefore, all the assumptions of Theorem 2.1 are fulfilled, and therefore, the existence of a 
Komleva expansion similar to the one found in [3] is proved as a simple consequence of the 
Komleva theory. 
3. ASYMPTOTICS ON CESARO SUMS 
Let Cn(f) be the nth-order Cesaro sum of the function f defined as [21, p. 891 
It is worth noticing that the Cesaro operators {&(e)}, as well aa the De LaValleee Poussin 
integrals {V, (.) } are defined over the whole space of the L1 functions. 
A simple and direct application of the Korovkin theorem shows that {C*(.)} is an approxima- 
tion of the identity over the space of the continuous 2n-periodic functions C&. The interesting 
fact is that the Cesaro operators converge to the identity even in the L’ case in a different sense, 
and more precisely, in a discrete distributional sense. In other words, for any F continuous and 
with bounded support, for any $J E R, the following limit relationship: 
J;-& F (GLf)) (44’“‘)) = & l* W(z)) dxc, 
i=l n 
+J)(n) - (@ + Qr - 
n ’ 
i = l,...,n, 
(11) 
holds true. This ergodic result is a consequence of the extension of the Korovkin theorem to the 
L1 case obtained in [22] by using matrix theory arguments. 
Concerning the order of approximation, we have the following classical Voronowskaja-style 
result: if f E C&, then 
NC,(f) - fll, = 0 (n-l). w 
As for the De La Vall&s Poussin integrals, we would like to prove some asymptotic expansion for 
C,(f) by using the Komleva theorem. Unfortunately, in this case, we show that (see Theorem 3.6 
and Remark 3.2) 
T,* (qz(j+i)) = T,** (Qs(j+i)) N i> TG (nsj+i) = 9, (13) 
where qj(t) = (l/j!)(2sin(t/2)t)j(cos(t/2))j-21j/2J. Th ere ore, f the application of Theorem 2.1 
leads to a trivial result, since all the terms T,*(Q) are zero or have the same asymptotic order 
(the expansion is not of Komleva type). 
However, we are able to use another strategy. We recall that the nth degree DeLaVallee 
Poussin operator [21] &(f) = 2C,(f) - Cf,/zI (f) is such that 
IIDn(f) - fll I Kq7l/21 (f)? K > 0, 
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where Es(f) denotes the error of best approximation in uniform norm by polynomials of degree 
not exceeding q. Therefore, the operator D,(f), which is, of course, not positive, is up to some 
positive constant a polynomial of best approximation [23]. Zygmund observes (see [21, p. 1221): 
“The approximation given by Ds,, is of the order of En(f). It is curious that C,, themselves give 
only mediocre approximations . . . ” the strange features of C,(f) whose rate of convergence is 
very low but leading to the simple linear combination denoted by D,,(f) of best approximation. 
The reason for this pertains to a very peculiar asymptotic expansion. In fact, if f E C!& and 
(C,(f))(x) = f(s$+&f,+“+C (h&w (f’?h)), 
i=l 
(14) 
with h = n-l, then Si (f, z) - 0, for i 2 2, and Si (f, x) is constant with regard to n. 
It is worth pointing out that the former argument can be related to the Nikolaev theorem [19]. 
THEOREM 3.1. (See 1191.) Let {vn} be an integer sequence so that 
limsup 5 = c, 
n+oo 72 
and let us consider the sequences 
Dv,,n(f) = --L 
n-l 
n - v, jg sn(f)’ 
“1 
where Sk(f) is the Fourier polynomial of degree k. If c = 1, then there exists a continuous 
function f so that 
limsup IIDV,,+(f 1 - f II > 0. 
n-03 
If c < 1, then for any f, the sequence {D,,,,+(f)} uniformly approximates f and 
II%,n(f) - fll 5 E,,,(f) P + II~~,,,n(f)lll~ 
If we fix V, E vn(c) = c. n with c constant with respect to n (c rational number and c . n 
integer), then, by applying the Jackson estimates [23] (see also [21, p. 1151) concerning the best 
(Chebyshev) infinity-norm polynomial approximation, we infer that 
IIDY,,,(c),n(f) -f/l 5 kEV,L(,)(f) I kI-$w (f(k)7n-1) , 
D Y,,(C),?z(f) = i-+(f) - &CV&,(f )7 
Dv,,(l/a),n(f) = G(f) - G,,,(r/z)(f) = Dn(f ). 
For any fixed c, the latter three relationships are compatible with (14) and with (13) (see Theo- 
rem 3.6) if and only if Si(f, z) is identically zero for any i 2 2. 
3.1. Some Linear Algebra Tools 
Let us begin with some theoretical results on linear positive operators proved in [4]. 
We take two general function spaces 3 = F(A, w) and 4 = G(B, w), where w = R is the scalar 
field of real numbers, A and B are sets, and where 3 and D are linear spaces of functions. 
Now let us take a linear positive operator (LPO) Cp : 3 + 0 where the concept of positivity 
is with respect to the partial ordering induced in 3 and B by the ordering of w: if f E 3 
is nonnegative, then @(f) is nonnegative in 6. On the other hand, the concept of linearity 
@(of + ,Og) = o@(f) + P@(g) is the natural one. 
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DEFINITION 3.1. A linear positive operator Q! is called strong (SLPO) if @(f) > 0 when f is 
nonnegative and not identically zero. 
THEOREM 3.2. (See [4j.) Let f E 3 and g E 3 with g 2 0. Let us suppose that @ is SLPO. If 
f/g is not constant, then 
inf f < 20 < sup f 
cg Q(g) c 9’ 
with C being the set where g or f are nonzero: C = {z E Ag(z) # 0 or f(x) # 0). Otherwise, 
(@(f)/@(g)) z f/g = k, for some constant k E w. 
THEOREM 3.3. (See [4].) Let f E 3 and g E 3 with g > 0. Let us suppose that @ is LPO. Then 
inff < Q(f) f 
cg 
- cpo I s;p-g over D, 
with C being the set where g or f are nonzero and D = {z E B : (@(g))(z) # 0 or (@(f))(s) # 0). 
Otherwise, (G?(f)/r@(g)) E f/g = k f or some constant k E w. In addition, if f is nonnegative, 
then the sets where O(f) and ‘P(g) vanish coincide. 
THEOREM 3.4. Let us suppose that {an} is a sequence of LPOs from 3 to Q with &(l) = 1. 
We assume that f E 3 and g E 3 with g 2 0 and that they satisfy the condition f -mf - g-m,, 
where mf and m, are the essential infima off and g, respectively Then, uniformly with respect 
to x E B, we have 
(%(f )) (x) - mf N (an(g)) (4 - mg. 
PROOF. f - rnf - g - m, is equivalent to writing 
r(g-m,)<f-mf 5R(g-m,), 
where r and R are absolute positive constants. Therefore, we infer from the positivity of ‘P, that 
% (r (9 - mg)) 5 h (f - mf) I % (R (g - mg)) . 
Recalling that each an is linear and that an(l) = 1, we obtain 
T (an(g) - m,) I an(f) - mf I R (@n(g) - mg) 7 
which is equivalent to the claimed thesis. I 
Let us consider a structured linear algebra application of this result. 
A matrix A, of dimension n x n is said to be Toeplitz if its entries are constant through each 
diagonal, that is, A, = (a~) = (ai_j), i,j = 1,. . . ,n. 
More specifically, we consider sequences of Toeplitz matrices related to a real integrable func- 
tion f (the generating function) defined on [-n, ~1 and extended periodically on R. We call A,,(f) 
the Toeplitz matrix whose coefficients ok, k = 0, fl, . . . , fn - 1 are the Fourier coefficients of f, 
i.e., 
ak = S& [l f (x)emiks dx, i2 = -1. 
As a-k = &, we deduce the Hermitianity of A,(f) for every n. 
THEOREM 3.5. (See [?I.) Let f and g be two integrable functions on [-n,n] satisfying the 
condition f - mf - g - mg, where mf and m, are defined as in Theorem 3.4. If X’,“‘(X) denotes 
the minimal eigenvalue of X, then we have 
Xl”’ (An(f)) - mf N A?) (A&)) - m,, 
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that is, the minimal eigenvalue of An(f) tends to mf with the same asymptotic speed of the 
convergence of Xp)(A,(g)) to m 
REMARK 3.1. We note that thegdroofs of Theorems 3.2, 3.3 (see [4]), and 3.4 do not completely 
exploit the linearity. Indeed, the assumptions concerning {an} can be weakened a bit by simply 
requiring the following three properties: 
0 (a,(f) 2 Gn(g) if f I g (monotonicity), 
l Qn(kf) = k&(f) (homogeneity), and 
l @n(f + 1) = @‘n(f) + 1. 
We notice that this fact was implicitly present even in the former Theorem 3.5 because each 
eigenvalue of A,(f) is a nonlinear function of f that satisfies the assumptions previously listed. 
Moreover, we observe that the monotonicity and the homogeneity of {&} imply its positivity. 
As an example of an approximation theory application of the latter results, we cite the following 
analysis in which we characterize the extremal behaviour of the Cesaro operators. 
COROLLARY 3.1. (See [&?I.) Let p be an even nonnegative trigonometric polynomial so that 
p(0) = 0 and let Cn(p) be then th Cesaro sum ofp. Then there exists a trigonometric polynomial b 
of the same degree as p so that it holds that 
(G(P)) (~1 = P(S) + ;b(4, b(0) = b,,(p) > 0. 
THEOREM 3.6. Let C, : L’ + L’ be the nth Cesaro sum and let f : I .+ R. If f -mf N 1~--2,-,1” 
with cy 2 2 and cr finite, then we have 
1 
(G(f)) (20) - mj N -. 
n 
PROOF. The result is a direct application of Theorem 3.4, since the Cesaro sums are linear 
positive operators reproducing the constants and since, in light of Corollary 3.1, for any positive 
integer k, we have (&(pk))(O) = (2/n)bo(pk) N l/n with pk = (2 - 2cos(s))“. Indeed, for any f 
satisfying the assumption f - rnf N Iz - ~01~ with Q > 2 and LY finite, we have 
clpk, (x - 20) < f(z) - mf 5 wk’ cz - 2o) 1 
with cl, q positive constants and 
Finally, for any k and any 20, it holds that (&(pk(. - Q))(X) = (Cn(pl,(.))(z - 20) and 
(G(f (.) - m/)(x) = (G(f(.))(x) - mf. I 
REMARK 3.2. It is interesting to observe that, up to some positive constant, the quantity 
(&(pk))(O) coincides by definition with the quantity T,*(qzk) mentioned at the beginning of 
Section 3 in equation (13). Indeed, from the trigonometric identity 2 - 2 cos(z) = 4sin2(z/2), 
we deduce that pk = (2k)! ’ q2k. Moreover, due to the positivity of the Cesaro operators, it is 
evident that Tz(q2k) = T,‘*(qzk). Therefore, the latter theorem is also a proof of the first two 
equalities displayed in (13), even though there exists a direct but cumbersome proof of it which 
is based on the explicit calculation of TG*(qgk) (see the following remark). Finally, for proving 
that T,*(qzk+l) = 0, it is sufficient to observe that qzk+l(r) = 1/(2k + 1)&k(r) sin(t). Therefore, 
q&.+1(t) is an odd function and since all the kernels of the Cesaro operators are even, we infer 
that (Cn(q2k+l))(Z) is also odd, and since (Cn(qZk+l))( x is continuous, we plainly deduce that ) 
0 = (Cn(qZk+l))(O) = T;(Q2k+l). 
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REMARK 3.3. Let us compute the values T,**(qzj) directly: 
(1 - cos((n + 1)t)) dt, 
but 
and 
J_: (sin(i))“-’ cos((n + 1)t) = 27T(-l)n+l22+2 
Therefore, by rearranging and manipulating the preceding quantities, we get 
lim nT,** (q2j) = 
1 
n-co j(2j - 1) [(j - 1)!12’ 
We can easily extend the results of Theorem 3.6 to the evaluation of the asymptotical extremal 
behaviour of the Cesaro sums. 
COROLLARY 3.2. Let C, : L’ + L1 be the nth Cesaro sum and let f : I -+ R. If f - mf N 
Ix - zo1° with cy 2 2 and Q finite, then we have 
m$ (G(f)) (x) - mf N i. 
PROOF. By following the same argument as in Theorem 3.6, it is enough to prove the result for 
pk(z - x0) = (2 - 2 cos(z - zg))lc, k positive integer number and with 20 = 0. The following three 
relations hold: 
2 
(c&/c)) (x) = Pk(Z) + ;bk(d, 
?‘k N bi2k> 
bk(O) > 0, 
p; = 2kX2”-I(1 + f&(X)), 1 + e,(X) > 0, IX1 < ?Tr. 
From this, it is evident that &(pk) has a unique global minimum for n large enough and this 
minimum is a value x, satisfying the equation 
r .I‘ ~ 1 l/W-l) 
Consequently, lim,,, 5, = 0 and 
m$ (Cnbk)) (x) = (cn (Pk)) (h) 
= ?‘k (xn) + ;bk (xc,) 
N xik + ;bk(O) 
1 
N -. 
n 
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Therefore, the minimum of C,(f) is insensitive to the order of the zeros of f. In this sense, 
the minimal eigenvalue of the Toeplitz sequence {An(f)} associated to f is much more sensitive 
and, in fact, as shown in [7,24], the relation 
A?’ (A,(f)) - mf N L 
12” 
holds when f - mf N ]Z - ZJJ~(~ for every a > 0. It is worth pointing out that the proof of 
Theorem 3.6 has been implicitly done in [8] and [9] by using matrix theory arguments and in 
connection with the problem of the optimal Fkobenius preconditioning by circulants [lo]. 
In the middle, between the “insensitivity” of Cesaro sums and the “sensitivity” of the minimal 
eigenvalue of An(f), we have the asymptotic behaviour of the minimum of the De LaVall&e 
Poussin integrals {Vn(f)}. In fact, by invoking the equations in (9), Theorem 3.4, and the same 
techniques that we used in Theorem 3.6 and Corollary 3.2, the following result plainly follows, 
THEOREM 3.7. Let V, : L1 + L1 be the n th DeLa Vallke Poussin integral and let f : I -+ R. If 
f - mf - 12 - 501~ with CY 2 2 an integer even number, then we have 
m> (v,(f)) (xl - K(f)) (0) - $p 
If cr E (2,oo) is not even, then 
and 
1 
- = 0 (w-df)) (0)). nrd21 
4. THE GENERAL CASE 
In this section, we want to provide a result in the style of the Komleva theorem, but without 
special assumptions on the structure of the involved linear operators {Tn(.)}. 
Let us suppose the following. 
ASSUMPTION Bl. f E C[a,b]. 
ASSUMPTION B2. Each T, is bounded and is exact over the constants, i.e., T,( 1) = 1. 
ASSUMPTION B3. Equation (1) holds, that is, {Tn(.)} is a (pointwise) approximation of the 
identity. 
ASSUMPTION B4. Each T, is just linear and is bounded by a linear positive operator Tn in the 
sense that ]Tn(f>l I Tm(lfl). 
ASSUMPTION B5. There exists a sequence of functions {qj} defined over [a, b] so that qj(t) - tj 
(qe s 1) inaneighbourhoodof0 andf(t) = f(O)+~,k_,cr~(f,O)q~(t)+(c~~(f,~t)-c~(f,O))qb(t) 
for f E Ck and vt E [0, t]. Here the quantity aj(f, s) is a linear combination or simply a smooth 
function of the derivatives off up to the order j and evaluated at the point s (so that relation (4) 
holds). 
Concerning the third request, we observe that it is trivially verified. In fact, by the Riesz 
representation theorem [25, pp. 138-1421 , the linearity and the boundedness of the operator T,(e) 
tell us that, for any z E [a, b], we have 
(TnU)) ($1 = lb f(t) 4&t), 
a 
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where pn,z(t) is a signed measure, over [u,b] [25, Section 6.6, p. 1221 depending on 2 and n. By 
using the classical Jordan decomposition [25, p. 1281 of a signed measure, it is clear that we can 
define &(e) as 
(W))(x) = [f(WiL%Zl(% 
where Ip(.)I denotes the positive measure obtained by p(.) as the sum of the negative part ,u- 
and positive part p+ of the Jordan decomposition of p(.) 1251. It is evident that each operator 
Tn(.) is well defined over C[a, b] and is linear. Moreover, by observing that f = f+ - f-, 
f+ = max{f,O); f- = max{ -f, O}, and that ~l~,~ = &+ - p;,,, it is also trivial to check that 
j(Tn(f))(z)I 5 (pn(lfl))(z) and that pn(I.j) is the minimal linearpositive operator which bounds 
ITn(.)l (to prove this fact, use the Hahan decomposition of [a, b] and the Lusin theorem 1251). 
In addition, though T,(f) converges to f for any continuous function f, the new sequence of 
operators {Tn (f )} is not necessarily an approximation of the identity. To see this, it is enough 
to refer to the operators {X,(f)}, where 
(Xn(f )) (x) = /” f(t) [%nin{++n-l,b}(t) - Cfz(t)] dt 
a 
and 6, denotes the Dirac delta function centered at y. It is clear that the sequence {Xn(.)} forms 
an approximate identity. In fact, for any continuous function f, we have 
and therefore, 
&nW Il&df) - fll = 0, but Jew (I%(f) - f (/ = 3llfll. 
Of course, when the measure ,un,+ is not concentrated, it is more difficult to obtain an explicit ex- 
pression of the measure j~~,~l. As an example, let us consider the De LaVaUe Poussin operators 
{Dn( f)} and for notational simplicity, set n = 2k. Therefore, we have 
@n(f)) (z) = 2 (G(f )) (2) - (G/df ,) (~1 
Hence, if K,(t) = pm(t) denotes the distribution kernel [26] of the Cesaro operator, then the 
distribution kernels associated to CL;,= and CL:,, are Qn,_ (t) and Qn,+ (t), respectively. Here we 
have 
&n,-(t) = Kyn/21 (t) 4cos [ 2(F) -11-, 
&n,+(t) = $/21 (t) 4 [ ,,,(+]+. 
We notice that the kernels do not depend on x, since all the considered operators are in 
convolution form. Moreover, from the latter, we deduce that the Hahan decomposition of I = 
[-x, ~1 is given by the pair of sets (A;,A$) where 
A,= tEI: 4cos2 ($1<0}, 
A;= tEI: 4cos2 ($l>O}. 
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Now from the convergence of the DeLaVallee Poussin operators, we instantly get 
n-+m -n (&n,+(t) -&n,-(t)) dt = 1. s 57 lim 
But sf, Qn,_ (t) dt = cr, is not infinitesimal, and consequently, 
f 
x 
lim sup (Qn,+(t) + Qn,-(t)) dt E limsup&(l) > 1. 
n+oo __K 12’00 
(15) 
In particular, the latter shows that {&(.)} . 1s not an approximation of the identity because 
it does not approximate the constants. However, as shown in the following, the operators 
{(&(.))lm} with x 
Yn = 
s 
(&n,+(t) + &n,-(t)) dt (16) 
--?F 
form an approximate identity. 
It should be observed that the reason for which an is not infinitesimal and for which (15) 
holds pertains to the Hahan decomposition of I and, in particular, pertains to the fact that the 
Lebesgue measure of the set A; is not infinitesimal and indeed is equal to (2~)/3. 
From the preceding example, we can make a general remark. 
REMARK 4.1. The condition under which {pn(.)} is an approximation of the identity coincides 
with the request that the Jordan decomposition of {‘&(.)} has a “negative part” being asymp- 
totically infinitesimal. More precisely, Ve > 0, V’f E C[a, b], 3 A so that 
Tn(f) = P,(f) - hL(fh 
where P,(a) and N,(s) are positive and IINn(f 5 E for any n 1 fi. 
Of course, this situation trivially occurs when (T,(.)} is definitely positive while a nontrivial 
case is discussed in Section 4.2. 
As done in the convolution case, we want to give a Komleva-type result. To this end, let us 
define the following mathematical objects: 
. T,*($) = Tn(qj(t -2))(x), 
l T,**(qj) = %(I& -x)1)(x). 
REMARK 4.2. Since T,*(e) E T,(qj(t -x))(z), qj(s) - sj, so that qS (0) = 0 for s 1 1, and since 
{T,(.)} is an approximation of the identity, it follows that (T,+(qj))(z) --+ 0 as n tends to infinity 
for any x. However, in the proof of the next theorem, we need the uniform convergence, and 
therefore, we require it. 
We also assume the following. 
ASSUMPTION B6. llT,*(qj)ll --+ 0, as n tends to infinity. 
THEOREM 4.1. Assume that Assumptions (B1)-(B6) hold. For k E N, let us suppose that 
T;* (qlc+l) = OK(d) (17) 
and 
T;* (qk) = 0 (T;(qk)) 7 (13) 
as n -+ co (and uniformly with respect to x). If f is k times continuously differentiable, then we 
have 
(Tn(f)) (x) - f(x) - &T; (qj) F’(f, x) 
II 
= o (T,: (q/J), n + 00, 
J=l 
(19) 
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which is an asymptotic expansion a~ in (2) with 4j((n) = T,*(qj). If T,*(q,) = o(T,*(qj)) for 
m > j + 1 and T,*(qj) is not identically zero, for any m 5 k, and if T,*(qj)+(z) does not depend 
on x for some uj(x), then the obtained expansion is of Komleva type. 
PROOF. Since each operator T, is exact over the constants, we deduce that the quantity 
(Tn(f)) (z) - f(x) can be written as 
(Tn(f(t))(x) - (T&f(~))) (~1 = U-W(t) - f(x))) (~1. 
Therefore, by applying a Taylor style expansion and by defining g[=] (.) = g(a: + .), we have 
(Tn(f(t) -f(X))>(x) = T, 
( 
kaj (.f[zl,O) Q(t-“) 
) 
+ Rn,k(f,~) 
j=l 
where 
= & aj (&I, 0) T,’ (qj) + Rn,~(f~ x)7 
j=l 
R+r,(f,s) = (T, ((at (f [I], %t) - ak (f[+o)) qk(t - x,)) (x>, 
As in Theorem 2.1, we set 
= o(1). 
Consequently, if w(g, .) denotes the modulus of continuity of a function g and by observing that 
w(g, .) = w(g[,l, .), we find that 
Ih,k(f, x)1 < 1 (Tn ((111, (f[+ “z,t) - ffk (f[+ 0) qkct - +>> b) 1 
( T;* (qk) + 6,’ (F (i(t - x)Qk(t - X,1,) (x)) 
5 My5yw (f%n) @* (qk) +ck$ @qk+l(t - x,1,) (x)) 
I M Fy” (P. %) ( K* (nk) + CkG’T;* (!?k+l)) 
= My<y‘J (.f? %I) @* (Qk) + ck [T;* (Qk+d IT,* (9k)j]1’2) 
= o(l) (0 (T; (qk)) + 0 CT,* (qk))) = 0 CT,’ (qk)) . I 
It should be stressed that the previous result, although very similar to the Komleva theorem, 
does not lead in general to a Komleva expansion with dj(n) = T,‘(qj). In fact, generally the 
quantity T;(Q) depends on x, since the kernel is not periodic as in the case of convolution 
kernels. Indeed, in the periodic case, we have 
T; (4k) = Tn (bk),z] (6.)) (X) 
CT I ?r bk)(,] (-(x - t)) ‘h(t) dt --x 
I 
7r 
= _-?r qk(t) ’ p,(t) cit. 
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The latter is equal to T,(qk)(O), does not depend on x, and coincides with the definition of TG(qk) 
given in Section 2 for the convolution operators. 
REMARK 4.3. We observe that the result given in Theorem 4.1 has interest only for Ic 2 1. 
Otherwise, when k = 0, the claimed thesis is vacuously true, since it is reduced to the fact that 
{T,( .)} is an approximation of the identity and this is part of the hypotheses. 
REMARK 4.4. If the relations in (17) and (18) hold but are not uniform with respect to x or 
sups IT,*(qj)l does not converge to zero (i.e., Assumption B6 is violated), then Theorem 4.1 holds 
in a pointwise sense. More precisely, for any fixed x in I, we have 
(G(f)) (x) - f(x) - &T; (e) Fj(f, x) = o (T; (qlc)) 7 n + 00. 
j=l 
REMARK 4.5. A result similar to Theorem 4.1 can be obtained as a byproduct of Theorem 1 
in [27] (where the function $(t) is chosen as (t - x)~“). However, while Theorem 1 in [27] applies 
to linear positive operators with qj(t) = tj, Theorem 4.1 is more general because the involved 
operators do not need to be positive and qj (t) can be different from d . 
4.1. Flat ional Expansions 
Now, in order to obtain some expansions in which the infinitesimal terms do not depend on x, 
we have to impose some further restrictions as done in the following theorem. 
THEOREM 4.2. Let Tz(qj) be a “rational-type” expression of the form 
61(x) 
1+ qgI (P&)l~“‘) 
.[ 1 n3y+6 1 + qgI (7q(z)lnqr) ’ (20) 
with y positive constant, b nonnegative constant, and where the values s1 and s2 are positive in- 
teger numbers or can also coincide with M. Under this assumption, the expansion of Theorem 4.1 
is equivalent to the following appealing expansion: 
II @‘n(f)) (X) - f(X) - $ $ $9(f.X) II = 0 (A) 7 n-+00. (21) 
PROOF. The proof is a trivial rewriting of the proof of Theorem 4.1. 
We notice that the coefficients {CYj(f, x)} are independent of n and the terms l/nkr are inde- 
pendent of x, and consequently, the expansion (21) can be easily used in connection with classical 
extrapolation procedures in order to define quickly convergent processes [16,28,29]. 
In particular, as discussed in Section 4.3, these additional requirements are met by all the 
exponential-type operators whose best-known representatives are the Bernstein polynomials. 
4.2. Some Remarks on the Sequence {fn(.)} 
In Remark 4.1, we asked whether the sequence {Tn(.)}, constructed via the Jordan decompo- 
sition of each T,( .), is an approximation of the identity. 
The question is also related to the preceding Komleva-type theorem because its assump- 
tions (17) and (18) with k > 1 and the relations e(O) = 0, for j 2 1, imply that 
;il @I ((qk)[,] b))) cx) = O, 
)‘t (in ((qk+l&.] (-*,>> cx) = O, 
(22) 
(23) 
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for any fixed 2. Consequently, the sequence of operators {pn(.)} approximates the two families 
of functions { (qk)iz] ( -.)}z and {(qk+l)ls](-.)}z at least at the point z where they all vanish. 
Now let us take for simplicity qj(t) = tj ( we are in the general case and this is the most natural 
choice). The following result links the Komleva-type Theorem 4.1 and the approximability of any 
f E CL4 by {f”(f)) via the powerful theorem of Korovkin [19] . First, we recall the Korovkin 
theorem and then we prove our result. 
THEOREM 4.3. (See [19j.) Let 0 be the linear space of the continuous functions on a suitable 
interval I = [a, b] and let {an(.)} b e a sequence of linear positive operators from p to the space 
of functions defined over I. If {Qn(pi)} uniformly converges to pi, for i = 1,2,3 and n going to 
infinity, {pi}fzl being a Chebyshev set [Ml on I, then, for any function f E 0, {(a,(f)} uniformly 
converges to f. The same statement holds if the “uniform convergence” is replaced by “pointwise 
convergence”. 
Observe that, in the case of 2x-periodic functions, i.e., G = CZ~, three canonical test functions 
are 1, cos(t), and sin(t). In the algebraic case, i.e., E = C[a, b], the very classical choice is given 
by 1, t, and t2, b > a 2 0. 
. 
THEOREM 4.4. Let {T,(a)} b e as in Assumptions (EU-(B6) with e(t) = tj, and let &(a) be 
constructed via the Jordan decomposition of T,(.). Let us assume that (17) is fulfilled with 
k = 0,l and Fn(l) = ~~(1 + o(l)), where cyn d oes not depend on x. Then, for any f E C[a, b], it 
holds that 
( > G(f) (x) lim 
n+oo ^In 
= f(x). 
If (Ii’) holds uniformly in x and Tn((qj)rxl(-‘)) converges uniformly to zero for j = 1,2, then 
lim ‘(f) _ f = 0. II II 72-00 ?ia 
PROOF. From the assumptions, from (17) with k = O,l, and since {T,(.)} is an approximate 
identity, we get 
(T,(l)) (x) = %I (If t;)(x)) 1 
(T,(z - t,) (x) = e:)(x), 
(k ((x -V)) (xl = 4% 
where, for any fixed x, we have 
;iir@(x) = 0, i = 1,2,3. 
With simple manipulations involving the linearity of the operators {Fn(.)}, we get 
(ml)) (xl = -in (1+ 4%)) , 
(w)) (xl = 778 (1+ 4?(x)) *X-En ‘2’(x), 
(G (t’)) (x) = ?n [1+ E;)(Z)] . x2 - 2x&x) +$‘(x). 
In addition, the quantity 7% is such that its liminf (as n tends to infinity) is not less than 1. 
In fact, we have Tn(l) = ~~(1 + o(l)), yn(l) 2 T,(l), and {T,(l)} converges to 1 as n goes to 
infinity. 
814 F. COSTABILE AND S. SERRA CAPIZZANO 
Therefore, the scaled sequence of operators {Fn(.)/y,} 1s well defined, is positive, and satisfies 
the Korovkin test with (pi}f=r such that pi(t) = tie’. Finally, the application of Theorem 4.3 in 
the case of the “pointwise” convergence yields the claimed thesis. 
Of course, when the relationships considered in the assumptions are fulfilled uniformly with re- 
gard to 2, the application of Theorem 4.3 in the “uniform” convergence case shows that (F’(+)/y,,) 
is an approximation of the identity. I 
REMARK 4.6. The assumption that qj(t) = tj is not completely essential in Theorem 4.4, and 
therefore, can be dropped if we assume that qj(t) - t’ over the whole definition set (a stronger 
version of Assumption (B5)). H ere we give a sketch of the proof. Following the same argument 
as in Theorem 4.4, we obtain that 
(C(1)) (x) = 772 (I + C(z)) 7 
(El (q1(t - 4,) (XI = @(4, 
(G (c/2@ - 4,) (XI = L3?4. 
But e(t) - tJ over the whole definition set. Therefore, there exist positive constants cl, cp, dr, 
and ds such that 
c1q1(t-2) <t--z 5 caQ(t-~), dlqz(t-s) L (t-sJ2 Id2q2(t -z). 
Consequently, the monotonicity of ?n (recall that it is an LPO) implies that 
(rl.,(l)) (xl= “ln (1+ epw) ,
(T,(t - x)) (x) = ei2)(x), 
(i’, ((t - x)“)) (~1 = 4?(x), 
(m) (xl = 772 (1 + t;)(4) ,
pat)) (x) = “ln (1+ eP’(x)) .x-en ‘2’(47 
(G (t’)) (X) = “In [l + E?)(X)] . x2- 2xep)(x) + ei3)(x), 
and the proof can be completed as in Theorem 4.4. 
REMARK 4.7. When the operators are in convolution form, it is always true that the quantity 
(T,(l))(z) = ~~(1 +E~)(x)) does not depend on x (&‘)(x) E 0) due to the periodicity structure of 
the involved integrals. Therefore, the assumption of the Komleva theorem with Ic = 1 implies that 
{pn(.)/y,} is a pointwise approximation of the identity. For instance, the operators {xn(.)/y,} 
are an approximation of the identity with bin = 3 and {&(.)/m} are also an approximation 
of the identity with “(n defined in (16). Here, &(.) and Dn(.) are the operators defined at the 
beginning of Section 4. 
REMARK 4.8. The assumption concerning the relation (T,(l))(x) = ~~(1 + &l)(z)) with E;)(Z) 
infinitesimal is necessary and cannot be removed. Take, for instance, {T,(.)} such that 
(Tn(f)) (X) = lb f(t) [(2 f X2 f n-‘) 6mi”{z+n-1.b}(t) - (I + X2) 6,(t)] dt. 
(L 
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Of course, {z’,(.)} approximates the identity, but for any 8,, the sequence {B;l?n(.)} does not 
because {&(.)/(3 + 2x2)} is an approximation of the identity. On the other hand, the latter 
example simply suggests an extension of Theorem 4.4 as follows (see also [30]). 
THEOREM 4.5. Let {T,,(.)} b e as in Assumptions (l31)-(B6) with e(t) w tj over the whole 
definition set. Let pn(+) be constructed via the Jordan decomposition of Tn(.). Let (17) be 
fulfilled with k = 0,l. Then, for any f E C[a, b], it holds that 
lim (We) (xl 
n’co T,(l) (z) ( > 
= f(xl. 
If (17) holds uniformly in 2 and F’((qj)[ll(-‘)) converges uniformly to zero for j = 1,2, then 
lim G(f) - f = 0. 
n-cc T,(1) II II 
4.3. Relationships with the Bernstein and Exponential Type Operators 
Let us start with the definition of the operator class we want to deal with. 
DEFINITION 4.1. (See [15].) Let W( n, x, t) 2 0 he a kernel of distribution and 
(T&f)) (x) = Jd” w(n, 2, t)f(Q dt (24) 
be a positive operator on C[a,b] (a,!~ may be foe) into CF’[a,b]. (T,(.))(x) is said to be an 
exponential-type operator if 
s b W(n, 2, t) dt = 1 a 
and 
$W(n,x,t) = LW(n,x,t)(t-2). 
p(x) 
(25) 
(26) 
Here p(x) is a polynomial of degree 5 2 and is strictly positive on the open set (a, b). The 
operator is said to be regular if it further satisfies 
s 
6 
W(n, 5, t) dx = a(n), (27) 
a 
where a(n) is a rational function of n with u(n) --) 1 as n -+ co. 
If If(z)1 I N x ) f or some growth-test function $J, then the following relation 
,J& G%(f)) (3) = f(x) (28) 
holds at each point of continuity. When f is globally continuous on [a, b], we have T,(f) ap- 
proaching f uniformly with respect to the usual )( . IJco norm. Therefore, relation (1) is satisfied 
and, in addition, equation (25) is equivalent to the exactness of the considered operators over the 
constants. 
It is worth noticing that the convergence of Tn(f) is very slow. In fact, a Voronowskaja-type 
relation holds in the sense that, given IfI 5 ~9, when fc2)(x) exists, then 
&n_n [(T&f)) (x) - f(x)1 = i~(x)f’~‘(x). (2% 
816 F. COSTABILE AND S. SERRA CAPIZZANO 
Therefore, in the case where fc2)(z) # 0, the order of approximation to f(z) by (Tn(f))(x) is 
exactly 0 (l/n). 
In [16], we presented new classes of (nonpositive) operators obtained as linear combinations of 
exponential-type operators by means of a extrapolation procedures. Of course the effectiveness 
of this idea is based on the existence of an asymptotic expansion formula with regard to the pa- 
rameter h = n- 1 for the operator Tn(f). Actually, in [28], we proved this result for the Bernstein 
polynomial B,(f), which is a special exponential-type operator, while we fully generalized this 
idea to the general exponential-type operators {T,(.)} in [16]. 
Here we show how to connect this result to the algebraic version of the Komleva theorem. 
In the preceding section, we observed that the existence of an expansion of form (21) can be 
simply obtained if we impose that T,*(qj) be a “rational-type” expression of form (20). Here we 
show that this condition is trivially verified by all the exponential-type operators, and therefore, 
the asymptotic expansions found in [16] are now a simple corollary of the general Komleva 
Theorem 4.1. 
PROPOSITION 4.1. Let us assume that the derivation under the sign of integral with respect to x 
is allowed in equation (24). Then each T;(qj) with qj(t) = tj is a polynomial of z and n-l. 
Therefore, each T,* (qj) can be expressed as a special case of form (20). 
PROOF. Since T,‘(qj) = T,((t - z)j), the claimed thesis holds if we prove that each T,(t’), s 5 j 
is a polynomial of z and n-l. 
Let us call Tm(qj) as K(n,j,z) and consider &K(n,j,z) for j 2 1. Use equation (26). Then 
we easilv obtain 
fp,x x) = -K(n, j + 1, z) - j . K(n,j - 1,x). 
P(X) 
The application of (25) gives the initial condition K(n,O,z) = 1, while K(n, 1,x) = x by the 
application of (26) to &-K(n,O,z). Moreo ver, by rearranging the preceding displayed equation, 
we obtain 
K(n,j + 1,x) = [$K(n,j,x)] + +j? .K(n,j - 1,x). 
The use of an inductive argument concludes the proof of the first part. For the second part, it 
suffices to recall Theorem 4.2. 1 
In addition, what the proof of the latter proposition shows is that condition (20) can be satisfied 
in more general assumptions on the distribution kernels {W(n, x, t)}. In fact, in place of (26), 
we can require that T,*(t”) fulfills equation (20) for any 0 5 Ic 5 v - 1 and that 
&WC n,x,t) = - q(n, x) W( 
P(X) 
n, xc, t)(t - ICY, 
where 
0 p(x) is a strictly positive polynomial over (a, b); 
l q(n, x) is a rational function of x and a polynomial function of n having degree at least 1; 
and 
0 v is a strictly positive integer. 
Finally, we want to recall the following important proposition holding for exponential-type 
operators. 
PROPOSITION 4.2. (See [15,16].) Let qj(t) = tj. Then it holds T,*(qj) = O(n-rj”l). 
By using the results of the latter two propositions and the general expansion found in Theo 
rem 4.1, for any function f E C[a,b], we deduce the following relation: 
(31) 
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with y = l/2. Therefore, for all the exponential-type operators, the order of approximation 
that we can obtain by using classical extrapolation procedures is, roughly speaking, the one 
of the square root of the best approximation error (see also [16,28]). We recall that a similar 
result was found in [16] by using a direct approach, but the framework obtained here is much 
more general and flexible, and therefore, can be used in a wider context including, for instance, 
operators satisfying (30). Furthermore, a possible direction of research to be considered is the use 
of asymptotic expansions and extrapolation techniques in the multivariate setting. For instance, 
an analysis along these lines which contains a multivariate generalization of the results of [28] in 
the case of a mulidimensional simplex can be found in [31]. 
Finally, we point out that the exponential-type operators contain a wide variety of classical 
operators as the following partial list demonstrates. 
POST-WIDDER OPERATORS. 
nn O3 
G(f)) (xl = &jj ; ()I e -wylf(q &, o 
with p(s) = x2. 
GAUSS-WEIERSTRASS OPERATORS. 
(Tn(f)) (x) = Elm e-n(t-2)*/2f(t) dt, 
cm 
with p(x) = 1. 
BERNSTEIN POLYNOMIALS. 
with 
Pn(f)) (xl = FL(f)) (x) = 2 (;)xv - XYf (f) , 
u=o 
W(n,x,t) = 2 z 0 zV(l - z)“-“6,,,(t), I=0 
where 6,(t) is the Dirac delta function at t, a = 0, b = 1, p(x) = x(1 - x). 
SzAsz OPERATORS. 
with a = 0, b = co, p(z) = z. 
BASKAKOV OPERATORS. 
(32) 
(33) 
(34) 
(35) 
(36) 
(37) 
where {a} is a family of real-valued functions given in [15]. Notice that the related kernel is 
(38) 
We remark that, in all of the cases in which the kernel is defined by using some Dirac’s deltas, 
the quoted integral relation of the definition should be intended in the sense of distribution [26, 
Chapter 61. 
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Table 1. 
Infinity Norm Error Evaluation Points Degree of the Approximant 
0.0436 6 5 F 
0.0219 11 10 
0.0109 21 20 
9.1734 * 10-e 21 20 
3.0691* lO-‘j 31 20 
1.3482 * lO-‘j 58 20 
4.4. Numerical Evidence 
We want to discuss some numerical tests in order to prove the effectiveness of numerical proce- 
dures baaed on the asymptotic expansions discussed in this paper. We will consider extrapolation 
techniques applied to Bernstein polynmials. The following tables will contain several types of 
information. The vector mask c = [cl, cg, . . . , ck] with positive integers cj means that we are con- 
sidering the extrapolation of Bernstein polynomials (B,,(f))(z), . . . , (&,(f))(x) that we denote 
by E(c, f, z). The infinity norm error measures the infinity norm of E(c, f, zr) - f(z) and the last 
two headings identify the number of evaluation points involved by E(c, f, ST) and its degree. 
In the first example, we take the smooth function e”. 
The first three rows are related to the approximation of f(z) by (&(f))(z) with n = 5,10,20. 
From the halving of the error, it is evident that the first term of the asymptotic expansion behaves 
like c(z)/n in perfect agreement with the theory. It is also evident as a linear combination of the 
same (B,(f))(z) with n = 5,10,20 leads to a much smaller error (of order 10w6). It is evident 
that the same extrapolation technique applied to (&(f))(z) with n = 10,15,20 or 18,19,20 
slightly reduces the error, but with a substantial increase of the number of the evaluation points. 
The second example is f(z) = l/(1 + 25(2x - 1)2) which is the Runge function with the affine 
change of variables sending the interval [-5,5] into the basic interval [0, 11. This example is of 
interest due to the fact that the Lagrange interpolation on the uniformly spaced mesh is divergent 
as n tends to infinity. As we can see from the first three rows, the Bernstein approximation process 
is convergent but is really slow. This slowness has two reasons. The first is the canonical one since 
the first term of the error c(z)/n is linear and the second comes from the Voronowskaja result 
since the function c(z) equals p(z)f(2)(z)/2 and fc2)(0.5) = -200, which is quite big and explains 
the loss of two digits of precision with respect to the preceding example. It is also evident that 
the extrapolation accelerates the convergence, but in an unsatisfactory way, since the functions 
appearing in the asymptotic expansions are combination of derivatives of higher order whose 
infinity norms grow in a sensible way. Finally, we point out that a real implementation of these 
techniques requires a careful error analysis, since the algorithmic error can affect the solution 
very much, due to severe cancellation effects. 
Table 2. 
Vector Mask Infinity Norm Error Evaluation Points Degree of the Approximant 
PO1 0.4896 11 10 
1201 0.3796 21 20 
1 [30] 1 0.3156 1 31 1 30 
1 [29,30] 1 0.1640 ) 59 1 30 
[28,29,30] 0.1008 86 30 
[27,28,29,30] 0.6530 * 10-l 110 30 
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