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Abstract
Propagation tools are the cornerstones o f the design and planning of communications 
networks. The aim for greater accuracy and faster computation are two o f the conflicting 
demands placed on propagation models. Usually models characterised hy a high level of 
accuracy are inherently slow and vice-versa. So very often a compromise hetween these 
two parameters has to he made hy the network planner. Given such a situation an 
investigation into the speed-v/s-accuracy performance of models is a worthwhile 
endeavour.
In this thesis, we have identified two reference models, the Narrow Angle Paraholic 
Equation (NAPE) and the slope Uniform Theory o f Diffraction (STD-UTD), from the 
full-wave and canonical classes o f propagation models. A description o f the underlying 
principles o f these reference models is made. We have sought to improve the speed-v/s- 
accuracy performance o f the reference models hy an appropriate selection o f input data. 
The aim is to improve the speed o f the NAPE model and the accuracy o f the STD-UTD 
model by focusing on the obstacles o f significance in terms o f diffraction. The modified 
models thus obtained are the NAPE-free space (NAPE-FS) and Selected Edges slope 
UTD (SE-UTD). The input data selection procedure o f the modified models is addressed. 
New hit rate metrics to assess the accuracy of the models have been developed.
The models have been run in a rural (terrain-only) environment and a speed-v/s-accuracy 
analysis has been carried out. It has been found that the NAPE-FS brings a higher saving 
in runtime for profiles with significant height variations while maintaining reasonable 
accuracy. The SE-UTD model has also an improved performance for such profiles. In 
addition, predictions have been made using UTD-based models in an urban environment. 
The analysis shows that the SE-UTD is not suited to urban environments with 
significantly uneven building height distributions.
Key words: Parabolic Equation, slope-UTD, hit rate metrics, speed-v/s-accuracy 
performance.
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Chapter 1 Introduction
1. Introduction
1.1 Importance of radio-wave propagation modelling
The shift from second generation (2G) to third generation (3G) mobile networks has 
brought about a set o f new challenges to radio network planners. Whilst voice-based 
services used to be very dominant in the past, the current trend is towards multimedia- 
based services involving a combination o f voice, text and video. In modem mobile 
networks, there is increased emphasis at the network design stage on finding a balance 
between conflicting requirements such as: high quality services as mentioned above, 
maintaining good spectral efficiency and minimising maintenance costs of the future 
network.
The design of any new network is underpinned by the availability o f wave propagation 
models to determine the propagation characteristics of the network. Before the rollout o f a 
network, predictions are made using accurate and reliable models. These can be 
complemented by measurement campaigns carried out over specific areas o f the relevant 
site. It is too costly and time consuming to carry out an exhaustive measurement 
campaign. On the other hand, it is not advisable to rely solely on predictions. A 
combination of measurements and predictions has been proven to be an effective tool in 
the design and optimisation of networks [Saunders 02]. The use of measurements and 
predictions gives the radio network planner a reliable picture o f the coverage provided by 
the network. Optimum base station locations can be determined to provide adequate 
coverage. However, coverage is not the only aspect to bear in mind. Given the aim of 
achieving high capacity via frequency re-use of limited spectral resources, interference 
management is critical. To achieve this, propagation models again come into play, since 
they allow the field strength to be predicted at different points in the network. Hence the 
size and shape of the cells can be optimised in order to minimise interference. In the same 
perspective, predictions give a fair idea o f the average transmitter power to be used whilst
1
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maintaining proper coverage and taking into account interference on other users. Using 
the appropriate average transmitter power helps to make savings on this resource.
1.2 Propagation models
An increasing number of people want access to information on the move and anywhere. 
In response, cells have evolved into a wide range o f sizes (see Fig 1.1), from the pico-cell, 
the micro-cell, macro-cell and mega-cell, in order to provide seamless services to the 
user.
SATELLITE
I I I J U J L
ZONE 4; GLOBAL
Z O N E S; SUBURBAN
ZONE 2 
URBAN
Z 0 N E 1
<N -B U ILD IN G
ICRO-CELL*
Fig 1.1 Range of cells in a wireiess communications network
The pico-cell is usually designed for in-building coverage supporting very high data rates. 
The size of the pico-cell can be restricted by the walls of a room and/or the room 
contents. The micro-cell is designed to provide coverage in urban areas, i.e. propagation 
along streets or street-to-building. It is characterised by high traffic densities and a cell 
radius of around 500m. The base station antenna is usually mounted below rooftops. The 
macro-cell provides services to mainly rural and sub-urban areas with medium traffic 
density and has a cell radius of generally between one to a few tens o f kilometres. In this 
case, the base station antenna is usually above surrounding buildings. As for the mega­
cells, coverage is generally provided by satellites or high altitude platforms (HAPS).
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Given the above range o f environments covered by cellular systems, there is a wide 
spectrum o f  propagation models that work optimally in each particular set of 
environments. An exhaustive description o f these models can be found in [Saunders 99]. 
This family o f propagation models can generally be divided into two classes: (i) 
deterministic models and (ii) empirical/statistical models. In our research, we will be 
mainly interested in propagation within urban and suburban/rural areas, with a particular 
focus on deterministic propagation models. This category o f propagation models can be 
further sub-divided into canonical and full-wave models as shown by Fig 1.2.
Propagation models 
Deterministic Empirical and
models statistical models
Canonical Full-wave
models models
Fig 1.2 Classes of propagation models
Canonical models involve the representation o f a terrain profile as canonical objects such 
as knife-edges, wedges or cylinders. Ray theory is used to individually model the various 
propagation mechanisms such as reflection, refraction and diffraction amongst others. On 
the other hand, full-wave models such as the parabolic equation [Levy 90] or the integral 
equation [Hufford 52] are based on an approximation to Maxwell’s equations and can 
consider all the propagation mechanisms in one step. Indeed in such cases, the whole 
terrain profile is considered.
The reasonable complexity o f ray theory lends the canonical models to be 
computationally fast. However the approximation o f the terrain profile to simpler 
geometrical structures results in a loss in accuracy in the predictions. On the other hand, 
full-wave models being a closer physical representation o f reality may provide better 
accuracy. However because the implementation o f a numerical solution to Maxwell’s
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equations or the wave equations can be quite involved, the full-wave models tend to be 
computationally slower than the canonical models. In both model classes, the formulation 
of the model relies on certain approximations, and the validity o f these assumptions has a 
decisive impact on both the accuracy and the computation time.
1.3 Objectives
As highlighted in the previous section, models that are characterised by high accuracy 
tend to be computationally slow and vice-versa. A radio network planner seeks for an 
appropriate combination o f both computational speed and accuracy. Very often a 
compromise has to be made, which is often guided by the specific system needs and the 
link margin available. This compromise is a common feature o f propagation models.
An accurate propagation model gives the radio network planner a higher degree of 
confidence whilst designing the network. A computationally fast model is sought because 
a greater number o f predictions can be made in a limited period o f time. This may speed 
up the network planning process by allowing a greater number of base station set-ups to 
be investigated so as to find the optimum one in terms o f coverage and minimisation of 
interference.
In light o f the above, the aims of this research are to:
• Improve the speed-v/s-accuracy performance of two propagation models (used
subsequently as reference) by an appropriate selection of input data. Our objective
is to improve the computational speed o f one o f the reference models and improve 
the accuracy o f the second reference model.
• Assess the modified models against the reference models in terms of
computational speed and accuracy, in rural and urban environments. This 
assessment should enable us to ascertain if  the improvement in speed-v/s-accuracy 
performance has been achieved. We also aim to find any correlation between the 
performance o f the modified models and the environment over which they are 
used.
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1.4 Outline of thesis
• Chapter 2 : A description o f the narrow angle parabolic equation (NAPE) is given. 
The historical background is first covered and the derivation o f the NAPE from 
the wave equation is provided. A solution to the NAPE is sought using an implicit 
finite difference method. The various parameters associated with such a solution 
are also investigated. Finally the model is validated against the work o f other 
researchers. The NAPE is our first reference model.
• Chapter 3: In this chapter we look into a few canonical models and assess their 
relative merits. We choose to investigate the Uniform Theory o f Diffraction 
(UTD) model in greater depth and describe its evolution from Geometrical Optics 
(GO) to the slope-UTD model. The slope-UTD model is selected as the other 
reference model.
• Chapter 4 : We have thus far chosen a reference model from each o f the canonical 
and full-wave classes of deterministic propagation models. The terrain data 
selection of these reference models will be altered to yield, so called modified 
models; namely the NAPE free space (NAPE-FS) and Selected Edges slope-UTD 
(SE-UTD) models. A description o f the terrain data selection for each o f the 
modified models is included. We also try to argue the case for why such a terrain 
data selection may result in improving the speed-v/s-accuracy performance o f the 
reference models. To gauge the accuracy o f the propagation models, we have 
developed hit rate metrics which are obtained by comparing the predictions and 
measurements on a point by point basis at a given path loss threshold. First order 
statistics are also used to assess the accuracy o f the models.
• Chapter 5: The modified models and the reference models are run on the Aalborg 
terrain database and the Stockholm database (urban environment). These 
databases have profiles with different characteristics and allow us to better 
identify the strengths and limitations o f the models used. The predictions for each 
profile are assessed against measurements. The speed-v/s-accuracy performance 
o f the modified models is analysed with respect to that o f their respective 
reference model.
Chapter I Introduction
Chapter 6: In the last chapter, appropriate conclusions are drawn in the light o f the 
results obtained which are set against the initial objective o f this research. Based 
on these, a set o f recommendations for future work is made.
1.5 Achievements
•  Implementation o f a NAPE model in Matlab. This model allows the user to 
choose between a diffracting non-local boundary condition and absorbing layers 
as upper boundary conditions. The conductivity o f the terrain can also be set. The 
model has been validated against measurements. It has also been validated against 
predictions by other researchers who have used the parabolic equation or the 
integral equation method.
•  Modification o f the input data selection o f  two reference models to yield modified 
models in an attempt to improve the speed-v/s-accuracy performance o f the 
reference models.
• Developed new hit rate metrics, which are tools to gauge the accuracy o f 
propagation models. These metrics are complementary to first order statistics.
• Carried out a speed-v/s-accuracy analysis o f the modified models with respect to 
their reference models in rural (terrain-only) and urban environments.
• Publications:
>  Owadally A S, Montiel E and Saunders S R, A comparison o f the accuracy 
o f  propagation models using hit rate analysis, IEEE Vehicular Tech. 
Conference Fall, Atlantic City, Vol. 4, No. 54N D ,pp 1979-1983, 2001.
> Owadally A S and Saunders S R, Performance analysis o f modified terrain 
propagation models against their reference models in terms o f speed and 
accuracy, ICAP 2003, Vol. 1, pp 43-46, 2003.
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2 Narrow Angle Parabolic Equation (NAPE) 
model
In this chapter, we will first give a hrief comparison hetween two full wave methods, 
namely the Integral Equation (IE) and the Parabolic Equation (PE). We choose to use the 
PE in our research for reasons given in §2.1. A more detailed description o f a variant of 
the PE, namely the Narrow Angle Parabolic Equation (NAPE) is subsequently given. A 
historical review of the origins o f the PE is described. This will be followed by a 
derivation of the NAPE from the wave equation along with the necessary assumptions 
made on the way. The solution to the NAPE can be brought about using two techniques, 
namely the Split Step Fourier (SSF) method and the Implicit Finite Difference (IFD) 
method. An overview of the first one will be presented and a more in depth analysis o f the 
latter will be given. Pre-requisites to a solution o f the NAPE, such as the lower and upper 
boundary conditions, and the use o f a source, will be discussed in some detail. We will 
also analyse how path loss values are extracted from the solution o f the NAPE. Lastly, we 
will validate the NAPE model against a set o f measurements carried out in Aalborg, 
Denmark.
2.1 Integral Equation (IE) method
Using Green’s theorem, [Hufford 52] developed an integral equation for the attenuation 
factor over homogeneous irregular terrain. Backscattering effects were ignored and it was 
also assumed that there are no variations of the terrain transverse to the direction of 
propagation. Hufford also assumed that the surface is generally flat. [Ott 70] reported that 
the solution to Hufford’s IE formulation will experience numerical instabilities at 
frequencies greater than 10 MHz. Consequently, an alternative integral equation o f the 
attenuation function was derived hy [Ott 71]. The compensation theorem has also been 
used by [Monteath 73] to derive the integral equation. According to [Wu 88], the above 
IE treatments all assume a generally flat profile.
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The attenuation factor is generally expressed as a Volterra integral equation o f the second 
kind; with the unknown attenuation factor being in the integrand. Numerical solutions to 
the integral equation are presented in [Wagner 53]. A comparison of four numerical 
solutions such as the linear approximation or the quadratic polynomial approximation 
amongst others is given in [Wu 91].
As regards the PE, it is derived from the wave equation by making use of a paraxial 
approximation. If  propagation in a 2D plane is to be considered then it is also assumed 
that the profile does not change transverse to the direction o f propagation. However 
backscattering effects can be accounted for as mentioned in §2.3. The PE can be solved 
using Fast Fourier techniques or finite difference schemes. The PE method will be 
described in greater detail in the subsequent sections.
It has been mentioned in [Brennan 98] that a solution to the IE implemented by [Hviid 
95] is very slow. [Brennan 98] proposed a tabulated interaction technique to decrease the 
computational time. However this technique is valid for fiat terrain profiles. On the other 
hand, the PE can be solved using Fast Fourier techniques as described in §2.4.1 and these 
can also be used for wide angle propagation problems where the profiles have rapid 
height variations [Levy 00]. Unlike the IE, the PE can account for changes in refractive 
index of the atmosphere [Hviid 95]. Another advantage of the PE is that the field over a 
2D plane (assuming we are using a 2D parabolic equation) is determined in one run o f the 
simulation. This allows one to find the variation o f the field over a range o f heights and 
distances behind an obstacle. Given the above reasons, we have decided to select the PE 
as our reference full wave model.
2.2 Historical background of the PE
In 1946, Leontovich and Fock [Leontovich 46] used the PE to model the propagation o f 
electromagnetic waves along the surface o f the Earth. They investigated propagation over 
a plane and spherical earth surface. In these early days, little interest was shown in this 
method probably because of a lack of numerical techniques and computing power. 
However in the 1970s, the PE was developed by the underwater acoustics community for 
sonar propagation. This step forward, spearheaded by Tappert and Hardin [Tappert 73],
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was brought about using a split step technique in conjunction with a Fast Fourier 
transform to provide an efficient numerical solution to the PE. A review o f early work on 
the PE carried out by the underwater acoustics community can be found in [Tappert 77]. 
More recently, Lee et al [Lee 00] have also reviewed the main PE advances in underwater 
acoustics, and have focused on the recent contributions from 1994 to late 1999. The 
expertise acquired by the underwater acoustics world has been drawn upon by different 
workers in the electromagnetics community to apply the PE method to tropospheric 
propagation [Craig 88, Craig 91, Dockery 88, Barrios 94], target scattering and radar 
cross section computations [Levy 98, Levy 96] and propagation modelling over irregular 
terrain [Levy 90, Levy 91, McArthur 92, Kuttler 00] amongst others. A good reference on 
the PE for electromagnetic wave propagation can be found in [Levy 00]. The PE 
algorithm along with other components such as the boundary conditions, are expounded. 
A couple o f sections on the use o f PE for 3D modelling are also included. Other examples 
o f 3D modelling using the PE can be found in [Popov 99], [Zaporozhets 96, 99]; and 
[Zelley 97, 99]. For the purpose o f this thesis, our investigation o f the different 
propagation models will be centred on two-dimensional space. We will therefore focus on 
the NAPE in 2D; the derivation of which, is carried out in the following section.
2.3 Derivation of the NAPE
The starting point for the derivation o f the NAPE is the two-dimensional scalar wave 
equation as shown in Eqn 2.1 [Levy 00]. For the purpose o f this derivation, it is assumed 
that the refractive index o f atmosphere is unity. However the refractive effects will be 
taken into account implicitly by adjusting the terrain heights using a formulation based on 
the effective earth’s radius [Rice 67].
^ a '  a '
C/(x,z) = 0 [Eqn 2.1]
where: x : range [m] 
z : height [m]
: wavenumber in vacuum [m’ ]^
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U (x,z) stands for the appropriate field component. For horizontal polarisation, the 
electric field has only one non-zero field component, E y , and for vertical polarisation, the 
magnetic field has only one non-zero field component, H y. Hence, for a horizontal 
polarisation case, U(x, z) = E y, and for a vertical polarisation case, U(x, z) = H y.
In general, we are interested in variations o f the field on a scale larger than a wavelength; 
i.e. we are interested in the local mean variation of the signal and not the fast fading 
effects. The latter is dependent on sub-wavelength scattering effects and statistical models 
are required to take it into account. The rapid phase variation can be removed by 
expressing U {x,z) as a slowly varying amplitude term, u{x,z), and a fast varying phase 
term in %.
[/(x ,z) = w (x ,z )e '^  [Eqn 2.2]
u(x,z)  is known as the reduced function and is slowly varying in range for waves which 
travel in directions almost parallel to the % axis. Substituting Eqn 2.2 in Eqn 2.1, we have 
the wave equation in terms o f u{x,z).
ydx^  ^ dx dz^ j
w = 0 [Eqn 2.3]
The above equation can be factorised into a forward and backward travelling wave 
component as shown below:
dx
1 6^where the differential operator, q =
We make a paraxial approximation by assuming that all the energy propagates close to a 
preferred direction, as shown in Fig 2.1. In the present case, the preferred direction (or
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paraxial direction) is chosen to be the positive x direction. The forward travelling wave 
component, is along the paraxial direction, and will therefore be o f interest. It can be 
rearranged to
[Eqn 2.5]
A consequence o f the above paraxial approximation is that any backscattered field is 
ignored. However it should be noted that a two-way PE as defined by Collins [Collins 
92], is able to take backscattering into account.
Height, z
Paraxial direction
Range, x
Fig 2.1 Propagation at angles close to the paraxial direction
Owing to the presence o f the square root term, it is difficult to numerically solve Eqn 2.5. 
Hence an approximation to the square root term is required and we assume that the 
expansion for the square root function can be applied in the above case [Levy 00]. Using 
a first order Taylor expansion o f the square root,
^1  +  9  %  14-  qf2 [Eqn 2.6]
We can make the above approximation because we have previously assumed that the field 
is slow varying in, z , about the direction o f  propagation. A formal analysis o f the 
meaning o f the operator, q , is given in [Levy 00].
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Substituting Eqn 2.6 in Eqn 2.5, we obtain
ÔU j  d^u
dx 2k^
[Eqn 2.7]
where, as mentioned by [Zelley 96] the reduced function, u{x, z )=  A 
= ^ o (co s6 '- l)  [m"']
[m"']
6 : propagation angle with respect to horizontal [®] 
and A is the amplitude.
Eqn 2.7 is a parabolic equation since it has a first order derivative in x and a second order 
derivative in a transverse direction, z . Eqn 2.7 represents the Narrow Angle Parabolic 
Equation (NAPE) and is valid for propagation angles within about 15® from the paraxial 
direction [Levy 92]. The approximation to the square root term has an impact on the 
range o f angles to which the PE is applicable. For problems involving larger propagation 
angles, rational approximations can be used. I f  a (1,1) Padé approximant [Smith 85] is 
used for the square root as described in [Levy 92], the PE is applicable for propagation 
angles up to about 45®. An analysis o f the differences between the narrow angle and the 
wide-angle PE, and their relative merits, has been carried out by [Kuttler 99]. However 
for long range propagation problems, the propagation angles involved are o f  the order o f a 
few degrees. Hence the NAPE can be used to model such problems.
It should also be mentioned that the NAPE, as derived previously, is the same for both 
horizontally and vertically polarised sources, except that the variable u represents the 
transverse electric field component and transverse magnetic field respectively. Horizontal 
or vertical polarisation is implemented by the boundary conditions enforced at the surface 
o f the Earth [Dockery 91].
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2.4 Solutions to the NAPE
Having derived the NAPE in the previous section, we will now investigate the different 
ways o f solving the NAPE. The approximation of the wave equation to the parabolic 
equation bears significance when a numerical solution is sought. This is because the latter 
is easier to compute for a parabolic equation.
The wave equation is classed as an elliptic equation within the family of partial 
differential equations. As such the boundary conditions must be specified on a closed 
domain as shown in Fig 2.2.
Height, z
Initial 
boundary
Upper boundary
.^/n+1
< ■ '
k é
f  —  \ f %
K
i i  ■"
^m -\
End boundary
Lower boundary
Range, x
Fig 2.2 Closed boundary domain for an elliptic equation
The solution of an elliptic equation requires a large system of simultaneous equations in a 
large number of unknowns. This is because the field at each point depends on the field at 
all adjacent points. This can prove to be quite a daunting problem for a large 
computational domain.
On the other hand, the parabolic equation presents an open boundary problem as shown in 
Fig 2.3.
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Height, z
▲
/
Upper Boundary
Ax Fig 2.3 Open boundary domain for a
parabolic equation
------------------►
Cq +A% Range, x
Lower Boundary
The boundary conditions at the ‘top’ and ‘bottom’ boundaries have to be specified. 
Provided an initial field distribution, u{xq, z ) is known, along with the boundary
conditions, then the solution at the advanced range, +Ax,z),  can be deduced.
Basically, the field values in one vertical, are calculated from the field values in the 
previous vertical. Hence the solution is marched forward in the direction o f propagation. 
This is done throughout the domain o f interest. As mentioned before, the NAPE algorithm 
ignores any backscattered field because the field at range % is independent of the field at 
ranges greater than x .
The NAPE can be solved using two techniques, namely the Split Step Fourier (SSF) 
method and the Implicit Finite Difference (IFD) method. These will be described in the 
following sub-sections.
2.4.1 Split Step Fourier (SSF) method
The SSF algorithm was first introduced by Hardin and Tappert [Tappert 73] for the 
underwater acoustics community. A good reference on the subject matter can be found in 
DiNapoli and Deavenport [DiNapoli 79]. Since then, the SSF algorithm has been applied 
to the electromagnetics propagation problem by many other workers such as Craig [Craig 
91], Barrios [Barrios 94] and McArthur [McArthur 92] to name but a few.
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The derivation below is along the lines given by [Craig 91]. For the purpose o f the 
derivation of the SSF algorithm only, we will assume an atmosphere with a refractive 
index, n , and wavenumber, k . The PE is then given by
d ^ u  _  ÔU
+ 2 j k ~  + k^{n^ -i)m  = 0 [Eqn 2.8]
dz dx
Eqn 2.8 can be re-expressed in the form of
^  = j[A{x,z)+ B{z '^u [Eqn 2.9]
The operators a {x , z ) and B{z ) are defined as follows:
A { x , z )= ^ \^ ' ^ { x , z ) - i \  and b {z ) = J - l L
The operators A{x , z) and B{z ) commute i f  we assume the refractive index to be 
constant. Hence Eqn 2.9 can be integrated directly with respect to x  to give the field at 
Xq + Ax in terms of the field at x , . We can write the solution to Eqn 2.9 as
u{x^+Ax,z) = e ^ ^ e ^ ^ % x , , z )  [Eqn 2.10]
In order to obtain the SSF algorithm, an integration in, z , is carried out using Fourier 
transform methods [Note we have an integration in, z , because the operator B{z ) is a 
second order derivative operator in z]. We let F = e-''^®u(xo,z). Since F  = F” '[ f ( f ) ] ,  
we can write
V = F- [Eqn 2.11]
where the Fourier transform o f u{x, z) is defined as
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1 ^
f [u{x , z )]= .—  \u{x,z)e~‘''‘dz and p  = ks\n9-,  where 6  is the propagation angle with 
V2Æ .1
respect to the paraxial direction.
Substituting Eqn 2.11 in Eqn 2.10, we obtain
w(xg+Ax,z) = e  ^ F ‘
.jP ^
e  “  F[u(xo,z)] [Eqn 2.12]
As can be seen from Eqn 2.12, the field at the advanced range, + A x, is expressed in 
terms o f the field at the previous range, x^. This allows the solution o f the parabolic
equation to be marched forward provided an initial field is known. The Fourier transforms 
are approximated to discrete Fourier sums for implementation in a computer code using 
the Fast Fourier Transform (FFT). Aliasing is an issue that arises in such a process. As a 
result o f applying the Nyquist limit, there is a maximum height in z space and a 
maximum value o f t s in ^  in p space. Hence a cut-off in the maximum propagation 
angle has to be applied.
Eqn 2.12 is a valid solution to Eqn 2.8 for a homogeneous medium where the refractive 
index, n , is constant. However in real life, « is a function of height and range. The error 
due to the assumption o f a homogeneous medium can be obtained by finding the 
difference between Eqn 2.9 and the first order derivative o f Eqn 2.10 with respect to x . 
According to [Craig 91], this error depends on the range step size, the frequency and the 
refractive index gradient. A smaller range step size will reduce the error.
The SSF algorithm is computationally efficient but it has been quoted in the literature 
[Levy 00, Craig 91] that it lacks flexibility for boundary modelling. Instead, finite 
difference methods are more appropriate for complicated boundaries. The Implicit Finite 
Difference method will be discussed next.
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2.4.2 Implicit Finite Difference (IFD) method
For the reasons stated in §2.4.1, we have chosen the IFD method to solve the NAPE in 
our research. The IFD method is implemented by discretising the NAPE according to a 
Crank-Nicholson scheme. Lee et al [Lee 81] introduced the IFD algorithm to solve 
underwater acoustic wave propagation problems. A thorough analysis of the stability and 
convergence of the IFD algorithm, along with other issues such as range step size and an 
interface treatment, have been carried out by Lee and McDaniel [Lee 87].
We will assume that the lower boundary is horizontal and coincident with the % axis. The 
integration grid is defined with fixed range and height step size. As a result the terrain 
profile points are approximated to fit the integration grid. A general field point on the 
finite difference grid is u{x„, ) where = (»-l)A% and = (m -  1)Az . The range and
height indices are defined as n = 1,2, ...,N  and m = 1,2, ...,M respectively. As a matter of 
convenience, the notation will be used to represent m(jc„ ,z^ ). A schematic of the 
finite difference grid is shown in Fig 2.4
n + y i
m-l •
Fig 2.4 Schematic of the finite 
difference grid used for the Crank- 
Nicholson scheme
Ax
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We will discretise the NAPE, as given by Eqn 2.7, using the Crank-Nicholson scheme at 
the mid-point, between the ranges x„ and A central finite difference
approximation o f the first order derivative in range is given by:
[EqnZI3]
The central finite difference approximation of the second order derivative in height is 
given by:
a z '
[Eqn 2.14]
Substituting Eqns 2.13 and 2.14 in Eqn 2.7, we obtain the discretised version o f the 
NAPE
[r]+ <*' [x]+ [r] = < _ ,[h ]+ « ;  [y ]+ [h ] [Eqn 2.15]
where
r  = ^ ^ ; X  = l + - ^ ; H  = - ^ a n < l Y = l -
4Ao(Az)' ’ 2^0(Az)' ’ 4Æ,(Az)^ 2k,{àzf
Eqn 2.15 has been rearranged so that field values at the (m -t-1)'* vertical, are expressed in 
terms o f the field values at the n"' vertical. Field values at the (n + 1)'* vertical are yet to 
be determined; whilst the field values at the n'* vertical are known.
Eqn 2.15 can be written in a matrix form. The matrix equation is built by substituting 
values o f m ,  starting fi-om m = 2 to m = M - \  in Eqn 2.15. This will constitute the 
second row up to the (M -l) '*  row of the matrix equation. For the purpose o f describing 
the IFD algorithm, we will assume a simple case consisting o f a horizontally polarised 
source and a perfectly conducting ground. Hence at the lower boundary or the first row of 
the matrix equation, the following applies: u"*' = u" = 0 . At the upper boundary or the
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bottom row o f the matrix equation, we will assume = u ”^ = 0 .  One can envisage an 
absorbing layer, as will be described in §2.5.5.1, being applied to the upper portion of the 
computational domain to attenuate unwanted reflections. The matrix equation is given 
below;
L  U „ .,= T , U„ [Eqn 2.16]
where
Tz =
1 0 0 0 . . 0 0 0 o' ' i 0 0 0 . . 0 0 0 o'
r X r 0 . . 0 0 0 0 H Y H 0 . , 0 0 0 0
0 r X r  . . 0 0 0 0 0 H Y H . . 0 0 0 0
; I ! ; T ,=
0 0 0 0 . . r X r 0 0 0 0 0 . , H Y H 0
0 0 0 0 . . 0 r X r 0 0 0 0 . . 0 H Y H
0 0 0 0 . . 0 0 0 1 0 0 0 0 . . 0 0 0 I
U . =
< » r ‘
«3
and =
< -2
A solution to Eqn 2.16 is obtained by finding the inverse o f matrix T^. The solution can 
be marched forward by solving for the field values at the next vertical and using the 
newly determined field values for the following vertical. I f  this process is repeated 
enough times, field values can be determined throughout the computational domain. 
Matrices T, and T  ^ are tri-diagonal matrices since the non-zero elements are arranged in 
a band along the diagonal o f the matrices. It should be noted that in our model, a simple 
Gaussian elimination method was used to find the inverse of T^.
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2.5 Specifications of the IFD method
In this sub-section, we will review the different components required to solve the NAPE 
within the framework o f the IFD method. We will first investigate the issue o f the step 
sizes to be used and the upper limits involved. An initial field will be defined from an 
antenna beam pattern by using far-field to near-field transformations. The computational 
domain is defined at the top and bottom by the upper and lower boundaries respectively. 
An assessment o f the boundary conditions to be used will be carried out.
2.5.1 Step size
The height and range step size are critical to the IFD algorithm. I f  they are too large, it 
may affect the accuracy o f the solution. On the other hand, i f  the step sizes are too small, 
the computational time will be greater than necessary.
The upper limit on the step sizes is imposed because o f  the Nyquist sampling criterion. 
The field values have to be sampled at a high enough frequency so as to allow the 
‘reconstruction’ o f the field distribution from the discretised samples. The Nyquist 
sampling criterion requires the sampling frequency to be at least twice the maximum 
frequency o f the signal. This translates into
Ax <
Xxiimz) Az<
[Eqn 2.17]
and A, are the wavelengths of a reduced plane wave, as mentioned in Eqn 2.7 and are 
given by:
X, =
c o s ^ - I
X. =
sin0
[Eqn 2.18]
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where : wavelength o f wave in vacuum [m]; and 0 : propagation angle with respect to 
the horizontal [®].
As mentioned in §2.3, the NAPE is valid for propagation angles of up to around 15® (i.e. 
-  15®). The larger the propagation angle, 6 ,  the smaller the maximum value o f the
step size is. In other words, the maximum propagation angle, 9^^^, sets an upper bound
on the maximum allowable value of the range and height step sizes which are given by:
^max - 2 ( c o s 0 ^ - l ) ^max -
[Eqn 2.19]
If  we assume the maximum propagation angle is 9^^^= 15®, then the maximum range and 
height step sizes are 14.6 and 3.8 respectively.
2.5.2 Source modelling
As mentioned earlier in this chapter, the initial field is a pre-requisite to solve the NAPE 
and march the solution forward in range. Usually the source is defined by its far-field 
beam pattern. Hence we need the near-field/far-field transformation to allow the 
computation of the initial field from the beam pattern.
The source will be assumed to have a Gaussian beam pattern. The latter usually provides 
a good representation for paraboloid dish antennas and has good numerical properties 
[Levy 00]. Let us consider a Gaussian beam pattern with zero height and elevation, as 
used by [Levy 00]:
-21n(2).—
B{e) = A e  “ [Eqn 2.20]
where A : dimensionless normalisation constant 
p  : half power beamwidth [rad]
21
Chapter 2 Narrow Angle Parabolic Equation (NAPE) model
9  : elevation angle [rad]
The far-field beam pattern and the antenna aperture form a Fourier transform pair. The 
antenna aperture can be obtained from the far-field beam pattern by an inverse Fourier 
transform. For the NAPE, the aperture field in free space, , is given by:
w^(0,z) = Æ  [Eqn 2.21]
For an arbitrary source height and elevation, Fourier shift transforms can be used. 
Assuming B{d) to be the beam pattern for zero height and elevation, we can model a 
source at height z , ,  by multiplying by b{S).  A s  for moving the beam by an
elevation angle o f 9 ,^, we multiply the aperture field by . In other words, a change 
in the position o f the source can be mapped by a translation of the aperture field; whilst a 
change in the direction o f the beam can be mapped by a translation o f the far field beam 
pattern in the p domain. The aperture field o f a source in free space at height z, and 
elevation angle 9^, is given by
where <4 is a normalisation constant.
Eqn 2.22 can be extended to the case o f a source over ground at z = z ^ , with a reflection
coefficient R . To take into account any reflections off the ground, an image source can 
be used. The aperture field is then given in terms o f Eqn 2.23 as shown below:
u{0, z) = Uf^  (0,z)+A (0,-z + 2Zg ) [Eqn 2.23]
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2.5.3 Lower Boundary Condition (LBC)
The Lower Boundary Condition (LBC) is another aspect that has to be specified to allow 
the solution o f the NAPE to be reached. As mentioned by Barrios [Barrios 94], the 
assumption o f a perfectly conducting terrain is adequate for land-based receivers and 
transmitters that are separated by relatively large distances. For that matter, Barrios also 
specified that a horizontally polarised source and a perfectly conducting terrain was a 
good approximation for frequencies from VHF (lOOMHz) to K band (20GHz) for almost 
all types o f terrain.
We will first focus on the implementation o f a perfectly conducting terrain for both 
horizontally and vertically polarised sources. We will also assume a horizontal air-ground 
interface at z = 0.
• Horizontally polarised source:
Applying Faraday’s law at the air-ground interface, we find that there is a continuity 
between the tangential E field component across the interface [Balanis 89]; i.e. E^ y =Ey
where Ey is the tangential E field component in medium 1 (say air) and Ey is the E field 
component in medium 2 (ground). Since in a perfectly conducting terrain, the field 
components are equal to zero, Ey =E^ = 0 .  This corresponds to w(x,0) = 0 [Dockery
91]. Hence a horizontally polarised source with a perfectly conducting ground can be 
implemented by using the same elements o f the matrix equation as given by Eqn 2.16, but 
also specifying that w" in is equal to zero.
• Vertically polarised source:
For a vertically polarised source and perfectly conducting terrain, the boundary condition 
at the air-ground interface, z = 0, is given by 6w/6z = 0 [Dockery 91]. The 
implementation o f the above boundary condition is carried out in two steps. First we 
discretise the NAPE at the point ((« + 1/2)Ax,0) ; as described in §2.4.2:
< '  [r]+  u ’C  [ x ] + « r '[ r ]  = M„" [ h ] + [ y ] + [ h ]  [Eqn 2.24]
23
Chapter 2 Narrow Angle Parabolic Equation (NAPE) model
where F, X, H and Y are as defined in Eqn 2.15.
Next we discretise the boundary condition at the points ((n + l)Ax,0) and («Ax,0). A 
central difference approximation to the first order derivative in height is used to this 
purpose.
This involves the use o f fictitious nodes, and w j, beyond the computational domain.
The fictitious nodes in Eqn 2.25 are substituted in Eqn 2.24 to obtain an expression in 
terms o f nodes within the computational domain only [Smith 85].
<  [{-1 + [l] = [(1 + 1] [Eqn 2.26]
2 A (A z)'
where r  = •
Ax
Eqn 2.26 is implemented in the first row o f  the matrix equation, Eqn 2.16. The first rows 
o f the tri-diagonal matrices, T^and T j, are [(-1 + r )  1 0 0 ... 0 0 0 O] and 
[{1 + t) - 1  0 0 ... 0 0 0 O] respectively.
2.5.3.1 Leontovich Boundary Condition
The perfectly conducting ground assumption is adequate in the circumstances mentioned 
in §2.5.3; but if  correct modelling o f reflection effects at vertical polarisation is to be 
ensured, then use o f the Leontovich boundary condition is more appropriate [Levy 00]. A 
quick overview o f the derivation o f the Leontovich boundary condition as given in [Levy 
00], will be described below.
For the purpose o f the derivation o f the Leontovich boundary condition, we will consider 
a horizontal interface between two media, which can be air and ground, as shown in Fig
24
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2.5. As we have assumed previously in our derivation o f the NAPE, the refractive index 
o f  the atmosphere will be unity. We will also assume the ground (medium 2) to be
homogeneous, with a refractive index o f ; where n l  = e  + j  ; with the
kcs^
following characteristics o f medium 2: : relative permittivity [Fm'']; g  : conductivity
[Sm ''], gg: permittivity o f vacuum [Fm '], c: speed o f light [ms '] and r\\ relative 
complex pennittivity.
Consider the wave equation, + + V  = 0- For a problem in Cartesian
dx dz
coordinates, as the one we are dealing with, the field component, \f/ , in the wave equation
represents for horizontal polarisation and for vertical polarisation.
Height, z
Z = 0
▲
Medium 1 
n (x ,z )  =  l
Medium 2
Range, x
«C
Fig 2.5 Horizontal interface between two media with respective refractive indices
Assuming that the conductivities o f media 1 and 2 are finite, the tangential component of 
the fields is continuous at the interface. For the horizontally polarised waves, the 
continuity condition is such that \j/ and dy/jdz  are continuous across the interface. As for
the vertically polarised waves, the continuity condition implies that ip and are
n dz
continuous across the interface.
As before, we define the reduced PE field as u(x,z) = e ^'^ip{x,z). It should be noted at 
this point that the above continuity equations also hold for the reduced field, u . The 
outgoing parabolic equation in medium 2 is given by;
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du
dx
{x,z) = a ' ■ + Cri - i k u(x,z) [Eqn 2.27]
We take the Laplace transform o f Eqn 2.27 with respect to range and assume that the 
initial field is zero below the interface to obtain;
sU(s ,z )  = C/(5,z) [Eqn 2.28]
where U{s,z) = L [ u {x , z ) ]  and l [  ] is the Laplace transform operator.
The continuity equations mentioned above, also hold for the variable U{s,z) .  The 
solution to Eqn 2.28 is given by;
U{s,z)  = a{s)e [Eqn 2.29]
where a(s ) = Jrj +
Taking the derivative o f the above solution with respect to height, we have the following 
expression just below the interface in medium 2;
[Eqn 2.30]
From the continuity conditions at the interface, we have the following relationship 
between U  and dUjdz  just above the interface, in medium 1 ;
dz
{s,0)=[-jkS{s)]u(s,0) [Eqn 2.31]
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where the surface impedance, S(s) = J tj +
/  \ 2
for horizontal polarisation and
/  \ 2
for vertical polarisation. The transform variable, s , is related to
the grazing angle, ^ , by j s  = k{\ -  cos O) .
To obtain the Leontovich boundary condition, we find the inverse Laplace transform of 
Eqn 2.31 with respect to range. Values o f s / k  larger than unity usually correspond to 
waves that fade away rapidly; and hence can be neglected. Therefore only waves with low 
values o f s / k  will be considered. I f  medium 2 has a sufficiently large value o f \tj\ , then 
the surface impedance, <5(j), is weakly dependent on the propagation angle and can be 
considered as a constant. The Leontovich boundary condition is given by:
where 5  for horizontal polarisation and 5  for vertical polarisation.
1
We discretise the Leontovich boundary condition, as given by Eqn 2.32, at the points 
((n + 1)Ax,0) and («Ax,0). A central difference approximation to the first order derivative 
in height is used for this purpose.
« r ' - w r '  / .. u ’ - u "
= = [Eqn 2.33]2Az V ’ 2Az
Substituting the fictitious nodes, and u " , in the discretised version of the NAPE, i.e. 
Eqn 2.24, we have:
[4 .. ] + <  [2r] = 11," [ b J + u I  [2H] [Eqn 2.34]
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where A,^ = X +  and X and Y are as defined in Eqn 2.15.
2Az 2Az
Eqn 2.34 is implemented in the first row o f the matrix equation, Eqn 2.16. The first rows 
o f the tri-diagonal matrices, T^and T , , are [a ,^  ^ 2F 0 0 ... 0 0 0 O] and 
[5;^ 2H 0 0 ... 0 0 0 O] respectively.
2.5.4 Terrain modelling
Parabolic equation modelling over say, irregular terrain, depends on the choice o f  terrain 
representation used. Various terrain models have been used in the literature. A brief 
overview o f some o f them will be given along with the staircase terrain model that has 
been used in the NAPE model for this project.
Barrios [Barrios 92, Barrios 94] has used a conformai mapping technique whereby the 
terrain is described using a general height function. However this causes the application 
o f boundary conditions to become a complicated procedure. Following a transformation 
presented by Beillis and Tappert [Tappert 79], a new coordinate system is obtained from 
the original one and a new PE is derived. This allows a simpler boundary condition to be 
enforced at the boundaries. The Beillis-Tappert transformation creates a grid that follows 
the undulations o f the terrain profile. Hence the upper boundary is identical in shape to 
the terrain profile. This introduces an additional term in the modified refractive index o f 
the atmosphere that increases linearly with height [Janaswamy 98]. This terrain-generated 
refractive index puts an upper limit on the vertical step size to be used.
Janaswamy [Janaswamy 98] has proposed a coordinate system that also follows the 
terrain profile but involves a modification o f the Beillis-Tappert transformation. In his 
work each pair o f terrain points is connected by a straight line. A family o f coordinate 
lines is generated that gradually flattens to a Cartesian system at the upper boundary. An 
additional term in the modified refractive index is again produced; but its gradient 
gradually diminishes with height and vanishes at the upper boundary. This allows a 
relaxation o f the sampling requirements.
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Another option is to adapt the grid to the terrain shape whilst retaining a Cartesian 
coordinate system. This has been put forward by Levy [Levy 90], It requires a vertical 
grid point to be eliminated at each range step for an upward sloping terrain and a vertical 
grid point to be added at each range step for a downward sloping terrain. The vertical step 
size is fixed but the range step size is adjusted so that at each range step, the number of 
vertical points is either the same, has increased by one or has decreased by one.
The simplest approach is the staircase terrain model [Levy 00]. We have used it because 
o f its simplicity and ease o f implementation. In the staircase model, the terrain is 
modelled as a set o f horizontal segments. The field is propagated along each horizontal 
segment and the boundary conditions are applied as usual. When there is a step change in 
terrain height, comer diffraction is ignored and the field is set to zero along the grid points 
on the vertical sides. A step-wise process for a terrain going up and going down is 
described next:
When the terrain goes up as in Fig 2.6a,
• We propagate the field along the horizontal segment Sh, from range x,to jc,, and
ignore the presence o f the vertical boundary Sv This is consistent with the
assumption o f neglecting backscatter.
• Before the solution is marched forward from range to , the grid points on the 
vertical facet Sv are truncated.
When the terrain goes down as in Fig 2.6b,
• We propagate the field along the horizontal segment Sh, from range x, to x , , and
ignore the presence o f the vertical boundary Sv This is consistent with the
assumption o f neglecting backscatter.
• Before the solution is marched forward from range Xj to x,, we pad the field 
along the vertical facet Sv with zero.
It should be noted that the range and height step size used in our staircase model, are 
fixed. The process described above is applied in all cases, irrespective o f the lower 
boundary condition at the air-ground interface. The error for not applying the correct
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boundary condition on the grid points at the vertical facets is usually very small [personal 
communication with Levy]
Sh s,
(a) (b)
Fig 2.6 Staircase terrain for (a) ascending and (b) descending steps
Within this section, we will also describe how refractive effects can be implicitly taken 
into account by adjusting terrain heights. Usually the terrain height data in terrain 
databases are given with respect to the sea level. However to account for the Earth’s 
curvature, the height o f the terrain points have to be adjusted. An effective terrain height, 
h , is calculated using the formulation given by Vogler [Vogler 82]:
h = H ( d ) ~
2a
[Eqn 2.35]
where:
H (d)  : Actual terrain height above sea level, at a distance d  from the transmitter [m]
The effective earth radius, a , = x Earth's radius [m] and the effective earth’s radius 
4
factor, = — based on a standard atmosphere [Saunders 99].
In the derivation o f the NAPE in §2.3, we have assumed that the refractive index o f the 
atmosphere is unity. This is achieved when the terrain heights are adjusted using an
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4
effective earth’s radius factor o f = 'J  [personal communication with Levy]. By
correcting the terrain heights according to Eqn 2.35, the effects due to the earth’s 
curvature and tropospheric effects are accounted for [Tzaras 01b].
2.5.5 Upper Boundary Condition (UBC)
In this section, we will discuss the remaining pre-requisite to arrive at a solution o f the 
NAPE: the upper boundary condition. In real life, the propagation domain is bounded at 
the bottom by say, the ground; but above, it extends to infinity. However we need to 
impose an upper numerical boundary so as to limit the computational domain to a finite 
region. Ideally, the numerical (non physical) upper boundary is perfectly absorbing so 
that there are no reflections bouncing back in the computational domain and causing 
interference.
The upper boundary conditions are essentially classified as either local or non-local 
boundary conditions. As the name suggests, a local boundary condition is one for which 
no knowledge o f previous field points is required. The converse is true for the non-local 
boundary condition. In the following sub-sections, we will discuss the absorbing layer (a 
local boundary condition) and the diffracting non-local boundary condition (diffracting 
NLBC). These boundary conditions have been used in the course o f our research. An 
extensive review o f the different types of non-reflecting boundary conditions (both local 
and non-local) has been carried out by Givoli [Givoli 91]. The types of problems to which 
they have been applied in fields such as engineering and applied maths are also 
investigated in the above paper.
2.5.5.1 Absorbing layer
To limit the propagation domain to a finite region, the former has to be truncated. Simple 
domain truncation causes a sudden change in the magnitude o f the field since implicitly 
the field values above the upper boundary, which are not computed, are assumed to be 
zero. Hence there are significant reflections off the upper boundary.
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To attenuate reflections off the numerical upper boundary, an absorbing layer will be 
added on top o f  the region o f interest as shown in Fig 2.7. The purpose o f the absorbing 
layer is to absorb the energy o f the upgoing wave so that hardly any bounces back from 
the top o f the domain. The absorbing layer can be considered to be equivalent to having a 
complex part to the refractive index o f  the atmosphere, such that the propagation medium 
is lossy within the absorbing layer. A simple way o f implementing the absorbing layer is 
to apply a filter function such as the Hanning window as shown in Eqn 2.36.
Some o f the “properties” o f the Hanning window are that ^(o) = 1 and ^{l) = 0 , and the 
derivatives at the end points are zero. These ensure a smooth match with the rest o f  the 
domain. The procedure o f applying the Hanning window to the field points is as follows:
• The Hanning function is multiplied by the field points on say the top third o f the 
finite difference (FD) grid along the vertical at the range, x .
• The solution is then marched forward in range to the next vertical at x  + Ax.
• The Hanning function is then multiplied by the newly calculated field points on 
the top third o f the FD grid along the vertical at range x + Ax. The same process is 
repeated till the solution is marched forward to the receiver point.
The absorbing layer is not perfect and there are still parasitic reflections bouncing back 
into the region o f interest. The greater the height o f the absorbing layer, the smaller the 
reflections are. The computational runtime depends closely on the number o f grid points 
along a vertical. Hence the price to pay for a minimisation in the parasitic reflection is an 
increase in computational time. However the absorbing layer is still a popular technique 
because o f the ease o f its implementation.
Another local boundary condition is the Perfectly Matched Layer (PML) [Berenger 94]. It 
has been adapted to the parabolic equation framework by Collino [Collino 97]. However 
the PML is best suited for scattering problems where large propagation angles are
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involved, instead o f long-range propagation modelling involving small propagation 
angles. Hence the PML will not be investigated.
Hanning
function
i I
Absorbing layer
Region of interest
Receiver
Transmitter
Fig 2.7 Schematic of the finite propagation domain consisting of the absorbing layer and the region of
interest
2.5.S.2 Diffracting non-local boundary conditions (Diffracting NLBC)
In this sub-section, we will describe a transparent non-local boundary condition such as 
the diffracting non-local boimdary condition (diffracting NLBC). The mathematical 
derivation o f the diffracting NLBC will be given shortly. It is essentially based on 
factoring the parabolic wave equation into an upward and downward travelling wave. At 
the upper boundary, the downward travelling wave is set to zero and the equation is 
solved for the upward travelling wave component only.
The diffracting NLBC presents an advantage relative to the absorbing layer. As 
mentioned earlier, the absorbing layer is added on top o f the region o f interest and thereby 
causes an increase in the computational time since the time taken to find a solution to the 
matrix equation is linked to the number o f rows in the matrices. With the diffracting 
NLBC, no additional layer has to be used on top o f the region o f interest; thereby making 
it a more numerically efficient method. The downside is that the diffracting NLBC, being 
a non-local boundary condition, depends on the field points at previous verticals; thereby 
making it mathematically more complicated and harder to implement. However the
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advantage o f the diffracting NLBC makes it worth investigating. Transparent boundary 
conditions have been used in the literature by workers such as Levy [Levy 95, Levy 97], 
Marcus [Marcus 92] and Dalrymple [Dalrymple 92] amongst others. The latter has 
applied it to water waves.
The diffracting NLBC applies to the case whereby the initial field above the upper 
boundary is zero. This can be viewed as having an absorbing half screen above the upper 
boundary at the initial vertical as shown in Fig 2.8. I f  the initial field above the numerical 
upper boundary is not negligible, then there will be diffractive effects introduced in the 
computational domain due to the field above the upper boundary. In a ground-to-ground 
communications system, the source is quite close to the ground and if  the numerical upper 
boundary is reasonably high, then we can safely assume that the initial field above the 
upper boundary is negligible.
Incident field
Numerical upper 
boundaryHalf space screen
Region of interest
Fig 2.8 Initial field whose value is negligible above the upper boundary can be viewed as a screened
initial field setup
The mathematical derivation o f the diffracting NLBC below follows that o f Zelley 
[Zelley 96]. This derivation applies to a situation with a unity refractive index within the 
region o f interest and above the numerical upper boundary.
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The NAPE, Eqn 2.7, is factorised along z in terms o f an upward and downward 
travelling wave as shown below:
M = 0 [Eqn 2.37]
To obtain a transparent boundary, we need to set the downward travelling wave 
component to zero. However it is easier to find the solution to the upward travelling wave 
component in the s domain by using Laplace transforms. The Laplace transform o f the 
NAPE at a fixed height, z , with respect to range, x , is given by:
5 [/(s, z) -  u(0, z) = ^  ^  {s, z)  [Eqn 2.38]
2aTq o z
where [/(s ,z ) = Z,[u(x,z)] and Z,[ ] is the Laplace transform operator. Also, m(0,z) is the 
initial field at a height z .
The general solution to Eqn 2.38, expressed as an initial condition problem at z = z  ^
(where z = z^ represents the upper boundary) is given by:
U{s, z)  = A{s , z , [Eqn 2.39]
where A{s ,Zi^ ) and 5 (i,Z j)  are the wave amplitudes for the upward and downward 
travelling wave components, respectively. At the upper boundary, z = Z j, we set the 
downward travelling wave component to zero as before and we end up with
= [Eqn 2.40]
To allow an easier eventual discretisation o f the boundary condition, we take the first
order derivative o f Eqn 2.40 with respect to z , and evaluate at z = z^. We rearrange the
term in ^ , to yield:
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26 ) -  (-1 + y [Eqn 2.41 ]
Applying the inverse Laplace transform o f Eqn 2.41 and using the convolution theorem, 
gives us the diffracting NLBC at the upper boundary.
[E q .2 .4 2 ]
dz J ÔX y j x - K
where Q = ( - 1 +
It can be seen from Eqn 2.42 that the vertical derivative at the current range depends on 
the summation o f the horizontal field gradient at the upper boundary, from the initial 
vertical to the vertical in the current range. This fits with the process o f marching the 
solution o f the NAPE forward since only field values at previous ranges are required.
The discretisation o f the diffracting NLBC, Eqn 2.42, has been carried out in [Dalrymple
92]. The partially discretised diffracting NLBC along the lines o f  [Dalrymple 92], with a 
modification in the indices used, is given below:
+ a u(x„^, , z , ) =  , z, ) [Eqn 2.43]
j=i
where a -  ^  ; 6"*' = a l jn  - -V n-l for s = 1 and 
VAc
b ”"' = a^-J{n + l - s) - - s + 2) - -J{n - s) for 2 < s < N
Let us assume that the upper boundary is half a step out o f  synch with respect to the finite 
difference grid as in Dalrymple 92. Discretising the first order derivative in height using 
the central finite difference approximation at the advanced range, n + 1 , we have:
<  [S *  ] = « ;  [C *  ] + » ; . .  [ c *  1 + [Eqn 2.44]
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where =
1 a
Az 2
5=1
<  +«M-1
^ubc -
-1  a~\
^ubc - and
Eqn 2.44 is implemented in the bottom row o f the matrix equation, Eqn 2.16. The bottom 
rows o f the tri-diagonal matrices, T^and T ;, are [o 0 0 0 ... 0 0
and [0 0 0 0 ... 0 0 C„^] respectively. For the purpose o f the
implementation o f the diffracting NLBC at the upper boundary, the following matrix is 
added to the right hand side o f Eqn 2.16 to include the summation o f the field gradients 
along the upper boimdary at the previous verticals.
0 
0 
0
0
0
D.ubc
2.6 Path Loss
Having previously described the building blocks to the NAPE model, we will now 
investigate the processing carried out on the output o f the model. PE models compute the 
field values within a computational domain but for radiowave applications, the PE results 
are usually given in terms o f path loss. The path loss, , is defined as the ratio between
the boresight equivalent isotropic radiated power (EIRP) for the actual antenna and the 
power received by an isotropic antenna, assuming there are no losses in the RF circuits. 
The derivation o f the path loss formulation described next, follows that o f [Levy 00].
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The boresight EIRP o f an antenna is the power, , required at the input o f an isotropic 
antenna to produce the same far field power density in the boresight direction, as the 
actual antenna. The power density, 5,-, ,^ radiated by the isotropic antenna is given by:
[Wm-'] [Eqn 2.45]
4 ;rr
The boresight power density, , o f the actual antenna is related to the boresight far field 
beam pattern, 5^,^, by
[Eqn 2.46]
where : impedance o f  vacuum [ Q  ]
I f  we set = i — , then equating Eqn 2.45 and Eqn 2.46 as stated in the definition of
■JlTt
path loss, we obtain the following expression for the boresight e.i.r.p for the transmitter.
[Eqn 2.47]
■^0
The next step is to connect the output of the PE to the path loss. We will consider the 
horizontal polarisation case for now. The power density at a point (x, z ) , is given by
S ^ ^ \ e ^{x , z ^  [Eqn 2.48]
where is the azimuthal component of the electric field
Assuming the receiver to be an isotropic point source, the received power, P , , is
A ^
p X x , z ) = — S  [Eqn 2.49]
4;r
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According to the earlier definition o f the path loss, the latter will be given by the ratio of 
Eqn 2.47 to Eqn 2.49. If the cylindrical spreading o f the field is taken into account by
E.  = = y / ^  and given that x = rs in 0  [relationship between the Cartesian and
Xk^r sin 6
polar coordinate system], then the expression for the ratio o f Eqn 2.47 to Eqn 2.49 is 
given by
Bearing in mind the relationship, y /Xx ,z)  = , we can express the path loss in
terms o f the reduced function m(x,z), in dB as:
Lp (x, z) = -2 0  log |w(x, z)| + 20 log (4;r)+10 log (x) -  30 log (a) [Eqn 2.51]
The above fonnulation (Eqn 2.51) is equally valid for a vertically polarised source [Levy 
00].
2.7 Validation of the NAPE model
A flowchart of the code used for our NAPE implementation is shown in Fig 2.9. We have 
used the discretised parabolic equation, Eqn 2.15, as the backbone o f our model. The 
input parameters used were: (i) Initial field as defined by Eqn 2.23. (ii) The lower 
boundary condition for the ground can be set either as a perfect electrical conductor (Eqn 
2.25 for a vertically polarised source, or simply {u = 0) for horizontally polarised source) 
or as defined by Eqn 2.33 for a specific conductivity (Leontovich boundary condition). 
For the results obtained in Chapter 5, we have used a lower boundary condition defined 
by Eqn 2.25. (iii) The upper boundary can be either set as a diffracting non-local 
boundary condition (NLBC) defined by Eqn 2.43 or using an absorbing layer with a 
Hanning filter function (Eqn 2.36). In fact we have used both types o f boundary
39
Chapter 2 Narrow Angle Parabolic Equation (NAPE) model
conditions for our results, (iv) The terrain model used was the staircase model, illustrated 
in Fig 2.6.
Lower Boundary 
Condition
Upper Boundary 
Condition
Discretisation of the
NAPE
Staircase terrain
model
Solve
matrix
equation
Field at next 
vertical, i+l.
Initial field
&
Calculate path loss from 
field values over domain of 
interest
Fig 2.9 Flowchart of code for our NAPE implementation.
The matrix equation, Eqn 2.16, was modified appropriately to include the discretised 
expression o f the lower boundary condition (e.g Eqn 2.26 or 2.34) and the upper 
boundary condition (e.g. Eqn 2.44). Given the above input parameters, the matrix 
equation is solved to calculate the field at the next vertical, f+l. This process is repeated 
to march the field forward till all field values across the domain o f interest are known. 
The path loss is then calculated using Eqn 2.51. We did not specifically aim to create a 
highly efficient implementation o f the NAPE but wanted something flexible enough to act 
as a testbed for ideas and for comparison o f different approaches.
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With the NAPE model now complete, we intend to validate it against measurements. For 
this purpose, we have chosen a set of path loss measurements carried out in Aalborg, 
Denmark by [Hviid 95]. A more detailed description o f the database is given in §5.1. The 
NAPE model has shown to be in good agreement with predictions using the Integral 
Equation (IE) method and measurements as shown in Fig 2.10. Similar results have been 
achieved by [Geng 95] using a PE model. The relatively good match with the 
measurements and very similar results compared to other PE and IE predictions, give 
confidence in the validity of our NAPE implementation.
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Fig 2.10 Comparison between the empirical measurements and the NAPE (NLBC with upper 
boundary at 58m) and IE predictions for the Handsundvej terrain profile at the frequency of 970
MHz.
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2.8 Conclusions
The previous sub-section concludes our investigation of the NAPE model. In this chapter, 
we started by giving a historical background o f the parabolic equation model. It was 
followed by the derivation of the NAPE. We then addressed the possible ways of solving 
the NAPE and carried out a deeper analysis of the IFD technique. The pre-requisites to 
find a solution to the NAPE, such as the boundary conditions and the initial field, have 
also been discussed. The terrain model used has been described. We identified the 
formulation that links the path loss to the field computed as output of the PE model and 
lastly validated the model against measurements and predictions made by other workers 
in the literature.
The NAPE model is one of our chosen reference models to be modified at a later stage. In 
the next chapter we will endeavour to identify another reference model from the category 
of canonical models.
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3. Canonical models
In the previous chapter, we looked into a full wave propagation model, namely the NAPE. 
In this chapter, we will investigate a range of canonical models. Canonical models are so 
called because the terrain profile is approximated to canonical objects such as cylinders, 
wedges and knife-edges amongst others. In principle, these simple structures allow the 
computation of the predictions to be faster than for the case o f a full wave method where 
the whole terrain profile is taken into account and computationally intensive numerical 
methods are used to solve the wave equation. As can be expected, simplifying the terrain 
profile to such canonical objects is accompanied by a loss in prediction accuracy.
We will give a brief overview of the Deygout, Giovanelli and Vogler models. They are all 
deterministic models but the first two are quite approximate whilst the Vogler method is 
more rigorous. The Geometrical Theory o f Diffraction (GTD) will be investigated next in 
the light of McNamara et al [McNamara 89] and its limitations will be highlighted. In 
view o f the latter, the Uniform Theory o f Diffraction (UTD) will be discussed. The UTD 
will be taken a step further by considering the slope UTD for which a double knife-edge 
scenario will be analysed. The multiple knife-edge configuration for the slope UTD will 
also be investigated.
It is worth noting that most planning tools for cellular systems and fixed links in practical 
use today implement the Deygout model or related approximate variants [Saunders 99]. 
This suggests that full wave models such as the NAPE have not found acceptance due to 
their computational complexity. In this respect, we are trying to improve the accuracy o f a 
canonical model and improve the computational speed o f the NAPE.
3.1 Deygout model
If  the wavelength is small compared with the irregularities in a profile, obstacles can be 
approximated to knife-edges. The diffraction loss due to a single knife-edge can be
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expressed in terms o f a Fresnel integral (Eqn 4.9-4.10). A detailed description of the 
theory for a single knife-edge is given in §4.1.1.3. The models described in this chapter 
can deal with multiple knife-edge scenarios.
Consider a profile consisting of two knife-edges as shown in Fig 3.1. In the Deygout 
approach [Deygout 66], the path loss for each knife-edge is determined whilst ignoring 
the effect of surrounding knife-edges. The first step consists o f identifying the main edge 
in the profile. This main edge is used to divide the profile in two. This process is then 
repeated in the other two sub-paths with the assumption that the previously determined 
main edge acts as a virtual Rx for one o f the sub-paths and a virtual Tx for the other sub­
path. We repeat this process until all the diffracting edges in the profile are considered.
For the profile shown in Fig 3.1, let us assume that edge M l is the main edge o f the 
profile. The main edge is the obstacle with the greatest ratio o f h/r  where h is the height
o f the edge, r is the radius o f the first Fresnel zone constructed around SR and is given 
by Eqn 3.1.
r = 548. [Eqn 3.1]
where d  ^ is the distance from the Tx or virtual Tx to the edge, [m] 
d^ is the distance from edge to the Rx or virtual Rx. [m]
/  is the frequency [MHz]
M l
/  hi
Source, S /
M2
A
Fig 3.1 Geometrical construction for a double knife-edge configuration using the Deygout approach
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The total diffraction loss, , for the path profile shown in Fig 3.1, is given by Eqn 3.2:
a . r  = [dB] [Eqn 3.2]
where is the diffraction loss (in dB) due to edge M l considered as if  it were a single 
knife edge in isolation.
is the diffraction loss due to edge M2 [dB]
According to [Deygout 91], the diffraction loss, , o f an obstacle as a fimction o f the 
relative height ratio, h j r , is given by Eqn 3.3 to Eqn 3.6.
hjr < -0.5 [Eqn 3.3]
= 6 + 1 2 /i/r , i f -0.5 < hjr < 0.5 [Eqn 3.4]
= 8 + 8 / i / r , i f  0.5 < /i/r < 1 [Eqn 3.5]
=16 + 201ogio(/i/r), if  hjr  > 1  [Eqn 3.6]
It has been reported in the literature [Giovanelli 84] that the Deygout model [Deygout 6 6 ] 
tends to over-estimate the path loss when the edges come closer to each other. To 
compensate for this, Deygout introduced a correction factor [Deygout 91] that takes into 
account the spacing o f the obstacles and their relative heights. The correction factor, T C , 
in dB is given by Eqn 3.7:
r c  =
r
1 2 - 2 0  log’10
VX - a j n )  \ p )  
where the following quantities refer to Fig 3.1 :
[Eqn 3.7]
V ac Tj r^  \  a+ b + c \ a+ b + c
tan a
and X is the wavelength o f the wave [m]
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The above correction factor is valid for values of g < p . I f  the correction factor is taken 
into account, the total diffraction loss resulting from the double knife-edge profile shown 
in Fig 3.1 is given by;
[dB] [Eqn 3.8]
3.2 Giovanelli model
The Giovanelli model [Giovanelli 84] is essentially similar to that o f Deygout but with 
some modification with respect to the latter.
T Ml M2 R
H,
Fig 3.2 Geometrical construction for a double knife-edge configuration using the Giovanelli approach
In the Giovanelli model, the obstacle with the largest diffraction loss (the main edge) is 
identified to divide the profile in sub-paths. Consider a double knife-edge scenario as 
shown in Fig 3.2. We assume there is a point source at T and Ml is the main obstacle and 
we have an observation plane R R '. A ray from source T is diffracted at M l with a 
diffraction angle o f 9  , and reaches the observation plane at the point R ". We then
n
obtain an effective height, , o f the obstacle M l, given by Eqn 3.9:
A, =A, - [Eqn 3.9]
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h — h
where = h2 + md^ and m =  ^  ^
di
The diffraction loss for the secondary obstacle, M2, is obtained by considering the
f
propagation path, M1-M2-R. The effective height o f M2, , is given by Eqn 3.10:
The diffraction loss for any obstacle in the Giovanelli model is calculated using the 
Fresnel-Kirchoff formulation for the path loss due to a single knife edge as given by Eqns 
4.9 and 4.10; i.e. the relevant obstacle is considered on its own when its diffraction loss is 
determined and any surrounding obstacles are ignored. The Fresnel-Kirchoff formulation 
for the path loss due to a single knife-edge requires the Fresnel diffraction parameter to be 
known. An expression for the Fresnel diffraction parameter is given in Eqn 4.8. The 
relevant set of variables used to determine the Fresnel diffraction parameter for obstacles
M l and M2 are ^ ^d^+d^^h^ j  and ^ ^ 2 ? ^3 ? ^2 j  respectively.
The contribution of Giovanelli is to modify the heights o f the Tx and Rx by taking into 
account the maximum height of intermediate edges in the sub-paths [see Fig 5 of 
Giovanelli 84].
3.3 Vogler method
In 1963, Furutsu [Furutsu 63] derived a generalised residue series expression for the 
propagation o f radio waves by an arbitrary sequence of rounded obstacles. Vogler [Vogler
81] considered the case when the radii o f the rounded obstacles are allowed to decrease to 
zero such that they can be considered as knife-edges. Vogler thereby derived a 
formulation for the attenuation due to multiple knife-edge diffraction. Results of a 
multiple knife-edge analysis and calculations for various combinations of knife-edges 
were presented in [Vogler 82]. The main restriction in Vogler's approach is that the
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source, the knife-edges and the Rx have to be sufficiently separated from each other. This 
also applies to the Deygout and Giovanelli methods.
ho
Fig 3.3 Geometry for multiple knife-edge diffraction
Consider a multiple knife-edge scenario as shown in Fig 3.3. According to Vogler’s 
method, two parameters, a  „ and , are required to compute the multiple knife-edge 
diffraction. These are defined in Eqn 3.11 and 3.12:
a  _ = form  = 1,.. N-\ [Eqn 3.11]
Pm -  
where
form  = 1,.. N [Eqn 3.12]
Q ^  K  ^  K  K.X form = l,..A^
The attenuation o f the field strength relative to free space. A, over a total distance, ty , and 
consisting of//knife-edges, is given by;
A =
/  _  \ V (R  CO
Pi Pn
[Eqn 3.13]
where:
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f =
0
N - l
for AA = 1
) for AT > 2
m^=l
<Jn — + ...+
fl
'A
for AX = 1
for AX > 2
Vt = n + ' ' 2 +-+''A^+l
The attenuation formulation given by Eqn 3.13 is transformed from its multiple integral 
form to a series of terms involving repeated integrals of the error function as defined by 
Abramowitz and Stegun [Abramowitz 72], for the purpose o f a numerical 
implementation. The details of the numerical implementation can be found in [Vogler
82]. It should be mentioned that [Tzaras 99] brought improvements to the numerical 
implementation o f Vogler’s algorithm in an attempt to speed it up. However the overall 
complexity o f the implementation o f Vogler’s algorithm still implies a high 
computational time for the predictions.
3.4 Geometrical Theory of Diffraction (GTD)
Consider a plane wave source radiating on a perfectly conducting wedge as shown in Fig 
3.4. Geometrical Optics (GO) describes the incident field due to the source and the 
reflected field off the wedge. In the GO theory, light is considered as a ray with rectilinear 
propagation in free space. This gives rise to the Incident Shadow Boundary (ISB) and the 
Reflected Shadow Boundary (RSB) as shown in Fig 3.4. The ISB delineates the region 
where incident rays do and do not exist whilst the RSB delineates the region in space 
where reflected rays do and do not exist. Also, transition regions are the regions close to 
the shadow boundaries.
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I ray
Region 1
Incident ray
n-face
RSB
Region II
Region III ISB
Fig 3.4 Shadow boundaries for a wedge configuration
Referring to Fig 3.4 above, the total GO field, , can be given by Eqn 3.14:
=
£ ' + £ \  in region I
£■', in region II
0, in region III
[Eqn 3.14]
where E' is the incident field and E" is the reflected field.
According to the GO theory, there are no fields in region III. However, experimentally it 
is known that there is no such sharp transition between regions II and III. To compensate 
for this shortcoming o f the GO theory, Keller [Keller 62] proposed the Geometrical 
Theory o f Diffraction (GTD) to account for what occurred in the shadow region. Keller 
postulated that diffracted rays do exist and they occur whenever a structure causes a 
discontinuity in the GO fields by creating shadow regions. Keller formulated a law of 
diffraction that determines the location o f a diffraction point and the direction of 
propagation o f a diffracted ray in a similar way that the law o f reflection determines the 
reflection point and the direction o f propagation of the reflected ray. More formally 
Keller’s law o f edge diffraction [Keller 62] is defined as follows; a diffracted ray and the 
corresponding incident ray make equal angles with the edge at the point o f diffraction, 
provided they are both in the same medium. They lie on opposite sides o f the plane 
normal to the edge at the point o f diffraction. This can be illustrated in Fig 3.5a and 3.5b.
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(a)
<=90
(b)
Fig 3.5 Illustration of the law of diffraction for (a) P q ^ 9 0 °  and (b) =90° [Source: Tzaras 01b]
According to Sommerfeld’s solution [Sommerfeld 54], when rays are obliquely incident 
on the edge o f a surface, the diffracted rays propagate along a cone with the edge as its 
common axis as shown in Fig 3.5a. Hence one incident ray results in an infinite number 
o f rays lying on the diffraction cone. It should be noted that when the incident ray is 
perpendicular to the edge = 90° ), the diffraction cone collapses to a disc as shown in 
Fig 3.5b, with the diffracted rays lying on the surface o f the disc. In a 2D scenario that is 
relevant to us in this work, the incident ray is by definition perpendicular to the edge such 
that an effect similar to Fig 3.5b is obtained. Keller’s diffracted rays satisfy the same 
principles o f geometrical optics in terms o f phase, amplitude and polarisation. Keller 
assumes that diffraction is a local phenomenon such that in the close neighbourhood of 
the diffraction point, the diffracted field is a plane wave.
The total field based on the GTD, for the set-up shown in Fig 3.4 is given by Eqn
3.15:
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in region I
= - ! £ " + £ ' ' ,  in region II [Eqn 3.15]
in region III
where E'‘ is the diffracted field.
Similarly to the GO reflected field, the diffracted field is directly proportional to the field 
incident on the diffraction point according to the expression in Eqn 3.16:
E''{s)^E% Q)-D-A{s)e-^ '^  [Eqn 3.16]
where £ '( g )  is the field incident on the diffraction point Q as shown in Fig 3.5a, D is 
the diffraction coefficient, >1(5) is the spreading term and s  is the distance from the 
diffraction point to the field point.
For the cylindrical wavefronts resulting from a diffracting line source, the spreading 
factor, ^{5) , is given by E q n 3 .17:
4 ^ )  = ^  [Eqn 3.17]
yjs
where s is the distance from the diffraction point to the field point [m].
For spherical wavefronts, the spreading factor is then described by:
= [Eqn 3.18]
VH-^ o +•5)
where is the distance from the source to the diffraction point [m]
Keller stated that the value o f the diffraction coefficient is determined, amongst other 
things, by the local geometrical and physical properties of the diffracting structure. As a 
starting point, he used the case of a half plane illuminated by a plane wave front as shown 
in Fig 3.6.
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Diffracted ray
Plane wavefront
Fig 3.6 Plane wave incident on a haif plane
Assuming that the half plane acts as a line source, cylindrical waves are produced. Hence 
the spreading factor, ^{5 ), is given by l/V 7 . Keller compared his solution for the 
diffracted field, as given by Eqn 3.16, to an asymptotically expanded form o f 
Sommerfeld’s exact solution. For large values o f Æs, he found the scalar diffraction 
coefficient to be given by:
cos
- + •
cos
[Eqn 3.19]
where ^  ' is the angle o f incidence and (p is the angle o f diffraction. D, is the soft 
diffraction coefficient for the case where the E  field component is used to represent the 
wave and D* is the hard diffraction coefficient for the case where the H  field wave
component is used to represent the wave. The negative and positive signs correspond to 
the soft and hard cases respectively.
An exhaustive treatment o f  the GTD can be found in [James 76] and [Kouyoumjian 75].
3.5 Uniform Theory of Diffraction (UTD)
The GTD theory proposed by Keller has brought an improvement on the GO theory with 
regard to describing the behaviour o f high frequency waves when diffracted by structures. 
However the GTD has some shortcomings. In fact, although the GTD can predict the
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diffracted fields away from the shadow boundaries, it fails to do so in the neighbourhood 
o f the shadow boundaries, i.e. the transition regions. This can be illustrated by 
considering a plot (Fig 3.7) o f the GTD diffraction coefficient with respect to the 
diffraction angle for a plane wave source incident on a wedge as shown earlier in Fig 3.4 
[McNamara 89].
40
Ô  .40
■60
8 0  120 160 200 1 
Diffraction angle (degrees)
Fig 3.7 Diffraction coefficients for a wedge configuration [Source: Tzaras 01b|
The variation in diffraction coefficient o f  Fig 3.7 corresponds to the case where the 
internal wedge angle, a  = 40"; the angle o f incidence, ^  ' = 55" and the frequency is 10 
GHz. It should be noted that the two faces o f a wedge are generally labelled as the o-face 
and «-face. Although the actual designation o f a face is arbitrary, conventionally, the 
angles (ft and (p ' are measured from the o-face.
As it can he clearly seen in Fig 3.7, the GTD diffraction coefficients tend to infinity along 
the shadow boundaries. Hence it can be concluded that the GTD is not valid in the 
transition regions and is therefore not a uniform solution. This is a matter o f concern since 
the fields in the transition regions, are very often the fields that are o f interest.
To compensate for the above limitation of Keller’s GTD, Kouyoumjian and Pathak 
introduced the Uniform Theory o f Diffraction (UTD) [Kouyoumjian 74]. By performing 
an asymptotic analysis, they found that, if  the diffraction coefficients are multiplied by a 
transition function, the diffracted fields remain finite across the shadow boundaries. The 
transition function is such that it tends to zero at the same rate at which the diffraction 
coefficients become singular at the shadow boundaries [McNamara 89]. The resultant
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solution, i.e. the UTD solution, is therefore uniform since it is valid in every region in 
space.
The diffraction coefficients proposed by Kouyoumjian are more general than Keller’s 
since the former is finite along the shadow boundaries and can also be used to calculate 
the diffracted fields from a wedge with curved surfaces. However the latter is not of 
interest to us. A formulation for the wedge UTD diffraction coefficients by [Jakobsen 84] 
is shown below:
D,.u{<!>,<!>') = - - {[cot(a>,)f {x , )+  co t(cB ,)f(x ,)]+ [cot(©3)f ( X , ) + co t(® ,)f(X ,)]}
[Eqn 3.20]
where
(^4 + ^  ')]; X- =2kLn^ for i = 1..4 and n = — — — and a  is the
wedge internal angle [®]. It should be noted that n does not have to be an integer.
The transition function, F (x ), as used in Eqn 3.20, is defined by:
F {X ) = °'\e- ‘^‘dx [Eqn 3.21]
The L parameter, also known as the distance parameter, is given by:
{s + s') [Eqn 3.22]
where 5 is the distance between the source and the diffraction point and 5 ' is the distance 
between the diffraction point and the field point.
Further treatment of the UTD can be found in [Lee 88 ].
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3.6 Slope UTD
Propagation along a vertical plane has successfully been used for urban and sub-urban 
propagation modelling by workers such as [Saunders 91] and [Walfisch 88] amongst 
others. Our research will be applicable to a 2D scenario whereby propagation is 
considered along a vertical plane. In such a situation multiple diffraction by successive 
edges, is the dominant mechanism. In many cases this implies the occurrence o f an edge 
in the transition region o f the previous edge. The existence o f transition zones within 
which the field varies rapidly and subsequent illumination o f other edges causes even the 
UTD to fail [Lee 78a], making it inappropriate alone for multiple diffraction problems.
To tackle this problem, Bach Andersen [Bach Andersen 94 and 97] proposed a heuristic 
method involving the inclusion o f the slope diffraction effects. The evidence o f the 
existence o f the latter will be explained subsequently. So far, we have only considered the 
first-order diffractive effects; for e.g. the first-order diffracted field off an edge, is given 
by Eqn 3.16. As can be seen from Eqn 3.16, the first-order diffiracted field is directly 
proportional to the field incident on the edge. Hence if  a null field is incident on an edge, 
the edge-diffracted field according to Eqn 3.16 will be zero. To illustrate this, let us 
consider a dipole illuminating an edge such that the null o f the dipole is directed at the
edge as shown in Fig 3.8.
RSB
Fig 3.8 Wedge illuminated by a dipole ISB
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Despite the fact that a null field is incident on the edge, there are still diffracted fields 
occurring in the shadow region. This can be explained because the total edge diffracted 
field consists not only o f the first-order diffracted field, but o f the slope diffracted field as 
well. The slope diffracted field or the second-order diffracted field, is described by 
Eqn 3.23:
E “- (i) = ^  ')A{s)e-^'^ [Eqn 3.23]
on
where: is the directional derivative o f the incident field on the diffraction point
dn ^
and ') is the slope diffraction coefficient. As shown by [McNamara 89], the
directional derivative can be given in cylindrical coordinates by Eqn 3.24:
^ 4 #  [B ,.  3.241
on s 0Ç ^
An expression for the slope diffraction coefficient for an absorbing edge will be given 
later in Eqn 3.28. It should be pointed out that the first-order diffracted field is also 
known as the amplitude-diffracted field.
An important aspect o f the heuristic method of Bach Andersen [Bach Andersen 97] is to 
enforce continuity of the amplitude and slope diffracted field at each diffraction point; 
which will be described in details in §3.6.1. This can be achieved by choosing the values 
o f the distance parameters separately for the amplitude and slope diffraction. Given the 
importance o f multiple diffraction modelling, other workers have used and improved on 
this technique. It was implemented and described in more detail by Rizk et al [Rizk 98a] 
who also added the concept o f arbitrary diffracting wedges and investigated the details 
concerning arbitrary heights o f the diffracting obstacles. Tzaras et al [Tzaras Ola] further 
developed the technique by including phase terms in the continuity equations. They felt it 
was more physically correct to consider both the magnitude and the phase o f the signal 
when establishing the continuity equations. The novelty in their approach is also to 
develop different continuity equations that vary for each ray independently [Tzaras Ola].
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A more accurate UTD solution that includes higher-order diffracted fields than the slope- 
diffracted fields has been studied by [Holm 96]; but it is naturally more computationally 
intensive than the methods described above. Holm’s approach will not be investigated in 
this thesis.
In the following sub-sections, a double knife-edge collinear scenario will be analysed in 
detail based on the slope-UTD approach o f [Tzaras Ola]. A more general case of a 
multiple knife-edge scenario will then be discussed. It should be pointed out that edge 
selection in the Tzaras implementation of the slope-UTD, is based on an evaluation of 
Vogler’s p  parameter for each o f the edges within the terrain profile. This will be 
discussed in detail in the next chapter.
3.6.1 Double knife edge diffraction
For the purpose of our work, we are interested in representing obstacles as knife-edges. In 
this sub-section, we will investigate the amplitude and slope diffracted field for a double 
knife-edge collinear scenario as shown in Fig 3.9. However before expanding on the 
latter, we will need to define a set o f quantities that is applicable to a knife-edge 
configuration.
A
Edge 1 Edge 2
Fig 3.9 Double collinear knife-edge scenario
>  Amplitude diffracted field
The expression for the amplitude diffracted field, jEJ, is given by Eqn 3.16. The 
amplitude diffraction coefficient, D “ (a), for an absorbing knife edge is described by:
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D ' M - -
iJlTtk  cosf Y
-F 2 * 1  cos"
a
[Eqn 3.25]
where o  = ' with and ' as defined in Fig 3.9. The transition function, f [ ],
is given according to Eqn 3.21.
>  Slone diffiracted field
The slope diffracted field is as defined by Eqn 3.23. The slope diffraction coefficient, 
D ^{a), for an absorbing edge is expressed in terms o f  D °{a)  as:
[Eqn 3.26]
The first order derivative o f the amplitude diffraction coefficient implies that we should 
also determine the first order derivative o f the transition function, F ’[ ]. This is given by;
where X  =  2*Lcos^(a/2)
[Eqn 3.27]
Using Eqn 3.26 and 3.27, we obtain an expression for the slope diffraction coefficient for 
an absorbing edge:
/  \ aD ^ { a )= — ^ L , s i n  -  ( l-F [% ])
2 )
[Eqn 3.28]
where is the slope distance parameter evaluated by enforcing continuity equation for 
the slope diffi'acted field.
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The derivative o f D" (a ) , which will be later required in this implementation, is described 
by:
d D \ a )  ^  
da
/
L, cos + 4 l!^ s in '
y v 2 y
cos F ’[X]
[Eqn 3.29]
It should be pointed out that in the definition of the amplitude and slope-difffaction 
coefficients as given by Eqn 3.25 and 3.28, we do not have the soft and hard cases 
because we are only considering the scalar UTD implementation as used by [Tzaras Ola].
Now that the above quantities have been specified, we will analyse the diffraction process 
for a double knife-edge collinear scenario as shown in Fig 3.9. We will attempt to 
evaluate the field on each edge and the total field at the Rx for this set-up. This involves 
determining the amplitude and slope-diffracted field due to each edge. To do this, we will 
apply the continuity equations for the amplitude and slope-diffracted field at the shadow 
boundary points (SBP). The shadow boundary points are the points that lie on the shadow 
boundary o f successive edges and which are separated by the same distance as the edges, 
i.e. Sq,s  ^ etc [Rizk 98a]. By enforcing the continuity equations at the SBP, we will
determine the appropriate L and parameters which in turn will allow us to determine
the appropriate amplitude and slope-diffraction coefficient respectively. It should be 
noted that in the analysis below, it is assumed there is no slope-diffracted field for a ray 
originating from the Tx.
>  Total field at edge 1
At edge 1, there is only the direct ray from the Tx. Hence the total field at edge 1, E ,, is 
expressed as:
,-y^ o
[Eqn 3.30]
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> Total field at edge 2 
The total field at edge 2, , is given by
E 2 = ^ 0 2  [Eqn3.31]
where:
£q2 is the direct ray calculated at edge 2, from the Tx
£ 0,2 is the ray originating from the Tx, amplitude diffracted at edge 1 and calculated at 
edge 2 .
£02 = 7-------- \ [Eqn 3.32]
VO ■^ i}
From Eqn 3.16, the amplitude diffracted field, £ 0,2 , can be expressed as:
£ “ 2 = £ o .A “(« [Eqn 3.33]
Since the edges are collinear, a  = n . Substituting a = -n  into Eqn 3.25, we have 
D" (a=7r) = -0.5^^L [Eqn 3.34]
Using Eqn 3.34, Eqn 3.33 can be re-written as:
g Vb, ___  r
£ou =  0 .5 4 1 ^  ■ / '  \  e [Eqn 3.35]
•^ 0 V' ('o + )
To evaluate the distance parameter, £(,12, we need to establish the continuity equation for
the field at the SBPou. To have continuity, the discontinuity o f the amplitude-diffracted 
field should cancel the discontinuity o f the incident field. Although the incident and 
diffi-acted fields individually are discontinuous across the shadow boundary, the total field
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(i.e. the sum o f the incident and the diffracted field) should be continuous across the 
shadow boundary. For this to occur, the amplitude diffracted field at edge 1 and 
calculated at edge 2  is equal to half the incident field on edge 1, i.e.
- 0 .5£o2 = £o n  [Eqn 3.36]
where: £(12 and£ 0,2 are as defined earlier.
Substituting Eqn 3.32 and Eqn 3.35 in Eqn 3.36, we have
4 , 2  = / , \ [Eqn 3.37]
(.•So ■^1 /
Hence £ 4  can be evaluated and the total field incident on edge 2 is given by:
0
£ 2 = ^ 7— '— r -  [Eqn 3.38]
VO
>  Total field incident at the Rx (we will denote the Rx as edge 3)
The total field incident at the Rx, £ 3, is given by:
4  ”  4 , 3  423 + 4 z3 4 z3 [Eqn 3.39]
The notation used in the above is such that £^„ represents a direct ray from m to n; £"„^ 
represents an amplitude diffracted field, originating from m, amplitude diffracted at n and 
calculated at o. £^„„ represents a slope-diffracted field, originating from m, slope- 
diffracted at n and calculated at o.
The direct ray incident on the Rx from the source is given by:
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g-y*(io+si+*j)
4 j  = 7-------------- \ [Eqn 3.40]
K + f ]  + J 2)
To evaluate the amplitude-diffracted fields £ “3, £ ^  and £[^3 , we have to establish the 
following continuity equations (Eqns 3.41-3.43) and determine the distance parameters, 
4 ,3 ,423  and £,23 respectively:
.a - - Æ 7  I ^- 0 .5£ ,3  = £ 4 = ------------------------- 4 ? -------- [Eqn 3.41]
S o 2  I l k +  S ,  + S 2 X S 1  + S 2 )
^ - 2 * 6 0 +S| )
-  V -^023 11 k + S | )
( s o + s , ) 2 i ( 5 0 + S , + 5 3 ) 5 2
g - v * W + « i )
"  V A 2 3 1 k + S , )
- 0 .5 4 3  = 423  = ; --------- T— 4 ^ - J / g-*" [Eqn 342]
-0 .5£ ,3= £r23  = 2 ( , ^_^ , J -  2 "  ' l j k + I , 4 . L > 2
and £,3  = -TT— — — - 7  [Eqn 3.44]
2(Jq -I- s, -I- ^2 j
The distance parameters are given by:
4 ,3 = 7^ ^ ^ ^ ^ ^  [Eqn 3.45]
I 'o + 'i  + h )
4 2 ^ = ^ i k ± £ l L  [Eqn 3.46]
K + f ,  + ^ 2)
[Eqn 3.47]
K  + f , + 22)
The slope diffracted field, £ 4 , is given by:
423 = ^ - A ( «  [Eqn 3.48]
The directional derivative o f the total field on edge 2 can be expressed as:
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dE^ ^  1 0 4 ,2  1
dn 5 , d a  5 , jr., )»-* 'd a vW),'  ( a  . « K  ( ',)«  * ']
[Eqn 3.49]
Substituting Eqn 3.30, 3.28 and the appropriate distance parameter, 4 ,2 , as given by Eqn 
3.37, into Eqn 3.49, we have:
dn
^ 4  _ |£Lg-''4g-y*0o+*i)_____ 1
2ÆU5, k + 5 , ) ^
[Eqn 3.50]
If  we substitute Eqn 3.50 and Eqn 3.28 in Eqn 3.48, we can express £ 4  in terms o f the
slope distance parameter, 4 ^^ :
1 I  I k + s , ) [Eqn 3.51]
To determine the slope distance parameter, , we need to enforce the continuity 
equation for the slope diffracted field as given by Eqn 3.52 [Bach Andersen 97]:
[Eqn 3.52]
Since a  = ; r , from [Rizk 98a] we have
[Eqn 3.53]
Substituting Eqn 3.53 and Eqn 3.50 (with (5 , + ) instead o f 5 , ) into Eqn 3.52, we have
an expression for :
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^23 ~
5o+5i %f \
+ 5 j +^2^ + -^ 2>
K
[Eqn 3.54]
Substituting Eqn 3.54 into Eqn 3.51, the slope diffracted field, £^^2, can be determined. 
Also the total field on edge 3, E^, can be determined since all the components on the 
right hand side o f Eqn 3.39 are now known.
3.6.2 M ultiple knife edge diffraction
Fig 3.10: Non-collinear multiple knife-edge scenario [Source: Tzaras 01b]
The method described in the previous sub-section can be extended recursively to a 
multiple knife-edge scenario. In principle, each edge will have an amplitude and slope 
diffraction term. Depending on the line o f sight (LOS) situations, these fields may have a 
contribution from all the preceding edges that will in turn contribute to the succeeding 
edges. The values o f L and are evaluated by enforcing the appropriate continuity
equations at the shadow boundary points for each individual ray as was done in §3 .6 .1 . 
For a three knife edge scenario as shown in Fig 3.10, the field at the Rx (denoted as edge 
4), , can be calculated recursively using Eqn 3.55:
^4  -^absent, 3 E ,D ‘ { a ) + ^ D ; { a )on
-jkS3 [Eqn 3.55]
where:
a^bsent, 3 thc ficld at thc Rx (edge 4) with the edge 3 absent.
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Eqn 3.55 physically means that the total field at edge 4 is the sum of the contribution of 
the edges prior to edge 3 at edge 4 (assuming edge 3 is absent) and the contribution due to 
edge 3.
According to [Rizk 98a], the continuity equations for the amplitude and slope diffracted 
terms when including both magnitude and phase are valid, only if  all the edges and the Tx 
lie exactly on the shadow boundary. Since both magnitude and phase are being 
considered in the continuity equations o f this implementation, we apply the continuity 
equations at the shadow boundary points along the shadow boundaries. It is assumed that 
the distance parameters thereby evaluated are the same as when .
For the case o f diffraction off N screens o f equal distance and equal height, the Tzaras 
slope-UTD [Tzaras Ola] gives a very good agreement with the exact solution, l / ( #  + l), 
proposed by [Lee 78b]. However BachAndersen’s implementation [Bach Andersen 97] 
does not perform as well. It has been reported in the literature [Tzaras Ola] that the Tzaras 
slope-UTD performs well against the Vogler model in terms o f accuracy and is faster. An 
extensive characterisation o f the Tzaras slope-UTD has been carried out over a wide 
range o f profiles [Tzaras 00]. It should be pointed out that one o f the limitations o f the 
slope-UTD is that inaccurate predictions may be obtained when the spacing between 
edges is less than 50m, corresponding to a distance in wavelengths of about 17A, at a 
frequency of lOOMHz [Tzaras Ola].
3.7 Conclusions
In this Chapter, we have first presented the following canonical models: Deygout, 
Giovanelli and Vogler. The first two models are fairly simple to implement and use 
simple geometrical constructions to represent the profile. On the other hand, although the 
Vogler method is also a deterministic model, the algorithm is more involved. It has been 
shown in the literature by [Tzaras 00] that the Vogler method is more accurate than the 
Deygout and Giovanelli models but at a far greater expense in computational speed.
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Our aim is to look for a model with a better compromise of computational speed and 
aeeuraey to use as a reference model for subsequent modifications as described in Chapter 
4. Hence we have investigated the GTD and UTD methods. It was seen how the GO was 
complemented by the addition of diffraction rays. The diffracted field can be expressed in 
terms of the diffraction eoeffieient just in the same way as reflected fields are expressed 
in terms of the reflection eoeffieient. However it was found that the GTD is not uniform 
throughout space and failed at the transition regions. The UTD has been proposed in the 
literature to compensate for the aforementioned shortcoming o f the GTD by multiplying 
the diffraction eoeffieient with a transition function. Unfortunately the UTD is not quite 
suitable for situations where edges are in the transition region o f previous edges. Such a 
eireumstanee may be quite common in urban and sub-urban propagation modelling which 
is o f interest in this work. Hence we investigated the heuristic theory proposed by [Bach 
Andersen 94, 97] that took the slope-diffraeted field into account to allow the above 
situation to be analysed. It was mentioned that [Rizk 98a] implemented the idea suggested 
by Bach Andersen and also investigated diffraction for obstacles with arbitrary heights. 
[Tzaras Ola] improved the Bach Andersen model further by including the phase term in 
the continuity equations and by specifying continuity equations independently for each 
ray.
We have seen sufficient evidence in the literature to prove that the Tzaras slope-UTD 
performs very well in terms of aeeuraey and speed against more rigorous methods. Hence 
we have chosen the Tzaras slope-UTD [Tzaras Ola] as one o f our reference models. In the 
next chapter, we will investigate ways in which we can improve on the aeeuraey o f the 
slope-UTD and more generally on how to move the balance in the trade-off achieved in 
our reference models, namely the NAPE and the slope-UTD.
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4. Suggested propagation models and 
performance metrics
In the last two chapters, we have discussed in detail the theory behind two propagation 
models, one each from the families of canonical models and full-wave models. The 
propagation models concerned are the NAPE and Slope-UTD models. As stated in §3.7 
we will be using the slope-UTD implementation of [Tzaras Ola], which will be 
henceforth referred to as the standard Slope-UTD, i.e. STD-UTD model. We also 
mentioned that each has a different set o f strengths and weakness in terms o f accuracy 
and computational speed.
In this chapter, we will investigate ways o f improving on each o f the above models. An 
improvement in computational speed is sought with respect to the NAPE model, whilst an 
improvement in accuracy is aimed for with respect to the STD-UTD model. The modified 
models are the NAPE-FS (NAPE-Free Space) and the SE-UTD (Selected Edges slope- 
UTD) models respectively. We hope to achieve the above aim by focusing on the input 
data selection to the original models (i.e. the NAPE and STD-UTD models). A 
description o f the implementation o f the NAPE-FS model will be given in §4.1 and an 
explanation o f the edge selection performed in the SE-UTD model is given in §4.2. In 
order to assess the performance o f the modified models against their reference, we have 
developed a set o f metrics (the hit rate metrics) to be used concurrently with first order 
statistics. A description o f the metrics for the performance measure o f the models will be 
given in §4.3.
4.1 NAPE-FS model
The NAPE-FS model is essentially the NAPE model but fed with different input data. In 
some ways, the NAPE-FS model can be viewed as an extension o f the NAPE model. As 
highlighted earlier in Chapter 2, the NAPE can be thought o f as a computationally
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intensive method but in return a fair degree o f accuracy is expected. The idea behind the 
NAPE-FS model is to improve on the computational speed of the NAPE model by an 
appropriate selection o f input terrain data. The latter will be described in §4.1.1 and its 
sub-sections. A description of the free space concept that underpins the NAPE-FS model 
will be given in §4.1.2.
4.1.1 Significant regions
As described in Chapter 2, the NAPE is a frill-wave model based on an approximation to 
Maxwell’s equations. It also takes into account the whole extent o f a terrain profile 
between a transmitter (Tx) and a receiver (Rx). In principle, greater accuracy in the 
predictions can be expected because o f this. However, it is reasonable to assume that 
there may be some terrain segments from the whole terrain profile that contribute more 
significantly than others, with respect to the diffraction loss. We will coin the 
aforementioned terrain segments as the “significant” terrain segments or “significant 
regions”. In an attempt to optimise the NAPE in terms o f computational speed, we aim to 
identify the significant regions in the profile and use these significant regions as an 
approximation to the full terrain profile. In the following sub-sections, we will describe in 
more details how we identify the significant regions. It should be noted that for reasons 
that will become obvious in the following sub-sections, the NAPE-FS is based on a 
NAPE model with an absorbing layer in the upper part o f the computational domain.
4.1.1.1 Fresnel-Huygens’ Principle
In his “Traite de la Lumière” published in 1690, Huygens [Huygens 1690] suggested a 
mechanism describing the propagation o f light through what was believed at the time to 
be ether. The principle, known as Huygen’s principle, is illustrated in Fig 4.1.
Consider a spherical wave originating from the main point source, yielding a first 
wavefront at time t . This wavefront can be considered to consist o f secondary sources 
radiating secondary spherical wavelets. It is assumed that the wavelets cancel out in the 
backward travelling direction, but they persist in the forward travelling direction. At a
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later time, t + à t ,  a new second wavefront is formed as a result o f the envelope o f the 
secondary wavelets. In this way, the wavefront can be viewed as moving in the forward 
direction.
In essence, Huygen’s principle is based on the following premises [Saunders 99]:
i) each element o f a wavefront may be regarded as the centre o f a secondary 
disturbance which gives rise to spherical wavelets.
ii) the position o f the wavefront at any later time is the envelope o f all such 
wavelets.
Main Source
Wavelet
Wavefront
Fig 4.1 Wave propagation due to constructive interference of secondary wavelets [Source: Tzaras
Olb]
Huygens’ principle does not take into account the periodic nature o f light. However 
Fresnel completed Huygens’ principle by accounting for the space and time periodicity of 
light and for mutual interference effects. Hence a wavefront could be viewed as a surface 
on which secondary wavelets interfere. This allowed diffractive effects to be explained. 
This modified principle is known as the Fresnel-Huygens’ principle. An exhaustive 
treatment o f Huygens’ principle can be found in Baker and Copson [Baker 50].
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4.1.1.2 Fresnel zones
In order to discuss how the previously mentioned significant regions arise, we need to 
explain the concept o f Fresnel zones. Fresnel used the Fresnel-Huygens’ Principle to 
calculate the total field due to a main source based on a technique known as Fresnel zone 
construction. A description o f the Fresnel zone construction is given below:
Let S  be the spherical wavefront due to a point source situated at , as shown in Fig
4.2, and F , is the point at which the field is determined due to the wave sources on the 
surface S .
Z.
Fig 4.2 Fresnel zone construction
We can draw spheres, with centre P  and radii so as to intersect with the
spherical wavefront 5 ,  such that 6, =6^ - b ,  = ....= -6 ,_ , = -1/2 . b^ is given by
the distance .
The wavefront S  is thereby divided by the spheres into a number o f zones, 
Z p22 ,Z j,...Z „ , called Fresnel zones. The first zone is in the shape o f a spherical segment 
whilst the others are spherical annuli. Provided that the path difference for a pair of
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adjacent Fresnel zones, Z„ and Z„_j, is -b^_^ = Z /2 , they will radiate out o f phase. It 
has been shown by [Bom 99] that if  b and are large compared to the wavelength, Z , 
then the total field at P , U ( p \  is given by Eqn 4.1 :
where C/j ( f )  is the field contribution due to the first Fresnel zone and (p) is the field 
contribution due to the last Fresnel zone.
For the last Fresnel zone, Q„P is a tangent to the wave. Hence the inclination factor (a
quantity that describes the variation with direction o f the amplitude o f the secondary 
waves) is assumed to be zero such that the contribution due to the last Fresnel zone, 
[/„ (p ), is zero [Bom 99]. Therefore Eqn 4.1 reduces to:
= [Eqn 4.2]
Eqn 4.2 implies that if  the first Fresnel zone is free of obstacles, then the situation is very 
similar to free space propagation between P^ , and P ,  since diffractive effects are 
negligible.
In this perspective, it is quite important to determine the radius of the first Fresnel zone so 
as to know if  an obstacle is causing a significant diffractive effect. The radius o f the 
Fresnel zone can be derived as follows:
Consider the Tx-Rx set-up as shown in Fig 4.3. As mentioned earlier, the path difference 
between two adjacent Fresnel zones is equal to Z /2 . Hence,
Z
+ ^2 ~ ^2 [Eqn 4.3]
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where d\ is the distance from the Tx to the edge of the first Fresnel zone at a plane which 
is a distance away from the Tx.
d\ is the distance from the Rx to the edge o f the first Fresnel zone at a plane which is a 
distance d^ away from the Rx.
Tx Rx
di
Fig 4.3 Fresnel zone construction between a transm itter and a receiver
Using Pythagoras’s theorem, Eqn 4.3 can be expressed as:
Vk r + V(^2 y - d ^ + d ^ + A [Eqn 4.4]
Assuming that d ,^ d^ »  , and using the Binomial theorem, we have:
d,
2
1+ +  6^ 2 L  1
. 2 k )  _
—  i/j + 6^2 "t" [Eqn 4.5]
Eqn 4.5 can be re-arranged to give the radius o f the first Frensel zone.
I Àd^d^ 
k  + ^ 2)
n A
[Eqn 4.6]
Since the path difference for the n‘ Fresnel zone is Eqn 4.6 can be adjusted to find 
the formulation of the radius of the n ‘^  Fresnel zone:
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r. =
nX
(rf, +<^2)
[Eqn 4.7]
Determining significant regions
In addition to the Fresnel zone radius, there is another parameter that is o f importance in 
determining whether an edge is in a significant region or not. This parameter is the 
Fresnel diffraction parameter, u.
Tx
---------J Rx
Knife edge
d d:
Fig 4.4 Single knife edge configuration
Assuming that d ^ , d j »  h ,  the Fresnel diffraction parameter, o , is given by:
l2 (d ,+ d ,)ü  = h
Xd^d^
[Eqn 4.8]
where A is a positive quantity if  the edge is above the straight line joining the Tx and Rx 
and h is a negative quantity if  the edge is below the straight line joining the Tx and Rx.
Let us consider the simple case o f a single absorbing knife-edge diffraction as shown in 
Fig 4.4.
The path loss due to the single knife edge, , is given by:
I*, = -20  log = -20Iog|f(u]| [Eqn 4.9]
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where is the diffracted field, is the incident field and
1 + y "  ^
[Eqn 4.10]
and V is the Fresnel diffraction parameter as defined in Eqn 4.8.
The variation o f the path loss, with v  is shown in Fig 4.5. From Fig 4.5, it can be 
seen that within the line o f sight region (i.e. for negative values o f v ) ,  the attenuation 
oscillates and asymptotically tends to 0 dB as A defined in Eqn 4.8, tends to a more 
negative value. The latter occurs when the clearance o f the edge with respect to the 
straight line between the Tx and Rx, increases. We also find that at grazing incidence (i.e. 
when u = 0 ), the signal strength is halved.
Patti loss  due to  a  single knife e d g e
- 5
- 1 0
S
1  -2 0  
o.
- 2 5
- 3 0
- 3 5
-1 0  -8 -6 -Z 0 2 4 6 8 10 12 1 4 1 6 18 20
Fresnel Diffraction parameter, v [ ]
Fig 4.5 Variation of path loss with Fresnel diffraction param eter for a single knife-edge
The critical aspect is that a path loss o f 0 dB can be achieved for a Fresnel diffraction 
parameter of, u  = -0 .8 , as highlighted by the broken line in Fig 4.5. A value o f u  = -0.8 
corresponds to an excess height, h , as defined in Fig 4.4, o f -0 .6 r, (i.e -0 .6  o f the first
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Fresnel zone radius). This is called the minimum Fresnel propagation region by Hristov 
[Hristov 00].
Tx Rx
Minimum Fresnel propagation region 
Fig 4.6 The minimum Fresnel propagation region
The minimum Fresnel propagation region (MFPR) is used as a gauge to decide whether 
an edge is treated as a significant obstruction or not. In the main, the total path loss 
between the Tx and the Rx will be quite similar to an unobstructed case i f  there are no 
edges in the MFPR (shown as the shaded region in Fig 4.6). Therefore, the idea is to 
check i f  each edge occurs inside or outside the MFPR.
The edge selection in the NAPE-FS model leading to the occurrence o f significant regions 
can be broken down in 3 steps. These will be described below:
•  The terrain profile between a Tx and Rx can be approximated to a series o f  knife- 
edges assuming the variation in the terrain is on a scale larger than the wavelength 
o f interest. As a first step, we will identify a number o f significant (or main) edges 
given by, num_sig edges (nse). These will be selected from the terrain profile 
between the Tx and the Rx. The main edges are deemed to be significant in terms 
o f their diffractive effects and will be selected based on Vogler’s fd parameter; a 
formulation o f which was given in Eqn 3.12. A detailed description o f  this 
selection o f main edges will be given in § 4.2.1.
• The main edges will be considered as “virtual” transmitters and receivers. The 
MFPR, as defined previously, is drawn across each pair of main edges and where 
relevant, between the “real” transmitter/receiver and a main edge. We then assess 
i f  each terrain edge in between a pair o f main edges, occurs within the MFPR or 
not. This process is explained below:
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Minimum Fresnel propagation region
C
Fig 4.7 Assessing if an edge is within the minimum Fresnel propagation region
Consider a pair o f  adjacent main edges, A and B, as shown in Fig 4.7. Let C be the 
edge whose significance in terms o f diffraction, is to be assessed. A perpendicular 
from the top o f edge C is drawn with respect to the straight line AB. I f  the 
clearance o f  the edge C with respect to the line AB, i.e. distance XY, is greater 
than 0.6 o f the first Fresnel zone (i.e. YZ), then edge C is said to be outside the 
MFPR. By the same token, if  the clearance o f edge C with respect to AB is less 
than 0.6 o f the first Fresnel zone, then edge C is considered to be within the 
MFPR.
• I f  an edge lies within the MFPR, this edge is assumed to have a significant 
contribution to the net path loss. As a result, this edge is considered to be part o f a 
significant region. On the other hand, i f  an edge lies outside the MFPR, its 
diffractive effect is deemed to be minimal. Hence these edges are excluded from 
the significant regions.
Since the edges in the significant regions are critical to the path loss, it is important to 
model the propagation over the significant regions appropriately so that prediction 
accuracy is maintained. Therefore in the NAPE-FS model, we run the NAPE model over 
the significant regions. Clusters o f edges that are excluded from the significant regions, 
are approximated to free-space (FS) regions. This stems from the premise that edges 
outside the MFPR do not contribute significantly to the overall path loss.
It should be noted that in the NAPE-FS model, the implementation o f  the NAPE involves 
the use o f an absorbing layer as the upper boundary condition (UBC). The non-local 
boundary condition cannot be used by the very nature o f the NAPE-FS model. The latter 
consists o f disconnected segments over which the NAPE is run. However the non-local
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boundary condition requires information about the field value along the upper boundary 
from the current plane to the initial plane. It can be clearly seen that the NAPE-FS model 
and the non-local boundary condition are not compatible; thereby the use o f the absorbing 
layer in the implementation o f the UBC.
A schematic illustrating the steps in the edge selection process is shown in Fig 4.8.
Tx Rx
Step I: Identifying main 
edges from the profile
Main edges
MFPR
Step II: Drawing MFPR 
across the pair of main 
edges
Step III: Selecting edges 
within the MFPR as part of 
the significant regions
h  —In a p e  zones (significant regions) 
FS zones
Fig 4.8 Steps in the edge selection process used in the NAPE-FS model
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Capsoni et al [Capsoni 02] has used an edge selection technique akin to the one used in 
our work. However contrary to us, Capsoni’s approach relied on tracing segments along 
the path profile, from the top o f an obstacle to the top o f the farthest one still in line of 
sight (LOS). These are identified as the main edges, dividing the terrain profile in sub­
paths. Fresnel zone ellipsoids are then drawn for each sub-path. The position o f the top of 
the edges within each sub-path is then checked against the Fresnel zone ellipsoids to 
determine their significance in terms o f  diffraction. It should also be noted that Capsoni et 
al has applied this terrain selection to a different model than the NAPE. In fact, Capsoni 
et al have applied it on a model proposed by Whitteker [Whitteker 90].
4.1.2 Free space (FS) propagation
As mentioned in §4.1.1.3, edges that are outside the MFPR are considered not to 
contribute significantly in terms o f  the path loss. Hence the region where such edges 
occur is approximated to free-space within the NAPE-FS model. It should be borne in 
mind that this is by no means a perfect description of reality. Obviously this 
approximation has its inherent errors and the trade-off made between computational speed 
and accuracy will be discussed later. Nevertheless, in this section, we will investigate how 
the propagation through free-space has been achieved within the NAPE-FS model.
34
NAPE zone Pu NAPE zone
Grid pt X
FS zone
Start vertical End vertical
of FS zone of FS zone
Fig 4.9 Schematic showing grid points at the start and end verticals of the FS zone
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Consider the free-space zone as shown in Fig 4.9. Prior to the free space zone, there is a 
NAPE zone whereby the implicit finite difference (IFD) solution has been marched 
forward, as described in §2.4.2 till the start vertical o f the FS zone. The field values at the 
finite difference (FD) grid points along the end vertical of the FS zone have to be 
determined so that the solution to the parabolic equation can be marched forward within 
the next NAPE region. To this effect, we need to implement the propagation in free-space 
of the field values along the start vertical of the FS zone, E l ,E l ,E l  and.E^ in order to
determine the field values at the end vertical of the FS zone, E l,E ^  and E l .
We achieve this through an application of the Fresnel-Huygens’ principle. We will 
consider the field at the FD grid points along the start vertical o f the FS zone as 
cylindrical sources. The aim is to find the contribution o f each o f the above cylindrical 
sources at each o f the FD grid points along the end vertical of the FS zone. Hence the 
field at the topmost grid point, X, along the end vertical, is given by the summation o f the 
contribution o f the sources, E l,.. . ,E l  at that point X.
Let us consider the scalar wave equation with a cylindrical source, expressed in 
cylindrical coordinates:
(!>{p) = - ô { p )  [Eqn 4.11]
dp^ p  dp ^ 
where 5  (p) = 5  (y)
According to [Chew 95], the solution to the above wave equation is a Hankel function of 
the first kind and zeroth order, given by Eqn 4.12:
^ (^ ) = 4  [Eqn 4.12]
where p  is the radial distance from the source to the measuring point and H q \  ) is the 
Hankel function of the first kind and zeroth order.
8 0
Chapter 4 Suggested propagation models and performance metrics
For large radial distances, the Hankel function o f the first kind and zeroth order.
7fo'(/:p), can be approximated to ^ [Abramowitz 72] so that Eqn 4.12 can be
\J tk p
expressed as:
= [Eqn 4.13]
\ 8 t t k p
In a 2D Cartesian coordinate system, the radial distance, p ,  is replaced by
- x j ' + ( z , - z j '  .
As mentioned earlier, the field at, say grid point X, is given by the summation o f the 
contribution o f the sources, at the point X:
£ := [ ( £ ;  ■«>(p„))+fe [Eqn4.14]‘
A formulation along the lines o f Eqn 4.14 is used to calculate the field at other grid points 
along the end vertical o f the FS zone. This process is repeated across each FS zone 
occurring within the profile.
It should be noted that the computation o f the field points across each FS zone is less 
intensive than marching the solution forward in the NAPE region. Eqn 4.14 can be easily 
implemented as a matrix multiplication. On the other hand in the NAPE region, a matrix 
inversion has to be carried out to find the solution to the NAPE. Also, the step size within 
the NAPE region is o f the order o f a few wavelengths whilst the FS zone tends to be 
much wider than this. Hence for the above reasons, the inclusion o f the FS zone brings 
about a saving in computational time, albeit at the expense o f prediction accuracy since 
the effects o f some obstacles are ignored.
‘ An explanation for the inclusion of the factor of A n  will be given in Appendix A.
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4.2 Selected Edges slope-UTD (SE-UTD) model
In the NAPE-FS model, we processed the input terrain data so as to improve on the 
computational speed of the reference model, the NAPE model. The input terrain data will 
also be adjusted within the SE-UTD model, but with a different end result than in the 
NAPE-FS model since we now aim to improve on the prediction accuracy of the SE-UTD 
model with respect to its reference model, the STD-UTD model.
The SE-UTD model is essentially the same as its reference model, the STD-UTD model. 
The only difference between the two models lies in the input data selection. In the SE- 
UTD model, we will aim to carry out the edge selection from the terrain profile in a 
different way than that used within the STD-UTD model. The edge selection in the SE- 
UTD model is expected to take into account a more global shape o f the terrain profile, in 
addition to its local variation. In the STD-UTD case, only the latter is taken into 
consideration during edge selection. As a result, it is hoped that the above difference in 
edge selection between the two models will translate into a more accurate prediction 
being made by the SE-UTD model.
A description of the edge selection process used in the SE-UTD model is given in the 
next sub-section.
4.2.1 E dge selection
As mentioned in §3.6, the edge selection within the STD-UTD model is based on the 
evaluation of Vogler’s p  parameter for each of the edges within the terrain profile. This 
is also partly used in the edge selection approach of the SE-UTD. However it incorporates 
the use o f the MFPR, which was described in §4.1.1.3. A detailed description o f the steps 
in the edge selection approach within the SE-UTD model, is given below:
• I: A number of significant (or main) edges given by, nse, is identified from the set 
of knife-edges that represents the whole terrain profile. The total number o f edges 
is reduced to nse in the following way:
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i)
Ü)
iii)
Let the knife-edges shown in Fig 4.10a represent the whole terrain 
profile from a Tx to Rx. The p  parameter, given by Eqn 3.12, is 
evaluated for each edge in Fig 4.10a, based on the relative heights and 
distances of that edge with its adjacent edges. The edge with the most 
negative 9î[y0] is deemed to have the least contribution to the 
diffraction loss [Vogler 81]. Hence this edge is not o f interest and 
should be ignored. Let us assume in our example, that the edge with 
the most negative 9î[y^] is edge B such that it is to be overlooked.
The p  parameter is then recalculated for the edges adjacent to B, say 
edges A and C, assuming edge B is absent (Fig 4.10b). The newly 
calculated p  parameter for edges A and C, is compared with those o f 
the remaining edges in the profile.
Steps (i) and (ii) are repeated until the total number o f edges is given 
by nse.
B
\
I
Edge B is ignored 
A C
/ \ /
(a) Cb)
Fig 4.10 (a) and (b) Steps in determinining the P  param eter of the edges
II: Ellipsoids representing 0.6 of the first Fresnel zone are drawn across pairs o f 
main edges and the Tx and Rx. We then determine which edges in the terrain 
profile are within the MFPR as described in §4.1.1.3. As before, the edges within 
the MFPR are deemed to be significant in terms of diffraction loss whilst those 
outside the MFPR are deemed to have negligible contribution to the diffraction 
loss and are therefore ignored.
Ill: Usually the number o f edges within the MFPR as found above is quite high. 
We need to bring it down to a more reasonable number (about a dozen) since the 
accuracy gained is minimal whilst it is computationally expensive, as shown in the
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results o f the next chapter. The edges within the MFPR are narrowed down to a 
number given by final_num_sig_edges (fnse), by determining the most significant 
edges based on Vogler’s p  parameter.
It should be noted that the edge selection in the STD-UTD model consists of stage I only. 
From the description of stage I, it is clearly seen that an edge is assessed based on its 
diffractive effects with respect to its immediate adjacent edges, namely the edges before 
and after the one under investigation. Hence in some ways it can be said that the edge 
selection in the STD-UTD model is more focused on the local diffractive effects of an 
edge. By including stage II in the edge selection process of the SE-UTD model, we are 
hoping to take into account the diffractive effect o f an edge with respect to an adjacent 
pair o f main edges that may not be situated locally to the edge in question. It is thereby 
expected that a more global perspective will be taken whilst carrying out edge selection.
The difference in edge selection between the STD-UTD and SE-UTD models, as 
highlighted in this section, will be assessed in the next chapter. Chapter 5. This 
assessment will be carried out using the tools described in the following section.
4.3 Performance metrics
We intend to analyse the performance of the reference and modified models in terms of 
computational speed and accuracy. The computational speed is given by the runtime of 
the model. The runtime is defined as the sum of the pre-processing time and the 
prediction time. The pre-processing time is the time taken to select the significant regions 
in the case of the NAPE-FS or the relevant edges in the case o f the UTD-based models. 
The prediction time is the time taken to compute the path loss values at the Rx for a given 
input profile.
With regard the accuracy of the propagation models, traditionally first order statistics are 
used for that purpose. During the course of our research, we have developed the hit rate
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metrics [Owadally 01] that can be viewed as being a complementary tool to the first order 
statistics. These two tools will be discussed in the following sub-sections.
4.3.1 First order statistics
Formerly, the accuracy o f prediction models has been determined almost entirely on the 
basis of first order statistics such as mean o f the error (Eqn 4.16), standard deviation of 
the error (Eqn 4.17) and occasionally the correlation coefficient (Eqn 4.18) between the 
measurements and predictions. The error is defined as the difference between the 
predicted values, p , , and the experimental values, m,- on a logarithmic (decibel) scale.
Errorii) = m. -  p. [Eqn 4.15]
The mean error is given by: Error = ^ -----  [Eqn 4.16]
where, N , is the total number o f measurements or predictions made. 
The standard deviation of the error, std _ erro r , is given by:
std error =
^rrorii) -  Erro^
1=1
N
[Eqn 4.17]
The correlation coefficient, p , is given by:
, , . [Eqn 4.18]
where the covariance function, C { x ^ , x ^ ) = e [{x  ^ -  X^ 2 “  )] and = E[x .].
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We will also use the root mean square o f the error, rms error, as defined in Eqn4.19:
rms error =
N
1=1
N
[Eqn 4.19]
Eqn 4.17 can be rearranged to obtain an expression (Eqn 4.20) linking the std_error, 
rms_error and the mean error.
rm s _  error = ^j{std _ e r r o r J  + i^rro rJ  [Eqn 4.20]
For the purpose o f analysis, it is usually assumed that the experimental values are exactly 
correct. First order statistics give a global perspective, but are not always appropriate to 
reflect the needs o f final system design. This can be illustrated as follows: Consider a set 
o f prediction path loss that closely match experimental results for most o f the range of 
interest, but which are subject to a major error at a few locations. The overall mean and 
standard deviation o f the error can be large, although the model is entirely accurate for the 
purpose o f predicting most o f the locations served. Indeed, a large standard deviation will 
be an entirely misleading measure o f prediction quality. The impact on the overall mean 
and standard deviation o f the error is greater i f  the total number o f  locations at which a 
prediction and measurement is made, is small.
On the other hand a relatively low standard deviation can be achieved by constructing a 
model that produces predictions that are much smoother than the measurements, although 
the former does not track the true detailed variations visible within measurements. Thus 
simple empirical ‘slope-plus-intercept’ models often erroneously appear to give 
essentially the same quality o f prediction as models using detailed geometrical databases, 
despite the latter tracking spatial variations in the signal strength much more closely. To 
address the above issues, we will introduce the hit rate metrics next.
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4.3.2 Hit rate metrics
To complement conventional first order statistics, hit rate metrics are introduced. 
Consider a point to multi-point coverage system with a transmitter (Tx) at one end and a 
receiver (Rx) being moved along a particular route. The field strength values are 
measured and predicted at each point, i , along the route. The experimental and predicted 
data are then compared to a threshold value of field strength. Alternatively, path loss 
values may he extracted from the propagation models and used for comparison as shown 
in the subsequent sections.
At each threshold value, the set of experimental path loss data, m,, and predicted path 
loss data, , is compared against the path loss threshold, . If  the magnitude o f any 
experimental path loss is less than or equal to the magnitude o f the path loss threshold, 
then we say that at those particular points along the route, ‘coverage’ is achieved for the 
experimental result. Otherwise, ‘outage’ is achieved for the experimental result. The same 
applies for the set o f predicted path loss data.
A ‘coverage’ situation is assigned the logical state ‘1’ and an ‘outage’ situation is 
assigned a logical state ‘O’. This can be expressed as a step function as shown below:
/  \  f l  1 X 1  <  i v y .
C/(x)=[ ' ' [Eqn 4.21]
[O otherwise
where x  = p . or m. (dB)
This leads us to draw a truth table representing the possible scenarios as shown in Table 
4.1. In the following sub-sections, we will actually define the hit rate metrics in terms of 
probability and Boolean operators.
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U{p,) U{m,) Npm Meaning
0 0 Noo Number of locations where both p . and are in an outage 
situation
0 1 Noi Number of locations where p. is in an outage situation and 
where m. is in a coverage situation
1 0 Nio Number of locations where p- is in a coverage situation and 
where m- is in an outage situation
1 1 N „ Number of locations where both p . and m- are in a 
coverage situation
Table 4.1 Possible scenarios for the predictions and measurements at any path loss threshold
4.3.2.1 Total H it Rate (THR)
This is the percentage o f locations at which the predictions and the measurements agree 
for a particular path loss threshold; i.e. locations having state (1,1) or (0,0). In terms of 
probability we first have to define two events, S  and Q. Let S  be the event whereby the 
measurement indicates that a ‘coverage’ situation is achieved at a given threshold and let 
Q be the event whereby the prediction indicates that a ‘coverage’ situation is achieved at a 
given path loss threshold.
The probability o f event S  occurring, P(*S) =
N
The probability o f event Q occurring, P(Q) =
N
[Eqn 4.22]
[Eqn 4.23]
where N  = is the total number o f points compared.
Hence r/ffi(Z,^) = [p (5 o e )+ p (5 n g ) ]x lO O ,i .e . ,
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THR{L^) =
Z  ^  (m, )• u{p, ) ^  u{m, ). u{p,. )
fs|
N
• +
1=1
N
where U  is the complement o f t / .
In Boolean format, the THR is given by:
[Eqn 4.24]
/»!
N
xlOO [Eqn 4.25]
The THR gives a direct indication o f  the quality o f a model, since it measures how often 
the predictions correctly predict the coverage state o f any given location.
4.3.2.2 Availability Hit Rate (AHR)
For a given path loss threshold, the AHR is the ratio o f the number o f locations where 
both measurements and predictions are in a ‘coverage’ situation, relative to the number o f 
locations where the predictions are in a ‘coverage’ situation. The AHR is given by a 
conditional probability as shown in Eqn 4.26:
[Eqn 4.26]
It is expected for a reasonable model that S  and Q are not independent events. The above 
conditional probability can be expanded to:
AH R (L,) =  XlOO
1=1
[Eqn 4.27]
In Boolean terms, the AHR is given by:
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AHR{Lj ) = ;=i
|s|
XlOO [Eqn 4.28]
A complementary metric to the AHR is the Availability Miss Rate (AMR). The AMR 
corresponds to the probability o f a measurement indicating an ‘outage’ situation given 
that the prediction indicates a ‘coverage’ situation for a particular threshold.
Y .U [m .X u {p ,)  
AMR(LT.) = -^^-f^-------------- xlOO
|s]
[Eqn 4.29]
4.3.2.3 Outage Hit Rate (OHR)
For a given path loss threshold, the OHR is the ratio o f the number o f locations where 
both measurements and predictions are in an ‘outage’ situation relative to the number o f 
predicted outage locations. The OHR is defined by a conditional probability and is given 
by Eqn 4.30:
^  I g j x  100 =  XlOO
i=l
[Eqn 4.30]
In Boolean terms, the OHR is given by:
o h r {l ^)=
ZK(P.)NOR[/,.k)]
1= )
1=1
XlOO [Eqn 4.31]
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The complementary metric to the OHR is the Outage Miss Rate (OMR). The OMR 
corresponds to the probability o f a measurement indicating a ‘coverage’ situation given 
that the prediction indicates an ‘outage’ situation for a particular threshold
OMR (Lj ) = P(5 i ô )x  100 =  xlOO [Eqn 4.32]
1=1
4.3.2.4 Coverage Area Accuracy (CAA)
The last metric to be considered is the Coverage Area Accuracy (CAA). First consider the 
Coverage Area Error (CAE). The CAE is the difference between the Measured Coverage 
Area (MCA) and the Predicted Coverage Area (PCA).
The MCA is the fraction o f the measured data which is in a ‘coverage’ situation for a 
given path loss threshold and is given by:
M C 4 ( i , )  = ^sL_ XlOO [Eqn 4.33]
Similarly, the PCA is given by:
Z ^ k )
PCA (4 .) = -----X100 [Eqn 4.34]
Therefore, CAE [ij. ) = |P(6') -  P{Q)\ x 100. This leads to the CAA, which is given by: 
CAA ( i r  ) = 100 -  CAE[Lt ) [Eqn 4.35]
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The CAA is also a good measure o f how accurate a model is, but in situations where the 
specific location o f coverage is less important than the overall area served.
4.3.2.S Summary o f the hit rate metrics
A summary o f the hit rate metrics, as defined in the previous sub-sections, is given in 
Table 4.2:
Pi m. Npm THR AHR AMR OHR OMR
0 0 Noo 1 0 0 1 0
0 1 Noi 0 0 0 0 1
1 0 Nio 0 0 1 0 0
1 1 N „ 1 1 0 0 0
XNOR AND NOR
Table 4.2 Summary of the hit rate metrics
As has been mentioned earlier, the THR and the CAA are two key metrics in gauging the 
accuracy o f a model. The THR and CAA are usually determined for a range of path loss 
threshold as described in §4.3.2.1 and §4.3.2.4 respectively. To simplify the analysis and 
for the sake o f objectivity, it is desirable to have one number for each metric, instead of 
an array o f numbers. Depending on the value o f the path loss threshold with respect to the 
measurements and the predictions, the THR and CAA may have values o f 100%. These 
usually occur at the two extremes o f the path loss range. Values at these extremes are not 
too useful in terms o f evaluating the performance of a model. Hence to obtain a single 
number representative o f the THR and the CAA, we intend to find the average o f the non-
100% values o f the THR and the CAA, which will be denoted by THR and CAA 
respectively.
Having defined the first order statistics and the hit rate metrics, we will carry out the 
performance analysis o f the reference and modified propagation models in the next 
chapter.
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4.4 Conclusions
The previous chapters described the reference models used in our work, namely the 
NAPE and the STD-UTD models. In this chapter, we set out with the aim of modifying 
the reference models so as to improve their respective trade-off between computational 
speed and accuracy. This has resulted in the NAPE-FS and the SE-UTD models that are 
variants o f the NAPE and STD-UTD models respectively. The main difference in the 
variants and the reference models lies in the input terrain data selection.
The terrain data selection for the NAPE-FS and SE-UTD models, is quite similar and 
hinges on two key concepts:
• The ability to determine the importance o f an edge in terms o f diffraction, based 
on Vogler’s p  parameter.
• The minimum Fresnel propagation region that represents 0.6 o f the first Fresnel 
zone. It defines a volume that has to be clear of any obstacles in order to make the 
assumption that the diffraction loss between the two ends o f the region is not too 
significant.
The above entails that the edge selection process assumes that d^,d2» r ^  (see Fig 4.3) 
and d ^ , d ^ » h  (see Fig 4.4). The former assumption is required to obtain the Fresnel 
zone radius formulation o f Eqn 4.6 and the latter assumption is made in the formulation 
o f the Fresnel diffraction parameter o f Eqn 4.8. Given these expressions for the Fresnel 
zone radius and the Fresnel diffraction parameter, = -0 .8  for an edge with a clearance 
of -  0.6/]. Assuming a single knife-edge scenario, this implies a negligible diffraction 
loss. This brings us to another underlying assumption in the edge selection process. On 
assessing the significance o f an edge in terms of diffraction, we simplify the problem to a 
single knife edge scenario with an adjacent pair of main edges as the “virtual” Txs and 
Rxs. Assessing an edge in such a way implies that we are neglecting the presence o f 
neighbouring edges and expect plane waves to be incident on the edge in question. We 
also assume that the main edges can act as “virtual” sources. These are not the case in 
practice. Any departure from reality will, o f course, have an incidence on the accuracy of 
the prediction.
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In the case o f the NAPE-FS model, the terrain data selection involved the identification of 
segments o f the terrain profile that were significant in terms of diffraction loss. These 
terrain segments are known as significant regions. The terrain edges in the latter lie within 
the MFPR drawn across the main edges of the profile. As for the groups of terrain edges 
outside the MFPR, they were approximated to free-space. In essence, the NAPE-FS 
model consists o f running the NAPE model over the significant regions and performing 
free-space propagation in between the significant regions. By running the NAPE model 
only on selected regions of the profile, a gain in computational speed is expected. This is 
because the solution to the NAPE has to be marched forward over fewer steps and the 
propagation through free-space is computationally less intensive than solving the NAPE. 
In the same stride, we hope that the loss in accuracy will not be too drastic since the 
diffractive effects of the significant regions in the profile are still considered.
In the SE-UTD model, the balance in the trade-off between computational speed and 
accuracy is somewhat shifted. The terrain data selection is geared towards improving on 
the accuracy o f the reference model, the STD-UTD model. The edge selection process is 
based on the evaluation o f Vogler’s p  parameter and on the relative position o f an edge 
with respect to the MFPR drawn across the main edges. It is hoped that in addition to the 
local effect o f an edge, this combination of steps will take into account the effects o f an 
edge on a wider range. I f  this process allows more critical edges (in terms of their 
contribution to diffraction loss) to be selected when it may have been otherwise 
overlooked, an improvement in the prediction accuracy can be obtained.
We have also defined a range o f metrics that will be used to gauge the relative merits o f 
the modified models against their reference. In the next chapter, the predictions from the 
various models will be evaluated against measurements obtained from databases.
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5 Evaluation of the models
In chapters 2 and 3, we described two reference propagation models to be used in this 
research, namely the NAPE and the STD-UTD. In the previous chapter, we have 
suggested two terrain selection approaches for the above models yielding modified 
models, namely the NAPE-FS and the SE-UTD models. The objective of the modified 
models is to improve the speed-v/s-accuracy performance of the reference models.
The models will be run on the Aalborg and the Stockholm databases. The Aalborg 
database covers mainly a rural area with scattered vegetation and sparse built-up areas. On 
the other hand, the Stockholm database essentially covers an urban area, the city of 
Stockholm, with a fair distribution o f buildings across it. These two databases have been 
selected on the basis that they provide different environments on which to test the models. 
It is hoped that this will place different demands on the models; thereby enabling us to 
better identify the strengths and weaknesses o f the models. A more detailed description of 
the Aalborg and Stockholm databases is given in §5.1 and §5.2 respectively.
In this chapter, the performance o f the modified models will be evaluated in terms of 
speed and accuracy with respect to their reference models. The predictions will be 
compared against the measurements obtained from the databases. The accuracy will be
assessed using the rms_error and TH R . The rms_error has been chosen because it 
includes the combined effect of the mean error and the standard deviation o f the error. For 
specific values of the latter metrics, the reader can refer to detailed results in the
Appendices B and C. The THR is selected to represent the hit rate family o f metrics since 
it is a measure of how often the predictions correctly predict the coverage state o f any 
given location, as mentioned in §4.3.2.1. In terms o f computational speed, we will be 
monitoring the runtime of the models as defined in §4.3. All models are run as single 
processes on a PC. The NAPE-based models are run on a PC with a processor speed of 
2GHz whilst the UTD-based models are run on a PC with a processor speed o f 400MHz.
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In this thesis, we will only compare between the modified models against their references. 
No cross-comparison between NAPE-based and UTD-based models will be made. This is 
because the code implementing the NAPE is not fully optimised in terms of 
computational speed.
5.1 Rural environment - Aalborg database
The Aalborg database consists of a measurement campaign carried out by researchers at 
the University o f Aalborg, Denmark [Hviid 95] over 5 terrain profiles in Aalborg. The 
measurement campaign was carried out at the following frequencies: 143.9 MHz, 435 
MHz, 970 MHz and 1.9 GHz. The Tx used was at a height o f 10.4m above the ground and 
had a transmitting power of lOW and a gain o f 8 dBi. We infer firom the paper of Hviid et 
al that the Tx was vertically polarised. The measurement campaign consisted o f taking 
measurements at every 0.4m using a Rx sitting on top of a van, at a height o f 2.4m above 
the ground. These measurements were subsequently averaged over a window of 10m so 
that the fast fading effect is averaged out.
The chosen profiles have the particular characteristic that they are fairly straight. This has 
been purposefully done so that all the reception points in a profile can be assumed to lie in 
a 2D plane. Hence we will refer to such profiles as a point-to-multipoint collinear 
scenario. The terrain data has a horizontal resolution of 50m but no information is 
available regarding the electrical conductivity o f the terrain.
For the purpose o f our research, we have chosen 970 MHz as being the frequency at 
which to carry out our investigation since this is the closest to the frequency used in GSM 
networks. We have run the propagation models over 4 of the profiles only since the 
terrain data at our disposal for the 5* one, Ravnstru, was corrupted. A plot o f the terrain 
profiles in the Aalborg database is shown in Fig 5.1.
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Fig 5.1 Plot of the terrain profiles of the Aalborg database.
Handsund and Hjorringvej can be characterised as profiles with distinctive peaks whilst 
Jerslev is generally flat, Mjels can also be considered as flat except for the initial increase 
in terrain height. We define the terrain swing as the difference between the maximum and 
minimum terrain height in a profile. The terrain swings are as follows: Handsund: 49.5m, 
Hjorringvej: 34.4m, Mjels: 30.6m and Jerslev: 20.4m. The results o f the modified models 
will be analysed in light of the characteristics of the terrain profiles.
The procedure used to run our simulations over a profile in the Aalborg database is as 
follows:
> The height of the edges has been modified to account for the Earth’s curvature 
according to the formulation o f [Vogler 82], prior to being used as input to the 
models.
> For the NAPE model, we will use two different upper boundary conditions, namely 
the non-local boundary condition (NLBC) and the absorbing layer, as described in 
§2.5.5. In both cases, the model will be run for a range of values for the maximum 
height of the domain o f interest, height_dom. The optimum value of the
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the heightjdom  will be chosen as the one having the best compromise between 
computational speed and accuracy.
> The NAPE-FS model is based on a NAPE model with an absorbing layer at the 
upper boundary. Hence the optimum heightjdom  inferred in the previous step for 
the NAPE (with absorbing layer) is used when running the NAPE-FS model. The 
NAPE-FS model is run for significant edges given by num_sig_edges {use), 
ranging from 1 to 8. In this case, the NAJPE-FS results are used to determine the 
optimum value for the u se .
> The optimum value o f the nse, determined as above, is used as an input parameter 
in the SE-UTD model. In turn, the SE-UTD model is run for a range o f values of 
flnal_num_sig_edges (fnse). This is done in order to find the number o f final edges 
that gives the optimum performance with respect to the computational speed and 
accuracy.
> In the STD-UTD model, if  the change in difihaction loss due to i+1 edges is less 
than 0.1 dB relative to that for i edges, then the optimum number o f edges is 
chosen to be /. However for the sake o f computational speed, the maximum 
optimum number o f edges selected is limited to 8.
> For predictions from UTD-based models, a series o f point-to-point simulations are 
run, with the Rx distance from the Tx being incremented by 50m each time 
according to the horizontal resolution o f the terrain database.
It should be noted that the following parameters have been used in the NAJPE-based 
models:
> Upper boundary condition: The absorbing layer consists of the upper third o f the 
computational domain.
> Lower boundary condition: Since no information on the constitutive parameters o f 
the terrain is available, we have assumed the ground to be a perfect electric 
conductor (PEC).
> Source: As mentioned earlier in this section, we assume the source to be vertically 
polarised. It has been found heuristically that a Gaussian beam with a half power 
beamwidth o î p  = 2° \ s 2t. fairly good representation o f the antenna pattern o f the 
Tx as used by [Hviid 95].
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> Finite Difference (FD) grid: The discretisation steps used are Ax = 10A and 
Az = A for the horizontal and vertical steps respectively. These have been found to 
offer a good compromise in terms of speed and numerical stability.
All the key aspects regarding the Aalborg database have now been outlined. In the 
following sub-sections, we will analyse the performance of modified models against their 
reference.
5.1.1 NAPE v/s NAPE-FS
As mentioned earlier, two variants of the upper boundary condition o f the NAPE are 
implemented to give the NAPE (NLBC) and the NAPE (absorbing layer). They have been 
run over the four profiles of the Aalborg database and a plot of the rms_error against 
runtime for these two models is shown in Fig 5.2. Detailed results for these two models 
can be found in Appendix B. 1 (Tables B. 1 to B.8).
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Fig 5.2 Plot of rms_error against runtime for the NAPE (NLBC) [solid lines] and NAPE (absorbing 
layer) [broken lines] for the four profiles of the Aalborg database.
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It is clearly seen that for the same rms_error, the runtime in the case of the NAPE (NLBC) 
is less than for the NAPE (absorbing layer) in all profiles. As explained in §2.5.5.2, the 
NAPE (NLBC) is faster because the computational domain is smaller since there is no 
absorbing layer to contend with. Also the accuracy of both models improves as the runtime 
increases. This is because the upper boundary is higher resulting in lower parasitic 
contribution within the domain of interest. Similar trend in results are obtained for the
THR metric (see Fig B.l).
However for comparative purposes with the NAPE-FS, we will only use the NAPE 
(absorbing layer) since both models share the same type of upper boundary. An illustration 
of the comparison in runtime between the two models is shown in Fig 5.3.
200
N A P E < ab-l«ye/^ ) 
N A P E - F S
I.
Fig 5.3 B ar charts of the runtime for NAPE (absorbing layer) and NAPE-FS models for the following 
profiles. 1: Handsund, 2: Hjorringvej, 3: Mjels and 4: Jerslev
The parameters used to obtain the results in Fig 5.3 are given in Table 5.1.
Profiles NAPE-FS N A PE (absorbing layer)
optimum h e ig h t jto m  [m] optimum nse Q optimum h e ig h i j t o m  [mj
Handsund 120 3 120
Hjoirmgvej 200 2 200
Mjels 180 3 180
Jerslev 140 5 140
Table 5.1 Parameters used to obtain results shown in Fig 5.3.
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The saving in runtime brought by the NAPE-FS relative to the NAPE (absorbing layer) is 
as follows: Handsund: 71%, Hjorringvej: 38%, Mjels: 27% and Jerslev: 46%. A greater 
saving in runtime is achieved for Handsund because terrain selection based on the MFPR 
is more selective in choosing the significant regions for peaky profiles. In other words, the 
ratio of the length of the free-space (FS) zones to the length of the profile is greater in 
such cases. NAPE-FS did not perform as well for Hjorringvej because despite its 
distinctive peaks, it does not have deep valleys. Hence large sections o f the terrain are still 
chosen as significant regions. From the results o f Fig 5.3, it is clear that a greater saving 
in runtime is obtained for a peaky profile with large terrain swing such as Handsund and 
lower saving in runtime is associated with flat profiles such as Mjels.
In a point to multipoint collinear scenario such as in the Aalborg database, predictions are 
made at all Rx points in the profile for the NAPE model. However, for the NAPE-FS 
case, predictions are made only at Rx points within the significant regions. Hence a fairer 
comparison in runtime between the two models will apply for point to multipoint non- 
collinear scenarios where predictions o f interest are only at the end o f each Tx-Rx 
profiles. In such situations, the saving in runtime achieved by the NAPE-FS will be 
applicable for each Tx-Rx profile.
For a point to multipoint collinear scenario, a fairer comparison can be made in terms of 
accuracy between the NAPE-FS and the NAPE predictions selected over the significant 
regions. The latter set o f predictions is called selected NAPE predictions. A comparison 
between the selected NAPE and the NAPE-FS in terms o f the rms_error for the Aalborg 
profiles is shown in Fig 5.4 (Detailed results of the NAPE-FS and selected NAPE are 
shown in Tables B.9-B.16). The NAPE-FS has a better performance than the selected
NAPE for all the profiles. This is also true in terms of the THR (see Fig B.2). A plot o f 
the path loss values for the NAPE-FS, the NAPE (absorbing layer) and the measurements, 
as shown in Fig 5.5, may shed more light on the matter. The results for the Handsund 
profile (Fig 5.5) shows that the NAPE-FS predictions underestimate the empirical path 
loss values to a lesser extent than the NAPE. This explains the better performance o f the 
NAPE-FS. A similar behaviour is seen for most o f the other profiles o f Aalborg (see Fig
B.3-B.5).
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Fig 5.4 Bar charts of the rms_error for the NAPE-FS and selected NAPE over the Aalborg profiles.
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The NAPE-FS is imderestimating the empirical path loss values to a lesser extent than the 
NAPE, partly because of the absence of the reflective effects over the FS zones. This 
causes the field to be weaker in the NAPE-FS case. Transient effects at the beginning of 
each significant region also influence the behaviour of the NAPE-FS. It should be noted 
that the difference in performance level shown in Fig 5.4 is accentuated for the peaky 
profiles such as Handsund and Hjorringvej. This shows that the terrain selection based on 
the MFPR is more effective for profiles with distinctive peaks. However, it should be 
pointed out that we expected the NAPE-FS to be less accurate than the NAPE because the 
former approximates certain segments o f the profile to free space.
We will complete the analysis o f the NAPE-FS results by noting that irrespective o f the 
profiles, the rms_error in Fig 5.4 does not change significantly with nse. A similar trend 
is observed for the variation o f runtime with nse (particularly from 1 to 7) for the NAPE- 
FS model (see Fig B.6). Therefore, we conclude that any value o f nse between 1 to 7 
produces fairly similar performance levels irrespective of the profiles.
5.1.2 Extended STD-UTD v/s SE-UTD
In this section we will analyse how the SE-UTD compares with its reference model. The 
STD-UTD model is run over the Aalborg profiles and the detailed results are shown in 
Tables B.17-B20. However the technique used in the STD-UTD to determine the 
optimum number o f edges (as mentioned in §5.1) means that there is a redundancy 
included in the runtime. Hence for a fairer comparison with the SE-UTD, we will use the 
extended STD-UTD. In the latter, the user sets the final number of significant edges (fnse) 
for which a simulation is run. Consequently there is no redundancy in the runtime for the 
extended STD-UTD. This allows the performance o f the SE-UTD and the extended STD- 
UTD to be assessed for the same value offnse  and any difference in performance will be 
due to the edge selection process and not the number o f edges used. The parameters used 
in our simulations are given in Table 5.2. As seen in Table 5.2, point-to-point simulations 
for the SE-UTD and extended STD-UTD were run for receiver positions mostly in the 
latter half o f the profiles. This has been done because o f the point to multipoint collinear 
scenario of the Aalborg profiles. By taking such an approach, we hope there will be
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variation occurring in the first half o f the profiles so that there is a difference in the edges 
selected by the two models.
Profiles SE-UTD Extended STD-UTD
« « [ ] / w e [ ]
Handsund (from 4,0-7.95km) 3 5 to  10 5 to 10
Hjorringvej (from  5.0-11.0km) 2 5 to  13 5 to 13
M jels (from  2,0-5.45km) 3 5 to  13 5 to 13
Jerslev (from  2.5-5.6km ) 5 7  to  13 7  to  13
Table 5.2 Parameters for the SE-UTD and extended STD-UTD simulations for the Aalborg profiles.
A comparison o f the performance of the SE-UTD and extended STD-UTD based on the 
parameters in Table 5.2, is given in Fig 5.6. Detailed results are given in Appendix B.2 
(Tables B.21-B.28). For completeness, the plots o f the path loss values for the UTD-based 
models on the Aalborg profiles are shown in Fig B.7-B.10.
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Fig 5.6 Plot of mean THR against runtime for the SE-UTD [broken lines] and extended STD-UTD
[solid lines] over the Aalborg profiles
Fig 5.6 shows that for the same runtime, the SE-UTD brings an improvement in THR of 
about 2-3% for the Handsund profile. However for the remaining profiles, both models
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achieve very similar results particularly for the Mjels profile. This behaviour can be 
analysed in light o f the shape o f the terrain profile. Let us consider a terrain profile as 
shown in Fig 5.7. This terrain profile is characterised by distinctive peaks just as the 
Handsund profile. I f  there are sharp variations in the valleys, these edges may be selected 
by the extended STD-UTD model. This is because such edges are likely to have a high 
positive 9l[/?]. However, if  the sharp variation is occurring in a deep enough valley the 
SE-UTD will not select it. This is because the sharp variation occurs outside the MFPR 
that has been drawn across the two peaks adjacent to the valley as shown in Fig 5.7. 
Although there is a sharp terrain variation at X, it is deep in the valley and it is expected 
not to contribute significantly in attenuating the signal. In the SE-UTD model, another 
edge instead o f  X may be selected and this edge may have a more significant contribution 
to the diffraction loss than edge X. Hence a more accurate result is achieved by the SE- 
UTD model over such a terrain profile.
M FPR
M ain edges
Fig 5.7 Schematic showing terrain selection for a profile with distinctive peaks
On the other hand, the usefulness o f drawing Fresnel zones across main edges as a means 
of edge selection is somewhat mitigated for flat profiles. This is because it is not selective 
enough as shown in Fig 5.8. This explains the absence o f a significant improvement by 
the SE-UTD over flat profiles such Mjels and Jerslev.
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Minimum Fresnel propagation region
Fig 5.8 Sketch showing terrain selection over a flat profile.
There is a general trend towards a slight improvement in THR due to the SE-UTD at 
higher values o f runtime for the Hjorringvej and Jerslev profiles (see Fig 5.6). However 
the gain in accuracy is minimal compared to the expense in computational time. Despite 
Mjels and Jerslev being categorised as flat terrains, there is a slight difference in the 
performance o f the SE-UTD between the two. This may be due to the fact that Jerslev is 
more jagged than Mjels. This is substantiated by the fast variations in terrain gradient in 
Jerslev as shown in Fig B .ll .
The variation o f the rms_error with runtime, as shown in Fig B.12, displays similar
patterns in behaviour as the TH R . In terms o f the rms_error, the SE-UTD brings an 
improvement o f about 1 dB for the Handsund profile. This concludes our investigations 
on the Aalborg profiles.
5.2 Urban environment - Stockholm database
In the earlier part o f this chapter, we have investigated the performances of the models in 
a rural environment. In this sub-section, we will carry out an investigation in an urban 
environment. However, only the UTD-based models will be used. As mentioned in §2.3, 
the NAPE-based models are valid only for propagation close to the paraxial direction (i.e. 
the narrow angle restriction). In an urban environment, wide diffraction angles can be 
expected, particularly between the last building and the Rx. Hence the NAPE-based 
models have not been used in this investigation.
The chosen urban environment is that o f the city o f  Stockholm, Sweden. The Stockholm 
database consists o f separate terrain and building height data stored in a raster format. The 
resolution o f the database is a pixel of 5m by 5m and the building database consists of
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resolution of the database is a pixel of 5m by 5m and the building database consists of 
4656 buildings. It should be noted that the terrain and height data are not available 
throughout the area covered by the data file. A vertically polarised omni-directional 
antenna was used as Tx, standing at 32m above the ground. The frequency of operation 
was 1800 MHz. An omni-directional antenna was also used as Rx, standing at 1.5m from 
the ground. The measurement campaign consisted of taking measurements along three 
routes in the city as shown in Fig 5.9 below.
%
Fig 5.9 Illustration of the Stockholm building database (black). The 3 routes are: Route 1 (green), 
Route 2 (blue) and Route 3 (red). The Tx is denoted by a yellow diamond.
Route 1 consists of 371 Rx positions, route 2 consists of 989 Rx positions and route 3 
consists of 1147 Rx positions. We have chosen to carry out predictions only at the Rx 
positions of route 3. This is motivated by two reasons; (i) Routes 1 and 2 have Rx 
positions outside of the building database. Hence the Tx-Rx profile will not be accurate, 
thereby leading to errors creeping in the predictions, (ii) Route 3 represents nearly half of 
the Rx positions of the database. Also, the distribution of receivers spans a broad range in 
terms of relative distance with the Tx.
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5.2.1 Route 3
Similarly to [Rizk 98b], we will find the predictions for the receivers that are a minimum 
distance away from the Tx. In our case, the chosen minimum distance is 400m and there 
are 1099 receivers on route 3 that are beyond it. Thus there is a large enough number of 
edges to choose from for the range of fnse  investigated. Unlike the Aalborg database, the 
position o f the transmitter and receivers in the Stockholm database constitutes a point to 
multipoint non-collinear scenario. In the course of our work on the Stockholm database, 
the terrain edges and building edges have been determined separately and later on added 
up. So the input to the UTD based models will consists of edges representative o f terrain 
and/or building height, as appropriate.
5.2.1.1 Results based on raw data sampled at 5m
The maximum resolution of the Stockholm database is 5m. Since we are operating in an 
urban environment with a large amount of topographical detail, we have sampled the 
database at regular intervals of 5m along the vertical plane between each Rx and the Tx. 
This constitutes the raw data for each o f the Tx-Rx profiles in route 3. Edge selection by 
the SE-UTD and the extended STD-UTD will be made on the above raw data. Since 
UTD-based models are not applicable when the edges are too close to each other, selected 
edges that are within 50m of each other will be averaged out in distance and height. 
Hence the path loss for each Tx-Rx profile will be determined based on the averaged-out 
selected edges. The parameters used in our simulations are shown in Table 5.3.
Model nse[] fnse  [ ]
SE-UTD 1 4 to 9
5 6 to 9
Extended STD-UTD - 4 to 9
Table 5.3 Parameters for the SE-UTD and extended STD-UTD simulations for the Stockholm profiles.
The results obtained for the above parameters are summarised in Fig 5.10. Detailed results 
can be found in Appendix C.l (Tables C.1-C.3).
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Fig 5.10 Bar charts of the performance metrics for the SE-UTD and extended STD-UTD over the
Stockholm profiles.
In terms of runtime, the trend from Fig 5.10 is that the SE-UTD is slower than the 
extended STD-UTD, This can be explained by the greater number o f steps involved in the 
edge selection in the SE-UTD. It is also noted that the runtime for both models does not 
vary much with Jhse. This may be due to approximately the same number of edges being 
obtained after the averaging out process.
In terms of the aceuracy metrics, a slight improvement occurs at higher values o f fnse. In 
addition, the extended STD-UTD has a slightly better performance than the SE-UTD. This 
observation can be explained when we consider the following: As the value of fnse  is 
increased, the number o f edges selected by the extended STD-UTD increases accordingly. 
However, this does not necessarily occur in the case of the SE-UTD. As described in 
§4.2.1, the edge selection in the SE-UTD model depends on edges intersecting with the 
MFPR drawn across the main edges. Depending on the height distribution o f the edges and 
the position of the main edges in a profile, there are circumstances where only a small 
number o f edges intersect with the MFPR, thereby being available for selection. In some
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cases, the number o f edges given by the fnse  is greater than the total number o f edges 
available for selection. In these situations an increase in the value of fnse  is not 
necessarily accompanied by an increase in the number of selected edges. This arises when 
there are a few edges that are relatively higher than the remaining edges in the profile. Fig
C.l shows that there is a fair number o f such high edges in the raw data o f the 
investigated profiles o f route 3.
Therefore, prior to the averaging out process, for the same value of fnse, the edges 
selected by the extended STD-UTD represent the profile more accurately than the SE- 
UTD. This difference in representation is replicated after the averaging out process and 
thereby results in the better performance o f the extended STD-UTD. Similarly, when the 
nse is set to 5, the SE-UTD has a better performance than when nse = 1. This is because in 
the former case, it is guaranteed that the SE-UTD will select at least 5 edges. Thus, when 
nse = 5, the edges selected prior to the averaging out process are a better representation of 
the profile than when nse = 1. We can conclude that in an urban environment, the 
effectiveness o f the SE-UTD is limited when applied to significantly uneven building 
height distribution.
In addition to the statistical analysis of the results, we will look into a plot (Fig 5.11) of 
the predicted path loss and the path loss inferred from measurements along route 3. From 
Fig 5.11, we can identify clusters of receivers for which the error in the predictions is 
quite large. We will try to identify these ‘problem’ receiver positions and plot their 
locations with respect to the building database as shown in Fig 5.12. From their position 
and the land usage illustrated by Fig 5.13, we will analyse the possible reasons behind 
such errors. It should be pointed out that it is difficult to explain the reasons behind large 
prediction errors for individual receivers. It is easier to do so for clusters o f receivers as 
we can assume that they are all influenced by the same effect. An educated guess can 
thereby be made on the possible reasons behind the errors in the prediction, based on the 
receiver location and the land usage in its surrounding environment.
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Fig 5.11 Plot of the predicted path ioss due to the SE-UTD model {me  = 5 ,/nse = 9), extended STD- 
UTD {fnse = 9) and that inferred from the measurements along route 3.
Ax 710-720
Rx 755-763Rx 1000-1080
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R i 955-962
Fig 5.12 Locations of clusters of receivers (in red) that produce a large error in predicted path loss. 
The position of theT x is denoted by the diamond in yellow.
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Fig 5.13 Illustration of the land usage over the area of the Stockholm database. The vegetation is 
shown in green, water is shown in blue and the grey structures are buildings.
The error in the predictions can be classified into two groups;
> Predicted path loss is an overestimate with respect to the empirical path loss: 
Clusters of receivers such as 710*720, 755-763,780-785 and 920-940 fall into this 
category. Figure 5.12 illustrates the position of these clusters of receivers with 
respect to the building database. It seems that generally these sets of receivers are 
located on the periphery of the main ‘island’. Possible reasons for the overestimate 
by the prediction models are: (i) There may be some significant multipath effects 
from the surroimding clutter on the river bank and in the case of receivers 780-785 
and 920-940, this will entail backward propagation effects. Since the multipath 
effects do not occur in the vertical plane containing the Tx-Rx, they are not 
accounted for. Also only forward propagation effects are modelled, (ii) Ducting 
effects over the water surface may cause the signal measured at the receivers on 
the periphery of the island to be stronger than expected.
> Predicted path loss is an underestimate with respect to the empirical path loss: 
Clusters of receivers such as 955-962 and 1000-1080 fall into this category. The 
receivers numbered 1000-1080 have vegetation in the LOS with the transmitter. In 
addition, some of the receivers amongst the group of 955-962 are located amidst a
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quadrangle covered with vegetation. In both cases, we expect that the vegetation 
clutter will attenuate the signal at the receiver. Since vegetation clutter is not 
accounted for in the UTD-based models, the predicted path loss is an 
underestimate with respect to the empirical path loss.
It should be pointed out that some profiles, particularly between 1-150, have 
underestimated the path loss quite severely with respect to the empirical path loss as 
shown in Fig 5.11. This is because there are presumably very few edges left after the 
averaging out process. Also the gap in data in Fig 5.11 (over the Rx indices: 240-287) 
represents the profiles for which no simulation was run since these receivers were less 
than 400m jfrom the Tx.
5.3 Conclusions
In this chapter, we set out to assess the performance o f the modified models with respect 
to their reference over rural and urban environments. This assessment was based on the
following performance metrics: simulation runtime, rms_error and TH R.
In the first section o f this chapter, we dealt with a rural environment in Aalborg. The 
terrain profiles have different characteristics so as to test the models under various 
conditions. We described the simulation procedure and the parameters used. With regard 
to the NAPE-FS, we observed that irrespective o f the profiles, the performance metrics 
did not change significantly with nse between 1 and 7. A high saving in runtime o f about 
70% was achieved by the NAPE-FS for a profile characterised by distinctive peaks and a 
large terrain swing. On the other hand, a much lower saving in runtime is achieved for flat 
profiles. It should be pointed out that in a point to multipoint non-collinear scenario, 
unlike in Aalborg, a fairer comparison between the NAPE and NAPE-FS could be made 
in terms o f the performance metrics. For all the Aalborg profiles, the NAPE-FS is more 
accurate than the NAPE predictions selected over the significant regions. This difference 
in performance level is increased for peaky profiles.
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As for the SE-UTD, it has a better performance than the extended STD-UTD for profiles 
with distinctive peaks. However both models achieve similar performance over flat 
profiles. A more detailed analysis shows that the improvement in performance due to the 
SE-UTD is specific to profiles with a large terrain swing or deep valleys. A gain of 2-3%
in THR and a reduction o f about 1 dB in rmsjerror are obtained in such a case. The 
detailed analysis further shows that for flat profiles, the SE-UTD performs slightly better 
if  the profile is jagged, i.e. there are rapid variations in terrain gradient.
In the second section o f this chapter, we assessed the performance o f the UTD-based 
models in the urban environment o f Stockholm. In addition to an analysis o f the 
performance metrics, the path loss values at the various receiver points were investigated 
bearing in mind the receiver location and surrounding land usage. The SE-UTD has a 
slightly lower performance than the extended STD-UTD. This is because the SE-UTD 
does not select the same final number o f edges prior to the averaging out process. This 
generally occurs when the edge height distribution is quite uneven. The edge height 
distribution is mostly influenced by the building height distribution.
The investigation o f the path loss values showed that at some receiver locations, 
vegetation that is unaccounted for in the models might be responsible for an 
underestimation o f the predicted path loss with respect to the empirical values. In other 
cases, an overestimation o f the predicted path loss may be attributed to multipath and 
ducting effects.
Overall the performance metrics show that the NAPE-FS performs well for peaky profiles 
and even more so if  they have large terrain swings. The same is true for the case o f the 
SE-UTD in rural areas. It is not surprising that the selection in both the NAPE-FS and SE- 
UTD favours the same type o f profile since both models essentially share the same 
selection approach. However, the SE-UTD is less suited for urban environments with 
significantly uneven building height distribution. There seems to be a contradiction in the 
behaviour of the SE-UTD between the rural (terrain-only) and urban environments. In an 
urban environment, there are steep changes in gradient from a building rooftop to street 
level. Such sharp gradients are not encountered in terrain-only profiles. This difference in
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gradient for the two environments explains the different profile suitability o f the SE-UTD 
for each environment.
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6. Conclusions
In this thesis, we have recognised the need to compromise between speed and accuracy 
that is common to propagation models and which is of importance to the radio network 
planner. Therefore, we set out with the objective of improving the speed-v/s-accuracy 
performance of two deterministic propagation models used as reference. One of each 
from the family o f full-wave and canonical models is chosen and they are the narrow 
angle parabolic equation (NAPE) and the slope-UTD (STD-UTD) respectively. A 
description of the principles underlying these models has been given in Chapters 2 and 3 
respectively. In the following chapter we described how the modified models, NAPE-free 
space (NAPE-FS) and Selected Edges UTD (SE-UTD), are obtained from the reference 
models by implementing a different input data selection. The metrics to gauge the 
performance o f the models in terms of computational speed and accuracy are also 
defined. The propagation models are run in rural (terrain-only) and urban environments, 
namely the Aalborg and Stockholm databases respectively. However, NAPE-based 
models were not run in an urban environment because of their inherent angular 
limitations. Finally, a speed-v/s-accuracy analysis was carried out for each modified 
model with respect to its reference.
From the speed-v/s accuracy analysis we have observed that the NAPE-FS has brought a 
high saving in runtime of about 70% for a profile characterised by distinctive peaks and a 
large net terrain height variation (also called as terrain swing). However, this is not 
reproduced for flat profiles where only a saving in runtime of 27% is achieved. In general, 
the NAPE-FS is more accurate than the NAPE predictions selected over the significant 
regions. This difference in performance level is increased for peaky profiles.
In a rural (terrain-only) environment, the SE-UTD has a better performance than the 
extended STD-UTD for profiles with distinctive peaks. However both models achieve 
similar performance over flat profiles. The improvement in performance due to the SE- 
UTD is specific to profiles with a large terrain swing or deep valleys. In such a case, for
116
Chapter 6 Conclusions
the same runtime, a gain of 2-3% in mean total hit rate {THR ) and a reduction of about 1 
dB in the root mean square value o f the error {rms_error) have been obtained. In practical 
terms the reduction in rms_error due to the SE-UTD means that for the same confidence 
level in coverage planning, the radio planner can use a smaller fade margin. A gain o f 2%
in terms o f the THR means that for every 100 receiver locations, there are two more 
locations at which the predicted coverage state matches that inferred from the 
measurements. Furthermore for flat profiles, the SE-UTD performs slightly better i f  the 
profile is jagged, i.e. there are rapid variations in terrain gradient.
In an urban environment like the city o f Stockholm, the SE-UTD has a slightly lower 
performance than the extended STD-UTD. This is because the SE-UTD did not select the 
same final number o f edges prior to the averaging out process. Such behaviour will 
generally occur when the edge height distribution is quite uneven. The edge height 
distribution is mostly influenced by the building height distribution. The difference in 
behaviour of the SE-UTD for the same type o f profiles between rural and urban 
environments is due to the nature o f the change in edge height. In an urban environment, 
there are drastic step changes in height whilst a more gradual change occurs in a rural 
(terrain-only) environment.
In addition to improving the speed-v/s-accuracy o f two reference models by appropriate 
selection o f input data, we also aimed to find any correlation between the performance of 
the modified models and the environment over which they are used. In light o f these 
objectives, we can conclude that the NAPE-FS brought an improvement in performance 
particularly for peaky profiles with large terrain swings. The same is true for the case o f 
the SE-UTD in rural (terrain-only) environments. However, the SE-UTD is less suited to 
urban environments with significantly uneven building height distribution. Clearly there 
is a correlation between the performances o f the modified models and the profiles on 
which it is used. Further investigations can be carried out to confirm the aforementioned 
correlation. This leads us to a set o f recommendations that are described in the next 
section.
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6.1 Future work
The research carried out in this project is by no means exhaustive. Further areas can be 
investigated and in light o f the results obtained, we make the following recommendations:
>  The models can be run over a greater range o f profiles in order to confirm what 
has already been observed in our research and to further characterise them. In 
particular the behaviour of the NAPE-FS in terms o f accuracy has to be 
monitored. The impact of the transient effects on accuracy can be further assessed. 
To help in assessing the usefulness of the SE-UTD in an urban environment, it is 
advisable to choose environments covering a range o f building height distribution. 
Another aspect is to consider urban environments over a hilly terrain so as to 
possibly bring in changes in terrain height to the fore.
>  To investigate ways o f optimising the edge selection program for the SE-UTD so 
as to improve its computational speed; e.g. by minimising the number o f/o r  loops 
used.
>  Implement Capsoni’s edge selection approach [Capsoni 02] in the NAPE and 
STD-UTD and carry out a comparison with the NAPE-FS and SE-UTD models.
>  In this work we have only done a comparison between a modified model and its 
reference. It will be interesting to carry out cross-comparisons between, say the 
SE-UTD and the NAPE-FS. However before this can be done, the following 
issues have to be addressed:
(i) In the Aalborg database, we have a point-to-multipoint collinear scenario. In 
such a situation, UTD based models are at a disadvantage because separate 
simulations have to be run for each Rx point whilst for the NAPE, the field at all 
field points is determined in one go. Hence, for a fairer comparison between UTD- 
based models and NAPE-based models, we suggest that any further simulations to 
be run in a point-to-multipoint non-collinear scenario.
(ii) Before making cross-comparisons, it is advisable to use a state-of-the-art 
implementation of parabolic equation (PE) model. This can consist o f the use o f
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Fast Fourier Transforms (FFT) to solve the PE and implementing a wide-angle 
algorithm so that the PE can also be used in urban environments.
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Appendix A: Frees pace algorithm
A Free space algorithm
Initially we simulated propagation in a free space environment using the NAPE and the 
original free-space (FS) algorithm (Eqn 4.14 without the factor of 4 ;r). The region of 
interest is o f a height of 60m and the initial field used is given by Eqn 2.22 with the 
source positioned at a height of 30m. In the case o f the NAPE, a diffracting non-local 
boundary condition was implemented at the upper and lower boundaries.
0.1
  N A P E
—  F S  a lg o r ith m ;
(E q n  4 .1 4  w ith o u t 4*pi) 
F S  a lg o r ith m : (E q n  4 .1 4 )
n  0 .0 8
I  0 .0 7
2  0 .0 6
cB 0 .0 5
S 0 . 0 4
Z  0 .0 3
V  0.02
<  0.01
3 0  4 0
D is ta n c e  fro m  t h e  g r o u n d  [m]
5 0
Fig A.1 Predictions in a  free-space environment due to the NAPE, FS algorithm I (Eqn 4.14 without 
the factor of 47T ) and FS algorithm II (Eqn 4.14).
The predictions made by the NAPE and the original FS algorithm, are monitored at 
verticals o f different ranges from the source. Fig A.l shows the predictions at a range of
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100 wavelengths or approximately 3km from the souree. It ean be seen that there is a 
mismatch between the two. However i f  the predictions from the original FS algorithm are 
multiplied by Atü , then a very good match is obtained between the NAPE and FS 
predictions. The same behaviour has been repeated at other ranges. For this reason, a 
factor o f An is included in the FS algorithm as used in Eqn 4.14.
The factor o f 4;r arises because the FS algorithm is based on field points in a 2D plane 
whilst wave propagation described by Maxwell’s equations, occurs in 3D space. A sphere 
subtends 4;r steradians (unit o f solid angular measure) about the origin. In other words, 
the number o f steradians in a sphere is equal to the surface area o f a sphere o f unit radius. 
In Eqn 4.14, the FS algorithm results are multiplied by 4;r to normalise the predictions 
with propagation in 3D space.
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B Aalborg database
B.l NAPE-based results
height_dom runtime Error stdjerror rm serror P THR CÆ4
[m] [s] [dB] [dB] [dB] [] [%] [%]
100 80.36 0.861 13.878 13.896 0.809 93.340 96.161
90 69.58 1.014 13.874 13.902 0.806 93.312 96.044
80 60.40 0.826 13.856 13.871 0.810 93.387 96.150
70 54.69 0.757 13.886 13.898 0.810 93.354 96.200
60 46.86 0.770 13.894 13.906 0.810 93.324 96.146
59 45.52 0.766 13.885 13.897 0.810 93.349 96.192
58 44.77 0.742 13.881 13.892 0.810 93.360 96.223
57.5 44.50 0.714 13.902 13.911 0.810 93.328 96.241
Table B .l NAPE (NLBC) results for the Handsund profile.
height_dom runtime Error stdjerror rmsjerror P THR CÆ4
[m] [s] [dB] [dB] [dB] [] [%] [%]
270 448.55 0.726 13.886 13.897 0.811 93.356 96.241
240 354.80 0.727 13.885 13.895 0.811 93.363 96.242
220 295.88 0.716 13.887 13.896 0.811 93.360 96.251
210 267.94 0.777 13.874 13.887 0.810 93.385 96.192
200 239.20 0.749 13.905 13.916 0.810 93.312 96.212
180 186.63 0.665 13.941 13.948 0.811 93.208 96.260
170 163.13 0.748 14.099 14.110 0.808 92.998 95.815
150 122.42 2.072 14.383 14.523 0.780 92.385 94.810
120 72.81 2.422 14.342 14.536 0.777 92.184 94.564
110 57.48 4.527 15.439 16.080 0.722 89.944 92.027
100 45.34 4.809 16.341 17.024 0.688 89.329 91.619
90 34.78 4.918 16.633 17.335 0.676 88.460 91.893
Table B.2 NAPE (absorbing layer) results for the Handsund profile.
132
Appendix B: Aalborg database
height_dom runtime
Error stdjerror rmsjerror P THR CAA
[m] [s] [dB] [dB] [dB] [] [%] [%]
70 101.23 6.887 10.135 12.250 0.878 92.002 92.671
65 99.84 6.880 10.178 12.281 0.876 92.015 92.669
60 93.17 6.883 10.176 12.281 0.876 92.018 92.674
55 88.14 6.845 10.157 12.244 0.877 92.024 92.705
50 88.72 6.764 10.300 12.318 0.871 92.043 92.699
49 89.39 9.097 11.059 14.316 0.844 89.539 89.852
48 85.34 11.619 11.736 16.511 0.820 86.941 87.303
Table B.3 NAPE (NLBC) results for the Hjorringvej profile.
height_dom runtime Error stdjerror rmsjerror P THR CAA
[m] [s] [dB] [dB] [dB] [] [%] [%]
270 640.25 6.575 10.019 11.980 0.882 92.318 93.011
240 508.03 6.528 9.991 11.931 0.883 92.365 93.065
210 384.23 6.468 10.347 12.198 0.875 92.392 93.127
200 346.73 7.047 10.893 12.970 0.858 91.637 92.478
190 306.57 7.371 11.375 13.550 0.844 91.267 92.106
180 268.59 7.749 12.280 14.516 0.817 90.195 91.670
170 235.58 8.159 11.779 14.324 0.828 90.376 91.205
160 201.53 8.302 11.814 14.435 0.827 90.461 90.031
155 189.74 8.428 13.412 15.835 0.777 89.514 90.888
150 176.84 11.104 13.435 17.426 0.760 87.470 87.831
140 149.96 11.164 13.676 17.649 0.751 87.172 87.744
Table B.4 NAPE (absorbing layer) results for the Hjorringvej profile.
height_dom runtime Error stdjerror rmsjerror P THR CAA
[m] [s] [dB] [dB] [dB] [] [%] [%]
110 33.42 -3.984 16.499 16.959 0.870 93.382 93.900
100 26.73 -4.275 16.520 17.049 0.871 93.111 93.665
90 22.41 -4.663 16.603 17.231 0.873 92.907 93.356
80 19.39 -4.877 16.649 17.334 0.873 92.736 93.139
75 17.71 -4.871 16.647 17.330 0.873 92.756 93.167
72 17.21 -4.823 16.599 17.270 0.874 92.718 93.121
70 16.97 -4.890 16.621 17.310 0.873 92.766 93.129
68 16.69 -4.979 16.626 17.341 0.874 92.579 92.952
67 16.18 -4.903 16.618 17.311 0.874 92.744 93.115
Table B.5 NAPE (NLBC) results for the Mjels profile.
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height_dom runtime
Error stdjerror rms_error P THR CAA
[m] [s] [dB] [dB] [dB] [] [%] [%]
240 192.13 -4.978 16.634 17.348 0.874 92.561 92.934
210 134.40 -4.908 16.614 17.309 0.873 92.622 93.004
180 88.39 -3.937 16.599 17.045 0.863 93.036 93.789
170 76.20 -2.287 17.066 17.203 0.838 92.239 95.355
160 65.40 -0.447 17.862 17.851 0.805 91.236 95.540
155 59.05 0.778 17.890 17.890 0.794 90.716 94.582
150 53.70 1.372 18.421 18.455 0.779 89.943 94.392
140 44.37 3.510 18.671 18.981 0.756 89.269 92.884
130 35.31 4.846 18.681 19.282 0.748 87.970 92.070
Table B.6 NAPE (absorbing layer) results for the Mjels profile.
heightdom runtime
Error std_error rm serror P THR CAA
[m] [s] [dB] [dB] [dB] [] [%] [%]
70 25.92 5.567 15.851 16.787 0.758 91.606 92.531
65 23.20 5.539 15.862 16.788 0.758 91.633 92.477
60 21.38 5.555 15.860 16.791 0.758 91.614 92.555
55 19.75 5.567 15.852 16.787 0.758 91.587 92.446
50 18.62 5.550 15.856 16.786 0.758 91.630 92.577
45 17.82 5.443 15.857 16.752 0.759 91.790 92.724
43 17.33 5.362 15.898 16.765 0.754 91.523 92.752
Table B.7 NAPE (NLBC) results for the Jerslev profile.
height_dom runtime
Error stderror rmsjerror P THR CAA
[m] [s] [dB] [dB] [dB] [] [%] [%]
210 187.28 5.525 15.866 16.787 0.758 91.638 92.629
180 128.96 5.518 15.867 16.785 0.758 91.638 92.634
160 99.09 5.409 15.925 16.805 0.759 91.558 92.640
150 85.17 5.338 15.954 16.810 0.760 91.737 92.700
140 72.20 5.211 16.001 16.814 0.762 91.775 92.918
135 66.51 5.992 15.968 17.042 0.747 90.712 91.923
125 57.05 6.465 16.038 17.279 0.737 90.156 91.195
Table B.8 NAPE (absorbing layer) results for the Jerslev profile.
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nse runtime Error stdjerror Rmsjerror P THR CAA
[] [s] [dB] [dB] [dB] [] [%] [%]
1 23.38 4.504 7.371 8.625 0.847 87.567 89.365
2 21.70 4.504 7.371 8.625 0.847 87.567 89.365
3 21.35 4.504 7.371 8.625 0.847 87.567 89.365
4 19.76 4.634 7.457 8.765 0.842 87.255 88.855
5 19.44 4.634 7.457 8.765 0.842 87.355 88.855
6 21.89 3.751 7.306 8.199 0.844 87.207 90.424
7 21.76 3.751 7.306 8.199 0.844 87.207 90.424
8 31.97 3.587 8.166 8.908 0.943 89.391 90.233
Table B.9 NAPE-FS results for the Handsund profile using a heightjiom  of 120m.
nse Error stdjerror rmsjerror P THR CAA
[] [dB] [dB] [dB] [] [%] [%]
1 8.200 6.205 10.275 0.896 84.036 84.522
2 8.200 6.205 10.275 0.896 84.036 84.522
3 8.200 6.205 10.275 0.896 84.036 84.522
4 8.104 6.213 10.203 0.895 84.189 84.686
5 8.104 6.213 10.203 0.895 84.189 84.686
6 7.441 6.441 9.833 0.882 84.933 85.933
7 7.441 6.441 9.833 0.882 84.933 85.933
8 4.516 7.962 9.143 0.952 89.000 89.649
Table B.IO Selected NAPE (absorbing layer, height_dom = 120m) results for the Handsund profile.
nse runtime Error std_error rmsjerror P THR CAA
[] [s] [dB] [dB] [dB] [] [%] [%]
1 216.18 6.703 7.911 10.364 0.896 88.299 89.750
2 214.85 6.641 8.001 10.393 0.895 88.340 89.715
3 213.59 7.253 7.759 10.616 0.897 87.750 88.886
4 214.12 7.310 7.764 10.659 0.897 87.675 88.789
5 221.05 7.903 7.847 11.133 0.896 86.850 88.789
6 220.65 7.903 7.847 11.133 0.896 86.850 87.878
7 220.58 7.903 7.847 11.133 0.896 86.850 87.878
8 220.83 7.903 7.847 11.133 0.896 86.850 87.878
Table B .ll  NAPE-FS results (using a height_dom of 200m) for the Hjorringvej profile.
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nse Error stdjerror rmsjerror P THR CAA
[] [dB] [dB] [dB] [] [%] [%]
1 8.522 7.941 11.644 0.901 86.801 87.491
2 8.648 7.844 11.672 0.905 86.786 87.303
3 8.733 8.054 11.875 0.894 86.261 86.985
4 8.809 8.041 11.923 0.893 86.168 86.868
5 9.081 7.860 12.006 0.901 85.821 86.472
6 9.081 7.860 12.006 0.901 85.821 86.472
7 9.081 7.860 12.006 0.901 85.821 86.472
8 9.081 7.860 12.006 0.901 85.821 86.472
Table B.12 Selected NAPE (absorbing layer; height dom = 200m) results for the Hjorringvej profile.
nse runtime Error stderror rmsjsrror P THR CAA
[] [s] [dB] [dB] [dB] [] [%] [%]
1 71.74 -5.654 5.052 7.578 0.954 91.547 92.466
2 68.05 -5.552 4.804 7.338 0.959 91.667 92.611
3 64.49 -5.132 4.584 6.877 0.966 92.172 93.158
4 59.38 ■A.lll 4.638 6.653 0.963 92.317 93.470
5 59.71 - M i l 4.638 6.653 0.963 92.317 93.470
6 59.31 -A .l ll 4.638 6.653 0.963 92.317 93.470
7 59.39 -A .l ll 4.638 6.653 0.963 92.317 93.470
8 59.93 -A .l ll 4.638 6.653 0.963 92.317 93.470
Table B.13 NAPE-FS results (with height_dom = 180m) for the Mjels profîle.
nse Error stdjerror rmsjerror P THR CAA
[] [dB] [dB] [dB] [] [%] [%]
1 -6.049 5.132 7.929 0.952 90.935 91.763
2 -5.995 4.839 7.700 0.958 90.991 91.843
3 -5.505 4.647 7.200 0.964 91.586 92.523
4 -5.212 4.712 7.021 0.962 91.540 92.643
5 -5.212 4.712 7.021 0.962 91.540 92.643
6 -5.212 4.712 7.021 0.962 91.540 92.643
7 -5.212 4.712 7.021 0.962 91.540 92.643
8 -5.212 4.712 7.021 0.962 91.540 92.643
Table B.14 Selected NAPE (absorbing layer; height_dom = 180m) for the Mjels profile.
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nse runtime Error s td js r ro r m s _ e r r o r P THR CAA
( ] [s] [dB] [dB] [dB] [ ] [%] [%]
1 38.73 4.339 5.369 6.895 0.919 89.988 90.601
2 38.90 4.339 5.369 6.895 0.919 89.988 90.601
3 39.07 4.562 5.283 6.972 0.924 89.879 90.127
4 38.66 4,562 5.283 6.972 0.924 89.879 90.127
5 38.99 4.562 5.283 6.972 0.924 89.879 90.127
6 38.99 4.562 5.283 6,972 0.924 89.879 90.127
7 40.01 4.566 5.299 6.987 0.930 89.708 89.935
8 39.83 4.635 5.287 7.023 0.930 89.640 89.816
Table B.IS NAPE-FS results (with height_dom = 140m) for the Jerslev profile
nse Error s ld _ e rro r rm s _ e rro r P THR CAA
[ ] [dB] [dB] [dB] [ ] [%] [%]
1 4.376 6.074 7.477 0.900 89.467 90.185
2 4.376 6.074 7.477 0.900 89.467 90.185
3 4.535 6.093 7.586 0.900 89.277 89.833
4 4.535 6.093 7.586 0.900 89.277 89.833
5 4.535 6.093 7.586 0.900 89.277 89.833
6 4.535 6.093 7.586 0.900 89.277 89.833
7 4.502 5.996 7.489 0.908 89.291 89.304
8 4.557 6.032 7.551 0.907 89.155 89.665
Table B.16 Selected NAPE (absorbing layer; height_dom — 140m) for the Jerslev profile.
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Fig B.l Plot of mean THR against runtime for the NAPE (NLBC) (solid lines) and NAPE (absorbing 
layer) [broken lines) for the four profiles of the Aalborg database.
137
Appendix B: Aalborg database
Handsund
S e lec ted  NAPE  
N A P E -F S
H(orrlngve)
Jerslev
Fig B.2 Distribution of the TH R  for the NAPE-FS and selected NAPE over the Aalborg profiles.
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B.2 UTD-based results
runtime Error stdjerror rms_error P THR CAA
[s] (dB) [dB] [dB] [ ] [%] [%]
157.95 1.815 8.038 8.215 0.941 91.541 93.291
Table B.17 STD-UTD results for the Handsund profile.
runtime Error sld_error rms_error P THR CAA
[s] [dB] [dB] [dB] [ ] [%i [%]
81.16 10.790 9.837 14.586 0.914 86.778 86.570
Table B.I8 STD-UTD results for the Hjorringvej profile.
runtime Error Sld_error rms_error P THR CAA
[sj [dB] [dB] [dB] I I [%] [%]
93.31 2.674 6.236 6.759 0.981 92.363 93.165
Table B.19 STD-UTD results for the Mjels profile.
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runtime Error stderror rms_error P THR CAA
[s] [dB] [dB] [dB] [] [%] [%]
101.89 5.888 6.354 8.642 0.963 87.331 87.484
Table B.20 STD-UTD results for the Jerslev profile.
fnse runtime Error stderror rmsjerror P THR CAA
[] [s] [dB] [dB] [dB] [] [%] [%]
5 2.89 7.820 5.182 9.363 0.819 78.651 79.309
6 4.80 7.321 5.256 8.993 0.818 80.192 81.090
7 10.14 7.001 5.456 8.855 0.805 80.641 82.051
8 23.74 6.669 5.524 8.638 0.805 81.346 82.821
9 61.64 6.367 5.700 8.522 0.797 82.094 83.257
10 162.00 6.119 5.784 8.395 0.796 82.835 84.469
Table B.21 SE-UTD results {nse = 3) over 4.0-7.95km of the Handsund profile.
fnse runtime Error stdjerror rmsjerror P THR CAA
[] [s] [dB] [dB] [dB] [] [%] [%]
5 2.04 8.355 5.253 9.852 0.821 78.500 78.938
6 3.89 7.961 5.371 9.584 0.819 79.125 79.875
7 9.15 7.947 5.641 9.725 0.803 78.938 80.125
8 24.58 7.894 5.729 9.733 0.800 78.969 80.281
9 69.39 1.112 5.866 9.715 0.797 79.258 79.671
10 186.90 7.784 5.936 9.767 0.795 79.726 80.531
Table B.22 Extended STD-UTD results over 4.0-7.95km of the Handsund profile
fnse runtime Error std_error rmsjerror P THR CAA
[] [s] [dB] [dB] [dB] [] [%] [%]
5 5.10 13.362 9.662 16.466 0.751 69.917 70.248
6 8.06 13.013 9.591 16.142 0.750 70.725 71.203
7 16.40 12.852 9.559 15.994 0.751 71.093 71.607
8 38.66 12.540 9.281 15.578 0.777 71.644 72.158
9 95.55 12.047 8.951 14.986 0.797 72.727 73.278
10 245.33 11.879 8.781 14.751 0.810 73.113 73.627
11 578.95 11.802 8.707 14.644 0.816 73.352 73.866
12 1533.5 11.327 8.351 14.052 0.838 74.380 74.894
13 3865.3 11.181 8.283 13.894 0.841 74.674 75.188
Table B.23 SE-UTD results {nse = 2) over 5.0-11.0km of the Hjorringvej profile.
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fnse runtime Error stdjerror rm serror P THR CAA
[] [s] [dB] [dB] [dB] [] [%] [%]
5 3.76 13.362 9.662 16.466 0.751 69.917 70.248
6 6.48 13.013 9.591 16.142 0.750 70.725 71.203
7 14.81 12.852 9.559 15.994 0.751 71.093 71.607
8 37.29 12.540 9.281 15.578 0.777 71.644 72.158
9 94.83 12.068 8.934 14.993 0.798 72.691 73.242
10 250.10 11.913 8.751 14.761 0.812 73.058 73.572
11 616.26 11.830 8.681 14.652 0.819 73.333 73.848
12 1673.6 11.398 8.288 14.072 0.841 74.288 74.803
13 4241.6 11.284 8.193 13.925 0.846 74.472 74.986
Table B.24 Extended STD-UTD results over 5.0-11.0km of the Hjorringvej profile.
fnse runtime Error stdjerror rmsjerror P THR CAA
[] [s] [dB] [dB] [dB] [] [%] [%]
5 2.04 7.626 5.053 9.128 0.885 78.417 78.803
6 3.52 6.773 4.932 8.358 0.895 80.193 80.656
7 8.41 6.041 4.998 7.818 0.884 82.008 82.626
8 21.37 5.696 4.986 7.547 0.885 82.857 83.707
9 55.03 5.336 5.128 7.375 0.877 83.398 84.633
10 140.32 5.034 5.179 7.196 0.874 83.900 85.521
11 343.13 4.796 5.130 6.996 0.878 84.209 85.675
12 868.35 4.552 5.075 6.791 0.881 84.672 85.837
13 2137.6 4.322 5.085 6.646 0.883 85.097 86.050
Table B.25 SE-UTD results {nse = 3) over 2.0-5.45km of the Mjels profile.
fnse runtime Error stdjerror rmsjerror P THR CAA
[] [s] [dB] [dB] [dB] [%] [%]
5 1.37 7.626 5.053 9.128 0.885 78.417 78.803
6 3.02 6.773 4.932 8.358 0.895 80.193 80.656
7 7.93 6.041 4.998 7.818 0.884 82.008 82.626
8 20.85 5.696 4.986 7.547 0.885 82.857 83.707
9 54.65 5.336 5.128 7.375 0.877 83.398 84.633
10 139.37 5.034 5.179 7.196 0.874 83.900 85.521
11 342.75 4.796 5.130 6.996 0.878 84.209 85.675
12 874.17 4.556 5.073 6.791 0.881 84.672 85.837
13 2184.4 4.379 5.024 6.637 0.885 85.097 85.801
Table B.26 Extended STD-UTD results over 2.0-5.45km of the Mjels profile.
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fttse runtime Error s ld _ e rro r rm s _ e rro r P THR CAA
[ ] [s] [dB] [dB] [dB] [ j [%] [%]
7 9.01 9.169 3.639 9.855 0.793 65.902 65.902
8 24.38 9.012 3.645 9.711 0.793 66.667 66.667
9 67,72 8.896 3.645 9.602 0.795 66.961 66.961
10 185.38 8.818 3.664 9.538 0.795 67.313 67.313
11 463.63 8.728 3.662 9.454 0.796 67.549 67.549
12 1274.6 8,647 3.658 9.377 0.800 67.842 67.842
13 3319.4 8.483 3.574 9.194 0.807 68.842 68.842
Table B.27 SE-UTD results ( nse = 5) over 2.5-5.6km of the Jerslev profile.
f i a e runtime Error s ld _ e rro r rm s je r r o r P THR CAA
[ ] [s] [dB] [dB] [dB] [%] [%]
7 8.64 9.169 3.639 9.855 0.793 65.902 65.902
8 23.77 9.012 3.645 9.711 0.793 66.667 66.667
9 67.56 8.896 3.645 9.602 0.795 66.691 66.691
10 185.37 8.818 3.664 9.538 0.795 67.313 67.313
11 463.20 8.728 3.662 9.454 0.796 67.549 67.549
12 1274.3 8.647 3.658 9 .3 1 7 0.799 67.842 67.842
13 3313.8 8.595 3.556 9.291 0.812 68.489 68.489
Table B.28 Extended STD-UTD results over 2.5-5.6km of the Jerslev profile.
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Fig B.7 Plot of measurements, SE-UTD (me=3/«se=10) and extended STD-UTD (/nse=10)
predictions (over 4.0-7.95km) for the Handsund profile.
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[solid lines] over the Aalborg profiles
B.3 Comments on the sign in the mean error for the NAPE (absorbing 
layer) results for Mjels (see Table B.6)
At higher values of heightjJom, the mean error is negative. However as the upper 
boundary is lowered the mean error becomes positive. For the Mjels profile, at high 
values of height_dom the NAPE predictions are an overestimate with respect to the 
empirical path loss values. However as the upper boundary is lowered, the NAPE 
underestimates the empirical path loss. As the mean error is defined by Eqn 4.16, such a 
change in behaviour results in the change o f signs o f the mean error. The behaviour o f the 
NAPE for lower upper boundaries is due to the fact that in such cases, the parasitic 
reflection into the domain of interest is high. The predicted field strength is thus increased 
and the predicted path loss decreases.
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B.4 Comments on the values of mean THR and mean CAA for the SE- 
UTD and extended STD-UTD results for Jerslev (Tables B.27 and 
B.28)
Tables B.27 and B.28 show that the THR and the CAA are equal. An investigation has
been carried out on this matter. It has been found that the CAA is NOT equal to the TH R, 
provided BOTH of the following conditions are satisfied: (i) The measurements and/or 
the predictions have to be non-monotonic. There has to be more than one intersection of a 
path loss threshold by the measurements and/or predictions, (ii) The measurements and 
the predictions have to be on opposite sides of the path loss threshold for a group of 
receivers. In addition at another group of receivers, the measurements and predictions 
have to swap sides o f the same path loss threshold. In other words, the measurements and 
the predictions are individually in different states AND the pair o f states are also 
different. E.g. At the first group o f receivers, we can have (Measurement = 1; Prediction 
= 0) and at the second group of receivers, we can have (Measurement = 0; Prediction = 
1). This is better illustrated in Fig B.13.
Path loss idBl
Path loss threshold, L,
Measurements
Predictions
Number of Rx
Fig B.13 Plot of path loss values from measurements and predictions for a fictitious case.
As defined in §4.3.2, we will assume that ‘1’ represents a coverage state and ‘0 ’ 
represents an outage state. Let S  and Q be events whereby a coverage state is achieved at 
a particular path loss threshold for measurements and predictions respectively.
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At the path loss threshold, Li, the state at the various Rx points due to the measurements 
and the predictions can be represented by say:
S = 0 0
Q = 00
1 1 l \ l  IjOOU 1 1]
p ooji nj ijl 1 1]
In Fig B.13, at the Rx points circled by a solid line, the measurements are in an coverage 
state and the predictions are in a outage state. The converse is true for the Rx points 
circled by a broken line. Hence at the path loss threshold, Li, two different pair of states 
are obtained for the measurements and the predictions. In addition, since the predictions 
and the measurements are non-monotonic, the CAA and THR at Li are NOT equal. In 
fact at Li, the CAA = [(ll/l2 )x l00 ] and THR = [(7/12)xl00], using Eqn 4.35 and Eqn 
4.25 respectively.
As it can be seen in Fig B.IO, the SE-UTD predictions and the extended STD-UTD 
predictions for Jerslev are non-monotonic. However they always lie on the same side of
the measurements. Hence condition (ii) above is NOT satisfied. As a result, the CAA and
the THR are the same in Tables B.27 and B.28.
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C Stockholm database
C.l Detailed results for UTD based models
fnse runtime Error stderro r rm serror P THR CÆ4
[s] [dB] [dB] [dB] [] [%] [%]
4 974.23 2.275 16.969 17.113 0.098 81.487 90.982
5 963.73 1.637 16.825 16.897 0.104 81.667 91.157
6 1066.0 1.209 16.532 16.569 0.116 82.041 91.503
7 1063.4 0.790 16.045 16.057 0.141 82.540 91.959
8 1056.8 0.472 16.035 16.035 0.145 82.649 91.985
9 976.18 0.367 15.815 15.812 0.156 82.977 92.155
Table C .l SE-UTD {nse =1) results for profiles on route 3, when applied to a raw data of 5m.
fnse runtime Error stderro r rm serro r P THR CÆ4
[s] [dB] [dB] [dB] [] [%] [%]
6 1008.8 0.844 15.916 15.931 0.113 82.641 92.123
7 1048.9 0.491 15.497 15.497 0.133 83.011 92.516
8 980.98 0.350 15.530 15.526 0.137 83.028 92.471
9 1037.7 0.186 15.489 15.483 0.145 83.173 92.466
Table C.2 SE-UTD {nse =5) results for profiles on route 3, when applied to a raw data of 5m.
fnse runtime Error stderro r rm serro r P THR CÆ4
[s] [dB] [dB] [dB] [] [%] [%]
4 177.12 1.912 16.557 16.659 0.096 81.946 91.410
5 175.48 1.194 16.121 16.157 0.109 82.407 91.822
6 184.52 0.626 15.761 15.766 0.119 82.869 92.252
7 176.20 0.019 15.107 15.100 0.142 83.480 92.827
8 176.36 -0.436 15.003 15.003 0.145 83.659 92.943
9 177.46 -0.813 14.647 14.662 0.155 84.096 93.242
Table C.3 Extended STD-UTD results for profiles on route 3, when applied to a raw data of 5m.
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Fig C .l Height distribution of the edges in the raw data of the investigated profiles in route 3
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