Analyse syntaxique du français parlé by Cerisara, Christophe & Gardent, Claire
HAL Id: inria-00432754
https://hal.inria.fr/inria-00432754
Submitted on 17 Nov 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Analyse syntaxique du français parlé
Christophe Cerisara, Claire Gardent
To cite this version:
Christophe Cerisara, Claire Gardent. Analyse syntaxique du français parlé. Journée ATALA, Oct
2009, Paris, France. ￿inria-00432754￿
Analyse syntaxique du français parlé





Comme l’a montré la campagne d’évaluation des analyseurs syntaxiques menée dans le cadre
de l’action EASy/EVALDA1, il existe pour le Français, divers systèmes d’analyse syntaxique. Le
spectre couvert inclut l’ analyse syntagmatique profonde [16, 4, 12, 3] et l’analyse en dépendance
[5, 8] ; les analyseurs basés sur des grammaires déclaratives [16, 4, 12, 3] et des analyseurs plus
procéduraux [5, 8] ; les analyseurs symboliques et les analyseurs stochastiques [6, 2, 13].
Cependant, ces analyseurs sont conçus pour traiter la langue écrite. Ils ne permettent ni de
traiter des spécificités de la langue orale telles que les disfluences (répétitions, hésitations, correc-
tions) ni de traiter du caractère imparfait des transcriptions produites par les systèmes de recon-
naissance automatique de la parole (SRAP). Pourtant, une piste possible pour l’amélioration des
systèmes de reconnaissance de la parole est l’intégration dans le processus de reconnaissance,
de connaissances syntaxiques et en particulier, d’une mesure de confiance syntaxique permettant
de réordonner les hypothèses produites par le SRAP. Dans ce contexte, un analyseur syntaxique
permettant d’associer à chaque analyse produite une probabilité est un élément potentiellement
crucial.
Nous présentons ici une infrastructure linguistique et logicielle permettant d’envisager le
développement d’un analyseur syntaxique pour le Français parlé. Cette infrastructure vise à fa-
ciliter la réutilisation de l’analyseur stochastique MALT [11] pour le français parlé et comprend
(i) la définition d’un schéma d’annotation en dépendances et (ii) un environnement logiciel per-
mettant l’annotation syntaxique, l’apprentissage sur un corpus annoté, l’analyse syntaxique et
l’évaluation par rapport à une référence.
L’organisation de l’article est la suivante. Dans la section 2, nous présentons le schéma d’an-
notation utilisé et le comparons aux schémas d’annotations en dépendance existants pour le
français à savoir, le format Easy/Passage et le format proposé récemment par [6]. La section
3 présente le logiciel utilisé pour l’annotation, l’apprentissage, l’analyse syntaxique et l’évalua-
1http://www.technolangue.net/article198.html
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tion. La section 4 est consacrée à la description d’une première expérience sur un corpus de taille
réduite (20 000 mots). La section 5 conclut l’article.
2 Schéma d’annotation
Comme le montre la dernière campagne d’évaluation sur l’analyse syntaxico-sémantique
multilingues (CoNLL-2009 Shared Task : Syntactic and Semantic Dependencies in Multiple
Languages), des schémas d’annotations en dépendances syntaxiques (et sémantiques) ont été
définis et utilisés pour de nombreuses langues dont en particulier, la catalan, le chinois, l’anglais,
l’allemand, le tchèque, l’espagnol et le japonais.
Pour le français, on peut recenser le schéma EASY [9], le schéma récemment défini par
l’équipe INRIA ALPAGE [7] et dans une moindre mesure, le schéma d’anotation des dépendants
verbaux utilisé pour le corpus arboré de Paris 7 [1].
Le schéma d’annotation EASY n’est pas réellement un schéma d’annotation en dépendances
syntaxiques puisqu’il n’impose (et parfois ne permet) pas que l’annotation syntaxique d’une
phrase soit une structure de dépendances. En effet, ce schéma préconise une annotation mixte
en constituants et dépendances telle que les relations de dépendances ne relient pas uniquement
des mots comme dans une structure de dépendance classique, mais également des mots et des
constituants ou des constituants et des constituants. De plus, comme l’indique le tableau 1, le
schéma d’annotation choisi ne couvre pas l’ensemble des relations de dépendances syntaxiques
possibles entre les mots. Par exemple, la relation entre un nom et un déterminant n’est pas incluse.
Plus généralement, l’annotation au format EASY du corpus d’évaluation utilisé dans la campagne
EASY n’est pas une annotation en dépendances syntaxiques mais une annotation hybride en
constituants et en dépendances.
Le schéma récemment défini par l’équipe INRIA ALPAGE reprend le schéma d’anotation des
dépendants verbaux utilisé pour le corpus arboré de Paris 7 [1] et l’étend aux cas et gouverneurs
non annotés dans ce corpus dont en particulier, les gouverneurs non verbaux. Les structures
résultant de l’annotation sont des arbres orientés où les noeuds correspondent aux formes fléchies
de la phrase et où les arcs sont étiquettés par l’une des relations de dépendances permises par le
schéma. Nous utilisons un schéma qui s’inspire de ces deux schémas et permet une annotation
en graphe de dépendances (un noeud peut avoir plusieurs parents). Les noeuds du graphes sont
les tokens identifiés par la reconnaissance de la parole ou par la transcription humaine de l’oral.
Les arcs sont étiquettés par l’une des relations de dépendances définies par le schéma. Comme
dans le schéma ALPAGE, le schéma n’impose pas la projectivité si bien que la projection d’un
noeud ne correspond pas nécessairement à un segment continu de la phrase analysée.
Les relations utilisées sont les suivantes : sujet (suj), objet (obj ), objet prépositionnel (pobj
), attribut du sujet (atts ), attribut de l’objet (atto ), modifieur de verbe (modV ), de nom (modN
), d’adjectif (modAdj ) ou d’adverbe (modAdv ), complément d’une préposition, d’un complé-
menteur ou d’un pronom relatif (comp ), auxiliaire verbal (aux ), apposition (appos ), détermi-
nant (det ), coordination (cc ), juxtaposition (juxt ), complément réfléchi (ref ), partie d’une
locution multi-mots (MultiMots ), expression figée (dummy ).
Le tableau 1 résume les points communs et les divergences d’avec les schémas existants. Plus
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NANCY ALPAGE P7 EASY
suj suj SUJ SUJ_V
obj obj OBJ COD_V




atts ats ATS ATB_SO
atto ato ATO







comp arg_cons, arg_comp, obj, p_obj COMP








FIG. 1 – Relations utilisées par les schémas d’annotation pour le français
généralement, les choix faits pour le schéma d’annotation résultent d’un objectif double.
Premièrement, l’annotation syntaxique doit permettre de distinguer les transcription erronées
des transcriptions correctes produites par le système de reconnaissance de la parole. En d’autres
termes, les structures de dépendances produites doivent encoder des connaissances syntaxiques.
C’est ce qui justifie par exemple l’annotation des réfléchis : comme tous les verbes n’acceptent
pas la forme pronominale, cette annotation peut permettre de détecter une phrase peu plausible
syntaxiquement lorsqu’un tel verbe apparait dans une structure incluant un argument réfléchi.
Deuxièmement, la structure syntaxique doit permettre à plus long terme le calcul sémantique
afin de pouvoir également utiliser des connaissances sémantiques pour contraindre le processus
de reconnaissance de la parole. Pour cette raison, les arguments des nominaux déverbaux sont
annotés comme tels.
Les différences avec le schéma ALPAGE portent sur la structure (graphe plutôt qu’arbre) et
sur la précision de l’annotation. La distinction argument/ajout étant difficile à faire pour les an-
notatrices, nous avons décidé dans un premier temps, de ne pas différencier les A- et De-objets
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des autres objets prépositionnels. Cette différenciation sera faite lors d’une deuxième passe par
des linguistes experts. Les juxtapositions et appositions, très fréquentes à l’oral, justifient les re-
lations supplémentaires correspondantes. La relation dummy est utilisée comme dans le schéma
ALPAGE pour les expressions figées (réfléchis intrinsèques, clitiques figées, etc.) mais égale-
ment pour l’annotation des répétitions et des hésitations. La relation PONCT n’est pas utilisée car
absente des transcriptions. Comme dans le schéma EASY, les modifieurs sont différenciés suiv-
ant le type de leur gouverneur (verbe, nom, adjectif) afin de faciliter une deuxième passe visant
l’annotation sémantique.
Comme le tableau 1 l’indique, le passage d’un schéma d’annotation à un autre est relative-
ment simple. La conversion du format nancéen vers le format EASY est essentiellement une
conversion par traduction ou élimination de relations (e.g., sujdevient SUJ_V et det est éliminé).
La conversion vers le format ALPAGE implique en outre soit de regrouper plusieurs catégories
en une seule (e.g., regrouper de_obj, a_obj et p_obj sous p_obj), soit de différencier une catégorie
unique en plusieurs sous-catégories (e.g., mod en modV , modAdj , modAdv , modP ).
3 Environnement logiciel
Afin de faciliter l’expérimentation, nous avons développé un environnement logiciel, appelé
JSYNATS pour Java software for Syntax Analysis of Transcribed Speech et intégrant les fonc-
tionnalités suivantes :
– Annotation : permet d’annoter des textes suivant le schéma d’annotation présenté dans la
section précédente
– Analyse : permet d’analyser du texte avec l’analyseur MALT
– Apprentissage : permet d’entraîner l’analyseur MALT sur un ensemble de fichiers annotés
– Evaluation : permet de calculer les performances de l’analyseur par rapport à un corpus de
référence
Le logiciel implémenté en Java est disponible à l’url http://talc.loria.fr/GraphEdit.
html.
Annotation. L’outil d’annotation est un outil de visualisation et d’édition de graphe syntax-
ique en dépendances qui permet d’annoter du texte conformément au schéma d’annotation JSY-
NATS . L’édition se fait par des raccourcis claviers opérant sur une interface graphique. Le texte
d’entrée peut être ou non analysé. En pratique, l’annotation se fait par correction des analyses
produites par MALT . Le format d’entrée et de sortie est le format ConLL. L’outil accepte égale-
ment le format texte et XML utilisé par l’analyseur Syntex [5]. Une copie d’écran illustrant les
représentations manipulées est donnée en Figure 2.
Analyse. La fonctionalité d’analyse permet d’analyser du texte avec l’analyseur MALT . Elle
prend en entrée un fichier texte et produit en sortie un fichier texte où chaque phrase contenue
dans le fichier entrant est annotée avec l’analyse produite par l’analyseur MALT (format ConLL).
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Actuellement, l’analyse en dépendances de MALT est précédée d’une phase d’annotation automa-
tique des séquences de mots en classes morpho-syntaxiques. Cette analyse morpho-syntaxique
est réalisée par l’outil TreeTagger. Nous envisageons à court terme d’éliminer cette dépendance
de la plate-forme proposée vis-à-vis de TreeTagger afin d’intégrer l’ensemble des outils néces-
saires au sein d’un logiciel unique 100 % Java.
En pratique, la fonctionalité d’analyse est utilisée pour la pré-annotation syntaxique des textes
permettant ainsi aux annotatrices de travailler sur des textes pré-annotés plutôt que sur des textes
sans aucune annotation syntaxique. Comme l’analyseur est ré-entrainé à chaque nouvelle phase
d’annotation, la qualité des pré-annotations croît avec le temps, diminuant ainsi les temps d’an-
notation. En outre, la pré-annotation est généralement correcte au niveau des syntagmes de base
(groupes nominaux et prépositionnels non récursifs, noyau verbal, subordonnées relatives sim-
ples, etc.), ce qui permet aux annotatrices de se concentrer sur les questions plus complexes liées
au rattachement de ces syntagmes entre eux.
Apprentissage. JSYNATS permet d’entraîner MALT sur un ensemble de fichiers contenant du
texte annoté syntaxiquement et morpho-syntaxiquement. Des outils de conversion de formats
permettent de supporter les formats CONLL, XML (Syntex) et TreeTagger. L’algorithme déter-
ministe de Nivre-Eager est utilisé pour l’analyse, et sa version “oracle” produit pour l’appren-
tissage un ensemble de vecteurs d’observation, chaque vecteur étant associé à une des quatre
“actions” de l’algorithme de Nivre (Shift, Reduce, Left-Arc et Right-Arc). Les vecteurs d’obser-
vation incluent les informations suivantes, qui sont celles proposées par défaut dans MALT :
– Formes fléchies et lemmes des deux mots potentiellement dépendants (L et R) ;
– Forme fléchie du mot suivant R ;
– Forme fléchie du mot gouvernant L ;
– Classes morpho-syntaxiques de L et R, du mot précédant L, et des trois mots suivants R ;
– Types des dépendances issues de L, des dépendants les plus à gauche et à droite de L, et
du dépendant le plus à gauche de R.
Cet ensemble de vecteurs et leurs classes associées constitue le corpus d’apprentissage d’un
classifieur à base de machines à vecteurs supports (SVM) servant dans MALT à décider des
dépendances à établir.
Evaluation. L’environnement JSYNATS permet également de calculer les performances d’un
analyseur produisant des données au format ConLL. Les scripts d’évaluation sont directement
adaptés des scripts distribués pour les campagnes CONLL, et calculent donc les mêmes métriques,
en particulier le “score de rattachement en dépendances typées” (Labeled Attachment Score ou
LAS) [15] utilisé dans cet article, qui représente le pourcentage de mots pour lesquels le système
a prédit le bon gouverneur et le bon type de dépendance.
4 Cadre expérimental et évaluation
Nous utilisons JSYNATS pour développer un corpus oral annoté syntaxiquement et entraîner
l’analyseur MALT .
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4.1 Corpus utilisé et procédure d’annotation
Le corpus utilisé pour l’apprentissage et le test est issu du corpus d’informations radio-
diffusées produit par le projet Technolangue ESTER 2003-2005 [10]. Le corpus ESTER com-
porte les transcriptions manuelles de 37 heures d’émissions radiophoniques d’information fran-
cophone (années 1998 - 1999 et 2003). Les transcriptions manuelles de ESTER étant destinées
au calcul du taux de reconnaissance des systèmes de reconnaissance automatiques de la parole,
seuls les mots complets sont annotés : ainsi, les répétitions sont annotées si les mots répétés sont
complets, les “euh” d’hésitation sont considérés comme des mots et sont donc également annotés,
mais par contre les bruits, les mots incomplets, bref tout ce qui ne fait pas partie du “lexique”
français, n’est pas annoté. Pour ce travail, nous avons également supprimé toute information
de ponctuation avant l’étape d’analyse syntaxique, car les sorties des systèmes de transcription
automatique ne disposent de ces informations.
Un sous-ensemble de ce corpus composé de 20000 mots est extrait d’émissions de France-
Inter datées de 1999. Ce sous-corpus est annoté automatiquement en classes morpho-syntaxiques
par l’outil TreeTagger [14], puis converti au format CONLL. Ensuite, ce corpus enrichi est re-
segmenté en phrases manuellement, puis annoté également manuellement en dépendances syn-
taxiques selon le guide d’annotation décrit précédemment. Cette annotation en dépendances est
en fait réalisée itérativement : chaque itération est décomposée en deux phases, respectivement
une phase d’annotation automatique en dépendances réalisée par l’analyseur MALT entraîné avec
les données de l’itération précédente, suivie d’une phase de correction manuelle de ces dépen-
dances. Les itérations ont pour objectif d’accroître la taille du corpus, et un nouveau corpus est
considéré à chaque itération. L’itération initiale est réalisée avec un petit corpus de 458 mots
annoté entièrement manuellement qui sert à entraîner une première version de l’analyseur MALT
. Une petite dizaine d’itérations permettent d’aboutir au corpus décrit dans cet article.
Ce corpus annoté est alors divisé en deux parties, respectivement pour l’apprentissage et le
test de MALT :
– Apprentissage : La partie du corpus réservée à l’apprentissage contient 13135 mots et
12199 dépendances. Cette partie est utilisée telle quelle pour l’apprentissage de Malt.
– Test : La partie du corpus reservée au test subit une phase supplémentaire de vérification
et de correction par une linguiste expert. Elle contient 5305 mots et 4905 dépendances.
Au terme d’environ 6 semaines d’annotation, environ 20 000 mots ont pu être annotés.
4.2 Apprentissage et résultats
MALT est un système pour l’apprentissage d’analyseurs en dépendances syntaxiques. A par-
tir d’un corpus annoté, le système apprend à projeter des traits syntaxiques et morphosyntax-
iques sur des décisions d’analyse (shift, reduce, création d’arcs de dépendances). C’est un sys-
tème libre source implanté en Java et disponible à l’url http://w3.msi.vxu.se/~nivre/
research/MaltParser.html.
Nous avons entrainé le système MALT sur le corpus d’apprentissage décrit au paragraphe
précédent. Les résultats sont largement inférieurs à l’état de l’art avec un score LAS de 71.8%
en dépendances typées contre 86.56% pour l’analyseur décrit dans [6]. Ils s’expliquent cepen-
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dant par la taille réduite du corpus d’apprentissage (15 000 mots contre 385 458 pour le corpus
arboré utilisé pour apprendre les dépendances par [6]) et la courbe de progression (Figure 3) est
encourageante.
Nous avons également étudié l’influence de l’étape supplémentaire de vérification des anno-
tations en dépendance par une linguiste expert en incluant neuf dixièmes du corpus de test (véri-
fié) dans l’apprentissage de MALT , et en testant sur le dixième restant. Le taux de dépendances
correctes final est calculé par validation croisée, en faisant varier le dixième du corpus réservé
au test. Le score LAS passe alors de 70.3% (aucune phrase d’apprentissage n’a été vérifiée par
la linguiste expert) à 71.8%. Ce résultat suggère que les erreurs d’annotation, qui sont présentes
en bien plus grand nombre dans le corpus non vérifié, semblent avoir un impact relativement
limité sur les performances du système, ce qui résulte probablement du fait que l’apprentissage
statistique du classifieur tend à éliminer les erreurs non corrélées et assimilables à du bruit.
Nous avons finalement entraîné le système sur les données annotées fournies par la cam-
pagne d’évaluation des analyseurs syntaxiques EASY. Une évaluation préliminaire sur le fichier
littéraire_1 de ce corpus donne une F-mesure de 50% en dépendances typées.
5 Conclusion
Cet article présente un environnement logiciel pour l’apprentissage d’analyseurs en dépen-
dances syntaxiques et l’applique à l’apprentissage d’analyseurs en dépendances pour le Français
oral et écrit.
Les résultats préliminaires obtenus à partir d’un corpus restreint sont encourageants et perme-
ttent d’espérer avoir prochainement à disposition un analyseur syntaxique de l’oral raisonnable-
ment précis. Nous envisageons d’améliorer les performances à la fois par une annotation plus
extensive et par la mise en place de techniques d’apprentissage semi-supervisées comme la
méthodologie d’apprentissage actif afin d’augmenter la taille du corpus d’apprentissage.
Cet analyseur ayant pour objectif principal d’extraire des informations syntaxiques sur un
corpus transmis automatiquement, il reste encore à évaluer ses performances sur des transcrip-
tions automatiques et son impact sur la détection des différents types d’erreurs de la reconnais-
sance, insertions, omissions et substitutions.
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FIG. 3 – Évolution du score de rattachement en dépendances typées (score LAS) obtenu par
JSYNATS en fonction de la taille du corpus d’apprentissage. L’axe des abscisses représente le
nombre de mots utilisés pour apprendre MALT .
10
