ABSTRACT Successful implementation of robot-assisted surgery (RAS) requires coherent integration of spatial image data with sensing and actuating devices, each having its own coordinate system. Hence, accurate estimation of the geometric relationships between relevant reference frames, known as registration, is a crucial procedure in all RAS applications. The purpose of this paper is to present a new registration scheme, along with the results of an experimental evaluation of a robot-assisted registration method for RAS applications in orthopedics. The accuracy of the proposed registration is appropriate for specified orthopedic surgical applications such as Total Knee Replacement. The registration method is based on a surface-matching algorithm that does not require marker implants, thereby reducing surgical invasiveness. Points on the bone surface are sampled by the robot, which in turn directs the surgical tool. This technique eliminates additional coordinate transformations to an external device (such as a digitizer), resulting in increased surgical accuracy. The registration technique was tested on an RSPR six-degrees-of-freedom parallel robot specifically designed for medical applications. A six-axis force sensor attached to the robot's moving platform enables fast and accurate acquisition of positions and surface normal directions at sampled points. Sampling with a robot probe was shown to be accurate, fast, and easy to perform. The whole procedure takes about 2 min, with the robot performing most of the registration procedures, leaving the surgeon's hands free. Robotic registration was shown to provide a flawless link between preoperative planning and robotic assistance during surgery. Comp Aid Surg 6:259 -269
INTRODUCTION
One of the main reasons for introducing robots into the operating room is to take advantage of their high accuracy. However, in active surgical robots, specifically robots that manipulate surgical tools autonomously and not as slaves to the surgeon's hand motion, the accuracy of the registration procedure is usually less than the robot accuracy, and hence determines the operation's outcome. The registration procedure matches the patient, the robot, and the image data coordinate system. In this investigation, we concentrate on rigid registration that matches the robot and image data coordinate systems with a rigid bony surface. The Total Knee Replacement (TKR) operation is used in this investigation as an example, but the same procedure is equally valid for any registration process where registration is performed with respect to a rigid object (in this case, bones).
Hundreds of thousands of patients undergo TKR surgery every year to regain a more active and pain-free lifestyle. The knee prosthesis is widely indicated in reconstructive surgery for patients suffering from arthritis, rheumatoid arthritis, and posttraumatic arthritis. However, rates of failure for a variety of reasons have continued to be a concern. It has been shown that, if the technique is performed correctly, the results are positive in more than 85% of cases even 10 years after the operation. 1 In TKR, the distal, femoral, and proximal tibial compartments are resected and replaced with two prosthetic components. Inaccurate surgical planning and/or execution are the primary reasons for failure. Moreover, prosthesis misalignments of a few degrees or millimeters can seriously affect the postsurgical functionality of the operated limb. 2 A robotic assistant integrated with a computer-controlled system can help carry out procedures with higher accuracy than can be achieved by the free human hand. In orthopedic procedures such as TKR, a robotic assistant can guide the surgical tools along the preoperatively planned paths to assure accurate positioning of the implant. In fact, despite 15 years of experience with this type of surgery, and despite the recent evolution in materials and designs, most failures result from a lack of precision in the implantation technique. 3 With the emerging technologies of computer-and robot-assisted surgery, it is possible to enhance implant location accuracy based on a preoperative plan, but an accurate registration procedure is a prerequisite. Registration is a critical step that links the planning and execution phases of all RAS applications. In this procedure, the geometric relationships between the patient's anatomy, the models used for planning, and the robotic or sensorized tools are estimated. Ideally, all patient data should be correlated with the physical space of the real surgery and made available to the surgeon.
The first high-accuracy registration procedures employed artificial markers (fiducials), which were implanted preoperatively and identified intraoperatively. A method for registration by use of fiducial markers was introduced by Ellis et al. 4 La Palombara et al. 2 used this method to estimate the accuracy of noninvasive registration procedures. However, the results presented were relative to the digitizer, with no information available to assure accuracy relative to the surgical robot. Other workers have reported submillimetric accuracy, but with no indication of the method used to verify this result. Following the widespread trend toward a reduction in surgical invasiveness, several investigations of nonfiducial registration techniques have been proposed. 2, 5, 6 In nonfiducial registration techniques, the shape of the bone generated from a preoperative image is matched using surfacematching techniques to intraoperatively sampled points on the bone surface. These techniques use some modifications of the iterative closest point (ICP) algorithm, 7, 8 which matches two point setsone of the model, and one of the intraoperatively acquired sampled points. One drawback of these techniques is the large number of sampled points usually required to assure sufficient accuracy. Also, when a digitizer is used to acquire the points intraoperatively, an additional device introduces an additional reference frame, thus reducing the overall accuracy of the registration process.
APPROACH

Registration by Surface Matching
A nonfiducial surface-matching registration procedure is proposed. The procedure consists of matching points sampled intraoperatively to an image-based surface constructed preoperatively. According to the present investigation, this procedure will be based on the following stages:
1. Representing the 3D model as a hierarchical multiresolution scheme to reduce time consumption. 2. Searching preoperatively for the best sampled points with respect to surface-matching criteria to reduce the number of sampled points that are involved in the initial registration matching procedure. These points are used during the manual preregistration phase. 3. Autonomous sampling of a few additional points by the robot. 4. Defining the minimization function based on surface normals and distance criteria to enhance matching-process accuracy. 5. Refining the results to further increase matching accuracy.
The proposed enhancements are detailed below.
Multiresolution Model
Multiresolution and mesh simplification methods have been extensively applied in areas such as data reduction, reconstruction, remodeling, and progressive transmission. These methods mainly use unstructured or structured triangular and quadratic meshes for geometric representation. Such meshes are simplified by either merging or splitting elements. The methods can be classified into two main approaches: (1) mesh simplification, a static levelof-detail generation approach; and (2) multiresolution representation, a dynamic approach. The mesh simplification method can be considered as a base for dynamic multiresolution.
Mesh simplification methods have been implemented by deleting/inserting vertices and then merging/splitting mesh elements. Different error norms were computed to estimate and control the error locally or globally. In general, any level of reduction can be obtained with most existing methods, and interactive refinement of a selection is optional. The following simplification methods were discussed at the 1997 SIGGRAPH course given by Schroeder and Heckbert: 9 (a) the merging approach, in which several polygons are merged into one polygon according to coplanarity criteria; (b) the mesh decimation approach, in which geometry and topology are analyzed locally and only those vertices that meet minimal distance or curvature criteria are removed; and (c) mesh optimization, which is achieved by evaluating an energy function over the mesh and minimizing the function by removing/moving vertices or collapsing/ swapping edges. The advantages of simplification are as follows: (a) it is robust on complex topology with unstructured meshes; (b) data reduction can be applied with an efficient algorithm. However, due to their static nature, the algorithms lose information and therefore do not have the option of progressively retrieving intermediate meshes in real time.
The two most common dynamic multilevel structures are the LOD (level of detail) model representation 10, 11 and the multiresolution wavelet model. 12, 13 The LOD dynamic approach can be seen as an extension of hierarchical subdivision simplification methods. Three-dimensional hierarchical data structures for octrees are proposed by Simon et al. 14 These octree subdivision methods were used mainly for fast simplification and compression of adaptive meshes, and did not include transmission between levels of details. In the report of Warfield et al., 15 the method is also based on a multiresolution search. The multiresolution model is a pyramid divided by a factor of 2 and considered a uniform subdivision. In the study by Szeliski and Lavallée, 16 the distance map between the two surfaces is represented by a hierarchical octree spline, where in our case the multiresolution is applied on the geometry of the registered surfaces.
Multiresolution has several advantages: (1) the representation is compact and lossless; (2) any level of detail can be accessed directly; (3) progressive transmission is possible between levels of detail in both directions, refinement and merging; (4) the geometric and topological behavior is preserved at any level of detail, so that highly detailed data, such as localized convexities and concavities and/or local changes in geometry, can be preserved; and (5) selective refinement is optional.
To accelerate the computation, a multiresolution LOD representation is proposed. 17, 18 In our case, the layers are extracted according to an error function leading to an adaptive mesh. The latter is a preferable approximation because it preserves the shape with respect to number of elements/error. In this paper, the envelope of the bone was sampled from one direction. Therefore, we used a 2.5D representation or quadtree. Each vertex in the quadtree has (x, y) values, where the z value is the height with respect to the (x, y) plane.
The proposed multiresolution LOD method consists of two main stages: (1) constructing a hierarchical LOD structure, and (2) designing, analyzing, and displaying the 3D model at different levels of details. The quadtree is represented in an object-oriented structure. In addition to geometric representation, other features can be represented in each node, including error indicators and physical properties such as color or texture. The feature values are tested according to a given error norm.
More formally, for a quadrant q k , the Bottom-Up error estimation with respect to the finest level E(q k ), according to the reaccumulated error indicator, is:
where M n is the quad element and M 0 is the refined mesh, both defined over the same interval XY. M n Ϫ M 0 is the difference between the z values of the meshes M n and M 0 . Thus, the accumulated error is attached to each node and serves as the base for the LOD extraction algorithm. Moreover, this new accumulated error E(q k ) determines the extracted mesh according to given criteria. E(q k ) is the error attached to the geometry feature. The parameters p and ␣ determine the effect of the area of each node with respect to the error, and the effect of the local error vs. the global error (infinity norm vs. RMS norm).
With our approach, the error norm is a geometric error. The LOD extraction algorithm extracts one level from the multilevel model in real time according to a given error tolerance. This tolerance defines the level of detail to be extracted, and is defined according to application requirements. The algorithm extracts a reduced mesh with a minimal number of nodes. Each node in the quadtree is extracted if its error is less than a given tolerance. Otherwise, a refinement stage is needed, and the algorithm checks the four subnodes of the tested node. The extraction algorithm checks the nodes recursively using Top-Down strategy. The order of extraction is O(n), where n is the number of scanned nodes bounded by the number of nodes in the quadtree.
Efficiency is increased with both approaches. With our approach, an initial rough registration is performed on the starting mesh at a low level of resolution, thus greatly increasing computational speed. The final accurate registration is obtained using the finest level of resolution. Thus, the most time-consuming part of the ICP algorithm becomes much faster using this multilevel hierarchical model representation, as shown in the Experiments section below.
Selecting the Best Sampling Points
Registration accuracy is strongly correlated to the number and quality of the sampled points. It is desirable to sample as few points as possible while at the same time not going below a given level of accuracy. Hence, defining the best points to sample reduces the number of sampled points and consequently simplifies the registration procedure.
Simon et al. 14 describe a criterion based on Geometric Constraint Analysis that considers the problem of how the distance between a point and a surface varies as the point is perturbed by a small amount about its resting position. The criterion D(x) is based upon the value of the surface gradient and the value of the surface function at point x. The error function E(x) is based upon the distance criterion D(x). Simon et al. indicate that the change in rotation and translation parameters is smallest when the eigenvalues of the error function E(x) are minimal.
In the present paper, a straightforward minmax criterion was used. We assumed a bounded sampling error and measured its limit experimentally. For a given number of sampling points and a given sampling error, the algorithm calculates the best combination of points that yields the smallest registration error, even for the largest sampling error. The smallest registration error is obtained for the most sensitive set of sampled points, namely, those points that undergo maximal displacement for a given perturbation of the bone location. This procedure is computed off-line, and does not require extensive computational power.
The first step of the registration procedure is preregistration, where the surgeon is required to sample some points shown on a 3D view of the bone. The results of this step are used as an initial condition for a later iterative surface-matching algorithm. The accuracy of the acquired transformation depends on the ability of the surgeon to identify the corresponding points on the real bone. The surgeon only brings the robot probe close to the region, and the robot itself performs the sampling. How close it is to the real correspondent point depends on the accuracy of the surgeon, which in turn depends on the identifiability of the point. The greater the curvature of the object, the easier it is to identify the shown point. 19 Therefore, we assume that on the relative planar area the manually sampled deviation is no more than 8 mm, and on relative sharp edges no more 3 mm. This assumption was verified experimentally (Table 5) , and turned out to be conservative because it was tested with unskilled users. With this assumption, we search for that combination of sampling points where the matching error is minimal with the largest possible sampling error.
Preregistration
To obtain the initial transformation of the registration algorithm, we use a preparatory phase called preregistration. 2 Four points are selected preoperatively using the previously described best-points search algorithm. At the beginning of the data collection phase, the selected points are displayed in sequence on a 3D view of the bone model, and the surgeon moves (drags) the robot probe to the corresponding points on the patient's anatomy. It is not necessary to sample the points accurately, as these points are used only to restrict the minimization algorithm and to find solutions near the global minimum. Experimental results obtained by nonex-pert users are given below. Once collected, the intraoperative sampled points are matched against the model points with a one-step least-squares procedure. 20 From the preregistration step, we expect to obtain preliminary estimates of the transformations between the model and the anatomy reference frames, with errors less than 10 -15°and 10 -l5 mm. These estimates are used as starting points for the subsequent pose estimation using the ICP algorithm.
Surface Normals in the ICP Algorithm
In our case, a robot equipped with a six-degreesof-freedom force sensor performs the sampling. This sampling provides information not only on the location of the points but also on the surface normals at those points, assuming friction is negligible. This additional information is used in the matching algorithm to match not only point locations but also surface normals, resulting in higher matching accuracy.
Note that if the bony surface must be probed through the cartilage, the frictionless assumption is no longer valid. The bone surface must be sampled because cartilage cannot be detected in a CT scan; hence, the bone should be registered. In the following cases, we assume the applicability of the surface normal algorithm. The (still) costly MRI scan provides the shape of the cartilage to which the robot can be registered and to which the surface normal algorithm can be added. Other bone elements that are not covered with cartilage can be used for this algorithm. An indication for TKR is damage to the knee joint that diminishes cartilage thickness. In fact, in many cases, parts of the cartilage are completely missing, and the smooth bony surface is clearly visible during surgery. In these cases, which are frequent in TKR, the frictionless assumption is valid, and surface normals can be measured and used in the registration algorithm.
We propose using an error function that combines distance and orientation differences measurements. The proposed error function is as follows:
where R is a 3 ϫ 3 rotation matrix, and t is a 3 ϫ 1 translation vector. The subscript i refers to corresponding elements of the point sets M and D, where n Mi and n Di are the normals of the model and data set, respectively, and ␣ i and ␤ i are the weighting factors for points and normals, respectively. In the reports of Grimson et al., 20 Besl and McKay, 7 and Feldmar and Ayache, 21 only the distance between the two models is used as the minimization criterion. Grimson et al. 20 approximated the surface normals by taking the derivative of position measurements at sampled points, whereas in our case, the surface normals are measured directly using the 6D sensor, thus providing higher accuracy. Moreover, according to Grimson et al., 20 the distance between two matching point sets is projected along the normal direction of one of the models. The surface normals themselves are not used in the minimization function. In the study of Feldmar and Ayache, 21 the rigid displacement is calculated in two stages: First, the matching between the two point sets is calculated, then the distance function is minimized. The curvature (based on normals) is an indirect parameter which influences the matching but is not involved in the minimization function. The issue of weighting the coefficients of a sampled point as a function of their sampling quality was discussed in the work of Walker et al. 22 Coefficients can be chosen between zero and one depending on point reliability. Because, in the present work, the experiment took place in the laboratory and all the points were equally easy to acquire, there was no difference in the reliability of the sampled points or normals. Hence, we chose to use an equal coefficient of one unit for each one of the points. The other coefficient options were retained to distinguish point quality in future experiments, where CT and MRI image quality concerns or other factors may be encountered.
The advantage of the present method is that it minimizes a single cost function associated with the sum of the measured orientation and position errors. This method is expected to perform better than other methods in terms of estimation accuracy and speed.
Refinement of the Results
The ICP algorithm generally does not converge to a global minimum. In a case where the number of sampled points is relatively small, there are a large number of local minima in the area of the global minimum. Even with a good guess regarding initial conditions, the algorithm may converge close, but not sufficiently so, to the global minimum. To overcome this problem, perturbations are applied to an intermediate solution, using it as an initial guess for a further iteration while looking for the solution where each sampled point lies as close as possible to the model surface. As shown in the experimental section below, this technique enhances the results considerably.
The refinement procedure works as follows: when the relative variation of the disparity function drops below a predefined threshold and the ICP algorithm stops, the resulting solution is perturbed and serves as an initial condition for a second registration run. The perturbations are applied on all six dimensional spaces of the transformations. Experimentally it was found that, for our case, perturbation values of 3 (mm) and 3 (degrees) were adequate.
This method is similar to the one described by Besl and McKay, 7 who suggested applying a predefined set of initial conditions covering the whole space of transformations, and that of La Palombara et al., 2 where random perturbations are applied.
The criterion we used differs from previous works by using a modified disparity function in the ICP algorithm. We assume that all the sampled points should lie on the surface of the model, so our disparity function takes into account the maximum distance between corresponding points instead of the sum of the distances:
where R is a 3 ϫ 3 rotation matrix, and t is a 3 ϫ 1 translation vector. The subscript i refers to corresponding elements of the point sets M and D. We found that the above method does improve the performance of the resulting transformation by about 20%, as described below in the section on the registration experiment.
Robot Structure
The robot that assists the surgeon in manipulating the surgical tools is used for registration as well. As shown in Figure 1 , we use a robot with a parallel kinematic structure for this application. The parallel structure has several advantages for medical applications: 23 (a) compact design, (b) high rigidity, (c) high payload-to-weight ratio, (d) high accuracy, (e) low inertia of moving parts.
Many medical applications only require a small work volume. Hence, the main drawback of parallel robots-their small work volume-is not relevant.
We use an RSPR six-degrees-of-freedom parallel robot that was developed in the Robotic Laboratory at the Technion. 23 A sampling probe is attached to the robot's moving platform through a six-degrees-of-freedom force sensor. The force sensor is used for sampling and for dragging the robot to the desired location. The robot, force sensor, and bone are shown in Figure 1 .
METHOD Registration Algorithm
The registration algorithm is based on the ICP algorithm, 7, 8 which minimizes the distance measure between two point sets. Our addition to the ICP algorithm is the use of surface normals at the sampled points.
ICP Algorithm
The problem is to find a 3D transformation which, when applied to the data set D, minimizes a distance measure between the two point sets:
where R is a 3 ϫ 3 rotation matrix and t is a 3 ϫ 1 translation vector. The subscript i refers to corresponding elements of the point sets M and D. The basic idea behind the ICP algorithm is that, under certain conditions, the point correspondence provided by sets of closest points is a reasonable approximation to the true point correspondence. Besl and McKay 7 proved that if the process of finding closest point sets and then solving Equation (3) is repeated, the solution is guaranteed to converge to a local minimum. Even though the ICP algorithm must converge monotonically to a local minimum from any given rotation and translation of the data point set, it may or may not converge to the desired global minimum. How well the algorithm performs is a function of the initial pose estimate and the characteristics of the shape being registered.
EXPERIMENTS AND RESULTS
The experimental system consists of a computer, a robot, and a model of a bone. The computer is a Pentium III 450-MHz industrial computer, licensed to work in a surgical environment. The robot is an RSPR six-degrees-of-freedom parallel robot designed for medical applications. 23 The software (for simulation, visualization, and robot control) was implemented in the Visual Cϩϩ language using the OpenGL 4 graphics library in a Win32 environment. The six-axis force-moment sensor is attached to the moving platform of the robot together with the sampling probe. We assume that the intraoperative friction between the probe-attached sphere and the bone is negligible. Therefore, at each point of contact with the bone, we have the coordinates of the contact point and its normal direction. Any other tools can be attached to the robot's moving platform after registration, so that the same robot can, in turn, assist in subsequent surgical procedures.
Verification of Results
To have a good estimate of the "true" registration, the bone with the five attached pins (fiducial markers, Fig. 2 ) was scanned by a laser scanner. The pins have a spherical cavity with a tolerance of 0.02 mm with the same diameter as the probe. Such pins are clearly identifiable on the laser scan of the surface, and can also be precisely located by the robot probe. Registration error is calculated by comparing the position of the pins as sensed by the laser scanner with the transformation obtained through the registration process. Position and orientation error are defined by T err -a six-parameter translation vector t err , and rotation vector r err (see Figs. 3 and 4) . To simplify the presentation of the error, only the magnitude of the position vector and the angle about the rotation vector are presented.
Registration Experiment
Data Acquisition
The computer model of the distal femur was acquired by a Cyberware Laser Scanner, as shown in Figure 5 . Although the scanner is able to give sampled 3D points at a density of 0.01 mm, we used only samples of 1 mm each to approximate actual conditions (e.g., CT scan) as closely as possible.
Multiresolution in ICP
To estimate the advantage of multiresolution representation for a closest point search, M points were randomly selected, and the closest points were found for these points on the model using all points in one case and multiresolution representations in the other. Table 1 summarizes the results. The mean distance between two results shows how far apart the results of the two representations were. Here, the model is represented by 4,468 points, and the multiresolution mesh contains 205 elements. Table 2 shows the advantage of adding surface normal measurements. An arbitrary transformation is applied to the bone surface and is then sampled with N points. The ICP algorithm is applied to calculate the transformation of the bone. The resulting error of the ICP algorithm is then presented for both cases; with and without surface normal information. The results show considerable improvements in registration accuracy when surface normals are added.
Surface Normals in the ICP Algorithm
Registration Refinement
The refinement procedure enhancement is estimated as follows. N points were randomly selected on the model surface, and the ICP algorithm was then applied. The final error before and after is presented in Table 3 . It was found that this procedure improves the accuracy of the resulting transformation by about 20%.
Preregistration
To estimate the accuracy of the preregistration stage, three persons who had no medical experience were asked to move the robot to four points on the computerized model. Each person conducted five trials. The points were selected such that they are least sensitive to sampling error according to the algorithm described previously in the section on selecting the best sampling points. The sampled points, shown in Figure 6 , were then used to estimate the approximate location of a bone, and the results were compared to the "true" location, estimated from fiducial markers. The average transformation errors for this stage are presented in Table  4 , where the transformation error is the length of the translational error vector, and the rotation error is the angle of rotation about the rotation vector. These results were also used to estimate sampling accuracy. The distances from "true" point locations, shown on the screen, to the sampled points were calculated, and the results for each person are presented in Table 5 . These performances must be attributed mainly to the virtually ideal conditions in which the experiment took place, and thus cannot be assumed to be standard. The bone surface was clean and smooth; all the anatomical landmarks were clearly visible and accessible.
Registration
Once the approximate location of the bone is known within a certain range, the robot continues sampling additional points autonomously using force-sensor monitoring. These points are added to the previous four points of the preregistration stage, and the location of the bone is calculated with the ICP registration algorithm. Figure 7 shows the transformation error for several tests vs. the number of sampling points. From this figure it is clear that it is possible to reach the desired accuracy with five to seven points, and that sampling more than five to seven points will not lead to much better results.
CONCLUSION
The registration method proposed in this paper has several advantages over current registration methods with regard to both accuracy and time. The method does not need any markers to be implanted, thus reducing surgical invasiveness. No additional digitization hardware is required. The same robot used for registration also performs the surgical procedure, thus reducing additional calibration procedures and enhancing surgical accuracy.
In an initial preregistration stage, the surgeon is asked to sample four points on the patient's anatomy, after which the robot samples an additional five to seven points. The whole procedure takes less than 2 min. Testing a different approach, it was found that, by dragging the robot along the bone surface and continuously sampling the robot's location, sampling time can be reduced considerably. In such a procedure, hundreds of points can Fig. 7 . Registration error vs. number of sampled points. be collected in less than 30 s. This approach, however, is the subject of further research. An algorithm was developed to find the best sampling points for the preregistration stage such that the best matching is obtained, even at the maximum sampling error. It was found that using a hierarchical multiresolution model representation shortens calculation time to about one-fourth of the complete model manipulation. Using a six-degreesof-freedom force sensor enables surface normal acquisition, which further improves registration accuracy by about 30%.
The method's accuracy was checked experimentally using a parallel-structured robot equipped with a six-degrees-of-freedom force sensor. The results were verified against laser-scanner measurements of a fiducial-attached bone. It was found that translational accuracy of about 1 mm and rotational accuracy of about 1 degree were achieved with five to seven sampled points.
This investigation shows that the suggested modifications of the registration algorithm result in a fast and simple robot registration technique.
