ABSTRACT Generalizing and unifying earlier results of W. Mader and of the second and third authors, we prove two splitting theorems concerning mixed graphs. By invoking these theorems we obtain min-max formulae for the minimum number of new edges to be added to a mixed graph so that the resulting graph satis es local edgeconnectivity prescriptions. An extension of Edmonds' theorem on disjoint arborescences is also deduced along with a new su cient condition for the solvability of the edge-disjoint paths problem in digraphs. The approach gives rise to strongly polynomial algorithms for the corresponding optimization problems.
INTRODUCTION AND PRELIMINARIES
Our main concern, the edge-connectivity augmentation problem, is as follows. What is the minimum number (or, more generally, the minimum cost) of new edges to be added to M so that in the resulting graph M 0 the local edge-connectivity (x; y; M 0 ) between every pair of nodes x; y is at least a prescribed value r(x; y)?
Several special cases have been solved earlier for directed and for undirected graphs. First, let M be undirected. When r 1 the minimum cost augmentation problem reduces to a minimum cost tree problem. For r 2 the problem was solved independently by Eswaran and Tarjan, 1976] and Plesnik, 1976] . Already for this case, the minimum cost augmentation problem is NP-complete.
The uniform case r k for an arbitrary integer k 2 was rst solved by Watanabe and Nakamura 1987] who developed a polynomial time algorithm as well as a min-max relationship. Slightly later Cai and Sun 1989] also solved this special case. The algorithm of Watanabe and Nakamura has been improved by Naor, Gus eld and Martel, 1990] . Neither of these algorithms give rise to a strongly polynomial time algorithm in the capacitated case. The rst such approach was given by . The same paper includes a complete solution to the generalization to arbitrary (symmetric) demand functions r(u; v).
As for directed augmentation is concerned, the case r 1 was solved by Eswaran and Tarjan, 1976] while the general uniform case r k( 1) by . Another interesting approach is due to Gabow, 1992] . A related problem on augmentation was solved by Gus eld, 1987] who described a way of how to add a minimum number of directed or undirected edges to a mixed graph so that each edge belong to a (possibly mixed) circuit with no backward directed edge. (Notice, however, that our general mixed augmentation problem is not a generalization of Gus eld's.) Finally, several degree-constrained and node-cost variants were also solved in .
On the negative side, for directed graphs the non-uniform demand problem was shown to be NP-complete ] even if r(u; v) 1 for every pair of nodes u; v of a speci ed subset T V and r(u; v) 0 otherwise. In this light, relatively little space has left for possible generalizations admitting good characterizations and/or polynomial time algorithms. (This sentence may serve as an excuse in case the reader feels that the hypothesis of the generalizations we discuss below is more technical than necessary).
In the present paper we show how the augmentation problem for mixed graphs can be solved for certain demand functions more general than the uniform one. (By a mixed graph M we mean a graph that may have both directed and undirected edges.) When the starting graphs is mixed one may to add both directed * Odense Universitet ** E otv os University Budapest and University of Bonn *** Goldsmiths' College London and undirected edges. Unfortunately, we do not have anything to say about this case. Our results concern only the two extremes when either only directed edges or only undirected edges are allowed to be added to the given mixed graph M.
Splitting o a pair of edges e = us; f = st means that we replace e and f by a new edge ut. The resulting mixed graph will be denoted by M ef . This operation is de ned only if both e and f are undirected (respectively, directed) and then the newly added edge ut is considered undirected (directed). Accordingly, we speak of undirected or directed splittings.
Two theorems of W. Mader concerning directed and undirected splittings are important tools in the proofs in . Here we follow an analogous line and the basis for the present generalization is an extension of the existing splitting theorems. When a splitting o operation is performed, the local edgeconnectivity never increases. The content of the splitting o theorems is that under certain conditions there is an appropriate pair fe = us; f = stg of edges whose splitting preserves all local or global edge-connectivity between nodes distinct from s.
An interesting by-product of our investigations is an extension of Edmonds' theorem on the existence of k disjoint arborescences. A new su cient condition will also be deduced for the existence of k edge-disjoint paths in a directed graph connecting speci ed pairs of nodes.
Given two elements s; t and a subset X of a ground-set U, we say that X is an s t-set if s 2 T; t 6 2 T. X separates s from t (or x and t) if jX \ fs; tgj = 1. A family fX 1 ; : : :; X t g of pairwise disjoint, non-empty subsets of U is called a sub-partition .
Let G = (U; E) an undirected graph. d G (X; Y ) denotes the number of undirected edges between X ? Y and Y 
When it does not cause ambiguity we leave out the subscript. PROPOSITION 1.1 For X; Y U,
(1:1B) 
(1:2B)
(1:2C)
(1:2D) 
(1:3A)
(1:3D) By a feasible path (or simply, path ) of a mixed graph M we mean a sequence fv 0 ; v 0 v 1 ; v 1 ; v 1 v 2 ; v 2 ; : : :; v n?1 ; v n?1 v n ; v n g where each v i v i+1 is a directed or undirected edge of M. The local edge-connectivity (s; t; M) = (s; t) from s to t is is the maximum number of edge-disjoint paths from s to t. By a version of Menger's theorem this is equal to the minimum of D (S) + d G (S) over all s t-sets S. Note that (s; t) can be computed by a max-ow min-cut (MFMC) computation.
Let U be a set and r(x; y) (x; y 2 U) an arbitrary symmetric, non-negative function. De ne a set-function R as follows. Let R(;) = R(U) = 0 and for X U let R(X) := max(r(x; y) : x; y 2 U; X separates x and y):
(1:4) Clearly, R(X) = R(U ? X). LEMMA 1.4 For arbitrary X; Y U at least one of the following two inequalities holds: (1:7)
Suppose that r(x; y) satis es r(x; y) k for every x; y 2 U and Proof. This clearly holds if (x; y) = (y; x) and, by (1.10B), if s 2 fx; yg. Assume that x; y 2 V and (x; y) < (y; x), say. There is an x y-set X for which M (X) = (x; y). We cannot have (x; y) < k since then at least one of X and U ? X, say X, is disjoint from T(M). But then % M (X) = M (X) and hence (x; y) = M (X) = % M (X) (y; x), a contradiction. Therefore k (x; y) < (y; x), that is, r M (x; y) = k = r M (y; x), as required. (1:13 )
We are going to prove two splitting theorems concerning M. In Section 2 each edge incident to s is directed, while in Section 3 the edges incident to s are all undirected.
DIRECTED SPLITTING
When a splitting operation is carried out the local edge-connectivity may drop. There are theorems concerning directed graphs stating that global or local edge-connectivities may be preserved by an appropriate choice of edges to be split o . One is due to W. If there is no tight set, then choose an arbitrary edge e = us of M. If there are tight sets, then by Proposition 2.5 there is a unique maximal one, denoted by X. We claim that there is an edge e = us with u 6 2 X. Assume this is not the case. Then % M (s) = M (s) and the existence of edge st imply that M (V ?X) < %(X) and that % M (V ?X) < (X), that is, M (V ?X) < M (X). This is impossible, however, since M (V ? X) R M (V ? X) = R M (X) = M (X). By Proposition 2.4 the pair fus; stg is splittable.
W. Mader 1982] showed how his Theorem 2.1 implies the following basic result of J. Edmonds on disjoint arborescences. THEOREM 2.6 J. Edmonds, 1973] In a digraph D = (U; A) with a special node z there are k disjoint spanning arborescences of root z if and only if %(X) k holds for each subset X U ? z of nodes (or, equivalently, there are k edge-disjoint paths from z to every other node of D.)
The following possible generalization naturally emerges. Beside z, we are given a subset T U ? z so that %(X) k for every subset X U ? z; X \ T 6 = ;. Is it true that there are k disjoint arborescences so that each contains every element of T? The answer is yes if T = U ? z (by Edmonds' theorem) or if jTj = 1 (by Menger's theorem). But Lov asz 1973] found the the following example to show that such a statement is not true in general. THEOREM 2.7 Let D = (U; A) be a digraph with a special node z, called root, and let T 0 := fx 2 U ? z : %(x) < (x)g. Assume that (z; x) k( 1) for every x 2 T 0 . Then there is a family F of k disjoint arborescences rooted at z so that every node x 2 U belongs to at least r(x) := min(k; (z; x)) members of F.
Proof. The theorem is trivial if jUj = 2, so suppose that jUj 3. We may assume that there is no edge in D entering z. Now U ? T 0 ? z is non-empty, for otherwise %(x) < (x) would hold for every node of D which is not possible since P %(x) = jAj = P (x).
Let s 2 U ? T 0 ? z be a node for which r(s) is minimum. By the hypothesis made on T 0 , r(s) r(x) for every x 2 U. Extend D by adding %(x) ? (x) parallel edges from x to z for each x 2 U ? T 0 ? z and k parallel edges from x to z for each x 2 T 0 . Let D 0 denote the resulting digraph.
Clearly, T(D 0 ) T 0 +z. We claim that (1.7) holds for D 0 . This is equivalent to saying that % D 0 (X) k and D 0 (X) k holds for every subset X V ?z for which X \T 0 is non-empty. The rst inequality follows from the hypothesis. The second one follows from: D 0 (X) = % D 0 (X)?
We can apply Theorem 2.3 which implies that there are edges e = us, f = st so that (z; x; D 1 ) r(x) holds for every x 2 U ? s where D 1 denotes the digraph arising from D 0 by splitting o e and f. It is also clear that (z; s; D 1 ) r(s) ? 1.
By induction there is a family F = fF 1 ; : : :; F k g of k disjoint arborescences in D 1 rooted at z so that each node x belongs to at least r(x) members of F for x 2 U ? s and s belongs to at least r(s) ? 1 members of F. Let a = ut denote the edge of D 1 resulted by the splitting of f = st and e = us.
Suppose rst that one member of F, say F 1 , contains a. If (i) s is not contained in F 1 , de ne F 1 := F 1 ? a + e + f. If (ii) s is contained in F 1 , let P denote the unique subpath of F 1 from z to s with its last edge h = ws. If P does not use a, de ne F 1 := F 1 ? a + f. If P uses a, de ne F 1 := F 1 ? a ? h + e + f. Finally, if no member of F contains a, de ne F 1 := F 1 .
By these constructions, F 1 is an arborescence of D containing each node belonging to F 1 plus, possibly, node s. Hence we have a family F = f F 1 ; F 2 ; : : :; F k g of k arborescences of D so that each node x but s belongs to at least r(x) of them and s belongs to at least r(s) ? 1 of them. If s belongs to at least r(s) members of F, then this family satis es the requirements of the theorem. If (i) occured, then we are surely at this case.
Suppose s is contained in precisely r(s) ? 1 members of F. Then (ii) occured and by the choice of s, r(x) r(s) for every x 2 U. Hence every node x is in strictly more members of F than s is. Therefore there is a member F of F containing x but not s. By the construction of F at least one of e = us and h = ws is not used by the arborescences in F. Accordingly, choose x to be u or w. We conclude that replacing in F the arborescence F by F + xs, we obtain a family of k arborescences satisfying the requirements.
Clearly, if in Theorem 2.7 (z; x) k holds for every x 2 U, then we are back at Edmonds' theorem. Another special case may also be worth of mentioning. Call a digraph D = (U; A) with root z a pre-ow digraph if %(x) (x) holds for every x 2 U ? z. (The name arises from a max-ow min-cut algorithm
of Karzanov ] and Goldberg and Tarjan ] where a pre-ow was de ned as a function on the edge-set of a digraph so that the in-sum is at least the out-sum at every node except the root.) An easy well-known fact from network ow theory is that any ow from s to t may be decomposed into path-ows. The following corollary may be considered as a generalization.
COROLLARY 2.8 In a pre-ow digraph D = (U; A) for any integer k( 1) there is a family F of k disjoint arborescences of root z so that every node x belongs to min(k; (z; x)) members of F: In particular, if k := max( (z; x) : x 2 U ? z), then every x belongs to (z; x) members of F.
Y. Shiloach 1979] pointed out that Edmonds' theorem immediately implies the following pretty result. Given k pairs (s 1 ; t 1 ); : : :; (s k ; t k ) of nodes in a k edge-connected digraph D, there are edge-disjoint paths from s i to t i (i = 1; : : :; k).
Using Theorem 2.7 we have the following generalization.
COROLLARY 2.9 Let (s 1 ; t 1 ); : : :; (s k ; t k ) be k pairs of nodes in a digraph D = (U; A) so that for every node x with %(x) < (x) or x = t i there are edge-disjoint paths from s i to x (i = 1; : : :; k). Then there are edge-disjoint paths from s i to t i (i = 1; : : :; k).
Proof. Extend the digraph by a new node z and an edge zs i for each i = 1; : : :; k: By Theorem 2.7 there are k disjoint arborescences rooted at z so that each contains every t i : Since there are k edges leaving z, each edge zs i belongs to one of these arborescences, denoted by F i . Now F i includes a path P i from s i to t i (i = 1; : : :; k) and these paths satisfy the requirements.
UNDIRECTED SPLITTING
Generalizing an earlier result of L. Lov asz, W. Mader proved the following powerful theorem on undirected splitting. For a short proof, see . In what follows U = V + s will denote the node set of the graphs in question. We will use the terms R M ; r M ; M ; % M ; M introduced in Section 1. THEOREM 3.1 W. Mader, 1978] Let G = (V + s; E) be a (connected) undirected graph in which 0 < d G (s) 6 = 3 and there is no cut-edge incident to s. Then there exists a pair of edges e = su; f = st so that (x; y; G) = (x; y; G ef ) holds for every x; y 2 V .
The main result of this section is an extension of Mader's theorem to mixed graphs. Let M = (V +s; A E) be a mixed graph composed from a digraph D = (V + s; A) and an undirected graph G = (V + s; E) so that s is incident only with undirected edges. Proof of Theorem 3.2'. By Claim 3.3 it su ces to prove that there is one splittable pair. We may suppose that every undirected edge h of M is incident to s for otherwise we could replace h by two oppositely directed edges. Let M denote a counter-example in which every edge not incident to s is directed and the total number of nodes and edges is minimum. It is clear that M is connected (in the undirected sense). Note that for X V and for edges e = su; f = st one has M ef (X) = M (X) ? 2 if u; t 2 X and M ef (X) = M (X) otherwise.
CLAIM 3.5 A pair fe; fg of edges e = su; f = st is splittable if and only if there is no dangerous set X containing t and u.
Proof. Suppose rst that X is a dangerous set containing u and t. Then M ef (X)+2 = M (X) R M (X)+1:
There are nodes x 2 X; y 2 V ? X so that R M (X) = r M (x; y). By applying (1.12) to M ef , we obtain r M ef (x; y) M ef (X) = M (X) ? 2 R M (X) ? 1 = r M (x; y) ? 1, that is, fe; fg is not splittable.
Conversely, suppose that fe; fg is not splittable. Then there are nodes x; y 2 V so that (x; y; M ef ) < r M (x; y) k. Then r M ef (x; y) = (x; y; M ef ) and by applying Claim 1.7 to M ef we see that there is a set X V separating We call a tight set X trivial if jXj = 1. Since M is a minimal counter-example, Claim 3.6 shows that in M every tight set is trivial. In order to be consistent with the notation in earlier claims, for Case 1, let us rename t 0 by t. That is, d G (s; t) 1. CLAIM 3.9 For every t s-set X, (X 6 = ftg) R M (X ? t) R M (X):
Proof. There is a pair of nodes x; y so that x 2 X; y 2 V ? X and R M (X) = r M (x; y). If x 6 = t, then R M (X ? t) r M (x; y) = R M (X) and (3.6) follows. Assume that x = t and let u 2 X ? t be an arbitrary node. By Let S denote the set of neighbours of s. Since no pair fsu; stg is splittable in M, Claim 3.5 implies that every element of S belongs to a dangerous t s-set. Let L be a minimal family of such dangerous sets so that (X : X 2 L) S. By Claim 3.10, jLj 2. We may assume that the members of L are maximal dangerous t s-sets. Since X \ Y = ftg, (1.3D) holds and therefore (1.13 ) holds, a contradiction.
Let X 1 ; X 2 ; X 3 be three members of L and Z := X 1 \ X 2 \ X 3 . By the minimality of L, each X i has an element x i not in any other member of L. By Claim 3.12 it follows that X i = Z + x i (i=1,2,3) and that d D (X i ; X j ) = 0, d G (X i ; X j ) = 1 for (1 i < j 3). Hence only one edge leaves or enters Z, the edge st. That is, st is a cut-edge, contradicting (3.1). This contradiction shows that CASE 1 cannot occur. Hence equality follows everywhere, in particular, R M 0 (X) = R M (X) ? 1. Therefore X separates t 0 from a and b. This and (3.7) imply that R M (X) = r M (t 0 ; y) for some y 2 V which is separated from t 0 by X and that r M (t 0 ; y) > r M (x; y) (3:9)
for any x 2 V which is separated from t 0 by X. If t 0 2 X, then choose x := t, an element di erent from t 0 . If t 0 2 V ? X, then there must be an element x 2 V ? X ? t 0 for otherwise V ? X = ft 0 g from which M (X) M (t 0 ) + 2 follows and hence R M (X) = r M (y; t 0 ) = min( M (y); M (t 0 ); k) M (t 0 ) M (X) ? 2, contradicting the hypothesis that X is dangerous.
In both cases from (3.9) and (3.4) we have min( M (t 0 ); M (y); k) = r M (t 0 ; y) > r M (x; y) = min( M (x); M (y); k) from which M (x) < M (t 0 ) and M (x) < k. The rst inequality shows by (3.5) that x 2 T(M) while the second one implies by (1.7) that x 6 2 T(M), a contradiction.
Claim 3.14 contradicts that M is a counter-example. Thus CASE 2 is also impossible and the proof of Theorem 3.2' is complete.
We mention two special cases. In the rst one r M (x; y) k is assumed while the second specialization concerns mixed graphs with all nodes di-Eulerian.
COROLLARY 3.15 Suppose that in a mixed graph M = (V + s; A E) node s is incident only with undirected edges, 0 < d(s) 6 = 3; and there is no cut-edge incident to s. Let k 2 be an integer so that (x; y; M) k for every x; y 2 V . Then there is a pair of edges e = su, f = st so that (x; y; M ef ) k for every x; y 2 V . COROLLARY 3.16 Suppose that in a mixed graph M = (V + s; A E) node s is incident only with undirected edges, 0 < d(s) 6 = 3; there is no cut-edge incident to s, and % M (v) = M (v) for every node v 2 V . Then there is a pair of edges e = su, f = st so that (x; y; M ef ) = (x; y; M) for every x; y 2 V .
Note that already this corollary is a generalization to Mader's Theorem 3.1.
INCREASING EDGE-CONNECTIVITY
This section is o ered to exhibit two new edge-connectivity augmentation results, according to whether only directed or only undirected edges are allowed to be added. We will formulate the results for mixed starting graphs but these forms are straighforwardly equivalent to the cases when the starting graph is a directed graph. Therefore our rst theorem is basically a directed augmentation theorem in which both the starting graph and the new edges to be added are directed, while in the second theorem the starting graph is directed and the new edges are undirected.
In both theorems we have the same requirement for the demand function r. Namely, r(x; y) is symmetric, not larger than a speci ed positive integer k and precisely k for pairs of non-di-Eulerian nodes x; y. An interesting phenomenon in the case of undirected augmentation is that for k = 1 the necessary and su cient condition is di erent from the one given for k 1.
Our proof-method strongly follows that of . It had two ingredients. The rst one was the splitting theorems of W. Mader while the second one was an observation that the set of degree-vectors of possible augmentation forms a so-called contra-polymatroid, a matroid-like structure. The idea of using a splitting theorem for augmentation problems dates back to as early as 1976 Plesnik] . Watanabe and Nakamura, 1987] and Cai and Sun, 1989] are also using splitting theorems. Actually, this approach was our main motivation to develope stronger splitting theorems in Sections 2 and 3.
To be more speci c, let N be a mixed graph composed from a directed graph D = (V; A) and from an hold for every sub-partition fX 1 ; : : :; X t g of V .
Proof. It can be assumed that N is a directed graph because every undirected edge of N can be replaced by a pair of two oppositely directed edges and this operation does not a ect the local edge-connectivity. hold for every X V .
Proof. If N + satis es (4.4), then for any subset X separating x and y, % N + (X) (x; y; N + ) r(x; y). Hence % N + (X) R(X) for every X V . The second inequality in (4.6) follows analogously. Conversely, assume that (4.6) is satis ed. By Menger's theorem there is a y x-set X for which (x; y; N + ) = % N + (X): Hence (x; y; N + ) = % N + (X) R(X) r(x; y), as required.
Necessity. By (4.6) we have Proof. We prove only the rst inequality, the second is analogous. In M every directed edge e = sx enters an in-tight subset of V (4:8)
since otherwise e could have been discarded without violating (4.7). We also claim that in M every undirected edge sx enters an in-tight set X V ? T(D):
(4:9)
Indeed, let M 0 denote the current graph at the moment of the discarding phase when the last undirected edge has been discarded. That e can not be discarded means that there exists a set X V containing x so that M 0 (X) = R(X). Since at this moment no new directed edge has yet been discarded, X cannot contain By (4.8) there is a family F 1 of in-tight sets whose union includes S in . We may choose F 1 so that its members are extreme sets and jF 1 j is minimum. CLAIM 4.5 F 1 is either a sub-partition or else F 1 consists of two members whose union includes T(D). Proof. Suppose rst that N + satis es (4.11). By applying Claim 1.7 to N + we obtain that for any subset X separating x and y, N + (X) r N +(x; y) r(x; y). Hence (4.11) follows.
Conversely, assume that (4.11) is satis ed. By Menger's theorem there is a y x-set X for which (x; y; N + ) = % N + (X): Hence (x; y; N + ) = % N + (X) N + (X) R(X) r(x; y), as required.
Necessity of (4.11). If N + satis es (4.11), then by Claim 4.9 there are at least R(X)? N + (X) new edges between X and V ? X. Therefore the number of new edges is at least the half of P t i=1 (R(X i ) ? N (X i ). Proof. Suppose rst that F is a set of new undirected edges whose addition makes N strongly connected and that there is a family F of + 1 disjoint subsets of V so that for each member of F, say, % N (X) = 0. Since the underlying graph is connected, X 0 := V ? (X : X 2 F) is non-empty. Moreover, since there is no edge (undirected or directed) connecting distinct members of F, N ? X 0 has at least + 1 components. Since the union of any j members of F (j = 1; : : :; + 1) must be connected to the rest by an element of F, we get jFj + 1, showing that (*) is necessary.
To see the su ciency we may assume again that N is directed. Now (*) implies (4.19) for k = 1 and hence, by Corollary 4.7, there are directed edges whose addition makes N strongly connected. If we leave out the orientations of the newly added edges we get the required undirected augmentations.
VARIATIONS, POLYHEDRA, ALGORITHMS
In this section we brie y outline some variations of the augmentation problem, the polyhedral back-ground and some algorithmic aspects. We are concerned here with the case when only undirected edges are allowed to be added. A similar approach was discussed in detail in . Since here no new idea is required we refer the reader to that paper for de nitions and details. As for the directed augmentation problem is concerned we have not found yet the analogous methods.
Let us rst consider the case when we are allowed to add only undirected edges. Let N; k; ; r be the same as in Theorem 4.8 but this time, rather than nding a minimum cardinality augmentation, we are interested in an augmentations satisfying (4.11) in which the the degree of every node is a prescribed value. X 0 may be empty, with the following properties: f(X 0 ) = g(X 0 ); g(X i ) = q(X i )(i = 1; : : :; t), and g(V ) is odd.
With the same technique minimum node-cost degree-constrained augmentation problems can also be handled.
To conclude let's say brie y something about the algorithmic aspects. The proof of Theorem 4.8 consisted of two parts: the edge-deletion phase and the splitting-o phase. An argument analogous to the one used in Frank, 1992a] shows that the edge-deletion phase can be carried out with the help of 2n 2 max-ow min-cut (MFMC) computations. The splitting-o phase requires no more than n 3 MFMC calculations. Since one MFMC calculation can be carried out in O(n 3 ) steps, the overall complexity of the algorithm is O(n 6 ). Actually these bounds are valid for the more general problem when the staring graph is endowed with integer capacities on the edges and we are allowed to add a new edge in any number of copies. Theoretically this problem is not more general since we can replace an edge by as many parallel edges as its capacity is. But from computational point of view such a reduction is not satisfactory. Fortunately, the MFMC algorithm is strongly polynomial and hence the approach outlined above gives rise to a strongly polynomial time algorithm in the capacitated case as well.
