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Abstract
Under churn, the problem of preserving accessibility is
addressed by maintaining valid entries in the routing tables
towards live nodes. However, if the system fails to replace
the entries of dead nodes with entries of live nodes soon
enough, requests may fail. In such cases, mechanisms to
route around failures are required to increase the tolerance
to node failures.
Existing DHTs include extensions to provide fault toler-
ance when looking up keys, however, these are often insuf-
ficient. We analyze the case of greedy routing, which is a
routing algorithm that is preferred for its simplicity, how-
ever with limited dependability even when extensions are
applied.
The main idea is that fault tolerance aspects need to
be dealt with already from the design of the overlay. We
propose a simple overlay that offers support for alternative
paths, and we create a routing strategy which takes advan-
tage of all these paths to route the requests, while keeping
maintenance cost low.
1. The Problem
Dependability concerns many properties of a system,
such as scalability, security, data integrity, availability, rout-
ing or fault tolerance. These properties are generally dealt
with according to the system’s architecture. In this research
we focus on the accessibility of data in structured P2P sys-
tems, and more precisely in Chord-like systems.
Data accessibility is provided by both a fault-tolerant in-
frastructure and fault-tolerant routing. An overlay infras-
tructure offers the capacity of recovering from failures by
replacing entries of dead nodes with entries of live nodes in
the routing tables. To update an entry in the routing table,
one must find a node that would fit at that entry. Since it is
costly and mostly impossible to keep all routing tables en-
tries always populated with alive nodes, these updates are
made periodically: at each time interval, maintenance re-
quests are issued and the routing tables are updated. Sub-
sequently, this still leaves a time window when entries may
refer to dead nodes. Because routing table entries become
often invalid under churn, the system has to provide fault-
tolerant routing by finding alternative routes to forward the
requests towards the destination. We say that the overlay
routing is dependable if a request reaches its destination.
Existing DHTs essentially focus on preserving stored
data and preserving consistency of the network structure,
ignoring fault-tolerant access to the data under churn. In
Section 2 we present some of the existing solutions for fault-
tolerance.
To discuss fault-tolerant routing, we illustrate in Sec-
tion 3 the case of Chord-like DHTs which use greedy rout-
ing, one of the most-known and widely-used routing algo-
rithm. Greedy routing is simple: at each routing step, the
request is directed towards a node as close as possible to
the destination. This strategy provides fast lookup because
the number of hops is minimized. In case of node failure,
greedy routing algorithms typically apply a “route around”
strategy by using a lower entry from the routing table if the
normally chosen entry contains a dead node. Experimental
results have confirmed that greedy routing under node fail-
ures is by far not a reliable strategy with respect to fault tol-
erance and routing dependability. Indeed, the advantage of
getting as close as possible to the destination at each routing
step (i.e., going as far as possible from the source) becomes
a disadvantage under node failures, as this strategy exploits
only a small part of the possible paths. At each routing step,
the number of possible paths towards destination is heav-
ily decreasing, which drastically diminishes the chances of
finding a valid path to destination.
Following the analysis of standard greedy routing, we
present a simple solution for fault-tolerant routing and then
we conclude in Section 5.
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2. Providing Fault-Tolerance
In this section we present some of the existing solutions
for fault-tolerance regarding the infrastructure and the rout-
ing strategies. Note that we do not deal with any security
aspects, such as trusted nodes or trusted information (this is
well detailed in [5]).
2.1. Fault-Tolerant Infrastructure
The easiest and most widely addopted solution to deal
with dead nodes in routing tables is the addition of backup
nodes (redundant links). The best-known examples are sys-
tems like Chord [14] or Pastry [12]. In Chord, each node
maintains a list of a fixed number of successors on the ring.
When an entry has failed, a lower entry is used. For the
lowest entries, the list of successors may be used. Simi-
larly, Pastry maintains a special list of nodes in a leaf set
of typical size of 16 or 32. If an entry that should be used
has failed, the message is routed to the node from the leaf
set which is the closest to the destination. Analyzing the
performance of these two methods, Liu et al. [10] present
a study of the Chord and Koorde [7] systems, running ex-
periments with 4 and 8 successors as backup nodes. Their
results show that Chord has better dynamic resilience than
Koorde, however they do not focus on the tradeoff between
the number of successors and the percentage of request fail-
ure.
Hildrum et al. [6] also show that by increasing the num-
ber of backups for every routing table entry, the chance of
reaching the destination improves significantly. Their ex-
periments are done on Pastry and Tapestry [15] systems,
with a maximum of 5 backup nodes. The same idea is ad-
dopted by Lam et al. in [9], where they propose the K-
consistent networks. Each node keeps always K nodes at
each entry in its routing table. Whenever a node from the
routing table fails to respond, a mechanism is started to find
a new suitable node for the same entry. In [8], Korzun et
al. propose to extend the local information (routing tables)
with global information. Each node maintains a cache with
a set of cycles in the form of a routing path starting at the
current node. When a request arrives, and if the node con-
tains a cycle that passes through a node which is close to the
destination key, then that particular cycle is followed.
This type of solutions is obviously limited by the number
of the backup nodes (or cycles) that are used. The larger the
number, the higher the number of alternative paths, and so
the higher the probability of success. However, the disad-
vantage is seen in the additional costs imposed by maintain-
ing more node entries in the routing tables.
As a complementary solution, Castro et al. [4] pro-
pose techniques to detect node failures and repair routes in
MSPastry, an implementation of Pastry. This decreases the
number of dead entries in the routing tables, however there
is no solution to completely eliminate them.
2.2. Fault-Tolerant Routing
For dependable routing under failures, Aspnes et al. [2,
3] propose two extensions to greedy routing. When a node
cannot find another node that is closer to the destination
than itself, it can use either random re-route (random choice
of another node to forward the request to), or backtracking
(sending back the request to the previous node in the request
path by keeping track of some visited nodes). These two ex-
tensions provide reasonable results, however, they still ex-
ploit only a small number of possible paths.
Backtracking is a good technique to enlarge the number
of alternative paths, but it is not well exploited when used
with greedy routing. A request that gets close to the des-
tination, but is forced to use backtracking, would do small
back hops, which means that the gained number of alterna-
tive paths remains small.
Another possibility to increase the request success rate
is parallel routing. In this case, more copies of the same
request are sent towards the same destination through dif-
ferent paths. For example, the request is sent through all
routing table entries smaller than the suitable entry. In [5],
for fault-tolerance, several copies of the same request are
sent from the source to a set of its neighbors. This technique
is called neighbor set anycast, and it causes the messages to
follow different paths.
Of course, independently of the choice for the next hops
of the paths, when doing parallel routing, more requests are
sent in the system, so more processing is required at the
nodes. This increases the costs considerably.
In contrast, we aim to improve fault tolerance by allow-
ing at each routing step to consider the maximum number
of possible alternative paths, even if no failure has been de-
tected yet. We start by an analysis of greedy routing to show
its weaknesses and then we present a simple solution for
fault-tolerant routing.
3. On The Dependability of Greedy Routing
Many DHTs use greedy routing to forward the requests
because of its simplicity. This strategy gives good results
in terms of path length, but it has limitations in the number
of paths it can exploit. To get from source to destination,
greedy routing adjusts the bits from left to right when the
request is forwarded to the next hop in the request path.
This strategy generally leads to path convergence: the last
hops of most requests for a certain destination pass through
only a small set of nodes, which are mostly the preceding
neighbors. Under a failure-free operation, these nodes are
likely to be overloaded if the destination is very popular.
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Figure 1. Example of Chord with an identifier
space of 2m = 64.
Furthermore, if one of them fails, the traffic will be severely
affected.
Systems such as Chord [14] or Pastry [12] suffer from
these limitations of greedy routing. A graphical represen-
tation of a Chord example is shown in Figure 1. In Chord,
each node and object has a m-bit identifier on a 2m ring, ob-
tained by respectively hashing the IP address and the name.
The objects are mapped to their following node on the ring.
For routing purposes, each node has a routing table with m
entries, each entry i pointing towards the first node on the
ring at a distance of minimum 2i, where i = 0..m − 1.
Conversely, each node is in the routing table of other nodes,
so it has incoming links from these nodes. In the exam-
ple of the figure, 15 (out of 40) nodes are shown on a 26
ring. The incoming links of node 22 are shown with dashed
dark lines, and its outgoing links are shown with solid dark
lines. While each of the outgoing links points to nodes at a
distance of close to a power of 2 away, the distance from
the incoming link nodes is more variable. Each request
is forwarded by greedy routing, following always a clock-
wise path, as for example the request going from node 61 to
node 22 (the dashed grey line).
Figure 2 shows, in percentages, the number of requests
that are received per incoming link in a Chord-like system
with no node failures. In this experiment, the identifiers are
mapped on m = 15 bits. The system has 10,000 nodes
and 20,000 keys, with 200,000 requests uniformly issued.
As can be seen on the left-hand side of the graph, most of
the traffic is received from the incoming links with small
distances. More than 80% of the traffic is received from
the incoming links at 2i away, where i ≤ 4. The incoming
links of further away nodes (i > 4) are merely used. Since
the nodes have been uniformly distributed on the identi-
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Figure 2. Percentage of received requests per
incoming link (2i) in a Chord system using
greedy routing. The quick increase of the
Cumulative Distribution Function (CDF) of re-
ceived requests (i.e, the primary usage of the
incoming links from small distances) shows
that redundant paths exist, but are not used.
fier space, the distance between two successive nodes is 22
on average, which means that the incoming links from the
smallest distances (up to a maximum of 2) come from the
same node. Thus, the predecessors of a node are critical
nodes because they bear the majority of the traffic for that
node. If such a node fails, the rate of request success drasti-
cally decreases.
In the experiment under failures, whenever a routing ta-
ble entry that needs to be used contains a failed node, a
lower entry is used instead. Figure 3 shows the percent-
age of failed requests when varying the percentage of failed
nodes. The graph shows that this strategy is not dependable:
when half of the nodes fail, also half of the requests fail.
The main reason for this poor performance is that alter-
native paths are not exploited. At each node, the request
is sent as close as possible to the destination. This means
that the distance between a next hop node nnh and the des-
tination nd of a request is minimal, and also the number of
possible alternative paths is minimal once the request has
reached nnh. As an example, a request in Figure 1 goes
from node ns = 61 to node nd = 22, by going through
nodes 15 and then 19, according to greedy routing. The ini-
tial number of incoming links of nd that can be used is 6:
incoming links 5, 12, 13, 16, 18 and 19. The possible al-
ternative paths pass through each of these incoming links.
At ns, greedy routing chooses nnh = 15. When this node
is reached, the number of incoming links of nd that can be
used decreases to 3, since nodes 5, 12 and 13 are already
behind the current position of the request. If nodes 16, 18
and 19 fail, the request will also fail to reach its destination,
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Figure 3. Failure rate of greedy routing. The
high percent of failures shows that greedy
routing does not exploit the redundant paths.
even though alternative paths from ns through the incoming
links of nd, nodes 5, 12, or 13, would be valid.
Another aspect of this kind of overlays is that the out-
going links of a node are not exactly at 2i away, so the re-
quest does not necessarily follow 2i jumps. This fact pre-
vents from applying a deterministic routing strategy to ex-
ploit other valid paths.
All these observations uncover the mismatch between
the goal of providing fault tolerance and the means used
for lookup with greedy routing. The extensions for fault-
tolerance may give good results, however, if better sup-
port for exploiting alternative paths is already considered
at overlay design time, even better results may be obtained
as our approach presented in the next section demonstrates.
4. Towards More Dependable Routing
To provide a high level of fault tolerance, we take into
account both, the overlay and the routing strategy to offer
such support for alternative paths.
Research studies have shown that the hypercube is a
structure that provides the possibility to rely on a high num-
ber of alternative paths [11, 13, 1], thus providing a good
fault tolerance, however at a high maintenance cost. To ben-
efit from the advantages but still trying to keep costs at a low
level, we use an innovative way of creating the overlay by
getting as close as possible to a hypercube structure. This
allows the usage of power of 2 links to easily forward re-
quests towards destination.
The routing strategy must provide a large number of al-
ternative paths even when the request is close to the destina-
tion (close means a small number of digits that are different
in the source and destination identification sequences). As a
consequence, in our solution the request follows small steps
 0
 20
 40
 60
 80
 100
 0  20  40  60  80  100
pe
rc
en
ta
ge
 o
f f
ai
le
d 
re
qu
es
ts
percentage of failed nodes
Greedy Routing
FT-Routing
Figure 4. Comparison between the percent-
age of failures of Greedy Routing and our so-
lution, where up to 60%, the node failures are
hardly noticed.
in the beginning of the routing path (where the low-order
digits are treated) and then longer steps (treating higher-
order digits). It is clear that when no failures occur, the
strategy gives similar results to greedy routing, because the
number of hops to route a request is of the order O(logN),
assuming that we can treat the bits in any order. However,
when failures do occur, this strategy exploits a much higher
number of possible paths, as the requests are routed around
failures with a higher probability.
In short, we are applying simple modifications to Chord-
like systems. Chord cannot easily exploit redundant paths
because of its non-determinism in node placement that does
not permit treating digits in any order, so we are fixing
this by adding some determinism in the placement of the
nodes. This means that we may control the position of the
nodes on the ring, which is obviously advantageous for the
routing strategy. In contrast to the common method of using
a hash function to map the nodes on the ring, we approxi-
mate a hypercube structure by trying to maintain an even
inter-node distance equal to a power of 2 despite churn.
Then, we are also modifying the routing protocol to ex-
ploit alternative paths by taking into account all possible
incoming links of the destination.
We have compared the percentages of failures presented
in Figure 3 for greedy routing with the percentages obtained
with our approach (FT-routing). The two graphs are shown
in Figure 4. The increase in node failures starts reflecting
in request failures at an only high percentage of 70% failed
nodes. This low percentage of failed requests for even high
rates of failures demonstrates the high dependability of this
strategy.
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5. Conclusions
The analysis on the fault-tolerant infrastructures and
routing strategies shows that the support for fault-tolerance
cannot be an afterthought when willing to provide a high
fault tolerance at low costs. Greedy routing is simple, how-
ever for fault-tolerance, it lacks of dependability.
Consequently, we designed both the infrastructure and
the routing strategy of our overlay with the goal to offer the
support for fault tolerance. The rate of request success is
much higher, and the maintenance cost remains low, since
no additional structures are required.
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