In this paper, we solve a long-standing open problem in the field of fuzzy logics, that is, the standard completeness for the involutive uninorm logic IUL. In fact, we present a uniform method of density elimination for several semilinear substructural logics. Especially, the density elimination for IUL is proved. Then the standard completeness for IUL follows as a lemma by virtue of previous work by Metcalfe and Montagna.
Metcalfe and Montagna's method to prove standard completeness for UL and its extensions is of proof theory in nature and consists of two key steps. Firstly, they extended UL with the density rule of Takeuti and Titani [11] :
where p does not occur in Γ, A, B or C, and then prove the logics with (D) are complete with respect to algebras with lattice reduct [0, 1] . Secondly, they give a syntactic elimination of (D) that was formulated as a rule of the corresponding hypersequent calculus. Hypersequents are a natural generalization of sequents which were introduced independently by Avron [12] and Pottinger [13] and have proved to be particularly suitable for logics with prelinearity [9, 14] . Following the spirit of Gentzen's cut elimination, Metcalfe and Montagna succeeded to eliminate the density rule for GUL and several extensions of GUL by induction on the height of a derivation of the premise and shifting applications of the rule upwards, but failed for GIUL and therefore left it as an open problem.
There are several relevant works about the standard completeness of IUL as follows. With an attempt to prove the standard completeness of IUL, we generalized Jenei and Montagna's method [15] for IMTL in [16] , but our effort was only partially successful. It seems that the subtle reason why it does not work for UL and IUL is the failure of the finite model property of these systems [17] . Jenei [18] constructed several classes of involutive FL e -algebras, as he said, in order to gain a better insight into the algebraic semantic of the substructural logic IUL, and also to the long-standing open problem about its standard completeness. Ciabattoni and Metcalfe [19] introduced the method of density elimination by substitutions which is applicable to a general class of (first-order) hypersequent calculi but fails in the case of GIUL.
We reconsidered Metcalfe and Montagna's proof-theoretic method to investigate the standard completeness of IUL, because they have proved the standard completeness of UL by their method and we cannot prove such a result by the Jenei and Montagna's model-theoretic method. In order to prove the density elimination for GUL, they prove that the following generalized density rule (D 1 ):
is admissible for GUL, where they set two constraints to the form of G 0 : (i) n, m ⩾ 1 and λ i ⩾ 1 for some 1 ⩽ i ⩽ n; (ii) p does not occur in Γ i , ∆ i , Π j , Σ k for i = 1⋯n, j = 1⋯m, k = 1⋯o. We may regard (D 1 ) as a procedure whose input and output are the premise and conclusion of (D 1 ), respectively. We denote the conclusion of (D 1 ) by D 1 (G 0 ) when its premise is G 0 . Observe that Metcalfe and Montagna had succeeded in defining the suitable conclusion for an almost arbitrary premise in (D 1 ), but it seems impossible for GIUL (see Section 3 for an example). We then define the following generalized density rule (D 0 ) for GL ∈ {GUL, GIUL, GMTL, GIMTL} and prove its admissibility in Section 9.
Theorem 1 (Main theorem). Let n, m ⩾ 1, p does not occur in G ′ , Γ i , ∆ i , Π j or Σ j for all 1 ⩽ i ⩽ n,1 ⩽ j ⩽ m. Then the strong density rule
is admissible in GL.
In proving the admissibility of (D 1 ), Metcalfe and Montagna made some restriction on the proof τ of G 0 , i.e., converted τ into an r-proof. The reason why they need an r-proof is that they set the constraint (i) to G 0 . We may imagine the restriction on τ and the constraints to G 0 as two pallets of a balance, i.e., one is strong if another is weak and vice versa. Observe that we select the weakest form of G 0 in (D 0 ) that guarantees the validity of (D). Then it is natural that we need make the strongest restriction on the proof τ of G 0 . But it seems extremely difficult to follow such a way to prove the admissibility of (D 0 ). In order to overcome such a difficulty, we first of all choose Avron-style hypersequent calculi as the underlying systems (see Appendix A.1). Let τ be a cut-free proof of G 0 in GL. Starting with τ, we construct a proof τ * of G G * in a restricted subsystem GL Ω of GL by a systematic novel manipulations in Section 4. Roughly speaking, each sequent of G is a copy of some sequent of G 0 , and each sequent of G * is a copy of some contraction sequent in τ. In Section 5, we define the generalized density rule (D) in GL Ω and prove that it is admissible. Now, starting with G G * and its proof τ * , we construct a proof τ of G in GL Ω such that each sequent of G is a copy of some sequent of G. Then ⊢ GL Ω D(G ) by the admissibility of (D). Then ⊢ GL D 0 (G 0 ) by Lemma 29. Hence the density elimination theorem holds in GL. Especially, the standard completeness of IUL follows from Theorem 62 of [9] .
G is constructed by eliminating (pEC)-sequents in G G * one by one. In order to control the process, we introduce the set I = {H } of (pEC)-nodes of τ * and the set I of the branches relative to I and construct G I such that G I does not contain (pEC)-sequents lower than any node in I, i.e., S Definition 11. A rule is admissible for a calculus GL if whenever its premises are derivable in GL, then so is its conclusion.
Lemma 1. ([9])
Cut-elimination holds for GL, i.e., proofs using (CUT) can be transformed syntactically into proofs not using (CUT).
Proof of the Main Theorem: A Computational Example
In this section, we present an example to illustrate the proof of Main theorem. Let G 0 ≡⇒ p, B B ⇒ p, ¬A ⊙ ¬A p ⇒ C C, p ⇒ A ⊙ A. G 0 is a theorem of IUL and a cut-free proof τ of G 0 is shown in Figure ? ?, where we use an additional rule Γ, A ⇒ ∆ Γ ⇒ ¬A, ∆ (¬ r ) for simplicity. Note that we denote three applications of (EC) in τ respectively by (EC) 1 , (EC) 2 , (EC) 3 and three (⊙ r ) by (⊙ r ) 1 , (⊙ r ) 2 and (⊙ r ) 3 .
(continued) By applying (D) to free combinations of all sequents in ⇒ p, B B ⇒ p, ¬A ⊙ ¬A and in p ⇒ C C, p ⇒ A ⊙ A, we get that H 0 ≡⇒ B, C C ⇒ A ⊙ A, B B ⇒ C, ¬A ⊙ ¬A C, B ⇒ A ⊙ A, ¬A ⊙ ¬A. H 0 is a theorem of IUL and a cut-free proof ρ of H 0 is shown in Figure 2 . It supports the validity of the generalized density rule (D 0 ) in Section 1, as an instance of (D 0 ).
Our task is to construct ρ, starting from τ. The tree structure of ρ is more complicated than that of τ. Compared with UL, MTL and IMTL, there is no one-to-one correspondence between nodes in τ and ρ.
Following the method given by G. Metcalfe and F. Montagna, we need to define a generalized density rule for IUL. We denote such an expected unknown rule by (D x ) for convenience. Then D x (H) must be definable for all H ∈ τ. Naturally, Our task is to construct ρ, starting from τ. The tree structure of ρ is more complicated than that of τ. Compared with UL, MTL and IMTL, there is no one-to-one correspondence between nodes in τ and ρ.
Following the method given by G. Metcalfe and F. Montagna, we need to define a generalized density rule for IUL. We denote such an expected unknown rule by (D x ) for convenience. Then D x (H) must be definable for all H ∈ τ. Naturally,
However, we could not find a suitable way to define D x (H ×× ) and D x (H × ) for H ×× and H × in τ, see Figure 1 . This is the biggest difficulty we encounter in the case of IUL such that it is hard to prove density elimination for IUL. A possible way is to define D x (⇒ p, p, ¬A ⊙ ¬A p, p ⇒ A ⊙ A) as ⇒ t, A ⊙ A, ¬A ⊙ ¬A. Unfortunately, it is not a theorem of IUL.
Notice that two upper hypersequents ⇒ p, ¬A p, p ⇒ A ⊙ A of (⊙ r ) 3 are permissible inputs of (D x ). Why is H ×× an invalid input? One reason is that, two applications (EC) 1 and (EC) 2 cut off two sequents A ⇒ p such that two p ′ s disappear in all nodes lower than upper hypersequent of (EC) 1 or (EC) 2 , including H ×× . These make occurrences of p ′ s to be incomplete in H ×× . We then perform the following operation in order to get complete occurrences of p ′ s in H ×× .
Step 1 (preprocessing of τ). Firstly, we replace H with H S
Then we construct a proof without (EC), which we denote by τ 1 , as shown in Figure 3 . We call such manipulations sequent-inserting operations, which eliminate applications of (EC) in τ. However, we also cannot define
The reason is that the origins of p We assign the unique identification number to each leaf in the form p ⇒ p ∈ τ 1 and transfer these identification numbers from leaves to the root, as shown in Figure 4 . We denote the proof of G G * resulting from this step by τ * , where G ≡⇒ p 2 , B B ⇒ p 4 , ¬A ⊙ ¬A p 1 ⇒ C C, p 2 ⇒ A ⊙ A in which each sequent is a copy of some sequent in G 0 and
sequent is a copy of some external contraction sequent in (EC)-node of τ. We call such manipulations eigenvariable-labeling operations, which make us to trace eigenvariables in τ.
Why do we assign the unique identification number to each p ⇒ p ∈ τ 1 ? We would return back to the same situation as that of τ 1 if we assign the same indices to all p ⇒ p ∈ τ 1 or, replace p 3 ⇒ p 3 and
So we have built up a one-one correspondence between the proof τ * of G G * and that of H 1 . Observe that each sequent in G * is not a copy of any sequent in G 0 . In the following steps, we work on eliminating these sequents in G * .
Step 2 (extraction of elimination rules). We select A ⇒ p 2 as the focus sequent in H Figure 4) . So we extract a derivation from A ⇒ p 2 by pruning some sequents (or hypersequents) in τ , as shown in Figure 5 . , as shown in Figure 6 . Notice that we assign new identification numbers to new
Next, we apply τ *
. Then we construct a proof τ (1) H c 1 ∶G G * , as shown in Figure 7 , where
A contains more copies of sequents from G * and seems more complex than G G * . We will present a unified method to tackle with it in the following steps. Other derivations are shown in Figures 8-11 . Step 3 (separation of one branch). A proof τ
H c 1 ∶G G * is constructed by applying sequentially Figure 12 , where
Then it is permissible to cut off the part
H c 1 ∶G G * , which corresponds to applying (EC) to D(G
H c 1 ∶G G * ). We regard such a manipulation as a constrained contraction rule applied to G
Then we construct a proof of G H c
, which guarantees the validity of
A change happens here! There is only one sequent which is a copy of a sequent in G * 7 for details) .
The separation of G G * as a branch of H c 2 is constructed by a similar procedure as follows. Step 3 (separation algorithm of multiple branches). We will prove ⊢ GIUL D 0 (G 0 ) in a direct way, i.e., only the major step of Theorem 2 is presented in the following. (See Appendix A.5.4 for a complete illustration.) Recall that
By reassigning identification numbers to occurrences of p 
A great change happens here! We have eliminated all sequents which are copies of some sequents in G * and converted G G * into G I in which each sequent is some copy of a sequent in
So we have built up one-one correspondences between the proof of G I and that of H 0 , i.e., the proof of H 0 can be constructed by applying (D) to the proof of G I . The major steps of constructing G I are shown in the following figure, where
But that is not always the case. In general, we can prove that
, which is shown in the proof of the main theorem in Page 42. This example shows that the proof of the main theorem essentially presents an algorithm to construct a proof of D 0 (G 0 ) from τ.
Preprocessing of Proof Tree
Let τ be a cut-free proof of G 0 in the main theorem in GL by Lemma 1. Starting with τ, we will construct a proof τ * which contains no application of (EC) and has some other properties in this section.
Lemma 2. (i) If
⊢ GL Γ 1 ⇒ A, ∆ 1 and ⊢ GL Γ 2 ⇒ B, ∆ 2 then ⊢ GL Γ 1 ⇒ A ∧ B, ∆ 1 Γ 2 ⇒ A ∧ B, ∆ 2 ; (ii) If ⊢ GL Γ 1 , A ⇒ ∆ 1 and ⊢ GL Γ 2 , B ⇒ ∆ 2 then ⊢ GL Γ 1 , A ∨ B ⇒ ∆ 1 Γ 2 , A ∨ B ⇒ ∆ 2 .
Proof. (i)
(ii) is proved by a procedure similar to that of (i) and omitted.
We introduce two new rules by Lemma 2.
Definition 12.
and
Now, we begin to process τ as follows.
Step 1. A proof τ 1 is constructed by replacing inductively all applications of
(accordingly
The replacements in Step 1 are local and the root of τ 1 is also labeled by G 0 .
Definition 13.
We sometimes may regard G ′ G ′ as a structural rule of GL and denote it by (ID Ω ) for convenience. The focus sequent for (ID Ω ) is undefined.
Proof. The proof is by induction on n . Since τ
) is a proof. Suppose that τ
) is a proof. Since
is an application of the same rule (I I) (or (I)).
) is a proof. Definition 14. The manipulation described in Lemma 3 is called a sequent-inserting operation.
Clearly, the number of (EC * )-applications in τ ′ is less than τ 1 . Next, we continue to process τ.
Step 2. Let G
. By repeatedly applying sequent-inserting operations, we construct a proof of G 0 G * 0 in GL without applications of (EC * ) and denote it by τ We need the following construction to eliminate applications of (EW) in τ
Proof. The proof is by induction on k. For the base step,
For the induction step, suppose that ⟨H k ⟩ H∶H ′ and τ 2 H∶H ′ (⟨H k ⟩ H∶H ′ ) be constructed such that (i) and (ii) hold for some 0 ⩽ k ⩽ n − 1. There are two cases to be considered.
The case of applications of the two-premise rule is proved by a similar procedure and omitted.
Definition 15. The manipulation described in Construction 1 is called a derivation-pruning operation.
. Now, we continue to process τ as follows.
Step
. By repeatedly applying the procedure above, we construct a proof τ
Repeatedly applying the procedure above, we construct a proof τ
Define two operations σ l and σ r on sequents by
2 is obtained by applying σ l and σ r to some designated sequents in G 1 G *
.
Definition 16. The manipulation described in Step 4 is called eigenvariable-replacing operation.
Step 5 • Let
. Suppose that all occurrences of p in G 1 Γ, λp ⇒ µp, ∆ are assigned identification numbers and have the form
, which we often write as G
, where
, A ∧ B, ∆. All applications of (∨ lw ) are processed by the procedure similar to that of (∧ rw ).
, A ⊙ B, ∆ 1 , ∆ 2 . All applications of (→ l ) are processed by the procedure similar to that of (⊙ r ).
, Σ 1 , ∆ 1 and
where
for w = 1, 2.
Definition 17. The manipulation described in
Step 5 is called eigenvariable-labeling operation. In the preprocessing of τ, each
Step 5∶ τ * → ID numbers G G * Figure 13 . Preprocessing of τ. , which has no essential difference with the original one, but could simplify subsequent arguments. We introduce the system GL Ω as follows.
Definition 18.
GL Ω is a restricted subsystem of GL such that (i) p is designated as the unique eigenvariable by which we mean that it is not used to built up any formula containing logical connectives and only used as a sequent-formula.
(ii) Each occurrence of p on each side of every component of a hypersequent in GL is assigned one unique identification number i and written as p i in GL Ω . Initial sequent p ⇒ p of GL has the form p i ⇒ p i in GL Ω .
(iii) Each sequent S of GL in the form Γ, λp ⇒ µp, ∆ has the form (vii) G 1 S 1 and G 2 S 2 are closed and disjoint for each two-premise rule
Lemma 5. Let τ be a cut-free proof of G 0 in L and τ * be the tree resulting from preprocessing of τ.
Proof. Claims from (i) to (iv) follow immediately from
Step 5 in preprocessing of τ and Definition 18. Claim (v) is from Notation 4 and Definition 18. Only (vi) is proved as follows.
Suppose
= ∅ is proved by a similar procedure and omitted.
The Generalized Density Rule (D) for GL Ω
In this section, we define the generalized density rule (D) for GL Ω and prove that it is admissible in GL Ω .
Definition 19. Let G be a closed hypersequent of GL
The following construction gives a procedure to construct [S] G for any given S ∈ G. Construction 2. Let G and S be as above. A sequence G 1 , G 2 , ⋯, G n of hypersequents is constructed recursively as follows.
and Definition 18 then let G k+1 = G k S k+1 otherwise the procedure terminates and n ∶= k.
, where A ⊖ B is the symmetric difference of two multisets A, B;
(iii) It holds immediately from Construction 2 and (i).
(iv) The proof is by induction on k. For the base step, let k = 1 then
(
v) It holds by (iv) and v lr ([S] G ) = v l ([S] G ).
Definition 20. Let G = S 1 ⋯ S r and S l be in the form
(iii) We call (D) the generalized density rule of GL Ω , whose conclusion D(G) is defined by (ii) if its premise is G.
where λt = { t, ⋯, t 
Proof.
We proceed by induction on the height of τ. For the base step, if
For the induction step, the following cases are considered.
, ∆, B,
, ∆, A → B.
) and Lemma 6(iii).
is constructed by combining the proof of
Other rules of type (I) are processed by a procedure similar to above.
All applications of (→ l ) are processed by a procedure similar to that of ⊙ r and omitted.
All applications of (∨ lw ) are processed by a procedure similar to that of (∧ rw ) and omitted.
Case 4 Let
, Σ 2 , ∆ 2 ,
, {p for w = 1, 2. Case 4.1.
Hence we assume that, without loss of generality,
Thus the proof of
is constructed by
, ∆ w ,
, Σ w , for w = 1, 2. Then
is constructed by combing the proofs of
Case 5 G
) is constructed by combining the proof of
The following two lemmas are corollaries of Lemma 8.
Lemma 9. If there exists a derivation of G
Lemma 10. Let τ be a cut-free proof of G 0 in GL and τ * be the proof of G G * in GL Ω resulting from preprocessing of τ. Then ⊢ GL D(G G * ).
Extraction of Elimination Rules
In this section, we will investigate Construction 1 further to extract more derivations from τ * . Any two sequents in a hypersequent seem independent of one another in the sense that they can only be contracted into one by (EC) when it is applicable. Note that one-premise logical rules just modify one sequent of a hypersequent and two-premise rules associate a sequent in a hypersequent with one in a different hypersequent. τ * (or any proof without (EC Ω ) in GL Ω ) has an essential property, which we call the distinguishability of τ * , i.e., any variables, formulas, sequents or hypersequents which occur at the node H of τ * occur inevitably at H , which has the same tree structure as τ * , is constructed as follows.
(i) If S is a leaf τ * , define S = S, N S = 0 and the node P(S) of τ * * is labeled by (S; P(S), N S );
. Then define S ′′ = H, N S ′′ = 0 and the node P(H) of τ * * is labeled by G
In the whole paper, we treat τ * as τ * * without mention of τ * * . Note that in preprocessing of τ, some logical applications could also be converted to (ID Ω ) in Step 3 and we need fix the focus sequent at each node H and subsequently assign valid identification numbers to each H ′ < H by eigenvariable-labeling operation. 
Proof. The proof is by induction on i for 0 ⩽ i < n. Only (i) is proved as follows and (ii) by a similar procedure and omitted.
For the base step,
For the induction step, suppose that ⟨H i ⟩ H∶G 3 = ⟨H i ⟩ H∶G 1 ⋂ ⟨H i ⟩ H∶G 2 for some 0 ⩽ i < n. Only is the case of a one-premise rule given in the following and other cases are omitted.
Thus
The case of S ′ ∉ ⟨H i ⟩ H∶G 2 , S ′ ∈ ⟨H i ⟩ H∶G 1 is proved by a similar procedure and omitted.
Proof. (i) and (ii) are immediately from Lemma 11. 
} and I r = {H 
(iii) Other nodes of τ * I are built up by Construction 1(ii). The following lemma is a generalization of Lemma 13. 
holds by a procedure similar to above then ( , where
, which are defined by Construction 1. We sometimes write J I , J H∶H l as J for simplicity. Then the following lemma holds clearly. 
H∶H ′′ by suitable assignments of identification numbers to new occurrences of p in constructing τ (J)
H∶H ′ and τ 
H∶H ′′ for some q ≥ 0. Then all copies {S 
Note that the requirement is imposed only on one derivation that distinct occurrence of p has a distinct identification number. We permit G (q+1)
H∶H ′ in the proof above, which has no essential effect on the proof of the claim.
(v) is immediately from (iv).
Lemma 19 (v) shows that G in Construction 5 is not necessary, but which make the termination of the procedure obvious.
(ii) Clearly, G (J)
H∶G ′′ H ′ and, τ (J)
has no difference with τ (J)
H∶G ′′ H ′ except some applications of (ID Ω ) and identification numbers of some p
by the same reason as that of (i). Then S Since
I by w i = 1. Thus w i−1 = 1 by Lemma 25(5).
The module of τ I at G 2 , which we denote by τ I∶G 2 , is defined as follows: ). Roughly speaking, τ I l (τ *
I jr
) is constructed by replacing some nodes τ * I l are marked as processed, we firstly delete the root of the tree resulting from the procedure and then, apply ⟨EC * Ω ⟩ to the root of the resulting derivation if it is applicable otherwise add an ⟨ID Ω ⟩-application to it and finally, terminate the procedure. Otherwise we select one of the
, and perform the following steps to construct τ
I l is constructed by locally revising τ (q)
and leaving other nodes of τ (q)
for some m q+1 ⩾ 1. ), respectively.
Step 1 (Delete). Take the module τ . Since
is a tree by Lemma 26. Thus it is also a derivation.
Step 2 (Update). For each G Step 1 (Delete). τ Step 2 (Update). For all G (
j=1⋯m holds by applying (CUT) to Γ 1 , ⊺ ⇒ ∆ 1 in D 0 (G 2 ) and Π 1 ⇒ ⊺, Σ 1 . Thus ⊢ GL D 0 (G 0 ) holds by applying (EW) to G an algebraic proof of the standard completeness of UL. A natural problem is whether there is an algebraic proof corresponding to our proof-theoretic one. It seems difficult to obtain it by using the insights gained from the approach described in this paper because ideas and syntactic manipulations introduced here are complicated and specialized. In addition, Baldi and Terui [23] also mentioned some open problems. Whether our method could be applied to their problems is another research direction.
On 21 March 2014, I found the way to deal with the example in Section 3. Then I finished the one branch algorithm in Section 7 on the late April 2014. I devised the multi-branch algorithm in Section 8 on early November 2014. Since I submitted my paper to Transactions of the American Mathematical Society on 20 January 2015, it has been reviewed successively by Annals of Pure and Applied Logic, Fuzzy Sets and Systems and, the Journal of Logic and Computation. As a mathematician, the greatest anxiety is that his work has never been taken seriously by his academic circle during his career, but after his death, someone would say, sir, your proof is wrong. where ∂ τ I l (⌈S
