The development of universal methodologies for the accurate, efficient, and timely prediction of traffic accident location and severity constitutes a crucial endeavour. In this piece of research, the best combinations of salient accident-related parameters and accurate accident severity prediction models are determined for the 2005 accident dataset brought together by the Republic of Cyprus Police. The optimal methodology involves: (a) information mining in the form of feature selection of the accident parameters that maximise prediction accuracy (implemented via scatter search), followed by feature extraction (implemented via principal component analysis) and selection of the minimal number of components that contain the salient information of the original parameters, which combined bring about an overall 74.42% reduction in the dataset dimensionality; (b) accident severity prediction via probabilistic neural networks and random forests, both of which independently accomplish over 96% correct prediction and a balanced proportion of under-and over-estimations of accident severity. An explanation of the superiority of the optimal combinations of parameters and models is given, as is a comparison with existing accident classification/prediction approaches.
Introduction
Traffic accident prevention (TAP) is of paramount importance to traffic safety and monitoring. Usually expressed as the short-time prediction of accident location and severity, TAP is effectuated via the timely dispatch of the police 1 to locations of "interest" for traffic monitoring and/or diversion as well as -if deemed necessary -for casualty management. Owing to the crucial nature of TAP, extensive -and usually redundant -accidentrelated datasets are collected at various locations of interest. Following information mining (IM) via the selection/extraction of pertinent accident-related information, the reduced datasets are combined with appropriate prediction models that afford maximally accurate as well as efficient prediction of accident location and severity (also known as accident classification and prediction, AC/P) across the locations of data collection.
This piece of research constitutes a step towards the development of universal methodologies for the maximally accurate, efficient, and timely AC/P of accident location and severity. The 2005 accident dataset brought together by the Republic of Cyprus Police (RCP) has been employed for establishing the best combinations of -sets of salient TAP-related parameters from the database that can predict accident location and severity, as determined via IM (including statistical and feature selection/extraction techniques);
-classification/prediction models drawn from existing and customarily used statistical, mathematical, machine learning (ML) and computational intelligence (CI) methodologies.
Concerning IM, the most advantageous sets of parameters have been found to be derived from (a) feature selection of the accident parameters, implemented via scatter search (SS) either sequentially (Glover, 1977) or in parallel (Fx GarcL et al., 2006), followed by (b) feature extraction, implemented via principal component analysis (PCA) (Pearson, 1901 ) and the subsequent preservation of only the first few principal components (PCs), as given by the combination of the scree test (Cattell, 1966) and Kaiser rule (Kaiser, 1960) . Overall, a reduction of 74.42% of the original TAP-related information is effectuated. As far as AC/P is concerned, probabilistic neural networks (PNNs) (Specht, 1998) , and the decision tree (DT)-based (Breiman, et al. 1984; Quinlan, 1986 ) ensemble model of random forests (RFs) (Breiman, 2001 ) have been found maximally accurate for location-and condition-dependent accident severity classification, both of them accomplishing over 96% correct predictions, and a balanced proportion of under-and over-estimations of accident severity.
This paper is organised as follows: section 2 reports on related research in the area of AC/P; section 3 introduces the 2005 RCP dataset and describes IM implemented via parameter selection and extraction; section 4 describes the various accident prediction and severity classification models used for AC/P of the present dataset; section 5 reports on the prediction accuracy of the various classification models implemented here, and makes comparisons with existing research; finally, section 6 concludes the paper.
Existing Research for Accident Severity Classification/Prediction
Extensive research has been carried out on AC/P, mainly concerning accident location and severity (for a detailed reference review the author is referred to Wang et al., 2011; Savolainen et al., 2011 and references therein). The following subsections cover the three major characteristics of AC/P, namely accident datasets, prediction/classification models, and IM.
Accident Datasets and Characteristics
The datasets used in the various pieces of research differ significantly in terms of size, duration of data collection, number and nature of the collected input (independent) parameters, number of collection points (locations), number of output (dependent) classes expressing accident severity, proportion of records in each class etc., thus rendering a direct comparison between the various approaches (and the produced results) far from straightforward. A further complication arises from the fact that the independent parameters collected in the various datasets tend to be distinct (i.e. not to be repeated across datasets). A factor that is common in practically all datasets however is that, in order to ensure that the parameters affecting AC/P are included, some of the col-lected independent parameters represent redundant, repeated, and/or irrelevant information.
The larger accident datasets usually comprise detailed traffic accident records (TARs) collected at a variety of locations over a significant number of years (e.g. Sohn and Shin, 2001; Sohn and Lee, 2003; Chong et al., 2004) ; as such, they demonstrate the inherent problems of changes in driving patterns, safety laws, and road/traffic conditions over the years of data collection. Conversely, the smaller datasets contain fewer -though not necessarily less detailed -records that cover shorter time intervals of data collection; although not always as representative of general accident characteristics as their larger counterparts, these smaller datasets tend to be more accurate locally.
Another important factor in data collection is the choice of accident severity classification format used for representing the different accident severity classes (dependent variable). As shown in Table I , the formats appearing in the literature involve anything from two to seven classes (for a review the interested reader is referred to Mujalli and Ona, 2012):
a The most detailed seven-class abbreviated injury scale (AIS) (AAAM 1985) constitutes an anatomical-based coding system of injury description and severity classification. Created by the Association for the Advancement of Automotive Medicine (AAAM), it expresses the threat to life associated with the injury (rather than the actual severity of the injury, Khattak and Rocha, 2003) . The sixlevel maximum AIS (MAIS), constitutes a variant of AIS that (i) does not consider the no-injury/property loss levels of AIS, and (ii) expresses the AIS rating of the most severe injury of an individual involved in an accident; is is widely used by insurance companies for setting life insurance.
b Unlike AIS, the five-class KABCO scale (MCMV-TAR 1976) is used by law enforcement officials for documenting injuries according to their severity rather than their potential threat to life. Combined with MAIS, accident severity can be related to crash costs in terms of (i) the implementation of safety analyses, and (ii) the willingness to invest in road infrastructure and car development in order to reduce the risk of traffic accident fatalities.
c Various four-class formats, e.g. the injury severity score (ISS) 2 (Baker et al. 1974) , which divides the human body into six regions, calculates the sum of squares of the AIS score of the (up to) three most serious injuries of an individual involved in an accident, and subsequently determines the care required for preserving life. Other less frequently used fourclass formats appear in (Shanthi and Geetha It becomes clear from Table I that the different formats -even those with similar numbers of classes -are not always compatible. This is due not only to the objective of each format (as described above), but also to the different groupings of the accident severity classes, with both factors complicating the comparison of the various formats. For instance: -Although the distinction between no-injury and property-loss is rather hard, the two classes surprisingly constitute separate classes in classification formats with a small (three or four only) number of classes.
-Minor injury sometimes constitutes a class of its own, is sometimes grouped with the moderate or non-incapacitating injury class, while it is -at other times -merged with the no injury/property loss class.
-Fatality is grouped with all levels of injury in twoclass classification.
Taking into account that it is quite hard for the police officers who arrive on the site of the accident to accurately establish the exact accident class for the more detailed formats in an unbiased fashion (Popkin et al., 1991) , it is suggested that it might be preferable to have a relatively small but discriminating number of classes rather than many overlapping and/or hard-to-distinguish classes.
AC/P
Various approaches to AC/P appear in the literature, including parametric and non-parametric models.
As far as the former models are concerned, statistical binary logit and probit, multinomial logit and probit, ordered logit and probit (Hardin and Hilbe, 2007) Existing research on AC/P using non-parametric models is mainly centred on DTs and their combinations from ML, as well as artificial neural networks (ANNs) (Haykin, 1999) and fuzzy logic (FL) (Zadeh, 1965 ) from CI.
Concerning DTs, an interesting divide-and-conquer approach is implemented in (Sohn and Lee, 2003 3 ) for improving DT-based AC/P accuracy, where the accident dataset is first submitted to clustering and a classification model is set up independently for each accident cluster. Prediction accuracy is reported as 91.7% in Chang & Wang (2006) , 99.73% in Shanthi & Geetha Ramani (2012) , and near 100% in Mujalli & Ona (2012) , with a substantial collection of DT-based classifiers (C4.5, CR-T, ID3, CS-CRT, CS-MC4, Na Bayes and Random Trees (RTs) (Breiman, 2001 ) implemented, including combinations of RTs and the Arc-X4 Meta classifier (Breiman, 1998) , C4.5 (Quinlan,1993) , Na Bayes (Langley et al., 1992) and RTs.
Concerning ANN-based AC/P, the back propagation (BP) ANN -also known as multi-layer perceptron (MLP) (Rumelhart et al., 1986 ) -has been used consistently for performing accident severity classification (Mussone et 
The Significance of Information Mining
Further to dataset partitioning into clusters with similar input and output parameter characteristics (e.g. It is interesting that, despite the significant variety in the collected independent parameters, factors such as driver age and gender, substance abuse, seatbelt/protection system, vehicle type and speed, time/light conditions, accident location (subsuming manner of collision, rollover, and many of the causes of accident found in Mussone et al. (1999) ) constitute important independent variables for AC/P across datasets.
Proposed AC/P Methodology
Similar to existing work (Shanthi and Ramani, 2012), this piece of research is focused upon selecting the most accurate and efficient models for AC/P. The tested models include statistical models, DTs, ANNs, and meta-learning algorithms (MLAs) (Vilalta and Drissi, 2002) , the latter combining multiple classifiers for improving performance. In more detail:
a The most significant parameters that cause -or contribute to -accident occurrence and severity are initially determined, and only these are retained. Such a procedure improves efficiency, while it can also increase accident prediction accuracy by eliminating redundant and/or irrelevant information. Since different feature selection techniques (Molina et al. 2002) tend to produce different -though perhaps overlapping -sets of accident-related parameters, the Akaike and Schwartz (or Bayesian) information criteria (AIC (Akaike, 1974; 1980) and BIC (Schwarz and Gideon, 1978) , respectively) have been used for deriving the optimal subsets of independent parameters.
b A transformation of the retained parameters into independent (orthogonal) components is subsequently implemented via PCA. Only the first few PCA components that contain the pertinent information of the retained parameters are used, thus boosting the computational efficiency of accident prediction while also preserving prediction accuracy. The combination of the two criteria scree test and Kaiser's rule has been employed for selecting the number of retained principal components. The scree test operates by creating the curve of the cumulative information contained in the principal components, and selecting the point at which the curve changes slope as the principal component cut-off point; Kaiser's rule, on the other hand, uses the eigenvalues of the components in order to only retain those whose eigenvalues are greater than 1. This combination has been implemented as it has been found capable of overcoming the disadvantages of each methodology when used alone, namely a not always clear change in slope for the scree test, and the excessive stringency of the Kaiser rule that more often than not results in the cutting off of more principal components than is appropriate.
In the following analysis, five-fold cross validation (CV) (Devijver and Kittler 1982 ) is used for evaluating prediction accuracy: the dataset is randomly divided into five practically equal parts, with four parts used for setting up the model, and the remaining part reserved for testing it. The training and testing of each model is repeated five times 4 , and prediction accuracy is evaluated by averaging the results of the five folds used for testing (with each fold being used exactly once as the test set). The results of each tested model are computed using the same parameter values over all folds.
Dataset Description and PreProcessing
As shown in Table II , the 2005 RCP accident dataset comprises 1407 records, with each record consisting of 43 input parameters that have been collected on-the-spot by police officers, eye witnesses and the involved parties, and a single output parameter pertaining to accident severity. Table 2 . Input accident parameters grouped by type (global, local, temporal, accident-related, driver and car); grey cells correspond to the parameters retained following feature selection.
The 43 input parameters describe a wide variety of accident-related characteristics grouped into the following six classes: global (concerning the vicinity/locality of the accident), local (concerning the morphology and road layout at the location of the accident), temporal (concerning time-varying variables at the location of the accident), and purely accident-, driver-and car-related classes. The output parameter takes on three values corresponding to light, serious and fatal accidents i.e. belongs to the three-class accident-severity format of Section 2.1. The small number of the output (accident severity) parameter values facilities data collection on the site of the accident, thus providing superior differentiation over two-class classification, while simplifying classification compared to formats with more classes. Even though there is still uncertainty and room for error under this format 5 , it has the advantage of (i) being straightforward for the purpose of further action (e.g. dispatch of police officers only, or of police officers and ambulance(s) to the spot), (ii) more robust to errors of collection and/or judgment when compared to the more detailed accident classification formats, and (iii) easier to analyse.
Having 55 (3.91%), 512 (36.39%), and 840 (58.70%) records corresponding to fatal, serious and light accidents, respectively, the 2005 RCP dataset is heavily imbalanced, with fatal accidents -which it is of paramount importance to predict -constituting a very small proportion of the records.
In order (a) not to interfere with the data collection process, (b) to simulate real operating conditions, and (c) to boost the generalisation and robustness-to-noise properties of the prediction models, dataset pre-processing is minimal: the entire dataset is retained for the ensuing analysis, with (i) parameter values that are missing or fall outside the range of valid values being substituted by the mean of the values of the other records for that parameter, and (ii) input categorical parameters that take on more than distinct 12 values having their values regrouped into fewer categories.
A preliminary statistical analysis (Tambouratzis et al.
2010) of the collected parameters employing the Spearman correlation coefficient values (Spearman 1904) , and the p-values (Goodman, 1999) shows that the input parameters "area" and "police district" provide practically the same information (correlation coefficient of 0.9952), while -despite their names -the input parameters "area" and "residential area" contain distinct information (correlation coefficient of 0.4276), as do the input parameters "police district" and "residential area" (correlation coefficient of 0.4302). Taking into account these findings, only the "police district" input has been The 43 input parameters describe a wide variety of accident-related characteristics grouped into the following six classes: global (concerning the vicinity/locality of the accident), local (concerning the morphology and road layout at the location of the accident), temporal (concerning time-varying variables at the location of the accident), and purely accident-, driver-and car-related classes. The output parameter takes on three values corresponding to light, serious and fatal accidents i.e. belongs to the three-class accident-severity format of Section 2.1. The small number of the output (accident severity) parameter values facilities data collection on the site of the accident, thus providing superior differentiation over two-class classification, while simplifying classification compared to formats with more classes. Even though there is still uncertainty and room for error under this format 5 , it has the advantage of (i) being straightforward for the purpose of further action (e.g. dispatch of police officers only, or of police officers and ambulance(s) to the spot), (ii) more robust to errors of collection and/or judgment when compared to the more detailed accident classification formats, and (iii) easier to analyse.
2010) of the collected parameters employing the Spearman correlation coefficient values (Spearman 1904) , and the p-values (Goodman, 1999) shows that the input parameters "area" and "police district" provide practically the same information (correlation coefficient of 0.9952), while -despite their names -the input parameters "area" and "residential area" contain distinct information (correlation coefficient of 0.4276), as do the input parameters "police district" and "residential area" (correlation coefficient of 0.4302). Taking into account these findings, only the "police district" input has been 5 For instance, a thin line exists between light and serious accidents; serious accidents may actually be fatal if mortality occurs after prolonged hospitalisation instead of on the accident site or during transfer to the hospital.
The 43 input parameters describe a wide variety of input parame (correlation c these finding removed from the dataset and is not used in the ensuing analysis.
Information Mining (Input Parameter Selection and Extraction)
In order to determine the minimal information that is pertinent for accident severity prediction into the three classes of fatal, serious and light accidents, the 42 input parameters resulting from pre-processing are initially submitted to feature selection. By removing redundant information, the number of input parameters required for AC/P is reduced; additionally, by removing irrelevant information, the input-output relationship between accident-related parameters and accident severity becomes clearer and, thus, easier to model.
Since searching the entire set of subsets of independent parameters for determining the subset that most accurately predicts the output parameter value constitutes an NP-hard optimisation problem (Kohavi and John, 1997), two distinct lines of approach are usually followed for parameter selection: a) filter methods, which assess the parameters independently of the problem at hand and filter out the irrelevant and redundant attributes, and b) wrapper methods, which employ machine learning techniques for evaluating the derived parameter subsets based on the output criterion.
Among filter methods, correlation-and probabilistic-based evaluators are used for finding sets of parameters that have good predictive ability but are not correlated with each other, e.g. CfsSubsetEval (Hall, 1998) , and ConsistencySubsetEval (Liu and Setiono 1996) . Both forward and backward subset selection (Devijver and Kittler, 1982) are tested here as well as combinations of the two, the latter involving starting with a subset of independent parameters, and either adding or deleting parameters at each step according to the criterion of maximum increase of prediction ability.
Wrapper methods generate a list of ranked parameters by estimating, usually via CV, the ability of each independent parameter to predict the dependent (output) parameter. Each wrapper method is based on a different estimation function, e.g. the chi-squared statistic with respect to the class attribute for ChiSquaredAttributeEval, the information gain with respect to the value of the class attribute by InfoGainAttributeEval etc. (Hall et al. 2009 ) etc. The consistency-based evaluator, combined with SS, has been found to produce the optimal subset of 18 retained parameters (highlighted in Table II) , with optimality confirmed by both the Akaike and the Schwarz Information criteria. It is worth mentioning that these parameters agree to a considerable degree with the significant independent parameters discussed in section 2.3.
The final step of parameter extraction is implemented via PCA for further compressing the information contained in the 18 parameters which result from feature selection. Concerning the selection of only the first few PCA components which carry the most significant input parameter-related information, (a) a change in slope at the 11th PCA component is indicated by the scree test, while only the first nine PCA components are retained according to Kaiser's rule. Taking into account, however, (a) the tendency of the Kaiser rule to excessively "cut" PCA components, and (b) the eigenvalues of the 10th and 11th components assume values just below 1, the first 11 PCA components are retained. In order to verify this choice, all the models presented in the next section are also tested by using the first one, two, three, and so on up to the total of 11 PCA components, with the optimal results reported in each case.
AC/P Models
Four kinds of models are employed for AC/P in terms of severity:
I. Three statistical models:
-The well-known probabilistic Na Bayes Classifier (NBC) (Langley et al., 1992; Ramoni and Sebastiani, 2001) , which is elegant and simple but can -due to its assumption of independence -perform in a suboptimal manner when the input parameters are highly correlated.
-The Bayesian Belief Network (BBN) (Heckerman, 1997) , which constitutes a trainable probabilistic graphical model that improves over NBC by expressing parameters and conditional dependencies as a directed acyclic graph (DAG).
-Fisher's linear discriminant analysis (LDA) (Fisher 1936) , which determines the optimal linear combination of the input parameters such that classification accuracy is maximised.
II. Two DTs:
-C4.5(J48) (Quinlan, 1993) , where the input parametes are selected according to the maximisation of the information gain.
-CART (Breiman et al., 1984) , where the Gini impurity function (GIF) (Gini C., 1909; Gini C., 1912) is used as the selection measure of the input parameters.
III. Two ANN architectures:
-The BP ANN.
-PNNs (Specht 1998) , which are based on the Bayesian classification of categorical outputs. A single presentation of each training pattern is sufficient for training, with the created non-linear decision surface (boundary) between classes approaching the Bayes optimal for increasing sizes of the training set and an appropriate value of the smoothing parameter σ.
IV. Three MLAs:
-Bagging (also known as bootstrap aggregating, Breiman (1996) ), where the repeated sampling of the dataset according to the uniform probability distribution reduces the variance of the base classifier, thus preventing overfitting while boosting generalisation.
-Random Tree (RT), which considers a fixed number of randomly chosen parameters at each node as candidates for splitting the dataset.
-Random Forest (RF) (Breiman, 2001 ), which combines the predictions made by multiple DTs created by introducing randomness in both the training dataset and the training algorithm.
-Random committee (RC) (Hall et al. 2009 ), which constitutes a combination of RTs each derived using a different random seed.
AC/P Results -Comparisons with Existing Research
The investigation into the most accurate and efficient combination of technique and model for AC/P proceeds by employing each model presented in section 4 to the following input parameter sets: -The 42 input parameters resulting from preprocessing. This provides the measure of accuracy reached by each model when the original dataset is used.
-The set of 18 input parameters remaining after the application of feature selection. This determines whether prediction accuracy can be maintained -or even improved -when using an appropriately selected subset of the original parameters. An improvement not only supports that the removal of irrelevant and/or repeated parameters better exposes the relationship between input and output parameters, but can also be used to suggest a minimal set of parameters that needs to be collected in an accident dataset.
-The further reduced set of transformed parameters that result from PCA feature extraction of the 18 parameters used in the previous step. Each model is tested with the first one, two, three, ... up to 18 PCA components, and the prediction accuracy of each model is reported with the number of PCA components that maximise prediction accuracy; when this number equals 11, the combination of the scree test and Kaiser's rule for determining the optimal number of retained PCA components is further supported/ conformed. Table 3 . Proportion of correct AC/P per accident severity class as well as overall; over-and under-estimations (42 original input parameters).
The proportions of correctly predicted (a) fatal, serious, and light accidents, (b) accidents independent of class, and proportions of (c) underestimated and overestimated predictions overall, are employed for evaluating and comparing prediction accuracy of the various combinations of techniques (i.e. sets of parameters) and models. For the evaluation, the accuracy of predicting fatal accidents, the percentage of correct predictions overall, and the balance of over-and underestimations (otherwise the bias towards overestimations rather than underestimations) are of particular interest, as these are crucial for the accurate (or -at worst -conservative/pessimistic) prediction of accident severity. Table III illustrates the prediction results attained by the models when the 42 original parameters are used. The RC and RF DT-based ensemble models, together with the PNN, are found to be the most accurate, with prediction accuracy being around -or exceeding -95%.
The investigation into the most accurate and efficient combination of technique and model for AC/P proceeds by employing each model presented in section 4 to the following input parameter sets:
• The 42 input parameters resulting from preprocessing. This provides the measure of accuracy reached by each model when the original dataset is used.
• The set of 18 input parameters remaining after the application of feature selection. This determines whether prediction accuracy can be maintained -or even improved -when using an appropriately selected subset of the original parameters. An improvement not only supports that the removal of irrelevant and/or repeated parameters better exposes the relationship between input and output parameters, but can also be used to suggest a minimal set of parameters that needs to be collected in an accident dataset.
• The further reduced set of transformed parameters that result from PCA feature extraction of the 18 parameters used in the previous step. Each model is tested with the first one, two, three, ... up to 18 PCA components, and the prediction accuracy of each model is reported with the number of PCA components that maximise prediction accuracy; when this number equals 11, the combination of the scree test and Kaiser's rule for determining the optimal number of retained PCA components is further supported/ conformed. The proportions of correctly predicted (a) fatal, serious, and light accidents, (b) accidents independent of class, and proportions of (c) underestimated and overestimated predictions overall, are employed for evaluating and comparing prediction accuracy of the various combinations of techniques (i.e. sets of parameters) and models. For the evaluation, the accuracy of predicting fatal accidents, the percentage of correct predictions overall, and the balance of over-and underestimations (otherwise the bias towards overestimations rather than underestimations) are of particular interest, as these are crucial for the accurate (or -at worst -conservative/pessimistic) prediction of accident severity. Table III illustrates the prediction results attained by the models when the 42 original parameters are used. The RC and RF DT-based ensemble models, together with the PNN, are found to be the most accurate, with prediction accuracy being around -or exceeding -95%. These are followed by the DT-based ensemble model of bagging, the single-DT methodologies (CART and C4.5) and the BPN, thus demonstrating a general agreement with the results produced by existing research as far as the superiority of DT-and ANN-based models for AC/P is concerned. The RC and PNN models have the additional advantage of being conservative 6 , as shown by the balance between overand under-estimations. Statistical models are not found satisfactory for AC/P. Owing to the significantly larger number of light accidents in the dataset and the small number of fatal accidents, underestimations would be expected to be more abundant.
These are followed by the DT-based ensemble model of bagging, the single-DT methodologies (CART and C4.5) and the BPN, thus demonstrating a general agreement with the results produced by existing research as far as the superiority of DT-and ANN-based models for AC/P is concerned. The RC and PNN models have the additional advantage of being conservative 6 , as shown by the balance between over-and under-estimations. Statistical models are not found satisfactory for AC/P. Table IV illustrates the prediction results attained by the same models when only the 18 input parameters derived from feature selection are used. Classification accuracy improves for the PNN, which now constitutes the most accurate model for AC/P, remains unchanged for RF and falls slightly for RC, thus showing that IM in the form of parameter selection not only does not impair -but may actually improve -performance, also increasing efficiency. The same observations can be made for the bagging, CART, C4.5 and BPN models. Prediction accuracy of the BN and the NB further deteriorates, while LDA improves though not to a satisfactory level. As the accuracy of the statistical models remains well under 70%, these models are not considered further. Table 4 . Proportion of correct AC/P per accident severity class as well as overall; over-and under-estimations following feature selection (18 original parameters).
Concerning PCA information compression of the 18 input parameters, Table V illustrates prediction accuracy for the best results attained when testing each model with the first one, two, three, . . . , through to 18 PCs; the number of PCs that are found optimal for each model are shown in the second column of the Table. It is clear that 10 or 11 constitutes the optimal number of PCAs retained for all models, thus confirming the combination of the scree test and Kaiser's rule. All the models show minimal variations in prediction accuracy, with only the PNN and RFs showing an actual improvement over feature selection (i.e. whrn using the 18 selected parameters), thus confirming that an increase in both efficiency and accuracy can be implemented via PCA. The PNN remains superior in terms of both accuracy and conservative prediction, as also supported by the balance in overand under-estimations of accident severity. Table 5 . Proportion of correct AC/P per accident severity class as well as overall; over-and under-estimations following feature extraction (combination of scree test and Kaiser's rule on the selected and PCA-transformed parameters). The number of PCA components demonstrating optimal AC/P are shown in the second column of the Table. These results show that DTs, ensemble methods, and the PNN benefit from IM, combining efficiency with superior AC/P. These findings are in agreement with the results appearing in the relevant literature, especially the overall consensus that DTs are superior to other models, including BPNs. Furthermore, the good prediction capability of the PNN puts forward (for the first time) this kind of ANN as an appealing model for performing AC/P. efficiency. The same observations can be made for the bagging, CART, C4.5 and BPN models. Prediction accuracy of the BN and the NB further deteriorates, while LDA improves though not to a satisfactory level. As the accuracy of the statistical models remains well under 70%, these models are not considered further. Concerning PCA information compression of the 18 input parameters, Table V illustrates prediction accuracy for the best results attained when testing each model with the first one, two, three, …, through to 18 PCs; the number of PCs that are found optimal for each model are shown in the second column of the Table. It is clear that 10 or 11 constitutes the optimal number of PCAs retained for all models, thus confirming the combination of the scree test These results show that DTs, ensemble methods, and the PNN benefit from IM, combining efficiency with superior AC/P. These findings are in agreement with the results appearing in the relevant literature, especially the overall consensus that DTs are superior to other models, including BPNs. Furthermore, the good prediction capability of the PNN puts forward (for the first time) this kind of ANN as an appealing model for performing AC/P.
Conclusion
The combination of information mining and parametric as well as non-parametric accident classification and prediction models has been investigated for predicting traffic accident severity on the 2005 accident dataset brought together by the Republic of Cyprus Police. Despite the lack of any kind of standardisation efficiency. The same observations can be made for the bagging, CART, C4.5 and BPN models. Prediction accuracy of the BN and the NB further deteriorates, while LDA improves though not to a satisfactory level. As the accuracy of the statistical models remains well under 70%, these models are not considered further. Concerning PCA information compression of the 18 input parameters, Table V illustrates prediction accuracy for the best results attained when testing each model with the first one, two, three, …, through to 18 PCs; the number of PCs that are found optimal for each model are shown in the second column of the Table. It is clear that 10 or 11 constitutes the optimal These results show that DTs, ensemble methods, and the PNN benefit from IM, combining efficiency with superior AC/P. These findings are in agreement with the results appearing in the relevant literature, especially the overall consensus that DTs are superior to other models, including BPNs. Furthermore, the good prediction capability of the PNN puts forward (for the first time) this kind of ANN as an appealing model for performing AC/P.
The combination of information mining and parametric as well as non-parametric accident classification and prediction models has been investigated for predicting traffic accident severity on the 2005 accident dataset brought
The combination of information mining and parametric as well as non-parametric accident classification and prediction models has been investigated for predicting traffic accident severity on the 2005 accident dataset brought together by the Republic of Cyprus Police.
Despite the lack of any kind of standardisation of the accident datasets to date, the selected set of accidentrelated parameters for the accident dataset used here has been found to have many common points with the sets of independent parameters deemed as important in the relevant literature.
The application of parameter selection followed by feature extraction and the preservation of only the first few salient components (implemented by a combination of the scree test and Kaiser's rule), coupled with PNNs and RFs, has been found to cause a noteworthy (74.42%) reduction in the original accident-related information (i.e. a significant increase in computational efficiency), while still improving on accident severity prediction accuracy (97% for the PNNs, with a balanced proportion of over-and under-estimations of accident severity).
Future research will focus upon confirming the superiority of PNNs as accident severity classification/prediction models using existing datasets of the relevant literature, also putting forward a set of independent parameters that are not only salient, but also sufficient, for traffic accident severity prediction.
