Abstract. We consider the flow of a strictly convex hypersurface driven by the Gauß curvature. For the Neumann boundary value problem and for the second boundary value problem we show that such a flow exists for all times and converges eventually to a solution of the prescribed Gauß curvature equation. We also discuss oblique boundary value problems and flows for Hessian equations.
Introduction
This paper concerns -in its first part -the deformation of convex graphs over bounded, convex domains Ω ⊂ ℝ , ≥ 2, with smooth boundary ∂Ω to convex graphs with prescribed Gauß curvature and Neumann boundary condition. More precisely, let be a smooth strictly convex solution of ⎧ ⎨ ⎩˙ = Φ(log det( ) − log ( , , In the sequel we assume for simplicity 0 ∈ Ω.
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To guarantee shorttime existence for (1.1) and convergence to smooth graphs with prescribed Gauß curvature we have to assume several structure conditions. These are To guarantee smoothness up to = 0 it is necessary to assume the following compatibility conditions to be fulfilled on the boundary ∂Ω for any ≥ 0
where time derivatives of , , . . . have to be substituted inductively by using˙ = Φ and | =0 = 0 . Applying Theorem 5.3, p. 320 [12] and the implicit function theorem, we obtain smooth shorttime existence up to = 0, see also [7] .
During the flow, the smoothness of a solution guarantees that (1.7) is satisfied for any ≥ 0. So it is possible to extend a solution of the flow equation on a time interval [0, ) to [0, ] provided there are sufficient a priori estimates and then to [0, + ) for a small > 0. In this way we obtain existence for all ≥ 0 from the a priori estimates. The same procedure works also for the other boundary conditions considered in this paper.
The main theorem for Neumann boundary conditions states Theorem 1.1. Assume that Ω is a bounded, strictly convex domain in ℝ , ≥ 2, with smooth boundary. Let , : Ω × ℝ → ℝ, be smooth functions that satisfy (1.3)-(1.4). Let 0 be a smooth, convex function that satisfies the compatibility conditions (1.7). Moreover, we assume that one of the conditions (1.5) or (1.6) is fulfilled. Then a smooth solution of (1.1) exists for all ≥ 0. As → ∞, the functions | smoothly converge to a smooth limit function ∞ such that the graph of ∞ satisfies the Neumann boundary value problem 8) where is the inward pointing unit normal of ∂Ω. The rate of convergence is exponential provided (1.5) is satisfied.
When we assume condition (1.5), we obtain -by using (1.7) only for = 0 -a solution of (1.1) which is smooth only for > 0 and the rate of convergence is exponential only in time intervals [ , ∞), > 0.
In the case when condition (1.6) holds, we need only (1.7) for = 0, 1 to obtain a solution of (1.1). Here approaches 0 for → 0 only up to its fourth derivatives, where time derivatives have to be counted twice.
In both cases, all the other claims of Theorem 1.1 remain unchanged. Remark 1.2. If we consider for a smooth function Ψ : ℝ 2 → ℝ the evolution equation˙ = Ψ(log det , log ) and assume natural structure conditions, i. e. concavity of Ψ, Ψ 1 > 0 and Ψ( , ) = 0 ∀ , then we prove in Lemma C.1 that there exists Φ : ℝ → ℝ with Φ ′ > 0, Φ ′′ ≤ 0 such that Ψ has the following simpler form Ψ( , ) = Φ( − ). 
more precisely, the "vertical" velocity equals the difference of the logarithms of the actual and the prescribed Gauß curvature. Another interesting example is given by Φ( ) = 1 − − , > 0, which gives the flow equatioṅ
.
In a second part, we consider the second boundary value problem for Hessian flow equations, more precisely, we solve the initial value problem
on a maximal time interval [0, ), > 0. We assume that Ω, Ω * ⊂ ℝ , ≥ 2, are strictly convex domains, 0 : Ω → ℝ is a smooth strictly convex function, 0 (Ω) = Ω * (= 0-th compatibility condition), : Ω×ℝ×ℝ → ℝ is a smooth positive function such that > 0. is a Hessian function of the class
, for a precise definition we refer to Definition 5.1. Here we remark only, that the class of Hessian functions considered includes especially ( 2 ) = det 2 . We will show that a smooth strictly convex solution of (1.9) exists for all times, i. e. = ∞, and converges smoothly to a solution ∞ of the elliptic second boundary value problem 10) when some structure conditions are fulfilled. The asymptotic behavior of is given by 11) uniformly for ( , ) ∈ Ω×Ω * . Furthermore we will always assume that there holds either 13) where the inequality means that 0 is a subsolution. We remark that the boundary condition (Ω) = Ω * is equivalent to ℎ( ) = 0 on ∂Ω for smooth strictly convex functions , where ℎ : ℝ → ℝ is a smooth strictly concave function such that ℎ| ∂Ω * = 0 and |∇ℎ| = 1 on ∂Ω * . For the second boundary value problem the compatibility conditions read as follows 14) where derivatives of have to be replaced as above.
For the second boundary value problem, we obtain the following main theorem.
Theorem 1.4. Assume that Ω, Ω * , , 0 and are as assumed above and either (i) (1.12) or (ii) (1.13) are satisfied. Then there exists a smooth strictly convex function : Ω × (0, ∞) → ℝ of (1.9), i. e. = ∞, and converges smoothly to a solution ∞ of (1.10) as → ∞. Furthermore, is continuous up to its (i) second/(ii) fourth derivatives at = 0, where time derivatives have to be counted twice, and (i) gives exponential convergence → ∞ for ∈ [ , ∞), > 0. If (1.14) is fulfilled for all ∈ ℕ, then is smooth in [0, ) and (i) gives exponential convergence to ∞ in [0, ∞).
This result extends to Hessian quotient equations as follows. Theorem 1.5. Theorem 1.4 holds also for = , , 1 ≤ ≤ − 1, when happens to be independent of the gradient of , where , ( 2 ) is the quotient of the -th and the -th elementary symmetric polynomial of the eigenvalues of 2 . Notation 1.6. Indices denote partial derivatives or vector components and are lifted and lowered with respect to except for ( ) that denotes the inverse of ( ). Indices and denote partial derivatives with respect to the argument used for the function and for its gradient, respectively, dots refer to time derivatives. We use the Einstein summation convention and sum over repeated Latin indices from 1 to . For a vector we use ≡ with obvious generalizations to other quantities. We use to denote a positive and already estimated constant. Its value may change from line to line if necessary. We point out that the inequalities remain valid when is enlarged. A function : Ω × [0, ) is called (strictly) convex, if (⋅, ) is (strictly) convex for every time ∈ [0, ). Finally, we usê = log to denote the logarithm of a function .
We briefly discuss the relation of our result with the existing literature. In [6] smooth, compact, strictly convex and rotationally symmetric hypersurfaces in ℝ 3 have been deformed by its Gauß curvature to round points. The Gauß curvature flow = − for smooth embeddings of hyperspheres in ℝ +1 has been the subject in [1] . For the -th root of this flow has been considered in [4] . In [3, 8] the authors use flow equations to prove existence theorems for closed hypersurfaces of prescribed curvature. For Gauß curvature flows convexity is an essential assumption because then the flow becomes strictly parabolic. In addition the degenerate Gauß curvature flow with flat sides has been investigated in [5] . There are also several papers about curvature flows with Dirichlet boundary condition, we only mention [11] . The elliptic version of our flow equations (1.1), (1.9) has been explored in [14, 17, 18, 19] by using the continuity method, see also [16] for a related problem. Some of the techniques used there will be applied in our paper as well.
The organization of our paper is as follows: In the first part, we study flow equations subject to prescribed Neumann boundary values. In section 2 we prove uniform estimates for |˙ |. This will be used in section 3 to derive 0 -estimates. 1 -estimates then follow from [14] . As a consequence we will obtain a uniform positive lower bound for det . In section 4 we derive 2 -estimates and in section 10 we mention how to obtain Hölder regularity for the second derivatives of and prove Theorem 1.1. In a second part we consider the second boundary value problem. In section 5 we introduce Hessian functions and a dual problem, next, we prove the strict obliqueness of our boundary condition. After the estimates for˙ and in section 7, we give a quantitative version of our obliqueness result. In section 9 we establish 2 -estimates and in section 10 we prove Theorem 1.4. As far as the second boundary value problem is concerned, we will use methods of [17, 19] without mentioning this explicitly there. In the appendix we state generalizations to oblique boundary value problems for Hessian equations and indicate how to obtain the result for Hessian quotient equations. We remark that our results are parabolic versions of [14, 17, 18] , so our results can be considered as alternative existence proofs using parabolic methods. This paper has been finished as the second author visited the program "Nonlinear Partial Differential Equations" of the Isaac Newton Institute for Mathematical Sciences, Cambridge in 2001. He wants to thank the organizers for their invitation to this wonderful and very stimulating location. Both authors thank Claus Gerhardt for useful suggestions and discussions. In addition, the authors are indebted to Jürgen Jost for his support at the Max Planck Institute for Mathematics in the Sciences where part of this paper has been written.
2.˙ -estimates
For a constant we define the function := (˙ )
2 .
An easy computation shows that (1.1) implies the following evolution equation for
Lemma 2.1. As long as a smooth convex solution of (1.1) exists we obtain the estimate
Proof. If (˙ ) 2 admits a positive local maximum in ∈ ∂Ω, then we differentiate the Neumann boundary condition and obtain from (1.3)
which contradicts the maximality of (˙ ) 2 at . Now we choose = 0 in (2.1) and get
So we obtain from (1.2) and (1.4) that a positive increasing local maximum of (˙ ) 2 on Ω×[0, 0 ] cannot occur at an interior point of Ω for any time 0 < 0 < . □ Corollary 2.2. As long as a smooth convex solution of (1.1) exists we get a positive lower bound for Φ ′ ,
Proof. This follows immediately as Lemma 2.1, Φ(0) = 0 and the strict monotonicity of Φ give a bound for the argument of Φ. □ Lemma 2.3. As long as a smooth convex solution of (1.1) exists we obtain the estimate min { min
Proof. This statement follows from Corollary 2.2 and a proof similar to the proof of Lemma 2.1. □ Lemma 2.4. A solution of our flow (1.1) satisfies˙ > 0 or equivalently
Proof. Differentiating the flow equation yields
We fix 0 > 0 and a constant > 0 such that
From (2.3) and the strong parabolic maximum principle we see that˙ has to vanish identically if it vanishes in (
but this is impossible in view of the Hopf lemma applied to (2.3) because > Φ ′ˆ . □ Remark 2.5. The constant in the previous proof depends on 0 . It can be chosen independent of 0 , if Φ ′ˆ is uniformly bounded above and this is true, if is bounded in 1 .
3. 0 -and 1 -estimates Remark 3.1. The strict convexity of and the fact that (⋅, ) → ∞ uniformly as → ∞ imply that is uniformly a priori bounded from above as = ( , ) on ∂Ω.
Lemma 3.2. Under the assumptions of Lemma 2.3 we have the following lower bound for
Proof. This easily follows from Lemma 2.3
For a smooth and convex solution of the flow equation (1.1), the gradient of remains bounded during the evolution.
Proof. This follows from the 0 -estimates obtained so far and Theorem 2.2 in [14] . □ Remark 3.4. As long as a smooth solution of our flow equation (1.1) exists and log det remains bounded, remains strictly convex provided 0 is strictly convex. The quantity log det , however, stays bounded as both the argument of Φ (see Lemma 2.1, Corollary 2.2) and log are estimated. Finally, log remains bounded as | | 1 is a priori bounded.
2 -estimates

Preliminary results.
We use for the inner unit normal of ∂Ω and for a direction tangential to ∂Ω.
Lemma 4.1 (Mixed 2 -estimates at the boundary). Let be a solution of our flow equation (1.1). Then the absolute value of remains a priori bounded on ∂Ω during the evolution.
Proof. We represent ∂Ω locally as graph over its tangent plane at a fixed point 0 ∈ ∂Ω such that locally Ω = {( ,ˆ ) :
> (ˆ )}. We differentiate the Neumann boundary condition
with respect toˆ , 1 ≤ ≤ − 1,
and obtain at 0 ≡ (ˆ 0 , (ˆ 0 )) ∈ ∂Ω a bound for in view of the 1 -estimates and (ˆ 0 ) = 0. Multiplying with gives the result. We remark that it is only possible to multiply the equation with a tangential vector as the differentiation with respect toˆ and so also correspond to tangential directions. □ Proof. We use methods known from the Dirichlet problem [15] , where more details can be found and assume the same geometric situation as in the proof of Lemma 4.1 with 0 ∈ ∂Ω. From (1.1) we obtaiṅ
and define therefore
where we evaluate the terms by using the function . From the definition of it is easy to see that for appropriate extensions of and
where -here and in the following -is an a priori bounded positive constant that may change its value as necessary. We define Ω := Ω ∩ ( 0 ) for > 0 sufficiently small and set
for ≫ 1 sufficiently large where denotes the distance from ∂Ω. We will show that ≥ 3 Φ ′ tr for a small constant > 0 (depending only on a positive lower bound for the principal curvatures of ∂Ω) in Ω .
We use the strict convexity of ∂Ω, ≈ , | | ≤ tr , 1 ≤ , ≤ , and the inequality for arithmetic and geometric means
As det is a priori bounded from below by a positive constant in view of
we may choose so large that the first term in (4.1) is greater than + 1.
and furthermore ≥ 0 on ∂Ω if we choose smaller if necessary.
For constants , > 0 consider the function
We fix ≫ 1, get Θ ≥ 0 on ∂Ω , and deduce for ≫ that Θ ≥ 0 as tr is bounded from below by a positive constant. The maximum principle yields Θ ≥ 0 in Ω . As Θ( 0 ) = 0 we have Θ ( 0 ) ≥ 0 which in turn gives immediately | | ≤ . □ Remark 4.3. From Section 3 and the uniform estimates for˙ we get for a fixed positive constant 0 min {det , } ≥ 0 > 0.
According to [14] we obtain unique convex solutions ∈ 2 ( Ω ) for 0 ≤ ≤ 1 of the boundary value problem
where we dropped the index as is fixed now. Proof. The function satisfies the elliptic differential inequality
and the parabolic differential inequality
as is independent of , so˙ = 0. Furthermore we have the following elliptic differential inequality
We combine the elliptic differential inequalities and obtain by the mean value theorem with a positive definite matrix and a positive function
thus we obtain = 0 ≤ for = 0 in view of the elliptic maximum principle. From the parabolic differential inequalities we get
so the parabolic maximum principle gives ≤ for all ≥ 0. □ Corollary 4.5. For as constructed above there exists a positive constant
Proof. As ≤ we deduce from the Neumann boundary condition
as Ω is strictly convex and 0 ∈ Ω. □ 4.2. Interior estimates. To establish a priori 2 -estimates everywhere, we proceed as in [14] . For the reader's convenience, however, we repeat the argument given there modified for the parabolic case. We may take slightly smaller than the maximal time interval for which a solution exists. We define for ( , , )
and is a smooth extension of the inner unit normal to ∂Ω that vanishes outside a tubular neighborhood of ∂Ω; and depend only on and . Remark 4.7. More precisely we assume for the maximum of besides its positivity ≤ Φ ′ 2 tr , see (4.7), and furthermore (4.10), (4.11) , where is determined just above (4.13) and is determined directly below (4.13). This gives a possibility to calculate an upper bound of 2 in view of the above a priori estimates, if the maximum of is attained in Ω × −1 × (0, ].
Proof of Lemma 4.6. We assume that attains its maximum in the point ( 0 , 0 , 0 ) ∈ Ω × −1 × (0, ] (but later on we write again for simplicity) and is positive in a neighborhood of 0 , so we calculate there
We differentiate the flow equation twicė
where we have used the concavity of Φ. ⋅ indicates that the chain rule has not yet been applied to the respective terms.
As | | is bounded on ∂Ω we may fix such that
where we use 0 as introduced in Corollary 4.5.
Now we restrict our attention to the point where the maximum is attained. We have there = 0, ≤ 0,˙ ≥ 0 and Φ ′ > 0, so we get
with > 0 as in Remark 4.3. We remark that also depends of Φ ′ . From (4.2) and (4.3) we geṫ
We assume now that is large in its maximum, more precisely ≤ Φ ′ 2 tr , combine (4.5) and (4.6) and take (4.2) into account
We consider the quantity separately and use Young's inequality for 0 < < 1 to be fixed later
On the other hand we get in view of = 0
where depends on the constant fixed above.
We assume that and the greatest eigenvalue of at 0 , , are nearly as large as , more precisely 10) and for later use
so we get for 0 < ≪ 1 in view of (4.8) and (4.9)
We calculate for − ˆ − 2 ˆ in view of = 0
where it is important to notice that the 2 ˆ -terms cancel. We plug this estimate and (4.12) in (4.7)
The sum of the first two terms is known to be nonpositive, see e. g. [14] . We choose = 1 2 , so we obtain
If we fix sufficiently large, it is easy to see that
2
( 0 , 0 ) has to be a priori bounded by a constant. □
4.3.
Remaining boundary estimates. The proof of the tangential 2 -estimates at the boundary can be carried out as in [14] . There, however, the authors only mention that this estimate can be obtained similar as at the beginning of Section 3 there. So we repeat the argument for readers not familiar with [14] .
Before stating the lemma we wish to point out that it is in general not true that 0 is a direction tangential to ∂Ω when attains its maximum at Proof. In view of Lemma 4.2 and Lemma 4.6 we may assume without loss of generality that attains its maximum at a point ( , , ) ∈ ∂Ω × −1 × (0, ) with ∕ = and distinguish two cases. so we obtain
as ∂Ω is strictly convex. On the other hand the maximality of at gives 0
and furthermore using (4.4) and Corollary 4.5 0 ≥ − , so we obtain in view of (4.14) and ≥ > 0 the desired estimate ≤ .
(ii) non-tangential: If is neither tangential nor normal we need the tricky choice of in [14] . We find 0 < < 1 and a tangential direction such that
We rewrite as
in view of the differentiated Neumann boundary condition, so we see that
and obtain in view of the maximality of and the fact that − log is independent of and ( , ) = , ( , ) = ( , ) ≤ ( , ),
Therefore ( , ) ≤ ( , ) gives the upper bound ≤ proving the statement. □
In the following sections we consider the second boundary value problem. In section 10 we will come back to Neumann boundary conditions. Sections 5 to 9 will not be used for the proof of Theorem 1.1.
Legendre transformation and Hessian functions
We introduce some classes of Hessian functions similar to [8, 15] . A slightly different class of Hessian functions is considered in [17] .
Let Γ + ⊂ ℝ be the open positive cone and
then, can also be viewed as a function defined on the space of symmetric, positive definite matrices + ( ), for, let ( ) ∈ + ( ) with eigenvalues , 1 ≤ ≤ , then define on + ( ) by ( ) = ( ).
We have
then we get in an appropriate coordinate system
and is diagonal, if is diagonal. We define furthermore
Definition 5.1. A Hessian function is said to be of the class ( ), if
is positive homogeneous of degree 0 > 0,
3)
where (˜ ) denotes the inverse of ( ), or, equivalently, if we setˆ = log ,
where is evaluated at ( ).
If satisfies
where the index is lifted by means of the KroneckerDelta, then we indicate this by using an additional star, ∈ ( ★ ).
The class of Hessian functions
which fulfill, instead of the homogeneity condition, the following weaker assumption
is denoted by an additional tilde,
A Hessian function which satisfies for any > 0 ( , . . . , , ) → +∞, as → +∞, or equivalently
(1, . . . , 1, ) → +∞, as → +∞, in the homogeneous case, a condition similar to an assumption in [2] , is said to be of the class ( ).
Example 5.2. We mention examples of Hessian functions of the class
as given in [8, 15] .
Let be the -th elementary symmetric polynomials, The functions , belong to the class ( ) for 1 ≤ ≤ − 1 and belongs to the class ( ★ ).
Furthermore, see [8] ,
belongs to the class (˜ ★ ) provided ( ) ∈ (˜ ), and we may even allow
An additional construction gives inhomogeneous examples [15] . Let be as in (5.6), ∈ ∞ (ℝ ≥0 ) and > 0 such that for the a priori estimates of the second derivatives of at the boundary are stated in the following lemmata.
then the following three conditions are equivalent
Proof. We refer to [15] . □ For the dual functions we have a similar lemma.
and 0 < 1 ≤ ≤ . Then the following three conditions are equivalent
Proof. We have 1 ≥ . . . ≥ > 0, see [9, 17] , so we get in view of the definition of * * ( 1 , . . . , ) ≥ 
Proof. See [17] . □ Instead of Lemma 5.4 we get the following weaker result for * , − .
Lemma 5.6. Let = ( , − ) * = , 1 ≤ ≤ − 1, and assume 0 < 1 ≤ ≤ and
Moreover, at least one of the following conditions is fulfilled
Proof. The first inequality and the case = 1 are obviously true. If 0
□ By direct calculations we obtain the following Lemma 5.7. If is a strictly convex 2 -solution of (1.9), then the Legendre transform of ,
satisfies the evolution equation
where * 0 is defined similarly as * ,
, and * ( , * , * ) := 1 ( * , * − * , ) and the time derivative of * is taken with fixed.
Strict obliqueness
Lemma 6.1. As long as a solution as in Theorem 1.4 exists, our boundary condition is strictly oblique, i. e.
where and * denote the inner unit normals of Ω and Ω * , respectively.
Proof. To prove (6.1) we use
As ℎ( ) is positive in Ω and vanishes on ∂Ω, we get on ∂Ω for orthogonal to
2) Thus we see from
that the quantity whose positivity we wish to show is at least nonnegative.
We compute in view of (6.2) and (6.3) on ∂Ω
so we deduce the positivity of the quantity considered. □
7.˙ -and 0 -estimates
Remark 7.1 (˙ -estimates). The results of section 2 hold also for the flow (1.9), as in both cases, the flow equation is parabolic and the boundary condition is strictly oblique.
If condition (1.12) is fulfilled, uniform 0 -a priori estimates follow immediately by integrating the estimate in Lemma 2.3, see also Lemma (3.2). In the case of condition (1.13), the positivity of˙ , Lemma 2.4, gives a lower bound for . So it remains to establish an upper bound for in the casė ≥ 0. Proof. The concavity ofˆ (⋅) gives the estimatê
For 0 < 1 < 2 we integrate the flow equation and estimate in view of the inequality above, the divergence theorem and | | ≤ ( (Ω) = Ω * )
The boundedness of and the convexity of Ω yield the estimate
So we obtain from (7.1) for any
Now we fix > 0 and assume that ( 0 , ) = max
We choose ∈ (0, ) maximal such that ( 0 , ) = 2 . From the monotonicity of and (7.3) we get the estimate
and after rearranging
For → ∞ the left-hand side of this inequality remains positive, whereas the right-hand side tends to −∞ in view of (1.11), so is a priori bounded proving the lemma. □ Corollary 7.3. During the evolution,ˆ ( 2 ) is a priori bounded from above and from below.
Proof. This follows from | | ≤ and from the flow equation. □
Strict obliqueness estimates
The following lemma establishes a uniform lower bound for the quantity whose positivity we proved in Lemma 6.1.
Lemma 8.1. During the evolution (1.9), we have the strict obliqueness estimate
where and * denote the inner unit normals of Ω and Ω * , respectively. The positive lower bound is independent of .
Proof. We assume that a solution of our flow equation exists for a time interval (0, ] and prove an estimate for ℎ during this time interval which is independent of . To establish a positive lower bound, we choose ( 0 , 0 ) ∈ ∂Ω×[0, ] such that ℎ is minimal there. As we have a positive lower bound for ℎ on ∂Ω × {0}, we may assume that 0 > 0. Further on, we may assume that ( 0 ) = and extend smoothly to a tubular neighborhood of ∂Ω such that in the matrix sense
there for a positive constant 1 . For a positive constant to be chosen we define = ℎ + ℎ( ). The function | ∂Ω×(0, ] attains its minimum over ∂Ω × (0, ] in ( 0 , 0 ), so we deduce there
We assume for a moment that there holds 5) show that this estimate yields a positive lower bound for ℎ ℎ and prove (8.5) afterwards. Then the lemma follows from the calculations in the proof of Lemma 6.1 and from a positive lower bound for .
We rewrite (8.5) as
Multiplying this with ℎ and adding (8.3) multiplied with ℎ we obtain at ( 0 , 0 ) ℎ ℎ ≥ − ( )ℎ − ℎ ℎ − ℎ ℎ . Using (6.2), the concavity of ℎ and (8.2), we obtain at 0 ℎ ℎ ≥ − ( )ℎ + 1 as |∇ℎ| = 1 on ∂Ω * . We may assume that the right-hand side of the inequality above is positive as otherwise ℎ = ℎ is bounded from below. Thus we deduce a positive lower bound for ℎ ℎ .
We now sketch the proof of (8.5). There is another slightly shorter proof of this inequality obtained by constructing a barrier in a tubular neighborhood of ∂Ω avoiding the term | − 0 | 2 below, but we prefer the following proof as it uses only local properties of the involved quantities. As for a similar proof with more details we refer to Lemma 4.2. Direct calculations using (1.9) give
for sufficiently large and
As Ω is strictly convex, there exist ≫ 1 and > 0 such that for := − 2 , where = dist (⋅, ∂Ω), we have near ∂Ω in view of Lemma 5.3
We consider only in Ω := Ω ∩ ( 0 ), where > 0 is chosen so small that is smooth and nonnegative there and the above inequality holds. As is bounded and attains its minimum over ∂Ω × [0, ] in ( 0 , 0 ) we find ≫ ≫ 1 such that the function
. Thus the maximum principle gives
Similar to the argument above we extend * smoothly to a tubular neighborhood of ∂Ω * such that * ≤ − 1 in the matrix sense and take ℎ * as a smooth strictly concave function such that {ℎ * = 0} = ∂Ω and | ℎ * | = 1 on ∂Ω. We define
and a linear operator by * := −˙ +ˆ * −ˆ * .
As before we obtain that * | ∂Ω×[0, ] is positive. We fix > 0 and assume that * | ∂Ω×[0, ] attains its minimum in ( 0 , 0 ). As we wish to establish a positive lower bound for * we may assume that 0 > 0. By calculations as above -using Lemma 5.4 -we obtain in ( 0 , 0 ) an inequality of the form
Since ℎ * * = ⟨ * , ⟩, we may assume again that this quantity is small. The second term on the right-hand side is bounded below by a positive constant in view of the convexity of Ω * and | ℎ * | = 1 on ∂Ω * , so we deduce * ℎ * ℎ * ≥ 1 > 0. Using * = and ℎ * = we obtain a positive lower bound for completing the strict obliqueness estimate. □
2 -estimates
For convenience we use the notation ℎ ( ) = . We state the following estimates on ∂Ω obtained by differentiating the boundary condition
where and denote a tangential vector and the inner unit normal, respectively, see also (6.2). The estimates in this section are valid for any > 0 if is not fixed explicitly. Thus multiplying a term of the form ( ) + ⋅ with a constant yields again a term of the form ( ) + ⋅ . We obtain the following In view of = 0 on ∂Ω and the strict obliqueness estimate or by using the maximum principle as above for instead of , the claimed inequality follows. □
As to the interior second derivative estimates we recall from [10] 
Proof. Similar computations as in [10] in the elliptic case -under the assumption that
attains its maximum in Ω × (0, ] × −1 for sufficiently large -give the above bound. We remark, that we used
and not only ∈ (˜ ) ∩ ( ). □
Up to now we control (= 0), and we have an interior estimate for the second derivatives of . In the following lemma we bound double tangential derivatives at the boundary. This completes the 2 -a priori estimates. where 0 ∈ ∂Ω, 0 ∈ (0, ] and furthermore that = is the inner unit normal at 0 ∈ ∂Ω. At a boundary point we decompose any direction , i. e. a vector ∈ ℝ such that | | = 1,
and obtain the estimate
We set := ( 1 ) and obtain on ∂Ω in view of the estimates (9.1), (9.2), (9.4) and (9.5) above
Before we proceed, we establish an estimate for the quantity introduced in Lemma 9.1. Lemma 9.2 gives ≤ + sup 6) where the supremum also includes non-tangential directions. For a direction we obtain in view of = 0 on ∂Ω, (9.4) and (9.2)
Combining this inequality for > 0 small enough with (9.6) we get
We dropped as it was fixed sufficiently small to get this inequality and will be fixed differently later-on.
We may assume in view of (9.7) for the rest of the proof that 11 ( 0 , 0 ) ≥ 1 and for
⟩ we obtain -by using (9.7) -the estimate
where ′ ≡ ( 1 , . . . , −1 ), and we get furthermore ≤ ( ) everywhere on ∂Ω. We consider 2
as a known function depending on ( , ), use the flow equation, and obtain in Ω by direct calculation
Thus the maximum principle gives with a barrier function as constructed above
Differentiating the boundary condition twice in the direction 1 we obtain at ( 0 , 0 ) ℎ 1 1 + 11 + 11 = 0, where is a function such that locally ∂Ω is represented as graph over its tangent plane at 0 . Combining this equality with (9.8) and (9.3), we obtain in the non-trivial case 11 ( 0 , 0 ) ≥ (∂Ω) which we will assume in the following
Inequality (9.7) and the uniform concavity of ℎ yield
We now fix > 0 sufficiently small and get a bound for 11 ( 0 , 0 ). □
Proof of the main theorems
We return to the case of a Neumann boundary value problem.
From the uniform 2 -estimates for and the uniform 0 -estimates for˙ = Φ we obtain that remains uniformly convex and we conclude that the flow operator is uniformly parabolic and concave. So we can apply the results of chapter 14 in [13] to obtain uniform 2, -estimates for , with a small positive constant . Then standard Schauder estimates [12] imply uniform bounds in , for all ≥ 0. It follows that a smooth solution of (1.1) exists for all ≥ 0. We then need the following Lemma 
Moreover, ( , ⋅) → ∞ smoothly. If (1.5) holds, then the convergence is exponentially fast in any -norm, ≥ 0.
Proof. First, we assume that (1.6) is fulfilled. We may assume˙ (0, ⋅) ∕ ≡ 0 and proceed as in [8] . Integrating the flow equation gives
The left-hand side is uniformly bounded in view of the 0 -estimates. As log det −ˆ is non-negative we find = ( ) → ∞ such that
On the other hand, ( , ⋅) is monotone, so lim and a smooth vectorfield on ∂Ω that is 1 -close to the inner unit normal as described in [18] . Then the initial value problem for the parabolic boundary value problem {˙ = log ( 2 ) − log ( , , ) in Ω, = ( , ) on ∂Ω has a unique smooth strictly convex solution and converges smoothly to a solution of the Neumann boundary value problem
if we start with a smooth strictly convex subsolution 0 = | =0 , i. e.
and assume compatibility conditions for = 0 as in our main theorem.
Proof. We sketch the proof which can be obtained by combining the proofs of [18] and of the corresponding Neumann boundary value problem above. The 0 -estimates follow from the maximum principle, 1 -estimates are stated in [14] . The crucial proof of the 2 -estimates is obtained as a combination of the proof above and the proof of [18] , where the inequality for geometric and arithmetic means has to be avoided as in [15] . Instead we use Lemma 5.3. Higher regularity follows by standard theory and the considerations above give smooth convergence to a solution of the oblique boundary value problem for Hessian equations. Again it is possible to modify the flow equation by introducing Φ as above.
It is also possible to obtain the existence proof for the elliptic oblique boundary value problem stated in Theorem A.1 by elliptic methods ( [18] ) as well as for = by modifying the proof of [14] .
A.2. Nonconvex domains. If Ω fails to be convex, then all the steps above work perfectly -provided ≥ (∂Ω) > 0 is sufficiently large -besides the a priori estimates for that seem to be out of reach at the moment.
Proof. The monotonicity of Ψ implies that Ψ > 0 in { > }, so the concavity of Ψ| { − = } , > 0, gives that Ψ| { − = } is constant. We fix > 0 and consider {( , ) : Ψ( , ) = − }. Our claim follows immediately if we show that {Ψ = − } is a straight line. We consider only the case Ψ 1 > 0. As Ψ| { ≥ } is constant along { − = } we see that Ψ 1 ( , ) =: > 0 is independent of . Due to the concavity of Ψ we get thus Ψ( − , ) ≤ Ψ( , ) − Ψ 1 ( , ) = − ∀ and deduce that there exists > 0 such that {Ψ = − } ⊂ {− < − < 0}.
Using again the concavity of Ψ we see that {Ψ = − } is a convex curve that can be represented as a graph over { = 0} due to Ψ 1 > 0. Such a curve in a strip as mentioned above, however, has to be a straight line. for > 1, so we deduce + = − ⋅ ( − +1 ).
As 1 ≥ ≥ 0, we see that = 1 for all . □
