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Abstract
Let V be a linear subspace of real matrices such that each matrix A ∈V is similar to
a symmetric matrix. It is shown that the maximal dimension of V is n(n + 1)/2; and if the
dimension ofV is maximal, it is proven that the linear spaceV is simultaneously symmetr-
izable; i.e., there exists a real invertible matrix such that P−1AP is symmetric for all A ∈V.
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1. Introduction
Collections of matrices with a given structure or properties have been studied by
many authors. Many references can be found in the Radjavi and Rosenthal’s book
[3] and in [2] for Lie algebras.
As far as we know, spaces of matrices that are similar to symmetric matrices have
not been studied yet. We can make a problem challenging by restricting only to real
matrices, because every n × n matrix is similar to symmetric (complex) matrix [1].
Therefore, only real matrices will be considered through this paper. The set of all
symmetric real n × n matrices will be denoted bySn.
It is known that a matrix A is similar to a real symmetric matrix if and only if A
is diagonalisable.
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The main result of the paper is:
Theorem 1. LetV denote a real linear subspace of n × n matrices such that each
matrix fromV is similar to a real symmetric matrix. The maximal dimension of the
linear spaceV is n(n + 1)/2. If the dimension of the subspaceV is maximal then
there exists an invertible real matrix P such that
P−1VP = {P−1AP ;A ∈V} =Sn,
i.e., the spaceV is simultaneously symmetrizable.
We shall use two lemmas.
Lemma 2. A 3 × 3 matrix
A =
[ 1 1 1
1 1 α
1 1 α+12
]
(1)
is similar to a real symmetric matrix if and only if α = 1.
Proof. The characteristic polynomial of the matrix A is
p(λ) = −λ2
(
λ − 5 + α
2
)
.
The eigenvalue 0 has the algebraic multiplicity at least 2, but the rank of the matrix
A is 2 unless α = 1 when the rank is 1. 
Lemma 3. Let A1, A2, . . . , Ak be linearly independent n × n real matrices. Then
for arbitrarily chosen k − 1 entries in an n × n matrix there exists a nonzero linear
combination of the matrices A1, A2, . . . , Ak that has zeroes on the chosen entries.
Proof. The matrices with zeroes on the chosen k − 1 entries form an n2 − k + 1
dimensional subspace in the space of all n × n matrices. The subspace spanned by
A1, A2, . . . , Ak is of dimension k. Since the dimension of these two subspaces add
up to more than n2, they must intersect nontrivially. 
Proof of Theorem 1. The space of all real symmetric matrices has a dimension
n(n + 1)/2. If the dimension ofV is greater than n(n + 1)/2 then we have a set of
n(n + 1)/2 + 1 linearly independent matrices inV. By Lemma 3 there is a nonzero
matrix N of the form
N =


0 ∗ · · · ∗
0 0 · · · ∗
...
.
.
.
...
· · · 0


inV. This is a contradiction since N is not similar to a real symmetric matrix.
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Now let us prove that there is a rank 1 matrix of the form
R =


0 0 · · · r1
0 0 · · · r2
...
...
0 0 . . . 1

 (2)
in the linear spaceV. Since the dimension of the spaceV is n(n + 1)/2, Lemma 3
tells us that a nonzero matrix of the form


0 a12 . . . a1n
0 0 . . . a2n
...
...
0 0 · · · ann

 (3)
is inV. Because the matrix is similar to a real symmetric matrix, entries aik , where
i = 1, 2, . . . , n − 1 and k = i + 1, i + 2, . . . , n − 1 must be zero. If ann = 0 the
matrix is similar to a real symmetric only if it is a zero matrix, therefore ann /= 0.
Since V is a vector space we can assume that ann = 1. The following similarity
transformation is given by a real matrix, therefore we can assume that the matrix
D1 ∈V from the beginning.
D1 =


1 0 · · · 0
0 0 · · · 0
...
...
.
.
.
...
0 0 · · · 0


=


r1 · · · 0 1
r2 · · · 1 0
... 0
1 0


−1

0 · · · r1
0 r2
...
...
0 · · · 1




r1 · · · 0 1
r2 · · · 1 0
... 0
1 0

 . (4)
Denote by Di, i = 1, 2, . . . , n the matrix with 1 in the (i, i) entry elsewhere 0.
Further, let us suppose that we have already proved that D1,D2, . . . , Dk, k < n, are
inV (after similarity transformation given by a real invertible matrix). If k = n − 1,
Dn ∈V because it can be written as Dn = I − D1 − D2 − · · · − Dn−1. (Since the
dimension ofV is maximal I ∈V.)
If n = 2 we have already proved that D2 ∈V.
Let n > 2 and k < n − 1. By Lemma 3 there is a nonzero matrix R of the form (2)
inV. Since we are considering a linear space, matrices R + Di , i = 1, . . . , k are in
V. If any of ri /= 0, i = 1, . . . , k, we are in a contradiction with the diagonalizability.
Thus ri = 0 for i = 1, . . . , k.
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Denote by
Pk+1 =


1 0
· ·
1 0
rk+1 0 · 1
· · ·
rn−1 1
1


.
Since
Dk+1 = P−1k+1


0 0 0
· ·
0 0
0 rk+1
· ·
0 rn−1
0 0 1


Pk+1
and
Di = P−1k+1DiPk+1, i = 1, 2, . . . , k
we have proved that there exists a real matrix PD such that
Di ∈ P−1D VPD, i = 1, 2, . . . , n.
We can assume that Di, i = 1, 2, . . . , n are in the spaceV from the beginning.
In the following step we will prove that for all j = 1, 2, . . . , n − 1; k = j +
1, . . . , n; and some αjk, βkj ∈ R, αjk > 0, βkj > 0 the matrices that have αjk in
(j, k) entry, βkj in (k, j) entry, and elsewhere 0 are inV.
By Lemma 3 the following nonzero matrix is in V for some choice of all the
constants.
Tjk =


0 0 · · · 0 a1 0 0 · · · 0 b1 0 0 · · · 0
∗ 0 · · · 0 a2 0 0 · · · 0 b2 0 0 · · · 0
...
.
.
.
.
.
.
...
...
...
...
.
.
.
...
...
...
...
.
.
.
...
∗ · · · ∗ 0 aj−1 0 0 · · · 0 bj−1 0 0 · · · 0
0 0 · · · 0 0 0 0 · · · 0 αjk 0 0 · · · 0
∗ ∗ · · · ∗ aj 0 0 · · · 0 bj 0 0 · · · 0
∗ ∗ · · · ∗ aj+1 ∗ 0 · · · 0 bj+1 0 0 · · · 0
...
...
.
.
.
...
...
...
.
.
.
.
.
.
...
...
...
...
.
.
.
...
∗ ∗ · · · ∗ ak−2 ∗ · · · ∗ 0 bk−2 0 0 · · · 0
0 0 · · · 0 βkj 0 0 · · · 0 0 0 0 · · · 0
∗ ∗ · · · ∗ ak−1 ∗ ∗ · · · ∗ bk−1 0 0 · · · 0
∗ ∗ · · · ∗ ak ∗ ∗ · · · ∗ bk ∗ 0 · · · 0
...
...
.
.
.
...
...
...
...
.
.
.
...
...
...
.
.
.
.
.
.
...
∗ ∗ · · · ∗ an−2 ∗ ∗ · · · ∗ bn−2 ∗ · · · ∗ 0


(5)
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The characteristic polynomial of the matrix Tjk is p(λ) = (−λ)n−2[λ2 − αjkβkj ].
Eigenvalues are real if and only if αjkβkj  0. If αjk or βkj equal 0, the algebraic
multiplicity of an eigenvalue 0 is n, and the matrix have to be zero matrix to be
similar to a real symmetric one. Therefore
αjkβkj > 0.
Now the algebraic multiplicity of the eigenvalue 0 is n − 2. So, the rank of the matrix
Tjk has to be 2. Since the range of T tjk (transpose) includes ej and ek (the j th and
kth standard basis vectors), the rank of the matrix Tjk is 2 if and only if all entries
denoted by ∗’s are 0. Therefore only j th and kth columns are nonzero.
Fix k and j and let us show that all elements of the matrix Tjk with the exception
of αjk and βkj are 0. Since V is a linear space, following matrices are elements
ofV:
Rjk = Tjk + αjkDj + βkjDk, and Sjk = Tjk − αjkDj − βjkDk.
The characteristic polynomial of the matrix Rjk is p(λ) = (−λ)n−1(αjk + βkj − λ),
and of the matrix Sjk is p(λ) = (−λ)n−1(−αjk − βkj − λ). In both cases the rank of
the matrices has to be 1. It follows that ai = −bi and ai = bi i = 1, 2, . . . , n − 2.
Thus
ai = bi = 0, i = 1, 2, . . . , n − 2.
Multiplying all the matrices from V from the right with the diagonal matrix with
diagonal
1,
β21√
α12β21
,
β31√
α13β31
, . . . ,
βn1√
α1nβn1
,
and from the left with its inverse does not change the matrices Di, i = 1, 2, . . . , n;
the matrices T1k, k = 2, . . . , n change to symmetric matrices; and the form of the
matrices Tjk , j = 2, . . . , n − 1, k = j + 1, . . . , n remains the same.
Denoting by Sjk the matrices with 1 in (j, k) and in (k, j) entries and zeroes
elsewhere we have proved that S1,k ∈V, k = 2, 3, . . . , n.
In the last step we will prove that also the matrices Tjk , j = 2, . . . , n − 1, k =
j + 1, . . . , n are symmetric. Since we deal with linear space we can consider that
the (k, j) entry of the matrix Tjk is 1 and (j, k) entry is a positive number tjk; also
the matrix
Ujk = Tjk + S1j + S1k + D1 + Dj + tjk + 12 Dk ∈V.
The matrix Ujk looks like:
Ujk =


1 · · · 1 · · · 1 · · ·
...
...
...
1 · · · 1 · · · tjk · · ·
...
...
...
1 · · · 1 · · · tjk+12 · · ·
...
...
...


,
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where all other elements are zero. By Lemma 2 (since we want the matrix Ujk to
be similar to a real symmetric matrix) tjk = 1. Therefore, the matrices Tjk, j =
2, . . . , n − 1; k = j + 1, . . . , n are symmetric.
For n  3 we have proved that there exists an invertible matrix P , such that
Vnew = P−1VP contains Di , i = 1, 2, . . . , n and Sjk j = 1, 2, . . . , n − 1, k =
2, 3, . . . , n. Since the set of the matrices above is a base of the set of all real sym-
metric matrices, the proof is completed.
In the proof for n = 2 we omit the last step. 
Open problem. The question of a simultaneous symmetrization of a linear space
of real matrices, such that each of them is similar to a real symmetric matrix is
open in case when a dimension of the space is less than n(n + 1)/2. The problem
seems to be hard. All linear spaces that can be simultaneous symmetrizied are known.
Trivially, their form is V = P−1SP , where S is a linear subspace of a space of
real symmetric matrices and P is a real invertible matrix. But, we do not know an
example of a linear space of matrices such that all of them are similar to symmetric
matrix, that is not simultaneous symmertizable.
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