Cloud Based Big Data Analytics Framework for Face Recognition in Social Networks Using Machine Learning  by Vinay, A. et al.
 Procedia Computer Science  50 ( 2015 )  623 – 630 
Available online at www.sciencedirect.com
1877-0509 © 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of scientific committee of 2nd International Symposium on Big Data and Cloud Computing (ISBCC’15)
doi: 10.1016/j.procs.2015.04.095 
ScienceDirect
2nd International Symposium on Big Data and Cloud Computing (ISBCC’15) 
Cloud Based Big Data Analytics Framework for Face Recognition 
in Social Networks using Machine Learning  
Vinay Aa,Vinay S Shekhara, Rituparna Jb, Tushar Aggrawalb, K N Balasubramanya 
Murthya, S Natarajanb 
aPES University, 100 Feet Ring Road, BSK III Stage, Bangalore -560085  
bPES Institute of Technology, 100 Feet Ring Road, BSK III Stage, Bangalore -560085  
Abstract 
Face recognition (FR) has been at the crux of several novel breakthroughs over the past two decades and has steadily proffered 
several cross-domain applications that range from mainstream commercial software to critical law enforcement applications. 
Recent groundbreaking developments in Big Data analysis,Cloud Computing,Social Networks and Machine learning have vastly 
transformed the conventional view of how several formidable problems in Computer Vision can be tackled. Hence in this paper, 
we will provide a thorough survey of the concepts of Cloud Computing, Big Data, Social networks and Machine Learning from a 
contemporary perspective of FR,and proffer a framework for a novel FR approachbased on the Extreme Learning Machines 
technique to perform the task of Face Tagging for Social Networks operating on Big Data. In the proposed approach, the 
desirable properties of the aforementioned concepts are amalgamated to form an effective coalition that can augment the 
performance of FR, in addition to serving immeasurably in a plethora of other disciplines. 
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1. Introduction 
Human interaction is predominantly relianton the recognition of a variety of assorted patterns. These patterns 
consist offacets such as the familiarity of kin, the voice of a familiar person, the appearance of potentially hazardous 
objects/individuals and so on [6].The accuracy of the recognition of the aforementioned patterns dictatesourdaily 
survivaland has been a stimulating factorin the evolution of the social complexity of human beings and thus enabled 
our existence as a progressively advanced species.The inherent ability of the human brain to recognize patterns in a 
swift and accurate manner has motivated scientists to attempt to emulate this behavior using several sophisticated 
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techniques and algorithms [9]. Face Recognition (FR) [2] is one such preeminentcognitive ability that researchers 
have been strenuously striving to emulate by using a myriad of intricate algorithms and distinctly perceptive 
methodologies.FR has advanced at an incrediblescale over the past two decades and has proffered a substantial 
number of practical applications that have served immensely in a wide array of commercial and law-enforcement 
settings.    
 
The fundamental operation of FR systemsis contingent on the effective identificationof several key features such 
as Nose structure, Eye socket positioning, Jaw line prominence, Forehead and distance between the eyes, Shape of 
the cheekbones and so on [2][6]. FR has consistently produced an attractive number of trailblazing innovations, such 
as the recent advent of the Samsung Smart TVs, which incorporate FR technology by utilizing the built-in camera to 
provide unprecedented access control in terms of channel surfing and web browsing. DARPA wants to supplant 
computer passwords by reading users’ minds. Capturing what they call your “cognitive fingerprint,” today this 
initiative focuses on individual keystrokes but may expand in DARPA’s Active Authentication program to include 
facial recognition and other supporting biometric data [6].  
 
Due to a plethora of assorted and robust FR technologies, the face has transformed to become an imperative smart 
object in the Internet of Things[6] i.e.a comprehensive repository of transpersonal information that can be utilized to 
render a number of radical applications.The massive upsurge of social networks and the invisibility of Big Datathat 
accompanies it owing to the substantial number of facial images that are stored/retrieved from cloud services 
emphasize the need of dexterously performing FR in order to serve in a multitude of associated tasks such as Face 
Tagging, Criminal Apprehension, Missing Person Identification andencompasses several other intertwined and 
disparate domains and disciplines.    
 
The subsequent sections elaborate upon the concepts of Big Data Analysis (BDA), Social Networks(SN), Machine 
Learning (ML) and Cloud Computing(CC) from a contemporary perspective of FR technology. We confine our 
discussion to the correlation of FR with these topics and do not delve into the particulars of their operation(a 
thorough elaboration on the working of BDA, SN, ML and CC can be found in [1],[3], [10] and [12] respectively). 
We will also provide the framework for a novel FR technique based on the Extreme Learning Machines [20] 
technique to perform the task of Face Tagging for Social Networks operating on Big Data. 
2. Face Recognition and Big Data Analysis 
FR [2] and Big Data [1][3] are two facets that scarcely had scarcely anything in common, but recent advances in 
several related domains such as Social Networking along with headway in the nationalization of law enforcement 
facial Databases have led them to converge in impactful ways [3] and effectively aid in the forthcoming applications 
such as Face Tagging in Social Networking hubs such as Facebook along with being crucial component in critical 
applications such as criminal apprehension through mug shot matching, finding missing persons and so on[1][3].  
 
The principal advantage of Big Data analysis (BDA)is the significant accuracy boost and improvement in 
performance that it can tender due its capability of proffering massive number of images for the task at hand.This 
upsurge in accuracy is due to the fact thatBDA relies on N=all sample size[1][3] i.e. all the facial characteristics for 
comparison (as opposed to about five or six points in conventional mechanisms). 
 
The popular BDA technologies include: Apache Hive, Apache Giraph and the already prominent Horton works, 
Hadoop and so on. Yahoo developed Apache Giraph in 2010, on the basis of a prominent Pregel paper published by 
Google [3]. Apache Giraph technology is based on the strategies of distributed computing and iterative graph 
processing system and is decisively reliant on the there three critical components of parallel computation and 
processing: Concurrent computation, communication and barrier synchronization [1][3]. These properties make 
Apache Giraph it an ideal candidate to aid in proffering efficient FR systems. Facebook also continues to widen its 
presence in the sphere of BDA by opting for the Apache Giraph methodology in order to proffer a novel social graph 
search that can effectively scale up to a trillion edges [3]. 
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3. Face Recognition and Social Networks 
Social Networks (SN)has witnessed remarkable growthin both personal and professional sectors [3]. There are 
currently about 1.5 billion social users and the unlocked social value according to McKinsey Global Institute (MGI) 
is close to $1 trillion [3]. A recent MGI study of social technologies in terms of theirgrowth, power and inherent 
valuerevealed crucial insights into the evolution of social media users’ behavior and various ways in which it 
expands onto their personal and professional life. SNhas become intertwined in our daily lives from elementary tasks 
such as sharing personal pictures to collective knowledge harnessingthrough crowd-sourcing techniques [3].  
 
The most instantly identifiable SN hub is Facebook, whichincorporatesImage Processingtechniques, FR in 
particular for a variety ofcharacteristic features such as Tag Suggestions to further interactions among users. The 
massive amount of facial images that are available can be used in a number of novel ways to provide the user 
withenhanced suggestions in order to enhance the user’s overall social media experience [3][7]. FR can also be 
employed by law enforcement agencies for a wide variety of tasks, but the effectiveness of the system is withinthe 
confines of the degree of acquisition as dictated by the privacy laws regarding the copyrights of the image [7]. 
4. Face Recognition and Machine Learning 
Machine Learning (ML) [13] involves the understanding of complex patterns in a progressively abstract mannerby a 
system until it is capable of adeptly learning new patternsor recognizing existing ones.One of the most prominent 
ML techniques is Artificial Neural Networks (ANNs), which is inspired by the mechanics of the human mindand 
uses several parallel strategies such as simulating neurons and layering in order to learn concepts from experience 
[8].  ANN has been instrumental in tackling a number of Pattern Recognition problems andalthough it had limited 
success with real-time FR systems in the past, this is changing fast with advent of the Deep Learning (DL) [14] 
methodology. DL operates by modelling high-level abstractions based on how the human brain recognizes patterns. 
Deep Neural Networks (DNNs) utilize a large number of layersin order to mimic human learning and accordingly 
adjust the strength of connections between the simulated neurons within themultiple layers similar to the way the 
human brain strengthens the understanding of a concept [8]. Each layer is capable of effectively modelling an 
increasingly abstract concept that is built from the more basic concepts that are learned at the earlier layers. DL can 
phenomenally transformed the reuse of ANNs and it is particularly attractive due to its property of being capable of 
improving efficiency by transmitting more data through its networks.  The increase in data that is given to a DNN is 
like providing moreexperience to a person. Although these systems have existed for decades, the substantial volume 
and assortment of data that is required to render its understanding to a degree that to rival the behaviour of the 
human behaviour has only recently become available through the Internet of Things and Big Data.  
 
Google and Facebook have utilized theirBig Datarepositoriesof text/images to transform Neural Networks 
to unprecedented territories in ML. The novel FR development incorporating DeepFace by Facebook is capable of 
detecting and distinguishing two faces in a manner that can rival a human’s ability. DeepFace employs Deep Neural 
Networks (DNN) in order to competently model high level complex data and multiple features [8].  DeepFaces 
performs effective recognition even in the presence of extreme variations in terms of illumination and camera angle 
and thus has potential applicabilityin novel photo tagging applications and authentication technologies [8][14]. 
DeepFace utilizes a 3-D modelling technique in order to rotate a single flat image in 3-dimensions so as topermit the 
algorithms to potently visualize thevariousangles of the face.  By Utilizing a DNN with over 100 million 
connections along with asubstantial database with millions of facial images, DeepFace traces out the specific 
features used to recognize human faces and employs this knowledge in order to accurately discover very high-level 
similarities between facial images. Facebook reports a remarkable accuracy of about 97.35% on the Labelled Faces 
in the Wild (LFW) database and was successful in reducing the error rates of the current state-of-the-art 
techniquesby more than 27% and thus approaches the vicinity of human capability. 
 
DNN has the added advantage over other methods such as Support Vector Machines and Linear Discriminant 
Analysis (LDA) of being capable of easily being scaled to substantially large datasets (which is a prerequisite for 
certain FR problems). This translates toreduction in the expense of hardware required to carry out the processing and 
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is hence more feasible and an obvious choice.  
 
DNN is the ideal candidate for most of the current FR task where important features are to be detected among a 
substantial set of variables. They are capable of adeptly handling ill-defined features andscale wellin an efficient 
manner. It isone of the most robust approaches to machine learning and capable of scaling well with Big Data.It can 
easily solve problems with traditional statistical analyses on small datasets byincorporating more data [8][14].  
5. Face Recognition and Cloud Computing 
Cloud Computing [10][11][15] is a model in which the resources such as computational power, storage, network and 
so on are proffered as services through a remote access mechanism. It has several desirable characteristics such as 
Rapid Elasticity, On-demand self services, ubiquitous network access and resource pooling [10][15]. 
 
In an FR system incorporating cloud services, the FR engine is located in the cloud, not in the local processing unit 
(as is the case with traditional mechanisms)[4][5][10]. This attribute renders the system broadly accessible, in 
addition to providing the capability for quick and reliable integration with other applications [4][10]. Moreover, the 
cloud incorporation facilitates high scalability in order to ensure that the system can beadapted to a wide user 
base[4][10]. In addition, cloud-based FR systems have the advantage of real-time and parallel processing [10]. In the 
design phase, the decision regarding the bifurcation of components into the modules to deployed on the cloud and 
the ones to be located locally is crucial.It is suggested that a suitable choice regarding this, is to move both the FR 
engine and FR database onto the cloud to render a seamless system (this direction has merits as it has been 
demonstrated to produce favorable results in [10]). Several prominent commercial applications follow the client-
server model, where the query face is captured by the user and transmitted to the cloud server for conducting 
authentication with the gallery facesof the FR database located on the cloud[5][10]. The aforementioned design 
choice prompts the needfor the employment of privacy-preserving security protocols to secure the network traffic 
between the client and server[10][16]. 
 
There are several reliable mechanisms [10] available for the Cloud-based FR system such as Animetrics [4], 
BioID[17] and the robust Face.com [18] technique that serves as the primary component in Facebook’s FR 
implementation. 
 
6. Proposed Methodology 
This section elaborates on a novel FR methodology that is cloud-based i.e. both its FR engine and FR database 
reside on the cloud (non-local) and operates on a large-scale database of images (Big Data). The working of the 
proposed system applied for the task of Face Tagging in the context of social networks in illustrated in Fig.1. 
 
The new faces are enrolled through the user interface, which can either be a desktop or web application. In order 
to carry out the task of Face Tagging, the user interface communicates with the cloud-based web API (which 
typically runs on REST [10]) that contains the FR engine and a massive database of faces (the Big Data repository 


























Fig.1 Framework of the Proposed Methodology 
 
The application  (user interface) enrolls new faces andproceeds to encoded the face image, which is then sent to 
the cloud-based API which processes the image through the FR engine, which runs a pre-defined FR algorithm 
which will consist of several stages (face detection, extraction, matching and so on).The query face (the input face 
from the user interface) is then compared by the FR engine against a gallery of images (Big Data set of Facebook 
with tagged images in this instance) and once a conclusive match is determined, the query face classified as 
belonging to a particular individual. Subsequently, the face can be tagged accordingly and the result is sent back to 
the local or web application. Although the framework described above centers on Face Tagging, it can also be 
employed for Face Authentication/Access Control tasks. The modular design of the proposed system, as illustrated 
in Fig.1 ensures that the system can be upgraded with relative ease [10]. 
 
The network traffic between the user interface and the cloud needs to be secured to preserve privacy and the 
applicationof the following multi-level security solution is demonstrated to be feasible [10]: (1) employment of 
HTTPS protocol for data transfer, (2) utilization of certificates (through SSL protocol), (3) encryption of the faces 
and other sensitive data in the database and (4) restrict access to the cloud service through a complex 40 digit 
password. 
 
The FR mechanism utilized by Facebook relies on the Deepfaces technique, which is known to produce an 
accuracy of 97.5%and is primarily employed by Facebook to perform tagging and other recognition tasks. DeepFace 
requires to be trained extensively on a massive pool of faces in order to be effective and is capable of identifying 
about 4000 identities from a database of over 4 million separate images [19]. Hence the computational complexity 
of DeepFace is considerably high. In order to provide an alternative, less expensive approach to DeepFace, we 
employ a distinctly optimized [24] novel technique called Extreme Learning Machines (ELM) [20] to conduct facial 
extraction in our approach,as it has been demonstrated to be highly robust for FR tasks[21][22][23]. 
 
Extreme Learning Machines [20], as illustrated in Fig.2, is a highly effective learning algorithm proposed by 
Huang et al. [20] to address the slower learning speeds of traditional optimization methods. It was proposed for 
Single Layer Feed Forward networks (SLFN) and has recently witnessed extensions to kernel learning. ELM 
demonstrates significant performance improvement in training Neural Networks and is usually preferred as it 
exhibits a number of desirable properties such as [25]:(1) the capability to attain smallest training error, (2) reaches 
smallest norm of weights, (3) learning speed is thousands of times faster than conventional learning algorithms such 
as Local Binary Pattern, K-Nearest algorithm, Linear Discriminant Analysis etc.,(4) provides a unified learning 
platform with a wide set of feature mappings and is capable of being directly applied to regression and multi-class 
classification applications, (5) has lesser optimization constraints than SVM, LS-SVM etc.,(6) prediction 
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Fig.2 Architecture of the Extreme Learning Machine classifier [21] 
The input weights and the hidden layer biases are randomly selected in order to transform the training of the Single 
Layer Fuzzy Neural Network (SLFNN) into a linear system [21][25].Subsequently, the output weights that link the 
hidden and output layerare determined by carrying out a generalized inverse operation of the hidden layer output 
matrices [21]. In case of ELM the random assignment of input weights and hidden layer biases enabled by an 
infinitely differentiable activation function.  
Let us suppose that there is a collection of N distinct samples (xi, ti) where = ݔ݅ ൌ ሾݔ݅ͳǡݔ݅ʹ ǥݔ݅݊ ሿܶ אRnandݐ݅ ൌ
ሾݐ݅ͳǡݐ݅ʹǥݐ݅݉ሿܶאRn 
An ELM that consists of L hidden nodes along withan activation function ߦሺݔሻcan be represented as follows 
[21][25]: 
σ ߛ݅ܮ݅ൌͳ ߦ݅ሺݔ݊ ሻ ൌσ ߛ݅ߦ݅ܮ݅ൌͳ ሺݓ݅ݔ݊ ൅ܾ݅ሻ ൌ ܱ݊ Where n=1,2,3…N     (1) 
In Equation (1), the input layer weight vector is represented by:ݓ݅ ൌ ሾݓ݅ͳǡݓ݅ʹǥݓ݅݊ ሿܶand the hidden layer weight 
vector is denoted by: ߛ݅ ൌ ሾߛ݅ͳǡߛ݅ʹǥߛ݅ܮ ሿܶ. 
Hence ELMcan suitably approximate N samples with minimum error as follows [21]: 
σ ߛ݅ߦ݅ܮ݅ൌͳ ሺݓ݅ݔ݊ ൅ܾ݅ሻ ൌ ݐ݊  Where n=1,2,3…N        (2) 
Subsequently, Equation (2) can in turn be represented as ߜߛ ൌ ߬, ߜ ൌ ሺݓͳ ǡ Ǥ Ǥ Ǥ ǡݓܮܾͳǡǥ Ǥ Ǥ ǡ ܾܮ ǡݔͳǡǥǥݔܰሻ, in such a 
way that the ith column of  ߜcorresponds to the output of the ith hidden node when the inputs x1, x2,…..xN, are 
considered [21]. Furthermore,since the activation function ߦሺݔሻ is infinitely differentiable, it has been shown that 
the number of hidden nodes is L൏൏N [21][25].  
Subsequently, in order to train the ELM we need to perform minimization of an error function E [21]: 
E = σ ሺܰܰൌͳ σ ߛ݅ߦ݅ܮ݅ൌͳ ሺݓ݅ݔ݊ ൅ܾ݅ሻ െ ݐ݊ ሻʹ ֜ ܧ ൌצ ߜߛ െ ߬ צ     (3) 
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The conventional neural networks operate by determiningߜby opting for the gradient descent optimization and 
iteratively tuneݓ݅, ߛ݅ andܾ݅(input layer weight, hidden layer weight, bias parameters) by utilizing for the learning 
rate ߩ [21]. In this case,small values of ߩare preferred [21][25], as they lead to slow convergence of the learning 
algorithm   (higher value tend to cause instability and lead to divergence to a local minima). Hence, in order to 
refrain from causing such instability and divergence, ELM uses a minimum norm least-square solution. 
Furthermore, in case of ELM,rather than tuning the all the network parameters, the input weightsሺݓ݅ ) and bias 
parametersሺܾ݅) are allocated in a random manner and the problem is reduced to a least-square solution ofߜߛ ൌ ߬[21].  
The hidden layer output matrix ߜ is a non-square matrix and subsequently, the norm least-square solution reduces 
to: ߛ ൌ ߜכ߬where ߜכ represents the Moore-Penrose generalized inverse of ߜ [21][25].  
ELM achieves an infinitely small training error and as it represents a least-square solution of the linear system we 
have [21][25]: 
צ ߜߛො െ ߬ צൌצ ߜߜכ߬ െ ߬ צؠ ݉݅݊ߜ צ ߜߛ െ ߬ צ     (4) 
7. Conclusion 
We have proffered a comprehensive view of the recent advances in Big Data, Social Networking and Machine 
Learningand the various ways in which they converge with FR. We proposeda novel FR approach that can be more 
robust than the traditional non-cloud based mechanisms, due to the accuracy boost and performance improvement it 
can garner from the various properties tendered by the aforementioned systems. The FR framework was 
demonstrated for the task of FaceTaggingin social networking systems operating on Big Data byemploying the 
highly potent Extreme Learning Machines technique.The proposed system can also be employed for a plethora of 
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