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In this paper we study the asymptotic synchronization in coupled system of
three-dimension nonlinear chaotic equations with various boundary conditions. We
couple the nearest neighbors of each variable of equations in a squared n n
lattice. A general mathematical framework for analyzing asymptotic synchroniza-
tion is given. We prove that the asymptotic synchronization occurs provided that
the coupled system is pointwise dissipativeness and the coupling coefficients are
sufficiently large. As an illustration of the application, particular attention is paid
to the asymptotic synchronization of coupled Lorenz equations with Dirichlet,
Neumann, and periodic boundary conditions, respectively. The relationship be-
tween dynamics and boundary conditions is discussed. A specific Lyapunov func-
tion is constructed to establish the pointwise dissipativeness of coupled Lorenz
equations.  2000 Academic Press
1. INTRODUCTION
The systems of coupled chaotic oscillators provide an interesting class of
nonlinear systems of differential equations that is worthy of study for their
1 E-mail: chchiu@mango.ntc.edu.tw.
2 E-mail: wwlin@am.nthu.edu.two.
3 E-mail: d867202@am.nthu.edu.tw.
222
0022-247X00 $35.00
Copyright  2000 by Academic Press
All rights of reproduction in any form reserved.
ASYMPTOTIC SYNCHRONIZATION 223
mathematical properties. There have already been a number of recent
papers concerning the phenomena in coupled chaotic oscillators 1, 2, 4,
    11 , for instance, in the field of physics 7 , biology 6, 15 , electric circuits
 5, 8, 13 , etc. The purpose of this paper is to study the phenomena in a
model of coupled three-dimension nonlinear chaotic equations; the result
is applicable to the coupled Lorenz equations and the coupled Rossler¨
 equations 9 . Many experimental observations, such as dissipativeness and
synchronization, are found for the coupled nonlinear chaotic equations.
Thus the mathematical treatment of coupled nonlinear chaotic systems on
these observations appears to be attractive and important from a theoreti-
cal point of view. The coupled nonlinear chaotic system of interest is
x  f  , x , y , z  d  x ,Ž . Ž .˙      1y  g  , x , y , z  d  y ,Ž . Ž . 1.1˙ Ž .     2	z  h  , x , y , z  d  z ,Ž . Ž .˙      3
Ž .where the index   ,  , for 1
  ,  
 n, and  ,  , and  are1 2 1 2   
the parameters of the individual system. The vectors x, y, and z are in  n
2
with components x , y , and z , respectively. The parameters d , d , and   1 2
d are the coupling coefficients. The operator  is the discretized Lapla-3
cian operator which is given by
          4 ,Ž .   1,   ,  1  1,   ,  1  , 1 2 1 2 1 2 1 2 1 2
Ž .for   ,  , 1
  ,  
 n. We assume that f , g, and h satisfy the1 2 1 2
conditions
f  , x , y , z  f  , x , y , zŽ . Ž .     
 	  , x , y , z x  xŽ . Ž .1  ,   ,   ,   
 	  , x , y , z y  yŽ . Ž .2  ,   ,   ,   
 	  , x , y , z z  z ,Ž . Ž .3  ,   ,   ,   
g  , x , y , z  g  , x , y , zŽ . Ž .     
 	  , x , y , z x  xŽ . Ž .4  ,   ,   ,   
 	  , x , y , z y  yŽ . Ž .5  ,   ,   ,   
1.2Ž .
 	  , x , y , z z  z ,Ž . Ž .6  ,   ,   ,   
h  , x , y , z  h  , x , y , zŽ . Ž .     
 	  , x , y , z x  xŽ . Ž .7  ,   ,   ,   
 	  , x , y , z y  yŽ . Ž .8  ,   ,   ,   
 	  , x , y , z z  z ,Ž . Ž .9  ,   ,   ,   
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Ž . Ž .where the index   ,  ,   ,  for 1
  ,  
 n, 1
  , 1 2 1 2 1 2 1 2

 n, and 	 , 	 , . . . , 	 are continuous functions in 6. By basic algebraic1 2 9
operations, it is easy to verify that the Lorenz equation and the Rossler¨
Ž .equation satisfy the conditions in 1.2 . On the boundary of the lattice we
impose the boundary conditions, including Neumann and periodic bound-
Ž .ary conditions, respectively. The coupling rule of 1.1 is to couple the
nearest neighbor of each variable symmetrically and isotropic in a squared
n n lattice; the coupling coefficients d , d , and d are independently1 2 3
separated in the individual subsystems. One should note that the coupling
Ž .rule of 1.1 is unlike the full state coupling obtained by coupling all
 components of the individual systems 11, 12, 14 . For example, the
discretization of a continuous reaction diffusion system in partial differen-
tial equations is a fully coupled system. Therefore, the mathematical
Ž .results for the coupled system 1.1 cannot derive from continuous diffu-
sion, and more sophisticated approaches are required for the study of the
Ž .coupled system 1.1 .
If the diagonal of 3n
2
is not an invariant submanifold of the coupled
Ž . Ž .system 1.1 , and if it contains a global attractor A for d , d , dd , d , d 1 2 31 2 3
belonging to some unbounded set 
 in 3, such that the global attractor
A approaches the diagonal of 3n
2
, then we say that the coupledd , d , d1 2 3
Ž .system 1.1 is asymptotically synchronized. That is, the difference between
the corresponding components of any two individual solutions becomes
 small as time goes to infinity 1, 4, 11 .
Coupled systems require that solutions stay in a bounded set, that is,
solutions do not tend to infinity with increasing time; thus the study about
Ž .Ž .pointwise dissipativeness is very important. Let U t,  x , y , z be a0 0 0
Ž . Ž .solution of system 1.1 through x , y , z at t  . We say that system0 0 0
Ž . 31.1 is pointwise dissipative in a region 
 , if there exists a bounded
3n2 Ž . 3n2 Ž .set  such that for any point x, y, z  and any d , d , d1 2 3
Ž . Ž .Ž .
 there is a t  t d , d , d , x, y, z,  so that U t,  x, y, z , for1 1 1 2 3
 t t 1, 10 . The region 
 of the coupling coefficients is usually pre-1
scribed by the unbounded region


 C , K , L  d , d , d : d  C , d  Kd , d  Ld . 4Ž . Ž .1 2 3 1 2 1 3 2
In Appendix A, using a specific Lyapunov function, we show that there is
a natural dissipative mechanism in coupled Lorenz equations. But in
Ž .general, to show the pointwise dissipativeness of coupled system 1.1 is a
difficult task. Therefore, we have to impose the assumption that
Ž . 0 0 0H There are positive constants C , K , L such that the coupled
Ž . Ž 0 0 0.system 1.1 is pointwise dissipative in the region 
 C , K , L .
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Ž .Under the assumption H , in this paper we figure out that the boundary
conditions play an essential role in the limiting behaviors of the coupled
Ž . Ž .system 1.1 . In the case of the coupled system 1.1 having Neumann and
periodic boundary conditions, respectively, the operator  having a simple
zero eigenvalue and all other eigenvalues being negative, we show that the
difference between any two components of solutions x, y, and z of the
coupled system can be made as small as possible, provided that the
coupling coefficients are sufficiently large. For the Dirichlet boundary
condition, we consider the coupled Lorenz system; then the operator  is
self-adjoint and the spectrum of  contains only negative eigenvalues. In
Appendix B, we show the coupled Lorenz system is stabilized; that is, the
chaotic behavior of the uncoupled system is eliminated and any solution of
the coupled system approaches 0 as t , provided that the coupling
Ž . 3coefficients d , d , d are in a certain unbounded region of  .1 2 3
2. ASYMPTOTIC SYNCHRONIZATION FOR NEUMANN
AND PERIODIC BOUNDARY CONDITIONS
Ž .In this section, under the assumption H we shall prove the asymptotic
Ž .synchronization of the coupled system 1.1 with Neumannperiodic
boundary conditions. Introduce a parameter  which characterizes the
Ž .variation of the uncoupled subsystems in 1.1 .
Let
f  , x , y , z  f  , x , y , z 
  x , y , z ,Ž . Ž . Ž .  1
g  , x , y , z  g  , x , y , z 
  x , y , z , 2.1Ž . Ž . Ž .Ž .  2
h  , x , y , z  h  , x , y , z 
  x , y , z ,Ž . Ž . Ž .  3
Ž . 3for all x, y, z  , where  ,  , and  are positive continuous1 2 3
Ž .functions. For convenience, we designate a point  ,  on a 2-D lattice1 2
in a 1-D order by
 ,      n   1 , 1
  ,  
 n.Ž . Ž .1 2 1 2 1 2
Any vector in  n
2
of the form
T
 u u , . . . , u , . . . , u , . . . , uŽ1, 1. Žn , 1. Ž1 , n. Žn , n.
can be identified by
T 2u u , u , . . . , u .1 2 n
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Ž .We consider the operator  in the coupled system 1.1 with Neumann and
periodic boundary conditions as
Ž .1 Neumann boundary conditions,
u  u , u  u ,0,  1,  n1,  n , 2 2 2 2
u  u , u  u , for 1
  ,  
 n.1, 0  , 1  , n1  , n 1 21 1 1
The operator   with Neumann boundary conditions in a 1-D orderN
is a matrix of the form
1 1
1 2 1
. . .. . .  I   I , where   .. . .N n n n . . 2 1.
1 1 nn
In this case, the operator  has a simple zero eigenvalue associated withN
 T n2  Ž .4eigenvector e 1, 1, . . . , 1   , and  max   0     0 s s N
2  8 sin 2, 3 .
2n
Ž .2 Periodic boundary conditions,
u  u , u  u ,0,  n ,  n1,  1, 2 2 2 2
u  u , u  u , for 1
  ,  
 n. , 0  , n  , n1  , 1 1 21 1 1 1
The operator   with periodic boundary conditions in a 1-D order isP
a matrix of the form
2 1 1
1 2 1
. . .. . .  I   I , where   .. . .P p p p . . 2 1.
1 1 2 nn
In this case, the operator  has a simple zero eigenvalue associated withP
 T n2  Ž .4eigenvector e  1, 1, . . . , 1   ,   max   0      0 s s P
2  8 sin 2, 3 . Without loss of the generality, we assume that  ,  , and n
 are positive real numbers. Introduce the constants
1 1 1
  ,   , and   .Ý Ý Ý  2 2 2n n n 
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Set
  f  , x , y , z  f  , x , y , z ,Ž . Ž .1 
  g  , x , y , z  g  , x , y , z ,Ž . Ž . 2  2.2Ž .
  h  , x , y , z  h  , x , y , z ,Ž . Ž . 3 
2 Ž .for 1
 
 n . Then the equations in 1.1 can be reformulated in the
forms
x  f  , x , y , z  d  x   ,Ž . Ž .˙     1  1y  g  , x , y , z  d  y   ,Ž . Ž . 2.3˙ Ž .    2  2	z  h  , x , y , z  d  z   ,Ž . Ž .˙     3  3
Ž .where   or  . Rewrite the system 2.3 into the vector formN P
x F  , x , y , z  d  x  ,Ž .˙ 1 1yG  , x , y , z  d  y  ,Ž . 2.4˙ Ž .2 2	zH  , x , y , z  d  z  ,Ž .˙ 3 3
 T Ž Ž ..2where    ,  , . . . ,  for i  1, 2, 3, and F  , x, y, z i 1 i 2 i n i 
Ž . Ž Ž .. Ž . Ž Ž ..f  , x , y , z , G  , x, y, z  g  , x , y , z and H  , x, y, z        
Ž .h  , x , y , z . For Neumannperiodic boundary conditions, the matrix   
Ž .as in 2.4 has a simple zero eigenvalue associated with the eigenvector
 T n21e 1, 1, . . . , 1  .
Let
1 1
C1 1
.C and E .. 1  1 2 2. n n
2 21 1 Ž .n 1 n
It is easy to check
˜1  0EE  ,
0 0
˜ ˜ Ž .4where  is diagonalizable with  max        0. Multiplying0  
Ž .the matrix E to the system 2.4 from the left, we get
 1Ex EF  , x , y , z  d EE Ex  E ,Ž . Ž .˙ 1 1
1Ey EG  , x , y , z  d EE Ey  E , 2.5Ž . Ž . Ž .˙ 2 2
1	Ez EH  , x , y , z  d EE Ez  E .Ž . Ž .˙ 3 3
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We now introduce transformations with new variables  ,  ,  ,  , , ands s
 such thats
  Ex , Ey , Ez , 2.6Ž . ž / ž /ž / s ss
where  ,  , and  are scalars satisfyings s s
n2 n2 n2
  x ,   y , and   z .Ý Ý Ýs  s  s 
1 1 1
The variables  ,  , and  are vectors in Žn
21 .1 satisfying
    x  x ,     y  y ,Ž . Ž .   1   1
    z  z ,Ž .    1
2 Ž .for  1, 2, . . . , n  1. Therefore, by the conditions in 1.2 the system
Ž .2.5 can be represented as
˙ ˜ ˜       d   ,1 2 3 1 1 ˜ ˜ 2.7Ž .       d   ,˙ 4 5 6 2 2	 ˜ ˜       d   ,˙ 7 8 9 3 3
where
  diag 	 x , x , y , y , z , z , 	 x , x , y , y , z , z , Ž . Ž .i i 1 2 1 2 1 2 i 2 3 2 3 2 3
. . . , 	 x 2 , x 2 , y 2 , y 2 , z 2 , z 2 ,4Ž .i n 1 n n 1 n n 1 n
for i 1, 2, . . . , 9, and
T˜  2 2     ,    , . . . ,    for i 1, 2, 3.i 1, i 2, i 2, i 3, i n 1, i n , i
By the assumption of pointwise dissipativeness, there are positive constants
   B and  such that  
 B, for i 1, 2, . . . , 9, and  
  , for2 2i i
i 1, 2, 3.
Let
  P t  and  Q t  , 2.8Ž . Ž . Ž .
n2 Ž . Ž . 2 2where  , ,  and P t , Q t are n  n matrices. After some
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˜ ˜ Ž .calculations and omitting the tilde in  and  , system 2.7 can be writteni
as
˙    P  Q d        ,Ž .1 2 3 1 2 3 1 P    d   P    P   ,Ž . Ž . Ž . 2.9˙ Ž .2 5 2 3 6 1 2	˙ Q    Q    d   Q   ,Ž . Ž . Ž .2 8 3 9 3 1 3
provided that P, Q are the solutions of the Riccati equations,
P˙P  P P P Q    P  Q L P  f P , Q ,Ž . Ž .1 2 3 4 5 6 1½ Q˙Q Q PQ Q    P  Q L Q  g P , Q ,Ž . Ž .1 2 3 7 8 9 2
2.10Ž .
with
L P  d P d P ,Ž .1 2 1½ L Q  d Q d Q .Ž .2 3 1
Let r and q be eigenvalues of operators L , L , respectively. Then we  1 2
have
r  d   d  and q  d   d  , 2.11Ž . 2  1   3  1 
Ž . 1 1where  ,     for all  , . Choose two positive numbers K and L 
with K 1  K 0, L1  L0 such that if d  C 0, d  K 1d , and d  L1d ,1 2 1 3 2
then r  0 and q  0 for all  , . Moreover, there exist positive 
numbers which are independent on d and d , M , M , and 0 l 11 2 1 2
such that
 L1 t  l r t 4r max r 
M d and e 
M e , t 02 1 2 2
 , 
2.12Ž .
L t l q t2  4q max q 
M d and e 
M e , t 0.2 1 3 2
 , 
In Appendix C, Lemma 4.5 states that there exist K 2  K 1 and L2  L1
Ž . Ž 0 2 2 .such that if d , d , d 
 C , K , L , then there exists a unique solu-1 2 3
 Ž . Ž .T Ž .  .tion P t , Q t of Riccati equation 2.10 on the interval 0, with
 Ž .  Ž .P t 
m and Q t 
m , for some positive numbers m 
 1 and2 21 2 1
m 
 1.2
Let
  R t  . 2.13Ž . Ž .
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Ž .Choose R t as a solution of the Riccati equation
R˙ RP Q  RP RQ R R  R R     L RŽ .2 2 3 3 5 6 8 9 3
2.14Ž .
Ž . Ž .with L R  d R d R. Then the system 2.9 becomes3 3 2
˙    P  Q d      R     ,Ž . Ž .1 2 3 1 2 3 3 1
 P  P R    R d   P   Ž . Ž .˙ 2 3 5 6 2 3 6
 P   ,Ž .1 2	˙ RP Q  R    d   RP Q  R   .Ž . Ž .3 3 6 9 3 1 1 2 3
2.15Ž .
Let k be eigenvalues of the operator L . Then we have k  d   3  3 
Ž . 3d  , where  ,     . Choose a positive number L sufficiently2   
3 2 Ž . Ž 0 2 3.large with L  L  0 such that if d , d , d 
 C , K , L , then1 2 3
k  0 for all  , . Furthermore, there exist M  0, M  0, and 3 4
 4  L3 t  lk t0 l 1 such that kmax k 
M d and e 
M e , for2 ,   3 3 4
t 0. In Appendix C, Lemma 4.6 states that there exists L4  L3 such that
Ž . Ž 0 2 4. Ž .if d , d , d 
 C , K , L , then there exists a unique solution R t of1 2 3
Ž .  .  Ž .Riccati equation 2.14 on the interval 0, with R t 
 l, for some2
l 0.
LEMMA 2.1. There exist positie constants C1, K 3, L5,  ,  , and 1 2 3
Ž . Ž 1 3 5.such that, for any d , d , d 
 C , K , L , we hae1 2 3
 1
lim sup  t 
 ,Ž . 2 dt 3
 2
lim sup  t 
 ,Ž . 2 dt 2
 3
lim sup  t 
 .Ž . 2 dt 1
Ž .Proof. Let  t,  be a fundamental matrix of the linear part of the1
Ž .    third equation in 2.15 . By the fact that R 
 l, P 
m 
 1, and2 2 1
 Q 
m 
 1, then we have2 2
d 1
² : ² : ,   RP Q  R    d   , Ž .3 3 6 9 3dt 2
² : ² : d  ,   RP Q  R    , Ž .3 3 3 6 9
² : ² :
 d  ,   2 lB 2 B  ,  .Ž .3
ASYMPTOTIC SYNCHRONIZATION 231
  24Since  is self-adjoint, there exists an orthonormal basis   1, . . . , n
in  n
2
of eigenvectors of  and hence any vector Ý   satisfies 
2 2 ² : ² : ,     
      ,  ,Ž . Ž .Ý Ý 0 0
 
 4where  max  . Thus, we have0  
d 1
² : ² : ,  
 d   2 lB 2 B  ,  .Ž .3 0dt 2
Applying the differential inequality, we have
Žd  2 l B2 B .Ž t .3 0 t   t ,    
 e   , for t  .Ž . Ž . Ž . Ž .2 21 2
Hence,
Žd  2 l B2 B .Ž t .3 0 t ,  
 e , for t  .Ž .1 2
From Appendix C, we have
4B 1
0m  O1 ž / l r M  3B d2 2
4B 1
0m  O 2.16Ž .2 ž / l q M  3B d2 3
4B 1
0 l O .ž / l k M  4B d4 3
      3 2Since r M d , q M d and k M d , we may choose K  K ,1 2 1 3 3 3
5 4 Ž . Ž 0 3 5.L  L such that if d , d , d 
 C , K , L , then1 2 3
d   2 lB 2 B 0 and d   2 lB 2 B 0.2 0 3 0
Ž .From the third equation of 2.15 , we have
t
 t  t , 0  0   t , s RP Q  R   ds.Ž . Ž . Ž . Ž . Ž .H1 1 1 1 2 3
0
Thus,
2 l 2 Ž .
Žd  2 l B2 B . t3 0 t 
 e  0  .Ž . Ž .2 2  d   2 lB 2 B3 0
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This implies
2 l 2 Ž .
lim sup  t 
 .Ž . 2  d   2 lB 2 Bt 3 0
Ž .Furthermore, there is a positive constant  such that if d , d , d 1 1 2 3
Ž 0 3 5.
 C , K , L , then
 1
lim sup  t 
 . 2.17Ž . Ž .2 dt 3
Ž .Let  t,  be a fundamental matrix of the linear part of the second2
Ž .equation in 2.15 . Then
d 1
² : ² : ,   P  P R    R d   , Ž .2 3 5 6 2dt 2
² : ² : d  ,  P  P R   R  , .Ž .2 2 3 5 6
² : ² :
 d  ,  2 lB 2 B  ,  .Ž .2
  24Since  is self-adjoint, there exists an orthonormal basis   1, . . . , n
in  n
2
of eigenvectors of  and hence any vector Ý  satisfies 
2 2 ² : ² :d  ,  d   
 d    d   ,  ,Ž . Ž .Ý Ý2 2  2 0 2 0
 
 4where  max  . Thus, we have0  
d 1
² : ² : , 
 d   2 lB 2 B  ,  .Ž .2 0dt 2
Applying the differential inequality, we have
Žd  2 l B2 B .Ž t .2 0 t   t ,    
 e   , for t  .Ž . Ž . Ž . Ž .2 22 2
Hence,
Žd  2 l B2 B .Ž t .2 0 t ,  
 e , for t  .Ž .2 2
Ž .From the second equation in 2.15 , we have
 t  t , 0  0Ž . Ž . Ž .2
t
  t , s P    s  P   ds.Ž . Ž . Ž . Ž .H 2 3 6 1 2
0
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Ž .From the inequality 2.17 , there are positive constants t and D such that1
2 1
 t 
 , for t tŽ . 2 1d3
and let
D max P    P    .Ž . Ž .3 6 1 2 2
0
t
t1
So we have
t1
 t 
  t , 0  0   t , s D dsŽ . Ž . Ž . Ž .H2 22 22 2
0
4B t 1  t , s  2 ds.Ž .H 2 2 dt 31
Ž . Ž 0 3 5.If d , d , d 
 C , K , L , then1 2 3
t1lim sup  t , 0  0 and lim sup  t , s ds 0.Ž . Ž .H2 22 2
0t t
So
1 4B 1
lim sup  t 
  2 .Ž . 2 ž /d   2 lB 2 B dt 2 0 3
Moreover, there exists  such that2
 2 0 3 5lim sup  t 
 for all d , d , d 
 C , K , L .Ž . Ž . Ž .2 1 2 3dt 2
Ž .Let  t,  be a fundamental matrix of the linear part of the first3
Ž .equation in 2.15 . Then
d 1
² : ² : ,      P  Q d   , Ž .1 2 3 1dt 2
² : ² : d  ,      P  Q  , Ž .1 1 2 3
² : ² :
 d  ,   3B  ,  .1
 24Since  is self-adjoint, there exists an orthonormal basis    1, . . . , n
in  n
2
of eigenvectors of  and hence any vector     satisfies 
2 2 ² : ² : ,     
      ,  ,Ž . Ž .Ý Ý 0 0
 
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 4where  max  . Thus, we have0  
d 1
² : ² : ,  
 d   3B  ,  .Ž .1 0dt 2
Applying the differential inequality, we have
Žd  3 B .Ž t .1 0 t   t ,    
 e   , for t  .Ž . Ž . Ž . Ž .2 23 2
Hence,
Žd  3 B .1 0 t ,  
 e , for t  .Ž .3 2
1 0 Ž . Ž 0 3 5.We may choose C  C such that if d , d , d 
 C , K , L , then1 2 3
Ž .d   3B 0. From the first equation in 2.15 , we have1 0
t
 t  t , 0     t , s    R      ds.Ž . Ž . Ž . Ž . Ž .H3 3 2 3 3 1
0
 Ž .  Ž .From the fact that lim sup  t 
  d and lim sup  t 
2 2t 2 2 t
 d , it follows that1 3
1 B lB   B Ž . 2 1
lim sup  t     .Ž . 2  d   3B d dt 1 0 2 3
Then there exists a positive number  so that3
 3
lim sup  t 
 .Ž . 2 dt 1
This completes the proof of Lemma 2.1.
Ž Ž . Ž . Ž ..THEOREM 2.2. Let x t , y t , z t be a solution of the coupled system
Ž .1.1 and we select  to be the operator with Neumann boundary conditions or
periodic boundary conditions, respectiely. Then there exist positie constants
C1, K 3, L5 which are the same as in Lemma 2.1 and * such that, for any
Ž . Ž 1 3 5.d , d , d 
 C , K , L , we hae1 2 3
*
 lim sup x  x  ,2  dt 1
*
 lim sup y  y  ,2  dt 2
*
 lim sup z  z  ,2  dt 3
for 1
 , 
 n2.
ASYMPTOTIC SYNCHRONIZATION 235
Ž Ž . Ž . Ž .. Ž .Proof. Let x t , y t , z t be a solution of the coupled system 1.1
Ž . 3n2 Ž . Ž .with initial value x , y , z in  . By 2.8 and 2.13 , we have0 0 0
  P t  ,Ž .
  R t Q t  .Ž . Ž .
Ž .Hence, by Lemma 2.1 and 2.16 , it follows that
  1  2 3
lim sup  t 
 O ,Ž . 2 ž /d d dt 2 2 1
  1   1  1 2 3
lim sup  t 
 O O .Ž . 2 ž / ž /d d d d dt 3 3 2 3 1
Ž . Ž 1 3 5.Then there exists * such that for any d , d , d 
 C , K , L , we1 2 3
have
*
 lim sup x  x  ,2  dt 1
	
 lim sup y  y  ,2  dt 2
*
 lim sup z  z  ,2  dt 3
2for 1
 , 
 n .
3. CONCLUSION
In this paper we have considered a coupled system of a three-dimension
nonlinear chaotic system with independently separated coupling coeffi-
cients and various boundary conditions, including Neumann and periodic
boundary conditions. Under the assumption of the pointwise dissipative-
ness, we have proposed a general mathematical approach for analyzing the
asymptotic synchronization of a coupled three-dimension nonlinear chaotic
system. The main Theorem 2.2 is quite general and applicable to coupled
Lorenz equations and coupled Rossler equations. In Appendix B, we have¨
placed emphasis on the coupled Lorenz equations. A rigorous proof for
the pointwise dissipativeness is established by construction of a specific
Lyapunov function. Moreover, we have explored the relationship between
the limiting behavior of solutions and various boundary conditions for
coupled Lorenz equations.
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4. APPENDIX
Appendix A
In this subsection we shall prove the pointwise dissipativeness property
for the coupled Lorenz system with Neumannperiodic boundary condi-
tions
x   y  x  d  x ,Ž . Ž .˙     1y   x  y  x z  d  y ,Ž . 4.1˙ Ž .      2	z b z  x y  d  z .Ž .˙      3
Recall that a parameter  characterizes the variation of the uncoupled
Ž .subsystems in 4.1 satisfying
        
  ,    
  , b  b 
  , 4.2Ž .     
for 1
 , 
 n2.
2  4THEOREM 4.1. If     0, where  min  , then the coupled0 0  
Ž .Lorenz system 4.1 with Neumannperiodic boundary conditions is pointwise
dissipatie.
Proof. Construct the Lyapunov function
2 2 2x y z  
V x , y , z       z ,Ž . Ž .Ý 2 2 2
where
1 1
  and   .Ý Ý 2 2n n 
Ž .The derivative of V along the trajectory of the coupled system 4.1
becomes
2 2V˙ x , y , z   x        x y  yŽ . Ž .Ý       

2 b z    b zŽ .Ý    

 d x  x  d y  y  d z  zŽ . Ž . Ž .Ý   1  2  3 

 d    z . 4.3Ž . Ž . Ž .Ý 3

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From the definition of   or  in Section 1 it is easily shown thatN P
n2
T z  e  z 0. 4.4Ž . Ž .Ý 
1
Ž . Ž .From 4.4 , it follows that the last term in 4.3 becomes zero.
By assumption  2    0, there exists  , such that  2    and0 0
 2
2 2 x        x y  y 
 0.Ž .     
Since
d x  x  d y  y  d z  z 
 0,Ž . Ž . Ž .Ý   1  2  3 

Ž .from 4.3 we then have
2 2  
2 2V˙
    x  1 y  b z Ž .Ý     ž /ž / 2
2 
b . ž /2
Let M be a positive constant satisfying
2 
M bÝ  ž /2
and let D be the set defined by
223n 2 2D x , y , z     x  1 yŽ . Ž .Ý   ½ ž /
2 
b z  M . ž / 52
˙ Ž .This shows that V 0 for all x, y, z D. Given any K 0, define
V  x , y , z 3n2  V x , y , z 
 K .Ž . Ž . 4K
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Choose K sufficiently large, such that0
223n 2 2x , y , z     x  1 yŽ . Ž .Ý   ½ ž /
2 
b z  
M  V .  Kž / 052
˙ 3n2Ž .Then V 0, for all x, y, z   V . Therefore, any solution of theK 0
Ž . Ž .coupled system 4.1 starting with x , y , z will eventually enter and stay0 0 0
in the bounded region V . This completes the proof of Theorem 4.1.K 0
Appendix B
In this subsection we shall consider the global asymptotic stability of
Ž .trivial equilibrium for the coupled system 4.1 with the Dirichlet boundary
condition. Define
   max      ,   min      , 4  4Ž . Ž .m   0  
 
 4  4  4  max  ,   max  ,   min  .m  m  0 
  
Ž Ž . Ž . Ž ..THEOREM 4.2. Let x t , y t , z t be the solution of the coupled system
Ž .4.1 with Dirichlet boundary condition. If
2 2m m2
    4 d   d  1  0, 4.5Ž . Ž .m m 1 0 2ž / ž /ž / ž / 0 0
Ž Ž . Ž . Ž .. Ž .then lim x t , y t , z t  0, 0, 0 .t
Proof. Construct the Lyapunov function
1
2 2 2V x , y , z  x  y  z ,Ž . Ž .Ý   2
where 1
 
 n2. The derivative of V along the trajectory of the coupled
Ž .system 4.1 is
2 2V˙ x , y , z   x     x y  y  d x  x  d y  yŽ . Ž . Ž . Ž .Ý         1  2 

2 b z  d z  zŽ .Ý   3 

2 2 ˜         
  x     x y  y  d  x  xŽ . Ž .Ý 0  m m    1 

2˜   d  y  y  b z  d z  z , 4.6Ž . Ž .Ž . Ý 2    3 

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˜ 2            where    , x  x  1, 2, . . . , n , and y  y m 0  
2 1, 2, . . . , n . The last inequality is derived by
2 ˜ 2 ˜     x  x 
  x 
   x 
  x  x .Ž . Ž .Ý Ý Ý Ý  m  0  ž /ž /
   
   24Let h  1, 2, . . . , n be the mutually orthonormal eigenvectors, respec-
Ž .tively, corresponding to     . Now, let
n2 n2
    x  X h , y  Y h .Ý Ý 
1 1
Then it is easily shown that
n2 n2
2 22 2   x  X , y  Y ,Ý Ý Ý Ý   
 1 1
n2 n2
2 2       x  x   X , y  y   Y , 4.7Ž . Ž .Ž .Ý Ý Ý Ý      
 1 1
n2
 x y  X Y .Ý Ý   
 1
Ž . Ž .From 4.6 , 4.7 , and some calculation, we have
m2 2 2V˙
  X     X Y  Y  d  XŽ .Ý 0  m m    1  ž /0
m 2d  Y2  ž /0
2 b z  d z  zŽ .Ý   3 

m 2 d    X     X YŽ .Ý 1  0  m m  ž /ž /0
m 2 d   1 Y2  ž /ž /0
2 b z  d z  z .Ž .Ý   3 

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Ž .From the assumption 4.5
 m m2
    4 c    c   1  0,Ž .m m 1 m 0 2 mž / ž /ž / ž / 0 0
˙it follows that V 0. This completes the proof of Theorem 4.2.
Ž Ž . Ž . Ž ..COROLLARY 4.3. Let x t , y t , z t be the solution of the coupled
Ž .system 4.1 with Dirichlet boundary condition, if d  d  0, then there2 3
exists a positie number d	 such that1
m2 	   4 d    .Ž .m m 1 m 0ž /ž /0
	 Ž Ž . Ž . Ž .. Ž .Moreoer, if d  d , then lim x t , y t , z t  0, 0, 0 .1 1 t
Ž Ž . Ž . Ž ..COROLLARY 4.4. Let x t , y t , z t be the solution of the coupled
Ž .system 4.1 with Dirichlet boundary condition, if d  d  0, then there1 3
exists a positie number d	 such that2
m2 	   4 d   1 .Ž .m m 0 2 mž /ž /0
	 Ž Ž . Ž . Ž .. Ž .Moreoer, if d  d , then lim x t , y t , z t  0, 0, 0 .2 2 t
Ž .Since  is negative, the condition 4.5 is easy to satisfy, provided that0
Ž .the coupling strengths d and d in 4.1 are chosen sufficiently large.1 2
Ž .Note that the global asymptotic stability of trivial equilibrium for 4.1 with
Dirichlet boundary conditions depends only on d and d .1 2
Appendix C
Ž .LEMMA 4.5. There exists a unique solution of Riccati equation 2.10 on
 .the interal 0, .
Proof. Given any t* 0, let
TH  P t , Q t  P t , Q t are continuous matrix functionsŽ . Ž . Ž . Ž .½m , m1 2
 on 0, t* with max P t 
m 
 1 and max Q t 
m 
 1 ,Ž . Ž .2 2 51 2
0
t
t* 0
t
t*
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and define
1
22 2
P t  Q tŽ . Ž .2 2TP t , Q t  max .Ž . Ž . ž /20
t
t*
Here, the positive numbers m and m are to be determined. Clearly,1 2
 Ž . Ž .TH is convex, closed, and bounded. For any P t , Q t H , wem ,m m , m1 2 1 2
define a function T by the relation
t L Ž ts.1H e P  P P P Q    P  Q dsŽ .P tŽ . 0 1 2 3 4 5 6T 
t L Ž ts.2Q tŽ . H e Q Q PQ Q    P  Q dsŽ .0 1 2 3 7 8 9
t
 F P , Q ds.Ž .H
0
 4  4Since rmax r 
M d and qmax q 
M d , it follows ,   1 2  ,   1 3
1 1   that r M d and q M d . Choose K K  0 and L L  01 2 1 3
0Ž . Ž .such that if d , d , d 
 C , K, L , then1 2 3
2   l r l r
2 3B 0,  3B  8 B  0ž /M M2 2
and
2   l q l q
2 3B 0,  3B  8 B  0.ž /M M2 2
Let
1
22    1 l r l r
2 m   3B   3B  8 B ,1 ž / /ž /	 2 B M M2 2
and
1
22    1 l q l q
2 m   3B   3B  8 B .2 ž / /ž /	 2 B M M2 2
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Moreover, we have
4B 1
0m  O ,1   ž /l r d2 3B
M2
4B 1
0m  O .2   ž /l q d3 3B
M2
2 2 Ž .Therefore, we may choose K  K, L  L, such that if d , d , d 1 2 3
Ž 0 2 2 .
 C , K , L then 0m 
 1 and 0m 
 1 and it is easily shown that1 2
P t P tŽ . Ž .1 2Ž .     T H H . Also, there is a N 0 such that T  TQ t Q tm , m m , m Ž . Ž .1 21 2 1 2
    Ž .
N t  t , for all t , t  0, t* . This shows that the set T H is1 2 1 2 m , m1 2 uniformly bounded and equicontinuous on 0, t* and therefore the closure
Ž .of T H is compact.m , m1 2
Since F is uniformly continuous on H , given  0, for anym , m1 2 T  TP , Q , P , Q in H , there is a  0 such that1 1 2 2 m , m1 2
P t P tŽ . Ž .1 2T  T
Q t Q tŽ . Ž .1 2
t

 F P , Q  F P , Q ds
 t* ,Ž . Ž .H 1 1 2 2
0
 T  T if P , Q  P , Q 
  . This shows that T is a continuous mapping.1 1 2 2
By the Schauder fixed point theorem, we can assert the existence of
  Ž .   T solution of Riccati equations over 0, t* . Clearly, from 2.10 , D f , g is
   .bounded; therefore the solution is unique over 0, t* . Let I 0, t be the
maximal interval for noncontinuable solution. By the previous argument,
TT   ˆgiven any t t, there exists the unique solution P, Q with P, Q 
 1
 ˆover 0, t . This shows that t cannot be finite. Therefore, there is a unique
 T  T   .solution P, Q of Riccati equations with P, Q 
 1 over 0, . This
completes the proof of Lemma 4.5.
Ž .LEMMA 4.6. There exists a unique solution of Riccati equation 2.14 on
 .the interal 0, .
Proof. Let
K  R t  R t is a continuous matrix function on 0,Ž . Ž . .½l
with R t  sup R t 
 l ,Ž . Ž . 2 5
0
t
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where l 0 is to be determined. Define an auxiliary mapping T on K byl
t L Ž ts.3TR t  e RP Q  RP RQ R RŽ . ŽH 2 2 3 3 5
0
R R    R ds,.6 8 9
Ž .for R t  K . Notice that the mapping T is well-defined, since P, Q, R,l
 4and  are bounded for t 0. Since kmax k 
M d , it followsi  ,   3 3
  4 3 Ž .that k  M d . Choose L  L  0 such that if d , d , d 3 3 1 2 3
Ž 0 2 4.
 C , K , L , then
2   l k l k
2 4B 0 and  4B  16B  0.ž /M M4 4
Let
1
22    1 l k l k
2 l  4B   4B  16B .ž / ž /	 4B M M4 4
Then l 0 and it is easily shown that K is a complete space andl
Ž . Ž . Ž .T K  K . In addition, for any R t , R t  K , we havel l 1 2 l
TR t  TR tŽ . Ž .1 2
t lkŽ ts. 
 4B 4 lB R  R M e dsŽ . 2H1 2 4
0
M 4B 4 lBŽ .4
 
 R  R .21 2 l k
Ž .  It is easy to check that 0M 4B 4 lB l k  1. Hence T : K  K4 l l
is a contraction mapping on K . By the Banach fixed point theorem, therel
Ž .is a fixed point R t  K which is the solution of the Riccati equationl
Ž .2.14 . This completes the proof of Lemma 4.6.
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