In a first series of experiments, 9 groups of rats were exposed to 30 20-minute sessions of successive visual discrimination training ("go/no-go," or mult FR-1 ext), where components (SD and S!» were equal (1 min) in length. Responses during SD were reinforced with a nonresetting delay (Experiment 1 a) or a resetting delay (ORO, Experiment 1 b) of 1 s, 2 s, 3 S, or 5 s (a "no delay" control group was also run). The terminal level and rate at which stimulus control developed was inversely related to the obtained delay, irrespective of cumulative reinforcers or reinforcement rate. A second series of experiments explored the role of reinforcer delivery as a discriminative stimulus, and the temporal regularity of the component changes. In Experiment 2a, 4 groups of rats were exposed to a mixed schedule where a delay factor (no delay and 5 s) was crossed with component type factor (fixed and variable lengths), yielding a 2 x 2 design. A 5th group was exposed to a 2-s delay with fixed components in Experiment 2b. Discriminative responding was not observed for any of the delay groups, and only a small effect of reinforcers was seen in the no-delay groups; no effect of component type was found. The results from these experiments demonstrate that delays to reinforcement retard the acquisition of a visual discrimination and may decrease the degree of stimulus control independent of the effects of delays on rate of responding, rate of reinforcement, and reinforcer delivery, per se. In addition, functions relating rate of responding in SD to rate of reinforcement were differentiated on the basiis of the type of delay contingency (non resetting vs . resetting) in contrast to an apparently undifferentiated function relating rate of responding to obtained delay.
In a first series of experiments, 9 groups of rats were exposed to 30 20-minute sessions of successive visual discrimination training ("go/no-go," or mult FR-1 ext), where components (SD and S!» were equal (1 min) in length. Responses during SD were reinforced with a nonresetting delay (Experiment 1 a) or a resetting delay (ORO, Experiment 1 b) of 1 s, 2 s, 3 S, or 5 s (a "no delay" control group was also run). The terminal level and rate at which stimulus control developed was inversely related to the obtained delay, irrespective of cumulative reinforcers or reinforcement rate. A second series of experiments explored the role of reinforcer delivery as a discriminative stimulus, and the temporal regularity of the component changes. In Experiment 2a, 4 groups of rats were exposed to a mixed schedule where a delay factor (no delay and 5 s) was crossed with component type factor (fixed and variable lengths), yielding a 2 x 2 design. A 5th group was exposed to a 2-s delay with fixed components in Experiment 2b. Discriminative responding was not observed for any of the delay groups, and only a small effect of reinforcers was seen in the no-delay groups; no effect of component type was found. The results from these experiments demonstrate that delays to reinforcement retard the acquisition of a visual discrimination and may decrease the degree of stimulus control independent of the effects of delays on rate of responding, rate of reinforcement, and reinforcer delivery, per se. In addition, functions relating rate of responding in SD to rate of reinforcement were differentiated on the basiis of the type of delay contingency (non resetting vs . resetting) in contrast to an apparently undifferentiated function relating rate of responding to obtained delay.
Discriminated operant responding appears to be a fundamental behavioral process important to a great number of species in a great number of contexts. Discriminated responding can develop or be trained in a number of ways. Arguably, the most straightforward procedure is successive discrimination training, or "go/no-go," where responses are reinforced under one set of conditions (SD or S+) and not reinforced under another set of conditions (S~ or S-); a multiple (reinforcementextinction) schedule. Given the importance of discriminated responding, we asked the questions: What variables affect the acquisition of an operant discrimination using a successive discrimination procedure?; and how would discrimination training proceed when the temporal contingency between responses and reinforcers is degraded as in a delay of reinforcement procedure? The temporal relation between discriminative stimuli, responses, and reinforcers has received a great deal of attention in the conceptual and experimental literature, and is of practical and theoretical import. Thus, the present experiments investigated the effects of delayed reinforcement on acquisition of an operant discrimination using a multiple schedule.
In general, operant response acquisition with delays to reinforcement has been demonstrated in the absence of explicit shaping or autoshaping, even though delays decrease response rates. Skinner (1938) found that rats' response rates on fixed-interval (FI) schedules were inversely related to the length of reinforcement delays; the longer the delay, the lower the rate of responding. Skinner did not find evidence for retarding effects of delays during initial conditioning using a fixed ratio-1 (FR-1 or CRF) schedule, concluding that "the rates of acceleration are all comparable with those obtained with simultaneous reinforcement" (p. 73). In his first experiment, however, Skinner used a resetting variable delay that averaged 2, 4, 6, and 8 s; while in the second, acquisition experiment, he used nonresetting fixed delays of 1, 2, 3, and 4 s. In the latter case, he noted that the procedure allowed for intervals between responses and reinforcers that were shorter than those prescribed by the experiment. Lattal and Gleeson (1990) and Wilkenfield, Nickel, Blakely, and Poling (1992) corrected for many of the procedural limitations in Skinner (1938) and demonstrated response acquisition in the absence of explicit shaping using resetting, nonresetting, and stacked delays. Dews (1960) demonstrated that nonresetting delays maintained higher rates of responding than resetting delays using pigeons and FR-1 schedules with delays of 10 s, 30 s, or 100 s. However, as Skinner noted, responses during the delay interval were likely in the nonresetting delay case, whereas those responses would have been punished under contingencies of resetting delays. Therefore, the differences in responding observed by Dews (1960) were confounded by two other potential differences: (a) differences in the obtained delay and (b) differences in the rate of reinforcement. The second difference is a result of the positive feedback function of ratio schedules, including FR-1; higher rates of responding produce higher rates of reinforcement. If Dews' results are re-plotted, it appears that changes in the rates of responding vary with changes in the rate of reinforcement. Sizemore and Lattal (1978) and Williams (1976) , however, showed that the changes in rate of responding were not a result of changes in frequency of reinforcement, but were caused by the obtained delay. Response rates varied as a function of the non resetting delay, with long delays producing lower response rates relative to a baseline condition, even though reinforcement rates were roughly equal. DifferencE3s between response rates maintained by resetting versus non resetting delays were not investigated. Bruner, Avila S, and Gallardo (1998) varied both reinforcement rate and delay parametrically and found a consistent effect of delay, but not of rate of reinforcement on global rates of responding.
Although the aforementioned research investigated the influence of delays on the acquisition and maintenance of free-operant behavior, acquisition of discriminated responding with delays has rarely been investigated. Using chained schedules, Mabry (1965) showed that discriminations were reliably acquired with delays between SD/S6 offset and reinforcers, but the procedure was unable to assess the effects of delays on acquisition or the effects on the terminal level of stimulus control. While Richards and Hittesdorf (1976) showed that reinforcement delays impaired the terminal level of discriminative control through inverted U-shaped generalization gradients, they provided no data on acquisition of the discrimination. Grice (1948) , using a two-armed discrimination box, demonstrated that acquisition varied inversely as a function of the delay in discrete trial procedures. Thus, little is known about the effects of delays on the acquisition of discriminated responding under free-operant, multiple schedule conditions. A number of researchers (Bruner et aI., 1998; Dickinson, Watt, & Griffiths, 1992; Lattal & Gleeson, 1990; Lattal & Metzger, 1994; Skinner, 1938; Van Haaren, 1992) have investigated response acquisition with delays to reinforcement; the current experiments parametrically investigated the acquisition of discriminated responding under nonresetting (Experiment 1 a) and resetting delays (Experiments 1 b, 2a, and 2b).
Subjects
Experiments 1 a and b -Nonresetting and Resetting (ORO) Delays to Reinforcement
Method
Seventy-two 1 experimentally na"ive male Sprague-Dawley rats obtained from Charles River (five groups of 8 rats in Experiment 1 a, four groups of 8 rats in Experiment 1 b) were approximately 150 days of age at the beginning of the experiment. They were maintained at 80% of their free-feeding weights by supplemental feed ings after experimental sessions, and were individually housed in standard stainless-steel cages with free access to water in a room with a 12:12-hr light/dark cycle.
Apparatus
Sessions were conducted in 12 commercially constructed operant chambers (Gerbrands, approximately 31 cm wide x 33 cm deep x 30 em high) enclosed in sound attenuating, ventilated chests. Fans mounted in the chest provided some masking noise continuously throughout sessions. The chamber walls and ceiling we re constructed of aluminum, and the floor rods were constructed of stainless steel. Located on the back wall, each chamber contained two levers, 5 cm wide, 11.5 cm apart, and 5 cm above the grid floor. A force of at least 20g was necessary to operate the lever. Two pairs of stimulus lights were located 4.5 cm above each lever, red on left and white on right. Only the right lever and white lights were used during the sessions. An opening , 4.5 cm square, was located directly below and spaced evenly between the two levers and contained a feeder tray into which 45-mg Bio-Serv banana-flavored sucrose pellets could be delivered . In an adjacent room, experimental events were arranged and recorded via a personal computer running MEO-PC for Windows software.
Procedure
Magazine training consisted of 3 days of RT 60-s schedule of food delivery with conjoint FR-1 programmed on the right lever for 100 food deliveries. Lever-pressing was then trained on 3 successive days of FR-1 for 100 reinforcers. Rats were matched using response rates during the 3rd day of FR-1 and assigned to one of the groups. No stimulus lights were used during prel iminary training .
Following preliminary training, each group was exposed to a twocomponent multiple schedule, with 1-min components, for 20 min total (10 SD components and 10 SL1 components) . Each session began with an SD component followed by an SL1 component with strict alternation of SD and SL1 components thereafter. Components of the multiple schedule were distinguished by the white stimulus lights just above the right lever (l ights on = SD, lights off = SL1). In the presence of the light, each response was reinforced (FR-1) with no delay, or with a 1-s, 2-s, 3-s, or 5-s delay, depending on group assignment. In Experiment 1 a, responses that occurred in the delay interval also produced a pellet, after the same delay, but otherwise did not affect the delivery of other reinforcers; there was no penalty for responding during the delay interval (a nonresetting delay). In Experiment 1 b, a differential reinforcement of other (ORO) behavior contingency was arranged, such that responses in the delay interval reset the delay timer (a resetting delay). Reinforcers set to be delivered in the SL1 period (i.e. , responses that occurred near the end of the SD period) , in both experiments, were canceled. Training lasted 30 sessions. Analyses were conducted upon the discrimination ratio (OR: responses in SD/ total responses), response rates during SD and SL1, and on the number of sessions to meet a criterion of a five-session mean OR of .75 or better for the remainder of the experiment (Grice, 1948) .
Results
The acquisition of discriminated operant responding, represented by the changes in mean discrimination ratios (DRs) over five-session blocks per group, is presented in Figure 1 . Resetting Delay (DRO) DRs increased rapidly in the first five sessions for several groups, but because Figure 1 plots the mean DR for the first five sessions, it appears that several groups started higher; statistical differences in the starting paints during the first session were not found as would be expected given that rats were matched and randomly assigne!d to the various groups based upon response rates from the last day of preliminary train ing. Repeated measures ANOVA on DRs revealed a statistically significant effect of delay, F(8 , 61) = 11.170, P < .0001; blocks of sessions, F(5 , 305) = 227.064, P < .0001; and delay x blocks interaction, F(40, 305) = 3.307, P < .0001. The results of this statistical analysis are noit surprising given the large number of subjects and blocks, and the presumed effects of delay; more detailed analysis are presented hereafter. Table 1 shows the primary results of the expmiment, including those of ANOVA on many of the dependent measures. Although the nominal delay in Experiment 1 a was programmed, the actual delays between responses and reinforcers may have differed from their prescribHd values. Mean obtained delays were . 7 s, 1.3 s, 2.1 s, and 2.9 s for the 1-8, 2-s, 3-s, and 5-s groups, respectively. An analysis of session-by-session obtained delays (not shown) revealed little change in those delays over the course of the experiment; thus, means were computed for the entire experiment. 1 Differences in obtained delay for the nonresetting delay groups were tested using Tukey HSD, and one-sample t tests of the hypotheses that the means differed from 0, 1, 2, 3, and 5 s, with the appropriate adjustments to alpha. In other words, the hypothesis that the mean obtained delay of the 2-s delay group differed from the 1-s DRO group, was tested with a single sample t test that the obtained delays of the 2-s delay group differed from a value 1, with an IX = .01 (.05/5 comparisons).
As can be seen in Figure 1 , longer delays systematically impaired acquisition of the discrimination; curves are less steep the longer the delay. In addition, the terminal level of stimulus control, that is, DRs during the sixth block of sessions (Table 1) , varied inversely with the delays; the briefer delays produced higher terminal levels of stimulus control. The potency of this effect is apparent in the near perfect ordering of the groups with respect to obtained delays: The no-delay group reached the highest level of stimulus control while the 5-s ORO group had the lowest. ANOVA on terminal DRs revealed a statistically reliable effect; between groups differences were analyzed using Tukey HSD statistic and revealed that all of the groups were higher than the 5-s ORO group, except for the 3-s ORO and 2-s ORO groups. The no-delay, 1-s delay, 2-s delay, and 1-s ORO groups were statistically higher than the 3-s ORO group. Lastly, the no-delay and 1-s ORO groups were reliably higher than the 2-s ORO group. No other differences in terminal DRs were found.
The average number of responses in SD and S~, across five session blocks (± SEM), per group are presented in Figure 2 . In Figure 2 , it can be seen that near asymptotic responding appears to have been obtained in all groups in both SD and S~. A single anomaly in terminal response rates in SD emerged as the 2-s delay group had higher response rates than the 1-s delay group; otherwise, response rates in SD were ordered with respect to the obtained delays. Not surprisingly, repeated measures ANOVA on SD responding showed a statistically reliable effect of delay, Resetting Delay (DRO)
Figure 2. Mean response rates (resp/min) per group (±SEM) across consecutive fivesession blocks for each group, in the SD and SLI components. delay x blocks interaction, F(40, 305) = 2.762, P < .0001; for Sf,. responding, the effects of delay, F(8, 61) = 2.406, P = .025; blocks, F(5, 305) = 78.924, P < .0001; and delay x blocks interaction, F(40, 305) = 1.524, P = .027, were statistically significant as well. Post hoc analyses on the terminal rate of responding in SD revealed that response rates for all groups were higher than the 5-s ORO group. ThEl 3-s ORO, 2-s ORO, 5-s delay, and 3-s delay groups were not different than one another, but less than the 1-s ORO, 2-s delay, 1-s delay, and no-delay groups, which were also not different from one another. Grice (1948) assessed the rate of acquisition of a discrimination with the number of trials required to meet a .75 discrimination ratio criterion. Figure 3A shows the mean (±SEM) number of sessions for rats in each of the nine groups to reach a similar .75 criterion as a function of the mean obtained delay. ANOVA on sessions to criteria revealed a statistically reliable effect of delay, F(8, 61) = 12.051, P < .0001. The results of post hoc comparisons are shown in Table 2 .
Because of the positive feedback function of the programmed schedules of reinforcement, as rates of responding increased, so did the nls that the acquisition of an operant discrimination cou ld be a function of delay or cumulative reinfo rcers . Figure 3A shows a systematic re lationship between sessions to crite ria and obtained delay, and little relationship between sessions to criterion and cumulative reinforcers (Fig.  38) . Moreover, the functions in Figure 3A appear ve ry similar in nature, irrespective of the delay contingencies (nonreseitting vs. resetting) . Figure 4 assesses the role of delay versus cumulative reinforcers on the terminal level of stimulus control by comparing mean terminal DRs per group plotted against obtained delays and cumulative reinforcers earned. Terminal DRs did vary with cumulative reinforcers earned and terminal reinforcement rates (not shown, but nearly the same function as in Fig. 48) , with more reinforcers producing higher terminal DRs, in genHral (Fig. 48) . Once again, the best-fit linear function describing the results from the resetting and nonresetting groups as a function of delay are similar (Fig. 4A) . However, when terminal DRs are plotted as a function of cumulative reinforcers (Fig.  48) , the two functions become more discrepant; more cumulative reinforcers did not necessarily increase terminal DRs, rather increases in terminal DRs were primarily a function of the delay contingences. Figure 5 plots terminal SD response rates as a function of obtained delay (Fig. 5A ) and terminal reinforcement rate (Fig . 58) . The strong and nearly perfect linear relation between response rate in SD and reinforcement rate (Fig . 58) is not surprising given the FR-1 schedule, but the fact that the best-fit function for the resetting delay groups is shifted to the left of the nonresetting delay groups function was not predicted (Fig .  58) . Once again, though, a comparison of Figures 5A and 58 shows an invariance between obtained delay and terminal response rate whereas the delay contingencies affect the relationship between rate of responding and rate of reinforcement. 
Discussion

Acquisition of Discriminated Responding
The present experiments demonstrate that when delays to reinforcement are arranged in a successive discrimination procedure, acquisition curves are less steep with increasing delays (Figs. 1 A and 8) . The rate at which discriminated responding develops, determined by sessions to criterion, was also found to vary inversely with the delay. Fewer sessions, on average, were required to reach a particular level of stimulus control (.75) with briefer obtained delays (Fig. 3A) , and the function relating sessions to criterion and the mean obtained delay appears to be linear (,2 = .93 and .90). Moreover, the development of discriminated responding appeared unrelated to the cumulative number of reinforcers earned . It should be noted that nearly identical relations were found between sessions and terminal reinforcement rate; we prefer cumulative reinforcers to reinforcement rate, because, intuitively, acquisition should be more related to accumulated experience than to some other, more local relation. Nevertheless, if cumulative reinforcers in SD was the principal variable in acquisition , all groups should have met the .75 criterion at approximately the same cumulative reinforcer value, a prediction contradicted by the data shown in Figure 38 . The similarity of functions in the left panel of Figure 3A also suggests a uniform effect of obtained delay, irrespective of the number of reinforcers earned, on acquisition of discriminated operant responding.
Terminal Level of Stimulus Control
Terminal DRs could have varied directly with reinforcement rate or cumulative reinforcers, as well as with obtained delay. However, although there was a relation between cumulative reinforcers and terminal DRs (Fig . 48) , the hypothesis that the acquisition of discriminated responding is invariant with reinforcement rate or the number of reinforcers found little support in the present experiments. All of the D I~O groups required fewer reinforcers, on average, than the nonresetting dl31ay groups. The similarity of functions in Figure 4A once again suggests a unitary role for obtained delay, irrespective of the cumulative reinforcers earned. In addition, it should be noted that all of the groups reached asymptotic discrimination ratios, thereby negating the suggestion that if the longer delay groups had been exposed to additional sessions, the groups would have had higher DRs. The fact that asymptotic levels were obtained indicates that additional sessions and reinforcers would not have improved and equated performance. If, instead of terminal DRs, one looks at the .75 criterion and the number of reinforcers required to meet that criterion, as in Figure 38 , the lack of any relation between cumulative reinforcers and rate of development of an operant discrimination becomes apparent.
Effects of Reinforcement Delays on Rate of Responding
It is well known that delays to reinforcement decrease response rates. Figure 2 clearly shows that increasing delays decreased SO response acceleration across sessions (i.e., the "steepness" of the curves), as well the terminal response rates. Except for response rates in the 2-s delay and 1-s ORO groups, terminal responding was ordered with respect to the obtained delay (Fig. 58) ; brief delays produced high response rates, longer delays produced lower response rates. It is likely, though, that at brief delays, the effects are difficult to assess with only 8 subjects. Four of the nine groups had obtained delays that were less than 1.3-s.
It is also known, however, that decreasinn reinforcement rates will decrease response rates, in general. Thus, in adding delays to ratio schedules of reinforcement, including FR-1, with direct response ratereinforcement rate feedback functions, separating the roles of delays and reinforcement rates on response rates may become difficult. In other words, do delays cause decreases in response rate independent of changes in reinforcement rate, or do delays cause decreases in response rate because these decreases lead to lower reinforcement rates? This is a principal concern in the current experiments, because rates of responding influence other measures (e.g., DRs); changes in rates of responding directly affect the measures of discriminated operant responding. Latta I (1977, 1978) showed that changes in response rate were related to changes in delay and not to changes in the frequency of reinforcement. Figure 58 explored the relation between terminal SO response rates and terminal reinforcement rate and shows that the function for the ORO groups is shifted to the left of that for the nonresetting delay groups. This shift suggests that in addition to the ratereducing effects of delays, there are differential effects of the contingencies themselves. That is, at nearly equal rates of reinforcement, the ORO contingency supported a higher ratH of responding than the corresponding nonresetting delay contingency. For example, mean reinforcement rates were comparable for the 1-s ORO (13.87 re inf/minutes) and 3-s delay (12.11 reinflmin) groups. Rates of responding , however, were higher in the ORO group (18.48 resp/min versus 12.11 resp/min , respectively). Such differences in SO rate of responding are not attributable to rate of reinforcement, for reinforcement rates were roughly equivalent in the two aforementioned groups. The mean obtained delays were 1 s for the 1-s ORO group and 2.1 s for the 3-s nonresetting delay group, the briefer delay produced higher rates of responding , even though reinforcement rate was roughly equivalent.
The question of whether differing delay contingencies have different effects on rate of reinforcement is a related question. At nearly identical delays, lower reinforcement rates were found with resetting delay contingencies versus nonresetting delay contingencies. For example, Figure 5B shows that reinforcement rate in the 3-s ORO group (open downward triangle) averaged 6.77/min whereas the 5-s delay group (mean obtained delay of 2.9 s, filled diamond) averaged 11.00/min even though, as seen in Figure 5A , their terminal response rates were comparable (10.46 resp/min vs. 10.99 resp/min). The comparison of the 5-s delay and 3-s ORO groups shows that nearly equal rates of responding were obtained at nearly equivalent delays, even though the 5-s delay group's reinforcement rate was 162% of the 3-s ORO group's rate. Thus, Figure 5 reveals that response rate is primarily determined by obtained delay, irrespective of rate of reinforcement, for nearly equivalent response rates were produced by nearly equivalent delays (Fig. 5A) , despite a reliable difference in reinforcement rates, whereas nearly equivalent reinforcement rates produced different response rates dependent on the type of delay contingency (Fig. 5B) . Thus, our results are consistent with the finding of Lattal (1977, 1978) and Bruner et al. (1998) that delays decrease response rates independently of changes in rates of reinforcement. An alternative explanation of the findings that ORO contingencies supported a higher rate of responding rests on the fact that the ORO contingency produced an intermittent reinforcement schedule, whereas the resetting contingency continuously reinforced responding. It is well-known that intermittent schedules produce higher rates of responding. This is not inconsistent with the present results. Indeed, higher response rates could have been maintained by the more intermittent reinforcement produced by ORO contingencies. This possibility, however, should not overshadow the finding that nearly identical delays produced nearly identical rates of responding, regardless of contingency or intermittency.
A Pavlovian approach to stimulus control would suggest that delay of reinforcement of an operant response influences such control only through its effect on reinforcement rate in the presence of So. Therefore, a significant disconnection between delay and reinforcement rate in SO should favor primacy of the latter. To the extent that the influence of delay is primary in the face of such a disconnect, the Pavlovian interpretation is contraindicated. The present results show that when there is a significant disconnect between rate of reinforcement and delay, the latter determines rate of responding. That disconnect may be difficult to translate into discriminative responding, however.
One confusing result from the present experiments involves rate of responding in SLl. The effects of reinforcers in SO would presumably generalize to SLl in some systematic fashion; however, we found no statistical differences in terminal SLl rates among groups, and in nearly all of the groups, extinction was rapid. Changes in responding in SLl could have been limited in Figure 2 by a floor, unlike SO responding. In other words, it is possible that subtle changes in SLl responding were hidden by the fact that response rates approached zero rapidly.
Limitations
The basis of the discrimination in the present experiment were presumably the exteroceptive stimulus changes provided by the experimenter. However, the discrimination and its development · could have been due to the presence versus absence of reinforcers (sucrose pellets) themselves. Even though the effects of reinforcement rate on rate of responding and sessions to criterion were shown to be less than the effects of the obtained delay, the analyses on rate of reinforcement did not rule out the discriminative role of the reinforcers. Additionally, the components were of fixed duration, and strictly alternated, introducing the possibility of a temporal discrimination. The next two experiments, 2a and 2b, sought to uncover the role of reinforcers and the temporal regularity of component changes. A mixed schedule, without exteroceptive stimulus changes accompanying the changes in the contingencies (from SO to SLl), isolated the role of the presence/absence of reinforcers during the acquisition of a discrimination. The role of the regularly changing components was assessed by using fixed or variable component lengths.
Subjects
Experiment 2a and b -Mixed Schedules With and Without Variable Components
Method
Forty experimentally na'ive male Sprague-Dawley rats, obtained from Harlan breeders, served as subjects. They were approximately 90 days old at the start of the experiment and weighed between 300 and 350 g. They were housed in pairs, in standard polyethylene cages, in a room with a 12:12-hr light/dark cycle. During acclimation to the housing conditions, they were handled and weighed daily. Food was then restricted and each subject was maintained at 80% of their free-feeding weights by supplemental feedings after the session.
Apparatus
Sessions were conducted in eight identical commercially constructed operant chambers (Coulbourn, approximately 29 cm x 29 cm x 24 cm) enclosed in sound attenuating, ventilated chests. Fans provided some masking noise continuously throughout the session. The two side walls were constructed of aluminum, and the front and back walls were constructed of Plexiglas. Two levers, approximately 3.5 cm apart, projected into the chamber on the right side wall . Above the two levers, in the middle of the right wall, were a row of three stimulus lights and a houselight. Spaced equally between the two levers was a feeder tray into which 45 mg Bio-SerV® sucrose pellets could be delivered. Experimental events were arranged and recorded via a personal computer in the same room as the chambers, running Graphic State Notation™ (version 1.013-00), interfaced with L91-04S Habitest Universal Lincs (Coulbourn Instruments, Allentown, PA).
Procedure
Magazine training and preliminary training were identical to Experiments 1 a and b. For Experiment 2a, 32 rats were matched using response rates and were randomly assigned to one of four groups. The remaining 8 rats were used in Experiment 2b.
Rats in Experiment 2a were exposed to one of four mixed schedules, the combination of two levels of two factors. The first factor was a no delay/delay of reinforcement factor, and the second was fixed/variable length components factor, yielding a 2 x 2 design. One group was exposed to strictly alternating 1-min components where responses during the reinforcement component (analogous to the SD component) were reinforced on an FR-1 schedule (no delay-fixed comp). A second group was exposed to alternating 1-min components where responses were reinforced during one component on an FR-1 with a 5-s resetting delay (5-s ORO-fixed comp). A third was identical to the first group except that the components averaged 1 min in length (range 15 s, 25 s, 35 s, ... 115 s, no delay-var comp). Individual component lengths were selected from two lists without replacement (one for reinforcement components, the other for nonreinforcement components). The fourth group was identical to the second, except components were of variable length, as in third group (5-s ORO-var comp). Sessions lasted for 20 min and the houselight was on throughout the session; there were no accompanying stimulus changes from one component to the next (a mixed schedule).
In Experiment 2b, rats were exposed to a mixed schedule with fixed length components; however, the resetting delay was 2 s (2-s ORO-fixed comp). This value was chosen because the comparison of the no-delay and 2-s ORO in the first set of experiments yielded a reliable difference in the number of sessions required to meet the .75 criterion, and, of the reliably different groups, this represented the smallest difference in delay.
A pseudodiscrimination ratio (POR -responses in the reinforcement component/total responses) served as the primary dependent variable during this experiment. Response rates in the two components, as well as the number of sessions required to meet the .75 criterion from the first two experiments, served in additional analyses. Miixed schedule performance was directly compared to the corresponding multiple schedule groups from Experiments 1 a and b, thereby assessing the influence of reinforcers as discriminative stimuli. Performance of the variable component groups was used to assess the influence of the temporal regularity of stimulus changes in the prior experiments on the development of stimulus control. Figure 6 shows mean PORs and mean number of responses per group across five-session blocks. Ouring the last five-session block, PORs were .62 (± .01) and .58 (± .01) for the no-delay groups, .51 (± .01) for the 2-s ORO group, and .45 (± .01) and .46 (±.03) for the 5-s ORO groups. Mean PORs during the last five-session block per subject were used in 1-sample t tests of the hypothesis that each group differed from .5 (i.e. , the absence of a discrimination). Terminal PORs were found to be higher than .5 for no-delay groups; fixed comp: t(7) = 4.352, P = .003; variable comp: t(7) = 3.350, P = .012; not different from .5 in the 2-s ORO group, t(7) = 1.272, P = .244; and lower than .5 for 5-s ORO groups; fixed comp: t(7) = -5.035, P = .002; variable comp: t(7) = -2.687, P = .032. A two-factor ANOVA on PORs of just the no-delay and 5-s groups of the third block of sessions revealed an effect of delay, F(1 , 28) = 34.636, P < .0001, but no statistical effects of component type or interaction , Fs < 1.20. Therefore, terminal PDRs for the two no-delay groups and the two 5-s DRO groups were combined and analyzed with the 2-s DRO group using a 1-factor (delay length) ANOVA, which revealed reliable differences, F(2, 37) = 19.991, P < .001. Post hoc comparisons using Tukey's HSD revealed that the nodelay group differed from both the 2-s DRO and 5-s DRO groups, but the 2-s DRO group did not differ from the 5-s DRO group. The sessions to criterion analysis was obviated by the fact that no individual subject met the .75 criterion.
Results
As expected, response rates were higher for the no-delay groups than for the DRO groups, in both the reinforcement and nonreinforcement components. It can also be seen that increased responding in the reinforcement component was accompanied by increases in responding in the nonreinforcement component as well. Visual displays of individual sessions (not shown) revealed that asymptotic responding was obtained under all conditions.
Discussion Discriminated Responding?
The mixed schedule produced a lack of discrimination in the 2-s and 5-s DRO groups, and only a slight increase from chance responding for the no-delay groups. The notion that pellet delivery served as part of a discriminative compound received only a little support in this experiment, because, even though PDRs increased for the no-delay groups, little change in responding during the non reinforcement component was observed. Increases in PDRs were a function of increased responding in the reinforcement component, whereas discriminated responding implies the withholding of responses during the non reinforcement component as well. Increased responding during the reinforcement component could have been the result of a general unconditioned activation by the presence of the food, or the result of topographical changes in the operant, thereby making responses more effective or more efficient. This is an interesting result , because some would predict that responding in the S~ period of a multiple schedule would be controlled by the stimulus disparity between SD and S~ (Davison & Nevin, 1999) . When that disparity is at zero, as in a mixed schedule, reinforcer delivery could provide cues as to which component is operative, particularly in the case of FR-1, O-s delay. These cues would presumably promote increases in responding during the reinforcement component and decreases in the nonreinforcement component. In contrast to these predictions, we found increases in both components.
A contribution of the temporal regularity of component changes was not found between groups with fixed or variable component lengths. This result contradicts the general notion that a successive discrimination procedure must include irregularly occurring SD and S~ periods (Davison & Nevin, 1999; Leslie, 1996) . We do not know of any direct test of the hypothesis that regularly alternating intervals promotes discriminated responding on the basis of temporal regularity in the appetitive operant case.
Summary
The current experiments demonstrated that the acquisition of discriminated responding in a multiple schedule was impaired by brief delays to reinforcement. Delays to reinforcement have strong response rate suppressive effects, independent of rate of reinforcement, when contingencies are arranged to control for reinforcement effects. The role of reinforcers as cues were minor, at best, for although increases in responding were found in the reinforcement components of a mixed schedule, increases in rates of responding in the nonreinforcement component were found as well. The temporal regularity of the component changes had no discernible effect when assessed in a mixed schedule arrangement. The design of the first series of experiments, unfortunately, allowed for a confound between delay and rate of reinforcement. Future research should employ VI schedules with delays, thereby equating reinforcement rate, to eliminate the confound between delay and reinforcement rate. However, there was strong evidence of a disconnection between delay and rate of reinforcement on rate of responding, with the disconnection clearly favoring delay as the principal variable. Although translating those response rate effects to effects on discriminated responding is difficult, there is again a strong suggestion that delay, independently of reinforcement rate, influences both the rate of development and the final level of stimulus control of operant behavior. Accordingly, molar stimulus-reinforcer relations do not appear to tell the whole story in the acquisition of discriminated operant behavior, a finding which may pose a problem for accounts that favor a Pavlovian interpretation of operant discrimination. Rather, the contiguity of the response-reinforcer relation appears primary in both the acquisition and terminal level of discriminated responding. In addition, our results indicate differential effects of delay contingencies (i.e., nonresetting vs. resetting) on response rates, although future work is required to clearly delineate these effects. Nevertheless, whereas prior research has focused on the effects of delays on the maintenance of a discrimination, or the development of operant behavior, the present results demonstrate an effect of delays of reinforcement on the devE~lopment of discriminated operant responding.
