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IV. CONCLUSION Four kinds of numerical models have been developed to investigate the quantum mechanical effect on the channel electron concentration in HEMT's at room temperature. By comparing the calculated results, the classical approach using Fermi statistics was four d to give a reasonably good description of the channel electron COIIcentration dependence on the gate voltage. The classical approach using Boltzmann statistics has been shown not to introduce serious errors when the channel electron concentration is less than 1.5 < 10l2 cm-2 at 300 K. The triangular-well approximation sometimcs gives worse results depending on the choice of the empirical paranleter. These results indicate that the classical description of tl e channel electrons can be used in device modeling for HEMT's 10 predict the macroscopic I-V and C-V characteristics. The open-circuit voltage of the silicon solar cell has risen incrementally from the 600-mV range of 10 years ago to the mid-680-mV range with the recent development of the MINP cell. Because of the wide variety of cell types involved, it has been difficult to pinpoint the mechanisms behind any of the V, , , increases. Indeed, it is difficult even to determine whether a given increase is due to improvements in the base or the emitter, or both. This paper presents the results of an experimental determination of the relative magnitudes of the base (lob) and the emitter (Zoe) components of the dark saturation current (I,) using a technique which can, from a knowledge of the variation of V,, and diffusion length (L) with 1-MeV electron fluence, separate I, into its base and emitter components [I] . The cells studied are the low-resistivity ((0.1 Q . cm) silicon solar cells that have been developed over the past decade in the quest for increased voltage. These include the hi-low emitter (HLE) cell [2] , the NASA [I] and the COMSAT [3] multistep diffused emitter (MSD) cells, the ion-implanted emitter (IIE) cell [4] , the minMIS cell [5] , and the MINP cell [6] .
Voltage-Controlling Mechanisms in
Before discussing our results, a few words about the technique used (described in detail elsewhere [l] ) are in order. The method assumes, first of all, that near V,, the depletion region component of Z , is negligible. The fact that the cells studied here all display ideal diode characteristics (n = 1) in the vicinity of V,, indicates that this condition is fulfilled.
There are also two potential sources of error in this analysis. These are the diffusion length determination and the determination of the recombination velocity S at the rear surface of those cells with nonohmic back contacts:In regard to the latter concern, we have found that the value of S assumed is not very critical. The reason for this is that the'same value of S is assumed both in the determination of L and in the I, resolution calculations, and, as it turns out, any errors due to a poor choice for the value of S tend to cancel themselves out. Indeed, we found that when we varied the assumed value of S in the nonohmic (aluminum-alloyed) back con- (Table I) can be seen to yield a value of l o b that is several times larger than one would calculate using commonly accepted values for the parameters in the expression for Z , . Since the results have been shown to be insensitive to the value assumed for S, this result causes one to look with suspicion on the technique used to determine L .
The L measurement technique used here involves the measurement of the current generated by penetrating radiation (X-rays) which have been carefully calibrated using a SEM EBIC technique [7] . As further evidence of its validity in the present application, we showed that the measured L values are consistent with V,, changes incurred as a result of variations in cell thickness. To this end, we fabricated a number (20) of 530-pm-thick cells using the same techniques used to make the 175-pm cell in Table I (Table I) , this translates to a V,, increase of 6 mV, which is what was measured experimentally. This fact argues strongly that the L measurement technique used here is indeed valid and accurate.
Having thus eliminated both L and S determination as sources of error, it appears that lob in this cell may indeed be several times larger than one would expect.
Similar conclusions can be drawn for the larger-than-expected l o b values found for both the COMSAT MSD cell and the Spire IIE cell.
Problems arose when we tried to apply this technique to both the HLE and the minMLS cells. In the former case, the irradiation caused a severe drop in the blue response, thus violating a key assumption of the technique [l] , while in the latter case it caused an increase in the diode quality factor, again precluding analysis by the present technique.
However, even though we could not use our Z, separation technique on these cells, we were able to get a rough idea of the I, split by analyzing I-V and diffusion-length data taken on cells with different base resistivities. Using the measured I, and L data given in Table I for 0.1-and 0.025-9 * cm HLE cells, one can set up a pair of simultaneous equations with Z , , and a rnodijed A value (see [ l] ), both assumed invariant with resistivity, as adjustable parameters. Solution of the equations, using literature values for the ratios of the diffusivity and the doping concentration at the two resistivity levels [SI-1111, yielded the values of lob and Z , , given in Table I .
As can be seen, lob for the 0.1 9 * cm cell is close to that measured for the other cells. The low value of lob in the 0.025-9 . cm cell, in spite of the fact that it has a very short (30-pm) diffusion length, is due to the combined effects of the increased doping level and the attendant lowered mobility that more than compensate for the very low L value.
A similar approach was used in the case of the minMIS cell, but in this case we were forced to use literature data. The data used were taken on 0.5-and 0.1-9 . cm float zone minMIS cells [5] . The data were corrected for temperature (from 28 to 25°C) and adjusted to reflect total area output (the reported grid coverage was 25 percent). Published diffusion lengths o f 200 and 300 hm were used for the 0.1-and the 0.5-9 ' cm cells, respectively. After determining I, from the I-I/ characteristics, we performed essentially the same calculations used for the HLE cells to determine I,, and lob. The results for the 0.1-Q . cm cell are given in Table I. It is interesting to note that the value of lob determined for this cell is a factor of three lower than the values found for the other 0.1-9 . cm cells. The numerous assumptions involved in this type of calculation where the behavior of two different cells are compared add a considerable degree of uncertainity to the results. However, the fact that this value of lob compares favorably both with the value that would be expected assuming generally accepted values of the parameters involved, as well as to the values found below for good MINP cells obtained with the more rigorous electron irradiation technique, tends to increase one's confidence in the results.
The results of subjecting a fairly good MINP cell (cell A) to the I, resolution technique are given in Table I then calculated to be 0.86 X A/cm2, which is close to the value found above for the minMIS cell.
Cells C and D in the table are very-high-voltage MINP cells. In contrast to cells A and B j these cells do not respond to the charging action of the electrostatic gun, indicating that the emitter components in these two cells are negligibly small. The resulting lob Values for these two cells can be seen to agree quite well with those determined for both cell B and the minMIS cell. Thus, the MINP cell, as well as having a highly optimized emitter, has a value of lob that is several times smaller than that found in the MSD, HLE, of the IIE cells.
The suggestion that both the minMIS and the MINP cells (both fabricated at the same laboratory) have an advantage of a factor of two in l o b prompted us to look for possible differences in material parameters. We started by comparing the 175-pm MSD cell with MINP cell C. We found that, after taking into account differences in d, L, and S, the base saturation currents of the two cells still differed by a factor of two. Acceptor level differences were then ruled out by the results of a C-V analysis which indicated a close correspondence between the doping levels in the two materials. Measurements of the minority carrier mobility, on the other hand, suggested that the electron mobility in the MSD may be considerably larger than one would have expected.
To the authors' knowledge, there are only three reported measurements of the minority-carrier mobility in low-resistivity silicon: two using the Haynes-Shockley technique 181, [9] , and one using an ac phase shift technique [lo] . These measurements yielded values that range from 200 to 425 cm2/V . s for 0.142 . cm silicon.
When we compared these values with the results of measurements taken several years ago [12] on material that had been used for MSD cell fabrication, we found a significant difference. These latter measurements, using an ac phase shift technique, indicated an MSD cell mobility of 680 cm2/V . s, a value twice that measured previously for 0.1-Q . cm silicon.
While it is inappropriate to draw any definitive conclusions on the basis of one measurement, this factor of two variation in the minority-carrier mobility would certainly provide an explanation for the 2 X higher-than-expected values of lob found for some of the cells in Table I . Since the thought of being able to use mobility variation as a design tool is an intriguing one, it is €eIt that a furthe] exploration of the possibility that the mobility might be affected by factors such as cell processing parameters should be undertaken.
