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DECAY ESTIMATES FOR NONRADIATIVE SOLUTIONS OF
THE ENERGY-CRITICAL FOCUSING WAVE EQUATION
THOMAS DUYCKAERTS1, CARLOS KENIG2, AND FRANK MERLE3
Abstract. Consider the energy-critical focusing wave equation in space di-
mension N ≥ 3. The equation has a nonzero radial stationary solution W ,
which is unique up to scaling and sign change. It is conjectured (soliton reso-
lution) that any radial, bounded in the energy norm solution of the equation
behaves asymptotically as a sum of modulated W s, decoupled by the scaling,
and a radiation term. A nonradiative solution of the equation is by definition
a solution whose energy in the exterior {|x| > |t|} of the wave cone vanishes
asymptotically as t → +∞ and t → −∞. In our previous work [9], we have
proved that the only radial nonradiative solutions of the equation in three
space dimensions are, up to scaling, 0 and ±W . This was crucial in the proof
of soliton resolution in [9].
In this paper, we prove that the initial data of a radial nonradiative solution
in odd space dimension have a prescribed asymptotic behaviour as r → ∞.
We will use this property for the proof of soliton resolution, for radial data, in
all odd space dimensions. The proof uses the characterization of nonradiative
solutions of the linear wave equation in odd space dimensions obtained by
Lawrie, Liu, Schlag and the second author in [15].
We also study the propagation of the support of nonzero radial solutions
with compactly supported initial data, and prove that these solutions cannot
be nonradiative.
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1. Introduction
Consider the wave equation on RN , N ≥ 3, with an energy-critical focusing
nonlinearity:
(1.1) ∂2t u−∆u = |u|
4
N−2u,
and initial data
(1.2) ~u↾t=0 = (u0, u1) ∈ H,
where ~u := (u, ∂tu), H := H˙1(RN )× L2(RN ), where H˙1(RN ) is the usual homoge-
neous Sobolev space. We will mainly consider spherically symmetric solutions, and
denote by Hrad the subspace of radial elements of H
The equation is locally well-posed in H (see e.g. [13, 17, 16, 4]). It has the
following scaling invariance: if u is a solution of (1.1) and λ > 0, then
λ
N
2 −1u (λt, λx)
is also a solution. The energy:
E(~u(t)) =
1
2
∫
RN
|∇t,xu(t, x)|2 dx − N − 2
2N
∫
RN
|u(t, x)| 2NN−2 dx,
where ∇t,xu = (∂t, ∂x1u, . . . , ∂xNu) is conserved, and invariant by the scaling of the
equation
The equation (1.1) has stationary solutions. Indeed, the set of radial stationary
solutions is exactly
{0} ∪
{
±λN2 −1W (λx), λ > 0
}
,
where
W (x) =
(
1 +
|x|2
N(N − 2)
)N
2 −1
.
There also exist type I blow-up solutions, i.e. solutions whose maximal time of
existence T+ is finite and such that
lim
t→T+
‖~u(t)‖H = +∞.
The soliton resolution conjecture predicts that every solution ~u of (1.1), that is not a
type I blow-up solution, decomposes asympotically as t→ T+, up to a term which is
negligible inH, as a finite sum of stationary solutions, decoupled by time dependent
scaling parameters, and a radiation term. The radiation term is a solution of the
linear wave equation if T+ = +∞ or a fixed element of H if T+ <∞.
This conjecture was proved by the authors in [9] in space dimension 3 in the radial
setting. A key step of the proof is the following rigidity theorem (see Propositions
2.1 and 2.2 in [9]): let u be a radial solution of (1.1) with N = 3 which is global
(to fix ideas), and such that
(1.3)
∑
±
lim
t→±∞
∫
|x|>|t|
|∇t,xu(t, x)|2 dx = 0
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(we will call such solutions nonradiative), then u is stationary, i.e. u(t, x) = 0 or
u(t, x) = ±λN2 −1W (λx).
It is essentially proved in [9, Lemma 3.11] that if u is a solution of (1.1) with
maximal time of existence T+ and tn → T+ is such that ~u(tn) is bounded in H,
then u can be expanded, in a neighborhood of tn, as a sum of nonradiative solutions
decoupled by scaling, and thus the classification of nonradiative solutions is crucial
in the proof of the soliton resolution conjecture for equation (1.1).
We note that an analog of the rigidity theorem is known for the linear wave
equation:
(1.4) ∂2t u−∆u = 0.
Namely, by [8], if u is a solution of (1.4) and N is odd,
(1.5)
∑
±
lim
t→±∞
∫
|x|>|t|
|∇t,xu(t, x)|2 dx =
∫
|∇t,xu(0, x)|2 dx.
In particular, if u satisfies (1.3), then u = 0.
According to [5], (1.5) is not valid for solutions of the linear wave equation in
even space dimension, even in the radial case. In this paper we will show however,
as a consequence of [5], that the rigidity theorem for linear solutions is also valid
when N is even.
Proposition 1. Let u be a solution of (1.4) with N ≥ 3. Assume (1.3). Then u
is the constant zero solution.
The proof of the rigidity theorem in space dimension 3 for the nonlinear wave
equation relies on an stronger exterior energy bound than (1.5), proved in [7], and
which holds only for radial solutions. Assume N = 3. Let R > 0 and u be a finite
energy solution of (1.4). Then
(1.6)
∑
±
lim
t→±∞
∫
|x|>R+|t|
|∇t,xu(t, x)|2 dx =
∥∥πP (R)⊥~u(0)∥∥2H(R) ,
where H(R) is the space of restrictions of elements of Hrad to r ∈ [R,∞), P (R) =
span
{
(1r , 0)
}
, and πP (R)⊥ is the orthogonal projection, in H(R), of the orthogonal
of P (R) in H(R). In the proof of the rigidity theorem in [9], it is used in a crucial
way that P (R) is of dimension 1, and that the decay, as r → ∞ of 1/r and W (r)
are of the same order at infinity.
An analog of the exterior energy bound mentioned above was proved in all odd
space dimensions in [15]. Namely, assume that N ≥ 3 is odd, and let P (R) be the
subspace of H(R) spanned by
P =
{(
1
rN−2k1
, 0
)
,
(
0,
1
rN−2k2
)
, 1 ≤ k1 ≤
⌊
N + 2
4
⌋
, 1 ≤ k2 ≤
⌊
N
4
⌋}
,
where ⌊a⌋ denotes the integer part of a. Then (1.6) holds for all radial solutions
uL of the linear wave equation (1.4). Note that
P (R) =
{
(u0, u1) ∈ H(R), ∃k ≥ 1, ∆ku0 = ∆ku1 = 0
}
.
The solutions of the linear wave equation (1.4), with initial data in P (R) that are
well-defined for |x| > R+ |t|, can be computed explicitely, and one can check easily
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that for these solutions:
(1.7) lim
t→+∞
∫
|x|>R+|t|
|∇t,xu(t, x)|2 dx = 0.
The space P (R) is of dimension N−12 > 1 if N ≥ 5, and for this reason, the proof of
the rigidity theorem breaks down in these higher space dimensions. Note however
that the exterior energy bound (1.6) was used by C. Rodriguez [18] to prove that
the radial soliton resolution holds for a sequence of times in odd space dimensions.
In this paper, we show that the radial nonradiative solutions of (1.1) in odd
space dimensions have very specific properties. Indeed, the initial data (u0, u1)(r)
of any radial solution u of (1.1) that satisfies (1.7) for some R, has the same decay,
for large r, as an element of P (R). We also prove that the only radial nonradiative
solutions of (1.1) in odd space dimension such that (u0, u1) behaves like (1/r
N−2, 0)
at infinity are the stationary solutions ±λN2 −1W (λx). Unfortunately, we were not
able to prove the complete rigidity theorem, i.e. to exclude nonradiative solutions
that behave at infinity as other elements of P (R) than (1/rN−2, 0). However the
results of this paper will be used, in a subsequent paper [11], to prove the soliton
resolution conjecture in all odd space dimensions. To state our main results, denote
P = (Ξk)1≤k≤m, where m = N−12 and Ξk is one of the generators of P (R), so that
‖Ξk‖H(R) =
ck
Rk−
1
2
.
In particular, Ξm = (
1
rN−2 , 0).
Adapting the well-posedness theory from [14], [16] and [4], and using finite speed
of propagation, we will work on solutions that are defined in the exterior of wave
cones {|x| > R + |t|}. We refer to Section 2 for the precise definition of these
solutions.
Theorem 2. Assume that N ≥ 5 is odd. Let R0 > 0 and u be a solution of (1.1)
defined on {|x| > R0 + |t|} such that
(1.8)
∑
±
lim
t→±∞
∫
|x|>R0+|t|
|∇t,xu(t, x)|2 dx = 0.
Then there exists R1 ≫ 1, k0 ∈ J1,mK and ℓ ∈ R, with ℓ 6= 0 if k0 < m and such
that, for all t,
∀R > R1 + |t|, ‖~u(t)− ℓΞk0‖H(R) . max
(
1
R(k0−
1
2
)N+2
N−2
,
1
Rk0+
1
2
)
,
where the implicit constant depends on u.
Theorem 3. Let u be as in the preceding theorem, and assume furthermore k0 = m.
Then u coincides with a stationary solution for large r. Furthermore, if u is defined
on {|x| > |t|} and (1.8) holds with R0 = 0, then u is stationary.
The case of even space dimensions seems more difficult. Indeed, as proved in [5],
the lower bound for the linear exterior energy fails in this case, but, as mentioned
before, the qualitative result is still valid (see Proposition 1). However in order
to pass to the nonlinear case in even dimension, we would need some quantitative
version of the nonradiative property. We note however that it is possible to classify
all nonradiative solutions with compactly supported initial data:
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Proposition 4. Let N ≥ 3. Let u be a radial solution of (1.1) on {|x| > |t|} such
that (u0, u1) is compactly supported. Assume (1.3). Then u = 0.
The proof of Proposition 4 relies on a property of the linear wave equation with
a potential, proved in our preceding work [10]. If also yields an interesting property
of propagation of the support. If u(t) is a solution of (1.1), we denote by ρ(t) the
radius of the largest ball containing the essential support of ~u(t):
ρ(t) = min
{
ρ :
∫ +∞
ρ
(∂t,ru)
2 rN−1dr = 0
}
.
Theorem 5. Let u be a radial solution of the linear wave equation (1.4) or the
nonlinear wave equation (1.1) such that (u0, u1) is compactly supported. Then the
following holds for all t ≥ 0 or for all t ≤ 0 in the domain of definition of u:
(1.9) ρ(t) = ρ(0) + |t|.
The assumption that (u0, u1) is radial is of course crucial in the preceding state-
ments (except for Proposition 1). However some results are still available without
a symmetry assumption: we refer to [10] for a rigidity theorem analogous to the
one of [9], in space dimensions 3 and 5, close to the ground state W , and to [6] for
the soliton resolution along a sequence of times in space dimensions N ∈ {3, 4, 5}.
The outline of the paper is as follows. In Section 2, we adapt the well-posedness
theory to the exterior of wave cones and construct a profile decomposition adapted
to this setting. This generalized well-posedness theory is needed to give a meaning
to the statements of Theorems 2 and 3. We will also use it in our subsequent
work [11] on soliton resolution in odd space dimension. It is quite delicate in
space dimensions N ≥ 6, where the standard Cauchy theory, developed in [4],
uses spaces defined by fractional (and thus nonlocal) derivatives. In Section 3, we
prove Proposition 1, Theorems 2 and 3. The proof of Proposition 1 is based on an
asymptotic formula for even dimensions proved in [5], and an expansion in spherical
harmonics to reduce to the radial case. The strategy of the proofs of the Theorems
is quite similar to the one of the rigidity result in [9], using the general exterior
energy bound for the linear wave equation proved in [15]. However the analysis is
much more complicated due to the higher dimension of the space P (R) of singular
solutions of the linear wave equation. Proposition 4 and Theorem 5 are proved
in Section 4, using a property of the radial linear wave equation with a potential
proved in [10].
2. Well-posedness and related issues
2.1. Notations. If λ > 0, f ∈ H˙1, we let f(λ)(x) = 1
λ
N
2
−1
f
(
x
λ
)
.
If A is a space of distributions on RN , we will denote by Arad the subspace
of A consisting of the elements of A that are radial. We will, without making a
distinction, consider a radial function as depending on the variable x ∈ RN or the
variable r = |x|.
If Ω is an open subset of Rn, (n = N or n = N + 1), and A = A(Rn) a Banach
space of distributions on Rn, we recall that A(Ω) is the set of restrictions of elements
of A to Ω, with the norm
‖u‖A(Ω) := inf
u˜
‖u˜‖A(Rn).
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where the infimum is taken over all u˜ ∈ A(Rn) such that u˜↾Ω = u. To lighten
notation, if R > 0 and n = N , we will denote by
A(R) := Arad
({
x ∈ RN s.t. |x| > R}) .
We will mainly use this notation with H, so that H(R) is the space of radial
distributions (u0, u1) defined for r > R such that
u0 ∈ L 2NN−2 ((R,+∞), rN−1dr),
∫ ∞
R
(∂ru0)
2rN−1 dr <∞
and
u1 ∈ L2
(
(R,+∞), rN−1dr) .
We will often consider solutions of the wave equation in the exterior of wave
cones. For R > 0, we denote
ΓR(t0, t1) = {|x| > R+ |t|, t ∈ [t0, t1]}.
To lighten notations, we will denote
ΓR(T ) = ΓR(0, T ), ΓR = ΓR(0,∞).
We denote by SL(t) the linear wave group:
(2.1) SL(t)(u0, u1) = cos(t
√
−∆)u0 + sin(t
√−∆)√−∆ u1,
so that the general solution (in the Duhamel sense) of
(2.2)
{
(∂2t −∆)u = f
~u↾t=t0 = (u0, u1) ∈ H,
where I is an interval and t0 ∈ I is
(2.3) u(t) = SL(t− t0)(u0, u1) +
∫ t
t0
SL(t− s)(0, f(s)) ds.
We note that by finite speed of propagation, the restriction of u to ΓR(T ) depends
only on the restriction of f to ΓR(T ) and the restriction of (u0, u1) to {r > R}.
2.2. Function spaces and Strichartz estimates. We will denote by W˙ s,p(RN )
the homogeneous Sobolev space defined as the closure of C∞0 (R
N ) with respect to
the norm ‖ · ‖W˙ s,p defined by
‖f‖W˙ s,p := ‖Dsf‖Lp ,
where Ds is the Fourier multiplier of symbol |ξ|s. We denote by B˙sp,q the stan-
dard homogeneous Besov space, which can be defined using Littlewood-Paley de-
composition or the real interpolation method: B˙sp,q =
[
Lp, W˙ 1,p
]
s,q
, 0 < s < 1,
1 ≤ p, q ≤ ∞.
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We define, following [4]:
S := L
2(N+1)
N−2 (R1+N ),
W := L
2(N+1)
N−1
(
R, B˙
1
2
2(N+1)
N−1 ,2
(RN )
)
W ′ := L
2(N+1)
N+3
(
R, B˙
1
2
2(N+1)
N+3 ,2
(RN )
)
X := L
N2+N
N+2
(
R, W˙
2
N
, 2(N+1)
N−1 (RN )
)
X ′ := L
N2+N
3N+2
(
R, W˙
2
N
,
2(N+1)
N+3 (RN )
)
.
If I is an interval, we will denote by S(I), W (I), W ′(I), X(I), X ′(I) the restric-
tion of these spaces to I × RN .
We will need the following Strichartz estimates (see [19] [14]): if t0 ∈ I, f ∈
W ′(I), (u0, u1) ∈ H, then u (defined by (2.3)) is in S(I) ∩W (I) and
(2.4) sup
t∈R
‖~u(t)‖H + ‖u‖S(I) + ‖u‖W (I) . ‖(u0, u1)‖H(I) + ‖f‖W ′(I).
We denote F (u) = |u| 4N−2u. We will need the following chain rule for fractional
derivatives (see [4, Lemma 2.10]): for a function u ∈ B˙
1
2
2(N+1)
N−1 ,2
(RN )∩L 2(N+1)N−2 (RN ),
(2.5) ‖F (u)‖
B˙
1
2
2(N+1)
N+3
,2
. ‖u‖
B˙
1
2
2(N+1)
N−1
,2
‖u‖
4
N−2
L
2(N+1)
N−2
.
combining with Ho¨lder estimates, we obtain, considering a function u ∈ W (I)∩S(I)
(2.6) ‖F (u)‖W ′(I) . ‖u‖
4
N−2
S(I) ‖u‖W (I).
2.3. Local and global Cauchy theory.
Definition 2.1. Let I be an interval with t0 ∈ I, (u0, u1) ∈ H. If N ≥ 6, we call
solution of (1.1) on I × RN , with initial data
(2.7) ~u↾t=t0 = (u0, u1)
a function u ∈ C0(I, H˙1) such that ∂tu ∈ C0(I, L2) and
(2.8) ∀t ∈ I, u(t) = SL(t− t0)(u0, u1) +
∫ t
t0
SL(s− t0)F (u(s)) ds.
If N ∈ {3, 4, 5}, a solution is defined in the same way, with the additional require-
ment that u ∈ S(J × RN ) for all compact intervals J ⊂ I.
Remark 2.2. The uniqueness of Duhamel solutions of (1.1) in the class C0(I,H)
was proved in [4] in dimension N ≥ 6. This unconditional uniqueness is not known
in space dimensions 3, 4 and 5, which explains the additional requirement u ∈
S(J × RN ) in the definition.
It is known (see [14], [16] and [4]), that for all initial data (u0, u1), there is
a unique maximal solution u defined on a maximal interval (T−, T+) and that it
satisfies the following blow-up criterion:
T+ <∞ =⇒ ‖u‖S([t0,T+)) =∞.
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We will also need to define a solution on the exterior ΓR(t0, t1) of wave cones.
We will use the following continuity property of multiplication by characteristic
functions on Besov space:
Lemma 2.3. Let R ≥ 0.
• The multiplication by the characteristic function 11{|x|>R} is a continuous
function from B˙
1
2
2(N+1)
N+3 ,2
(RN ) into itself, and from W˙
2
N
, 2(N+1)
N+3 (RN ) into it-
self. In both cases, the operator norm is independent of R.
• Let I be an interval. The multiplication by the characteristic function
11{|x|>R+|t|} is continuous from W
′(I) into itself and from X ′(I) into it-
self. The operator norm is independent of R and I.
Proof. The second point follows immediately from the first point.
By elementary scaling argument, it is sufficient to consider only the case R = 1.
Since 11{|x|<1} = 1 − 11{|x|>1} almost everywhere, we are reduced to prove the
boundedness of the multiplication by the characteristic function of the unit ball.
According to [20, Proposition 3.3.2], if 1p − 1 < s < 1p , then the multiplication
by 11{|x|<1} is continuous from B
s
p,2 to B
s
p,2 and from W
s,p to W s,p (to obtain
this second fact from Proposition 3.3.2 of [20], recall that W s,p is identical to the
Triebel space F sp,2). This proves that the multiplication by 11{|x|<1} is a bounded
operator on the non-homogeneous analogs of the homogeneous spaces that we want
to consider here.
Let χ ∈ C∞0 (RN ) be such that χ(x) = 1 if |x| ≤ 1. Then 11{|x|<1} = 11{|x|<1}χ.
Furthermore, by an explicit computation and the Sobolev inequality, we have that
for all p ≥ 1, the multiplication by χ is a bounded operator from Lp to Lp and from
W˙ 1,p to W 1,p. By real or complex interpolation (Theorems 6.2.4, 6.3.1, 6.4.5 in
[2]) we deduce that for all s ∈ (0, 1) the multiplication by χ is a bounded operator
from B˙sp,2 to B
s
p,2 and from W˙
s,p to W s,p. This concludes the proof. 
Remark 2.4. Combining Lemma 2.3 with the fractional chain rule (2.5), we see that
∥∥11ΓR(T )F (u)∥∥
B˙
1
2
2(N+1)
N+3
,2
. ‖u‖
B˙
1
2
2(N+1)
N−1
,2
‖u‖
4
N−2
L
2(N+1)
N−2
.
We claim that we can replace ‖u‖
4
N−2
L
2(N+1)
N−2
in the right hand side by ‖11{|x|>R}u‖
4
N−2
L
2(N+1)
N−2
,
which yields, after an integration in time, the following analog of (2.6) for outside
wave cones:
(2.9) ‖11ΓR(T )F (u)‖W ′((0,T )) . ‖u‖
4
N−2
S(ΓR(T ))
‖u‖W ((0,T )).
By scaling, we can assume R = 1. Recall from Subsection 2.1 the definition of
B˙
1
2
2(N+1)
N−1 ,2
({|x| > 1}). There exists an extension operator E which is bounded from
B˙
1
2
2(N+1)
N−1 ,2
({|x| > 1}) to B˙ 122(N+1)
N−1 ,2
(RN ) and from L
2(N+1)
N−2 ({|x| > 1}) to L 2(N+1)N−2 (RN )
(see e.g. [20, Theorem 3.3.4], which is stated on a bounded domain but remains
valid with the same proof on the exterior of a smooth bounded compact set). We
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have
‖11{|x|>1}F (u)‖
B˙
1
2
2(N+1)
N+3
,2
= ‖11{|x|>1}F (Eu)‖
B˙
1
2
2(N+1)
N+3
,2
. ‖Eu‖
B˙
1
2
2(N+1)
N−1
,2
‖Eu‖
4
N−2
L
2(N+1)
N−2
. ‖u‖
B˙
1
2
2(N+1)
N−1
,2
‖11{|x|>1}u‖
4
N−2
L
2(N+1)
N−2
Definition 2.5. Let t0 < t1, R ≥ 0. Let (u0, u1) ∈ H(R). A solution u of (1.1)
on ΓR(t0, t1) with initial data (u0, u1) is the restriction to ΓR(t0, t1) of a solution
u˜ ∈ C0([t0, t1], H˙1) with ∂tu˜ ∈ C0([t0, t1], L2), to the equation:
(2.10) ∂2t u˜−∆u˜ = |u˜|
4
N−2 u˜11{|x|>R+|t|},
with an initial data
(2.11) ~˜u↾t=t0 = (u˜0, u˜1),
where (u˜0, u˜1) ∈ H is an extension of (u0, u1)
Note that by finite speed of propagation, the value of u on ΓR(t0, t1) does not
depend on the choice of (u˜0, u˜1), provided (u˜0, u˜1) and (u0, u1) coincide for r > R.
According to Lemma 2.3, the Cauchy theory in [4] (or [16] for the case N ∈
{3, 4, 5}) adapts easily to the case of solutions outside wave cones. We give the
statements, and omit most proofs that are the same as in [16], [4]. The space
S(ΓR(T )) in the following proposition is defined in Subsection 2.1.
Proposition 2.6 (Local well-posedness). Let R ≥ 0, (u0, u1) ∈ H(R) and T > 0.
Assume
‖(u0, u1)‖H(R) ≤ A.
Then there exists η = η(A) such that if
‖SL(t)(u0, u1)‖S(ΓR(T )) < η,
then there exists a unique solution u to (1.1) on ΓR(T ). Furthermore for all t ∈
[0, T ],
‖~u(t)− ~SL(t)(u0, u1)‖H(R+|t|) ≤ CηθNA1−θN
for some constant θN , 0 < θN < 1, depending only on N .
(See [4, Theorem 3.3]).
Remark 2.7. On RN , the unconditional uniqueness of C0(I,H) solutions is only
known in dimension N ≥ 6 (see [4]). In the radial setting, outside of a wave cone,
it can be proved easily in any space dimension, using the radial Sobolev inequality.
Indeed, for a radial continuous function u defined on ΓR(T ) with R > 0, we define
‖u‖R,T = sup
(t,r)∈ΓR(T )
r
N
2 −1|u(t, r)| <∞,
and let
X(R, T ) =
{
u ∈ C0rad(ΓR(T )), ‖u‖R,T <∞
}
.
Using the radial Sobolev inequality, we see that if (u0, u1) ∈ H(R), (u˜0, u˜1) ∈ H
is an extension of (u0, u1) and uL(t) = SL(t)(u˜0, u˜1), then uL ∈ X(R, T ), and
‖uL‖R,T . ‖(u0, u1)‖H(R) =:M . For v ∈ X(R, T ), let
Φ(v)(t) = uL(t) +
∫ t
0
sin((t− s)√−∆)√−∆
(
11ΓR(T )|v(s)|
4
N−2 v(s)
)
ds.
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Using the radial Sobolev inequality, energy inequalities, and finite speed of propa-
gation, we obtain:∥∥∥∥
∫ t
0
sin((t− s)√−∆)√−∆
(
11ΓR(T )|v(s)|
4
N−2 v(s)
)
ds
∥∥∥∥
X(R,T )
.
∥∥∥11ΓR(T )|v|N+2N−2∥∥∥
L1(0,T,L2)
. ‖v‖
N+2
N−2
R,T log
(
1 +
T
R
)
.
As a consequence, we see that if TR ≤ exp
(
1
CM
4
N−2
)
− 1, the ball
{v ∈ X(R, T ), ‖v‖R,T ≤ 2M}
is stable by Φ. A similar argument proves that Φ is a contraction on this ball,
which proves the uniqueness statement.
Gluing the preceding local solutions, we obtain a maximal solution defined on a
maximal domain ΓR(0, T
+
R ). By the Remark 2.7,
T+R ≥ R
(
exp
(
1
CM
4
N−2
)
− 1
)
,
where M = ‖(u0, u1)‖H(R). Iterating this remark, we obtain the following blow-up
criterion
(2.12) T+R <∞ =⇒ lim
t→T+
R
‖~u(t)‖H(R+t) = +∞.
We can also write a blow-up criterion in term of space-time norms:
Lemma 2.8. Assume u ∈ S (ΓR(T+R )). Then u is global. Furthermore, u scatters
to a linear solution for {|x| > R+ |t|}: there exists a solution vL of the linear wave
equation on R× RN such that
lim
t→+∞
‖~u(t)− ~vL(t)‖H(R+|t|) = 0.
Proof.
Step 1. Slightly abusing notations, we denote by u the solution to the equation
(2.10) with an initial data (u˜0, u˜1) ∈ Hrad at t = 0 such that
(u˜0, u˜1)(r) = (u0, u1)(r), r > R.
We first prove that u ∈W ([0, T+R ]). For any t ∈ [0, T+R ), we let
ϕ(t) = ‖u(t)‖
B˙
1
2
2(N+1)
N−1
,2
, ψ(t) = ‖u(t)‖
4
N−2
L
2(N+1)
N−2 ({|x|>R+|t|})
,
and we note that
∀T ∈ (0, T+), ‖ϕ‖
L
2(N+1)
N−1 (0,T )
= ‖u‖W (0,T )
and that ‖ψ‖
L
N+1
2 (0,T+
R
)
= ‖u‖
4
N−2
S(ΓR(0,T+R ))
(which is finite by our assumptions). By
Strichartz estimates,
∀T ∈ (0, T+R ), ‖u‖W (0,T ) . ‖(u0, u1)‖H(R) +
∥∥11ΓR(0,T )F (u)∥∥W ′ .
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Using Lemma 2.3 and the fractional chain rule (2.5) (together with Remark 2.4),
we deduce
∀T ∈ [0, T+R ), ‖ϕ‖
L
2(N+1)
N−1 (0,T )
. ‖(u0, u1)‖H(R) + ‖ψϕ‖
L
2(N+1)
N+3 (0,T )
.
Using a variant of Gro¨nwall’s inequality (see e.g. [12, Lemma 8.1]), we deduce
ϕ ∈ L 2(N+1)N−1 (0, T+), ‖ϕ‖
L
2(N+1)
N−1 (0,T+)
≤ CM‖(u0, u1)‖H(R),
for some constant CM depending only on M = ‖u‖S(ΓR(T+R )).
Step 2 (Global existence). By the preceding step and the fractional chain rule (2.5),
we obtain F (u) ∈ W ′(0, T+). Combining with Strichartz inequalities, we deduce
lim sup
t→T+
R
‖~u(t)‖H(R+|t|) <∞,
which, by the blow-up criterion (2.12), is sufficient to ensure that T+R = +∞.
Step 3 (Scattering). According to the preceding steps,
∂2t u−∆u = F (u)11{|x|>R+|t|} ∈W ′(0,∞).
Let U(t) = SL(−t)~u(t). Using the dual of the Strichartz estimates (2.4), we see
that the preceding equation implies that ~U(t) has a limit (v0, v1) in H as t→ +∞.
Letting vL(t) = SL(t)(v0, v1), we obtain
lim
t→+∞
∥∥∥~˜u(t)− ~vL(t)∥∥∥
H
= 0,
which yields the desired conclusion.

We will also need the following long-time perturbation theory result (see [16,
Theorem 2.20], [4, Theorem 3.6], [18, Proposition A.1]).
Proposition 2.9. Let A > 0. There exists η0 = η0(A) with the following property.
Let R > 0, T ∈ (0,∞], (u0, u1) ∈ H(R) and (v0, v1) ∈ H(R). Assume that v is a
restriction to ΓR(0, T ) of a function V such that ~V ∈ C0([0, T ],H) and
∂2t V −∆V = 11{|x|>R+|t|} (F (V ) + e1 + e2) ,
with
sup
0≤t≤T
‖V (t)‖H(R+|t|) + ‖V ‖W (0,T ) ≤ A
‖(u0, u1)− (v0, v1)‖H(R) + ‖e1‖W ′(0,T ) + ‖e2‖L1((0,T ),L2) = η ≤ η0,
Then the solution with initial data (u0, u1) is defined on ΓR(T ) and
‖v − u‖S(ΓR(T )) ≤ CηcN ,
for some constant cN ∈ (0, 1] depending only on N ≥ 3.
Remark 2.10. In [16, 4, 18], e2 = 0, but the argument easily adapts to the setting
of Proposition 2.9.
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2.4. Profile decomposition. Let
{
(u0,n, u1,n)
}
n
be a bounded sequence of radial
functions in H. We say that it admits a profile decomposition if for all j ≥ 1, there
exist a solution U jF to the free wave equation with initial data in H and sequences
of parameters {λj,n}n ∈ (0,∞)N, {tj,n}n ∈ RN such that
(2.13) j 6= k =⇒ lim
n→∞
λj,n
λk,n
+
λk,n
λj,n
+
|tj,n − tk,n|
λj,n
= +∞,
and, denoting
U jF,n(t, r) =
1
λ
N
2 −1
j,n
U jF
(
t− tj,n
λj,n
,
r
λj,n
)
, j ≥ 1(2.14)
wJn(t) = SL(t)(u0,n, u1,n)−
J∑
j=1
U jF,n(t),(2.15)
one has
(2.16) lim
J→∞
lim sup
n→∞
‖wJn‖S(R) = 0.
We recall (see [1], [3]) that any bounded sequence in H has a subsequence that
admits a profile decomposition. We recall also that the properties above imply that
the following weak convergences hold:
(2.17) j ≤ J =⇒
(
λ
N
2 −1
j,n w
J
n (tj,n, λj,n·) , λ
N
2
j,n∂tw
J
n (tj,n, λj,n·)
)
−−−−⇀
n→∞
0 in H.
If {(u0,n, u1,n)}n admits a profile decomposition, we can assume, extracting sub-
sequences and time-translating the profiles if necessary that the following limit
exists:
lim
n→∞
−tj,n
λj,n
= τj ∈ {−∞, 0,∞}.
Using the existence of wave operator for the equation (1.1) if τj ∈ {±∞} or the
local well-posedness if τj = 0, we define the nonlinear profile U
j associated to(
U jF , {λj,n}n, {tj,n}n
)
as the unique solution to the nonlinear wave equation (1.1)
such that
lim
t→τj
∥∥∥~U j(t)− ~U jF (t)∥∥∥
H
= 0.
We also denote by U jn the rescaled nonlinear profile:
U jn(t, r) =
1
λ
N
2 −1
j,n
U j
(
t− tj,n
λj,n
,
r
λj,n
)
.
Then we have the following superposition principle outside the wave cone Γ0 :={
(t, x) ∈ R× RN : |x| > t > 0} .
Proposition 2.11. Let {(u0,n, u1,n)}n be a bounded sequence of in Hrad. Assume
that for all j such that τj = 0, the nonlinear profile U
j can be extended to a
solution on Γ0 (in the sense of Definition 2.5) such that U
j ∈ S(Γ0). Then for
large n, there is a solution un defined on Γ0 with initial data {(u0,n, u1,n)}n at
t = 0. Furthermore, denoting, for J ≥ 1, (t, r) ∈ Γ0
RJn(t, r) = un(t, r)−
J∑
j=1
U jn(t, r) − wJn(t, r),
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we have
lim
J→∞
lim
n→∞
[
‖RJn‖S(Γ0) + sup
t≥0
∥∥∥~RJn(t)∥∥∥
H(t)
]
= 0.
We omit the proof, which is similar to the proof when the solution is not restricted
to the exterior of a wave cone (see [18, Proposition 2.3]).
Let us emphasize the fact that under the assumptions of Proposition 2.11, the
profiles U jn(t, r) are well-defined on Γ0.
• if τj = 0, then U jn(t, r) = 1
λ
N
2
−1
j,n
U j
(
t
λj,n
, rλj,n
)
, which is defined on Γ0 since
by assumption U j is defined on Γ0.
• if τj = +∞, then by definition U j is globally defined in the future, so that
U jn is well defined for t ≥ 0 and large n.
• if τ = −∞, we know that U j is globally defined in the past. Let T+ be the
maximal interval existence of U j . If T+ = +∞, then U jn is of course defined
on Γ0. If T+ is finite, we can take R large so that, ‖~U j(T+ − 1)‖H(R) is
small, so that by the small data well-posedness theory (Proposition 2.6),
U j is defined on the set ΓR(T+ − 1,∞). For large n, we have{(
t− tj,n
λj,n
,
r
λj,n
)
, r > t > 0
}
=
{
(s, ρ), ρ ≥ τ + tj,n
λj,n
≥ 0
}
⊂ ΓR(T+ − 1,∞) ∪
(
(−∞, T+)τ × (0,∞)ρ
)
,
which shows again that U jn(t, r) is well-defined for (t, r) ∈ Γ0 and large n.
3. Non-radiative solutions
In this section we prove the main results of the paper: Proposition 1 and The-
orems 2 and 3. After preliminaries on the free wave equations, we state and prove
in subsection 3.3 three results that imply Theorems 2 and 3.
Definition 3.1. Let u be a solution of the nonlinear wave equation (1.1) (or another
wave equation considered in this paper), with initial data at t = 0. We say that u
is non-radiative if u is defined on {|x| > |t|}∑
±
lim
t→±∞
∫
|x|≥|t|
|∇t,xu(t, x)|2 dx = 0.
We say that u is weakly non-radiative if for large R > 0, u is defined on {|x| >
|t|+R}. ∑
±
lim
t→±∞
∫
|x|≥|t|+R
|∇t,xu(t, x)|2 dx = 0.
3.1. Nonradiative solutions for the free wave equation in odd space di-
mension. When N ≥ 3 is odd, non-radiative and weakly nonradiative solution of
the free wave equation (1.4) are well-understood. As recalled in the introduction,
it follows from the equirepartition of the energy(1.5) proved in [8], that the only
non-radiative solution of (1.4) is zero.
The bound (1.6) proved in [15], implies that the weakly non-radiative solutions
are the ones that coincide with elements of P (R) for large R, where P (R) is defined
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as the subspace of H(R) spanned by
P =
{(
1
rN−2k1
, 0
)
,
(
0,
1
rN−2k2
)
, 1 ≤ k1 ≤
⌊
N + 2
4
⌋
, 1 ≤ k2 ≤
⌊
N
4
⌋}
,
where ⌊a⌋ denotes the integer part of a.
One can check that the dimension of P (R) is exactly
m =
N − 1
2
.
Furthermore, by direct computations∥∥∥∥
(
1
rN−2k1
, 0
)∥∥∥∥
2
H(R)
=
(N − 2k1)2
(N − 4k1 + 2)RN−4k1+2 ,∥∥∥∥
(
0,
1
rN−2k2
)∥∥∥∥
2
H(R)
=
1
(N − 4k2)RN−4k2
As in the introduction, we denote the elements of P as (Ξk)k∈J1,mK, choosing Ξk so
that
(3.1) ‖Ξk‖H(R) =
ck
Rk−
1
2
,
for some constant ck 6= 0. Thus Ξm(r) =
(
r2−N , 0
)
, and
Ξ1(r) =
{
(r−m, 0) if m is odd,(
0, r−(m+1)
)
if m is even.
The norm of an element of P (R) in H(R) is equivalent to the sum of the absolute
values of its coordinates in P . This is uniform with respect to R, up to some powers
of R:
Claim 3.2. Let U ∈ P (R) and denote by (θk(R))1≤k≤m its coordinates in P. Then
‖U‖H(R) ≈
m∑
k=1
|θk(R)|
Rk−1/2
,
where the implicit constant is independent of R > 0.
Proof. Using the equivalence of norms in finite dimension, we see that if U ∈ P (1)
(3.2) ‖U‖H(1) ≈
m∑
k=1
|θk(1)|.
We now assume that U = (u, v) ∈ H(R), and consider:
UR−1(x) =
(
R
N
2 −1u(Rx), R
N
2 v(Rx)
)
.
Note that UR−1 ∈ H(1), and that
‖UR−1‖H(1) = ‖U‖H(R) .
We see in particular the
ck
Rk−1/2
= ‖Ξk‖H(R) = ‖(Ξk)R−1‖H(1) ,
which implies, using the homogeneity of Ξk,
(Ξk)R−1 =
1
Rk−1/2
Ξk.
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Since U=
∑m
k=1 θk(R)Ξk, we see that
UR−1 =
m∑
k=1
θk(R)(Ξk)R−1 =
m∑
k=1
θk(R)
Rk−1/2
Ξk,
and the conclusion of the claim follows from (3.2). 
3.2. Nonradiative solutions for the free wave equation in even space di-
mension. In this subsection we prove Proposition 1. We assume N ≥ 4 is even,
and let u be a solution of the free wave equation (1.4), with initial data (u0, u1). We
first assume that u is radial. Denote by (uˆ0, uˆ1) the Fourier transform of (u0, u1)
in RN . Then by [5], one has, for some constant cN > 0
(3.3)
∑
±
lim
t→±∞
cN
∫
|x|≥|t|
|∇t,xu(t)|2 dx = π
∫
(ρ2|uˆ0(ρ)|2 + |uˆ1(ρ)|2)ρN−1 dρ
+ (−1)N2
(∫
H(ρ
N+1
2 uˆ0) ρ
N+1
2 uˆ0 dρ−
∫
H(ρ
N−1
2 uˆ1)ρ
N−1
2 uˆ1dρ
)
.
Here H is the Hankel transform H on the half-line (0,∞):
(Hϕ)(ρ) :=
∫ ∞
0
ϕ(σ)
ρ+ σ
dσ.
We claim that H is bounded from L2 to L2 with operator norm equal to π, and
that the operator norm is not attained, i.e
(3.4) ∀f ∈ L2((0,∞)) \ {0}, ‖Hf‖L2 < π‖f‖L2.
Assuming (3.4), we obtain, as a consequence of (3.3) and Cauchy-Schwarz inequal-
ity, that if (u0, u1) 6= (0, 0), then∑
±
lim
t→±∞
cN
∫
|x|≥|t|
|∇t,xu(t)|2 dx > 0.
The inequality (3.4) is classical. We give a proof for the sake of completeness.
Let L be the Laplace transform: Lf(s) := ∫∞0 f(t)e−stdt. It is easy to check that
H = L2. We are thus reduced to prove:
∀f ∈ L2(0,∞) \ {0}, ‖Lf‖L2 <
√
π‖f‖L2.
Letting g = Lf , we obtain by Cauchy-Schwarz inequality:
(3.5)
|g(s)|2 =
(∫ ∞
0
f(t)e−st/2t1/4t−1/4dt
)2
≤
∫ ∞
0
|f(t)|2e−stt1/2 dt
∫ ∞
0
e−stt−1/2 dt
≤ √πs−1/2
∫ ∞
0
|f(t)|2e−stt1/2 dt,
where we have used
(3.6)
∫ ∞
0
e−sts1/2t−1/2 dt =
∫ ∞
0
e−uu−1/2 du =
√
π.
Integrating (3.5), we obtain
(3.7)
∫ ∞
0
|g(s)|2 ds ≤ √π
∫ ∞
0
∫ ∞
0
|f(t)|2e−stt1/2s−1/2 dtds ≤ π
∫ ∞
0
|f(t)|2 dt,
where we have used (3.6) again.
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Assume now that equality holds in (3.7). Then there is equality in (3.5) for
almost all s > 0. This imposes that for almost all s > 0, there is a real number
λ(s) such that for almost all t > 0,
f(t)t1/4 = λ(s)t−1/4.
Thus f(t) = λ/t1/2 for some λ ∈ R, a contradiction with the fact that f is in L2,
unless λ = 0 (and thus f = 0 a.e.).
It remains to prove Proposition 1 when (u0, u1) is not assumed to be radial. We
will reduce to the radial case by expanding the solution u into spherical harmonics.
Let (Φk)k∈N be a Hilbert basis of spherical harmonics, and (νk)k∈N the sequence of
degrees of Φk, that we can assume to be nondecreasing. Thus Φk is the restriction
to SN−1 of a homogeneous harmonic polynomial of degree νk ∈ N and
−∆SN−1Φk = νk(νk +N − 2)Φk.
We let, for t ∈ R and r > 0,
uk(t, r) =
∫
SN−1
Φk(θ)u(t, rθ) dσ(θ).
We have ~uk ∈ C0(R,H) and ∂2t uk−∆uk+ νk(νk+N−2)r2 uk = 0. Letting vk = r−νkuk,
we obtain:
∂2t vk −∆Dvk = 0,
with initial data
~vk↾t=0 = (v0k, v1k) := r
−νk~uk(0),
where ∆Dk = ∂
2
r +
Dk−1
r ∂r is the radial part of the Laplace operator in dimension
Dk = N + 2νk. We thus identify ~vk(t), for t ∈ R, with a radial function on RDk .
Noting that (v0k, v1k) is in H˙
1
(
R
Dk
) × L2 (RDk), we obtain, from the radial case
treated above, that if vk is not the zero solution, we have∑
±
lim
t→+∞
∫ +∞
|t|
|∂t,rvk(r)|2rDk−1dr > 0.
A direct computation, using that limt→±∞
∫
RN
1
|x|2 |u(t, x)|2 dx = 0, shows that∑
±
lim
t→+∞
∫ +∞
|t|
|∂t,ruk(r)|2rN−1dr > 0.
This implies the conclusion of Proposition 1 in this case also.
3.3. Asymptotic behaviour for non-radiative solutions of the nonlinear
wave equation. Fix now N ≥ 3 odd. In this subsection we prove Theorems 2 and
3 as a consequence of the following results.
Proposition 3.3. Let u be a weakly non-radiative solution of (1.1). Then there
exists k0 ∈ J1,mK and ℓ ∈ R, with ℓ 6= 0 if k0 < m and such that
(3.8) ‖(u0, u1)− ℓΞk0‖H(R) . max
(
1
R(k0−
1
2 )
N+2
N−2
,
1
Rk0+
1
2
)
,
where the implicit constant depends on u. Furthermore if k0 = m then for almost
every large r,
(u0, u1)(r) =
{
0 if ℓ = 0
sign(ℓ)
(
W(λ)(r), 0
)
if ℓ 6= 0,
NONRADIATIVE SOLUTIONS OF CRITICAL WAVE EQUATIONS 17
where λ is defined by λ
N
2 −1
(
N(N − 2)
)N
2 −1
= |ℓ|.
Remark 3.4. We can give an estimate on the implicit constant in (3.8). Let ε > 0
be a small parameter, and let Rε such that u is well-defined for |x| > Rε + |t| and
(3.9) ‖(u0, u1)‖H(Rε) ≤ ε.
Then
(3.10) ‖(u0, u1)− ℓΞk0‖H(R) ≤ C ε max
{(
Rε
R
)(k0− 12 )N+2N−2
,
(
Rε
R
)k0+ 12}
,
where the constant C depends only on N .
Proposition 3.5. Let u be a weakly non-radiative solution of (1.1) such that the
essential support of (u0, u1) is not compact. For T ∈ R, let k0(T ), ℓ(T ) the pa-
rameters defined in Proposition 3.3 for the solution u(T + ·). Then k0 and ℓ are
independent of T .
Remark 3.6. The assumption on the essential support of (u0, u1) is satisfied if and
only if k0 < m or k0 = m and (u0, u1)(r) = (±W(λ)(r), 0) for large r.
Finally, we note that with the stronger assumption that u is a nonradiative
solution, we can improve the conclusion of Proposition 3.3 and obtain the partial
uniqueness result:
Corollary 3.7. Let u be a nonradiative solution of (1.1) at t = 0, that is a solution
defined on {|x| ≥ |t|} such that∑
±∞
lim
t→±∞
∫
{|x|>|t|}
|∇t,xu(t, x)|2 dx = 0.
Let k0 be as in Proposition 3.3 and assume that k0 = m. Then (u0, u1) = (0, 0) or
there exists λ > 0 and a sign ± such that (u0, u1) = (±W(λ), 0).
Let us postpone the proof of the propositions and prove Corollary 3.7. We will
need the following proposition, valid for all N ≥ 3 (see [10, Subsection 3.6] for the
proof):
Proposition 3.8. Let V (t, r) be a continuous, real-valued potential defined on
{|x| > R + |t|} for some R and that satisfies
r > R+ |t| =⇒ |V (t, r)| ≤ C
r2
for some constant C. Let h be a radial solution of
∂2t h−∆h+ V h = 0, |x| > R+ |t|.
Let ρ0 > R and assume that the support of (h0, h1) = ~h(0) is included in {r ≤ ρ0}.
Then there exist ε > 0 such that for all ρ ∈ (ρ0 − ε, ρ0), the following holds for all
t ≥ 0 or for all t ≤ 0:∫ +∞
ρ+|t|
(∂t,rh(t, r))
2rN−1 dr ≥ 1
8
∫ +∞
ρ
(∂t,rh(0, r))
2rN−1 dr.
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Proof of the corollary. We argue by contradiction. By the assumption on u
(3.11) sup
t∈R
‖u‖H(|t|) <∞,
By the radial Sobolev embedding theorem,
(3.12) ∀(t, r), r > |t| =⇒ |u(t, r)| 4N−2 ≤ C
r2
.
First assume that k0 = m and ℓ = 0. Then by Proposition 3.3, ~u(t) is compactly
supported for all t. Since u satisfies
∂2t u−∆u = |u|
4
N−2u,
we directly obtain a contradiction from Proposition 3.8 with V = |u| 4N−2 and the
fact that u is nonradiative.
The proof is very similar if ℓ 6= 0. In this case, we know from Proposition 3.3
that there exists λ > 0 and ι ∈ {±1} such that
(u0, u1)− (ιW(λ), 0)
is compactly supported. Assume to fix the ideas that ι = 1 and λ = 1, and let
h = u−W . Then h satisfies
∂2t h−∆h = F (W + h)− F (W ) = V h,
where
V =
F (W + h)− F (W )
h
is such that
|V | ≤W 4N−2 + |h| 4N−2 .
Using as before the radial Sobolev embedding and (3.12), we see that there exists
a constant C > 0 such that
r ≥ |t| =⇒ |V (t, r)| ≤ C
r2
.
Proposition 3.8 and the fact that u (and thus h) is nonradiative yield a contradic-
tion. 
Before proving the propositions, we will state a simple result on sequences with
geometric growth:
Claim 3.9. Let q, r ∈ (0, 1), c0 ≥ 0, β > 1. Then there exist a small constant ε
and a large constant C (both depending only on q, r, c0 and β), with the following
property. Let (µn)n be a sequence and ν0 ∈ [0, ε] such that
∀n, 0 ≤ µn ≤ ε(3.13)
∀n, µn+1 ≤ qµn + c0µβn + ν0rn.(3.14)
Then if q 6= r,
(3.15) ∀n ≥ 0, µn ≤ C(µ0 + ν0)max{qn, rn},
and if q = r,
(3.16) µn ≤ C (µ0 + ν0(1 + n)) rn.
The claim is proved in appendix A
Proof of Proposition 3.3.
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Step 1. In all the proof, we fix a small ε > 0 (smallness is independent of u) and
a Rε > 0 such that u(t, r) is defined for r > Rε + |t| and (3.9) is satisfied. Note
in particular that it implies, by the small data well-posedness theory (Proposition
2.6) that for all R ≥ Rε,
(3.17) ‖u− uL‖S({|x|>R+|t|}) + ‖u− uL‖W ({|x|>R+|t|}) . ‖(u0, u1)‖
N+2
N−2
H(R),
where uL(t) = SL(t)(u0, u1). For R > Rε, define:
vR(t) = SL(t)ΠP (R)(u0, u1), wR(t) = u(t)− vR(t),
so that
∂2twR −∆wR = |u|
4
N−2u, πP (R)(wR0, wR1) = (0, 0),
where (wR0, wR1) = ~wR(0). As a consequence, for all T , denoting by wRF the
solution of the free wave equation with initial data (wR0, wR1) at t = 0,
‖~wR(T )− ~wRF (T )‖H(R+|T |) .
∥∥∥|u| 4N−2u∥∥∥
W ′({|x|>R+|T |})
. ‖(u0, u1)‖
N+2
N−2
H(R),
where we have used (3.17) and the fractional chain rule (2.6). This implies∑
±
lim
t→±∞
∫
|x|≥R+|t|
|∇t,xwRF (t, x)|2 dx . ‖(u0, u1)‖
2(N+2)
N−2
H(R) ,
and thus by [15] (see (1.6)),∥∥πP (R)⊥(u0, u1)∥∥H(R) = ‖(wR0, wR1)‖H(R) . ‖(u0, u1)‖N+2N−2H(R) .
Using that ‖(u0, u1)‖H(R) is small, we deduce
(3.18)
∥∥πP (R)⊥(u0, u1)∥∥H(R) . ∥∥πP (R)(u0, u1)∥∥N+2N−2H(R) .
We denote by θk(R) the coordinates of πP (R)(u0, u1) in the basis (Ξ1, . . . ,Ξm), i.e.
(u0, u1) = (wR0, wR1) +
m∑
k=1
θk(R)Ξk.
By (3.18) and Claim 3.2,
(3.19) ‖(wR0, wR1)‖H(R) .
(
m∑
k=1
|θk(R)|
Rk−
1
2
)N+2
N−2
.
We next consider R′ such that Rε ≤ R ≤ R′ ≤ 2R. For r ≥ R′, writing (u0, u1)(r)
in two different ways, we obtain
(wR0, wR1)(r) +
m∑
k=1
θk(R)Ξk(r) = (wR′0, wR′1)(r) +
m∑
k=1
θk(R
′)Ξk(r),
and thus
m∑
k=1
(θk(R)− θk(R′))Ξk(r) = −(wR0, wR1) + (wR′0, wR′1).
Using (3.19) and Claim 3.2, we deduce
m∑
k=1
|θk(R)− θk(R′)| 1
(R′)k−
1
2
.
(
m∑
k=1
|θk(R)|
Rk−
1
2
+
m∑
k=1
|θk(R′)|
R′k−
1
2
)N+2
N−2
.
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Since R ≤ R′ ≤ 2R, we can replace 1
(R′)k−
1
2
by 1
Rk−
1
2
in the inequality above. Using
the smallness of
∑m
k=1
|θk(R)|
Rk−
1
2
, we obtain
m∑
k=1
|θk(R′)|
Rk−
1
2
.
m∑
k=1
|θk(R)|
Rk−
1
2
,
and finally, for all R,R′ such that Rε ≤ R ≤ R′ ≤ 2R,
(3.20)
m∑
k=1
|θk(R)− θk(R′)| 1
Rk−
1
2
.
(
m∑
k=1
|θk(R)|
Rk−
1
2
)N+2
N−2
.
In the two next steps, we will prove, using repeatedly (3.20), that there exist k0 ∈
J1,mK and ℓk0 ∈ R such that for all R ≥ Rε
|θk0(R)− ℓk0 |
R
k0−
1
2
ε
. ε
N+2
N−2
(
Rε
R
) 4(k0− 12 )
N−2
(3.21)
∀k ∈ J1, k0 − 1K, |θk(R)|
Rk−
1
2
. ε
(
Rε
R
)(N+2N−2)(k0− 12 )
(3.22)
∀k ∈ Jk0 + 1,mK, |θk(R)|
Rk−
1
2
. ε
(
Rε
R
)min{k0+ 12 ,(N+2N−2)(k0− 12 )}
,(3.23)
with ℓk0 6= 0 or k0 = m.
We first check that (3.21), (3.22) and (3.23) imply that the desired estimate
(3.10) holds. From (3.21) at R = Rε, we have |ℓk0 | . εRk0−
1
2
ε and thus
1
Rk0−
1
2
|θk0(R)| . |ℓk0 |
1
Rk0−
1
2
+ ε
N+2
N−2
(
Rε
R
) (k0− 12 )N+2
N−2
. ε
(
Rε
R
)k0− 12
,
for R ≥ Rε. Combining with (3.22) and (3.23), and the estimate (3.19) we obtain
‖(wR0, wR1))‖H(R) . ε
(
Rε
R
)N+2
N−2 (k0−
1
2 )
,
and thus
‖(u0, u1)− ℓk0Ξk0‖H(R) ≈
∥∥πP (R)(u0, u1)− ℓk0Ξk0∥∥H(R) + ‖(wR0, wR1)‖H(R)
. ε
(
Rε
R
)min{k0+ 12 ,N+2N−2(k0− 12 )}
,
which yields (3.10) with ℓk0 = ℓ.
We will prove (3.21), (3.22) and (3.23) in Steps 2 and 3 by induction on k0,
stopping the induction process when we have found k0 such that (3.21), (3.22) and
(3.23) hold with k0 = m or ℓk0 6= 0.
In Steps 4 and 5 we will conclude the proof of Proposition 3.3, proving that in
the case where k0 = m, (u0, u1)(r) is for large r equal to (0, 0) or (±W(λ)(r), 0) for
some λ > 0.
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Step 2 (The case k0 = 1). We prove here that (3.21) and (3.23) hold when k0 = 1
for some ℓ1 ∈ R. (Note that (3.22) is trivial in this case.) For 1 ≤ k ≤ m, we define
(3.24) Ak(R) =
m∑
j=k
|θj(R)|
Rj−
1
2
,
and note that |Ak(R)| . ‖(u0, u1)‖H(R) . ε if R ≥ Rε. We first prove
(3.25) R ≥ Rε =⇒ A1(R) . ε
(
Rε
R
) 1
2
.
By (3.20) with R′ = 2R, we have
A1(2R) =
m∑
k=1
|θk(2R)|
(2R)k−
1
2
≤ 1
2
1
2
m∑
k=1
|θk(2R)|
Rk−
1
2
≤ A1(R)
2
1
2
+ CA1(R)
N+2
N−2 .
Thus, for all n ≥ 0,
(3.26) A1
(
2n+1Rε
) ≤ A1(2nRε)
2
1
2
+ CA1(2
nRε)
N+2
N−2 .
Using Claim 3.9, we deduce
A1(2
nRε) .
A1(Rε)
2
n
2
.
ε
2
n
2
.
This is (3.25) when R is of the form 2nRε for some n ∈ N. Since by (3.20), if
Rε ≤ R ≤ R′ ≤ 2R,
A1(R
′) . A1(R),
we deduce (3.25) for all R ≥ Rε.
We next prove that there exists ℓ1 such that (3.21) holds. Combining (3.20) with
the bound (3.25) on A1(R), we have, for Rε ≤ R ≤ R′ ≤ 2R.
(3.27)
1
R
1
2
|θ1(R)− θ1(R′)| . (A1(R))
N+2
N−2 . ε
N+2
N−2
(
Rε
R
) N+2
2(N−2)
.
Hence for all n ≥ 0,∣∣θ1(2nRε)− θ1(2n+1Rε)∣∣ . εN+2N−2R 12ε 2− 2nN−2 .
As a consequence,
∑
n
∣∣θ1(2nRε)− θ1(2n+1Rε)∣∣ converges, and there exists ℓ1 ∈ R
such that
|θ1(2n(Rε))− ℓ1| . ε
N+2
N−2R
1
2
ε 2
− 2n
N−2 .
This is (3.21) in the case k0 = 1, where R is restricted to the values 2
nRε with
n ∈ N. The inequality (3.21) for general R follows, using (3.27). We note that
(3.21) with R = Rε implies |ℓ| . εR
1
2
ε and thus
(3.28) R ≥ Rε =⇒ |θ1(R)| . εR
1
2
ε .
We next prove (3.23). We must bound A2(R), defined in (3.24). By (3.20),
m∑
k=2
|θk(2R)|
Rk−
1
2
≤
m∑
k=2
|θk(R)|
Rk−
1
2
+ C
(
m∑
k=2
|θk(R)|
Rk−
1
2
+
|θ1(R)|
R
1
2
)N+2
N−2
.
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This yields, using (3.28).
A2(2R) ≤ 1
2
3
2
A2(R) + C (A2(R))
N+2
N−2 + C
(
Rε
R
) N+2
2(N−2)
ε
N+2
N−2 .
Hence, for n ≥ 0,
A2
(
2n+1Rε
) ≤ 1
2
3
2
A2 (2
nRε) + C (A2(2
nRε))
N+2
N−2 + C2−
n(N+2)
2(N−2) ε
N+2
N−2 .
Using Claim 3.9, we deduce
A2(2
nRε) . max
{
1
2
3
2n
,
1
2
N+2
2(N−2)
n
}
ε.
In other terms, the following inequality holds when R = 2nRε for some integer
n ≥ 0:
A2(R) . max
{(
Rε
R
) 3
2
,
(
Rε
R
) N+2
2(N−2)
}
ε.
Arguing as before, we deduce that it holds for all R ≥ Rε, and thus that (3.23)
holds with k0 = 1.
Step 3 (Heredity). If the limit ℓ1 defined in Step 2 is not zero, then we are done. If
ℓ1 = 0, we continue the same process. More precisely, we prove that if 2 ≤ k0 ≤ m
and (3.21), (3.22) and (3.23) holds at rank k0 − 1, and ℓk0−1 = 0 in (3.21), then
(3.21) (for some ℓk0 ∈ R), (3.22) and (3.23) hold at rank k0. We thus assume, that
for all R ≥ Rε,
|θk(R)|
Rk−
1
2
.
(
Rε
R
)N+2
N−2(k0−
3
2 )
ε, 1 ≤ k ≤ k0 − 1(3.29)
|θk(R)|
Rk−
1
2
. Cεmax
{(
Rε
R
)k0− 12
,
(
Rε
R
)N+2
N−2 (k0−
3
2 )
}
, k0 ≤ k ≤ m.(3.30)
Note that (3.29) when k = k0−1 follows from (3.21) at rank k0−1 when ℓk0−1 = 0.
We prove (3.22) by induction, proving that an estimate of the form (3.29) improves
automatically. Assume
(3.31) ∀k ∈ J1, k0 − 1K, |θk(R)|
Rk−
1
2
.
(
Rε
R
)α
ε
for some α such that α > k0− 32 . Note that (3.29) is (3.31) with α = N+2N−2
(
k0 − 32
)
.
We consider Ak0(R) defined by (3.24). By (3.20) and (3.31),
Ak0
(
2n+1Rε
) ≤ 1
2k0−
1
2
Ak0 (2
nRε) + C
(
Ak0 (2
nRε)
)N+2
N−2
+ Cε
N+2
N−2
(
1
2n
)αN+2
N−2
.
By Claim 3.9, we have
(3.32) Ak0 (2
nRε) ≤ Cεmax
{(
1
2n
)k0− 12
,
(
1
2n
)α(N+2N−2 )}
,
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if k0− 12 = α
(
N+2
N−2
)
there is an additional (n+1) factor. We will assume, taking a
slightly smaller α if necessary, that we are not in this case. This yields, for R ≥ Rε,
(3.33) Ak0(R) . Cεmax
{(
Rε
R
)k0− 12
,
(
Rε
R
)α(N+2N−2)}
.
If 1 ≤ k ≤ k0 − 1, we can combine the estimates (3.20), (3.31) and (3.32) to obtain
1
(2nRε)k−
1
2
∣∣θk(2nRε)− θk(2n+1Rε)∣∣ . εN+2N−2
(
max
{(
1
2n
)k0− 12
,
(
1
2n
)α})N+2N−2
.
Since by our assumption on α, k − 12 ≤ k0 − 32 < αN+2N−2 , we obtain∑
p≥n
∣∣θk(2pRε)− θk(2p+1Rε)∣∣
. ε
N+2
N−2
∑
p≥n
(2pRε)
k− 12
(
max
{(
1
2p
)k0− 12
,
(
1
2p
)α})N+2N−2
.
By (3.31) and since α > k0 − 32 , we have limR→∞ θk(R) = 0. We can thus deduce
from the preceding inequality:
1
(2nRε)k−
1
2
|θk(2nRε)| . ε
N+2
N−2
(
max
{(
1
2n
)k0− 12
,
(
1
2n
)α})N+2N−2
,
and, using the same argument as before, we can extend this inequality and obtain:
∀R ≥ Rε, |θk(R)|
Rk−
1
2
. ε
(
Rε
R
)α′
,
where α′ = min
(
(k0 − 12 )N+2N−2 , αN+2N−2
)
. This is (3.31) with α replaced with α′.
Iterating, we see that (3.31) holds with α = (k0 − 12 )N+2N−2 , which is exactly (3.22).
Note that the above proof also yields that (3.33) holds with this value of α, that is
(3.34) Ak0 (R) . ε
(
Rε
R
)k0− 12
.
We next prove that (3.21) holds for some ℓk0 ∈ R. By (3.20), (3.22) and (3.34),
∣∣θk0(2nRε)− θk0(2n+1Rε)∣∣ . ε
N+2
N−2R
k0−
1
2
ε
2
4n(k0−
1
2
)
N−2
.
This proves that θk0(2
nRε) has a limit ℓk0 as n→∞, and that
|θk0(2nRε)− ℓk0 | .
ε
N+2
N−2R
k0−
1
2
ε
2
4n(k0− 12 )
N−2
.
As usual, we can deduce that θk0(R) has a limit ℓk0 as R →∞, and that (3.21) is
satisfied.
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If k0 = m, the assertion (3.23) is empty and we are done. If k0 ≤ m − 1, we
must prove that (3.23) holds. Using (3.20), (3.21), (3.22) and (3.34), we see that
(3.35)
Ak0+1
(
2n+1Rε
) ≤ Ak0+1(2nRε)
2k0+
1
2
+ C (Ak0+1(2
nRε))
N+2
N−2 + C
(
ε
2n(k0−
1
2 )
)N+2
N−2
.
Using Claim 3.9, we see that (3.35) implies
|Ak0+1(R)| . max
{(
Rε
R
)k0+ 12
,
(
Rε
R
)N+2
N−2 (k0−
1
2 )
}
ε,
for R = 2nRε, n ∈ N, and then, with the same argument as above, for all R ≥ Rε.
This is exactly (3.23), which concludes this step.
Step 4. In this step we assume that k0 = m and that ℓm = 0, and we prove that
(u0, u1)(r) = (0, 0) for almost every large r. We first prove that for all α > 0, there
exists Cα > 0 such that
(3.36) ∀R ≥ Rε, A1(R) ≤ Cα
(
Rε
R
)α
.
Indeed, by (3.21) and (3.22) with k0 = m and ℓk0 = 0, (3.36) holds with α =
(m− 12 )(N+2)
N−2 . Moreover, if (3.36) holds for some α ≥ m− 12 , then by (3.20),
m∑
k=1
|θk(R)− θk(2R)|
Rk−
1
2
.
(
Rε
R
)N+2
N−2α
.
Thus, for all k ∈ J1,mK, for all R ≥ Rε,
∣∣θk(2nR)− θk(2n+1R)∣∣ . Rk− 12
2n(
(N+2)α
N−2 −k+
1
2 )
(
Rε
R
)N+2
N−2α
.
Since α ≥ m− 12 , we have N+2N−2α > k − 12 . Summing up the inequality above over
all n ≥ 1, and using again that limR→∞ θk(R) = 0, we obtain
1
Rk−
1
2
|θk(R)| .
(
Rε
R
)N+2
N−2α
.
Thus (3.36) holds with α replaced by N+2N−2α. As a conclusion, (3.36) holds for all
α > 0.
Combining (3.36) with (3.20), we obtain that for all R ≥ Rε,
m∑
k=1
|θk(R)− θk(2R)| ≤ C C
4
N−2
α R
m−1
(
Rε
R
) 4α
N−2
m∑
k=1
|θk(R)|.
We fix α = m(N − 2), and let ρ ≥ Rε, so large that
C C
4
N−2
α ρ
m−1
(
Rε
ρ
)4m
≤ 1
2
.
Thus for all R ≥ ρ,
m∑
k=1
|θk(2R)| ≥ 1
2
m∑
k=1
|θk(R)|,
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and by an easy induction
m∑
k=1
|θk(2nR)| ≥ 1
2n
m∑
k=1
|θk(R)|.
Using (3.36) with α = m+ 10, and letting n→∞, we obtain
m∑
k=1
|θk(R)| = 0
for all R ≥ ρ. By (3.18), we deduce that ‖(u0, u1)‖Hρ = 0, which concludes this
step.
Step 5. In this step, we assume that k0 = m and that ℓm 6= 0. Rescaling u and
replacing u by −u if necessary, we can assume ℓm = (N(N − 2))
N
2 −1. Since∣∣∣∣∣∂r
(
W − (N(N − 2))
N
2 −1
rN−2
)∣∣∣∣∣ . 1rN+1 ,
we deduce that for large r,
‖(W, 0)− ℓmΞm‖H(R) .
√∫ +∞
R
rN−1
r2(N+1)
dr ≈ 1
Rm+
3
2
.
Let h(t) = u(t) −W , and (h0, h1) = ~h(0). By (3.8) and the assumptions k0 = m,
ℓm = (N(N − 2))
N
2 −1, noting that
(
m− 12
)
N+2
N−2 < m+
1
2 , we have
(3.37) ‖(h0, h1)‖H(R) .
1
Rm+
1
2
.
Furthermore, h satisfies the following equation for |x| > R+ |t|:
∂2t h−∆h = F (h) + F (W + h)− F (W )− F (h).
Let
ΓR :=
{
(t, x) ∈ R× RN : |x| > R+ |t|} .
By the fractional chain rule (2.6),
‖F (h)‖W ′(ΓR) . ‖h‖W (ΓR)‖h‖
4
N−2
S(ΓR
.
Furthermore,
|F (W + h)− F (W )− F (h)| .
{
W
4
N−2 |h|, N ≥ 7
W
4
3 |h|+W |h| 43 , N = 5.
By explicit computation, one has∥∥∥11ΓRW 4N−2∥∥∥
L
2(N+1)
N+4
t L
2(N+1)
3
x
.
1
R2
.
Thus if N ≥ 7,
‖(F (W + h)− F (W )− F (h))11ΓR‖L1tL2x .
∥∥∥W 4N−2h11ΓR∥∥∥
L1tL
2
x
.
∥∥∥11ΓRW 4N−2∥∥∥
L
2(N+1)
N+4
t L
2(N+1)
3
x
‖h11ΓR‖
L
2(N+1)
N−2
t,x
.
1
R2
‖h‖S(ΓR),
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and by a similar computation, if N = 5,
‖(F (W + h)− F (W )− F (h))11ΓR‖L1tL2x
.
∥∥∥11ΓRW 43 ∥∥∥
L
4
3
t L
4
x
‖h11ΓR‖L4t,x + ‖11ΓRW‖L 73t L
14
3
x
‖h‖
4
3
L
7
3
t L
14
3
x
.
1
R2
‖h‖S(ΓR +
1
R
3
2
‖h‖
4
3
S(ΓR)
,
where the bound ‖11ΓRW‖
L
7
3
t L
14
3
x
. 1
R
3
2
follows from the bound W (r) . 1/r3 and
explicit computations. Using Strichartz estimates and the equation satisfied by h,
we obtain
‖h‖S(ΓR) + ‖h‖W (ΓR)
. ‖(h0, h1)‖H(R) + ‖h‖W (ΓR)‖h‖
4
N−2
S(ΓR)
+
1
R2
‖h‖S(ΓR) +
1
R3/2
‖h‖
4
3
S(ΓR)
,
where the last term is only necessary when N = 5. This yields, taking R large so
that all the quantities appearing in this inequality are small:
(3.38) ‖h‖S(ΓR) + ‖h‖W (ΓR) . ‖(h0, h1)‖H(R).
Let hF be the solution of the free wave equation with initial data (h0, h1). Going
back to the equation satisfied by h and using again Strichartz estimates we obtain,
in view of (3.38),
sup
t∈R
∥∥∥~h(t)− ~hF (t)∥∥∥
H(R+|t|)
. ‖(h0, h1)‖
N+2
N−2
H(R) +
1
R2
‖(h0, h1)‖H(R).
In the case N = 5, we have used the inequality ab ≤ 34a
4
3 + 14b
4 which implies
1
R3/2
‖(h0, h1)‖
4
3
H(R) .
1
R2
‖(h0, h1)‖H(R) + ‖(h0, h1)‖
7
3
H(R).
Using the fact that u (and thus h) is weakly nonradiative, we obtain by the exterior
energy bound(1.6),
‖π⊥P (R)(h0, h1)‖H(R) .
∑
±
lim
|t|→±∞
√∫
|x|>R+|t|
|∇t,xhF (t, x)|2 dx
.
1
R2
‖(h0, h1)‖H(R) + ‖(h0, h1)‖
N+2
N−2
H(R),
which yields
‖πP (R)⊥(h0, h1)‖H(R) .
1
R2
‖πP (R)(h0, h1)‖H(R) + ‖πP (R)(h0, h1)‖
N+2
N−2
H(R).
Using the bound (3.37) on ‖(h0, h1)‖H(R), we see that we can drop the last term of
this inequality:
(3.39) ‖πP (R)⊥(h0, h1)‖H(R) .
1
R2
‖πP (R)(h0, h1)‖H(R).
We denote by (ηk(R))1≤k≤m the coordinates of πP (R)(h0, h1) in the basis (Ξk)1≤k≤m
of P (R). Arguing exactly as in the proof of (3.20) in Step 1, we obtain for 1 ≪
R ≤ R′ ≤ 2R,
(3.40)
m∑
k=1
|ηk(R)− ηk(R′)|
Rk−
1
2
.
1
R2
m∑
k=1
1
Rk−
1
2
|ηk(R)|.
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The end of the proof is very close to Step 4. We first use (3.40) and the bound
m∑
k=1
1
Rk−
1
2
|ηk(R)| . 1
Rm+
1
2
(that follows from (3.37)) to prove
(3.41) ∀α ≥ 1, ∃Cα > 0,
m∑
k=1
1
Rk−
1
2
|ηk(R)| ≤ Cα
Rα
.
Indeed, if
m∑
k=1
1
Rk−
1
2
|ηk(R)| ≤ Cα
Rα
for some α ≥ m, then by (3.40), for k ∈ J1,mK, large R and n ≥ 0 we have
|ηk(2nR)− ηk(2n+1R)| ≤ Cα(2nR)k−α−5/2,
which yields, summing up over n, that there exists C′α > 0 such that
m∑
k=1
1
Rk−
1
2
|ηk(R)| ≤ C
′
α
Rα+2
.
This proves (3.41). On the other hand, (3.40) implies, for large R,
m∑
k=1
1
(2R)k−
1
2
|ηk(2R)| ≥ 1
2m
m∑
k=1
1
Rk−
1
2
|ηk(R)|.
By an elementary induction, we obtain that for large R, and any natural integer n,
m∑
k=1
1
(2nR)k−
1
2
|ηk(2nR)| ≥ 1
2nm
m∑
k=1
1
Rk−
1
2
|ηk(R)|,
which proves by (3.41), letting R → ∞, that ηk(R) = 0 for all k ∈ J1,mK. Com-
bining with (3.39) we deduce that (h0, h1)(r) = 0 a.e. for large r, concluding the
proof.

Proof of Proposition 3.5. If uF is a solution of the free wave equation, one can
deduce from finite speed of propagation and energy conservation
∀R > 0, ∀T ∈ R, ‖~uF (T )‖H(R+|T |) ≤ ‖~uF (0)‖H(R).
Let u be a weakly nonradiative solution, and ℓ(T ), k0(T ) defined by Proposition
3.3. We can assume k0(T ) ≤ m − 1, since in the case k0(T ) = m, by Proposition
3.3, the solution u is independent of t on |x| ≥ R + |T | for some large R.
We fix T ∈ R. By Proposition 3.3, we have
(3.42) ‖~u(T )‖H(R) = ℓ(T )‖Ξk0(T )‖H(R) + o
(
R−k0(T )+
1
2
)
= ck0(T )ℓ(T )R
−k0(T )+
1
2 + o
(
R−k0(T )+
1
2
)
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as R→∞, where the constant ck0(T ) is defined in (3.1). Furthermore by the small
data well-posedness theory, for large R,
‖~u(T )‖H(R+|T |) ≤ ‖uF (T )‖H(R+|T |) + C‖(u0, u1)‖
N+2
N−2
H(R)
≤ ‖(u0, u1)‖H(R) + C‖(u0, u1)‖
N+2
N−2
H(R).
Combinining with (3.42), we deduce that for any T ∈ R,
ck0(T )ℓ(T )(R+ |T |)−k0(T )+
1
2 + o
(
(R+ |T |)−k0(T )+ 12
)
≤ ck0(0)ℓ(0)R−k0(0)+
1
2 + o
(
R−k0(0)+
1
2
)
, R→∞.
Letting R→∞, we see that
k0(T ) ≥ k0(0)
and
k0(T ) = k0(0) =⇒ ℓ(T ) ≤ ℓ(0).
Using the same argument on (t, x) 7→ u(T − t, x), which is also a weakly radiative
solution of (1.1), we deduce
k0(0) ≥ k0(T )
and
k0(T ) = k0(0) =⇒ ℓ(0) ≤ ℓ(T ).
Combining, we obtain as announced,
k0(0) = k0(T ) and ℓ(0) = ℓ(T ).

4. Compactly supported initial data
In this section we prove Proposition 4 and Theorem 5. Let (u0, u1) ∈ Hrad \
{(0, 0)} with compact support. Let Let u be the solution of (1.1) (or (1.4)) with
initial data (u0, u1), and
ρ(t) = min
{
ρ :
∫ +∞
ρ
(∂t,ru)
2rN−1 dr = 0
}
, ρ(t) = ρ0.
By finite speed of propagation:
∀t ∈ Imax(u), ρ(t) ≤ ρ0 + |t|.
By the small data theory, if ε is small enough, then u is well-defined in {r >
ρ0 − ε+ |t|} and
(4.1) sup
t∈R
‖~u(t)‖H(ρ0−ε+|t|) <∞.
Furthermore, u satisfies, ∂2t u − ∆u = V u, where V (t, r) = |u|
4
N−2 , and it follows
from (4.1) and the radial Sobolev inequality that
r ≥ ρ0 − ε+ |t| =⇒ |V (t, r)| . C(u)
r2
,
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for some constant C(u) depending on u. By Proposition 3.8, if ρ0 − ε < R < ρ0
(taking a smaller ε if necessary), the following holds for all t ≥ 0 or for all t ≤ 0:∫ +∞
R+|t|
(∂t,ru(t, r))
2rN−1 dr ≥ 1
8
∫ +∞
R
(∂t,ru(0, r))
2rN−1 dr > 0.
This concludes the proof of Proposition 4, since the preceding lower bound is in-
dependent of t. We see also that this lower bound imply ρ(t) ≥ R + |t|, whenever
R < ρ0. This yields the conclusion of Theorem 5.
Appendix A. Sequences with geometric growth
In this appendix we prove Claim 3.9. In all the proof C (respectively ε) will
denote a large (respectively small) constant, that may change from line to line and
is allowed to depend on r, q, c0 and β, but not on the other parameters.
We first assume c0 = 0. Thus we have
∀n ≥ 0, µn+1 ≤ qµn + ν0rn.
By a straightforward induction, we obtain
(A.1) ∀n ≥ 0, µn ≤ qnµ0 + ν0rn−1
n−1∑
j=0
(q
r
)j
.
If q 6= r we deduce
µn ≤ qnµ0 + ν0rn−1
1− ( qr )n
1− qr
.
In the case where q < r, this yields
µn ≤ qnµ0 + ν0
1− qr
rn−1 ≤ C(µ0 + ν0)rn.
When q > r, we have
µn ≤ qnµ0 + ν0rn−1
(
q
r
)n
q
r − 1
≤ C(µ0 + ν0)qn.
Finally, in the case q = r, the inequality (A.1) is
µn ≤ rnµ0 + ν0nrn ≤ C(µ0qn + nν0rn).
We next treat the general case. We first note that the assumptions (3.13) and
(3.14) imply
(A.2) µn+1 ≤
(
q + c0ε
β−1
)
µn + ν0r
n.
If q < r, we choose ε so small, so that (q + c0ε
β−1) ≤ q+r2 < r. Using the case
c0 = 0 treated previously, we obtain
µk ≤ C(µ0 + ν0)rk.
If q ≥ r, we have q + c0εβ−1 > r, and (A.2) implies, using the case c0 = 0,
(A.3) µn ≤ C
(
q + c0ε
β−1
)n
(µ0 + ν0).
Plugging this into (3.13) we deduce,
µn+1 ≤ qµn + ν0rn + Cβ(µ0 + ν0)βc0
(
q + c0ε
β−1
)nβ
.
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We choose ε small, so that q′ = (q + c0ε
β−1)β < q, which is possible since β > 1
and q < 1. We deduce
µn+1 ≤ qµn + C(ν0 + µ0)(max(q′, r))n.
We use again the case c0 = 0. If r < q, we obtain (3.15). If q = r, we have
max(q′, r) = r = q and (3.16) follows. 
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