Abstract-The concept of CR enables the unlicensed users to share the spectrum with licensed users, on the condition that the licensed users have preemptive priority. The use of the channel by unlicensed users should not result in more than acceptable interference level to the licensed users, if interference occurs. The sense and react strategy by unlicensed users sometimes does not lead to acceptable level of interference while maintaining an acceptable data transfer rate for the unlicensed users. In this paper we introduce a predictive channel usage scheme which is capable of reducing the interference caused by the unlicensed users. Furthermore our scheme is capable of increasing the data rates the unlicensed users experience through the reduction of the idle channel identification delay. In our scheme no assumptions are made about the distribution of licensed user channel usage. We learn the traffic characteristics of the channels using a learning scheme called Probabilistic Suffix Tree (PST) algorithm.
I. INTRODUCTION
The Electromagnetic Spectrum is a natural resource. The assignment of frequencies in this spectrum is managed by government organizations. Studies carried out on the usage of licensed spectrum have shown that even though licensed spectrum is overly allocated, it is critically under utilized [1] . These bands of frequencies assigned to licensed users, but not utilized by those users at a particular time and geographical location are known as spectrum holes. Cognitive Radio (CR) has been proposed for the purpose of exploiting spectrum holes [1] and there by increasing channel utilization. The licensed users of a CR network are traditionally called Primary Users (PUs) and the unlicensed users are called Secondary Users (SUs).
A critical aspect of a CR is that, it should be capable of identifying the channel status, i.e whether the channel is busy or idle. When the channel is identified as idle an SU can communicate. The process which identifies spectrum holes or idle periods of the channel is known as channel sensing. Most of the spectrum schemes developed for the CR networks have been carried out on reactive spectrum access. In the reactive spectrum access approach, SUs react to the current changes in the state of the channel in use. For example, an SU looks for an idle channel, when a PU appears on the channel it has been using. So as one can see the decisions taken by the SUs are based on incomplete information. SUs do not have any idea of the level of PU activity on channels and randomly select a channel to look for opportunities. On the other hand, only a few spectrum schemes have been developed on proactive spectrum access. In proactive spectrum access in addition to channel sensing and channel access we have what is called channel status prediction. For the prediction of channel status, first a channel model should either be assumed or should be empirically learned and based on the model one can make necessary predictions about channel status in the next time slot. Based on these predictions one schedules the channel access. Therefore channel access is an informed one, not like in the reactive case. It is pointed out in [2] that the "sense and react" approach in reactive spectrum access causes disruptions to both PUs and SUs. Furthermore Yang et al. [2] point out that due to the periodic sensing and reaction policy there is an unavoidable window of possible interference to PUs, and as a result of that PUs can experience high, short term interference levels.
The methods in the literature used in predictive channel access can be divided mainly into two categories. The first category of prediction schemes assumes a channel usage model for the licensed channels (eg: [3] , [2] ) and using the assumed model the predictions are done. The second category of predictors try to model the channel usage pattern using the past channel usage data using either Hidden Markov Models (HMM), Neural networks or Regression techniques (eg: [4] , [5] and [6] ).
In the model presented here we do not assume any distribution. We learn the distribution from the past channel usage data. The distribution learning algorithm we use is called the Probabilistic Suffix Tree (PST) algorithm [9] which belongs to Variable order Markov Models (VMMs). These distribution learning schemes have been successfully used in biological sequence analysis, speech and language modeling, text analysis and extraction etc [8] . Using this method it is possible to update the model periodically, if the predictions seem to be having a higher error rate, since the complexity of learning is less. Most of the methods like neural networks and binary time series models in the literature fix the value of the memory to be used in prediction. The HMMs fix the number of states in the Markov chain. A good aspect about PSTs is although we set a maximum value for the memory in the algorithm, it will only increase the memory if there is evidence that higher order gives a better prediction result with high probability [7] .
In this scheme we use the concepts of Predictive Channel Ordering scheme explained in [2] , [3] and the Proactive channel switching scheme explained in [2] . The concept of Proactive channel switching makes an SU switch the channel it has been using, either when it anticipates a PU arrival in the next slot or when a channel with higher expected idle time is identified based on the prediction. In Predictive Channel Ordering scheme the ordering of channels are based on two criteria. The first one is the probability of the channel being idle in the next time slot being greater than a threshold ρ, given the sensing history of that channel. The second is the probability of the idle time of the channel being greater than a threshold T , given the channel meets the first condition. After ordering the channels in time slot n, the SBS assigns channels to SUs at time n+1 based in this order. The Proactive channel switching scheme also uses this channel order in identifying channels with higher expected idle time. In the sections to follow, it would be evident to the reader that the way we calculate the probabilities in our scheme is entirely different from [2] , [3] and our scheme gives better results.
II. RELATED WORK
In order to predict the state of the channel we need to understand the process that governs the On-Off process of the PU channel usage. Yang et al. [2] introduced a predictive channel access scheme assuming that the PU channel usage pattern is an alternating exponential ON-OFF. In that scheme they introduced the concept of Proactive channel switching. They studied the case of the channel as an alternating renewal process and derived the results. The scheme is reasonable but in the case where the PU channel usage has some patterns it fails to exploit these patterns. Kim & Shin [3] model the PU channel usage pattern as an alternating exponential ON-OFF process and as an alternating Erlang ON-OFF process, and predict the state of next slot based on the probability of channel being idle in the next time slot given the state of the current slot. The derivation of probabilities in this scheme is also based on the theory of alternating renewal processes. The results in [2] are extensions to the results in [3] . Both of these schemes have to carry out a distribution fitting process to identify the distribution of idle and busy times on the channel.
In [4] a channel model is formed using multi layer perceptron which is an artificial neural network technique. The past channel status data is used as the training sequence to train the neural network. The main problems in this method are, deciding the number of hidden layers to incorporate and deciding the number of neurons in each particular layer. It is generally known that training neural networks is quite complex. In [6] a channel model is created using a multivariate binary regression model. Since the regression function in this method has to be transformed using a link function which is non-linear, a closed form solution is not possible, therefore a numerical approach is taken [6] . In this method the process of finding out the coefficient matrices are complex and a globally optimum solution is not possible due to the higher dimension. In [5] the primary channel usage is modeled as a hidden Markov process. The main disadvantages in using hidden Markov models is having to maintain a large number of past observations and the complexity of model parameter estimation [6] .
III. SYSTEM OVERVIEW
In the system investigated we have a centralized Primary Network (PN), where the PUs have exclusive rights in using the spectrum. We also have a centralized Secondary Network (SN), which opportunistically utilizes the PN resources. This is a typical set up of a centralized cognitive radio overlay network. In the SN the Secondary Base Station (SBS) takes decisions on the channels each SU should use, and channels each SU should switch to, at the event of a PU arrival. Similarly the Primary Base Station (PBS) controls the access of PUs. Thus we can make the safe assumption that both the PN and the SN have perfect knowledge of the channels used by PUs and SUs respectively. We further assume that, PBS having the information about the past channel usage of PUs has a record of general channel usage information of the N channels, and this usage information is available for the SBS. It should be noted that we do not assume this data is current but we assume the data is statistically equivalent to the behavior of PU channels in general. We assume that this information is in a form we can derive a time series of busy and idle data values. The interval between two consecutive data points in the derived time series is equal to the time period between two sensing time slots. In this paper, we adopt the convention of denoting the busy period with 1 and the idle period with 0. An illustration of this is given in Figure 1 .
The SUs are assumed to be equipped with a widely tunable antenna, a sensing unit and a radio unit which is capable of sensing all the N Primary channels and transmitting on the same. Further more these units are capable of operating on Ultra Wide Band (UWB) mode for short periods of time for the exchange of control information. We adopt a listen before talk policy for the SUs. The SUs sense the channel they transmit on periodically and then send the result to the SBS, just after sensing, using a UWB control channel. In our setup every SU that is transmitting senses the channel it transmits on and the SUs not transmitting may be required to sense a particular channel periodically by the SBS. In this way the SBS is aware of the availability of a subset of the N channels. The SBS temporarily assigns these channels to the SUs that need to communicate. The most commonly used Markov chain in the literature is the one step Markov chain i.e. a chain which keeps memory of only the one last step. In this paper we are using a multiple step Markov chain. Instead of keeping one step memory, we keep memory up to previous D steps. We call the amount of memory the Markov chain keeps by the name, the Order of the Markov Chain. VMM of order D is a Markov chain having a maximum memory of D, thus some states can have less memory. In order to develop a VMM we need a sequence of past observations, in our case it would be the preprocessed input from the PBS which is a binary sequence. Using this binary sequence we find out a set of strings having length l (l ≤ D), which satisfies all criteria given in lines 2, 5, 8, and 12 in Algorithm 1 stated below. The strings matching all of this criteria would be our states in the VMM. The transition probabilities are also calculated in this algorithm. So if we take a VMM of order D = 3 its states are labeled with binary strings of length l ≤ 3. For example, let us take a binary sequence 1110010000. Assume this is our training sequence . Let the order of our Markov Model be D = 3 the set of states in VMM is a subset S of Λ = {0, 1, 00, 10, 01, 11, 000, 100, 010, 110, 101, 001, 011, 111}. But no sequence in this subset S is a suffix of another sequence in S (Ex: 001 and 01 both cannot be in set S). Therefore S is known as a Suffix Set (a suffix free set). The algorithm for the discovery of a Suffix Set S given a training sequence of length m is explained in the next subsection. In this paper the symbol in the right hand side end of any string is assumed to be the most recent one.
A. PST learning algorithm
This algorithm is based on the one in [8] , [9] . It consists of two phases. The phase I of it is shown in Algorithm 1 and phase II is explained verbally and an illustration is given in Figure 2 . It tries to find the empirical probability distribution function of the source that generated the training sequence. Let P (s) symbolize the probability of occurrence of string s in the training sequence, given the VMM is of order D. As an example let σ 10 1 = 1110010000 and s = 00. When j = 2, χ 2 (00) = 0 since σ 1 σ 2 = 11 is not equal to s = 00. When j = 5, χ 5 (00) = 1, since σ 4 σ 5 = 00 = s.
As one can seeP (s) is not a proper distribution but it gives the idea of relative abundance of a string s in the training sequence σ m 1 . Now we can define the probability of occurrence of a symbol σ ∈ {1, 0}, after a binary sequence s as given in Equation 2, which is taken from [9] .P
There are five parameters in the PST algorithm. These parameters control the upper bound of the number of states in the VMM. The first parameter is the maximum memory of the VMM, denoted by D. This value of D specifies the maximum number of ones and zeros a string in set S can have. These strings in set S are used to name the states of the Markov Chain. The second parameter is the minimum probability of abundance P min , of any binary string s of length |s |(≤ D) in the training sequence, for s to be a member of the tree. This is a necessary condition but it is not sufficient. The third parameter α denotes the minimum value the conditional probabilityP (σ|s ) can take for some binary string s of length |s |(≤ D) and some symbol σ ∈ {1, 0}. This is also a necessary condition a string s should meet in order for it to be a node on the tree. Fourth parameter r is a threshold which determines whether the string s contributes additional information in predicting the next symbol σ than its longest suffixŝ (if
The final parameter γ is the probability assigned toP (σ|s), if it is zero for some symbol σ and state s.
Although we talk about a Markov chain, the algorithm grows a tree. In this tree the leaf nodes give the respective state labels of the equivalent Markov chain. But in the case that the destination state after a transition from a given state is ambiguous we should add some additional states. For more information in this readers are referred to [9] . An example about this, is given in figure B.1 in [9] . Since we are only interested in the probability of the next symbol being 1 or 0 given the past D symbols both representations give the same result thus we will limit our discussion to the tree. The learning algorithm is presented in Algorithm 1. When performing this algorithm the conditional probability distributionP (σ|s) of the next symbol σ given the binary string labeling a given node s is saved within each node s inT as they are calculated. In the Algorithm 1 when adding a qualifying node to the treeT , all of its' predecessors must be added, if they are not part of the tree. For example lets say we have a tree with the root node e and the two children of it 0 and 1. Suppose we want to add the nodes = 001, then we start from the symbol in the right of the sequences and proceed to the left of the sequence. We have 1 on the tree then we add 01 as the left child of 1 then add 001 as the left child of 01.
After performing Algorithm 1 on the training sequence, there is a possibility that, for some of the nodes the probability of occurrence of either 1 or 0, after the string s labeling that node (γ s (1) or γ s (0)) is zero. This happens when sσ is not occurring in the training sequence for some σ ∈ {1, 0}. Further more there is a possibility that the internal nodes of the treeT may only have one of the children with respect to the occurrence of either 1 or 0. We correct those problems in the Phase II of the algorithm. In the first case we assign a probability of γ in the nodes where the probability of Algorithm 1 PST Learning Algorithm Phase 1 1: InitializeT andS :T is a binary tree having a root node e denoting empty string &S is an empty set 2:S ⇐ {σ|σ ∈ {1, 0} andP (σ) ≥ P min } 3: whileS = ∅, pick any s ∈S and do 4: remove s fromS 5: if ∃σ ∈ {1, 0} s.tP (σ|s) ≥ α andP (σ|s) P (σ|ŝ) > r then 6: add the node corresponding to s with all the nodes on the path starting from the deepest node inT which is a suffix of s to s, toT 7: end if 8: if |s| ≤ D then Continue to next s ∈S 18: end while occurrence of either 1 or 0 after the string labeling the node is zero i.e. if γ s (σ) = 0 then make γ s (σ) = γ where σ = {1, 0}. This value of γ should be less than 1 m where m is the length of the training sequence. After carrying out the procedure for every such node re-normalize {γ s (0), γ s (1)} for all the nodes s on the treeT . In the second case we should enter the missing child in the tree after that particular internal node. Let the string corresponding to the internal node with only one of the children be s and let the child corresponding to symbol σ be missing. Then we enter that particular missing node s = σs inT as a child of s. After entering the node we should calculate the probability of occurrence ∀σ = {0, 1} after the binary string s i.e. the distribution {γ s (0), γ s (1)}. These probabilities are calculated using Equation 3 taken from [9] . Repeat this procedure for every internal node with missing children. An example of phase II is illustrated in Figure 2 below. The values in curly parenthesis {γ s (0), γ s (1)} give the probabilities of occurrence of a 0 or a 1 after the string labeling the node s respectively. The time complexity of PST learning algorithm is O(Dm 2 ) and the space complexity is O(Dm) where D is the order of VMM and m is the length of the training sequence [8] . The time complexity in calculating γ s (σ) using the tree is O(D) [8] .
γ s (σ) =P (σ|s)(1 − 2γ) + γ (3) After the treeT is complete, we can create the corresponding Markov chain for that tree or we can do the prediction using the tree. An example of the trees obtained after phase I and phase II of this algorithm is given in Figure 3 . The resulting VMM is given in Figure 4 . In deriving the resulting tree we assumed the following values for the parameters: 
B. Prediction using the tree
For a given treeT and the channel history for the last D slots, we traverse the tree starting from the node e, which denotes the empty string. First we take the most recent symbol of the history string and go to the left child of e if it is a 0 and right otherwise. Then take the next most recent sample and then go to left or right child of the current node accordingly. When one reaches a leaf node either exhausting the history string or before exhausting, looking at the values in the parenthesis of that particular node, one can find out the probability of occurrence of 0 and 1 respectively. After finding out the probability of occurrence of 0 in the next slot, based on a threshold we decide whether it will be an idle slot or a busy slot. Continuing the example, let the channel history of the last 3 slots be 100. Now using the final PST calculated in Figure 3 , we reach the node 00 before exhausting the channel history. Then we can find the probabilities of 0 and 1 after the sequence 100 to be 0.7 and 0.3 respectively. If the threshold is 0.5 we can predict the channel to be idle in the next time slot.
As mentioned earlier the channel state prediction is based on a threshold. We can set the threshold of the next slot being idle to be close to 0.5 or close to 1.0. When it is close to 1.0 more opportunities will be wasted and on the other hand, if it is close to 0.5 we will cause more disruption to the PUs. So we should decide on the threshold based on the prediction error and the tolerance level of interference of the PU.
V. PROACTIVE SPECTRUM ACCESS
In reactive spectrum access, when searching for an idle channel, SUs do not take into account the expected available idle time on the particular channel, because of this the secondary users can be interrupted very frequently. On the other hand the PUs can experience high short term interference. In order to reduce the interruptions to the Primary and secondary users we have to order the channels in the ascending order of activity so that the SUs select the channel with highest expected availability first, saving it from interfering with the PU and high variability in the idle channel search delay. Two such ordering schemes are given below.
A. Proactive Channel Ordering 1) Channel Ordering Scheme I : In Proactive Channel
Ordering, SBS first calculates the probability of channel i being idle in time slot n + 1, using our channel usage model, given the history of that particular channel for the past D time slots including slot n. If the probability is greater than a threshold Idle 1 min we consider it as an idle channel in the time slot n + 1. Then SBS finds the probability that the channel is idle in the time slot n + 2, given it was predicted to be idle in slot n + 1. If the probability is greater than Idle 2) Channel Ordering Scheme II: Order the channels in the descending order of δ, the multiplication of β and τ which is a measure of expected number of idle slots. Refer equation 5.
B. Proactive Channel Switching Scheme
In Proactive Channel Switching, the SUs switch the channel in use before the PU actually arrives on that channel, if it predicts one of two scenarios. The first scenario is, in the next time slot there is a high chance of the currently used channel being occupied by the PU (P (0|s c ) < Idle , where s c is the channel history of the current channel for the past D slots. A channels expected idle time can be calculated using Channel Ordering Scheme I or Scheme II. In Scheme I, one can get the number of expected contiguous idle slots by τ . Then one can assume T idle j = τ j * μ, where μ is the channel sensing period and τ j is the number of idle slots expected in channel j. In Scheme II, δ gives a measure which can be approximated to T idle j in the unit of time slots. Where θ j is expressed by Equation 7 and c is the current channel number.
Where ε is a threshold.
VI. SIMULATION
In the simulation conducted we assumed a channel with Erlang-5 distributed busy and idle periods with the rate parameters 2.5 and 1.5, respectively. We simulated the channel switching of one SU using 3 channels. The SU was assumed to carry out periodic sensing with period 0.2 units.
In the numerical results presented we use the performance measures Dumb Switch I, Dumb Switch II, Smart Switch and Unused slots. The first three measures were explained in [2] . We represent them here for the convenience and completeness. Dumb Switch I indicates the event of an SU switching into a channel which will be busy in the time slot n + 1, where the decision to switch is taken at time n. Dumb Switch II indicates the event of an SU switching into a channel which is having less idle time than the channel in use. Smart Switch indicates the event of an SU switching into a channel which has more idle time than the channel in use.Unused Slots indicates the event of an SU deciding not to transmit in time slot n + 1 when there are idle slots in one or more channels. We are comparing our schemes denoted by PST Scheme I (Channel Ordering Scheme I) and PST Scheme II (Channel Ordering Scheme II) with the scheme presented in [2] which is denoted by California in the plotted graphs. We simulated for 30000 time slots and replicated the simulation 20 times to do a mean and error plot for each threshold value. In plotting graphs for the scheme in [2] we used the Proactive Planning II scheme with the threshold T = 0.45. Please note that the Graphs are shifted a bit in places they overlapped each other. Figure 5 gives the fraction of Dumb Switch I and Dumb Switch II performed by by our schemes and the scheme in [2] . PST Scheme I out performs the other two in Dumb Switch I but PST Scheme II has the best performance in Dumb Switch II in most cases. In Figure 6 we can see that PST Scheme II out performs the other two schemes in Smart Switching when the threshold is 0.5 but when the threshold is increased the number of smart switches decreases. This is due to the increase in Unused slots. The percentage of slots which are unused in PST Scheme I and Scheme II are more than that of the California scheme in all the cases and the number increases as the threshold is increased.
VII. CONCLUSION
In this paper we developed a Proactive Channel access scheme which can be used in a centralized PU and SU environment. In our belief this work can be extended to a decentralized scenario as well, with some degradation in performance. In comparison with the other proactive access scheme our scheme performs better in some scenarios as shown in the simulation results. In simulations we considered the channel usage pattern to be distributed according to the Erlang-5 but in our belief the distribution learning scheme we used is capable of learning most of the discrete real world traffic patterns.
