An engine is the heart of an aircraft. It produces thrust, drives the generator, pumps the hydraulic system and provides compressed air for all the systems on the aircraft. Its health plays an essential role in flight safety. In the past, the standard operation procedure to evaluate the health status of engines usually depended on some specific parameters, like inter-stage turbine temperature, low-pressure spool rotating speed or high-pressure spool rotating speed. Once part of the parameters pass over certain safety boundaries that were previously set by the manufacturers or the operators, the engine would be regarded as an unhealthy engine. Nevertheless, in practical applications, such threshold-style mechanism cannot reflect engine fault immediately and therefore could lead to potential flight risk. To solve this issue, a precise forecast model of the engine has to be established. Consequently, this research is dedicated to develop algorithms for engine modeling as well as the identification of optimal parameters. For the TFE-731 engine, there are three section models considered, including low pressure compressor (LPC) model, high pressure compressor (HPC) model and overall turbofan dynamics model. Those models are derived with the consideration of physical isentropic compression equation as well as a data-driven regression technique. Experiments show that a precise modeling fitting can be achieved by using regression analysis and nonlinear optimal parameter estimation. Finally, to compare the prediction stability and accuracy, associated training models using neural network (NN) are also presented. Comparison studies verify that the proposed method is able to achieve stable as well as accurate TFE-731 real-time response prediction and monitoring.
I. INTRODUCTION
The cost of engine maintenance occupies over 30% of the total maintenance cost of an aircraft [1] . If there exists a diagnosis system that is able to monitor the performance, notify where to repair or where to be replaced, or even display the behavior discrepancy in real-time, then the cost of the engine maintenance for both, the military and the airlines can be reduced significantly. In the perspective of engine manufacturers, the current program of engine operation and maintenance budget are performed by a Power by the Hour program. Once the diagnosis system can reduce the time of aircraft on ground, it translates into more profit for the manufactures and the airlines.
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Due to lower fuel consumption than turbojet engines, higher and faster flight envelop than turboprop engines, turbofan engines are widely applied to subsonic and supersonic aircrafts [2] . The data used in this research is collected from a TFE-731 test cell. TFE-731 is a two-spool geared turbofan engine consisting of 6 sections. The schematic diagram is illustrated in Figure 1 .
TFE-731 comprises the sections of low pressure compressor (LPC), high pressure compressor (HPC), combustion chamber, high pressure turbine (HPT), and low pressure turbine (LPT). Low pressure spool consists of a fan stage, 4-stage axial compressor powered by a 3-stage turbine while a high pressure spool contains a centrifugal compressor powered by the turbine.
The importance of the engine to an aircraft is like that of the heart to a human. In order to increase the flight safety and to reduce the maintenance cost, there are lots of research focusing on the efficiency, reliability, degradation [4] , performance or health monitoring [5] , [6] , and the life cycle prediction [7] , [8] . There is another topic about the sensor fault of aircraft engine presented by Chang [9] . However, due to the demand of real-time system self-awareness and online diagnosis increasing, the engine fault message should be triggered and recognized immediately. Recently, a new on-line monitoring strategy has been proposed and verified through wind power systems [10] and multi-axis cutting machines [11] , [12] . By using a fraction order chaotic system dynamics feature, the fault condition can be observed easily.
According to the current TFE-731 test cell, a traditional engine fault detection method, as illustrated in Figure 2 , is applied. The engine operation terminates only if some specific parameters exceed the prescribed fixed upper or lower limit. Generally, these thresholds are set in advance by designers or field operators. Nevertheless, the engine fault alarm may not be triggered provided the operation testing range is far behind from the threshold. As shown in Figure 3 , the traditional method triggers the fault alarm when the engine inter-stage temperature exceeds the presetting upper threshold, color of temperature response changed from green to red. However, the anomaly actually happened for a while. It takes almost 30 seconds delay with respect to the true fault time. Apparently, the traditional method gives rise to potential diagnosis drawback and increases real-time operation risk.
On the contrary, throughout this paper, a model following TFE-731 turbo fan engine real-time diagnosis method is developed. The goals of this work are to notify the field operators immediately to be aware of the engine fault and to point out which section of the engine appears to be failing. As illustrated in Figure 3 , once the model following diagnosis strategy replaces the traditional one, reasonable engine response boundaries are generated accordingly in real-time. Therefore, the algorithm can monitor the anomaly response within a short period of time.
In order to realize this concept, there are three main design steps, including data preprocessing, nonlinear regression model construction and optimal parameter estimation. Data preprocessing makes sure the correctness, usability, correlation and completeness of the data. The procedure of data preprocessing can be divided into parameter arrangement, data usability/completeness check. Next, the nonlinear regression model constructs the physical behavior for different sections of TFE-731 turbofan engine. Finally, optimal parameter estimation is consider to achieve the best fit during the model training.
Regarding the relevant research, it shows that the prerequisite of engine performance monitoring and diagnosis analysis is modeling. Linear parameter varying (LPV) modeling on turbofan engine are presented in [13] , [14] . Both Kalman filter [15] - [17] and neural network [18] - [20] are popular methods to recover a complicated physical model. Chang presents a health parameter estimation with secondorder sliding mode observer for a turbofan engine [21] . In this work, linear as well as nonlinear engine modeling are considered simultaneously. Regarding the linear modeling, the auto regression and moving average (ARMA) technique is applied. As for the nonlinear system parameter identification, Levenberg-Marquardt (LM) algorithm [22] is designed. The LM algorithm is a popular method to identify the parameters of nonlinear model, which can also been used for modeling the performance of turbofan engine [23] , [24] .
The predicted models built in this research can be divided into two types: physical based and data-driven model. The physical model is based on the isentropic compression process, fitting the performance of TFE-731 compressors by increasing maneuverability consistence. Data-driven model focuses on the overall engine, in which the fuel flow is taken as the control input signal and the thrust is considered as the output signal. To further increase the accuracy of the prediction model, the concept of Hammerstein system liked method [25] , [26] considering the combination of a linear and a nonlinear models are considered. Root mean square error (RMSE), maximum value of error and percent variance accounted for (%VAF) [27] , [28] are used to evaluate the performance of the proposed models.
This paper is organized as follows: data preprocessing for parameters arrangement and validation check for modeling are given in Section II. In Section III, methods for the linear and nonlinear equation parameters identifications are introduced. Section IV presents the procedure of TFE-731 modeling, including the sections of the overall engine, LPC and HPC models. Comparison studies between the physical based modeling method and data-drive models by using the popular NN are also considered. In Section V, realization of the real-time TFE-731 condition monitoring is illustrated. In section VI, introduction of the on-line monitoring system application is presented. Finally, Section VII gives a conclusion of the paper.
II. DATA PREPROCESSING
In this research, parameter arrangement and data validation check are considered for data preprocessing. Parameter arrangement focuses on the selection of key engine factors, which is important to the model construction process. Data validation check verifies the correlation between the input signals and the output signals of each section. Only the high correlated data will be selected as the candidate for model training and verification.
A. DATA ARRANGEMENT
Based on the TFE-731 turbofan engine standard operation procedure provides certain important parameters from the core engine, accessory gearbox, and the environment data of the test cell. The key parameters for the sectional engine modeling is shown in TABLE 1.
The main purpose of this research is to predict the operation performance of TFE-731 turbofan engine by using the given data. The sections of the engine modeled in this paper are LPC, HPC, and the performance of the overall engine itself. The input and output parameters used for system modeling and training are defined in TABLE 2.
B. DATA VALIDATION CHECK
Data validation check identifies and isolates the data with abnormal or unreasonable readings in the current database. The abnormal readings might be caused by empty connection of the sensors or the failure of the sensor itself, as illustrated in Figure 4 . Figure 4 (a) shows the response of power lever angle (PLA), which represents the operation input signal manipulated by the local filed operator. The associated fuel flow and engine thrust are given in Figure 4 (b) and Figure 4 (c), respectively. However, the HPC outlet pressure, as shown in Figure 4 (d), shows an extremely low value and it freezes during 800∼2300 second. This kind of abnormal responses must be identified and discarded before use.
Since the recorded data might not fit the real outputs closely, then it should be categorized as abnormal data. Subsequently, LPC outlet temperature is considered for the illustration. To recognize the outlier LPC responses, the theoretical outputs of LPC outlet temperature, derived from isentropic compression [2] , is considered as following:
where the LPCPR denotes low pressure compressor pressure ratio. Generally speaking, the ambient condition for LPC section is outlet temperature and pressure of fan section. However, due to there is no pressure sensor after the fan section in the current TFE-731 test cell, PT2 is considered instead for modeling. In 2015, Zhao, Dai, and Wang used isentropic compression equation to describe the temperature responses of LPC and HPC section [29] .
From the isentropic compression, the outlet temperature of LPC should be strongly related to the low pressure spool rotating speed N1. Therefore, the correlation analysis between T235 and N1 needs to be carried out. To achieve this, correlation coefficient, denoted as (3), is applied for the linear relationship evaluations between signals.
Once the selected signals show a lower correlation than the expected value, they will be considered invalid data, or the outliers. For example, recorded T235s and TT3 shown in Figure 5 Figure 5 (b), where the solid line represent the recorded T235. The associated correlation coefficient between the theoretical T235 and N1 is 0.9944. But, from another experiment data as shown in Figure 5 (a), the correlation coefficient between them is only 0.5011. Therefore, this data is going to be regarded as an abnormal measurement and it will not be included in the training data pool.
On the contrary, a reasonable response is illustrated in Figure 5 (b). It is the comparison between a usable T235 experiment data and the corresponding theoretical value. The correlation coefficient between the real data and the control input is 0.9545; moreover, the correlation coefficient between the theoretical value and the control input is 0.9944. Comparing Figure 5 deviations. Therefore, those data are going to be regarded as invalid data.
Put it simply, for those data, which are quite deviated from the theoretical reference responses, will be identified as outliers and are going to be discarded. The main causes of how those outliers occur include: the degradation of the sensing device, inadequate connection or assembling misalignment of the measurement data acquisition system and so on.
Since the objective of the prediction model establishment is to simulate the reasonable region of a healthy engine in realtime, data usability for the model training has to be verified carefully. This step makes sure the established model can describe the performance of a healthy engine in a proper manner.
III. PARAMETER IDENTIFICATION
After the data effectiveness evaluation, next step is to construct a system model and to identify the associated system parameters. In this section, both the linear and nonlinear parameter identifications are going to be introduced first.
A. LINEAR OPTIMAL PARAMETER IDENTIFICATION
The least square (LS) approach is a popular linear optimal parameter identification method, which could be used to find a set of system parameters. The algorithm minimizes the error between the system output and the reference one. Considering the following linear equation:
Define the estimation error as
The optimal solution is available by applying
It is equivalent to finding an optimal solution X opt such that the following quadratic function is minimum
It give the well-known LS optimal solution
The LM method [22] is an iterative algorithm for solving nonlinear optimization problems. It could also be used to find a set of local optimal parameters of a nonlinear system to minimize the error between the model and the reference output. LM algorithm is briefly introduced in this section. For the detailed derivation of the LM algorithm, which considers the HPC as an example, please refer to Appendix A.
Regarding the LM algorithm, take f (θ) as the outputs of the system with a set of unknown parameters θ and let y as the reference performance, the purpose of LM algorithm is to minimize the error between f (θ) and y. This requirement can be formulated by
The optimal solution is expressed by the following iteration process
where J is the Jacobian matrix of f (θ).
IV. TURBOFAN ENGINE MODELING A. ENGINE OVERALL MODEL
Instead of using the position of PLA as the system input, the fuel flow rate is taken as the input signal of the overall turbo fan dynamic model. For ideal situations, all the important parameters of the engine should be highly correlated with both the PLA and the fuel flow rate. However, if certain defects or uncertainties exist in the test cell, the response of PLA may not be proportional to the generated fuel flow rate. This behavior discrepancy will increase the modeling uncertainties. Due to the reason that the modeling process is based on the engines operating on a test cell. The ambient condition is relatively stable than the engines operating on the flying aircrafts. Ambient condition is ignored in the modeling process. Figure 7 shows a set of recorded data on which the operation of the PLA did not reflect the actual fuel flow rate very well during 180∼800 seconds. On the contrary, engine thrust, pressures and temperatures all show high correlations with the fuel flow rate. In other words, there exists no slow frequency vibrations in the PLA signals. In contrast, those vibrations do exist in the fuel flow, thrust, pressures as well as temperatures.
In the following, a regression model that considers the fuel flow rate as the input and the total thrust as the system output is designed. To evaluate fitting performance and to figure out the appropriate order of the regression model, root mean square error (RMSE), maximum error and %VAF [27] , [28] are used.
The definition of %VAF is given as follows
Based on the ARMA model, Figure 8 shows the identification results. It is shown that the appropriate order of the overall engine regression model is three, which can be expressed in detail as follows To verify the correctness of the regression model (13), a couple of engines are considered. The associated identified parameters for each engine are listed in TABLE 3. Figure 9 illustrates the responses and the corresponding fitting results for different TFE-731 turbofan engines under a wide variety of fuel flow rate operations. Those engine operations are based on the test standard procedures, which tend to include all the flight conditions, the maximum thrust and cruising thrust evaluations.
Experiments evidently demonstrate that the third order regression model (13) is able to fulfill engine thrust predictions for TFE-731 turbofan engines, no matter what the serial number or operation procedure is.
B. LPC MODELING
From the theoretical point of view, the outlet temperature of LPC can be calculated by using the isentropic compression equation (1) and (2) . Unfortunately, the test cell can never create an ideal test condition. Therefore, in order to get a precise prediction model, the isentropic compression equation has to be further revised. The revised LPC model is proposed 
Eq. (14) shows that the LPC model increases the degree of freedom by considering N1, separated LPCPR and TFANDC, and a constant term. It can be taken as an extension version of the theoretical model (1) and (2) . However, since (14) is a nonlinear algebra equation, the LS can not be applied. Therefore, the LM algorithm is used for figuring out an optimal set of parameters. The initial values and the corresponding estimates are shown in TABLE 4. The fitting performance is illustrated in Figure 10 . Figure 10 shows that the preliminary LPC model (14) is able to achieve more than 95% VAF of the system response. Owing to the series connection of the fan and the LPC section, a fan dynamic like regression model [30] is considered for the transient response modeling of t 235 (15) whereT 235 (k) represents a new predicted LPC outlet temperature and t 235 (k) in (14) is taken as the associated driving input.
Based on the concept of Hammerstein cascade system, the performance of the revised LCP model is shown in Figure 11 . After combining with the fan regression model, the revised LPC model attenuates both the RMSE and the maximum error while also increasing the %VAF. It evidently verifies that the revised LPC model has a better fitting performance than the former one.
In order to enhance the fitting precision, we further refine the temperature nonlinear regression model (15) bŷ
The associated fitting result is illustrated in Figure 12 . Obviously, with the combination of a non-linear isentropic compression equation and a nonlinear regression model, the accuracy of the LPC model is enhanced successfully.
C. HPC MODELING
The main procedures for the modeling of the HPC section are similar to those applied for the LPC model derivation. For the HPC section, the following isentropic equations are first (19) and (20) .
considered as follows HPCPR = P 3 /P 235 (17) H est = T 235 · HPCPR 0.3175 (18) From (16) and (18), it shows that T235 not only represents the outlet temperature of LPC model, but also acts as the inlet temperature of the HPC model.
Similarly, in order to increase the degree of freedom of the isentropic equation (18), the model is extended by two ways as shown in (19) and (20) , respectively.
Model (20) is the resultant combination of the LPC isentropic compression together with (19) in order to enhance the degree of freedom for dynamics description. The initial value of LM algorithm for model (19) and (20) are given in TABLE 5. The fitting performance comparisons by using different models are illustrated and summarized in Figure 13 and TABLE 6, respectively. Figure 13 (a) shows that the response of the theoretical model can only roughly fit the engine performance, but could not forecast the behavior precisely for the high and low temperature parts. Comparing between the theoretical model and the low degree of freedom model shown in Figure 13 (b), model (20) demonstrates a superior predictive performance. Although (20) is able to achieve satisfactory results, the transient behavior can never be properly described. To solve this problem, the following linear regression model is introduced in a cascade after (20) .
where the regression system order is defined automatically by using a similar way to the one presented in Figure 8 . The performance of the combined model is shown in Figure 14 . Although the RMSE slightly increased and the %VAF slightly degraded, the maximum error value decreased dramatically.
D. NEURAL NETWORK MODEL COMPARISON
In recent years, data driven based NN has become one of the most popular algorithms for system modeling. However, without the aid of physical model behavior, applying the datadriven based NN could not only lead to system parameter burden, but could sometimes give rise to reliable or unstable prediction. Those scenarios are obvious when training samples are not sufficient. Moreover, data generation from real engine test cell are costly and time consuming. It is worth it to pursue and propose a reliable TFE-731 model in the presence of training data insufficiency. Therefore, in this paper, the TFE-731 models that combine physical compression equations as well as nonlinear regression equations are presented. In the following, the pure datadriven based NN and the proposed method are considered for the comparison study. The LPC model will be taken as the candidate for comparison. It will be demonstrated that the proposed method is able to provide stable and accurate response predictions.
To compare the methods fairly, input signals of NARXs are the same as the presented LPC model. The input and output signal of the LPC NARX model are listed in Table 7 First, a nonlinear autoregressive exogenous model (NARX) provided by MATLAB Neural Net Time Series tool box is considered as a data-driven based machine learning model. The architecture of the NARX is shown in Figure 15 , including a hidden layer and an output layer. There are ten nodes in the hidden layer with two delays. The mathematical model of the NARX is shown as (22) .
where W o ∈ R 1×10 , W i ∈ R 10×6 and W l ∈ R 10×2 represents the parameter weight matrices. denote the bias of the model. The rest of the variables are defined as follows:
According to the number of input signals and the structure of NARX, there are over 100 parameters have to be identified. Figure 16(a)-(d) show the training results. It can be seen that even if the training data set for those NARXs are the same, the result of each model are different.
To verify the prediction accuracy of the NARXs, a testing dataset, which was not previously included into the training procedure, is used to evaluate the prediction performance of each NARX. The training results and the associated testing results are shown in Figure 16 and Figure 17 , respectively. From Figure 16 , although most of the training result can reach over 99% of %VAF, the corresponding predictions could be quite different as illustrated in Figure 17 .
Apparently, even though the structure of the training model is the same, the training results, including system parameters, and the predictions, are different between models. It reveals that in the use of the data-driven based NN in our case, certain prediction uncertainties exist. Moreover, excessive unknown decision parameters could also increase the risk of overfitting or induced unstable predictions as shown in Figure 17(c) .
In the following, the same training and testing procedures are also applied to the proposed physical equation based LPC model to compare the difference between the physical model based modeling and the pure data-driven based NN modeling. The training results and the testing results are illustrated in Figure 18 and Figure 19 , respectively.
Recall that the structure of the 3 rd -order physical equation based LPC model has evolved from the isentropic compression equation (2) . The physical based modeling not only decreases the complexity of the model structure and avoids the uncertainty of parameters but it also prevents the issue of overfitting caused by the NN. Based on the proposed LPC model, it can be seen that it can achieve high %VAF for both the training/testing results. On the contrary, as shown in Figure 16 (c) and Figure 17(c) , the training result of NARX model (c), achieves the best fitting and is even greater than the proposed method. Nevertheless, the test result is the worst in all of the NARX's and has an obvious divergence between all the other testing results.
Different from the NN approach, for the same training data set, the resulting estimated model parameters by using the proposed method will remain the same. There is no issue of parameter uncertainty nor as the result of testing. Moreover, the matching capabilities between the training and testing results are also consistent. Last but not the least, the number of the system parameters from NARX is over 100. Comparing it to NARX, the number of the parameters by using the proposed model is only one-tenth of its quantity. From the perspective of practical implementation and engineering maintenance, it will be a better solution to use less parameters for engine monitoring and status management.
Following experiences consider another training and testing data sets. The training and testing results by using NARXs are illustrated in Figure 20 and Figure 21 , respectively. It once again demonstrates that there does exist a certain degree of prediction uncertainty when applying the data-driven based NN method.
As illustrated in Figure 20 and Figure 21 , part of the data-driven based machine learning results are unstable. Figure 20 (b) shows that the inadequate training result is going to cause unreliable predictions as shown in Figure 21 (b). However, although the training result is acceptable, as shown in Figure 20 (c), the corresponding prediction behaves high RMSE and high maximum prediction error, as shown in Figure 21 (c). Comparing it with the proposed LPC model, the physical model based method has a superior stability on both training and testing results.
In conclusion, although the NN is a good method for model training without the use of physical model, it requires huge amount of testing data. Nevertheless, most of the time, the collection of engine test data procedure complex and is costly. The lack of sufficient training data could lead to high uncertainty when using the NN machine learning models. The limited training database will make the pre-trained model hard to recover all the possible operations and thereby lead to unstable prediction results. The huge quantity of parameters in the NN model leads to the unstable performance of the model, increases the risk of overfitting, and makes the training and maintenance cost much higher than the proposed model. 
V. OPERATION BOUNDARY GENERATION
The models presented in the previous sections are going to be taken as healthy TFE-731 and are used for behavior prediction as the blue line depicted in Figure 3 . Next is to define the upper bound and lower bound of a healthy engine.
There are two popular methods to generate the boundary, including the addition method and the multiplication method. First, the addition method is given in (24) , where the boundary is created by adding and subtracting three times of the standard deviation of the system response. Second, the multiplication method is expressed as (25) , where the boundary is determined by the output of a healthy model multiplied by a margin parameter. Applying the addition method needs the estimation of σ , which requires huge amount of engine data at different operation points and is not feasible for the current limited database. On the contrary, applying the multiplication practical maintenance specification.
VI. ON-LINE MONITORING APPLICATION
In the practical operation of a test cell, the proposed realtime condition monitoring system predicts the response of a healthy engine. The monitoring system provides safety boundaries of LPC outlet temperature, HPC outlet temperature as well as engine thrust. The safety boundaries are created by (25) in real-time, where the margin parameter was set to be 0.12 in this paper. The experiments results are illustrated from Figure 24 to Figure 26 . Different from the fixed-threshold mechanism, it shows that once the operator changes the operation status of the TFE-731, the prediction responses and safety boundaries are generated automatically. The proposed model prediction-and-following mechanism facilitates the operator to recognize whether the tested engine is under normal or reasonable status. Width of the safety boundary is varying with the model output, which is the reason that the boundary in overall model cannot be clearly shown during idle thrust. Moreover, the size of the boundaries can be defined according to the maintenance criterion. The safety boundary can be defined separately as a safe boundary, caution boundary, and a warning boundary for further application and condition monitoring purposes, as shown in Figure 27 .
The simplest application is that the engine fault is triggered when the engine responses exceed the red zone. Different from the traditional fixed-threshold monitoring approach, the proposed real-time monitoring system can evaluate the health status for a wide range of operation conditions and recognize the occurrence of the failure within a short period of time. Figure 28 illustrates the final TFE-731 monitoring system architecture for on-line monitoring applications. The local operators can manipulate the engine under different examination demands. Then, the associated output data is collected and fed into the monitoring system in real-time. Once the response of the engine exceeds the safety boundaries, the monitoring system will inform the operator with a warning message or by triggering the relevant lights. It provides clear indicators for maintenance operators to distinguish which engine section is supposed to be scheduled for advanced inspection.
To achieve the real-time monitoring demand, this research focuses on the real-time fault detection of the engine for preventing further damage on the engine. Moreover, it can also reduce the time and the cost of logistics support. Based on the proposed design architecture, it can be used to monitor the real-time performance of unmanned aerial vehicles and other next-generation military systems to enhance operation safety as well as to achieve high maneuverability.
VII. CONCLUSION
To carry out the TFE-731 turbofan engine fault diagnosis, three main engine models are derived and their associated prediction capabilities are presented in this paper. In order to obtain good training and prediction results, an evaluation procedure of the data validation is developed by considering the correlation analysis. Regarding the model derivation, physical models based on the isentropic compression theorem are proposed. In order to enhance model following precision, the regression method as well as fan dynamics are also taken into consideration. The main advantage of the proposed method is that since part of the physical behavior is integrated into the modeling, it reduces the searching of system fitting dimensions and avoids the overfitting problem. In other words, system behaviors can be predicted precisely by using just a few key parameters, which gives great contribution to local maintenance unit. Moreover, parameters identifications are solved by applying the nonlinear optimization process. Comparing between the proposed method and the data-drive based NN method, experiments verify that the developed method can achieve a stable and superior prediction accuracy by using very few parameters. The reduction of both the model complexity and parameters can avoid the risk of overfitting, decrease the real-time calculation load and attenuate maintenance efforts significantly. Finally, all of the turbofan engine models presented in this research are verified by the real TFE-731 data collected from a test cell. Experiments show that the use of the proposed models for LPC, HPC and overall fan dynamics monitoring are able to achieve stable and precise predictions.
APPENDIX A PARAMETER SEARCHING ALGORITHM
This section is to present the detail of the LM algorithm for the HPC model parameter estimation. Based on the HPC model (20) , definitions of the model outputs and the nonlinear equation can be expressed as below
f n θ HPC = k 1 · T T 2 n · LPCPR k 2 n · HPCPR k 3 n + k 4 · N 2 + k 5 · LPCPR n + k 6 · T T 2 n + k 7 · HPCPR n + k 8 · T 235 n + k 9
The decision variables and the cost function for the optimization process are shown in (28) and (29) where y = [y 1 , y 2 , · · · , y N ] and y n represent the real HPC outlet temperature. The nonlinear function is defined by f(θ HPC ) = f 1 (θ HPC ), f 2 (θ HPC ), · · · , f n (θ HPC ) , where f n is the equation of the prediction model. Let j n be the Jacobian matrix of f n defined as follows (j n ) 1×9 = ∂f n ∂θ HPC = ∂f n ∂k 1 , ∂f n ∂k 2 , · · · , ∂f n ∂k 9 , n = 1, 2, · · · , N (30)
where the definition of each term used in the Jacobian matrix is given as below ∂f n ∂k 1 = TT 2 n · LPCPR k 2 n · HPCPR k 3 n ∂f n ∂k 2 = k 1 · TT 2 n · LPCPR k 2 n · HPCPR k 3 n · log (LPCPR n ) ∂f n ∂k 3 = k 1 · TT 2 n · LPCPR k 2 n · HPCPR k 3 n · log (HPCPR n ) ∂f n ∂k 4 = N 2 n , ∂f n ∂k 5 = LPCPR n , ∂f n ∂k 6 = TT 2 n , ∂f n ∂k 7 = HPCPR n , ∂f n ∂k 8 = T 235 n , ∂f n ∂k 9 = 1 (31)
The data applied in the Jacobian matrix for the iteration could be represented by J N ×9 = [j 1 , j 2 , · · · , j N ] T
Note that the selection of the initial values for the LM iteration is based on the isentropic compression model (18) . The detail settings are shown in TABLE 5. where λ is a damping coefficient used to adjust the convergence rate and to reduce the sensitivity during the iterations.
