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14 Squeezing of arbitrary order: the ups and downs
Katarzyna Go´rska1, Andrzej Horzela1 and Franciszek Hugon Szafraniec2
Abstract. We show how using classical von Neumann index theory makes it possible a
universal treatment of squeezing of arbitrary order. “Universal” means that the same ap-
proach applied to displacement (order 1) and squeeze (order 2) operators confirms toughly
what is already known as well as provides rigorous arguments that the higher order squeez-
ing can not be generalized in a “naive” way. We create an environment for answering
definitely all the emerging questions in positive (the ups) and negative (downs). In the
latter case we suggest ways for further development.
In the eighties a tendency to generalize squeezed states, and squeeze operators in par-
ticular, to higher orders became present in the literature [2, 1]. The authors discussed, not
expected by physicists, impossibility of exponentiating the operators A(k)
ξ
= iξ∗ak− − iξak+,
k ≥ 3 basing their arguments on showing non-analycity of the vacuum state. The latter is
however not decisive for the lack of selfadjointness of those A(k)
ξ
s and creates a problem to
be explained, cf. [3]. The basic requirement therein, namely normalizability of squeezed
states defined via the Bogolubov transform of ak−, turns out to be misleading if k ≥ 3. In
the recent paper [4] solutions to the Schro¨dinger equation for squeezed harmonic oscilla-
tors, considered in the Segal-Bargmann space, have been shown to be non-normalizable
for k ≥ 3. This not only remains in contradiction to what is in [3] but also confirms earlier
findings for similar k-photon Rabi model with the interaction σx(g∗ak− + gak+) where σx is
the Pauli matrix. It has been known for several years [5] that this model suffers, for k ≥ 3,
from analogous pathologies as the generalized squeezing does. Discussion of the above,
recently quite extensive [4, 6, 7, 8, 9, 10, 11], does not get rid of difficulties arisen as the
crucial question of selfadjointness of A(k)
ξ
, k ≥ 3, is left untouched. An attempt at compen-
sating the lack of selfadjointness with suitable modifications, like selfadjoint extensions,
may lead to physically important consequences.
The aim of our paper is to provide both communities, physicists and mathematicians,
with adequate grounds for settling the appearing inconsistency. As a kind of surprise the
main tool which works perfectly for this purpose turns out to be very classical and it is
nothing but the von Neumann deficiency index approach. It makes the answers definite
although reached after rather laborious calculations which we are presenting in detail so as
to maintain mathematical rigor and to encourage others to follow.
Key words and phrases. orthogonal polynomial, Hermite polynomial, Meixner-Pollaczek polynomial, cre-
ation operator, annihilation operator, displacement operator, squeeze operator, deficiency index, C∞- vector, self-
adjoint extension, essential selfadjointness, configuration space, Segal-Bargmann space.
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We begin with preliminary notions to fix the language to be used. The main tool is
to investigate essential selfadjointnesss of the operators A(k)
ξ
. We show that though the an-
alytic vectors approach works well for k = 1, 2 is not sufficient to judge the problem for
k > 3. It is the von Neumann index theory which covers both cases giving definite answers:
affirmative for k = 1, 2 and negative for k ≥ 3. This streghtens universality of the apparatus
we have chosen; all this is contained in Sections 2 and 3. Section 4 is devoted to analysis
of possible subtleness’ appearing in the process of exponentiation of A(k)
ξ
and related oper-
ators. In section 5 we go back to the case k = 1, 2 modeling them comprehensively in the
Segal-Bargmann space. The paper is completed by concluding remarks in which we sum
up its mathematical aspects as well as briefly discuss their physical consequences and the
Appendix containing a substantial part of calculations needed in the Section 2.
1. Preliminaries
1.1. Basic notions. Let H be a Hilbert space. For an operator A in H , D(A) denotes
its domain, R(A) its range and N(A) its null space (the kernel). A stands always for the
closure of a closable operator A and A∗ for its Hilbert space adjoint.
IfD ⊂ D(A) then the operator A|D defined by D(A|D) def=D and A|D f def= A f , f ∈ D, can
be viewed as a restriction of A to D and A can be considered as an extension of A|D; this
is a standard set theoretical notion. If D is dense in H then both A and A|D are a densely
defined operators in H (that is A|D acts within the same space H as A does).
A linear subspace D of D(A) is said to be a core of a closable operator A if A|D = A.
Furthermore, a subspace D ⊂ D(A) is said to be invariant for A if AD ⊂ D. If this
happens, A|D can also be thought of as a densely defined operator acting in the Hilbert
space D, the closure of D. Again if D is dense in H the only difference between this and
the previous case is that in the latter R(A) ⊂ D.
On the other hand, a closed subspaceL ofH is called invariant for A if A(L∩D(A)) ⊂
L; then the restriction A↾L def= A|L∩D(A) is always considered as an operator inL. If D in the
above is closed then A|D = A↾D. A step further, a closed subspaceL reduces an operator A
if both L and L⊥ are invariant for A as well as PD(A) ⊂ D(A), where P is the orthogonal
projection of H onto L; all this is the same as to require PA ⊂ AP. If this happens, the
restriction A↾L is called a part of A in L. If L reduces A and A is densely defined then so
is A↾L.
Notice the word “invariant” has double meaning here but the circumstances we use it
protect us from any confusion.
1.2. The operators. Now let H be a separable Hilbert space (with the inner product
to be linear in the first varaiable) and (en)∞n=0 be an orthonormal basis (i.e. an orthonormal
complete set) in it 1. The (abstract) creation and annihilation operators (with respect to the
orthonormal basis (en)∞n=0) are linearly extended from
D(a+) = D(a−) = D def= lin (en)∞n=0,
a+en
def
=
√
n + 1 en+1, n = 0, 1, . . . (creation)
a−en
def
=
√
n en−1, n = 1, . . . , a−e0
def
= 0 (annihilation).
(1)
1 We follow the customary mathematical notation. In order to make our mathematical reasoning more clear
we intentionally do not use the Fock space notation. We believe it does not cause any problem for the physicists.
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With the definitions (1) we sort out selfadjointness of the operators
A(k)
ξ
def
= i ξ∗ak− − i ξak+, k = 0, 1, . . .
with ξ being a complex parameter. As our ultimate goal is to prove (11), |ξ| has no impact
on the problem and we drop it considering instead just the operators
A(k) def=− i ( ei θ ak+ − e− i θ ak−), D(Ak) def=D k = 0, 1, . . .
with θ being a (fixed) real parameter. Therefore
if ξ = ei θ |ξ|, A(k)
ξ
= |ξ|A(k) and A(k) = A(k)
exp[i θ].
The operators a+ and a− are formally adjoint each to the other, that is
〈a+ f , g〉 = 〈 f , a−g〉, f , g ∈ D;
in physical tradition this fact is nicknamed as “Hermitian adjoint” and symbolized by †,
which makes some sense as long as the a+ and a− are formal algebraic objects and no
domain is indicated. This means that
a+ = (a−)∗|D, a− = (a+)∗|D
as D is invariant for both (a+)∗ and (a−)∗. Consequently, the operators A(k) are symmetric.
Moreover, it is a matter of direct calculation that D is a core of (a+)∗ and (a−)∗, and
that for the closure one has
a+ = (a−)∗, a− = (a+)∗.
Notice that by means of the basis (en)∞n=0
(2) A(k)en = − i
ei θ
√(
n+k
)
!
n! en+k − e− i θ
√
n!(
n−k
)
!
en−k

with notation e−k = e−k+1 = . . . = e−1 = 0.
Defining
(3) D(k,i) def= lin (ei+pk)∞p=0, H (k,i) def= clolin (ei+pk)∞p=0, i = 0, . . . , k − 1
it is clear that D = ⊕k−1i=0 D(k,i) and H = ⊕k−1i=0 H (k,i). It is a kind of straightforward
argument to verify the following.
Proposition 1. Each H (k,i) reduces A(k) and the domains D(A(k,i)) = Di are invariant
for the parts A(k,i) def=↾H (k,i) of A(k) in H (i) as well as the operators A(k,i) are symmetric. Ak is
essentially selfadjoint 2 if and only if so is each A(k,i).
Proposition 1 allows to downgrade the search for essential selfadjointness of A(k)
ξ
to
that of any of A(k,i)’s. With the notation e(k,i)p
def
= ei+pk, p = 0, 1, . . ., the formula (2) reads as
(4) A(k,i)e(k,i)p = − i
(
ei θ
√
[i+(p+1)k]!
(i+pk)! e
(k,i)
p+1 − e− i θ
√
(i+pk)!
[i+(p−1)k]! e
(k,i)
p−1
)
.
Notice that
(
e
(k,i)
p
)∞
p=0 is an orthonormal basis in H (k,i). The operators A(k,i) act as Jacobi
operators 3 in H (k,i) with zero diagonal. Therefore their deficiency indices are either (0, 0)
or (1, 1), their representing measures are always symmetric with respect to 0. Notice that
2 An operator is called essentially selfadjoint if its closure is selfadjoint.
3 A Jacobi operator in a separable Hilbert space acts according to the same (tridiagonal) pattern with respect
to a chosen orthonormal basis as Jacobi matrix does (when considered in ℓ2 with respect to the zero-one basis; in
this case it has to be considered in principle as an unbounded operator defined on “finite” vectors).
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each A(k,i) is a cyclic operator with a cyclic vector e(k,i)0 , that is D(A(k,i)) = lin
(
e
(k,i)
p
)∞
p=0. In
conclusion,
Corollary 2. A(k) becomes an orthogonal sum
⊕k−1
i=0 A
(k,i) of Jacobi operators with
respect to the bases (e(k,i)p )∞p=0, i = 0, . . . k − 1, which are in particular cyclic.
2. Essential selfadjointness of the operators A(k,i); the first attempt - biased
2.1. C∞-vectors. A recollection. Recall that, in general, f ∈ D∞(A) def=⋂∞n=0 D(An) is
a bounded vector if there are a > 0 and b > 0 such that ‖An f ‖ 6 abn for n = 0, 1, . . . ;
an analytic vector of A if there is t > 0 such that
∑∞
n=0
tn
n!
‖An f ‖ < +∞;
an entire vector if the convergence in the above holds for all t > 0;
a quasianalytic vector of A if
∞∑
n=0
‖An f ‖−1/n = +∞.
All those vectors are customarily called C∞-vectors of A. Let us introduce the self-evident
notation B(A), A(A), E(A) and Q(A) for the consecutive classes. The first three are always
linear while the last may not be. Nevertheless the inclusions B(A) ⊂ E(A) ⊂ A(A) ⊂ Q(A)
are transparent. It may happen that even Q(A) is a zero space. However when (essential)
selfadjointness is around their nontriviality becomes essential.
Fact 3. (a) If A is selfadjoint then B(A) (consequently, A(A), E(A) and linQ(A))
constitute a core of A.
(b) If A is selfadjoint and E is its spectral measure then
B(A) = lin{E(σ) f : σ bounded, f ∈ H}.
(c) If A is symmetric and any of B(A), A(A), E(A) and linQ(A) is dense in H then A
is essentially selfadjoint.
2.2. Employing C∞-vectors. Let us try to engage analytic and quasianalytic vectors
in deciding for which k’s the operators A(k,i) are (essentially) selfadjoint. This is the first
step towards answering the question of unitarity of so called higher order squeeze opera-
tors.
Let us collect first some formulae; the calculations are postponed to Appendix.
Lemma 4. For k = 1, 2, 3 . . . and with j0 = n − r − 1 we have
(5)(
A(k,i)
)n
e(k,i)p =
n∑
r=0
r∏
s=1
js−1+1∑
js=s−1
[i + (p − r + 1 + js)k]!
[i + (p − r + js)k]!
√
[i + (p + n − 2r)k]!
(i + pk)! (− i e
i θ)n−2re(k,i)p+n−2r,
‖(A(k,i))ne(k,i)p ‖2 = n∑
r=0
r∏
s=1
js−1+1∑
js=s−1
{ [i + (p − r + 1 + js)k]!
[i + (p − r + js)k]!
}2 [i + (p + n − 2r)k]!
(i + pk)! ,(6)
(7)
√
[i + (p + n)k]!
(i + pk)! 6 ‖
(
A(k,i)
)n
e(k,i)p ‖ 6
√
2k n2
√
[i + (p + n)k]!
(i + pk)! .
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Proposition 5. 1o. The series
(8)
∞∑
n=0
‖(A(k,i))ne(k,i)p ‖tn
n!
converges for k = 1 with infinite radius of convergence (entire vectors) and for k = 2 with
t < 1/(2√2) (analytic vectors).
2o. The series (8) diverges for k = 3, 4, . . . and furthermore the series
∞∑
n=0
‖(A(k,i))ne(k,i)p ‖− 1n
converges for k>3.
Proof. First we will proof the convergence of (8) for k = 1, 2. (7) gives
(9)
∞∑
n=0
‖(A(k,i))ne(k,i)p ‖tn
n!
6
√
2√(i + kp)!
∞∑
n=0
√
[i + (p + n)k]!
n!
k
n
2 tn.
Using d’Alembert’s test of convergence for the series on the right hand side of (9) we get
part 1o of the Proposition.
To prove the divergence of (8) for k = 3, 4, . . . we rewrite (7) as
(10)
∞∑
n=0
‖(A(k,i))ne(k,i)p ‖tn
n!
≥
∞∑
n=0
tn
n!
√
[i + (p + n)k]!
(i + pk)! .
Employing d’Alembert’s test to the right hand side of (10) we conclude the series in 2o is
divergent.
Lemma 4 and Stirling’s formula give
∞∑
n=0
‖(A(k,i))ne(k,i)p ‖− 1n 6 ∞∑
n=0
{ [i + (p + n)k]!
(i + pk)!
}− 12n
6
∞∑
n=0
[(i + (p + n)k)!]−
1
2n
6
∞∑
n=0
[i + (p + n)k]−
i+pk+1/2
2n −
k
2 exp
{ i+pk
2n +
k
2 − 12n[1+12i+12(p+n)k]
}
6
∞∑
n=0
k−
k
2 e
k
2 n−
k
2 =
(
e
k
) k
2
∞∑
n=0
n−
k
2 < +∞, k > 3. 
Corollary 6. A(k)
ξ
is essentially selfadjoint for k = 1, 2 while any of A(k,i) (hence Aξ)
may not be so if k > 3 (because 2o is a necessary, not a sufficient condition for essential
slfadjointness).
The above confirms what is already recognized in this or another way for k = 1, 2; for
k > 3 it leaves the question unfastened for the time being.
3. Essential selfadjointness of the operators A(k,i). The second attempt - definite
3.1. The deficiency index approach to essential selfadjointeness. The deficiency
indices (sometimes called the defect numbers) n+ and n− of a symmetric operator A in a
Hilbert space H are defined as follows
n± = dim R(A ± i)⊥.
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It is included in the classical von Neumann theory of selfadjoint extensions of symmetric
operators that A is essentially selfadjoint (that is, its closure is selfadjoint), if and only if
(11) n+ = n− = 0.
Furthermore, the main part of the theory ensures the existence of selfadjoint extensions in
the same space (that is in the sense described in the second paragraph of Subsection 1.1,
Section 2) precisely when both deficiency indices are equal.
3.2. Towards determining the deficiency indices of A(k,i)’s. In order to determine
the deficiency indices of A(k,i) take f ∈ H (i) and check the cardinality of linearly indepen-
dent f ’s orthogonal to R(A(k,i) ± i) for both ± i, which reads as
(12) 〈(A(k,i) ± i)e(k,i)p , f 〉 = 0, p = 0, 1, . . . .
Notice that, due to the third of (1),
(13) A(k,i)e(k,i)p = − i ei θ ak+e(k,i)p for p = −k,−k + 1, . . . ,−1, 0.
Develop f as f = ∑α f (k,i)α e(k,i)α , f (k,i)α = 〈e(k,i)α , f 〉 and write according to (4) the left
hand side of (12) as follows
〈(A(k,i) ± i)e(k,i)p , f 〉 = − i
∑
α
f (k,i)α 〈(ei θ ak+ − e− i θ ak− ∓ 1)e(k,i)p , e(k,i)α 〉
−
√
(i+pk)!
[i+(p−1)k]! e
− i θ〈e(k,i)p−1, e(k,i)α 〉 ∓ 〈e(k,i)p , e(k,i)α 〉
}
= − i {∑
α
ei θ f (k,i)α
√
[i+(p+1)k]!
(i+pk)! δp+1,α − e− i θ
∑
α
f (k,i)α
√
(i+pk)!
[i+(p−1)k]! δp−1,α ∓
∑
α
f (k,i)α δp,α
}
= − i {√ [i+(p+1)k]!(i+pk)! ei θ f (k,i)p+1 −
√
(i+pk)!
[i+(p−1)k]! e
− i θ f (k,i)p−1 ∓ f (k,i)p
}
.
Now (12) now takes the form
(14)
√
[i+(p+1)k]!
(i+pk)! e
i θ f (k,i)p+1 −
√
(i+pk)!
[i+(p−1)k]! e
− i θ f (k,i)p−1 ∓ f (k,i)p = 0, p = 0, 1, . . . ,
with
(15) f (k,i)−q def= f (k,i)−q+1
def
= . . . = f (k,i)−1
def
= 0
which is in accordance with (13).
Let us treat the cases k = 1, 2 and k > 3 separately.
3.3. The ups: the cases k = 1 and k = 2. It is well known that for the measure
orthogonalizing polynomials πn, n = 0, 1 . . ., to be unique (or, in other words, the corre-
sponding moment problem to be determinate) it is necessary and sufficient
(16)
∞∑
p=0
|πp(z)|2 = +∞
for any z with Im z , 0; cf. [12, Theorem 3]. This means the would-be Fourier coefficients
fn are not in ℓ2 which leaves the hypothetical f out of the space H and is a counterpart of
Proposition 5 part 1o; both Hermite and Meixner-Pollaczek polynomials are determinate.
SQUEEZING OF ARBITRARY ORDER 7
3.3.1. Case k = 1. Here i = 0 is the only possibility and the formulae (14) and (15),
after setting gp
def
= e− ipθ f (1,0)p , take the form
(17)
√
p + 1gp+1 − √pgp−1 ∓ gp = 0, p = 0, 1 . . . , g−1 = 0.
If g0 = 0 we get immediately that the only solution of (17) is gn = 0 for all n = 0, 1, . . .
and both ∓. If not, then supposing g0 = 1 we can proceed as follows.
Normalizing the Hermite polynomials as hp(x) = ip Hp(x)/
√
2p p! from the standard
recurrence relation
Hp+1(x) + 2pHp−1(x) − 2xHp(x) = 0,
one gets
(18)
√
p + 1hp+1(x) − √php−1(x) − x
√
2xhp(x) = 0.
Comparing (17) and (18) and taking into account that g0 = h0 = 1 and that the Hermite
polynomials are the only solutions of (18) we infer that
gp = hp
(
± i√
2
)
.
Consequently, due to (16) the solution within H (1) is gp = 0, p = 0, 1 . . .
3.3.2. Case k = 2. Considering two parallel cases i = 0 and i = 1 we have to take
into account Corollary 2 which results in splitting (12) . Thus the formula (14) also splits
in two, i = 0, 1,
(19)
√
(2p + i + 2)(2p + i + 1) ei θ f (2,i)p+1 −
√
(2p + i)(2p + i − 1) e− i θ f (2,i)p−1 ∓ f (2,i)p = 0
with p = 0, 1, . . . and f (2,i)−1 = 0. The conditions f (2,i)0 = 0 imply f (2,i)p = 0. Henceforth we
take f (2,i)0 = 1.
For c(i)p = ip eipθ f (2,i)p , i = 0, 1, (19) reads
(20)
√
(p + i+22 )(p + i+12 )c(i)p+1 ∓ i2 c(i)p +
√
(p + i2 )(p + i−12 )c(i)p−1 = 0.
Consider the Meixner-Pollaczek polynomials P(λ)n ( · ; π2 ), n = 0, 1, . . . and normalize them
according to formula (9.7.2) in [13, p. 213]
(21) p(λ)n def=
√
22λn!
2πΓ(n + 2λ) P
(λ)
n ( · ; π2 )
which sends the recurrence relation
(n + 1)P(λ)
n+1(x; π2 ) − 2xP(λ)n (x; π2 ) + (n + 2λ − 1)P(λ)n−1(x; π2 ) = 0
into
(22)
√
(n + 1)(n + 2λ)p(λ)
n+1(x) − 2xp(λ)n (x) +
√
n(n + 2λ − 1)p(λ)
n−1(x) = 0.
Comparing (20) and (22) for appropriate i we get following two couples: i = 0 correspond-
ing to λ = 14 and i = 1 corresponding to λ =
3
4 . Moreover we have
c(0)n = p
( 14 )
n
(
± i4
)
and c(1)n = p
( 34 )
n
(
± i4
)
.
For the same reason as above the series
∞∑
n=0
|c(i)n |2 =
∞∑
n=0
∣∣∣∣p(λ)n (± i4 )∣∣∣∣2,
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are divergent for both ±. Because they are a subseries of
∞∑
n=0
| f (2,i)n |2, i = 0, 1
the latter are divergent as well. The argument goes like in the case k = 1 before.
3.4. Downs: the case k > 3. The recurrence (14), after fixing i = 0, 1, . . . , k − 1 and
introducing d(k,i)±p = eipθ f (k,i)p , takes the form
(23) d(k,i)±p+1 =
(i + pk)!√(i + pk − k)!(i + pk + k)! d(k,i)±p−1 ±
√
(i + pk)!
(i + pk + k)! d
(k,i)±
p
with (15) turning to
(24) d(k,i)±−1 = 0, i = 0, 1, . . . , k − 1.
Remark 7. With (24) the zero sequence is the only solution of (23) for each initial
conditions d(k,i)+0 = 0 or d
(k,i)−
0 = 0. This implies that (23) has at most one solution for each
of the cases + and −.
Remark 8. If d(k,i)+0 > 0 then so are all the other entries of the sequence (d(k,i)+p )p. This
can be inspected by induction applied to (23).
Remark 9. If d(k,i)+0 , 0 then d
(k,i)+
p , 0 for all p.
Suppose the contrary, there exists p such that d(k,i)+p+1 = 0 and let it be the smallest such.
By (23) we have √
(i + kr)!
(i + kr − k)! d
(k,i)+
r−1 + d
(k,i)+
r = 0.
Consequently d(k,i)+p−1 and d
(k,i)+
p are of different sings which contradicts Remark 8.
Proposition 10. d(k,i)−p = (−1)pd(k,i)+p for all p.
Proof. From (23) for d(k,i)−p we get
(−1)p+1d(k,i)+p+1 =
(i + pk)!√(i + pk − k)!(i + pk + k)! (−1)p−1(−1)2d(k,i)+p−1 −
√
(i + pk)!
(i + pk + k)! (−1)
pd(k,i)+p
which shortens to
(−1)p+1d(k,i)+p+1 =
(i + pk)!√(i + pk − k)!(i + pk + k)! (−1)p−1d(k,i)+p−1 −
√
(i + pk)!
(i + pk + k)! (−1)
pd(k,i)+p
Comparing this with (23) for “-” and using the uniqueness in Remark 7 we get the conclu-
sion. 
Remark 11. Proposition 10 implies |d(k,i)−p | = |d(k,i)+p | = d(k,i)+p for all p. Denote this
common number shortly by d(k,i)p . Henceforth, we can examine exclusively the equation
(25) d(k,i)p+1 =
(i + pk)!√(i + pk − k)!(i + pk + k)! d(k,i)p−1 +
√
(i + pk)!
(i + pk + k)! d
(k,i)
p
for d(k,i)p ’s.
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Proposition 12. With notation α(k)p
def
=
√
(i+pk)!
(i+pk+k)!
(26) d(k,i)p+1 − d(k,i)p−1 < α(k)p α(k)p−1 . . . α(k)1 α(k)0
(d(k,i)2 − d(k,i)0 )
Proof. Prove first
d(k,i)p+1 − d(k,i)p−1 < α(k)p
(
d(k,i)p − d(k,i)p−2
)
Using (25), (45) (notice (45) requires k > 3) and (46) we have
d(k,i)p =
(i + pk − k)!√(i + pk)!(i + pk − 2k)!d(k,i)p−2 +
√
(i + pk − k)!
(i + kp)! d
(k,i)
p−1
<
(i + pk)!√(i + pk − k)!(i + pk + k)!d(k,i)p−2 +
1 − (i + pk)!√(i + pk − k)!(i + pk + k)!
 d(k,i)p−1.
That gives
(i + pk)!√(i + pk − k)!(i + pk + k)!d(k,i)p−1 <
(i + pk)!√(i + pk − k)!(i + pk + k)!d(k,i)p−2 + d(k,i)p−1 − d(k,i)p .
Inserting into (25), we get
d(k,i)p+1 − d(k,i)p−1 <
(i + pk)!√(i + pk − k)!(i + pk + k)!d(k,i)p−2 +

√
(i + pk)!
(i + pk + k)! − 1
 d(k,i)p
<

√
(i + pk)!
(i + pk + k)! − 1
 (d(k,i)p − d(k,i)p−2) <
√
(i + pk)!
(i + pk + k)!
(
d(k,i)p − d(k,i)p−2
)
.
Now the induction argument makes (26). 
Corollary 13. The sequence (d(k,i)p )p is convergent.
Proof. It is clear that
(27)
∞∑
r=p
α(k)r α
(k)
r−1 · · ·α(k)0 =
∞∑
r=p
√
i!
(kr + k + i)! < +∞.
Notice that
|d(k,i)p+m − d(k,i)p | 6 |d(k,i)p+m − d(k,i)p+m−2| + |d(k,i)p+m−2 − d(k,i)p+m−4| + · · · + |d(k,i)p+2 − d(k,i)p |
6
(d(k,i)2 − d(k,i)0 )
m+p∑
r=p
α(k)r α
(k)
r−1 · · ·α(k)0 .
(28)
Because RHS is equal to (d(k,i)2 −d(k,i)0 ) multiplied a Cauchy fragment of a convergent series
(27) LHS tends to 0 which says (d(k,i)p )p is a Cauchy sequence, hence it is convergent. 
Theorem 14. None of the operators A(k,i), k > 3 and i = 0, . . . , k − 1, is essentially
selfadjoint.
Proof. As already experienced it is enough to show that the series ∑∞p=0(d(k,i)p )2 is
convergent. We already know, Corollary 13, the sequence (d(k,i)p )p is convergent. Then
either
(29) lim
p→+∞
d(k,i)p , 0.
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or
(30) lim
p→+∞
d(k,i)p = 0
Let us go on with (28) as follows
|d(k,i)p+m − d(k,i)p | 6
(d(k,i)2 − d(k,i)0 )
m+p∑
r=p
α(k)r α
(k)
r−1 · · ·α(k)0 = constα(k)p · · ·α(k)0
×
m+p∑
r=p+1
α(k)r α
(k)
r−1 · · ·α(k)p+1 6 constα(k)p · · ·α(k)0
∞∑
r=p+1
α(k)r α
(k)
r−1 · · ·α(k)p+1
(27)
= const
∞∑
r=p+1
√
i!
(kr + k + i)! 6 const
∞∑
r=0
√
i!
(kr + k + i)! .
(31)
Suppose (29) holds. Then for the sequence
x(k,i)p
def
=
d(k,i)p
d(k,i)p+1
.
we get immediately x(k,i)p → 1 as p goes to +∞.
From (26) we have d(k,i)p < d(k,i)p−2 and x(k,i)p < x(k,i)p−2 x(k,i)p−1x(k,i)p . Because
lim
p→+∞
√
(i + pk − k)!
(i + pk)! = 0 and limp→+∞
√(i + pk − k)!(i + pk + k)!
(i + pk)! = 1.
we get
lim
p→+∞
p
(
x(k,i)p − 1
)
< lim
p→+∞
p
(
x
(k,i)
p−2x
(k,i)
p−1 x
(k,i)
p − 1
)
= lim
p→+∞
p

√(i + pk − k)!(i + pk + k)!
(i + pk)! x
(k,i)
p−2
−
√
(i + pk − k)!
(i + pk)! x
(k,i)
p−2x
(k,i)
p − 1
 = k2
and consequently
lim
p→+∞
p
[(
x(k,i)p
)2 − 1] = lim
p→+∞
p
(
x(k,i)p − 1
)
lim
p→+∞
(
x(k,i)p + 1
)
< 2 k
2
= k.
Due to Raabe’s criterion we have
(32)
∞∑
p=0
d(k,i)p
is convergent. This excludes the case (29) to hold.
If (30) happens, then passing in (31) with m to +∞ we get
|d(k,i)p | 6 const
∞∑
r=0
√
i!
(kr + k + i)!
Because in this case for p sufficiently large d(k,i)p 2 6 d(k,i)p we have
∞∑
p=0
(d(k,i)p )2 6 const′
∞∑
p=0
d(k,i)p 6 const′′
∞∑
p=0
α(k)r α
(k)
r−1 · · ·α(k)0
∞∑
r=0
√
i!
(kr + k + i)! .
Therefore convergence of the series (32) has been proved. 
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4. Generating exp{itA(k)
ξ
}. Squeeze operators of any order?
4.1. The groundwork thought over. Suppose we are given a selfadjoint operator B,
if E stands for its spectral measure then the spectral integral
(33)
∫
R
eitx E(dx)
(understood as usually in the weak or strong operator topology) gives rise according to the
rules of functional calculus to a one parameter (t ∈ R) family of unitary operators which is
customarily denoted as eitB. Due to the continuity property of spectral integral it is strongly
continuous in t. If B is essentially selfadjoint then its closure B is selfadjoint so one can
think of eitB.
On the other hand one has a definition: a family {U(t)}t∈R of unitary operators in H is
said to be a strongly continuous one-parameter unitary group if
(a) U(s + t) = U(s)U(t), s, t ∈ R;
(b) limh→0 (U(t + h) − U(t)) f = f for f ∈ H and t ∈ R.
It is clear that the exponential family (eitB)t∈R just defined is a strongly continuous one-
parameter unitary group. The celebrated Stone theorem shows the way back: every strongly
continuous one-parameter unitary group is of the form (eitB)t∈R with a uniquely determined
selfadjoint operator B; it establishes a bijection between (eitB)t∈R and (U(t))t∈R making
them to be replaceable. In conclusion, the spectral integral definition (33) of (eitB)t∈R is the
primary way to defining the unitary group in question and this is made possible at least.
The operator B is pretty often called the (infinitesimal) generator of the group (U(t))t∈R
and is defined by
D(B) def={ f ∈ H : ddt U(t)|t=0 f
def
= lim
h→0
h−1(U(h) − I) f exists}, iB f def= ddt U(t)|t=0 f , f ∈ D(B).
As a kind of extras attached to Stone’s theorem we have for t ∈ R
U(t)D(B) ⊂ D(B), ddt U(t) f = iU(t)B f = iBU(t) f for f ∈ D(B).(34)
Remark 15. The repeated use of the second of (34) leads to
(35) d
n
dtn U(t) f = i
n U(t)Bn f = BnU(t) f for f ∈
n⋂
i=0
D(Bi).
Therefore the question is for which f ’s the Taylor series (the very left expression)
U(t) f =
∞∑
n=0
tn
n!
dn
dtn U(t)|t=0 f =
∞∑
n=0
(it)n
n!
U(t)Bn f =
∞∑
n=0
(it)n
n!
Bn f .
converges and how.
4.2. More on the role of analytic vectors. The spectral integral (33) allows to de-
termine the unitary group once the spectral measure of its generator is known. A practical
question is if one can avoid the spectral representation trying to promote suggestively a
kind of Taylor series expansion by means of C∞ vectors. More precisely, starting with an
essentially selfadjoint operator A the question is for which f ’s the definition
U(t) f def=
∞∑
n=0
(it)n
n!
An f
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makes sense. This has to be handled with some caution. An insight into the proof of
Lemma 5.1 in [14] shows how to make this construction possible in the case when the set
of analytic vectors A(A) of a symmetric operator A is dense.
The construction in [14, Lemma 5.1] is local and can be reiterated resulting in the
desired group. In the case when the set of entire vectors E(A) is dense the construction can
be made smoother, giving at once the group (U(t))t∈R the operator A generates. Therefore
E(A) is a subpace of H for which one can certainly replace integral with summation in the
middle equality of
(36) eitA f (33)=
∫
R
∞∑
n=0
(it)n
n!
xnE(dx) f =
∞∑
n=0
∫
R
(it)n
n!
xnE(dx) f =
∞∑
n=0
(it)n
n!
An f , f ∈ E(A);
as a matter of fact the first equality holds for all f ∈ H .
Remark 16. The role of C∞ vectors in determining essential selfadjointness is de-
scribed in some details in Fact 3. Though selfadjoint operators themselves have enough
C∞ vectors of any kind appearing there, an essentially selfadjoint ones (in particular the
candidate for) may not have even quasianalytic vectors, they simply may not fit in with the
domain of an operator which a priori is not closed. This makes the unseen at a first glance
difference we want to put strong emphasis on. An acute awareness of this fact helps to
monitor the situation we are in.
4.3. The displacement and squeeze operators. Corollary 6 or, alternatively, the re-
sults of Subsection 3.3 lead directly to what the majority of mathematical physicist accept
as granted (notice that what customarily emerges in the definitions is the complex param-
eter α = − i ξ ).
Theorem 17. The displacement exp{i tA(1)
ξ
} and squeeze exp{i tA(2)
ξ
} operators form a
group of unitaries for t ∈ R.
Keeping up with the notations of Subsection 1.2 the important information launched
in Corollary 2 can be encapsulated now. It sheds more light on how the squeeze operator
behaves.
Corollary 18. The Hilbert spaceH decomposes asH = H (2,0) ⊕H (2,1) with H (2,0) =
clolin{e2n : n = 0, 1, . . .} and H (2,1) = clolin{e2n+1 : n = 0, 1, . . .}. It forces the squeeze op-
erators exp{i tA(2)
ξ
} to decompose accordantly as
exp{i tA(2)
ξ
} = exp{i t|ξ|A(2,0)}
⊕
exp{i t|ξ|A(2,1)}
where A(2,i), i = 0, 1, are Jacobi operators acting as stated by (4) in H (2,i) respectively.
Moreover, the operators exp{i t|ξ|A(2,i)}, i = 0, 1, can be retrieved from (4) on the linear
spaces D(2,i) defined by (3) as they are composed of analytic vectors of the operators A(2,i).
4.4. What happens if B is not essentially selfadjoint - further developments. Due
to Naı˘mark a selfadjoint extension of a symmetric operator A always exists (cf. [15, Propo-
sition 3.7]) if one allows it to be in a larger space, say K , isometrically including H . On
the other hand, if A has equal deficiency indices, the von Neumann theory provides with
a plenty of selfadjoint extensions still within H . Even if A is a Jacobi operator having
deficiency indices (1, 1), Naı˘mark extensions are at least as much compelling as von Neu-
mann ones, look at [16] for a stimulating example and its analytic background, and some
whereabouts at [17].
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Pick B be either von Neumann’s or Naı˘mark’s extension of A. Then (eitB)t∈R is well
defined as described above; denote the group alternatively by (U (B)(t))t∈R stressing on its
dependence on the choice of a selfadjoint extension of A.
Passing to the operator A with invariant domain, that is AD(A) ⊂ D(A), which is our
case we can still get something interesting. Because U (B)(t)B f = BU (B)(t) f for f ∈ D(B)
(the second part of (34)) and because A ⊂ B we get from (37)
dn
dtn U
(B)(t) f = in U (B)(t)An f = in BnU (B)(t) f for n = 0, 1 . . . and f ∈ D(A)(37)
regardless of the extension B.
Despite the fact that for k > 3 squeeze operators exp{i tA(k)
ξ
} do not exist the situation
is not completely hopeless. From the above we get a recipe which can be read as follows:
taking A = A(k,i) for any i with k fixed we get a selfadjoint extension B(k,i) of A(k,i) in some
K (k,i) such that
dn
dtn U
(B(k,i))(t) f = (i)nU (B(k,i))(t)(A(k,i))n f = (i)n(B(k,i))nU (B(k,i))(t) f for n = 0, 1 . . . and f ∈ D(A(k,i)).
Summing up the above we come to the operator B(k) def=
⊕k−1
i=0 B
(k,i)
, selfadjoint in the space
K (k) def=⊕k−1i=0 K (k,i), such that B(k) extends A(k) def=⊕k−1i=0 A(k,i) and
dn
dtn U
(B(k))(t) f = (i)nU (B(k))(t)(A(k))n f = (i)n(B(k))nU (B(k))(t) f for n = 0, 1 . . . and f ∈ D(A(k)).
This opens a lot of possibilities which we intend to explore in our future research.
5. Back to k = 1 and k = 2. Models
Because for k = 1, 2 the operator A(k)
ξ
is essentially selfadjoint, (exp[i tA(k)
ξ
])t∈R is a
group of unitary operators (cf. Theorem 17).
With z = i tξ we have that the displacement operator
D(z) = D(t, ξ) def= exp[i tA(1)
ξ
] = exp[za+ − z∗a−], t ∈ R, ξ ∈ C
is unitary and D(z∗) = D(z)∗ = D(−z) = D(z)−1; moreover, fixing ξ ∈ C we have D(t, ξ) to
be a group as t ∈ R. The same refers to the squeeze operator
S (z) = S (t, ξ) def= exp[i tA(2)
ξ
] = exp[za2+ − z∗a2−], t ∈ R, ξ ∈ C.
5.1. k = 1; the displacement operator.
5.1.1. Reviving the models. Because the splitting Corollary 2 is not present when
k = 1 (A(1)
ξ
= A(1,0)
ξ
) the way of proposing notable expression for the displacement operator
can be done just by “exponentiation” in the corresponding function space, so to speak. In
particular we have at our disposal the following models
(a) the L2(R) representation (“configuration space”);
(b) the Segal-Bargmann representation;
(c) discrete representation by which we mean a one parameter family of harmonic
oscillators acting on Charlier sequences considered in ℓ2, cf. [18];
(d) the one parameter family of holomorphic oscillators as done in [19] (see also
[20]), which interpolates the models (a) and (b).
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Let us take a brisk look at the case (b) as the most analytic one. The orthonormal basis
in the Segal-Barmann space is ( zn√
n!
)∞
n=0. Roughly here D(t, ξ) = exp[t(ξz − ξ∗∂z)] and the
unitary equivalence between H and the Segal-Bargmann space is established by
en 7→ zn√
n!
, n = 0, 1, . . . ,
and causes D(t, ξ) to act as a Jacobi operator. Because D = lin ( zn√
n!
)∞
n=0 is the set of entire
vectors for A(1)
ξ
formula (36) applies
D(t, ξ) f =
∞∑
n=0
(i t)n
n!
(ξz − ξ∗∂z)n f , f ∈ lin ( zn√
n!
)∞
n=0.
In the case of abstract Hilbert space the formula (5) (which simplifies substantially as k = 1
and i = 0) combined with the the formula (36) establishes a series representation of the
displacement operator.
5.2. k = 2; the squeeze operator. The squeeze operator is defined as
S (t, ξ) def= exp[i tA(2)
ξ
] = exp[t(ξa2+ − ξ∗a2−)], t ∈ R, ξ ∈ C
Benefitting from Corollary 2 the orthogonal splitting 4 H = H (2,0) ⊕H (2,1) which gen-
erates that of the operator A(2) as A(2) = A(2,0)
⊕
A(2,1) and consequently exp[A(2)] =
exp[A(2,0)]
⊕
exp[A(2,1)] clarifies the picture. However, instead of being in the space H
the harmonic oscillator acts in we go a step further in modeling the action of the squeeze
operator. More precisely, we duplicate the model in a way which is parallel to correspon-
dence: “configuration space” 7→ an analogue of the Segal-Bargmann space. Here “ 7→”
has the appearance of a kind of Segal-Bargmann transform; another occasion when the
Segal-Bargmann transform appears in connection of squeezed states is in a recent paper
[22].
In all what follows λ = 1
4
governs A(2,0) while λ = 3
4
does A(2,1).
5.2.1. A(2,i) as Jacobi operators in L2(R). From the normalized polynomials p(λ)n al-
ready given by (21) we pass to the Meixner-Pollaczek functions
p(λ)n (x) def=
∣∣∣Γ(λ + i x)∣∣∣p(λ)n (x),
which, due the formula (9.7.2) in [13], satisfy the following orthogonality relation∫ ∞
−∞
p
(λ)
n (x)p(λ)m (x) dx = δn,m.
The sequence (p(λ)n )∞n=0 is therefore orthonormal in L2(R), each of the operators A(2,i)ξ , i =
0, 1, acts in the Hilbert space clolin(p(λ)n )∞n=0 which is a subspace of L2(R).
5.2.2. A(2,i) as multiplication operators in the space of the Segal-Bargmann type. Let
us introduce the Hilbert space Hλ[C; ν(|z|) dz], with
(38) ν(r) =
[
2λ
πΓ(2λ)
]2
r2λ−1K2λ−1(2r), r ∈ [0,+∞).
The basis in Hλ[C; ν(|z|) dz] is formed by the monomials
(39) Φλ,n(z) def= 2−λ
√
2πΓ(2λ) (− i z)
n
√
n!Γ(n + 2λ) , z ∈ C.
4 It corresponds somehow to what is in [21] where odd and even coherent states are considered.
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Lemma 19.
(40)
∫
C
Φλ,n(z)Φλ,m(z)ν(|z|) dz = δn,m, z ∈ C,
Proof. Lemma 19 can be shown by substituting formulas (39) and (38) into (40) and
using [23, vol.2, formula (2.16.2.2), p. 343] 5 
From L2(R) to Hλ[C; ν(|z|) dz] a` la Segal-Bargmann. Hλ[C; ν(|z|) dz] is a reproducing
kernel Hilbert space with the kernel calculated for Φλ,n as
K(λ)(t, τ) =
∞∑
n=0
Φλ,n(t)Φλ,n(τ) = 2π22λ Γ
2(2λ)
∑
n
(− i t)n(i τ¯)n
n!Γ(n + 2λ)
=
2π
22λ
Γ2(2λ)(tτ¯)−λ+1/2I2λ−1(2
√
tτ¯), t, τ ∈ C.
where Iα is the modified Bessel function of the first kind. This is one more kernel from
which, applying the procedure developed in [25, 26], one may get a new class of coherent
states.
Let us find the unitary mapping of L2(R) onto Hλ[C; ν(|z|) dz]. We start with the for-
mula 6 for the generating function for the Meixner-Pollaczek polynomials, see [13, formula
(9.7.12)]:
∞∑
n=0
(− i z)n
(2λ)n P
(λ)
n (x; π2 ) = ez 1F1(λ + i x; 2λ;−2z) = z−λM− i x,λ−1/2(−2z), z ∈ C,
where Mσ,ν is the Whittaker function. Expressing P(λ)n (x, π2 ) in terms of p(λ)n (x) we get
∞∑
n=0
Φλ,n(z)p(λ)n (x) = ez
∣∣∣Γ(λ + i x)∣∣∣1F1(λ + i x; 2λ;−2z) = (2z)−λ∣∣∣Γ(λ + i x)∣∣∣M− i x,λ−1/2(−2z)
and determine the transformationGλ which sends p(λ)n to Φλ,n as an integral one
(41) Φλ,n(z) = (Gλp(λ)n )(z) =
∫ ∞
−∞
Gλ(x¯, z)p(λ)n (x) dx
with the kernel
Gλ(x¯, z) = (2z)−λ
∣∣∣Γ(λ + i x)∣∣∣M− i x,λ−1/2(−2z), x ∈ R, z ∈ C.
Lemma 20.
(42)
∫ ∞
−∞
Gλ(x¯, z)Gλ(x¯, z) dx = 2π22λΓ
2(2λ)|z|−2λ+1I2λ−1(2|z|) = K(λ)(z, z¯).
5∫ ∞
0 x
α−1Kν(cx) dx = 2α−2c−αΓ( α+ν2 )Γ( α−ν2 ). By the way, the formula (3.26) in [24] is incorrect which is
irrelevant for the rest of that paper.
6 Pochhammer symbol called sometimes shifted factorial (see [13, p. 4]) employed here.
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Proof. Using [23, vol. 3, formulae (7.2.2.15), p. 435 and (2.19.28.2), p. 211] we get∫ ∞
−∞
Gλ(x¯, z)Gλ(x¯, z) dx = (2r)−2λ
∫ ∞
−∞
∣∣∣Γ(λ + i x)∣∣∣2M− i x,λ−1/2 (−2z)Mi x,λ−1/2(−2z¯) dx
= (2r)−2λ ei πλ
∫ ∞
−∞
∣∣∣Γ(λ + i x)∣∣∣2Mi x,λ−1/2(2z)Mi x,λ−1/2(−2z¯) dx
= π(2r)−2λ+1Γ2(2λ) lim
ρ→0
exp[−(z − z¯) tanh(ρ)]
cosh(ρ) i
2λ−1 J2λ−1
( 2 i r
cosh(ρ)
)
=
2π
22λ
Γ2(2λ)r−2λ+1 i2λ−1 J2λ−1(2 i r) = 2π22λ Γ
2(2λ)r−2λ+1I2λ−1(2r). 
From Hλ[C; ν(|z|) dz] back to L2(R); unitarity of Gλ. This can be proved by showing
that range of Gλ is dense in Hλ[C; ν(|z|) dz]. Let us take the function fq ∈ L2(R), of the
form fq¯(w) = Gλ(q¯,w). Then (41) and (42) gives∫ ∞
−∞
Gλ(q¯, z) fq¯(w) dq =
∫ ∞
−∞
Gλ(q¯, z)Gλ(q¯,w) dq = K(λ)w¯ (z).
The functions K(λ)w¯ (z) are complete in Hλ, this finishes the proof of unitarity of Gλ.
Define the operator W : Hλ[C; ν(|z|) dz → L2(R) by
(W f )(x) =
∫
C
Gλ(x¯,w) f (w)ν(|w|)dw, w ∈ C.
For g = Gλ(W f ) ∈ Hλ, we get
g(z) =
∫ ∞
−∞
Gλ(x, z¯)
[∫
C
Gλ(x¯,w) f (w)ν(|w|) dw
]
dx =
∫
C
f (w)
[∫ ∞
−∞
Gλ(x, z¯)Gλ(x¯,w) dx
]
ν(|w|) dw
=
∫
C
f (w)Kλ(z¯,w)ν(|w|) dw = f (z)
which means W is the inverse of G.
The integral kernel corresponding to G−1λ is given by
G−1λ (x¯, z) = Gλ(x¯, z) = (2z¯)−λ
∣∣∣Γ(λ − i x)∣∣∣Mi x,λ−1/2(−2z¯) = (2z¯)−λ∣∣∣Γ(λ + i x)∣∣∣Mi x,λ−1/2(−2z¯).
The image of the Jacobi operator A(2)
ξ
in Hλ[C; ν(|z|) dz].
Lemma 21.
(43) Gλ
(
xp(λ)n (x)
)
(z) = i 1 − z
2
2z
Φλ,n(z), z ∈ C.
Proof. Using the recurrence relation (22) and (39), we get
Gλ
(
xp(λ)n (x)
)
(z) =
∫ ∞
−∞
Gλ(x¯, z)xp(λ)n (x) dx
=
∫ ∞
−∞
Gλ(x¯, z)
[
1
2
√
(n + 1)(n + 2λ)p(λ)
n+1(x) + 12
√
n(n + 2λ − 1)p(λ)
n−1(x)
]
dx
= 12
√
(n + 1)(n + 2λ)Φλ,n+1(z) + 12
√
n(n + 2λ − 1)Φλ,n−1(z)
= − i z2 Φλ,n(z) + i2zΦλ,n(z) = i2 ( 1z − z)Φλ,n(z). 
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The Hλ[C; ν(|z|) dz] parallels of the other members of the harmonic oscillator family
can be derived as follows. From (39) it can be proved that “creation” and “annihilation”
operators with respect to the basis (Φλ,n)∞n=0 act as
(44) − i zΦλ,n(z) =
√
(n + 1)(n + 2λ)Φλ,n+1(z), i ddzΦλ,n(z) =
√
n
n + 2λ − 1Φλ,n−1(z).
Formulas (44) imply (“number” operator)
z
d
dzΦλ,n(z) = nΦλ,n(z)
which shares the appearance with that of the classical Segal-Bargmann space.
The counterparts of (44) in L2(R) can be get from unitarity of Gλ and formulas (41)
and (44)
G−1λ
[− i zΦλ,n(z)] = √(n + 1)(n + 2λ)p(λ)n+1(x), G−1λ
[
i
d
dzΦλ,n(z)
]
=
√
n
n + 2λ − 1p
(λ)
n−1(x).
Symmetricity of the multiplication operator of (43). The operator Mλ of multiplica-
tion 7 by i 1−z22z in Hλ[C; ν(|z|) dz] is, according to (43), an image of the symmetric operator
(the Jacobi one) it must be necessary symmetric too. The multiplication by a rational func-
tion with a pole at 0 acting in a space of entire functions may look strange at a first glance
though our reasoning does not leave any doubt. However, just for disbelievers we add an
alternative, direct argument for this a little bit amazing fact.
Symmetricity of Mλ means∫
C
i
2
(
1
z − z
)
Φλ,n(z)Φλ,m(z)ν(|z|) dz =
∫
C
Φλ,n(z) i2
(
1
z − z
)
Φλ,m(z)ν(|z|) dz.
Passing to polar coordinates under the integral and using explicitly (38) and (39) gives the
above equality.
6. Concluding remarks
We have proposed a precise solution of an intriguing problem of possible generaliza-
tion of higher order squeezing. As we have already pointed out in the very introduction
the existing so far attempts do not explain satisfactorily why there is a disparity between
the case k = 1, 2 and that of k > 3. What is hidden behind is the fact that a Hilbert space
operator can not live without its domain being explicitly manifested. The example we have
in mind is a symmetric operator and selfadjoint as well, in which case the domain makes
the difference (cf. [15] or for much more particularities also [27]). This is invisible when
the notion of a Hermitian operator is the only in use, with a consequence of an automatic
transplantation of the † operation from finite matrices together with its algebraic properties
to would-be Hilbert space operators. The typical argument: U = exp(± i H) is unitary if
H is Hermitian, i.e. H = H†, is far from being correct as long as H is not (essentially)
selfadjoint - the case of A(3)
ξ
makes a strong warning here. Therefore some caution even
for the trivially looking cases of A(1)
ξ
and A(2)
ξ
has to be undertaken - this is a message our
universal approach conveys. Not taking into account behaviour of domains may result in
serious, troublesome problems as the paper [28] inquires into.
Although we have focused ourselves on mathematical aspects of higher order squeez-
ing the paper sends also a clear message to physicists: generalizing naively squeezing
7 Notice that the formula for Mλ is the same regardless the space it acts in; though both the space as well as
the domain depend on λ.
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operators to higher order fails because the out-coming operators do not obey fundamental
quantum mechanical requirements postulated by von Neumann - they are ”ill-defined” in
the physical jargon. Moreover, this fact is by no means restricted to squeezing circum-
stances. As we have already emphasized the same situation one faces if studying the k-
photon Rabi model. The 3-photon Rabi model has been recently suggested [29] to explain
the mechanism of phase locking through the spontaneous three-photon scattering which,
if confirmed experimentally, allows us to conjecture that ”ill-defined” phenomenological
description may be cured in a mathematically rigorous way and to achieve this one should
look for selfadjoint extensions of the 3-photon Rabi interaction.
Summing up, though our main goal has been to prove rigorously impossibility of gen-
eralizing squeezing to higher orders in a naive way, one of the benefits of our investigations
is to call reader’s attention to a need of being aware how important and helpful a domain is
for studying properties of a specific operator; for the thorough discussion of the issue the
chapter [27] highly recommended.
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Appendix. Laborious though indispensable calculations
Proof of Lemma 4. For (5), Pochhammer symbol appears again, cf. footnote 6, use
induction as follows
(A(k,i))n+1e(k,i)p =
n∑
r=0
r∏
s=1
js−1+1∑
js=s−1
(1 + i + (p − r + js))k
[(1 + i + pk)(n−2r)k]−1/2 (− i e
i θ)n−2rA(k,i)e(k,i)p+n−2r
=
n∑
r=0
r∏
s=1
js−1+1∑
js=s−1
(1 + i + (p − r + js))k
[(1 + i + pk)(n+1−2r)k]−1/2 (− i e
i θ)n+1−2re(k,i)p+n+1−2r
+
n∑
r=0
r∏
s=1
js−1+1∑
js=s−1
(1 + i + (p − r + js))k(1 + i + pk)(n−2r)k√(1 + i + pk)(n−1−2r)k (− i ei θ)n−1−2re(k,i)p+n−1−2r .
For (6) apply the Pythagorean law to (5).
To prove the right hand side of the inequality (7) it is enough to show ‖(A(k,i))ne(k,i)p ‖2 6
kn+1[i + (p + n)k]!/(i + pk)!. Indeed,
‖(A(k,i))ne(k,i)p ‖2 6 (1 + i + pk)nk +
n∑
r=1
[(1 + i + (p + n − 2r)k)k]2
(n − r + 1)−1
n−r+1∑
j2=1
[(1 + i + (p − r + j2)k)k]2
×
r∏
s=3
js−1+1∑
js=s−1
[(1 + i + (p − r + j2)k)k]2(1 + i + pk)(n−2r)k 6 . . . 6 (1 + i + pk)nk
+
n∑
r=1
[ (1 + i + pk)(n−r−1)k
(1 + i + pk)(n−2r)k
]2
(n − r + 1)r−1
n−1∑
js=r−1
[(1 + i + (p − r + js)k)k]2 6 (1 + i + pk)nk
+k2
[ (1 + i + pk)(n−1)k
(1 + i + pk)(n−2)k
]2
(1 + i + pk)(n−2)k = (1 + i + pk)nk
[
1 + kn − k
n+1
i + (p + n)k
]
6 (1 + kn)(1 + i + pk)nk 6 2kn(1 + i + pk)nk.
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The left hand side of the inequality (7) can be automatically get from (6), because
‖(A(k,i))ne(k,i)p ‖2 ≥ (1 + i + pk)nk.
Further inequalities. For p = 0, 1, . . . and k > 3 we have
(45) (i + pk)!√(i + pk − k)!(i + pk + k)! +
√
(i + pk)!
(i + pk + k)! − 1 < 0, i = 0, 1, . . . .
Proof of (45). Indeed, going with the left hand side of (45) on
k−1∏
j=0
(
kp − j + i
kp + j + 1 + i
) 1
2
+
k−1∏
j=0
1√
kp + j + 1 + i
− 1 <
(
kp + i
kp + 1 + i
)k/2
+
(
1
kp + 1 + i
)k/2
− 1
< 1 − k
2(kp + 1 + i) +
1
kp + 1 + i − 1 < −
k − 2
2(kp + 1 + i)
which makes (45); here the assumption k > 3 is essential.
For p = 0, 1, . . ., k = 1, 2, . . ., and i = 0, 1, . . . , k − 1
(46) (i + pk − k)!√(i + pk)!(i + pk − 2k)! −
(i + pk)!√(i + pk − k)!(i + pk + k)! < 0.
Proof of (46). Proceeding as in the proof of (45) we get
k−1∏
j=0
(
kp − k − j + i
kp − k + j + 1 + i
) 1
2
−
k−1∏
j=0
(
kp − j + i
kp + j + 1 + i
) 1
2
<
(
kp − k + i
kp − k + 1 + i
)k/2
−
(
kp + i
kp + 1 + i
)k/2
<
(
1 − 1kp − k + 1 + i
)k/2
−
(
1 − 1kp + 1 + i
)k/2
=

(
1 − 1kp − k + 1 + i
)k/2
+
(
1 − 1kp + 1 + i
)k/2
−1 
(
1 − 1kp − k + 1 + i
)k
−
(
1 − 1kp + 1 + i
)k
6
1√
2
[(
1 − 1kp − k + 1 + i
)
−
(
1 − 1kp + 1 + i
)] k−1∑
l=0
(
1 − 1kp − k + 1 + i
)l (
1 − 1kp + 1 + i
)k−l−1
< 0.
which implies (46).
References
1. Fisher, R. A., Nieto, M. M. & Sandberg, V. D. 1984 Impossibility of naively generalizing squeezed coherent
states. Phys. Rev. D (3) 29, 1107–1110. (DOI: http://dx.doi.org/10.1103/PhysRevD.29.1107.)
2. Braunstein, S. L. & McLachlan, R. I. 1987 Generalized squeezing. Phys. Rev. A 35,1659–1666. (DOI:
http://dx.doi.org/10.1103/PhysRevA.35.1659.)
3. Nagel, B. 1997 Higher power squeezed states, Jacobi matrices, and the Hamburger moment problem. In Fifth
Int. Conf. on squeezed states an uncertainty relations, MD 20771, pp 43-48. NASA Goddard Space Flight
Center: Greenbelt: Proc. Balatonfu˝red, Hungary.
4. Zhang, Y.-Z. 2013 Solving the two-mode squeezed harmonic oscillator and the kth-order harmonic generation
in Bargmann-Hilbert spaces. J. Phys. A: Math. Theor. 46, 455302. (DOI 10.1088/1751-8113/46/45/455302.)
5. Lo, C. F., Liu, K. L., & Ng, K. M. 1998 The multiquantum Jaynes-Cummings model with the counter-rotating
terms. Europhys. Lett. 42, 1-6.(DOI:10.1209/epl/i1998-00544-3).
6. Gardas, B. & Dajka, J. 2013 Initial states of qubit-environment models leading to conserved quantities.
J.Phys. A: Math.Theor. 46, 235301. (DOI:10.1088/1751-8113/46/23/235301)
7. Gardas, B. & Dajka, J 2013 Multiphoton Rabi model: Generalized parity and its applications. Phys. Lett. A
377, 3205-3208 (DOI:http://dx.doi.org/10.1016/j.physleta.2013.10.011).
8. Lo, C. F. 2014 Comment on “Initial states of qubit-environment models leading to conserved quantities”.
J.Phys. A: Math. Theor. 47, 168001. (DOI:10.1088/1751-8113/47/16/168C001)
20 KATARZYNA G ´ORSKA1, ANDRZEJ HORZELA1 AND FRANCISZEK HUGON SZAFRANIEC2
9. Lo, C. F. 2014 Comment on: ”Multiphoton Rabi model: Generalized parity and its applica-
tions” by B. Gardas and J. Dajka [Phys. Lett. A 377 (2013) 3205]. Phys. Lett. A 378, 1969
(DOI:http://dx.doi.org/10.1016/j.physleta.2014.04.044)
10. Gardas, B. & Dajka, J. 2014 Reply to ” Comment on: ’Multiphoton Rabi model: Generalized parity and its
applications’ by B. Gardas and J. Dajka [Phys. Lett. A 377 (2013) 3205]” [Phys. Lett. A 378, 1969]. Phys.
Lett. A 378, 1970 (DOI:http://dx.doi.org/10.1016/j.physleta.2014.04.053).
11. Lo, C. F. 2014 Comment on “Solving the two-mode squeezed harmonic oscillator and the kth-order har-
monic generation in Bargmann-Hilbert spaces”. J. Phys. A: Math. Theor. 47, 078001. (DOI 10.1088/1751-
8113/47/7/078001.)
12. Simon, B. 1998 The classical moment problem as a self-adjoint finite difference operator. Advances in Math-
ematics 137, 82–203. (DOI 10.1006/aima.1998.1728)
13. Koekoek, R., Lesky, P. A. & Swarttouw, R. F. 2010 Hypergeometric orthogonal polynomials and their q-
analogues. Springer-Verlag: Berlin.
14. Nelson, E. 1959 Analytic vectors. Ann. Math. 70 572–614. (DOI 10.2307/1970331.)
15. Schmu¨dgen, K. 2012 Unbounded self-adjoint operators on Hilbert space. Springer: Dordrecht.
16. Cichon´, D., Stochel, J. & Szafraniec, F. H. 2010 Naimark extensions for indeterminacy in the moment prob-
lem. An example. Indiana Univ. Math. J. 59, 1947–1970. (DOI:http://dx.doi.org/10.512/iumj.2010.59.4380.)
17. Szafraniec, F. H. 2012 Naı˘mark dilations and Naı˘mark extensions in favour of moment problems. In Operator
methods for boundary value problems, London Mathematical Society Lecture Note Series 404, pp. 295-308,
Eds. Hassi, S., de Snoo, H.S.V. & Szafraniec, F.H.. Cambridge University Press: Cambridge.
18. Szafraniec, F. H. 1995 Yet another face of the creation operator. In Operator Theory and Boundary Eigen-
value Problems, Proceedings, Vienna (Austria), July 27- 30, 1993, Eds. Gohberg, I. & Langer, H. Operator
Theory: Advances and Applications, vol. 80, pp. 266-275. Birkha¨user: Basel.
19. Szafraniec, F. H. 1998 Analytic models of the quantum harmonic oscillator. Contemp. Math., 212, 269–276.
(DOI http://dx.doi.org/10.1090/conm/212.)
20. Gazeau, J. P. & Szafraniec, F. H. 2011 Holomorphic Hermite polynomials and the non-commutative plane.
J. Phys. A: Math. Theor. 44, 495201. (DOI 10.1088/1751-8113/44/49/495201.)
21. Dodonov, V. V., Malkin, I. A. & Man’ko, V. I. 1974 Even and odd coherent states and excitations of a singular
oscillator. Physica 72, 597–618. (DOI 10.1016/0031-8914(74)90215-8.)
22. Ali, S. T., Go´rska, K., Horzela A. & Szafraniec, F. H. 2014 Squeezed states and Hermite polynomials in a
complex variable. J. Math. Phys. 55, 012107. (DOI 10.1063/1.4861932.)
23. Prudnikov, A. P., Brychkov, Yu. A. & Marichev, O. I. 1992 Integrals and Series. Gordon and Breach Science
Publisher: New York.
24. Barut, A. O. & Girardello, L. 1971 New “coherent” states associated with non-compact groups. Commun.
Math. Phys. 21 ,41–55. (DOI 10.1007/BF01646483.)
25. Horzela, A. & Szafraniec, F. H. 2012 A measure free approach to coherent states. J. Phys. A: Math. Theor.
45, 244018. (DOI 10.1088/1751-8113/45/24/244018)
26. Horzela, A. & Szafraniec, F. H. 2012 A measure free approach to coherent states refined. In Proc. XXIX Int.
Coll. on Group-Theoretical Methods in Physics, vol. 11, pp. 277. Nankai Series in Pure, Applied Mathematics
and Theoretical Physics: Tianjin, China.
27. Szafraniec, F. H. Operators of the quantum harmonic oscillator and its relatives, in Mathematical aspects of
non-selfadjoint operators in quantum physics, Eds. Bagarello, F., Gazeau, J. P., Szafraniec F. H. & Znojil, M.
Eds., John Wiley & Sons, to appear.
28. Galapon, E. A. 2002 Pauli’s theorem and quantum canonical pairs: the consistency of a bounded, self-adjoint
time operator canonically conjugate to a Hamiltonian with non-empty point spectrum. Proc. R. Soc. Lond.
Ser. A Math. Phys. Eng. Sci. 458, 451–472. (DOI 10.1098/rspa.2001.0874.)
29. Mondloch, E. D., Raymer M. G. & Benabid, F. 2012 Spontaneous Phase Locking in Dual-
Pumped Raman Frequency Comb Generation. In Frontiers in Optics 2012, FM41.3 (DOI:
http://dx.doi.org/10.1364/FIO.2012.FM4I.3).
1H. Niewodniczan´ski Institute of Nuclear Physics, Polish Academy of Sciences, Division of Theoretical
Physics, ul. Eliasza-Radzikowskiego 152, PL 31-342 Krako´w, Poland, 2Instytut Matematyki, Uniwersytet
Jagiellon´ski, ul. Łojasiewicza 6, PL 30 348 Krako´w, Poland
