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Abstract— Fast and precise robot motion is needed in cer-
tain applications such as electronic manufacturing, additive
manufacturing and assembly. Most industrial robot motion
controllers allow externally commanded motion profile, but
the trajectory tracking performance is affected by the robot
dynamics and joint servo controllers which users have no direct
access and little information. The performance is further com-
promised by time delays in transmitting the external command
as a setpoint to the inner control loop. This paper presents an
approach of combining neural networks and iterative learning
control to improve the trajectory tracking performance for
a multi-axis articulated industrial robot. For a given desired
trajectory, the external command is iteratively refined using
a high fidelity dynamical simulator to compensate for the
robot inner loop dynamics. These desired trajectories and the
corresponding refined input trajectories are then used to train
multi-layer neural networks to emulate the dynamical inverse
of the nonlinear inner loop dynamics. We show that with
a sufficiently rich training set, the trained neural networks
can generalize well to trajectories beyond the training set. In
applying the trained neural networks to the physical robot, the
tracking performance still improves but not as much as in the
simulator. We show that transfer learning can effectively bridge
the gap between simulation and the physical robot. In the end,
we test the trained neural networks on other robot models in
simulation and demonstrate the possibility of a general purpose
network. Development and evaluation of this methodology is
based on the ABB IRB6640-180 industrial robot and ABB
RobotStudio software packages.
Index Terms— Deep learning in robotics and automation,
industrial robots, motion control, iterative learning control
I. INTRODUCTION
Robots have been widely utilized in industrial tasks includ-
ing assembly, welding, painting, packaging and labeling [1].
In many cases they are controlled to track a given trajectory
by an external motion command interface, which is available
for many industrial robot controllers, including High Speed
Controller (HSC) of Yasakawa Motoman (2 ms) [2], Low
Level Interface (LLI) for Sta¨ubli (4 ms) [3], Robot Sensor
Interface (RSI) of Kuka (12 ms) [4], and Externally Guided
Motion (EGM) of ABB (4 ms) [5]. Although high-precision
industrial robots have been well established in manufacturing
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Fig. 1: Structure of the proposed trajectory tracking ap-
proach.
and fabrication that require precise motion control such as
aerospace assembly, laser scanning and operation in crowded
and unstructured environment for decades, it still remains a
challenge to track a given trajectory fast and accurately. In
general, a trade-off exists between reduction of cycle time
and improvement of tracking accuracy for industrial robots.
Trajectory tracking control for nonlinear systems via dy-
namics compensation is a well-studied problem. In order
to compensate for the nonlinear system dynamics, most of
the cases the simplified dynamic models are obtained with
some assumptions, and then either feedback control [6],
backstepping control [7], [8], sliding mode control [9], model
predictive control [10], feedback linearization [11], variable
structure control (VSC) [12], differential dynamic program-
ming (DDP) [13] and iterative learning control (ILC) [14],
[15] will be applied to the simplified dynamic models, or
the dynamic inversion is derived [16]–[18]. However, these
approaches are not feasible in practice on highly complex
nonlinear systems with unmodeled dynamics and uncertain-
ties.
To address this problem, approximation-based control
strategies have been developed based on fuzzy logic sys-
tem [19] and neural networks (NNs). NNs, with their ex-
pressive power of approximation widely recognized, have
been utilized to represent direct dynamics, inverse dynamics,
or a certain nonlinear mapping [20]–[22]. In general, NNs-
based dynamics compensation can be classified into two
main categories: either NN is used to produce control inputs
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for a feedback controller that is designed based on a nominal
robot dynamic model, or NN directly estimates the dynamic
system inversion. A detailed review of NNs-based dynamics
compensation is discussed in Section II and the contributions
of this paper is also highlighted.
The goal of this work is to design a feedforward controller
to compensate for the inner loop dynamics without on-line
iterations so that an industrial robot can accurately track
specified trajectories. Our approach, as illustrated in Fig. 1,
combines iterative learning control (ILC) with multi-layer
neural networks. Specifically, we implement ILC on a large
number of trajectories over the robot workspace to obtain
input trajectories that minimize the tracking errors. This
set of desired/input trajectories is used to train a neural
network off-line (Neural Network I, NN-I, in Fig. 1) to
enable generalization beyond the training set. For safety and
speed, the ILC is performed in a dynamical simulator of the
robot. However, when the NN feedforward control is applied
to the physical robot, the tracking performance degrades
due to the invariable discrepancy between simulation and
reality. To narrow this reality gap, we fine-tune the NN-
I by collecting data of implementing ILC on the physical
robot for a moderate amount of trajectories, inspired by
the idea of transfer learning [23]. The updated NN (Neural
Network II, NN-II, in Fig. 1) shows improved tracking
performance on the physical robot. Last but not the least,
we apply the trained NNs (NN-I) to other two robot models
in simulation and both of them show much improved tracking
performance. Simulation and experimental results using the
ABB RobotStudio software and ABB IRB6640-180 robot are
provided to demonstrate the feasibility of our approach.
The rest of the paper is organized as follows. Section II
summarizes related work on NNs-based dynamics compen-
sation for trajectory tracking control and our contributions.
Section III states the problem, followed by the methodology
in Section IV. The simulation and experimental results are
presented in Section V. Finally, Section VI concludes the
paper and adds some new insight.
II. RELATED WORK
In recent years, controller design based on NNs has
attracted lots of attention due to their strong generalization
capability with the availability of large amount of training
data and powerful computational device [24]. In summary,
the NN-based controller design mostly falls within the
context of reinforcement learning (RL), predictive control,
optimal control and adaptive control. And the NN is used
either to approximate policy functions [25]–[27] and value
functions [28], [29], mimic a control law [30], or approxi-
mate the dynamic systems.
For tasks of trajectory tracking, model-based NNs con-
trollers design have been proposed with NNs generating con-
trol inputs for a torque-based robot controller that is designed
based on a nominal robot dynamics model approximated by
NNs. In [31]–[33], a torque level feedback controller was
developed, where the multilayer feedforward NNs were used
to approximate the dynamics of the robot. Radial basis func-
tion (RBF) NN for system approximation is another popular
choice in adaptive controller design [34]–[42]. In [42], an
adaptive control strategy in joint torque level using RBF NNs
for dynamics approximation was proposed to compensate for
the unknown robot dynamics and heavy payload. Similar
work using RBF NNs for feedback controllers design to
minimize the trajectory tracking error between the master
and the slave robots was also reported in [36]. Typically, it
requires to train a large amount of parameters to approximate
the robot dynamic model using the RBF NNs. Sun et
al. [43] and Park et al. [44] proposed a NN-based sliding
mode adaptive controller that combines sliding mode control
and NNs approximation for trajectory tracking. In [45], a
fuzzy NN control algorithm was developed using impedance
learning for a constrained robot. Other choices of NNs
include fuzzy wavelet NN [46], and recurrent NN [47]. In the
above works, NN-based feedback controller was proposed
and stability analysis such as Lyapunov stability theory was
applied to the closed-form system to guarantee the bounded
tracking error and derive the training law of the NNs.
Thus, the NNs parameters were updated on-line and it took
some time before the tracking error converged. Although the
result is impressive, the designed control architecture is very
complicated and computationally expensive.
Works have also been reported of using NNs as an
approximation of the inverse of the real plant (either or not
under a feedback loop). Fig. 2 shows a typical architecture
for a direct inverse NN controller, with the output of NN u
driving the output of the system to the desired one ydes.
Here, the NN acts effectively as the inverse of the plant
and is trained by the error between the desired and actual
responses of the system using gradient descent. However, the
update of the NNs parameters requires the Jacobian of the
plant so either a plant dynamic model [48], or an estimation
of the derivative of the error with respect to the plant [49]
must be obtained, which is usually unavailable in practice.
To avoid the estimation of the system Jacobian, a direct
inverse NN was coupled with a feedback controller and the
NN was trained by minimizing the feedback signal so that
the estimation of system Jacobian can be avoid [50]. Then,
NN alone acts as the dynamic inverse. With the feedback
controller, the stability of the plant can be guaranteed. On the
other hand, for the indirect inverse NN controller, typically
a double NNs architecture was introduced [51], [52] with
one NN for the nonlinear system identification and thus
producing the estimation of the system Jacobian, and another
one learning the system dynamics inverse. But the structure is
complex and will lead to more parameters thus needs more
training data. And it took some trials to update the NNs
and drive the tracking error converged. Another problem of
the inverse NN controller reported in these works is that the
weights of the NNs should be retrained for a new task, so that
it is only suitable for repetitive tasks. Gaussian Processes [53]
and Locally Weighted Projection Regression (LWPR) were
also reported to approximate robot inverse dynamics.
Controller designs combining NNs and ILC for trajectory
Fig. 2: General NN controller diagram with NN as the system
inverse.
tracking have also been investigated, with NNs generating
control signals for updating the input iteratively [54]–[59]. In
these works, the weights of NNs were updated iteratively and
the update law needs to be carefully designed to guarantee
the bounded tracking error. The resulting controller structure
is complex and on-line iterations are necessary to achieve
required accuracy so it only applies to repetitive tasks.
Moreover, the controllers were tested only in simulation or
on relatively simpler physical systems than robots.
Overall, [60] appears closest to our work. Li et al. [60]
proposed an NN-based control architecture with an NN pre-
cascaded to a quadrotor under a feedback controller. The
NN produces a reference input to the feedback control
system with which the quadrotor can track a given unseen
desired trajectory accurately without online iteration. In [61]
they extend the framework to non-minimum phase systems.
Compared to their approach, our method is different in the
following aspects: 1) we apply the trained NNs to an ar-
ticulated industrial robot, which has very different dynamics
from the quadrotors; 2) the work in [60], [61] collected large
amount of training data directly from the physical system,
which is not practical for rigid industrial robots. Instead, we
use simulation-based gradient descent ILC to collect training
data for the NNs, which is safer and more time-efficient. In
addition, we transfer the knowledge from simulation to the
physical system, and also explore the potential of transferring
the knowledge from one robot model to another model in
simulation; 3) they took a sequence of the future desired
states and the current state feedback of the quadrotor as input
of the NN, and the NN produced only one reference input
for current time step. On the contrary, the input of our NNs
is only composed of the desired trajectory. Specifically, the
input of our NNs contains both the past desired states and
future desired states and the NNs will output the reference
input for multiple future time steps.
In this paper, we use multilayer feedforward NNs trained
by ILC off-line to directly approximate the inverse dynamics
of the robot, without computing the system Jacobian. The
reasons for choosing ILC include that it can achieve almost
perfect trajectory tracking, and the implementation of ILC is
facilitated by a dynamical simulator so that the training data
collection process is convenient. A thorough review of ILC is
in [62]. Similar to ILC, DDP is another gradient-based opti-
mization algorithm to search for local optimal control inputs.
For implementation on nonlinear systems, DDP algorithm
iteratively updates the control input by applying the linear
quadratic regulator (LQR) to the linearized system about the
current trajectory, which makes it impractical in general to
solve DDP at runtime. ILC, on the other hand, updates the
control input iteratively based on the errors of the previous
iterations, which can be obtained either through a dynamic
system model or the real plant. With a high-fidelity simu-
lator, the iteration steps can be executed autonomously, as
described in Section IV. However, the significant drawback
of these algorithms is that the knowledge learned for one
specific task is not transferable to other tasks. Thus, ILC still
has to be re-implemented through multiple iterations before
achieving high tracking precision for a new trajectory. Our
approach, on the other hand, combines the advantages of
both NNs and ILC, which allows off-line training ahead of
time, and the trained model can generalize well to arbitrarily
reasonable trajectories and different robot models without
any adaption process. In addition, since there is no closed-
loop action, the system is always stable.
Compared to state-of-the-art of NN-based controller de-
sign, the contributions of this paper are summarized as
follows.
• We design a gradient descent ILC law for MIMO
nonlinear systems.
• Our system is stable and we do not need to design
the update law of the NNs but just use the common
backpropagation. The training of NNs is off-line and
the trained NNs effectively approximate the dynamic
inversion, and can generalize well to unseen trajectories
without on-line iteration.
• We apply the noncausual scheme to train the NN to
accommodate the inverse of the strictly proper nonlinear
system.
• We train the NNs by simulation data and then transfer
the NNs to the physical robot to compensate for the
reality gap.
• Most of the state-of-the-art works for NN-based control
only test the feasibility of their approaches by simu-
lation or on simple physical systems like mass-spring-
damper. Whereas we test the feasibility of our approach
by intensive simulation and experimental trials with a 6
DOF nonlinear industrial robot.
• We explore the generality of the trained NNs on two
different robot models in simulation and it demonstrates
that the tracking performance of these robots can im-
prove a lot without any adaption of the NNs. Thus, the
trained NNs have the potential to be served as a general
purpose network.
III. PROBLEM STATEMENT
Consider an n-dof robot arm under closed loop joint servo
control with input u ∈ Rn, typically either the joint velocity
command q˙c or the joint position command qc, and the
output q ∈ Rn, the measured joint position. The inner loop
dynamics, G, is a sampled-data nonlinear dynamical system
Fig. 3: Robot dynamics with closed loop joint servo control.
Fig. 4: ABB IRB 6640-180 robot (inset) and the kinematic
parameters.
possibly with communication transport delay and quantiza-
tion effect. Our goal is to find a feedforward compensator
G† (as shown in Fig. 3) such that for a given desired joint
trajectory qd, the feedforward control u = G†qd would result
in asymptotic tracking: q = Gu→ qd, as t→∞.
We will use ABB IRB6640-180 robot, shown in Fig. 4,
as a test platform. IRB6640-180 is a robot manipulator with
six revolute joints, 180 kg load capacity and maximum reach
of 2.55 m. It has high static repeatability (0.07 mm) and
path repeatability (1.06 mm) [63]. In this paper, we assume
the robot internal dynamics and delays are deterministic and
repeatable, which is reasonable considering the high accuracy
and repeatability of the robot. The ABB controller has an
optional Externally Guided Motion (EGM) module which
provides an external interface of commanded joint angles,
u = qc, and joint angle measurements at 4 ms rate. ABB also
offers a high fidelity dynamical simulator, RobotStudio [64],
with the same EGM feature included. We use this simulator
to implement ILC and in turn generate a large amount of
training data for G† implemented as a multi-layer NN.
EGM sends the commanded joint angle qc ∈ R6 to the
low level servo controller as a setpoint, and reads the actual
joint angle vector, q ∈ R6, measured by the encoders.
Ideally, G should be the identity matrix. But because of the
robot dynamics and the inner control loop, G is a nonlinear
dynamical system. Fig. 5 shows step responses of EGM
under multiple input amplitudes (2 and 4 degrees) and at
different configurations. The responses show classic under-
damped behavior, but the nonlinearity (reduced gain and
slower dynamics at higher input amplitude) and time delays
Fig. 5: Multiple step responses with different input ampli-
tudes (2 and 4 degrees) and at two different configurations
denoting the nonlinearity of G.
are clearly visible.
IV. METHODOLOGY
Though Gu may be implemented in simulation and phys-
ical experiments, finding G† is challenging because G is
difficult to characterize analytically. Our approach to the
approximation of G† does not require the explicit knowledge
of G and only uses Gu for a specific input u. The key steps
include:
1) Model-free Gradient Descent-based Iterative Refine-
ment: For a specific desired trajectory qd, we approx-
imate G by a linear time invariant system G(s). The
gradient descent direction G∗(q−qd) (G∗ is the adjoint
of G), may be approximated by G∗(s)(q − qd) =
GT (−s)(q−qd). As shown in [15], this can be obtained
using Gu for a suitably chosen u.
2) Approximation of Dynamical System using a Feedfor-
ward Neural Network: The first step generates multiple
(qd, u) trajectory pairs corresponding to u = G†qd.
We would like to approximate G† by a feedfoward
neural network and train the weights using (qd, u) from
iterative refinement. To enable a feedforward net to
approximate a dynamical system, we use a batch of
qd to generate a batch of u. Furthermore, the qd batch
is shifted with respect to u to remove the effect of
transient response.
3) Improvement of Neural Network based on Physical
Experiments: We perform the first two steps using a
dynamical simulator of G (in our case, RobotStudio).
When the trained NN approximation of G† is applied to
the physical system, tracking error may increase due to
the discrepancy between the simulator and the physical
robot. Instead of repeating the process all over again
using the actual robot, we will just retrain the output
layer weights of the NN.
The rest of this section will describe these steps in greater
details.
A. Iterative Refinement
Consider a single-input/single-output (SISO) linear time
invariant system with transfer function G(s), input u and
Fig. 6: Block diagram of the gradient descent-based ILC
algorithm.
output y. We use underline of a signal to denote the trajectory
of the signal over [0, T ] for a given T . Given a desired
trajectory y
d
, the goal is to find an input trajectory u so
that the `2-norm of the output error,
∥∥∥y − y
d
∥∥∥, is minimized.
Given an initial guess of the input trajectory u(0), we may
use gradient descent to update u:
u(k+1) = u(k) − αkG∗(s)ey (1)
where G∗(s) is the adjoint of G(s), ey := (y
(k) − y
d
), and
y(k) = G(s)u(k). The step size αk may be selected using
line search to ensure the maximum rate of descent. Let the
state space parameters of a strictly proper G(s) be (A,B,C),
i.e., G(s) = C(sI − A)−1B. Then G∗(s) = GT (−s) =
BT (−sI − AT )−1CT . Since A is stable, GT (−s) would
be unstable and we cannot directly compute G∗(s)ey . For
a stable computation of the gradient descent direction, we
use the technique described in [15]. We propagate backward
in time with time-reversed ey to stably compute the time-
reversed gradient direction. The result is then reversed in
time to obtain the gradient descent direction forward in time.
The key insight here is to perform the gradient generation
using Gey instead of an analytical model of G. As a result,
no explicit model information is needed in the iterative input
update. The process of one iteration of gradient descent based
on Gey is shown in Fig. 6 and described below:
(a) Apply u(k) to the system at a specific configuration
and obtain the output y(k) = Gu(k) and corresponding
tracking error e(k)y = y(k) − y(k)d .
(b) Time-reverse ey(t) to eyR(t) = ey(−t).
(c) Define the augmented input u′(k)(t) = u(k)(t)+eyR(t).
Let y′(k) = Gu′(k)(t) with the system at the same initial
configuration as in step (a).
(d) Compute e′(t) = y′(k)(t) − y(k)(t), and reverse it in
time again to obtain the gradient direction (Gey)(t) =
e′(−t).
The above iterative refinement algorithm is easily applied
to a single robot joint with G given by RobotStudio. The
first guess of u(0) is simply chosen to be the desired output
trajectory y
d
. We may also fit the response of RobotStudio
using a third order system (an underdamped second order
TABLE I: Comparison of the `2 norm of tracking errors for
a single joint with gradient calculated based on RobotStudio
and the fitted linear model. The initial tracking error is
31.6230◦.
Iterations # Tracking Error Tracking Error
Using RobotStudio (◦) Using Linear Model (◦)
1 26.0699 25.0585
2 21.0735 20.0049
3 17.1372 15.9724
4 13.6738 12.7540
5 11.2821 10.1849
system cascaded with a low pass filter) within the linear
regime of the response:
G(s) =
a
s+ a
× ω
2
s2 + 2ζωs+ ω2
. (2)
Within the linear regime, G(s) may be used instead of
G to speed up the iteration (as RobotStudio is more time
consuming than computing a linear response).
Table I compares the tracking error
∥∥∥y − y
d
∥∥∥ in Robot-
Studio, with using RobotStudio or the linear model to
generate the gradient descent direction. As the amplitude and
frequency of the desired output is still in the linear regime,
both approaches work well. Fig. 7 shows the trajectory
tracking improvement of a sinusoidal path. Fig. 7a shows
the uncompensated case (i.e., y(0) = Gy
d
). RobotStudio
output shows an initial deadtime and transient, but matches
well with the linear response afterwards. Because of the
RobotStudio dynamics, there is a significant tracking error
in both amplitude and phase. Fig. 7b shows the input u
and output y after 8 iterations. After the initial transient,
y and y
d
are almost indistinguishable. The input u shows
amplitude reduction and phase lead compared to y
d
(also
u(0)) to compensate for the amplitude gain and phase lag of
RobotStudio for the input y
d
.
The inner loop control for industrial robots typically
tightly regulates each joint, and the system is almost diagonal
as seen from the outer loop. Therefore, the single-axis
algorithm may be directly extended to the multi-axis case
by using the same iterative refinement procedure applied to
each axis separately.
We have developed a Python interface for
automated iterative refinement with optimal learning
rate αk at each iteration. This code is available at:
https://github.com/rpiRobotics/RobotStudio EGM ILC.
B. Feedforward Neural Network
Despite the significantly improved tracking performance,
iterative refinement finds u = G†qd only for a specific qd.
It is therefore not suitable for run-time implementation. Our
aim is to obtain an approximation of G† directly by learning
from a set of (u, qd) obtained from iterative refinement. To
this end, we use multi-layer NNs to represent G†. Because
the decoupled nature of G (command of joint i only affects
the motion of joint i), we have n separate NNs, one for each
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(a) Desired output (also the input into the inner loop), RobotStudio
output, and linear model output.
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(b) Desired output, RobotStudio output, and modified input based on
iterative refinement.
Fig. 7: Trajectory tracking improvement with iterative refine-
ment after 8 iterations. The desired trajectory is a sinusoid
with ω = 3 rad/sec.
joint. We train these NNs from scratch using a large number
of sample trajectories covering the robot workspace, and
the corresponding required inputs are obtained by iterative
refinement.
We hypothesize that G may be represented as a nonlinear
ARMA model. We use a feedforward net to approximate
this system similar to [65]. At a given time t, the input
of the NN is a segment of the desired joint trajectory
q
d
(t) := {qd(τ) : τ ∈ [t − T, t + T ]}. The output is also
chosen as a segment of u: u := {u(τ) : τ ∈ [t, t + T ]}.
Updating a segment of the outer loop control instead of a
single time sample reduces computation by avoiding frequent
invocation of the NN. The choice of the future segment of
q
d
is to allow approximation of noncausal behavior needed
in inverting nonminimum phase or strictly proper G.
We determine the NN architectures, particularly the num-
ber of hidden layers and the number of nodes in each
layer, by experiments. The selection of T (identically, the
input dimension of NNs) should guarantee that the input of
NNs contains enough information for the NNs to model the
dynamics, and at the same time should not be too large or it
will require a lot more training data. By testing, we choose
T to correspond to 25 samples (in the case of EGM with
4 ms sampling period, T = 0.1 s). The input and output
layers therefore have 50 and 25 nodes, respectively. Table II
lists part of example results of final mean squared testing
error on unseen testing data by using different combinations
of the number of hidden layers and the number of nodes of
TABLE II: Final mean squared testing error of different NN
architectures.
Number of Number of Nodes Final Testing Error (◦)
Hidden Layers of Each Layer (Mean of Three Trials)
2 50/100 100/100 2.623 2.145
2 100/150 100/200 2.474 2.545
3 100/100/100 100/150/100 2.390 2.486
4 100/100/100/50 2.450
each hidden layer.
After testing, we use a fully-connected network including
two hidden layers, and each hidden layer contains 100
nodes. To traverse the workspace of the robot as much as
possible, for tracking each trajectory the robot starts at a
random configuration and each trajectory is composed of
3000 samples, or 12 s). Each trajectory can therefore provide
many training segments.
We use a large amount of desired trajectories, including
sinusoids, sigmoids and trapezoids to train the NNs in
TensorFlow by using backpropagation [66] to minimize
the loss between the output of NNs and the expected output
over a randomly selected batch of training data (with batch
size of 256) in each training iteration. Using trajectories with
different velocity and acceleration profiles, we sample both
linear and nonlinear regions of EGM. As commonly used
in practice, we use AdamOptimizer to train the NNs, L2
norm regularization to avoid overfitting, and rectified linear
unit (ReLU) activation to introduce nonlinearity for the NNs.
C. Transfer Learning
Reality gap exists between RobotStudio and the physical
robot due to model inaccuracies and load (mounted grippers
and cameras) on the physical robot. RobotStudio can capture
the dynamics of the physical robot very well for a trajectory
with low velocity, as in Fig. 8a. However, for trajectories with
large velocity and/or acceleration, discrepancies between
RobotStudio and physical robot responses become apparent
(mainly in the output magnitude) as shown in Fig. 8b.
We use additional iterative learning results on the physical
robot to train only the output weights of the NNs to narrow
the reality gap between the simulator and the real plant. We
apply the iterative refinement procedure on the physical robot
for 20 different trajectories and use the results to fine-tune the
NNs. The trained NNs are essentially regarded as a feature
extractor. We fix the parameters of the first two layers of the
trained NNs, and only retrain the small amount of parameters
of the output layer with collected training data. As only the
amplitudes of the response show discrepancy, it is reasonable
to fine tune only the output layer using limited amount of
data from the physical robot.
V. RESULTS
A. RobotStudio Simulation Results on IRB6640-180
1) Trapezoidal Motion Profile: Fig. 9a shows the Robot-
Studio output of tracking a desired trapezoidal velocity
profile with sharp corners (large acceleration at the corner).
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(a) Desired output, physical robot output, and RobotStudio output.
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(b) Desired output, physical robot output, and RobotStudio output.
Fig. 8: Comparison of responses between RobotStudio (red
curve) and the physical robot (blue curve). Desired inputs
are sinusoids with amplitude 2◦ and angular frequency ω
2 rad/sec and 10 rad/sec.
(a) Uncompensated case (b) ILC compensated case
Fig. 9: Comparison of tracking performance without and with
ILC of a trapezoidal path with high acceleration.
Fig. 9b demonstrates the optimal input obtained by ILC for
the trapezoidal path, which shows large input oscillation
to achieve the desired tracking. To avoid such undesirable
behavior, the desired trajectory should be smooth and have
bounded velocity and acceleration such that the optimal input
obtained by ILC is reasonable.
2) Single Joint Motion Tracking: As multiple sinusoids
have been used in the training of the NN (with discrete
angular frequencies ranging from 0.5 to 15 rad/s), we test
its generalization ability on a chirp (multi-sinusoids) which
is not part of the training set (with continuous angular
frequencies ranging from 0.628 to 1.884 rad/s). Fig. 10 shows
the result for joint 1 of the simulated robot with the trained
NN. Fig. 10a shows the uncompensated output with the
robot output lagging behind the desired output. The nonlinear
effects are denoted by the deviation of the linear model
(a) Uncompensated case: desired output (also the input into the inner
loop), RobotStudio output, and linear model output.
(b) Compensation with NN: desired output, RobotStudio output, and
the input generated by the NN.
Fig. 10: Comparison of tracking performance without and
with the NN compensation for a chirp signal in RobotStudio.
output from the RobotStudio output. Fig. 10b shows that, by
compensating for the lag effect and amplitude discrepancies,
the command input generated by the NN drives the output
to the desired output closely after a brief initial transient.
3) Multi-Joint Motion Tracking: Fig. 11 shows the com-
parison of tracking 6-dimensional random sinusoidal joint
trajectories (ω = 5 rad/s, and with different amplitudes and
phases from the training data) without and with NNs com-
pensation. Table III lists the corresponding tracking errors
in terms of `2 and `∞ norms (using error vectors at each
sampling instant). The `∞ error is calculated by ignoring
the initial transient.
To further test the generalization capability of the trained
NNs, we conduct another test of tracking 6-dimensional joint
trajectories planned by MoveIt! for large structures assembly
task [67] in RobotStudio. The comparison of tracking per-
formance without and with NNs compensation is shown in
Fig. 12. Table IV shows the corresponding tracking errors.
4) Cartesian Motion Tracking: We also evaluate the per-
formance of the trained NNs on a Cartesian square trajecory
(on x-y plane, with z constant of 1.9 m) with bounded
velocity and acceleration (maximum velocity of 1 m/s and a
maximum acceleration of 0.75 m/s2). During the motion, the
orientation of the robot end-effector remains fixed. Fig. 13
presents that, the trained NNs effectively correct the tracking
errors and Fig. 14 highlights the tracking performance in
three Cartesian directions.
From the figures and tables, we can see that the trained
NNs can generalize well to a reasonable path for tracking
TABLE III: `2 and `∞ norm of tracking errors of 6-
dimensional sinusoidal joint trajectories without and with
NNs compensation in RobotStudio.
Joint Original Tracking Error (rad) Final Tracking Error (rad)
`2 `∞ `2 `∞
1 1.4944 0.0391 0.2056 0.0035
2 2.9935 0.0780 0.4993 0.0065
3 6.1128 0.1563 0.8384 0.0101
4 1.5143 0.0390 0.1421 0.0038
5 3.0542 0.0781 0.4555 0.0065
6 5.9629 0.1561 0.8245 0.0102
TABLE IV: `2 and `∞ norm of tracking errors of MoveIt!
planned joint trajectories without and with NNs compensa-
tion in RobotStudio.
Joint Original Tracking Error (rad) Final Tracking Error (rad)
`2 `∞ `2 `∞
1 3.5937 0.1497 0.5959 0.0278
2 1.3251 0.0443 0.3992 0.0180
3 1.4463 0.0493 0.2846 0.0112
4 0.3303 0.0127 0.0542 0.0033
5 1.4650 0.0511 0.4773 0.0154
6 0.9629 0.0392 0.1894 0.0078
accuracy improvement in the high fidelity simulator.
B. Experimental Results on IRB6640-180
We tested the tracking performance of the same chirp
signal as we did in simulation for joint 1 of the physical
robot, as shown in Fig. 15. The command input is filtered by
the NNs obtained by the transfer learning. Fig. 15a shows the
uncompensated output with the robot output lagging behind
the desired output. Fig. 15b shows that, by compensating
for the lag effect, the command input generated by the NNs
can drive the output to the desired output closely after a
brief initial transient. We found that for trajectories with
low velocity profiles (like the chirp signal and the sinusoid
in Fig. 8a), there exists negligible difference between the
filtered inputs of NNs trained by simulation data and NNs
obtained by transfer learning.
However, for trajectories with large velocity and accelera-
tion profiles, transfer learning plays a key role in generating
an optimal input to reduce trajectory tracking error for
the physical robot. Fig. 16 illustrates the tracking of a
sinusoidal signal with angular frequency of 8 rad/s (with
different amplitude and phase from training data). From the
comparison between Figs. 16b and 16c, we can see that
transfer learning is necessary to correctly compensate for the
phase lagging and magnitude degradation for the physical
robot.
C. RobotStudio Simulation Results on Other Robots
One natural question that will come up is whether the
trained NNs can work on different robot models. We applied
the original trained NNs by simulation to two robot models
IRB120 and IRB6640-130, and tested their tracking on a
chirp trajectory (the same one as we use in Section V-A.2)
and a sinusoidal signal with angular frequency of 8 rad/s and
magnitude of 5 degrees in RobotStudio, as shown in Fig. 17.
From the figure, we can see that the trained NNs can
effectively compensate for the lag effect and amplitude
discrepancies for these two robot models. For tracking of the
chirp signal, NNs compensate for the delay well for these
robots and a possible explanation for this could be that EGM
has the same time delay on all robot models. For tracking
of the sinusoid signal with obvious nonlinear effects, NNs
compensate for both the delay and the magnitude degradation
well, since their inner loop dynamics has similar behavior to
IRB6640-180 robot.
D. Limitations
Firstly, our approach assumes the robot internal dynamics
and delays are deterministic and repeatable, and the envi-
ronment is still but for some robots with flexible joints and
working outdoors like Baxter and quadrotors, the assump-
tion will not hold anymore. To address this problem and
improve the robustness of the controller, we may combine
L1 adaptive control and ILC in response of disturbances and
uncertainties. Secondly, we have a high-fidelity simulator
which facilitates the ILC implementation and data collection
process. But for robots that does not have a high-fidelity
dynamic simulator such as Baxter and Motoman, we may
use a two-NN architecture that one NN emulates a simulator
and produces the dynamic response and another NN approxi-
mates the inverse dynamics. Finally, since the training data of
the NNs consist of smooth trajectories with bounded velocity
and acceleration such as sinusoids, the NNs may not work
as well on random trajectories with lots of noise. Fig. 18
shows the tracking result of a random trajectory for joint 1
of the simulated robot. From the figure, we can see that the
trained NNs still work for compensating for the lag effect
and amplitude degradation, but not as well as for smooth
trajectories as shown in previous subsections.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we propose the approach of combining multi-
layer NNs and ILC to achieve high-performance tracking
of a 6-dof industrial robot. Large amount of data for NNs
training are collected by ILC for multiple trajectories through
a high-fidelity physical simulator. After training, the NNs
can generalize well to other desired trajectories and improve
tracking performance significantly without on-line iterations.
We use transfer learning to narrow the reality gap, and further
explore the generality of the NNs on two different robot
models. The feasibility of our approach is demonstrated by
simulation and physical experiments.
Future work includes the development of predictive mo-
tion and force controllers based on the trained NNs. More-
over, we can add feedback components into the control
design to further improve the tracking accuracy and robust-
ness of the controller. Finally, it is worthwhile to verify the
possibility of the NNs to be served as a general compensator.
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Fig. 11: Comparison of tracking performance with and without the NNs compensation of sinusoidal joint trajectories in
RobotStudio.
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Fig. 12: Comparison of tracking performance with and without the NNs compensation of the MoveIt! planned joint trajectories
in RobotStudio. The inset figure of the zoomed portion demonstrates the improvement of tracking performance.
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