Turing (or double-diffusive) instabilities describe pattern formation in reaction-diffusion systems, and were proposed in 1952 as a potential mechanism behind pattern formation in nature, such as leopard spots and zebra stripes. Because the mechanism requires the reacting species to have significantly different diffusion rates, only a few liquid phase chemical reaction systems exhibiting the phenomenon have been discovered.
Introduction -Patterns formed by Turing instabilities [1] arise in reaction-diffusion systems due to the competition between diffusion and nonlinear reaction terms. Counterintuitively, a uniform solution for reactant concentrations (known as a base state), stable in the absence of diffusion, can become unstable to the emergence of patterns and ordering once diffusion is switched on. This runs counter to the standard picture of diffusion as a smoothing influence, and is interesting to study from a non-equilibrium physics point of view. Some time after Turing's original prediction, chemical systems were discovered that exhibited the effect, though they remain rare since the Turing model typically requires the reacting species to diffuse at significantly different ratesunusual in liquid phase chemical systems [2] . In the solid state, however, different species' diffusion rates generically differ by many orders of magnitude, since they are usually governed by nonlinear Arrhenius escape rates ∝ exp (−E/k B T ), where the migration barrier E can vary from fractions-of to several eV. We note that crowdion defects in body-centred-cubic (bcc) metals have migration barriers too low for the Arrhenius formula to apply, and their diffusion rates are linear in temperature [3, 4] .
An intriguing and technologically important example of solid state pattern formation is void and gas bubble superlattice formation in irradiated metals. First observed in the 1970s [5] [6] [7] , the voids generated by the agglomeration of the radiation-induced vacancies can form an ordered superlattice under certain conditions. This runs counter to the more intuitive picture of Ostwald ripening, where large voids grow at the expense of smaller ones. Also, noble gases formed in fission reactors (e.g. Kr, Xe) generally have very low solubility in metals, and hence segregate to regions of high tensile strain. At grain boundaries, this leads to embrittlement, and accelerated mechanical failure. Engineering a stable bubble lattice (formed of voids filled with gas atoms) potentially offers a way to sequester this gas atoms safely away from grain boundaries and extend the life of reactor materials [8] . Superlattices are most often observed within a temperature window of 0.2-0.4 of the melting point [9] , and often mimic the lattice symmetry of the underlying crystal, though with a spacing tens or hundreds of times larger; see [10] for a thorough review. These lattices form over minutes and hours, meaning molecular dynamics simulations cannot hope to directly capture the processes at work.
Various competing mechanisms for superlattice formation have been proposed, including elastic interactions between voids, isomorphic decomposition, phase instability, interstitial dislocation loop punching and anisotropic interstitial diffusion [11] [12] [13] [14] [15] [16] . Here we propose an alternative mechanism, and argue that void lattices could emerge as a Turing instability, where diffusion itself destabilizes the uniform base states which solve the steady-state, diffusionless equations of motion. Whilst some or all of the mechanisms above may play a role in the details of the superlattice formation, we show all that is actually required is a region in which local vacancy and interstitial concentration, generation, and annihilation rates satisfy a specific relation, and vacancy and interstitial diffusion rates that are sufficiently different. Ours is the simplest possible model that can capture the diffusion of two reacting species, with like species tending to cluster. It is a gross idealizeation, and neglects many important features of real crystal systems, in particular the anisotropic nature of self-interstitial diffusion and the elastic interactions between species. Nevertheless, it is sufficient to predict the formation and lengthscale of ordered patterns, as we show below. Our purpose here is to present a minimal and general model, which may be applied to many different systems, rather than to focus on the details of specific materials. A systematic study dealing with particular metals and radiation conditions will be published elsewhere.
In the next section, we apply Turing's linearized analysis to the pair of coupled equations governing the diffusing defects, and extract analytical conditions for the system to support a superlattice of a given wavenumber. We then perform fully non-linear phase field simulations to investigate the system behaviour at longer times, confirming that the superlattice wavenumber predicted by the linear analysis is indeed realised in the full system.
The model -In what follows, v(x, t) and s(x, t) denote the concentrations of vacancies and selfinterstitials respectively. A phase field model [17, 18] for their evolution leads to Cahn-Hilliard equations [19] , with additional terms corresponding to creation (c) and annihilation (−asv, according to the law of mass action):
The terms in brackets are functional derivatives of the following simple double-well free energy
with respect to s and v:
The quartic bulk free energy terms have minima when the concentrations s and v are 0 or 1, encouraging the formation of voids and clusters. The Ds are the diffusivities, with D s D v in metals, and the γs are proportional to the square of the effective interface size between solid and void/cluster regions. We stress that all these parameters take effective values. Since superlattice formation takes place on a timescale of hours, the underlying atomic processes will be averaged over many realizations. For example, the annihilation rate a does not represent the probability of mutual annihilation when a vacancy and self-interstitial atom meet, but rather the fraction of defects which annihilate over a representative region in a representative time interval.
The explicit form of the equations iṡ
These equations conserve the number of defects during evolution (apart from the explicit creation and annihilation terms), in contrast with the coupled rate equation model [20] explored in ref. [10] , which involves only two spatial derivatives. Note that the defects do not interact until they meet and react: this is not a Fokker-Planck model of diffusion in a position-dependent potential, but rather a reaction-diffusion one.
Analytical results -We now follow the analysis due to Turing, and linearize the system about a so-called base states,v which satisfies the static equations, Eqs. (3) with all spatial and temporal derivatives set to zero:
This imposes a relation between the uniform base states and the creation and annihilation rates.
Seeking solutions of the form (S, V ) ≡ S = S 0 exp [λt + iq · x] leads to the eigenvalue equation
where q = |q| = (q 
a quartic in q 2 , passing through q 2 = 0 (reflecting the conservation of vacancies and interstitials).
Positive values of q 2 that lead to a negative value of detA q correspond to a pattern with wavenumber q. q > 2π is not physically interesting, since it corresponds to patterns of wavelength less than the interface width. Also, q → 0 corresponds to complete decomposition into void and undefected crystal, thus the most predictive, and hence physically interesting, case is the third in Fig.1 (inset) ,
where only a certain range of wavenumbers lead to instability.
Since the equation for the determinant is effectively a cubic, it can be solved analytically, and the value of the superlattice spacing Λ can be extracted as a function of the input parameters. For case 3, this is given by Λ = 2π/ Q * /2, where Q * is the largest root of d(detA q )/dQ = 0 (see Fig. 1 ).
D s D v means that the interstitials generated during a cascade diffuse away faster than the vacancies, typically leading to a "halo" of interstitials surrounding a region of high vacancy density. Settingv = 0.25 ands = 0.01 to reflect an example of this results in the third scenario described above. The determinant is shown in Fig. 1 for several values of the diffusivity ratio on lattice sites shrink until they disappear. Intriguingly, we observed diffusion-driven migration of established voids to lattice locations, consistent with experimental observations [10] . This occurs in the absence of any advective term in the governing equations (1, 3) , and is purely due to the preferential diffusion of vacancies and interstitials so as to form the superlattice. This provides a This simple model is sufficient to qualitatively account for most of the phenomena observed in void lattice formation: the temperature window for formation, bcc superlattices appearing in bcc crystals, and hexagonal superlattices in hexagonal crystals (where diffusion within the basal plane is sufficiently faster than diffusion normal to it to make the superlattices effectively 2D [24] ).
Our model cannot predict fcc lattices (which have more than one inherent lengthscale). We have also observed the unexpected purely diffusion-driven migration of established voids to superlattice 
