Abstract
error between the transformed points and the measured points.
The more general problem of finding the registration between two 3-D shapes was considered in [2] , where the iterative closest point (ICP) algorithm was proposed to solve the problem. The algorithm is able to cope with different geometric primitives, like point sets, line segments and different kinds of surface representations. However, the algorithm requires a good initial transformation in order to converge to the globally optimal solution, otherwise only a local optimum is obtained.
In [8] , the method of Horn et al. [6] was generalized by incorporating point, line and plane features in a common framework. Given point-to-point, point-toline, or point-to-plane correspondences, it was demonstrated how the transformation (Euclidean or similarity) relating the two coordinate systems can be computed based on a geometrically meaningful cost-function. The algorithm was based on relaxing the non-convex problem by convex under-estimators and then using branch and bound to focus in on the global solution [1] .
In this paper we adopt a dual approach. Rather than trying to find the globally optimal solution we investigate the quality of the solutions obtained using Lagrange duality. Our approach allows us to formulate a single convex semidefinite program that approximates the original problem well. We show on both synthetic and real data that the approximation is very close to the the global optimum, in particular if the noise level is low. Further more, we show that it is possible to obtain lower bounds on the global optimum from our solution using standard duality theory.
Semidefinite programming has previously been used for solving large scale binary quadratic optimization problems [7] . These problems are often NP-complete, however due to a result in [4] , semidefinite programming have been shown to produce good approximations while still being a polynomial algorithm. On the other hand for very large problems, polynomial execu-tion time might still be too much. In the vision community it has mostly been used for large scale combinatorial problems resulting in long execution times. However, since the matrices that arise in the applications that we consider in this paper are quite small (typically less than 100 × 100), it provides an efficient way to produce lower estimates and approximative solutions.
Registration Problems
In its most general form, the problems we are interested in can be described as geometric registration problems. The objective is to relate measurements in one coordinate frame to an object model in another. In this section we consider the case where the measurements are 3D-points and the model consists of planes in 3D-space. The goal is to find a Eucledian transformation (R, t) ∈ SO(3) × R 3 that places the measurement point x i as close to the corresponding model plane π i as possible. It was shown in [8] , that given a number of planes π i in one coordinate system and points x i in another, i = 1, ..., m this problem can be formulated as the optimization problem
where d(x, π) denotes the squared distance between point x and the plane π. If we let y i be an arbitrary point on π i and n i be the unit normal, then we can rewrite the problem as
If we disregard the constraint R ∈ SO(3) this is a linear least squares problem in the unknowns R and t. However since R ∈ SO(3) we also have R T R = I giving the following quadratically constrained problem
Since R T R − I is symmetric, equation (4) consists of 6 quadratic constraints.
Next we rewrite the problem in vector form. We let
The objective function is quadratic and (3) can therefore be written
where A and b are determined from the model and measurement data. (To simplify notation we have dropped the constant since this does not change the optimizer.)
Note that A 0. By introducing the 12×3-block matrices
we may rewrite the problem as
where δ ij = 1 if i = j and 0 otherwise. This problem is non-convex and therefore difficult to solve without employing complex global optimization techniques (such as in [8, 1] ). In this paper we are interested in finding good approximate solutions using methods from convex optimization, which are inherently easier and faster than methods from global optimization. Typically this is done by somehow relaxing the original problem into a convex problem where the solution provides a lower bound on the optimal value µ * of the original problem. The goal is to find a relaxation that gives a lower bound which is as close to µ * as possible, or equivalently, a lower bound that is as large as possible. If the lower bound attains µ * then the relaxation is said to be tight. In this case the exact solution can often be obtained.
The Linear Relaxation
As stated previously equation (7) consists of 6 quadratic constraints. It is well known that quadratic problems with no more than 2 quadratic constraints can be solved in polynomial time. Hence we are forced to search for approximative solutions. The first relaxation is simply to drop the constraints (7) . That is, we solve the problem
Note that solving (8) corresponds to finding the best affine transformation instead of Euclidian transformation. A typical way of generating starting points for local methods is to find the best affine transformation and then to upgrade it to a similarity transformation using singular value decomposition. This technique works well if the noise level is low and the number of measurements is high. Since the set of feasible matrices is larger if the rotation constraint is disregarded we can conclude that the minimum µ l fulfills
(The matrix that minimizes (6) with (7) is also feasible in (8) .) Hence the least squares solution provides a lower bound on the minimum value of the original problem.
A nice property of the linear relaxation is that for a large number of measurements it will be roughly correct. If the measurements are corrupted by Gaussian noise then (8) will be the statistically optimal estimation for the problem with affine transformations. Since the set of Euclidian transformations is a subset of the affine transformations it is easy to see that as the number of measurements grow the affine relaxation will approach a correct solution despite having dropped the rotation constraints.
The Lagrangian Relaxation
As discussed in the previous section the problem is easily solved if the constraints are dropped. This gives us a lower bound on the objective value. However we can easily obtain other lower bounds by adding
to the objective function (since in the original problem these terms should be zero). For each different µ ij we may obtain a linear relaxation. Lagrangian duality can be viewed as finding the relaxation that gives the largest objective value. The Lagrangian of (6) becomes
where
Thus finding the largest relaxation can be written as
Since the linear relaxation corresponds to λ = 0 it is easy to see that
That is, the Lagrangian relaxation is always at least as good as the linear relaxation. In practice it is usually much better (see section 3). For a fixed λ the inner minimization of (11) is only finite if the matrix A + i,j λ ij E ij is positive semidefinite. In this case the minimizer can be computed analytically by taking the gradient with respect to v, which yields
Inserting into (10) we see that (11) can be written
The above problem is the dual program when the primal variables have been eliminated. It can be shown that the objective function is concave and the constraint is convex, hence this program can be solved efficiently. However to be able to use a standard solver, such as SeDuMi [9] we need to write it as a standard linear semidefinite program. This can be done using the Schur-complement (see [3] ). First we add the artificial variable γ and rewrite the program as
Using the Schur complement [3] , the dual problem can finally be written as a linear semidefinite program
This program is usually referred to the dual semidefinite program. Using the same technique as above it is possible to derive the primal semidefinite program
Note that if V * solves the primal problem and V * can be written
then v * is the global optimum of problem (6) . When using a primal-dual interior point as SeDuMi one obtains both a solution to the primal and the dual programs. To generate good approximate solutions we will take the eigenvector corresponding to the largest eigenvalue of the primal solution V as our approximate solution. If V is close to a rank one matrix this should be a good approximation.
Generalization to other types of Correspondences.
In the previous section we derived our method in the case of point-to-plane correspondences only, however it is easily generalized to point-to-point and point-toplane correspondences. Let x l i be the measured 3D points and let l i , i = 1, ..., m l , be the corresponding lines. Then the sum of squared distances between the transformed points and the lines can be written
where v i is a unit direction vector for the line l i and y l i is any point on the line l i . Since this is a quadratic function it can also be written as (5) .
The case of point-to-point correspondences is the easiest one. Let x p i be the measured points and y p i be the corresponding points i = 1, ..., m p . The objective function can in the same way as for the point-to-line case be written as
where e k is the k'th row of the identity matrix. Again this can be written in the form (5).
Experiments
In this section we present a few experiments that shows that even though the program we have derived is a relaxation it provides surprisingly good solutions.
In our first experiment we use synthetic data to test the performance for various noise levels. The data was created by randomly placing m planes such that they intersect the sphere centered around zero with radius 10. Then we randomly selected one point from each plane and added noise of standard deviation σ. For each noise level we generated 10 experiments and plotted the mean result of the various methods.
The first row of figure 1 shows the objective value of the obtained solution for different noise levels and different problem sizes. The relaxation can be seen to approximate the global optimum well, particularly for low noise level. Also it is a considerable improvement compared to the linear least squares solution. Note that for the case of 7 point-to-plane correspondences there is not enough data to compute a least squares solution. Also note that as the number of measurements increases the least squares solution will approach the correct solution. This is to be expected since the measurements are corrupted with normally distributed noise. The second row of figure 1 shows the value of ||R T R − I|| 2 2 for the approximate solutions. The semidefinite solution appears to be quite close to being a rotation matrix while the linear least squares is far off, although as expected its performance improves as the number of measurements increases. Note that the y-scale is not the same in all pictures.
For our next experiment we used real data. Figure 2 shows the setup for this experiment. We used a MicroScribe-3DLX 3d scanner to measure the 3D-coordinates of some points on the toy shown in figure  2 . (By request of the designer we will refer to the toy model as the space station.) The 3D-scanner consists of a pointing arm with five degrees of freedom which measures 3D-coordinates. In total we measured 49 points on the toy model visible in figure 2. We created a computer model consisting of planes, lines and points (see figure 3 ). Among the measured points 27 where known to belong to a certain plane in the model, 12 to a line and 10 to point. Note that we only considered point-to-plane correspondences in the previous section, however it is easy to extend to other correspondences as well. Figure  3 shows the model and the resulting registration. The points marked with black crosses are points measured on the planes, the points marked with green rings are measured on lines and the points marked with red stars are measured on corners. In 
