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This thesis documents part of the work I have performed during my three
years of graduate school at the Scuola Normale Superiore in Pisa, under
the supervision of prof Vincenzo Barone and prof Chiara Cappelli.
The leitmotif of my work has been the combination of anharmonic
vibrational and solvation effects in the ab-initio calculation of molecu-
lar properties. More in detail, anharmonicity was treated using vibra-
tional perturbation theory, while for solvent effects we based our discus-
sion on the Polarizable Continuum Model. Though the considerations
that can be made are largely independent of the chosen electronic struc-
ture method, we mostly relied on Density Functional Theory (DFT) and
Time-Dependent DFT to deal with the electronic part of the problem.
The first three chapters briefly present some of the underlying theory.
Chapter 1, in particular, deals with the theory of Raman spectroscopy,
chapter 2 presents the basis of vibrational perturbation theory, while
chapter 3 gives an introduction on the solvation model employed, with
an emphasis on the direct interaction between the environment and the
electromagnetic radiation and on the dynamical aspects of solvation.
The remaining chapters present the numerical results. Chapter 4 fo-
cuses on the calculation of electric properties such such as polarizabili-
ties,1 chapter 5 deals with spectroscopic properties like infra-red,2 and
non-resonant Raman, while chapter 6 confronts the problem of calculat-
ing Raman intensities under resonance conditions.3
During my PhD I also did some additional work on other types of
molecular properties, though they didn’t quite make the final cut of the
thesis manuscript. These include purely magnetic properties studied in
the context of Nuclear Magnetic Resonance and Electron Paramagnetic
Resonance spectroscopy,4 as well as mixed electric-magnetic properties
such as optical rotations.5,6
iii
The most merciful thing in the world, I think, is the inability
of the human mind to correlate all its contents. We live on a
placid island of ignorance in the midst of black seas of infinity,
and it was not meant that we should voyage far. The sciences,
each straining in its own direction, have hitherto harmed us
little; but some day the piecing together of dissociated knowl-
edge will open up such terrifying vistas of reality, and of our
frightful position therein, that we shall either go mad from the
revelation or flee from the light into the peace and safety of a
new dark age.
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1.1 The nature of the Raman effect
Raman scattering can be defined as the inelastic scattering of an electro-
magnetic radiation by a molecular system.7 Raman spectroscopy makes
use of this effect to study the structure and properties of the systems re-
sponsible for the scattering, as well as for analytical purposes. The effect
was discovered by Sir Chandrasekhara Venkata Raman in 1928,8 who later
earned the Nobel Prize for his work. One of the peculiar characteristics of
the Raman effect is that it is non-linear, i.e. the frequency of oscillation of
the scattered radiation is different than that of the incident radiation. The
analogous phenomenon in which there is no change in energy of the radia-
tion is instead called Rayleigh scattering, named after its discoverer, Lord
Rayleigh. A Raman experiment involves the illumination of the sample
by a laser source for extended periods of time. The radiation scattered
along a direction which depends on the particular experimental config-
uration is collected, separated into its monochromatic components, and
the intensity is measured as a function of the frequency is measured, long
enough to ensure a good signal to noise ratio. In Raman scattering, the
energy difference between the two radiations is often called Raman shift
and, more in detail, it is referred to as Stokes shift if it is negative, and
anti-Stokes shift if it is positive. In Stokes shift the scattered radiation
1
has less energy than the incident one and, in order to obey the energy
conservation principle, this difference has to be absorbed by the molecu-
lar system. Indeed (in most cases) it is observed that if the intensity of
the scattered radiation is plotted against the Raman shift, generating the
Raman spectrum, a series of peaks appear, and their positions correspond
to those observed in the Infra Red (IR) spectrum of the same system,
which suggests that the expended energy has in fact been absorbed by the
vibrational modes of the molecule. Contrary to IR spectroscopy however,
the radiation usually employed in Raman spectroscopy lies in the visible
range of the electromagnetic spectrum, which is usually associated with
electronic (or vibronic) transitions rather than purely vibrational ones and
in fact, as will be shown below, Raman spectroscopy (especially under res-
onance conditions) can be regarded as both an electronic and a vibrational
phenomenon.
Even though Raman and IR spectroscopies both provide information
on the vibrational structure of the molecule, from the experimental point
of view, Raman spectroscopy can be very advantageous.7 The main dif-
ficulty concerning IR spectra is that many common solvents (including
water) and the glassware used in chemical laboratories strongly absorb
IR radiation, therefore IR spectra are often recorded by placing the sam-
ple between plates made of salts such as sodium chloride. Aside from
the laborious sample preparation, the difficulty associated with recording
spectra of molecules in a solvated environment may preclude the study
of systems whose solvated state is the most natural environment, such
as biological molecules. In addition, the well-known selection rules for
IR spectroscopy dictate that only the molecular vibrations along which
there is a change in electric dipole moment give a non-zero intensity. The
corresponding selection rule for Raman spectroscopy involves the polar-
izability instead of the dipole moment, which is a much less stringent
condition. Raman spectra do not present such difficulties, however, being
a higher-order phenomenon, the scattered intensity is naturally very low,
therefore the source of the incident radiation must be much stronger that
that required for IR spectroscopy. Lasers are commonly used in Raman
2
instrumentation, driving up the cost of the equipment, compared with
the relatively inexpensive IR spectrometers. In addition, common laser
sources are not continuously tunable to different frequencies, which can
be problematic if one is interested in exposing resonance phenomena or
recording a Raman excitation profile, i.e. a plot of the scattered intensity
against the frequency of the incident radiation.
In the following sections the nature of the Raman effect will be ana-
lyzed in depth from a theoretical point of view, following the treatement
by Long.7
1.2 The origin of second-order effects
The non-linearity of Raman scattering signals that it must be a higher-
order phenomenon with respect to one-photon absorption and emission.
For the sake of completeness, the derivation of the Raman effect from the
perturbation treatment of the time-dependent Schrödinger equation will
here be briefly reviewed.
Let us consider a molecular system described by its Hamiltonian oper-
ator Ĥ under the influence of a monochromatic electromagnetic radiation
of frequency ω. For Raman scattering to emerge, we only need consider
the electric component of the light-matter interaction9 (the modeling of
Raman Optical Activity, its chiral analog, would instead require us to keep
other terms, such as those mediated by the magnetic field and the electric
field gradient).10 The perturbation can therefore be expressed by means
of an operator V̂ of the following form:
V̂ = −µ · Ẽ e
−iωt +Ẽ∗ eiωt
2
= V̂ (−ω) + V̂ (ω) (1.1)
Where µ is the electric dipole moment operator of the system and Ẽ
represents the electric field operator. In quantum mechanics the time evo-






|Ψ(t)〉 = (Ĥ + V̂ )|Ψ(t)〉 (1.2)
In the following treatment we shall only be concerned with the evolution
of exact states, and will express the results in terms of linear combinations
of exact eigenstates of the unperturbed Hamiltonian. The time evolution
of the system may then be expressed as a perturbation series. To prove
this statement it is useful to work in the so-called interaction picture in
which one operates the following transformation:
|Ψ(t)〉I = eiĤ(t−t0)/~ |Ψ(t)〉 (1.3)




|Ψ(t)〉I = eiĤ(t−t0)/~ V̂ e−iĤ(t−t0)/~ |Ψ(t)〉I = V̂I(t)|Ψ(t)〉I (1.4)
The evolution of the wavefunction may be expressed through an appro-
priate time evolution operator defined by:
|Ψ(t)〉 = Û(t, t0)|Ψ(t0)〉 (1.5)
which, in the interaction picture, becomes:
|Ψ(t)〉I = eiĤ0(t−t0)/~ Û(t, t0) e−iĤ(t−t0)/~ |Ψ(t0)〉I = ÛI(t, t0)|Ψ(t0)〉I (1.6)
This may be used to rewrite the Schrödinger equation in terms of ÛI and
|Ψ(t0)〉. Since the equation remains valid irrespective of the particular
initial state, the ket may be dropped and one is left with an equation




ÛI(t, t0) = V̂I(t)ÛI(t, t0) (1.7)
4
Integrating both sides, with ÛI(t0, t0) = 1, yields:





V̂I(t1)ÛI(t1, t0) d t1 (1.8)
which, by substituting the obtained expression for the evolution operator
into itself, leads to the Dyson series:












V̂I(t1)V̂I(t2) d t2 d t1+. . . (1.9)
The term linear in the perturbation may be developed to yield the transi-
tion amplitudes for one-photon absorption and emission. Raman scatter-
ing may be found by developing the second order term.
To expose the Raman effect we must prove that the probability of
going from an initial stationary state |n〉 e−iωn(t−t0) to a final stationary
state |m〉 e−iωm(t−t0) is non-zero, which means proving that the perturbed
wavefunction has components in the desired final state:




|j〉 e−iωj(t−t0) cj(t) (1.11)
Note that since the evolution operator is unitary, if the initial state is
normalized so will be the time dependent wavefunction. The coefficients
of the expansion, can be found using the time evolution operator:
cm(t) = 〈m|Û(t, t0)|n〉 eiωmn(t−t0) =
= 〈m| e−iĤ0(t−t0)/~ ÛI(t, t0) eiĤ0(t−t0)/~ |n〉 eiωmn(t−t0) =
= 〈m|ÛI(t, t0)|n〉
(1.12)
The zeroth term in the expansion of the evolution operator would give a
zero transition probability for different states (a stationary state remains
unchanged in the absence of a perturbation). The first-order term is easily
5
developed:




























where ωmn is the energy difference between the final and initial states.
The result is the sum of two terms, the first accounts for absorption, the
second for stimulated emission. The second-order term can be treated in
a similar way:
















〈m|V̂I(t1)|j〉〈j|V̂I(t2)|n〉 d t2 d t1
(1.14)
The closure relation (
∑
j |j〉〈j| = 1) has been employed. As in the case of
first-order phenomena, multiple terms arise from the development of this
expression, which give rise to various non-linear phenomena, including
Raman scattering. Without the need to develop each expression in its
entirety, it is possible to infer the mechanism of the underlying phenomena
from equation 1.14 which, in the case of Raman scattering, shows the
concerted absorption and emission of a photon, both mediated by the
electromagnetic radiation (via the operator V̂I), through the manifold of
states j, which are often called virtual states. The final state m can, in
general, be any molecular state, but the most common observed type of
transition is by far of vibrational nature.
6
1.3 The Transition Polarizability
In the previous section it was shown that, as a second order effect, an
electromagnetic radiation of frequency ω may cause a molecular transi-
tion even when the energy of the radiation is very far removed from the
corresponding energy. For example by employing a radiation in the visi-
ble region of the spectrum it is possible to cause a vibrational transition.
Conservation of energy is guaranteed by the fact that the molecule will
scatter light at a different frequency than that of the incoming beam, so
if energy has been absorbed the scattered light will be of lower frequency.
Using a semi-classical picture in which the molecular system is treated
using quantum mechanics while the radiation is described by means of
the classical equation of electrodynamics, light scattering can be viewed
as being caused by the fact that the molecular charge density (which
can be described by its multipole moments), starts oscillating when it
interacts with the electromagnetic radiation. To calculate the intensity of
the scattered radiation we must first calculate the multipole moments of
the molecular charge density, i.e. the transition multiple moments between
the initial and final states. The wavefunction can be written as Ψ =
cnΨn + cmΨm and the corresponding expectation value for the electric
dipole moment will include terms of the following type:
(µa)mn = 〈Ψm|µa|Ψn〉+ 〈Ψn|µa|Ψm〉 (1.15)
The expressions for the wavefunctions can be found using time dependent
perturbation theory.10 Upon substitution into the previous equation (the
mn subscript is dropped henceforth for clarity) and keeping only the first
7
order terms one obtains:






























where c.c. denotes the complex conjugate. There are two types of terms
in this expression: the first and the fourth, which are proportional to
Ẽ0 e
−i(ω−ωmn)t, and the second and third, which are proportional to Ẽ∗0 e
i(ω+ωmn)t.
The terms of the first kind describe Raman scattering, in particular they
will generate Stokes (conventional) Raman scattering if ωm > ωn and anti-
Stokes scattering if ωm < ωn. The terms of the second kind describe and
induced emission of two quanta ω+ ωmn and ω from an excited level n to
a lower energy level m.10 They will be neglected from here on.
















Here the summation has been simplified by neglecting a term proportional
to 〈m|µa|m〉−〈n|µa|n〉 which should be small for vibrational Raman scat-
tering.






= Re µ̃a (1.18)














This is the sum-over-states expression for the (nonresonant) polarizability
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and is the quantity that must be calculated in order to simulate Raman
spectra. The transition polarizability reduces to the complex dynamic
polarizability when m = n, which is symmetric in the sense that α̃∗ab = α̃ba
(it is actually Hermitian). The transition version of the polarizability in
general possesses no such symmetry. Like any other tensor however, it



















ab − iα′sab ; α̃aab = αaab − iα′aab (1.21)































(ωjn − ω)(ωjm + ω)
Im(〈m|µa|j〉〈j|µb|n〉 − 〈m|µb|j〉〈j|µa|n〉)
(1.22)
If m = n then clearly α̃aab = 0 so antisymmetric Rayleigh scattering is only
possible for degenerate states, so that m 6= n while ωmn = 0. These four
tensors diverge if there is a state j for which ωjn ≈ ω or ωmj ≈ ω, i.e. if
the incident radiation is resonant.
To remove the singularity and accommodate resonance phenomena one
only needs to empirically include the finite lifetime of the excited states
into the picture. This can be accomplished by means of the substitution
9
ωj → ωj−iγj, where 2γj is the damping constant of the state j, and is zero








ωjn − ω − iγjn
+
〈m|µb|j〉〈j|µa|n〉
ωjm + ω + iγjm
)
(1.23)
The sign of the damping factor in the second term is justified by the fact
that it results from a complex conjugate. This expression is the most
general form of the Raman transition polarizability and it can be used to
describe a wide array of different phenomena.
1.4 Simplification of the Raman polarizabil-
ity
The summation in equation 1.23 runs, in principle, over all possible energy
eigenstates of the isolated molecule however, in order to apply the formula
in practical computations, the expression must first be simplified through
the separation of the different degrees of freedom of the system. Transla-
tional motion is always separable from the other molecular motions. This
is not the case for rotations, vibrations, and electronic degrees of freedom.
However, if one assumes both the Born-Oppenheimer and the rigid rotor
approximations, the wavefunction may be written as a direct product and
the corresponding energy is just the sum of the energies corresponding to
the different degrees of freedom:
|j〉 = |ejvjrj〉 = |ej〉|vj〉|rj〉 ; ωj = ωej + ωvj + ωrj (1.24)
The Raman transition polarizability (1.23) then may be written as:
α̃ab = 〈rmvmem|α̂ab|envnrn〉 (1.25)
10








ωjn − ω − iγjn
+
µb|ejvjrj〉〈rjvjej|µa
ωjm + ω + iγjm
)
(1.26)
This expression can, and must, be simplified. The only variable quantities
that enter the formula are the initial state n, the final state m, and the
angular frequency of the incoming radiation ω. Some assumptions may be
made right away. If the temperature is not too high the system will ini-
tially be in the electronic and vibrational ground states, which will also be
assumed to be nondegenerate. When Raman experiments are performed
the radiation frequency is chosen by the experimentalist, and usually lies
in the visible portion of the spectrum. This means that the radiation may
lie well below any electronic transition frequency, which implies that the
final state m will be in general an excited rotovibrational state lying on
the ground electronic Potential Energy Surface (PES), and this is what
happens in conventional Raman scattering. If, however, the incident ra-
diation is close to or even higher than an electronic transition frequency
of the molecule, then near resonance and resonance Raman scattering will
take place. These arguments suggest that further simplification requires
distinction between different cases.
The first thing that can be done is the removal of the rotational states
from the summation. First we look at the numerators: as a general rule
the transition dipole moment of two rotational or vibrational states with
very different quantum numbers will be small. This is reflected in the
selection rules for rotational and vibrational spectroscopy which only allow
transitions where the quantum number varies by ±1. Now we look at the
denominators: since ω is in the visible range of the spectrum ωrjrn and
ωrjrm will be negligible, unless ω is resonant with some vibronic transition,
but even then the damping terms will dominate the denominator for they
are of the order of at least tens of wavenumbers. The damping terms
themselves will also not depend upon the rotational state since rotational












ωjn − ω − iγjn
+
µb|ejvj〉〈vjej|µa
ωjm + ω + iγjm
)
(1.27)
and then this tensor must be integrated over the rotational coordinates
obtaining:
(α̃ab)mn = 〈rm|α̃ab|rn〉 = α̃αβ〈rm|lαalβb|rn〉 (1.28)
where lαa and lβb are the direction cosines of the space-fixed with respect to
the molecule-fixed frames of reference. To further simplify this expression
additional approximations must be made.
1.5 Vibrational Raman scattering
There are four cases that must be distinguished: whether the incident
frequency is resonant or not, and whether the final electronic state is the
same as the initial electronic state. In vibrational resonance Raman, as
opposed to vibronic Raman scattering, em = en so the latter assumption is
satisfied. If we assume the incident frequency to be non-resonant, then we
can remove all virtual vibrational states from sum-over-states expression,
similarly to what was done in the case of rotations. We can also safely as-
sume to be in the ground electronic state. In this case the polarizability is
simply given by 〈vm|α̂el|vn〉, where α̂el is the pure electronic polarizability,














The quantities that appear in this expression are the familiar vertical
excitation energies (ωj0) and electronic transition dipole moments. While
this sum-over-states expression is of great interest from a purely theoretical
point of view, it is computationally to expensive to use it directly because
of the very large number number of states needed to achieve convergence.
The calculation of the purely electronic polarizability (and its derivatives)
12
can be alternatively be achieved by means of linear response theory.11
Computing the derivatives of the electronic polarizability is crucial
because we still need to find its matrix element between the initial and final
vibrational states. A simple way to do this is to express the geometrical
dependence of the polarizability tensor using a Taylor expansion with









〈vm|Qa|vn〉+ . . . (1.30)
In vibrational Raman scattering vm 6= vm so the zero order term does
not contribute, therefore for a transition to be allowed there must be a
change in the polarizability along the normal modes. In the harmonic
approximation one obtains that the only one normal mode can be excited
at a time with vm = vm ± 1.
1.6 Vibrational resonance Raman scatter-
ing
If the incident frequency is close to an electronic transition of the molecule,
then the damping factors in the denominators of the transition polarizabil-
ity cannot be neglected. As a consequence, the closure over the vibrational
states is not possible, however different simplifications may be done. If the
incoming frequency is close to a electronic transition energy then the cor-
responding denominator will be very small, and the pertinent electronic
state will dominate the sum over states, therefore the contributions from
all other electronic states may be disregarded, unless they, too, are very
close in energy. In addition, of the two terms that make up the polariz-
ability, only the one with the resonant denominator will be significant (the
first one, in the case of Stokes scattering). The dipole moment operators
may be integrated over the electronic degrees of freedom (µ0j = 〈e0|µ|ej〉),
and expanded in a Taylor series around the equilibrium geometry similarly
































ωjn − ω − iγj
)
+ . . .
)
(1.31)
In these equations the “prime” indicates that the corresponding vibra-
tional state belongs to the excited electronic PES, furthermore ωjn =
ωeje0 + ωv′jvn and the same goes for the damping term. In the case of
resonance Raman scattering there are no selection rules available other
than those arising from the symmetry of the vibrational states. For a
given incident frequency those excited states that are closer to the res-
onance condition will contribute more to the summation because of the
smaller denominator. For larger molecules there is a very high density of
vibrational states though, which complicates things.
It is useful to derive a time dependent analog of the previous equations
that allows for a different approach for the calculation of the RR intensity,









ωjn − ω − iγj
(1.32)












e−i(ωjn−ω−iγj)t d t (1.33)
It is possible to get rid of the summation over the excited nuclear eigen-
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states by considering the following relations:
〈v′j| e−iωjt = 〈v′j| e
−i(ωej+ωv′j
)t
= 〈v′j| e−iĤjt/~ (1.34)
The exponent now contains the nuclear Hamiltonian corresponding to the
excited electronic state ej defined by Ĥj = T̂N + Uj(Q) which does not
depend upon the vibrational quantum numbers v′j and the closure relation









i(ωn+ω)t−γjt d t (1.35)
By retaining only the Frank-Condon terms of the expansion of the electric









〈vm| e−iĤjt/~ |vn〉 ei(ωn+ω)t−γjt d t (1.36)
This means that the RR spectrum can be viewed as being determined by
the time evolution of the initial vibrational wavepacket |vn〉 on the excited
state PES.
1.7 The experimentally measured quantity
As the molecular charge density oscillates, it emits an electromagnetic
radiation in all directions. In the preceding sections we have shown that
the induced molecular dipole moment µ̃ oscillating with a frequency ωs is
related to the incident field Ẽi via the formula µ̃a = αabẼ
i
b. We must now
find the intensity of the light generated by this dipole. The electric field





















Where the summation over repeated indices is implied, and ~n is the di-
rection of propagation of the scattered light. The presence of the term
nanbµ̃b ensures that the field Ẽ
s is perpendicular to the direction of prop-













At this point it is necessary to consider the particular experimental con-
ditions one aims to reproduce. In particular, both the incident and the
scattered radiation may or may not be polarized, and the angle between
the two radiations must also be specified. A common experimental con-
figuration involves scattering at a π/2 angle, with an incident radiation
that is perpendicular to the plane described by the two light rays (⊥i),
an unpolarized scattered radiation (‖s + ⊥s). Let us assume that the
incident radiation travels along the Y direction, and is polarized along the
Z axis, while the scattered radiation travels along the X axis. The above
expression becomes:

























Raman intensity is usually reported in terms of the scattering cross-section
σ′, which can be defined as the ratio of the scattered intensity through a
surface R2 d Ω (where d Ω denotes a solid angle) to the incident one (given
by ẼiẼi∗/4π), which is simply:






Y Z + α̃ZZα̃
∗
ZZ) (1.40)
Now we must realize that this expression has been written in the labora-
tory reference frame, and if the sample is isotropic we must average this
result over all possible molecular orientations. The molecular polarizabil-
16
ity expressed in the laboratory reference frame can be related to the one
computed in the molecule reference frame through a linear transformation
αab = laαlbβααβ, where the coefficients l are commonly called direction
cosines.12 Performing an orientational average then just requires the cal-
culation of an integral of a product of direction cosines. If we denote the
orientational average using a braket notation, we have 〈αab〉 = ααβ〈laαlbβ〉.
For the calculation of the Raman cross-section we require the average of




(δαβδγδ + δαγδβδ + δαδδβγ) (1.41)
〈lY αlZβlY γlZδ〉 =
1
30
(−δαβδγδ + 4δαγδβδ − δαδδβγ) (1.42)
These expressions can be used to rewrite the previous equation in terms of
the molecular polarizability in the molecule reference frame. After some
manipulation, we obtain the following expression for the Raman cross-
section:

























where we have introduced the mean polarizability a2, the symmetric anisotropy
g2, and the antisymmetric anisotropy d2,13 in terms of the symmetric and





In this chapter we shall briefly review the theoretical foundations of the
perturbational treatement of the anharmonic vibrational wavefunction,
which will be used to include the harmonic and anharmonic vibrational
effects in the calculation of Raman spectra, as well as other spectroscopic
properties.
2.1 The Quantum Harmonic Oscillator
2.1.1 The one-dimensional case
Before we dive into the theoretical treatement of the anharmonic oscillator,
it is first useful to retrace the steps involved in the treatement of its
harmonic counterpart, both for completeness and to establish and better
define the notation used throughout the chapter.
In the one-dimensional case, which is easily extended to three dimen-


















where, in the case of molecular systems, x and px may be regarded as
a normal coordinate (in unit of length) and its conjugate momentum,
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while m is the corresponding reduced mass and k is the force constant.
Rewriting it in mass weighted normal coordinates defined as Q =
√
mx










It is useful to define yet another set of normal coordinates (q, p) that are





q ; P =
√
~ω p =⇒ [q, p] = i (2.3)





~ω(q2 + p2) =
1
2
~ω(q − ip)(q + ip)− 1
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=⇒ [a, a†] = 1 (2.5)
Clearly the creation operator is the adjoint of the annihilation operator
and vice-versa. The two operators do not commute with the Hamiltonian,
in fact it is easy to see that [H, a] = −~ωa and [H, a†] = ~ωa†.
From the commutation properties just defined it is possible to calculate
eigenvalues and eigenstates of the Hamiltonian operator. We start by not-
ing that the energy cannot be negative because the Hamiltonian is a sum
of squares of self-adjoint operators (so for example 〈v|p2|v〉 = 〈v|p†p|v〉 ≥
0 ∀ |v〉 because the scalar product is positive definite). The names “cre-
ation” and “annihilation” given to the operators stem from the fact that
they can add or subtract a quantum of energy from an energy eigenstate.
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If we take a generic energy eigenstate |v〉 such that H|v〉 = Ev|v〉 we have:
Ha|v〉 = ([H, a] + aH)|v〉 = (Ev − ~ω)a|v〉
Ha†|v〉 = ([H, a†] + a†H)|v〉 = (Ev + ~ω)a†|v〉
(2.6)
which means that if |v〉 is an energy eigenstate so are a|v〉 and a†|v〉 but
the corresponding energy is respectively decreased or increased by ~ω. By
repeatedly applying the annihilation operator on an energy eigenstate it
would be possible to lower the energy to negative values, unless at some
point we find a|v〉 = 0. Hence the lowest energy state is obtained by
setting a|0〉 = 0|0〉 which means:












All other eigenstates with their energies can be found by applying the
creation operator onto the ground state the desired number of times (there







~ω ; |v〉 = Nva†
v|0〉 (2.8)
Where Nv is a normalization constant which depends on the vibrational
quantum number v. By employing the commutation relation it can be
shown by induction that:
a|v〉 =
√
v|v − 1〉 ; a†|v〉 =
√





The wavefunction corresponding to the ground and excited states can be
found by switching to the Schrödinger representation. The ground state
can be found from the identity a|Ψ0〉 = 0:






Ψ0(q) = 0 =⇒ Ψ′0(q) = −qΨ0(q) (2.10)
Ψ0(q) = N0 e
−q2/2 (2.11)
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Once normalized, the wavefunction for the ground state can be written as






















The excited states wavefunction can then be obtained using the previously
found formulas involving the creation operator written in the Schrödinger
representation. The eigenstates of the harmonic oscillator possess many
interesting properties, however the most useful for us is probably the sim-













(v + 2)(v + 1)
2
|v + 2〉+ 2v + 1
2
|v〉+ v(v − 1)
2
|v − 1〉 (2.14)
These expressions can be used to greatly simplify the formulas obtained
in the perturbative treatement of anharmonicity and in other areas such
as in the computation of Franck-Condon factors in vibronic and resonance
Raman spectroscopy.14–16
2.1.2 Vibrational frquencies of molecular systems
The application of the former treatement to the calculation of the vi-
brational frequencies of a molecular system is not actually straightfor-
ward because of two main problems. First, the expression of the Born-
Oppenheimer vibrational Hamiltonian, written in cartesian coordinates,
includes both translational and rotational contributions. While the for-
mer can be exactly removed by placing the origin of the reference frame
in the nuclear center of mass, the latter require the additional assumption
that the kinetic coupling between the vibrational and rotational motions
be weak. Second, the cartesian coordinates are coupled by the force con-
stants, therefore a new set of coordinates must be defined to separate the
Hamiltonian. In the following we shall assume that the considered sys-
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tems are non-linear, therefore if the molecule is composed of N atoms, the
number of vibrational modes is Nvib = 3N − 6.



















where the summation runs over all atomic coordinates, U(R) is the po-
tential energy surface, and the matrix U′′ contains the force constants
in cartesian coordinates. The Taylor expansion of the energy is centered
around the equilibrium geometry, in which the first order term (i.e. the
forces acting on the atoms) is zero. Similarly to the one-dimensional case,
the atom masses are combined with the cartesian coordinates, and the
Hamiltonian is first rewritten in terms of a new set of coordinates defined
by M1/2R, where M is the diagonal matrix containing the atom masses. In




1/2 = L†Ω2L (2.16)
Six eigenvalues are expected to be null since they correspond to the tranl-
sational and rotational motions, which can alternatively be projected out
before the diagonalization is performed. The remaining Nvib eigenvectors
of L are used to define the normal modes Q = L†M1/2R, while the corre-
sponding eigenvalues are the square of the harmonic vibrational frequen-
cies of the molecule, collected within the diagonal matrix Ω. A system of




2.2 Second Order Vibrational Perturbation
Theory
The harmonic approximation is not sufficient if an accurate description of
a molecule’s vibrations is required. One of the methods that can be em-
ployed to introduce the effects of anharmonicity employs time-independent
perturbation theory, where the zero-order (unperturbed) Hamiltonian is
harmonic, and all anharmonic contributions are assigned to a first or sec-
ond order perturbation, leading to second order vibrational perturbation
theory (VPT2). The third and fourth order terms in the Taylor expansion
of the electronic energy are thus recovered, and a kinetic energy term, ac-
counting for the coupling of rotations and vibrations, is also included:17–19































where the cubic and quartic constants k are the third and fourth deriva-
tives of the electronic energy with respect to the adimentional normal
modes, and Be and ζ denote the equilibrium rotational constant and the
Coriolis coupling constants, respectively. The last term is included in Ĥ2
along with the quartic derivatives. It should be noted that the perturba-
tion expansion has to include second-order terms, since a cubic potential
would be unbounded, therefore its exact ground state would have a diver-
gent energy.
The equations of perturbation theory typically involve infinite sum-
over-states formulas, however the properties of the harmonic oscillator
greately simplify the expressions. For instance, the first-order correction
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In principle the summation runs over all other vibrational states, however
the numerator in the expression is only nonzero for states that differ from
|v〉 for up to three quanta.
The well-known formulas of perturbation theory can then be applied
as long as there are no degenerate states, which require a separate treat-
ment, as can be seen from the denominator of the former expression, which
becomes singular if ωw ≈ ωv. In particular, the development of the nu-
merators in the perturbation expansions shows that the resonances that
can appear are of the type ωa ≈ ωb + ωc or ωa = 2ωb. Degenerate vi-
brational states always occur in the case of linear, symmetric top, and
spherical top molecules, whose symmetry point groups possess irreducible
representations with dimension greater than one. Therefore, in the fol-
lowing we restrict the treatment to asymmetric top molecules. Accidental
degeneracy, however, may also be present regardless of symmetry, leading
to resonances in the perturbation expressions. This is a major problem in
VPT2 since it severely affects the ability to extend the method to large
systems because, while the number of vibrational modes is proportional
to the number of atoms, the spectral region where the energies of these
modes lie remains the same, therefore the density of states increases with
system size, so the larger the system the more likely it is to be affected by
resonances.
The simplest way to treat resonances is to identify the offending terms
by comparing the denominators in the perturbative expansions with an
arbitrarily chosen threshold and simply removing them, a method known
as Deperturbed VPT2 (DVPT2). To improve accuracy however, the res-
onant terms can be reintroduced by treating them variationally in the
subspace of the near-degenerate states leading to the Generalized VPT2
(GVPT2).20–22 This method can yield very accurate results, however the
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identification of the resonant terms remains arbitrary and can lead to nu-
merical problems and discontinuities if a particular term is very close to the
threshold and, if the same system is treated using two different methods,
can be classified as resonant or not. To overcome this limitation other
methods have been proposed, such as the Degeneracy Corrected VPT2
(DCPT2)23,24 and, more recently, the Hybrid DCPT2 (HDCPT2),25 which
overcomes some of the limitations still present in DCPT2.
In DCPT2 all potentially resonant terms are rewritten in the general
form k2/2ε, where S is the sign, k2 carries the numerator and all mul-
tiplicative constants, while ε contains the combination of normal mode
frequencies that may give rise to a resonance. The term is then replaced






k2 + ε2 − ε) (2.19)
The expression on the right is non-singular even as ε approaches zero.
Otherwise, for small k, the two expresions coincide. However, if both
k and ε are large, then the DCPT2 expression is no longer close to the
correct VPT2 results. To fix this problem, the HDCPT2 method provides
a smooth transition between the pure DCPT2 and the VPT2 expressions
by weighting the two contributions by Λ and (1− Λ), respectively, where
the weight is defined as:25
Λ =
tanh(α(|kε| − β)) + 1
2
(2.20)
Where α and β are empirical parameters which control the smoothness of
the transition between the DCPT2 and VPT2.
It should be emphasized that without a reliable, automatic, and reason-
ably black-box and user-firendly method for treating resonances, it would
be practically impossible to apply VPT2 to larger molecular systems since
the number of possible resonant states tends to increase with system size,




Vibrational perturbation theory provides closed expressions for the an-
harmonic energies and wavefunctions, however the focus of this work is
directed towards the application of these concepts to the linear and nonlin-
ear light scattering of solvated systems. Light absorption and dispersion
phenomena which are first order with respect to the light-matter interac-
tion (i.e. purely electric phenomena) can be thought as originating from
the induced oscillation of the molecular dipole moment, which is related
to the external electric field through the molecular polarizability. Most
common spectroscopic phenomena can then be related to the polarizabil-
ity itself. For instance, in a one-photon absroption experiment it can be
shown10 that the intensity change d I due to absorption of monochromatic
light of angula frequency ω traveling in the z direction within an isotropic
sample can be expressed as:










where N is the numeral density of the absorbing species and α(g) is the
absorbitive (imaginary) component of polarizability. The simplification of
the transition polarizability tensor in the context of resonant and nonreso-
nant Raman scattering was presented in Chapter 1. We now analyze how
the VPT2 model can be applied to the computation of the anharmonic
contributions to the polarizability itself (both real and imaginary parts)
as well as to the Raman transition polarizability.
Let’s suppose that the molecule under investigation is in the electronic
ground state and in a possibly excited vibrational state |n〉. The sum-over-
states expression of the polarizability can be separated in an electronic
contribution, which is a sum over all excited electronic states, and a purely
vibrational one where the summation runs over the vibrational states lying
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on the ground Potential Energy Surface (PES):26,27



















The first term is a vibrational average of the purely electronic polarizabil-
ity, the second term is the pure vibrational polarizability and the dipoles
that appear in its expressions have already been integrated over the elec-
tronic degrees of freedom ( ~µ el = 〈0|~µ|0〉 ). Both expressions contain two
types of quantities: electrical (the electronic polarizability and dipole mo-
ment), and mechanical (the vibrational wavefunctions), both of which can
be a source of anharmonicity. The former quantities depend on the molec-
ular geometry and can be expanded in Taylor series around the equilibrium
















qa + . . . (2.24)
The expansions can be truncated at the desired order, however usually
one chooses to retain only the lowest-order terms that give a nonzero con-
tribution once they are plugged in equation 2.22. If the VPT2 vibrational
wavefunctions are used ( 〈v| = 〈v(0)| + 〈v(1)| + 〈v(2)| ) then we can write
the vibrationally averaged electronic polarizability as the sum of a purely
electronic term computed at the equilibrium geometry, plus a vibrational
correction:26,27
〈αelαβ〉 =αel0 + ∆vibαel (2.25)
∆vibα























In this case the mechanical anharmonicity enters through the semi-diagonal
cubic force constant kabb and there is no contribution from the second-
order terms. The pure vibrational contribution is much more difficult to
handle because the full anharmonic wavefunction must be used, and the
derivatives of the dipole moment up to the third order are included. The
total anharmonic polarizability is partitioned into four contributions ac-
cording to the degree of anharmonicity, specified using two apices, the frist
one denoting the electric anharmonicity, and the second one denoting the
mechanic anharmonicity, respectively:
αvibαβ = [µ













λa+b(na + nb + 1)− λa−b(na − nb)
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To simplify notation and improve readability we make the substitutions
µelα → X and µelβ → Y , while the pedices indicate derivatives with re-
spect to the adimentional normal modes. We also define the quanti-
ties λa = νa/(ν
2
a − ω2), λa±b = (νa ± νb)/((νa ± νb)2 − ω2), and ∆abc =
(ωa + ωb + ωc)(ωa − ωb + ωc)(ωa + ωb − ωc)(ωa − ωb − ωc), and νa denotes
the anharmonic vibrational energy of mode a. This formula does not only
allow the calculation of the anharmonic pure vibrational polarizability,
but can be also used to quickly derive the anharmonic IR absorption in-
tensities. To obtain the IR intensity for the generic transition |m〉 → |n〉
it is sufficient to take the limit ω → (νm−νn) and only retain the singular
terms. Intensities for the fundamental bands, first overtones, and 1+1
combination bands can be obtained this way. For example, in the case of
a first overtone band |0〉 → |2i〉, the singularity only appears within terms
proportional to λa+b, with a = b = i. By discarding all other terms and



























The term λi+i is singular. As argued in section 1.3, to resolve the singu-
larity we must introduce an imaginary component within the excited state
energies to account for their finite lifetime, i.e. we make the substitution








= f(ω) + ig(ω) (2.29)
Under resonance conditions (as the radiation frequency ω approaches the
transition energy νj) the real part f(ω) is negligible, whereas the imaginary
30











(ω − νj)2 + γ2
)
(2.30)
The part enclosed in parentheses is a Lorentzian distribution. The po-
larizability can then be plugged in equation 2.21 to obtain the full IR
intensity.
To compute anharmonic Raman intensities we must calculate the an-
harmonic transition polarizability. In Section 1.5 it was argued that the
pure vibrational component of the transition polarizability can be ne-
glected because the incident frequency, which appears in the denominator
of the sum-over-state expansion, usually lies in the visible range of the
spectrum. What remains is 〈m|αel|n〉, where the electronic polarizability
can be expanded in a Taylor series as shown in equation 2.23, while the an-
harmonic vibrational wavefunctions are used for both states |n〉 and |m〉.
The actual Raman intensity I is quadratic in the polarizability, therefore
it can be obtained by simply using a formula equivalent to equation 2.27:
IRaman ∝ [α2]0,0 + [α2]2,0 + [α2]1,1 + [α2]0,2 (2.31)
Each term is expanded in the same way, but the dipole moments are
replaced by the polarizabilities (αelαβ → X and αelγδ → Y ) and, as in
the case of IR absorption, only the residues corresponding to the desired
transition are kept. The rotational invariants which form the Raman
activity can then be computed, and the Raman cross-section is easily
derived by further multiplication by the frequency dependent factor, as
*This procedure must be done with great care. The first part of the denominator
is treated by using the relation (ν2j − ω2)
2
= (νj + ω)
2
(νj − ω)2 ≈ 4ω2(νj − ω)2, and
the 4ω2 is subsequently simplified. Since we want to keep a frequency dependence we
can’t just set νj = ω.





























described in section 1.7.
There is an alternative and equally rigorous way of obtaining the VPT2
IR and Raman intensities: rather than expanding the intensities directly,
one can first compute the anharmonic transition dipole moment (for IR)
or polarizability (for Raman) and only then square the result to obtain
the intensity.28,29 The resulting expressions are slightly different because,
when the transition property is squared, the products of higher order
terms from the two factors are included, whereas they are discared when
the intensities are expanded directly. High order perturbative corrections,
however, are expected to be small, therefore there should be very little
numerical difference between the two methods. Note that this difference
only manifests itself for fundamental bands, in fact the overtone intensity
shown in equation 2.28 exactly coincides with the one previously derived
from the expansion of the transition dipole moment.29,30 It should also
be mentioned that the dipole-expression has also been generalized to the
calculation of anharmonic vibrational circular dichroism spectra (VCD).31
In the case of fundamental bands the resulting expression for the transition
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(1− δij)(1− δik)(1− δil)
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−
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where the constants s0, s1, s2, and S, depend on the type of spectroscopy:
s0 = s1 = s2 = S = 1 for IR and Raman, while s0 = i~, s1 = 2i~,
s2 = 3i~, and S = −1 for VCD. One final issue must be addressed. It
can be seen that in [µ2]0,2, which accounts for the second-order mechanical
anharmonicity, there are some terms whose denominators are of the type
ωa − ωb. If any two normal modes are very close in energy, these denomi-
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nators may cause the computed anharmonic intensities to be unphysically
large compared to their harmonic counterparts. Unfortunately, the meth-
ods previously discussed used to treat resonances in the case of energies,
do not apply. An simple, albeit approximate, way to deal with this type
of resonances is to identify the resonant terms and, if the numerator is not
small enough to mitigate the effect of the resonance, remove the whole





One of the main themes in this work is the inclusion of solvation effects
within the computational description of spectroscopic properties in gen-
eral, and Raman spectroscopy in particular, with an emphasis on the
inclusion of such effects both at the electronic and vibrational level, as
well as the effect of the solvent on the electromagnetic radiation used to
probe the spectroscopic response, and the dynamical aspects of solvation.
Solvation effects are relevant in a multitude of chemical problems and in
the realm of spectroscopy in particular since most spectroscopic experi-
ments are actually carried out on solutions. The reason is not limited to
the difficulty in the production, handling, and analysis of gaseous sam-
ples, but also to the fact that many systems’ natural environment is the
solvated state, and the definition of the “system” of interest is more appro-
priately attributed to the solution as a whole rather than the solute itself.
Biological systems, for instance, owe part of their biochemical behavior
to the properties of their environment, and neglecting completely such
effects, while providing useful insights into the properties of the solute,
may yield results which do not apply to the same system in the solvated
state. The inclusion of solvent effects in the theoretical models allows the
computation of spectroscopic properties which are directly comparable to
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their experimental counterparts.
3.1 Computational modeling of solvated sys-
tem
From the point of view of the computational modeling of molecular sys-
tems, solutions are particularly challenging because of the seemingly gar-
gantuan increase in the dimensionality of the problem. A näıve approach
to an atomistic treatment of the whole system would be to consider the so-
lute surrounded by a sufficient number of solvent molecules to adequately
describe the solute-solvent interactions, as well as the direct and indirect
effects of the solvent on the molecular and spectroscopic properties of the
solute, and then perform a quantum mechanical calculation on the result-
ing cluster, in the same way one would treat an isolated system. This
approach however is problematic in two ways: first, the number of degrees
of freedom that should be treated is too great to be amenable with most
QM methods and, most importantly, a single solute-solvent configuration
cannot possibly be considered to be representative of the real system.
To solve these two problems, two limiting approaches can be employed.
On one end, one can rely on classical Molecular Dynamics (MD) to ade-
quately sample the configuration space of the solute-solvent system, and
thus generate a number of representative systems on which to perform the
QM calculations. For the latter, the solvent molecules can be treated at a
lower level of theory with respect to the solute part to reduce the compu-
tational cost. This approach has the advantage of preserving an atomistic
description of the solvent, though the computational cost is much greater
than a corresponding gas-phase calculation since, in addition to the need
of defining the solute-solvent interaction and its inclusion in the Hamilto-
nian of the solute, the calculation has to be repeated for each system in the
ensemble, and the reliability of the results is greatly affected by the quality
of the dynamics, which typically relies on a parametrized force-field. A
completely opposite approach is constituted by continuum solvation mod-
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els where the atomistic description of the solvent is forsaken in favor of an
implicit average over all solvent configurations.32
In this work we focused on the second choice of solvation models, using
in particular the Polarizable Continuum Model (PCM).32–36 In PCM the
solute is placed inside a cavity carved within a polarizable continuum
with given dielectric properties, which represents the solvent. The cavity
is molecule-shaped and is usually constructed as the union of a set of
interlocking spheres centered on the atoms, with radii equal to their van
der Waals radii, though more complex shapes are also possible.35
The dielectric continuum is characterized by its static (ε0) and optical
(ε∞) dielectric constants (the latter defined as the square of the refractive
index) which are used to determine the response of the medium to static
and dynamic electric fields, which can originate from either the solute
charge density (determined quantum-mechanically), or from an external
perturbation, and are commonly chosen to match those of the desired
solvent.
The electric potential VM due to the electron density and the nuclei of
the solute induces a surface charge density σ on the cavity surface Γ, which
can be computed using Poisson’s equation.37 The electrostatic potential
obeys Maxwell’s first law:
− ~∇ · ε~∇V = 4πρM (3.1)
where πρM is the solute’s charge density. The potential V = VM+VR is also













where n is a versor normal to the cavity surface. It can be shown that the






Ŝσ(~s ) = −(2π − D̂)VM(~s ) (3.3)
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where ~ns is versor normal to the cavity surface at the point ~s, and the













σ(~s ′) d~s ′
(3.4)
These operators only depend on the shape of the cavity, while the electro-
static properties on the medium enter explicitly, which can be rewritten
using a more compact notation as σ = Q̂VM = 〈Ψ|Q̂V̂M|Ψ〉, where V̂M
is the operator form of VM. We can also define the operator σ̂ = Q̂V̂M.
This method, which computes the charge density from the potential rather
than the field, is called Integral Equation Formalism (IEFPCM).38 The
equations presented here employ an integral formalism and a continuous
surface charge density, however all practical implementations have to rely
on a discretization procedure in order to represent the charges on the
cavity and all PCM operators using finite elements. All the results pre-
sented in this work employ the discretization by Scalmani and Frisch,39
which represents the surface charge using a finite number of charges, ly-
ing on the cavity surface, described using spherical Gaussian functions.
Other types of discretization exist,35 and new numerical strategies for the
solution of the IEFPCM equations are still being developed.40
The electrostatic component of the solute-solvent interaction can then
be computed by integrating the product of the electrostatic potential and




σ(~s )VM(~s ) d~s (3.5)
This solute-solvent electrostatic interaction introduces an additional mono-
electronic term in the Hamiltonian of the solute, therefore the electron
density of the solute must be recomputed accounting for this additional in-
teraction. Since the surface charge density depends upon the electrostatic
potential, the interaction operator is non-linear, therefore the computa-
tion must be repeated until self-consistency is achieved. More in detail,
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the Hamiltonian of the solvated system is:
Ĥ = Ĥ(g) + ĤR = Ĥ(g) +
∫
Γ
σ(~s )[Ψ]V̂M(~s ) d~s (3.6)
Where Ĥ(g) is the Hamiltonian of the isolated system. Solving the equa-
tion Ĥ|Ψ〉 = E|Ψ〉 yields the desired wavefunction. Because of the non-
linearity of the interaction operator, the expectation value of this Hamil-
tonian is not stationary, in fact the stationarity condition (under the nor-







σ(~s )[Ψ]VM(~s ) d~s (3.7)
where the interaction term is halved. The strategy for the resolution of
the QM problem for a molecule embedded in a PCM cavity follows what
is commonly done for isolated systems, in fact most common quantum
chemistry methods can be reformulated to include PCM.35
The effect of PCM on the energy alone can have strong consequences
for the computed spectroscopic properties since it can cause changes in
the conformational distribution of a molecule in solution, to the point the
most stable conformer of a molecule in solution may not even exist for the
same molecule in the gas phase.41,42 The presence of the solute-solvent
electrostatic interaction term in the Hamiltonian also carries over to the
calculation of energy derivatives, including forces (which determine the
molecular geometry) and response properties. Therefore, in addition to
the direct effect of the polarizable continuum on the energy and electronic
density of the solute, there is also an indirect effect on the shape of the
whole Potential Energy Surface (PES), with a consequent change in the
equilibrium geometry and vibrational manifold of the solute. All molecular
properties are affected by the presence of the solvent, and differ from the
gas-phase values.
PCM is capable of accurately treating the electrostatic component of
solvation, however in its basic formulation it neglects nonelectrostatic in-
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teractions such as dispersion and repulsion forces, as well as direct ef-
fects such as the directional component of hydrogen bonds. While it is
possible to introduce the treatment of nonelectrostatic effects into the
model,43–46 the results presented here only take these effects into account
in the estimation of solvation free energies whenever the population dis-
tribution of a molecule in solution needs to be accurately determined.
Specific solvation effects can be introduced by means of explicit solvation
models which treat some solvent molecules atomistically (super-molecule
approach),41,47–52 possibly with a polarizable QM/MM embedding53–56
however their quality and applicability strongly depends on the system
and the property. In general, whenever specific interactions greatly affect
the computed property, the choice of a discrete model leads to better re-
sults. However, continuum models still play an important role, because
the bulk of the solvent can be safely treated as a continuum. Much work
has been done in the past in this direction, leading to strategies exploit-
ing non-periodic boundary conditions,57,58 recently extended to include
solute-solvent mutual polarization effects.6,59–62
It should be mentioned that originally PCM followed an alternative






σ(~s ) = ~ns · ~EM(~s ) (3.8)
where ~EM is the electrostatic field generated by the solute. This formu-
lation presented numerical instabilities and was therefore replaced by the
aforementioned one, however this equation can still be useful for the mod-
eling of cavity field effects (see below).
In the following sections we shall explore the different molecular prop-
erties classified according to the nature and the frequency of the probing
electromagnetic field, but first it is necessary to investigate the effect of
the solvent on the electromagnetic field itself, since it is the latter that
generates the molecular response and, as will be shown later, the effect of
the solvent on the electromagnetic field can be of the same order as the
effect on the solute itself.
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3.2 Spectroscopic properties in a PCM frame-
work
One of the most powerful characteristics of PCM is the fact that it can
be effectively used to not only model the energetics of solvated systems,
but also employed for the calculation of molecular properties and spectro-
scopic intensities by redefining the quantum-mechanical quantities that
relate to the target property to include PCM terms that can be derived
from the expression of the Hamiltonian of the solute embedded within the
cavity. In modern implementations the cost of such property calculations
do not significantly differ from the corresponding calculations performed
for the isolated system, making PCM a very cost-effective method to in-
clude solvation effects in most QM calculations.
In general, molecular properties, including electric and/or magnetic
field-induced ones which can be related to spectroscopic responses, can be
expressed by means of response theory, and then related to appropriate
derivatives of the free energy of the (solvated) system. As detailed in the
previous section, in PCM the molecular free energy contains explicit terms
which must be carried in all analytical expressions of energy derivatives,
and response equations. Note however that particular care has to be
taken in this case, for the response of the medium to an oscillating field
differs from the static case, therefore a nonequilibrium free energy must
be employed in this case, depending on the timescale of the phenomenon
under study. The phenomenological aspects of nonequilibrium solvation in
the context of spectroscopy will be discussed in more detail in the following
sections.
The extension of derivative methods commonly employed for the cal-
culation of molecular properties of gaseous systems to PCM is possible
thanks to the fact that the free energy obeys the Hellmann-Feynman the-







PCM has thus been implemented for the calculation of molecular forces
and harmonic frequencies64–69 (related to the first and second geometri-
cal derivatives of the energy, respectively), which paved the way for the
calculation of Infra-Red spectroscopic intensities for molecules in solution
under vibrational nonequilibrium conditions.70,71 This formalism has also
been extended to the calculation of Raman spectra,72–74 which are related
to the derivatives of the electronic polarizability, and its chiral variant,
Raman Optical Activity.75 PCM has also been used to model polarizabil-
ities and higher-order electric field properties of solvated systems,76–80 as
well as magnetic-field properties,81–86 for which the problem of the gauge-
dependence of the computed values has also been addressed. Finally, PCM
has also been extended to the modeling of excited-state properties of sol-
vated systems,87–90 allowing the simulation of absorption and emission
spectra.
For these reasons, in this work, we chose to rely on PCM to include
solvent effects in all our calculations, especially considering that the eval-
uation of anharmonic effects in a VPT2 approach, presented in the previ-
ous chapter, relies on a large number of numerical derivatives of the force
constants and molecular properties, therefore we require a very reliable,
cost-effective, and numerically stable method that is able to include sol-
vation effects in both the PES, and in all molecular properties we wished
to consider.
3.3 The effect of the solvent on the electro-
magnetic field
The most common method of choice for probing molecular properties is
spectroscopy, where the system is exposed to an external static or dynamic
electromagnetic field, and the response of the system (usually in the form
of a scattered radiation) is recorded. From the theoretical and computa-
tional point of view, molecular properties can be related to the derivatives
of the energy with respect to the electromagnetic field interacting with
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the system or an internal perturbation, such as a molecular vibration or
the magnetic moments of the nuclei.26 As explained in the previous sec-
tion, the presence of the solvent alters the electronic density and the PES
of the solute, therefore there are both direct and indirect effects to all
molecular properties of the solvated systems with respect to the gas phase
values. The solvent, however, also affects the external electromagnetic
field before it can reach the solute and generate the molecular response,
therefore, from the theoretical point of view, all energy derivatives with
respect to the electromagnetic field must be redefined to take this effect
into account in order to compute quantities that can directly compared
with their experimental counterparts.
Early attempts to address this problem lead to the widely used On-
sager model,91 which treats the solute as a point dipole ~µ placed at the
center of a spherical cavity of radius a within a polarizable medium, with
dielectric constant ε, representing the solvent. The point dipole naturally
induces a charge density on the cavity surface therefore, in the absence of
external fields, the molecule experiences only what is commonly referred
as the reaction field ~ER due to this dielectric polarization. If an external
static electric field ~Eext is applied to the system, it will be screened by
the dielectric before it can reach the molecule, resulting in a cavity field
~EC which is different than the external one. Under these strict assump-
tions the local electric field at the center of the cavity can be analytically
computed as:91









This equation is also valid in the case of dynamic fields if the dielec-
tric constant ε is replaced with the square of the refractive index of the
medium n2 in the expression for EC. While this model is very useful for
the description of the phenomenological aspects of the problem, and for
the definition of the different contributions that are present in the physical
system, it relies on rather strong assumptions. A notable consequence is
that the resulting cavity field factor is the same for all solutes, and only
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depends on the dielectric properties of the solvent.
PCM can effectively model all these effects more realistically, as the
dielectric continuum interacts with the whole density of the solute com-
puted quantum-mechanically, rather than with the sole dipole term, while
the cavity is molecule-shaped, therefore it differs for every solute. For
gas-phase calculations of electric-field properties, such as the electronic
polarizability, the energy is differentiated with respect to the external ap-
plied field, but for solutions the external field should be replaced with the
cavity field actually experienced by the molecule. The problem can also
be reformulated by considering the external field as acting on an effective
dipole moment, which is the sum of the molecular dipole moment ~µ and
the dipole moment µ̃ arising from the polarization induced by the solute
on the cavity surface:70,79,92
~µeff = ~µ+ µ̃ (3.11)
It can be shown70 that this formulation, based on an effective molecular
dipole moment, is equivalent to the one previously introduced. As will
be explained in greater detailed in the following sections, this effective
dipole moment replaces the molecular dipole moment in all calculations
involving the perturbing field, e.g. in the response calculations used to
compute molecular polarizabilities.
The term µ̃ only depends on the shape of the cavity and the dielectric
properties of the medium. To derive a formula for its computation we can
consider the interaction energy between the external field and the surface
charge density on the cavity:∫
Γ




ext(~s ) d~s =
∫
Γ
σext(~s )VM(~s ) d~s
(3.12)
where the newly defined σext is the surface charge density induced on
the cavity surface by the external electric field. This interaction can be
expanded in multipole moments, and the term that is linear in the external
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electric field is, of course, the dipole term:






· ~Eext d~s =⇒











therefore the calculation of the effective dipole only requires the molecular
electrostatic potential computed at the cavity surface and the construc-
tion of the operator Û (from equation 3.8), which only depends on the
cavity shape and the dielectric constant. In particular, the static dielec-
tric constant is used for static fields, while the optical dielectric constant
is used in the case of dynamic fields. Note that the calculation of some
properties requires the differentiation of the dipole moment (e.g. Infra-Red
intensities). In those cases explicit cavity field terms may appear where
the dipole moment µ̃ is also differentiated.
3.4 Dynamic aspects of solvation
A solvated system is not a static entity, it evolves in time with all its
degrees of freedom, each with its own characteristic timescale. Because of
the coupling established by the solute-solvent interactions, the evolution
of the solvent is not independent of the solute: the solvent responds to
changes in the solute’s electronic density, geometry, and vibrational state.
However, since the translational, rotational, vibrational, and electronic
degrees of freedom of any molecule naturally evolve with very different
characteristic timescales, a solvent may not instantaneously readapt it-
self to fast changes in the solute, entering a nonequilibrium configuration.
These considerations are of particular relevance in the context of molecu-
lar properties that are probed by dynamic electromagnetic fields. These
include frequency-dependent electric polarizabilities and hyperpolarizabil-
ities, spectroscopic observables such as infra-red or UV-vis spectra, nuclear
magnetic shieldings, and mixed electric-magnetic properties such as opti-
cal rotations.
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A dielectric medium’s response to a dynamic electromagnetic field is
usually modeled via its dynamic dielectric constant, which is in general
separated into its real and imaginary parts, to model both dispersion and
absorption phenomena, however the imaginary part can be neglected when
the frequency of the radiation lies within regions of the spectrum where the
material is not absorptive. Figure 3.1 shows, as an example, the real part
of the water dielectric constant plotted against the frequency of the radia-
tion.93 In the visible region of the spectrum it assumes an almost constant
value of 1.78, in contrast to the static value of 78.3. This huge difference is
mainly due to the fact that, for static fields, the water molecules are able
to respond to the perturbation with all their degrees of freedom, includ-
ing the translational ones, resulting in a partial alignment of the water
molecules along the direction of the applied electric field, whereas for a
visible radiation the frequency of oscillation is too high for such a rear-
rangement to take place. Similar considerations apply in the context of
molecular properties of solvated systems, where the charge density of the
solute evolves in time with a frequency that, for first-order properties, is
equal to the one of the incident radiation. The solvent cannot follow the
evolution of the solute with all its degrees of freedom and, depending on
the characteristic timescale of the perturbation, some of them shall remain
static, hence a nonequilibrium configuration is created. If the radiation
is in the UV range of the spectrum, the solvent can only respond with
its electronic degrees of freedom, while the vibrational, rotational, and
translational ones remain static.
These effects can be formalized in PCM by separating the solvent po-
larization ~P into an equilibrium and a nonequilibrium contribution, the
first accounting for the degrees of freedom of the solvent which can be con-
sidered fast with respect to the time evolution of the solute, and the second
accounting for the “slow” degrees of freedom, which remain static:71,87
~P = ~Pfast + ~Pslow (3.14)
The selection of the fast and slow degrees of freedom is dependent on the
46
particular timescale of the phenomenon under study, so, for instance, if
the incident radiation lies in the mid-infrared region then the vibrational
degrees of freedom contribute to the fast component of the solvent polar-
ization. This binary partitioning of the solvent polarization is, of course,
an approximation, and may not hold for all frequencies.
In PCM the fast and slow components of the solvent polarization are
represented by two distinct surface charge densities, and while the first
is computed using the static dielectric constant of the solvent, the latter
is computed using the frequency-dependent dynamic dielectric constant.
The details of this kind of calculations depend on the specific type of
properties to be computed. The relevant literature will be referred in
later chapters.
Even in the absence of external fields, the problem of nonequilibrium
solvation arises when the vibrational properties of the solute are taken into
consideration. The laws of quantum mechanics require that, even if the
temperature of a system approaches absolute zero, the vibrational motion
of a system never disappears. The characteristic timescale of a molecular
vibration is usually much faster than that of a rotation or translation,
therefore as a solute vibrates the corresponding solvent degrees of free-
dom cannot instantaneously adapt to it, resulting in a nonequilibrium
solute-solvent configuration. Conversely, the electronic and vibrational
degrees of freedom of the solvent possess the ability to remain at equilib-
rium with the solute. This effect should be taken into consideration when
using PCM to compute the vibrational frequencies and normal modes of
a solvated system because, by using the static dielectric constant of the
solvent in the computation of the solvent-specific terms involved in the
calculation, one would implicitly assume that all degrees of freedom of
the solvent are responding instantaneously to the (geometrical) perturba-
tion of the solute. This problem can be addressed in the aforementioned
way, by splitting the solvent polarization into two contributions, with the
“slow” contribution computed using the optical dielectric constant of the
solvent.71 Note that the issue of vibrational nonequilibrium does not only
arise in the context of vibrational properties, but also in the computation
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of vibrational contributions to electronic properties such as electric polar-
izabilities and magnetic shieldings, as well as when dealing with vibronic
contributions to electronic absorption spectra.3 Note that in the case of
vibrational contributions to electronic properties, as well as for proper-
ties that are intrinsically mixed electronic and vibrational, such as Raman
spectra, there are two levels of nonequilibrium solvation that should, in
principle, be treated:72 an electromagnetic field in the UV-vis region of the
spectrum induces a perturbation on the solute whose timescale is much
higher than a molecular vibration, therefore the vibrational motion of the
solvent contributes to the “slow” part of the solvent polarization in the
determination of the electronic property, while for the computation of the
derivatives of the energy and the property itself with respect to the nuclear
displacements of the solute (which are used to compute the solute vibra-
tional frequencies, and for the vibrational averaging of the property under
consideration) the vibrational degrees of freedom of the solvent contribute
to the “fast” component of the solvent polarization (since the character-
istic time of a solvent vibration is not significantly different than that of
a solute vibration). In the case of pure-vibrational properties, such as
Infra-Red (IR) intensities, only the vibrational nonequilibrium need be
considered. It should be clear from this brief discussion that any theoreti-
cal calculation involving a solvated system should be performed with care,
and with a clear understanding of the underlying physical phenomenon in
mind, in order to identify the different contributions that give rise to the
molecular response, and the best way to compute them.
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Figure 3.1: Real part of the dielectric constant of water.93 The line is
highlighted in purple, green, and red in the UV, visible, and IR regions of
the spectrum, respectively. At infinite wavelength the dielectric constant




The calculation of the
electronic polarizability
At the harmonic level of theory, non-resonant Raman spectra can be sim-
ulated by computing the geometrical derivatives of the electronic polar-
izability with respect to the normal modes of vibration of the system.
In addition to the Raman spectrum per se, however, the required geo-
metrical derivatives are also the ingredients used to compute vibrational
contributions to the polarizability itself. Before we attempt to simulated
Raman spectra, therefore, it is interesting to assess the performance of
the chosen model in reproducing electronic polarizabilities (both static
and frequency-dependent) when all relevant contributions are included.
The text has been readapted from the original publication.1
4.1 Linear and non-linear optical properties
of solvated systems
Linear and nonlinear optical properties, especially (hyper)polarizabilities,
of molecular systems are of remarkable and increasing interest in a number
of research fields, on both a fundamental and a technological level.94–96
In this context, the role of quantum mechanical approaches for comple-
menting experimental studies is continuously increasing from both the
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point of view of the dimensions of the systems amenable to accurate
computations, and of the inclusion of dynamic and environmental effects
in addition to intrinsic stereo-electronic ones. Even pending further de-
velopments for specific shortcomings, last-generation density functionals
are providing sufficiently reliable results for the nonlinear properties of
isolated molecules at their equilibrium geometries97 to warrant consid-
eration of additional effects. As a matter of fact, a number of studies
have demonstrated the importance of both vibrational and environmental
contributions to (hyper)polarizabilities.77,98–100 These contributions can in
many cases be significant and in some circumstances (especially for the
static case) even dominate over the electronic equilibrium value of the
isolated system (αeq). Among the various terms, the zero-point contribu-
tion (∆ZPα) arises from harmonic and/or anharmonic nuclear oscillations
around the equilibrium geometry. This term is equivalent to vibrational
averaging effects on other electronic properties4,5,29,101 and can be com-
puted once first and second derivatives of polarizability with respect to
geometric parameters are available. Next, the pure vibrational contribu-
tions (αv), including both harmonic and anharmonic terms, arise from
excitations within the vibrational manifold of the electronic ground state,
rather than the electronic excited states, as is the case for the electronic
contributions to the (hyper)polarizabilities. Depending on the specificity
of the system under study and the experimental conditions that one is
set to reproduce with the chosen theoretical model, some, or even all,
of these effects may be needed to achieve the desired accuracy. Finally,
proper treatment of environmental effects, even in the context of contin-
uum methods (i.e. in the absence of specific system-environment interac-
tions) requires implementations going well beyond standard models and
including nonequilibrium and local field effects. Following previous work
in our group we have now implemented also these terms in the general
anharmonic model sketched above. This allows the proper consideration
of all the dominant effects and the disentanglement of their relative con-
tribution to the overall experimental outcome. In this first report we will
be concerned with polarizabilities (both static and frequency-dependent)
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only, whereas hyperpolarizabilities will be dealt with in forthcoming stud-
ies. After a short presentation of the essential physical-mathematical back-
ground and of implementation and computational details, we will discuss
specific examples in order to illustrate the possibilities and the reliability
of this computational tool. The general aim is to show that, apart from
the specific interest of the studied systems, a robust and user-friendly com-
putational tool is now available for complementing experimental analyses.
4.2 Theory
4.2.1 The molecular polarizability
Whithin the Born-Oppenheimer approximation the molecular polarizabil-
ity (both static and frequency-dependent) can be written as the sum of
three terms:26,27
α = αeq + ∆ZPα + α
v (4.1)
The first term denotes the electronic polarizability of the molecule at the
equilibrium geometry, the second term is its zero-point vibrational cor-
rection, and the last term is the pure vibrational polarizability. When
computing the two vibrational contributions we assume that only the
ground vibrational state is populated. The electronic term, which can
be computed by means of response theory with most electronic structure
methods, is expected to be the most important of the three, both in the
frequency-dependent case and in the static limit. Previous studies how-
ever have pointed out that in order to obtain accurate results, the effect
of molecular vibrations should not be ignored.98–100 The two vibrational
terms in equation 4.1 are of very different nature. The pure vibrational
polarizability can be related to the change of the electric dipole moment










where µ is the electric dipole moment, ωw0 is the difference between the
energy of the state w and the ground-state energy, ω is the angular fre-
quency of the electric field, |0〉 is the vibrational state of the molecule,
and the summation runs over all other vibrational states belonging to the
same electronic level. It is clear from this expression that, as ω increases,
the pure vibrational contribution goes to zero, it is therefore expected to
be negligible in the case of light in the UV-visible range of the spectrum.
This term can instead be significant in the case of the static polarizability.
The zero-point correction to the electronic polarizability stems from the
fact that the latter is computed for the molecule at the equilibrium geome-
try, but even at zero absolute temperature the nuclei cannot be considered
fixed. Any electronic property, such as the electronic polarizability, can
thus be averaged using the vibrational wavefunction of the system, giving
rise to the remaining terms of equation 4.1. Contrary to the pure vibra-
tional term, the vibrational correction can give a significant contribution
both in the static and in the frequency-dependent case. The calculation
of the vibrational terms requires a model for the potential energy surface
(PES) of the system. The harmonic approximation is usually invoked in
this case, where the electrostatic potential is expanded up to the second
order, giving a description of the molecular vibrations in terms of nor-
mal modes. The harmonic approximation however may not be accurate
enough to provide an adequate description of the system, and inclusion
of anharmonicity effects has been shown to be crucial in the modeling of
electronic properties.4,5,29
In the case of the static polarizability an additional term is usually in-
cluded: a static electric field causes molecules with a non-zero dipole mo-
ment to partially reorient along the field axis,104 so a direct experimental
measurement of the static polarizability of a system naturally includes a
term which depends on the dipole moment of the system and the temper-
ature. This term, denoted in the following by αµ, is equal to |µ|2/3kBT
for a molecular system in the gas phase. This quantity should be added
to the computed static polarizability before any meaningful comparison
with experimental findings is made.
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4.2.2 Anharmonicity effects on the polarizability
In this work we model the anharmonicity of the PES using our implemen-
tation20,21,25,30 of second-order vibrational perturbation theory (VPT2)
which is able to provide an accurate description of both anharmonic vibra-
tional energies and wavefunctions. Within the framework of perturbation
theory it is also useful to expand electronic properties which depend on
the molecular geometry, such as the dipole moment or the electronic polar-
izability, in a Taylor series around the equilibrium structure and truncate
the expansion at the required order. Usually, one only keeps the lowest-
order that gives a non-zero contribution if combined with the harmonic vi-
brational wavefunction. However, if anharmonicity effects are introduced,
the effects of the so-called electric anharmonicity (i.e. contributions from
higher-order terms in the electronic property expansions) should also be
considered. In the case of electronic properties we are considering here, the
anharmonic wavefunction obtained via VPT2 can be combined with the
Taylor expansions of the electric dipole moment and electronic polarizabil-
ity to rewrite the previous equations, giving explicit expressions for both
the vibrational average and the anharmonic pure vibrational polarizabil-
ity. The vibrational average results in two terms, the first one accounting
for the mechanical anharmonicity, and the second term accounting for the
electric anharmonicity. This separation is denoted by the indices in the
apex, the first one denoting the level of electric anharmonicity and the


























= [α]0,1 + [α]1,0
(4.3)
The pure vibrational terms can be treated in a similar way obtain-
ing explicit formulas that depend on the derivatives of the electric dipole
moment, in addition to the cubic and quartic force constants. The total
value is separated into a harmonic term and three anharmonic contribu-
tions which are distinguished according to their degree of mechanical and
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electric anharmonicity:
αv = [µ2]0,0 + [µ2]0,2 + [µ2]1,1 + [µ2]2,0 (4.4)
We compute these terms using the formulas obtained by Bishop et al.26,27,102,103
albeit with a slightly different expression for the [µ2]0,2 term, shown in the
Appendix, since we found the original expression for this term reported
in the literature to be incorrect. Anharmonic calculations tend to be very
expensive for medium-large sized systems because they require the eval-
uation of force constants up to the fourth order, as well as high-order
geometrical derivatives of the electronic properties under investigation. If
the harmonic frequencies can be computed analytically, all the required
anharmonic terms (i.e. all third derivatives and fourth derivatives with up
to 3 different indices) can be found by numerical differentiation of lower-
order terms by displacing the atoms along each normal mode both in the
positive and in the negative directions. This number of separate calcula-
tions that must be performed scales with system size, therefore particular
care should be taken in the case of larger systems. Fully analytical imple-
mentations for the calculation of zero point vibrational corrections to the
polarizability have also been proposed.105–107
4.2.3 The molecular polarizability of solvated sys-
tems
Polarizabilities and hyperpolarizabilities describe a system’s response to
an external static or dynamic electric field. If the system under consid-
eration is a solution, the mutual interactions between the solvent, solute,
and the electromagnetic field, should all be considered in determining the
system’s response. Even in the absence of an external radiation a sol-
vent induces profound changes in solute molecules: the electron density,
ground-state geometry, and conformational distribution are all affected,
and these changes are reflected in all molecular properties, including re-
sponse properties. When considering electric-field induced responses, in
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addition to the effect on the solute, the effect of the solvent on the field
itself should be considered.108 The solute’s response is caused by the field
locally acting on it, which is different than the external field because of
the solvent’s screening effect. Traditionally the problem is addressed via
the Onsager-Lorentz model,91 which is based on the assumption that the
molecule can be treated as a point-like electric dipole at the center of a
spherical cavity within a polarizable continuum, the latter representing the
solvent. The local field can then be related to the external field through
a simple multiplicative factor which only depends on the solvent’s static
dielectric constant (ε) for static fields ( ~E loc), and on the solvent’s optical










The Onsager-Lorentz model has often been used in reverse, to estimate a
molecule’s gas-phase polarizability and hyperpolarizabilities from experi-
mental data measured in solution. This model is, however, very crude, as
it only reduces the solute’s electron density to the sole dipole term, and
assumes a spherical cavity regardless of the molecular shape. Notably, the
computed factors are the same for every solute as they only depend on
the solvent’s dielectric properties.
In this work we treat solvation effects by means of the polarizable con-
tinuum model (PCM),35,36 which treats the solvent as a polarizable con-
tinuum with given dielectric properties. The molecule, treated quantum-
mechanically, is placed inside of a molecule-shaped cavity carved within
the polarizable continuum, and a mutual polarization between the so-
lute’s electronic density and the dielectric continuum is established. The
solvent’s polarization affects the solute through appropriate terms that
are added to the Hamiltonian, which can be carried over to molecular
property calculations, including response properties. PCM, therefore, can
treat both the “direct” solvent effect on the electronic density and the
“indirect” effect on the molecular geometry. PCM can also be used to in-
tegrate local-field effects in the calculation in a more accurate way than the
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Onsager-Lorentz model, by introducing the concept of “effective” molecu-
lar response properties, which directly describe the response of the solute
to the external field in the liquid.109 As in the Onsager-Lorentz model,
local field effects on the static (hyper)polarizabilities are computed using
the solvent’s static dielectric constant, whereas their dynamical counter-
parts are computed using the optical dielectric constant (i.e. the square
of the refractive index). Note that the sum-over-state expression for the















In the case of the electronic polarizability of a system in the gas phase we
have V̂ω = −~µ · ~Eω. In the condensed phase we should use the local field
~E loc instead of the external field. Alternatively, as already mentioned
above, we may consider the external field acting on an effective dipole
moment µ eff which, in the PCM framework, can be easily computed as a
sum of the dipole moment of the solvated molecule and a contribution due
to the charge density induced by the molecule on the cavity surface. The
effective dipole moment replaces the molecular dipole moment in the V̂ω
term only, therefore calculations including local-field effects must be done
with care, using the two different dipole moments where appropriate.92
In the case of response properties induced by time-dependent fields,
additional solvent effects, related to the dynamical aspects of solvation,
should be considered. Dynamical polarizabilities and hyperpolarizabilities
describe a system response to oscillating fields, usually in the visible range
of the spectrum. The solute’s electronic density evolves in time according
to the characteristic time-scale of the perturbation, and while some degrees
of freedom of the solvent are able to instantaneously rearrange to the new
solute electronic density, others remain static, entering a nonequilibrium
configuration. For visible light, it can be assumed that only the electrons
of the solvent molecules will be able to rearrange themselves to the oscil-
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lating solute electronic density, while the nuclei will remain fixed. This
effect is included in the calculation of the electronic component of optical
rotation within the PCM framework by separating the solvent polarization
into two different contributions,89 one accounting for the “fast” degrees of
freedom of the solvent, and one induced by the “slow” degrees of freedom,
responsible for the nonequilibrium effect. This electronic nonequilibrium
effect does not apply to the case of static polarizabilities.
4.2.4 Combining solvation and vibrational effects
Solvent effects described so far apply to the calculation of the electronic
polarizability, however, the focus of this work is the modeling of vibrational
effects on polarizabilities of solvated systems. The presence of a solvent al-
ters the PES of the solute molecules, with repercussions on all vibrational
properties, including vibrational frequencies,111,112 infra-red (IR) and vi-
brational circular dichroism (VCD) spectroscopic intensities,28,31 and, of
course, pure vibrational components and vibrational averages of electronic
properties. PCM can be effectively used to include these effects in ab-initio
calculations, however, special care should be taken when considering the
appropriate solvation regime to be adopted. The solute’s vibrational mo-
tion causes an additional nonequilibrium polarization in the solvent be-
cause its translational and rotational degrees of freedom cannot evolve
within the time-scale characteristic of a molecular vibration. As in the
case of electronic nonequilibrium, in PCM a separate set of polarization
charges can be defined to account for the nonequilibrium polarization. The
free-energy of the system can thus be rewritten and differentiated to yield
the nonequilibrium vibrational wavefunction and vibrational frequencies.
This treatment can also be extended to the calculation of the anharmonic
force field, and to the geometrical derivatives of all molecular properties.
In the case of (hyper)polarizabilities we require the property first and di-
agonal second derivatives with respect to the normal modes to compute
the vibrational correction, and also the derivatives of the dipole moment
to compute the pure vibrational contributions. Note that all quantities
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are computed with the inclusion of local field effects and, in the case of
dynamical (hyper)polarizabilities, electronic nonequilibrium effects. For










Where the summation runs over all normal modes, λa = (ω
2
a−ω2)−1, and
all quantities bearing an over-line are computed in the vibrational nonequi-
librium regime. Anharmonic contributions and the zero point correction
can also be treated in a similar way.
This approach yields physically consistent quantities that can be di-
rectly compared with experimental data, which no longer need to be em-
pirically corrected to estimate the solvent’s contributions.
4.3 Computational details
All calculations were performed using a locally modified version of the
Gaussian09 quantum chemistry suite of programs.113 The CAM-B3LYP114
functional was used for all systems since it has been reported to yield
reliable results for both the electronic and pure vibrational polarizabil-
ity.97,115,116 Different functionals were also tested, including B3LYP,117,118
M06-2X,119 PBE0,120 and ωB97X,121 with consistent results, reported in
the Appendix, showing the computed property to be rather robust with
respect to the change of functional, especially for the long-range corrected
CAM-B3LYP and ωB97X, which are particularly appropriate for the push-
pull systems here analyzed.
The considered systems are shown in figures 4.1 and 4.3. For all cal-
culations concerning pNA and dNA we used the aug-cc-pVDZ122 basis
set, whereas we employed the 6-31+G* basis set for DPDCP and the
bichromophoric system in figure 4.3. Solvent effects were accounted for
using PCM,35,36 with the addition of local field and nonequilibrium effects.
Molecular cavities were built using a set of interlocking spheres centered on
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Figure 4.1: Structures of the first three systems studied.
static and optical dielectric constants used are ε = 2.27 and εopt = 2.25 for
benzene, ε = 2.23 and εopt = 2.13 for CCl4, and ε0 = 2.21 and εopt = 2.02
for 1,4-dioxane. In the following tables we report the isotropic polarizabil-
ities (the trace of the polarizability tensor divided by 3) αis, as well as the
longitudinal component (along the molecular axis) αzz. All polarizabili-
ties are reported in cm3 mol−1, and all solution values include local field
effects and are computed in the vibrational nonequilibrium regime, unless
otherwise stated.
4.4 Numerical results
Para-nitroaniline (pNA, figure 4.1a) is a prototypical push-pull system
whose linear and nonlinear optical properties have received much atten-
tion in the literature, both theoretically and experimentally, and previous
results allow us to test the model and make useful comparisons.123–129
We optimized the geometry of the molecule in the C2v symmetry. This
geometry however results in a vibrational mode with an imaginary fre-
quency with modulus 238 cm−1, meaning it is actually a saddle point.
The incriminated mode is the umbrella motion of the aminic group, so
the lowest-energy geometry would have a Cs symmetry and a pyramidal-
ized NH2 group. We computed the energy profile for the umbrella motion
and found that the energy barrier is very low (about 50 cm−1), too low
to support a single vibrational mode. At the present time we lack a rig-
orous treatment for double-well potentials, though some approaches have
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been proposed,130–132 therefore we preferred to perform all calculations
on the C2v structure, which is surely more representative of than the Cs
one, and discard the contribution of the imaginary frequency mode to
the pure vibrational and zero-point contributions. Figure 4.2 shows the
contribution of each normal mode (except the imaginary frequency one)
to the zero-point and harmonic pure vibrational static polarizability of
pNA in vacuo. It must be emphasized that the two contributions are
unrelated since the first is computed from the polarizability derivatives
while the second depends on the dipole derivatives. For a C2v molecule
such as pNA this implies that they obey different symmetry rules, e.g. a2
modes give a vanishing pure vibrational polarizability but they contribute
to the [α]1,0 term in the zero-point polarizability, while the [α]0,1 term orig-
inates solely from the total symmetric modes. The greatest contribution
to the pure vibrational polarizability comes from mode 30 (a symmet-
ric N-O stretching), followed by modes 25 and 36, which are symmetric
bending motions of the hydrogen atoms (see the Appendix at the end of
this chapter for a graphical representation of the modes mentioned in the
article), while modes 19 and 30 contribute the most to the zero-point po-
larizability. While some modes give particularly high contributions, it is
not possible to discard some of them a priori with the aim of reducing
the computational cost, as the contributions from other modes add up to
give non-negligible values. A similar conclusion was previously reached in
the case of different molecular properties, including magnetic and mixed
electric-magnetic properties.4,5
Table 4.1 reports the computed static polarizability of pNA in the
gas phase and in 1,4-dioxane solution. To better decouple the different
solvation effects considered here we also report the values computed in
a vibrational equilibrium regime, along the vibrational nonequilibrium
values computed with and without the inclusion of cavity field effects.
Solvent effects cause a significant change to the computed polarizability
at both the electronic and vibrational level, with some of the computed
components of the pure vibrational contribution even showing a change of
sign, which is particularly noticeable in the case of [µ2]0,2zz , the term that
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Figure 4.2: Contribution of each normal mode to the zero-point (red)
and harmonic pure vibrational (blue) static polarizability of pNA in vacuo.
originates from the mechanical anharmonicity. Switching to a vibrational
nonequilibrium regime causes a change in all computed contributions; the
electronic component changes because of the slight change in equilibrium
geometry (which is reoptimized with a fixed PCM cavity), and a much
more significant effect is observed in the case of the pure vibrational part,
particularly for the term which includes mechanical anharmonicity to sec-
ond order. Overall the vibrational nonequilibrium effect does not cause
significant changes to the computed polarizability in this particular case,
owing to the fact that the chosen solvent’s static and optical dielectric con-
stants are very similar (ε0 = 2.21 and ε∞ = 2.02), however this might not
hold for different systems or different solvents: we performed a test cal-
culation on the same molecule in acetonitrile (ε0 = 35.69 and ε∞ = 1.81)
and obtained that the pure vibrational contribution changes by 8% when
going from vibrational equilibrium to nonequilibrium (data reported in the
Appendix at the end of the chapter). A much greater change is observed
when local field effects are included in the calculation. Even though 1,4-
dioxane doesn’t have a particularly high polarity it still perturbs the field
experienced by the system quite significantly, affecting all contributions
to the polarizability.
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Overall, the vibrational contributions account for about 15% of the
electronic polarizability polarizability, with the greatest contribution orig-
inating from the harmonic pure vibrational term. We also obtain an ori-
entational contribution (originating from the non-zero dipole moment) of
401.2 cm3 mol−1, which makes the total computed static polarizability
equal to 416.0 cm3 mol−1. This is to be compared with the value of 404 ±
6 cm3 mol−1 measured by Wortmann et al.133 which means that there is a
mere 3% discrepancy between theory and experiment. Of course, in this
case the greatest contribution is by far the orientational one, which only
depends on the dipole moment, so a more meaningful comparison should
be done when the former contribution is absent. We therefore computed
the frequency-dependent polarizability at 589 nm, in vacuo and in solution
(table 4.2). We do not report the pure vibrational component because it
is negligible for the considered wavelength. The computed values are only
slightly different than the static ones, and solvent effects remain very rel-
evant, leading to an increase in the computed polarizability, like in the
static case. Vibrational nonequilibrium only causes very slight changes on
the computed values, while local field effects, computed in this case using
the solvent’s optical dielectric constant, significantly affect the electronic
part.
From the same paper by Wortmann et al.133 we find that the exper-
imental value is 14.1 ± 0.4 cm3 mol−1, which happens to be exactly the
same as the total computed value (14.08 cm3 mol−1), confirming the va-
lidity of our methodology.
The second system we studied is 3,5-dinitroaniline (dNA, figure 4.1b)
in gas phase and 1,4-dioxane solution. dNA has a similar structure to pNA
and analogous push-pull properties. As in the case of pNA, the equilibrium
structure of dNA in both the gas phase and in solution is predicted to be
non-planar because of the pyramidalized aminic group. As for pNA, we
perform all calculations on the molecule optimized with a C2v geometry
and discard the mode with imaginary frequency in the calculation of the
pure vibrational components of the polarizability and of the vibrational
averaging.
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Table 4.1: Static polarizability of pNA in vacuo and 1,4-dioxane solu-
tion. The solution values are shown in the vibrational equilibrium regime
(sol, vib eq), vibrational nonequilibrium (sol, vib neq), and vibrational
nonequilibrium with the addition of local field effects (sol, vib neq + lf).
αeq [µ2]0,0 [µ2]2,0 [µ2]1,1 [µ2]0,2
gas
αzz 13.650 1.861 0.011 -0.057 0.942
αis 9.206 0.931 -0.001 -0.024 0.112
sol, αzz 16.597 3.063 0.003 -0.017 -0.552
vib eq αis 10.833 1.425 -0.003 -0.006 -0.392
sol, αzz 16.604 3.001 -0.001 -0.016 -0.212
vib neq αis 10.837 1.430 -0.005 -0.007 0.041
sol, αzz 18.342 3.285 -0.001 -0.047 -0.201
vib neq + lf αis 12.781 1.647 -0.002 -0.021 0.039
[α]1,0 [α]0,1 αµ αtot αexp
133
gas
αzz 0.197 0.094 266.2 282.9 -
αis 0.149 0.061 266.2 276.6 -
sol, αzz 0.282 0.131 362.3 381.8 -
vib eq αis 0.199 0.079 362.3 374.4 -
sol, αzz 0.256 0.140 362.1 381.9 -
vib neq αis 0.193 0.085 362.1 374.7 -
sol, αzz 0.281 0.156 401.2 423.0 -
vib neq + lf αis 0.224 0.099 401.2 416.0 404±6
Table 4.2: Dynamic polarizability of pNA in vacuo and 1,4-dioxane so-
lution computed for a 589 nm wavelength. The solution values are shown
in the vibrational equilibrium regime (sol, vib eq), vibrational nonequilib-
rium (sol, vib neq), and vibrational nonequilibrium with the addition of








αzz 15.29 0.28 0.12 15.69 -
αis 9.91 0.19 0.07 10.17 -
sol, αzz 19.09 0.45 0.19 19.73 -
vib eq αis 11.80 0.27 0.10 12.17 -
sol, αzz 19.10 0.41 0.20 19.71 -
vib neq αis 11.81 0.25 0.11 12.17 -
sol, αzz 20.91 0.45 0.22 21.58 -
vib neq + lf αis 13.67 0.29 0.12 14.08 14.1±0.4
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Table 4.3 reports all the contributions to the longitudinal (along the
molecular axis) and isotropic static polarizability. The vibrational correc-
tion ∆ZPα to the isotropic polarizability is about 2% of the corresponding
electronic value, with the greatest contribution coming from [α]1,0, which
accounts for the electric anharmonicity of the electronic polarizability. An
opposite conclusion can be reached in the case of the pure vibrational com-
ponent, whose most important term is [µ2]0,2, which is entirely due to the
anharmonicity of the PES. This is not surprising as the pure vibrational
component is computed from the electric dipole derivatives rather than the
polarizability derivatives, and the former may have a less pronounced de-
pendence on the molecular geometry compared to the latter. In addition,
the vibrational correction [α]0,1 depends on the mechanical anharmonic-
ity only through the semi-diagonal cubic force constants Kabb whereas the
pure vibrational component [µ2]0,2 requires all third derivatives as well as
the semi-diagonal fourth derivatives of the electronic energy (the complete
expression of the [µ2]0,2 term can be found in the Appendix). Introduc-
ing solvent effects has a dramatic effect on all quantities, with a 40%
increase in the electronic isotropic value and the vibrational correction,
and an even greater effect on the pure vibrational part, which becomes
very considerable with respect to the electronic polarizability, highlighting
the usefulness of including both vibrational and environmental effects in
a coherent manner.
Table 4.3: Static polarizability of dNA in vacuo and 1,4-dioxane solution.
αeq [µ2]0,0 [µ2]2,0 [µ2]1,1 [µ2]0,2
gas
αzz 12.970 1.513 -0.004 -0.008 0.584
αis 10.420 1.555 0.004 -0.006 0.656
sol
αzz 17.335 2.406 0.009 -0.008 1.000
αis 14.211 1.872 -0.007 -0.007 2.005
[α]1,0 [α]0,1 αµ αtot αexp
133
gas
αzz 0.185 0.088 202.0 217.3 -
αis 0.160 0.066 202.0 214.9 -
sol
αzz 0.268 0.130 300.4 321.6 -
αis 0.244 0.097 300.4 318.8 330±6
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Table 4.4 reports the electronic and vibrational corrections to the dy-
namic polarizability computed at the sodium-D wavelength (589 nm). We
only show the vibrational correction in this case because the pure vibra-
tional term is negligibly small for this wavelength. The results for the
dynamic polarizability mirror the static ones: solvent effects produce an
increase in both the electronic polarizability and the vibrational correc-
tions, and for the latter the electric anharmonicity is the dominant effect.
The static and dynamic polarizability of dNA in 1,4-dioxane has also
been studied experimentally by Wortmann et al,133 who obtained values
of 330± 6 and 15.5± 0.1 cm3 mol−1 for α and αω, respectively. The static
value includes the orientational contribution discussed above, which we
also computed obtaining a value of 300.4 cm3 mol−1. By summing all con-
tributions we obtain total calculated values of 319 and 15.3 cm3 mol−1 for
α and αω, respectively. The experimental values are very well reproduced
in both cases, confirming the validity of our approach.
Table 4.4: Dynamic polarizability of dNA in vacuo and 1,4-dioxane so-








αzz 13.75 0.23 0.10 14.08 -
αis 11.07 0.21 0.07 11.35 -
sol
αzz 18.12 0.35 0.15 18.61 -
αis 14.88 0.32 0.11 15.32 15.5±0.1
The next system we analyze is 2,6-di-n-propyl-4H -pyran-4-ylidenemalononitrile
(DPDCP), shown in figure 4.1c, in CCl4 solution. In this case we only
limit ourselves to the dynamic polarizability computed at 633 nm, for
which experimental measurements exist.134 Results are summarized in ta-
ble 4.5. The discussion is very similar as in the two previous cases: the
electric anharmonicity gives again the greatest contribution to the zero-
point polarizability, whose inclusion shifts the computed value in the right
direction with respect to the experimental measurement.
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Table 4.5: Dynamic polarizability of DPDCP in CCl4 solution computed







αzz 33.70 1.64 0.01 35.35 -
αis 23.67 1.36 0.01 25.04 27.3
4.4.1 Bichromophoric system
After testing the method we moved to the larger system shown in figure
4.3 (1,4-bis(4’-dimethylamino-3’,5’-dicyanophenil)bicyclo[2,2,2]octane) in
benzene solution. The molecule is composed of two aromatic chromophores
bridged by an aliphatic bicyclooctane structure. We computed the static
and dynamic polarizability of the system as a whole (A), and of the chro-
mophore (B) and bridging structure (C) alone, to test whether the polar-
izability of the whole structure might be the sum of the three independent
terms. Table 4.6 shows both the static and dynamic electronic polariz-
abilities of the molecule (the latter computed at a 1086 nm wavelength),
as well as the respective harmonic pure vibrational contributions.
In the case of the static polarizability, the harmonic pure vibrational
contribution represents about 8% of the electronic value, whereas its dy-
namic counterpart appears to be negligible, for both the whole molecule
and its structural building blocks. The results also suggest that the purely
electronic polarizability can be safely computed by summing the contri-
butions three separate pieces (2B+C). The total electronic polarizability
obtained this way has only a 3% error with respect to the one computed
for the whole system. This is not surprising as molecular polarizabili-
ties can sometimes be estimated by summing atomic and/or functional
groups contributions.135 Unfortunately, the same cannot be said for the
pure vibrational polarizability: the values obtained for the A structure dif-
fer significantly from the 2B+C ones. This is expected as the vibrational
modes of the whole molecule tend to be highly delocalized and, owing
to its C2 symmetry, they often appear as symmetric and antisymmetric
combinations of local vibrations.
The dynamic polarizability of molecule A in benzene has been mea-
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(a) A
(b) B (c) C
Figure 4.3: Structure of the bichromophoric system and its constituent
parts studied.
sured by Liptay et al.136 who report a value of 560 ± 6 cm3 mol−1. This
is one order of magnitude greater than the value we computed. Given
the accuracy of the results obtained for the other systems described here
with respect to their experimental counterparts we believe this discrep-
ancy may be due to an error in the experimental measurement. This result
may stimulate new experimental studies on this system.
Table 4.6: Static and dynamic polarizability of the bichromophoric sys-
tem in benzene solution.
αeq [µ2]0,0 αeqω [µ
2]0,0ω
A
αzz 52.55 4.25 53.67 -0.08
αis 43.97 3.34 44.64 -0.04
B
αzz 20.62 1.29 20.83 -0.01
αis 16.31 2.00 16.60 -0.02
C
αzz 10.17 0.12 10.22 -0.01
αis 10.17 0.11 10.22 -0.01
2B+C
αzz 51.41 2.70 51.88 -0.03
αis 42.79 4.11 43.42 -0.05
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4.5 Conclusions and perspectives
We have presented a methodology for computing static and frequency-
dependent polarizabilities of molecular systems in the condensed phase
that takes into account both vibrational and electronic effects. All contri-
butions to the computed polarizability, i.e. the orientational component,
the purely electronic contribution, and the zero-point and pure vibra-
tional corrections, were computed with the inclusion of solvent effects
modeled via PCM. Vibrational effects were computed using an anhar-
monic PES via perturbation theory, and the geometrical dependence of
the electronic properties under consideration, be it the polarizability or
the dipole moment, were also taken into account by means of Taylor ex-
pansions truncated at the appropriate order. We took particular care
when including electronic and/or vibrational nonequilibrium effects on
the different terms that constitute the computed physical quantity, so the
purely electronic component and its zero-point correction were calculated
under the electronic nonequilibrium solvation regime, while vibrational
nonequilibrium effects were included in the latter and in the pure vibra-
tional polarizability, both at the harmonic and anharmonic levels. Lo-
cal field effects were also included in all contributions,77 as it has been
shown that they may lead to substantial changes to the computed val-
ues. The ability of this model to introduce non-specific solvent effects
on all components of the computed polarizability should discourage the
use of the popular, albeit very approximate, Onsager-Lorentz model to
estimate the cavity field and reaction field factors and obtain the gas-
phase value from its solution one and vice-versa. Specific solvation ef-
fects can be easily introduced by adding explicit solvent molecules to the
portion of the system treated quantum-mechanically, or through mixed
quantum-mechanical/classical models such as the QM/FQ/PCM model
we have recently implemented.59–61 This model provides a consistent de-
scription of the electronic properties of molecular systems in solution and
yields computed values that can be directly compared with experimen-
tal measurements, as exemplified by the accuracy of the computed values
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presented here. We believe these results show that while the use of more
accurate (and expensive) electronic structure methods in conjunction with
larger basis sets can surely increase the accuracy of the purely electronic
component, this should not come at the cost of forsaking the other con-
tributions.
4.6 Appendix
4.6.1 Anharmonic pure polarizability expression
We used the following expression for the [µ2]0,2 term in the pure vibrational
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where Fabc and Fabcd are the cubic and quartic force constants, ωa denotes
the angular harmonic frequency of normal mode a, ω is the angular fre-
quency of the applied electric field, and the operator
∑
P̂αβ permutes the
two dipole components (
∑
P̂αβf(µα, µβ) = f(µα, µβ) + f(µβ, µα)). We
also use the quantities λab = ((ωa + ωb)
2 − ω2)−1 and λc = (ω2c − ω2)−1.
All derivatives are understood to be performed with respect to the mass-
weighted normal modes at the equilibrium geometry.
4.6.2 Polarizability computed with different function-
als
In table 4.7 we report the electronic static and dynamic (computed at 589
nm) polarizabilities (in cm3 mol−1) of para-nitroaniline (pNA) in vacuo
and 1,4-dioxane, computed with different functionals with the aug-cc-
pVDZ basis set. The bottom two rows show the ratios between the sol-
vent and gas phase values. The molecular geometry was reoptimized with
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each functional before computing the polarizabilities. CAM-B3LYP and
ωB97X are both range corrected functionals which are especially suitable
for the push-pull systems considered in this work, and give rather similar
results both in vacuo and in solution, though the ωB97X polarizabilities
are consistently lower than the CAM-B3LYP ones. While the accord with
experimental findings, reported in section 4 of the manuscript, would cer-
tainly change if ωB97X were used instead of CAM-B3LYP (e.g. the accord
with the experimental dynamic polarizability of pNA would most likely
decrease, while the accord in the case of the static value, which is over-
estimated by CAM-B3LYP, could very well increase) we believe that the
relative importance of all the vibrational and solvation effects considered
would likely be unaltered. M06-2X yields results which are very similar
to the ωB97X ones, while PBE0 and B3LYP, which are not long-range
corrected functionals, give greater values for both the static and dynamic
polarizability. Note however that the ratio between the solvent and gas
phase values is very similar with all functionals.
Table 4.7: Longitudinal and isotropic components of the static and dy-
namic (at 589nm) polarizabilities of para-nitroaniline in vacuo and 1,4-
dioxane, computed with different functionals with the aug-cc-pVDZ basis
set. The bottom two rows show the ratios between the solvent and gas
phase values.







αzz 13.65 15.29 13.22 14.58 13.38 14.87 14.16 16.14 14.63 16.98
αis 9.21 9.92 9.07 9.68 9.09 9.74 9.37 10.19 9.60 10.56
sol
αzz 16.57 19.05 15.88 17.83 16.16 18.35 17.31 20.39 18.03 21.83
αis 10.82 11.78 10.60 11.39 10.65 11.52 11.06 12.23 11.39 12.81
sol/gas
αzz 1.21 1.25 1.20 1.22 1.21 1.23 1.22 1.26 1.23 1.29
αis 1.18 1.19 1.17 1.18 1.17 1.18 1.18 1.20 1.19 1.21
4.6.3 Polarizability of pNA in a highly polar solvent
Table 4.8 reports the electronic and harmonic pure vibrational static and
dynamic (at 589 nm wavelength, and denoted by a subscript ω) polariz-
ability of pNA in acetonitrile (whose static and optical dielectric constants
are ε0 = 35.69 and ε∞ = 1.81, respectively). The results show that the
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vibrational nonequilibrium has a much greater effect on the pure vibra-
tional component when compared with the analogous values obtained for
1,4-dioxane reported in the paper, owing to the much greater difference
between the static and optical dielectric constants of acetonitrile. The
purely electronic component changes negligibly between the two solvation
regimes since its variation is only caused by a very slight change in the
equilibrium geometry.
Table 4.8: Static and dynamic (at 589 nm) polarizability of pNA in
acetonitrile solution computed at the CAM-B3LYP/aug-cc-pVDZ level of
theory. The solution values are shown in the vibrational equilibrium (vib
eq), and vibrational nonequilibrium (vib neq) solvation regimes.
αeq [µ2]0,0 αeqω [µ
2]0,0ω
vib eq
αzz 21.53 6.08 20.74 -0.04
αis 13.53 2.67 12.23 -0.02
vib neq
αzz 21.56 4.62 20.72 -0.03
αis 13.54 2.46 12.21 -0.01
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(a) Mode 1 (b1) (b) Mode 2 (a2) (c) Mode 3 (b1) (d) Mode 4 (b2)
(e) Mode 5 (b1) (f) Mode 6 (a1) (g) Mode 7 (b2) (h) Mode 8 (a2)
(i) Mode 9 (a2) (j) Mode 10 (b1)(k) Mode 11 (b2)(l) Mode 12 (a1)
(m) Mode 13
(b2)
(n) Mode 14 (b1)(o) Mode 15 (b1)(p) Mode 16 (a2)
(q) Mode 17 (a1)(r) Mode 18 (b1)(s) Mode 19 (a1)(t) Mode 20 (b1)
(u) Mode 21 (a2)(v) Mode 22 (a1)(w) Mode 23
(b2)
(x) Mode 24 (b2)
Figure 4.4: Normal modes of pNA. The symmetry of each mode is
reported in parenthesis.
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(a) Mode 25 (a1)(b) Mode 26 (a1)(c) Mode 27 (b2)(d) Mode 28 (a1)
(e) Mode 29 (b2)(f) Mode 30 (a1)(g) Mode 31 (b2)(h) Mode 32 (a1)
(i) Mode 33 (b2)(j) Mode 34 (a1)(k) Mode 35 (b2)(l) Mode 36 (a1)
(m) Mode 37
(b2)
(n) Mode 38 (a1)(o) Mode 39 (b2)(p) Mode 40 (a1)
(q) Mode 41 (a1)(r) Mode 42 (b2)
Figure 4.5: Normal modes of pNA (cont.) The symmetry of each mode





In this chapter we present some applications of the methods previously
introduced in the case of vibrational spectroscopies, i.e. Infra-Red (IR),
Vibrational Circular Dichrosm (VCD), and Raman. The emphasis is given
to the coupling of an anharmonic description of the ground state Potential
Energy Surface (PES) and property surfaces to a continuum description
of the solvent, with all relevant effects included, as detailed in the pre-
ceding chapters. Most of the text has bee readapted from the original
publication.2
5.1 Introduction
The space and time scales for systems and processes of current biologi-
cal and/or technological interest (e.g. nanotechnologies, nanobiomedicine,
etc.) are approaching more and more the molecular level, and can be
most effectively probed by techniques related to molecular spectroscopy.
The diverse spectroscopic techniques available today provide a wealth of
information about widely different aspects of the molecular systems for
strongly different environments. The most powerful approaches involve
the integration of several spectroscopic techniques combined together and
further supported by reliable computational tools. As a matter of fact,
spectroscopic features are only indirectly related to structural and dy-
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namical characteristics of the systems under study, so that interpretation
of the experimental outcome in terms of stereo-electronic effects and of
their tuning by dynamics and changing environment is seldom straight-
forward. In this context, computational spectroscopy represents an in-
creasingly indispensable aid for unraveling the various contributions to
the spectroscopic signal, allowing a deeper understanding of the underly-
ing elementary effects.137–139 The predictive and interpretative power of
computational spectroscopy is ever increasing from small rigid molecules
in gas phase to large flexible systems in condensed phases thanks in part
to the development of so-called virtual spectrometers, which make this
kind of studies accessible to non-specialists via their inclusion on robust
and user-friendly computational packages.140 In recent years, we have been
deeply involved in the development of a multifrequency virtual spectrome-
ter, which can be tuned to provide more and more reliable vibrational, elec-
tronic, and magnetic spectra.29,101,141,142 Here we will be concerned with
our recent activity regarding the support of vibrational spectroscopies.
Rather than providing a lengthy theoretical development and a number of
more or less interesting applications, we decided to concentrate on a multi-
spectroscopic approach to a two prototypical systems, namely (S)-nicotine
and p-nitroaniline (pNA) (see figure 5.1). We first computed the optical
rotation and the infra-red (IR) Vibrational and Circular Dichroism (VCD)
spectra of nicotine, we then computed the frequency dependent Raman
spectra of pNA. Because of its well-known biological activity, (S)-nicotine
has been the subject of several studies aimed at providing better insights
into its structure and properties.143–146 To the best of our knowledge,
however, nicotine lacks a thorough computational study in spite of the
availability of nuclear magnetic resonance (NMR)147, circular dichroism
(CD),148–150 Raman and ROA spectra.151 Taking also into account that
nicotine is a medium-size semirigid molecule, soluble in a variety of envi-
ronments, it represents indeed an ideal benchmark for our developments.
The choice of pNA for the calculation of Raman spectra was instead mo-
tivated by the availability of experimental spectra measured in different
solvents with varying polarity, allowing us to better assess the perfor-
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mance of the chosen solvation model in conjunction with the anharmonic
calculation of both frequencies and intensities.
5.2 Spectroscopic Properties of Solvated Sys-
tems
In this work we used the Polarizable Continuum Model (PCM)35,36 to
couple solvent effects to the quantum mechanical (QM) description of the
spectroscopic properties both at the purely electronic and vibrational lev-
els. The PCM approach gives an accurate description of the electrostatic
component of solvation at a very low computational cost, and can be cou-
pled to a variety of QM methods, extended to treat spectroscopic and
response properties152 and to surfaces,153 interfaces,154 metal nanoparti-
cles,73 and polymeric materials.155 In PCM, the molecule is placed in a
cavity carved within a dielectric continuum representing the solvent. The
dielectric properties of the polarizable continuum, i.e. its static and opti-
cal dielectric constants, are set equal to those of the chosen solvent. The
presence of the solute induces a charge density on the cavity surface, which
is modeled using a set of point charges. The latter generate a “reaction
field” which acts on the solute, modifying its charge density, therefore the
surface charges must be calculated self-consistently.35 Thus, the presence
of the solvent has a direct effect on the electron density of the solute, but
also an indirect effect on its molecular geometry, and all molecular geome-
tries must be re-optimized when going from the gas phase to the solvated
phase.
Inclusion of solvent contributions on spectroscopic properties calls for
additional care because the solvent has a direct interaction with the elec-
tromagnetic radiation, in addition to the one mediated by the solute, and
because of the dynamical nature of spectroscopic phenomena. The pres-
ence of the solvent changes the electromagnetic field that stimulates the
spectroscopic response within the molecule, therefore the “local field” act-
ing on the molecule will not be the same as the external field physically
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imposed on the system. Classically, this problem is solved via the Onsager-
Lorentz model,91 which approximates the molecule as a point-like electric
dipole, while the solvent is modeled with a polarizable continuum. If the
dipole is placed at the center of a spherical cavity within the polarizable
continuum the local field can be related to the external field through a
multiplicative factor which depends on the solvent static dielectric con-
stant for static fields ( ~E loc), and on the solvent optical dielectric constant








this rather crude approximation for the local field effect does not substan-
tially improve the quality of the results with respect to the experimental
values,156 because it acts as a simple scaling factor that only depends on
the solvent and therefore it is the same for any molecule and any type
of spectroscopy. In PCM the molecule is described using the whole elec-
tronic density calculated quantum-mechanically, and not just the dipole
term, and the cavity is molecule-shaped rather than spherical. The elec-
tric field experienced by the molecule is then the sum of the reaction field
and the local field. Consequently, rather than modifying the electric field
itself, the attention is equivalently switched to the electric dipole of the
system, which is written as the sum of the molecule dipole moment and the
dipole moment arising from the molecule-induced dielectric polarization
(denoted by µ̃):70
~µ eff = ~µmol + µ̃ (5.2)
In the case of IR and VCD, ~µ eff denotes the transition dipole moment
between two vibrational states, while in the case of optical rotation it
denotes the oscillating dipole moment of the system. The effective dipole
moment can also be used to compute the electronic polarizability and its
derivatives, in order to include local field effects in the computed Raman
intensities.
Another aspect that should be taken into account by the model is the
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so-called nonequilibrium regime which pertains to the dynamical aspects
of solvation. The electromagnetic field acting on the system causes the
electronic density of the solute, and solute-induced solvent polarization, to
oscillate. Depending on the time scale of the phenomenon, not all degrees
of freedom of the solvent can remain at equilibrium with the solute. This
effect is treated within PCM by splitting the solvent polarization in two
contributions, a “fast” polarization attributed to the degrees of freedom
of the solvent that remain at equilibrium with the solute, and a “slow”
component which accounts for the degrees of freedom that remain static.
The partition of the different degrees of freedom of the solvent into the
two contributions depend on the property under study.
Optical rotation is usually measured using light in the visible range of
the electromagnetic spectrum, and can be seen as a consequence of the
interference between the incident radiation and the radiation generated
by the molecule’s oscillating electronic density.10 The electronic degrees of
freedom of the solvent are able to follow the time evolution of the electronic
density of the solute maintaining an equilibrium configuration, whereas
the vibrational, rotational, and translational degrees of freedom, whose
characteristic timescales are much lower than the period of oscillation
of visible radiation, will remain static, so they account for the “slow”
component of the solvent polarization. If vibrational corrections to the
OR are also to be computed, an additional nonequilibrium contribution
arises, which stems from a different partition of the solvent polarization.
In this case the electronic and vibrational degrees of freedom are related
to the “fast” component, while the “slow” component arises from the
translational and rotational degrees of freedom.71,72
The vibrational nonequilibrium solvation regime also affects the calcu-
lation of IR and VCD spectra, both at the level of the vibrational analysis
(normal modes and normal mode frequencies) and the spectroscopic IR
and VCD intensities. It is therefore crucial to include nonequilibrium
effects while performing the harmonic vibrational analysis and the subse-
quent calculation of the anharmonic contributions, in order to compute
all terms constituting the observables in a consistent manner.28
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Raman spectroscopy is not a purely vibrational phenomenon: the in-
cident light usually lies in the visible part of the spectrum, with an os-
cillation frequency that calls for the use of the electronic nonequilibrium
in the electronic part of the calculation, i.e. when computing the elec-
tronic polarizability. Raman activity is the recovered by computing the
geometrical derivatives of the polarizability. As in the case of IR and
VCD spectroscopy, this differentiation can be performed by considering
the vibrational degrees of freedom of the solvent as either “fast” or “slow”
compared to the solute’s vibrational motion, i.e. by using a vibrational
equilibrium or nonequilibrium solvation regime.72 Therefore, there are two
levels of nonequilibrium which should be considered that enter different
stages of the ab-initio calculation of Raman intensities. In this work, in
order to partially account for these effects we assume the PCM cavity to be
fixed in space, i.e. the geometrical arrangement of the solvent stay equi-
librated to the solute equilibrium geometry. All PCM cavity geometric
derivatives of both the energy and polarizability shall then be discarded.
5.2.1 Vibrational averaging of electronic properties
From a theoretical point of view, the optical rotation of a molecular system
can be calculated from the isotropic average of the electric dipole-magnetic










where ω is the angular frequency of the incident radiation, NA is Avo-
gadro’s number, and Mw is the molar mass of the chiral substance. To
compute the optical rotation of isotropic media the isotropic average of the
G′ tensor (i.e. the trace) is calculated. Optical rotation is a mixed electric-
magnetic property and, because of the fact that in all ab initio calculations
only a finite and therefore not complete basis set is used, it suffers from
the so-called gauge problem, which causes the calculated values to depend
on the origin of the chosen reference frame.157 This origin-dependence is,
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of course, unphysical and must be corrected. To circumvent this problem
a number of techniques have been developed, and in this work origin in-
dependence was ensured by employing Gauge Including Atomic Orbitals
(GIAOs).158,159 In the particular case of PCM calculations of magnetic
(or mixed electric-magnetic) properties, an additional PCM term is to be
included in the Fock operator.81,160
Previous studies161–166 have pointed out the need to include vibra-
tional contributions in the calculation of molecular properties. In this
work we have included vibrational effects by performing a vibrational av-
eraging167 of the molecular property P using an anharmonic vibrational
nuclear wavefunction described by means of second order perturbation
theory (VPT2).20,21 In this framework the averaged property is expressed
as the sum of the purely electronic property calculated at the equilibrium





































Equation (5.4) depends explicitly on the temperature T and contains the
first and diagonal second derivatives of the molecular property P (i.e. the
OR) calculated with respect to the mass-weighted normal modes and eval-
uated at the equilibrium geometry of the molecule, the angular frequencies
of the normal modes ωa, the anharmonic semi-diagonal third derivatives
of the electronic energy Kabb. The first term in the expression is a conse-
quence of the anharmonicity of the potential energy surface (PES) while
the second term would be present even at the harmonic level of the PES,
and both terms are sums that run over all normal modes of vibration.
Note that, because of the anharmonicity of the PES, increasing the tem-
perature changes the vibrational corrections of all modes, not just the
low energy ones, which become more populated. For a mode a with high
energy (compared to kBT ) the first term of the vibrational corrections
can change significantly provided the mode is strongly coupled to a low
energy mode b through the anharmonic cubic constant Kabb, while the
second term will be practically temperature-independent. For low energy
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modes the same reasoning applies for the first term, but there will also be
a significant temperature-dependence in the second term. As temperature
increases, the single terms of the vibrational correction tend to increase,
but since they may have different signs the total correction may increase
or decrease. In this work, anharmonic terms and property derivatives
are calculated numerically by automatically displacing the molecular ge-
ometry along each normal mode by a fixed amount, and computing the
property and force constants matrix at each geometry. The above expres-
sion is valid for a molecule in the gas phase, and needs to be re-adapted
in the case where solvent effects are included in the model. The presence
of the solvent, treated in this work using PCM, alters both the electronic
density and the PES of the molecular system. Therefore the vibrational
analysis, which yields the normal modes of vibration, must be repeated
for all solvents considered, as the normal modes and their frequencies will
be affected. As pointed out in the Introduction, when computing spectro-
scopic properties in solution additional solvent effects should be included
in the model, namely those arising from the local field and nonequilib-
rium effects.168 These effects are included in the model at all stages of the
calculation, therefore both the electronic property and the anharmonic
vibrational correction are calculated in the presence of the solvent.
5.2.2 Anharmonic vibrational spectroscopic calcula-
tions with the inclusion of solvent effects
The IR, VCD, and Raman intensities corresponding to a vibrational tran-
sition from the ground state |0〉 to an excited vibrational state |n〉 are
proportional respectively to the dipole strength, rotational strength, and
Raman activity, which are defined as:10
D0n = {〈0|µα|n〉〈n|µβ|0〉}Ω (5.5)
R0n = {〈0|µα|n〉〈n|mβ|0〉}Ω (5.6)
A0n = {〈0|ααβ|n〉〈n|αγδ|0〉}Ω (5.7)
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Where µ, m, and α denote the electric and magnetic dipole moments
and the polarizability, respectively. {·}Ω denotes the isotropic average
over all possible molecular orientations, and in the case of IR and VCD
corresponds to computing the trace of the tensor, while for the Raman
activity it reduces to a linear combination of the isotropic polarizability
and symmetric anisotropy, with coefficients that depend on the particular
experimental configuration one is trying to reproduce.7 The peak posi-
tions are equal to the energy difference between the ground and excited
states, which can be computed from the vibrational analysis of the system.
Usually these quantities are calculated by employing a harmonic descrip-
tion for the nuclear wavefunction, while the electric and magnetic dipole
moments are expanded in a Taylor series about the equilibrium geome-
try, and the second or higher order terms are neglected. The combination
of these two methods to treat the PES and the dipole moments is often
referred to as the double harmonic approximation.
It has been pointed out in previous works29,31,112 that neglecting the
effects due to the anharmonicity of the PES and the higher order terms in
the expansion of the dipole moments may yield substantial errors in the
calculation of vibrational energies and peak intensities. Another draw-
back of the harmonic approximation is that all overtones and combination
bands have vanishing intensity, giving rise to a much less detailed spec-
trum, with the exploration of some frequency ranges entirely precluded.
In this work we treated this problem using VPT220,21,25,29,30 which allows
to compute anharmonic corrections to both vibrational energies and spec-
troscopic intensities. In addition to the anharmonicity of the PES, the
method extends the Taylor expansion of the dipole moments and polariz-
ability up to third order, and by combining it with the anharmonic vibra-
tional wavefunction yields the anharmonic vibrational intensities, which
will be non-zero for single overtones and combination bands of two dif-
ferent normal modes, producing a much more realistic and detailed spec-
trum with respect to the one obtained by means of the double harmonic
approximation. Recent works28,31,168 have pointed out the need to include
environment effects in the calculation of vibrational spectra in order to
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obtain results directly comparable to experiment. Also in this case the
solvent was treated by means of the PCM method.
5.3 Computational Details
All DFT calculations were performed with a locally modified version of the
Gaussian 09 development version113 program using the popular B3LYP117,118
exchange-correlation functional. The equilibrium geometries of (S)-nicotine
in the two conformations considered were optimized using the aug-N07D169
basis set. For optical rotation we used the aug-cc-pVTZ122 basis set to
compute the electronic part of the property, and the aug-N07D basis set
for the vibrational corrections, to reduce their computational cost. The
use of a smaller basis set for the vibrational corrections than the one used
for the electronic property is justified by the fact that the former are ex-
pected to be small compared to the latter, therefore the relative error due
to the incompleteness of the basis set will have a smaller impact on the
final calculated value. The use of different levels of theory in the calcula-
tion of the various contributions to a molecular property has been shown
to be a reliable method by Puzzarini et al.170 The aug-N07D basis set
was also used to calculate the anharmonic IR and VCD spectra. Ori-
gin independence was ensured by using Gauge Including Atomic Orbitals
(GIAOs).158
The optical rotation of (S)-nicotine was calculated for the system in
vacuo and 2-propanol solution. The solvents were chosen because of the
availability of experimental values to compare to our results. The vibra-
tional corrections to both properties were calculated at 0 K and 298 K,
the latter temperature chosen to reflect the experimental conditions. Op-
tical rotations were evaluated at the wavelength of the sodium D line
(589.3nm). The IR and VCD spectra were computed for nicotine in chlo-
roform solution.
All geometry optimizations and Raman spectra calculations of p-nitroaniline
(pNA) were performed using the range-separated CAM-B3LYP114 func-
tional, because of the push-pull charge-transfer character of the system.
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All calculations on pNA employed either the the aug(sp)-cc-pVDZ, which
removes diffuse d functions from the standard aug-cc-pVDZ122 basis, or
the m-aug-cc-pV(T+d)Z basi set by Truhlar et al.171 again with the diffuse
d functions removed. Cheeseman and Frisch172 showed that removing dif-
fuse d functions, in the case of the former basis set, while leading to much
faster calculations compared to its parent, it does not lead in a signifi-
cant reduction in accuracy in the computed Raman and Raman Optical
Activity intensities.
Solvent effects were included in the calculations by means of the Po-
larizable Continuum Model (PCM)35,36, with local field effects5,47,70 and
within the electronic89 and vibrational28,71 nonequilibrium regimes. The
PCM cavity was built using a set of interlocking spheres centered on the
atoms and with the following radii (in Ångstroms): 1.443 for hydrogen,
1.926 for carbon, and 1.830 for nitrogen, each multiplied by a factor of
1.1. The solvents’ static and optical dielectric constants (the latter used
for the nonequilibrium and local field calculations) used are ε = 19.3
and εopt = 1.9 for 2-propanol, and ε = 4.7 and εopt = 2.1 for chloro-
form. Gauge invariance in PCM calculations was assured by exploiting
the method developed by Cammi.81
5.4 Results and Discussion
5.4.1 Nicotine conformations
The conformational distribution of nicotine in vacuo and in solution has
been previously studied both theoretically and experimentally.143–146 As a
result, it has been established that both in the gas phase and in solution
nicotine can assume any of four conformations (figure 5.2), whose relative
populations depend on the solvent. Elmore and Dougherty143 also com-
puted the potential energy barriers separating the conformers, verifying
the assumption that the different conformers may be treated as individual
molecular species, each with its own equilibrium geometry and normal






Table 5.1: Boltzmann populations (in %) of the nicotine conformers in
chloroform and 2-propanol.
envelope conformation while the pyridinic ring lies perpendicular to it.
The pyridinic ring and the methyl group can be either cis or trans with
respect to each other (hence the names of the conformations in figure 5.2)
and the rotation of the pyridinic ring about the bond connecting the two
rings gives the molecule additional conformational freedom which allows to
distinguish the four different conformations. We calculated the population
of the four nicotine conformers in each solvent taken into consideration in
this work, i.e. chloroform and 2-propanol. The Boltzmann populations
depend upon the relative free energies of the conformers, which were com-
puted with the inclusion of solvent, vibrational, and thermal effects. Note
that by employing PCM the computed electronic energy actually has the
status of a free energy.32,35 We also included non-electrostatic contribu-
tions calculated using the SMD molecular cavity,45 which was specifically
designed to estimate energies of solvated systems. The resulting popula-
tions of the cis conformers were below 1%, therefore in the following only
the trans conformations were considered. Table 5.1 shows the relative
Boltzmann populations of the nicotine conformers in the solvents consid-
ered in this work. The population of the trans-B conformer increases with
increasing solvent polarity, and this is consistent with the fact that the
dipole moment of the molecule in the trans-B conformation (2.88 Debye)
is larger than that of the trans-A conformation (2.58 Debye).
Table 5.2 shows the electronic component ([α]elD) and the vibrational
corrections to the specific rotation of (S)-nicotine in vacuo and in 2-
propanol solution at two different temperatures (∆VC[α]D), as well as




Figure 5.1: Structure of (S)-nicotine and p-nitroaniline (pNA).
(a) cis-A (b) cis-B
(c) trans-A (d) trans-B
Figure 5.2: The four main conformations of nicotine.
2-PrOH vacuo
trans-A trans-B trans-A trans-B
[α]elD -233.95 -227.59 -229.76 -210.31
∆VC[α]
0K
D -0.60 -1.73 -4.48 -3.03
∆VC[α]
298K
D 7.22 6.24 -16.58 -1.38
[α]298K totD -224.69 -235.58
[α]expD -250 -
Table 5.2: Calculated and experimental148 specific rotation of (S)-
nicotine in deg dm−1 g−1 cm3.
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component and the 298K vibrational correction for each conformer and
by averaging the results according to Boltzmann populations ([α]T totD ).
The experimental value ([α]expD ) for the optical rotation in 2-propanol is
also reported. The purely electronic values calculated at the B3LYP/aug-
N07D level of theory only differ from the B3LYP/aug-cc-pVTZ ones by
about 2% both in vacuo and in solution, therefore the use of the smaller
basis set in the vibrational corrections calculations is justified. At the
electronic level the solvent causes the optical rotation to increase for both
conformers, and a much more pronounced effect can be seen for the zero-
point vibrational corrections which significantly decrease in magnitude
when solvent effects are added. Temperature has a huge impact on the
vibrational corrections, both in vacuo and in solution. Vibrational correc-
tions are obtained by summing the contributions from all normal modes
(see equation 5.4). The gas-phase vibrational correction at 298K increases
greatly in magnitude for the trans-A conformer, while it decreases for the
trans-B conformer, but the overall effect to the Boltzmann-weighted value
is to increase the amount of the correction. The vibrational corrections
calculated in 2-propanol increase in magnitude for both conformations
and even change sign, demonstrating the importance of including solvent
effects into the vibrational component, as well as the electronic value. We
also computed the specific rotation of the two cis conformers to ensure
that their contribution can indeed be discarded; we obtained a value of
about +180 for both conformers which, because of their very low Boltz-
mann population, would not give a significant contribution to the average
value.
The sign of the calculated specific rotation in 2-propanol is in agree-
ment with the experimental value, and the relative error of the calculated
value with respect to the experimental one is about -10%. While vi-
brational corrections do not improve the agreement, this might be due to
explicit solvent effects originating from the directional nature of the hydro-
gen bonds that may be present in the nicotine/propanol system. Explicit
solvent effects may be treated using hybrid QM/MM/PCM methods60
and their application to nicotine is reserved for future work.
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5.4.2 IR and VCD Spectroscopy
In order to compare our results with the experimental values, the calcu-
lated intensities were used to plot the IR spectra by convoluting the stick
spectrum with Gaussian functions with an half-width at half-maximum
chosen to be 10 cm−1 to match experimental data, and by assuming that
the highest band in the spectrum corresponds to a 90% transmittance.
The harmonic and anharmonic IR spectra of nicotine in chloroform are
shown in figure 5.3a and 5.3b. The harmonic spectrum is manifestly sep-
arated in two different zones pertaining to different molecular vibrations:
all C-C and C-N stretching and all bending motions appear in the 0-
1650 cm−1 zone (modes 1-58), while C-H stretching motions emerge in
the 2800-3200 cm−1 zone (modes 59-72), the rest of the spectrum appear-
ing featureless due to the fact that the harmonic spectrum only shows
fundamental bands. The modes are numbered by increasing harmonic fre-
quency (see figure 5.5 for a pictorial representation of the normal modes
of vibration mentioned throughout this work).
All the bands in the anharmonic spectrum appear red-shifted with re-
spect to the harmonic one; the tendency of the anharmonic frequencies to
be lower than the harmonic ones is general, and is particularly significant
for the C-H stretching modes, whose anharmonic frequency is on average
145 cm−1 lower in with respect to the harmonic one, whereas the frequency
of the other modes is on average 22 cm−1 lower. Furthermore anharmonic
corrections change the ordering of some modes, so that wrong assignments
would result from direct comparison between the experimental spectrum
and its computed counterpart employing the harmonic approximation.
The anharmonic spectrum also shows a more complex structure due to
the presence of the overtone and combination bands of two normal modes
of vibration. This effect is especially noticeable in the 1600-2700 cm−1
region of the spectrum, which shows a large number of bands with small
intensity. In the C-H stretching region the spectrum shows additional
peaks with high intensity that are not present in the harmonic spectrum































Figure 5.3: IR spectra of Nicotine. a) Harmonic spectrum. b) Anhar-
monic spectrum, the inset shows the 4000-6500 cm−1 region. c) Exper-
imental spectrum.173 Wavenumbers are reported in cm−1 and intensities
% Transmittance.
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47. Finally in the 4000-6500 cm−1 region (inset of figure 5.3b) overtone
and combination bands of the higher energy modes can be seen. Around
5800 cm−1 there is a band which arises from the combinations of modes 66
and 62, 65 and 63, and 67 and 64, which are all C-H stretching localized
on the pyrrolidinic ring. In the 5400 cm−1 region there is a band which
is the superposition of the first overtones of mode 59 and mode 60, which
are again C-H stretchings on the pyrrolidinic ring. Finally there is a band
at 4380 cm−1, which is mainly a combination band of modes 66 and 51.
The inclusion of the anharmonicity into the model also has a visible
effect on the relative intensity of the fundamental bands. To give one
example, a close inspection of the bands in the 0-1650 cm−1 zone reveals
that the two peaks arising from the excitation of modes 50 and 55, which
appear at 1460 cm−1 and 1510 cm−1 in the harmonic spectrum and at
1427 cm−1 and 1476 cm−1 in the anharmonic spectrum, have an almost
identical intensity in the harmonic spectrum, while in the anharmonic
spectrum the excitation of mode 50 is enhanced and that of mode 55 is
quenched.
The experimental spectrum173 is reported in figure 5.3c. The resem-
blance between the experimental spectrum and the calculated anharmonic
one is remarkable: the positions of the peaks are in excellent agreement,
whereas the harmonic spectrum fails dramatically to reproduce them, es-
pecially in the C-H stretching region. The calculation allows for a ready
assignment of the spectral bands that can be seen in the experimental
spectrum: the two highest peaks which appear at about 2980 cm−1 and
2785 cm−1 in the experimental spectrum can be respectively assigned to
the fundamental bands of modes 65 and 60 respectively. As suggested by
further inspection of the anharmonic and experimental spectra, the over-
tone and combination bands contribute heavily in delineating the band
shape, and some combination bands are also separately identifiable, for
example the two small bands near 1990 cm−1 and 1720 cm−1 that appear
beyond the region where all bendings and heavy atom stretchings fall.
Some of the bands in the 4000-6500 cm−1 region of the anharmonic spec-




































Figure 5.4: Calculated VCD spectra of Nicotine. a) Harmonic spectrum.
b) Anharmonic spectrum. c) Anharmonic spectrum, overtones region.
Wavenumbers are reported in cm−1 and intensities in arbitrary units.
clearly visible in the bending region, therefore it can be safely assumed
that they would have also been visible in the experimental spectrum had
it been recorded beyond 4000 cm−1. Overall the inclusion of anharmonic
effects in the calculation greatly increases the quality of the calculation
with respect to the experimental data.
The calculated VCD intensities were convoluted with non-normalized
Gaussian functions with half-width at half-maximum arbitrarily chosen
to be 10 cm−1. The calculated VCD spectra are shown in figure 5.4. To
improve clarity, the spectra have been split into different zones with a
different scale. Figure 5.4a shows the harmonic spectrum, figure 5.4b the
anharmonic spectrum, and figure 5.4c shows the 4000-6500 cm−1 zone of
the anharmonic spectrum. Both the harmonic and anharmonic VCD spec-
tra appear much less detailed than the corresponding IR spectra, though
VCD is a chiral method so the spectrum carries information about the ab-
solute configuration of the system. The difference between the harmonic
and anharmonic frequencies discussed for the IR spectra also applies in
the case of the VCD spectra in exactly the same way. Frequency shift
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aside, the two spectra appear similar in the 500-2000 cm−1 zone. A no-
ticeable difference can still be observed, mainly due to two combination
bands which have a substantial intensity, i.e. the combination of modes 22
and 7 found at 1130 cm−1, and the combination of modes 19 and 11 found
at 1215 cm−1, and due to the quenching of the two negative fundamental
bands of modes 35 and 38, and of the positive fundamental band of mode
39, found at 1175 cm−1, 1230 cm−1, and 1240 cm−1 respectively, in the
harmonic spectrum.
A much more pronounced difference between the harmonic and anhar-
monic spectra can be appreciated in the C-H stretching region, where the
presence of the high intensity combinations of modes 56 and 47 and modes
54 and 48 produce an additional positive band, and the combination of
modes 57 and 49 gives rise to a visible negative band, all of which are
not present in the harmonic spectrum. Unfortunately, to the best of our
knowledge, experimental VCD spectra have never been reported in the
literature for this system, so that a direct comparison with experiment is
not possible.
5.4.3 Raman Spectroscopy
Before moving to the calculation of Raman spectra of pNA in solution
we analyzed the effect of the basis set on the harmonic spectrum. Figure
5.7 shows the harmonic Raman spectra of pNA in vacuo computed for an
incident wavelength of 520 nm using the aug(sp)-cc-pVDZ basis set and
the triple-zeta quality m-aug-cc-pV(T+d)Z basis set. The two spectra
are very similar, both in terms of peak positions (i.e. harmonic frequen-
cies) and intensities. The most noticeable frequency change is observed
for the band at 1430 cm−1, for which the second basis set yields a red-
shift of 16 cm−1. Changes in relative Raman intensities are also rather
small, therefore in all subsequent calculations we employed the smaller
and cheaper double-zeta quality basis.
We computed the harmonic and anharmonic Raman spectra of pNA
in three different solvents of varying polarity: chloroform, methanol, and
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(a) Mode 2 (b) Mode 11 (c) Mode 14 (d) Mode 19
(e) Mode 20 (f) Mode 24 (g) Mode 25 (h) Mode 35
(i) Mode 38 (j) Mode 39 (k) Mode 47 (l) Mode 48
(m) Mode 49 (n) Mode 50 (o) Mode 51 (p) Mode 54
(q) Mode 55 (r) Mode 56 (s) Mode 57 (t) Mode 59
(u) Mode 60 (v) Mode 62 (w) Mode 63 (x) Mode 65
(y) Mode 66 (z) Mode 67
Figure 5.5: Normal modes of nicotine.
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water. In addition, in the case of methanol, we also investigated the ef-
fect of changing the frequency of the incident radiation. The computed
absolute Raman cross-sections were convoluted with Gaussian functions
with a half-width at half-maximum of 10 cm−1. Results are reported in
figure 5.8. The effect of changing the solvent polarity can be appreciated
by looking at the experimental spectra174 (black lines). The most evident
feature is the change in the relative intensity of two strong bands that ap-
pear at 1300 cm−1, which are assigned, in order of increasing energy, to the
symmetric and antisymmetric stretching of the two C-N bonds present in
the molecule, with a contribution from the in-plane C-H bending motions
(figure 5.6c and 5.6d). In chloroform, the symmetric stretching has a much
higher intensity than the antisymmetric one, whereas in methanol and wa-
ter the situation is reversed. The other peaks have a smaller intensity and
appear less affected by the solvation environment. The effect of the inci-
dent frequency on the computed spectrum can be evaluated by comparing
the spectra recorded in methanol for a 1064 nm and a 514 nm wavelength.
The greatest difference, in this case, is the change in relative intensity of
the two peaks at 900 cm−1 (a C-NO2 stretching with contributions from a
ONO symmetric bending and symmetric C-C stretching, figure 5.6a) and
1150 cm−1 (a C-NO2 stretching, figure 5.6b), with the former showing a
significant increase in intensity for the smaller wavelength.
The computed harmonic (red line) and anharmonic (blue line) spectra
present several differences. As expected, anharmonicity has the effect of
redshifting all bands, overall significantly increasing the agreement with
experimental data. The effect of anharmonicity, however, is not limited
to band positions, and small differences can be observed in the case of
intensities as well. Anharmonicity also has interesting effects when com-
bined with solvation: it can be seen that, in the case of methanol, the
intensity pattern of the two highest peaks is only reproduced when both
solvation and anharmonicity are included in the calculation, since at the
harmonic level the symmetric C-N stretching still has a higher intensity
with respect to the antisymmetric one. In the case of water the pattern
is correct at the harmonic level as well, however anharmonicity further
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enhances the difference between the two peaks. The high intensity of the
band of mode 5.6b for methanol and water is not well reproduced by either
the harmonic and the anharmonic calculation. One possible reason is the
neglect of specific solvation effects which are likely present in protic sol-
vents, in fact it has been shown175 that nitro groups in substitued benzene
rings can act as proton acceptors in hydrogen bonding, with appreciable
effects on the resulting IR spectra. Another possible explanation lies in
the fact that the peaks of modes 5.6a and 5.6b appear to be strongly
affected by the frequency of the incident radiation, with the former be-
ing enhanced and the latter quenched by an increase in the frequency.
While the calculated spectra show a similar trend, the magnitude of this
effect is much smaller than the one observed in the experimental results.
The cause may be attributed to the chosen electronic structure method:
the electronic polarizability can be written as a sum-over-states expres-
sion and, as the incident frequency increases, the contributions from the
lowest-energy excited states increase as well. If the chosen DFT functional
overestimates the excitation energies of the molecule then this effect will
not be as pronounced. In fact, at the CAM-B3LYP/aug(sp)-cc-pVDZ level
of theory, the first vertical excitation of pNA in water appears at 326 nm
(or 30700 cm−1), whereas the maximum of the experimental absorption
spectrum recorded by Thomsen et al.176 was found to be at 380 nm, with
the onset of the band appearing at 430 nm. We therefore computed the
Raman spectrum of pNA in water for a series of decreasing wavelengths
(see figure 5.9). The two peaks of modes 5.6a and 5.6b at 900 cm−1 and
1150 cm−1 are greatly affected by the change in incident frequency, and
the agreement with the experimental spectrum improves significantly for
higher frequencies, wereas the other bands are largely unaffected.
The first dipole-allowed excitation computed for pNA in vacuo ap-
pears at a much higher energy, at 286 nm (or 35000 cm−1), therefore we
can expect a similar effect on peak intensities to appear at higher laser
frequencies. We computed the Raman excitation profiles of of modes 5.6a
and 5.6b for pNA in vacuo and water (see figure 5.10). Indeed, the pat-
tern is very similar, but the two curves cross at higher energies for the gas
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phase plot. The computed Raman activity diverges as the incident fre-
quency approaches the first dipole-allowed excitation energy since we are
only computing the real part of the polarizability, without the inclusion of
an imaginary damping term. A more general treatment of the complex re-
sponse function would remove the discontinuity and provide a continuous
transition to a Resonance Raman spectrum.177–182 Note that in vacuo the
first computed excitation energy appears at 309 nm (or 32350 cm−1), but
it is of A2 symmetry and, therefore, dipole-forbidden, whereas in water
the first transition has an A1 symmetry. If the transition dipole moment
is null then the state does not contribute to the harmonic spectrum in the
sum-over-state expression of the polarizability. To see this in more detail
it is possible to compare the Taylor expansion of the electronic polarizabil-
ity with the series obtained by expanding the transition dipole moments









where ~νj is the excitation energy from the ground state to the electronic
state j and depends upon the molecular geometry, while ~µj is the corre-
sponding transition dipole moment. Both can be expanded in a Taylor
series about the ground state equilibrium geometry (summation over the
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normal modes Q is implied):*





F jabQaQb + . . . (5.9)





~µjabQaQb + . . . (5.10)
where ~ωj is the vertical excitation energy, and F ja and F
j
ab are the first
and second derivatives of ωj (the first derivatives are essentially the ex-
cited state forces since we are at the equilibrium geometry). The transi-
tion dipole moments and its derivatives can be used to define the Franck-
Condon, Herzberg-Teller, and higher-order contributions to electronic one-













































Clearly, if µj0 = 0 then the electronic state j does not contribute to the har-
monic spectrum. Note however that singularities in the computed Raman
spectrum may arise at the anharmonic level, when higher derivatives of
the polarizability are included. Special care must be taken in this case, es-
pecially since we compute the second and semi-diagonal third derivatives
of the polarizability by numerical differentiation of the first derivatives,
which are available analytically.183–185
It is clear from these results that computing the Raman spectrum by
differentiating the static polarizability rather than the correct dynamic
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Figure 5.6: Normal modes of pNA referenced in the text. They are all
of a1 symmetry.
Figure 5.7: Harmonic Raman spectra of pNA in vacuo calculated with
the CAM-B3LYP functional and the aug(sp)-cc-pVDZ basis set (green
line) or the m-aug-cc-pV(T+d)Z basis set (purple line).
one, as is most often done, besides being physically inconsistent, can lead
to significant errors in the calculated intensities.
5.5 Conclusions and Perspectives
In the present work we have shortly reported on the latest developments
of our virtual chiroptical spectrometer to effectively deal with the tuning
of the spectroscopic outcome by stereo-electronic, vibrational, and envi-
ronmental effects. After a short sketch of the most important building
blocks we analyzed in detail several kinds of spectra of nicotine in differ-
ent solvents. Our results show that anharmonicity (for both frequencies
and intensities) and subtle solvent effects (e.g. nonequilibrium and local
fields) cannot be neglected when making a direct comparison with exper-

































, 1064nm MeOH, 1064nm
MeOH, 514nmH2O, 514nm
Figure 5.8: Calculated harmonic (red lines), anharmonic (blue lines)
and experimental174 (black lines) Raman spectra of pNA. The solvent
and frequency of the incident radiation are reported on the top-right side
of each spectrum. Wavenumbers are in cm−1 and intensities in arbitrary
units.
Figure 5.9: Harmonic spectra of pNA in water computed at different
wavelengths: 500 nm (red line), 420 nm (green line), 360 nm (purple
line). Wavenumbers are in cm−1 and intensities in arbitrary units.
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Figure 5.10: Excitation profiles of the peaks at of mode 5.6a at 900 cm−1
(blue line) and 5.6b at 1150 cm−1 (orange line) of pNA in vacuo and water.
Wavenumbers are in cm−1 and Raman activities are in arbitrary units.
can now be effectively taken into account also for quite large molecules,
thus allowing proper assignment of spectra and correct disentanglement of
the role played by the different effects in tuning the overall experimental
outcome. Together with the specific interest of the system at hand, in our
opinion our results show that, though further developments are necessary
and undergoing, we already dispose of a robust, powerful and user-friendly





In this final chapter we shall partake in the exploration of an efficient
computational approach for the simulation of Raman spectra in the case
where the incident radiation frequency is in resonance with one or more
electronic excitations of the system. In particular, we present an effective
time-independent implementation to model vibrational resonance Raman
(RR) spectra of medium-large molecular systems with the inclusion of
Franck-Condon (FC) and Herzberg-Teller (HT) effects and a full account
of the possible differences between the harmonic potential energy surfaces
of the ground and resonant electronic states. Thanks to a number of algo-
rithmic improvements and very effective parallelization, the full computa-
tions of fundamentals, overtones, and combination bands can be routinely
performed for large systems possibly involving more than two electronic
states. In order to improve the accuracy of the results, an effective in-
clusion of the leading anharmonic effects is also possible, together with
environmental contributions under different solvation regimes. Reduced-
dimensionality approaches can further enlarge the range of applications
of this new tool. Applications to imidazole, pyrene, and chlorophyll a1 in
solution are reported, as well as comparisons with available experimental
data. The text has been readapted from the original publication.3
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6.1 Introduction
Resonance Raman spectroscopy (RR) has received much attention in re-
cent years and has found applications in many areas such as analytical
chemistry186 and the study of metal complexes187 and biological sys-
tems.188–190 The first distinguishing feature that RR shows with respect
to non-resonant Raman is the so-called resonance enhancement:191 the
intensity of the scattered radiation is 103-106 higher than the intensity
of the regular Raman signal. This property facilitates experimental mea-
surements and, in most cases, also causes the resulting spectrum to be
free from any “contamination” arising from the non-resonant Raman sig-
nal, which has a much smaller intensity. Resonance enhancement is also
responsible for granting RR spectroscopy other peculiar features. Since it
is due to the interaction of the incoming radiation with an electronic tran-
sition of the system, a RR spectrum carries information about the excited
state(s). Traditionally, the methods of choice to study excited-state prop-
erties of molecules are UV-vis absorption and fluorescence spectroscopies.
Both these methods have two disadvantages: first, because of the naturally
short lifetime of some excited states, and because of the inhomogeneous
broadening caused by the environment, the band-width of most electronic
transitions is usually very broad, especially in the case of molecules in
solution; this “dilutes” the information that could be extracted from the
spectrum, and it is usually difficult to record vibrationally resolved elec-
tronic spectra, even though the band-shape may be dominated by the vi-
bronic structure. In RR, the band-width only depends on the initial and
final states,191 which both belong to the ground state potential energy
surface (PES), therefore the peaks’ width is comparable to the case of a
non-resonant Raman spectrum. Another advantage of RR over traditional
one-photon spectroscopies is that it is a vibrational spectroscopy, whence
it is much easier to extract structural information about the system. A
second consequence of the resonance enhancement is that only the molec-
ular vibrations that are affected by the electronic transitions (in particular
those vibrations that involve atoms close to the chromophore) will be vis-
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ible in the spectrum because all other vibrational modes will not benefit
from the enhancement and will have negligible intensity. This property
is heavily exploited in the study of biological macromolecules,189,190 in
which one may tune the incident radiation’s frequency to one particular
chromophore within the system, obtaining information about the corre-
sponding region of the macromolecule; if a regular Raman or infra-red
spectrum is recorded, the high number of vibrational transitions of the
molecule will produce an “overcrowded” spectrum which would be diffi-
cult to interpret.
All such characteristic features of RR have stimulated the research in
this field, both experimentally191 and theoretically,192 but there is still
much work to be done in both areas. In this contribution we present our
work on the time-independent (TI) calculation of RR spectra16 within
a general-purpose quantum chemistry program, with an emphasis on the
computational applicability and scaling of the method with respect to sys-
tem size. The implementation was designed as an integrated module in the
multi-frequency virtual spectrometer under development in our group;101
in this way it can take advantage of the various features already present
such as the handling of large systems through reduced-dimensionality
schemes, the modeling of the solvation environment, and anharmonic-
ity. The present work is organized as follows: after an introduction on
the theoretical framework of RR, the inclusion of anharmonicity and of
environmental effects is discussed. As an illustration of the versatility
and reliability of our procedure, we analyze the spectra of three different
systems: imidazole, pyrene, and chloropyll a1.
6.2 Resonance Raman scattering cross-section
Raman scattering can be formally thought as a two-photon phenomenon
where an incident electromagnetic radiation is inelastically scattered by
the system, which can either absorb (Stokes scattering) or release (anti-
Stokes scattering) energy. The ability of a molecular system to give rise
to Raman scattering is related to its transition polarizability tensor10 be-
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tween two different vibrational states belonging to the same electronic
level. The Raman cross-section can be easily computed once the tran-
sition polarizability is known. For isotropic media it can be expressed
as a combination of three isotropic invariants corresponding to the mean
isotropic polarizability, the symmetric anisotropy, and the antisymmetric



















where αs and αa are the symmetric and antisymmetric components of the
polarizability tensor. For example, in the case of 90 degrees scattering
with an incident radiation of frequency ω perpendicularly polarized with
respect to the scattering plane, and an unpolarized scattered radiation,7
we have:




45a2 + 7g2 + 5d2
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(6.2)
where ωs = ω − ωfi is the angular frequency of the scattered radiation.
These expressions are general, and are applicable to both the resonant and
non-resonant cases. One important difference, however, is that the non-
resonant transition polarizability is symmetric, giving a vanishing contri-
bution from the d2 term. There are several methods for the calculation of
the RR polarizability, with different levels of approximations. The theo-
retical framework of RR can be traced back to the work of Placzek,193 who
obtained sum-over-state formulas for the Raman transition polarizability
in the resonant and non-resonant cases starting from the perturbation
expansion of the wavefunction, and later Albrecht194 who gave separate
expressions for the various contributions of the polarizability arising from
the expansion of the transition dipole moments. The RR polarizability







ωmi − ω − iγ
(6.3)
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where 〈f | and |i〉 represent the final and initial vibrational states respec-
tively, ωmi = ωm − ωi is the energy difference between the middle and
initial state, µα and µβ are the Cartesian components of the transition
dipole moments between the ground and excited electronic states, γ is
the excited state’s phenomenological damping constant, and the (infinite)
summation runs over all vibrational states m′ belonging to the excited
state PES. An equivalent expression for the RR polarizability can be ob-
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Both the time-dependent and the time-independent expressions require
a model for the ground and excited PESs, and for the transition elec-
tric dipole moment. Usually the harmonic approximation is invoked for
both states, but even though a geometry optimization followed by a har-
monic analysis can be routinely performed for the ground state with most
electronic structure methods, the same task may prove to be much more
difficult in the case of an excited state, and often requires a numerical dif-
ferentiation of the energy gradient, which is much more time consuming.
For this reason, further approximations are often invoked and most calcu-
lations of RR spectra assume that both states have the same normal modes
and harmonic frequencies, and differ only in the equilibrium geometry, this
assumption being known as the independent mode displaced harmonic os-
cillator198 (IMDHO) model. The latter model has been extensively used
to compute RR spectra,199–205 based on either the time-dependent or the
time-independent formulations. Additional methods used for the calcula-
tion of RR spectra can be derived by further manipulation of the time-
dependent expression, which can be viewed as an equation for the motion
of the starting vibrational wavepacket on the excited state PES. Under
short-time dynamics conditions,195–197 it is possible to write the relative
RR peak intensity as a ratio between the excited-state gradients calculated
along the normal modes under consideration.206–209 The latter method is
the simplest one for computing RR spectra and requires neither a sum-
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over-state calculation, nor the evaluation of a half-Fourier transform. Fol-
lowing an alternative treatment, which also relies on the short-time dy-
namics approximation, it is possible to evaluate the RR spectrum by com-
puting the geometrical derivative of the complex electronic polarizability
under resonance conditions using linear response theory,177–182,210 similarly
to what is commonly done to compute frequency-dependent non-resonant
Raman intensities, but with the additional complication that the finite
lifetime of the excited state must be included in the calculation to avoid
the singularities that appear in the undamped linear response equation.
It should be clear from this brief discussion that there is currently a pro-
fusion of widely different methods that are used to compute RR spectra,
each based on different assumptions and presenting its own challenges and
advantages, and there are also a few works in the literature that have at-
tempted to compare them against each other and also with respect to
experimental data.200,211,212 However, the majority of RR spectra calcula-
tions present in the literature still relies on the IMDHO model to describe
the excited-state PES. This provides a rather unbalanced description of
the two states involved since a geometry optimization followed by a full
harmonic analysis is performed for the ground state, whereas only the
gradients are usually computed for the excited state. If the excited state’s
normal modes are computed, the integrals which appear in the TI or TD
polarizability expressions cannot be straightforwardly computed since the
harmonic wavefunctions of the two PESs are expressed in different basis
sets. In order to solve this problem, in the case of semi-rigid molecules
without large-amplitude motions,213 the excited state normal modes can
be related to the ones of the ground state via an affine transformation
known as the Duschinsky relation:214
Q′ = JQ + K (6.5)
Where Q and Q′ are the ground and excited state normal modes respec-
tively, and J and K are the Duschinsky matrix and the shift vector. By
means of the Duschinsky relation it is possible to write down explicit equa-
110
tions that allow the calculation of RR intensities both in the TI and TD
frameworks.16,215–218 As already pointed out, the most straightforward way
to compute the Duschinsky matrix is to perform a geometry optimization
followed by a vibrational analysis for both states. This method is often
called Adiabatic Hessian (AH),219 but it is not the only way to obtain
a meaningful description of the excited state normal modes. Indeed, the
vibrational analysis for the excited state may also be performed at the
ground state equilibrium geometry and the shift vector can be extrapo-
lated from the gradient, a method known as Vertical Hessian (VH).219,220
If the harmonic approximation is exact then the two methods are equiv-
alent, otherwise the choice of using one or the other depends on whether
one needs a better description of the vertical region or the minimum of
the excited PES. If the Duschinsky rotation is ignored and excited-state
frequencies are not computed, the simplified methods known as Vertical
Gradient (VG) and Adiabatic Shift (AS) are obtained; in the first one,
only the excited-state gradient at the ground-state equilibrium geometry
is computed, whereas for the second one the excited-state geometry is op-
timized, but the shape of the PES is then assumed to be the same as in
the ground state.
6.2.1 Time-Independent calculation of the RR po-
larizability
In this work, we chose the time-independent approach for the calculation of
the RR polarizability tensor. The transition dipole moments that appear
in equation 6.3 can be expanded in a Taylor series with respect to the
excited-state normal modes around the molecule’s equilibrium geometry.
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where ~µa and ~µab are the transition dipole moment first and second deriva-
tives with respect to the normal modes. This way of writing the expansion
of the polarizability allows to draw a parallel with the non-resonant Ra-
man polarizability, which is expanded directly in a Taylor series up to at
least the first order (and more, whenever anharmonicity effects are con-
sidered). The zeroth and first order dipole expansion terms that appear
in the resonant case are commonly referred to as Franck-Condon (FC),
and Herzberg-Teller (HT), therefore the terms that appear in the polar-
izability expression can be classified as mixed FC-FC, FC-HT, etc. terms,
which can be considered the different orders in the expansion of the RR
polarizability in the normal modes. The full second order of the polariz-
ability contains a HT-HT term, and two FC-D2 terms (where D2 refers
to the second order derivative of the transition dipole moment). In this
work we stop the dipole expansion up to the HT terms, therefore the po-
larizability contains all FC-FC, FC-HT, and HT-HT terms. Note that in
these expressions the dipole moments are expanded with respect to the ex-
cited state normal modes (all quantities referring to the excited electronic
state are denoted by an apex). This choice allows for a simplification
of the formulas to calculate the required Herzberg-Teller integrals and,
if HT can be considered a good approximation, the two approaches are
equivalent. The inclusion of HT terms is especially crucial in the case
of symmetry-forbidden transitions, or transitions with a very low oscilla-
tor strength, while their inclusion may be forgone in the case of strongly
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allowed transitions.
The integrals that appear in equation 6.6 can be computed recur-
sively.221–223 The time-independent formulation of the RR polarizabil-
ity has been implemented within the Gaussian suite development ver-
sion113 by taking advantage of the features previously developed for one-
photon spectra calculation,14,15 and in particular for one-photon absorp-
tion (OPA) which requires the very same transition integrals as RR. As
already mentioned, the time-independent scheme requires a truncation of
the summation in equation 6.6 in order to be of any use. There is in prin-
ciple an infinite number of middle states 〈m′|, therefore we need to screen
them to select beforehand the states that are expected to give the greatest
contribution to the dipole integrals. We have accomplished this by using
a class-based method, described in Refs.14,15,219,224,225. The convergence
of each Raman peak’s calculation can be gauged by evaluating the ex-
pression obtained by neglecting the denominator contribution in equation
6.6 both numerically and analytically, as described in Ref.16. Alterna-
tive methods for the screening of integrals have also been proposed.226–228
While the prescreening method attempts to reduce the number of middle
states that need to be included in the calculation, their number can still
be significant, and does scale with the size of the system. Fortunately
each middle state contributes independently to the total sum-over-state,
therefore equation 6.6 can be implemented in an effective parallel way,
allowing us to apply our procedure to systems of medium and large size,
without the need to introduce further approximations. More specifically,
the middle states are separated into “classes” of excitations according to
the number of simultaneously excited modes, and the contribution of a
class is computed before moving to the next. Within each class, the cal-
culation is split between all available processors, using a shared-memory
Open Multi-Processing (OpenMP) protocol, and each processor treats a
different family of middle states 〈m′|, where by family we intend a set
of states with the same simultaneously excited oscillators, hence differing
only by the number of non-null quanta for each mode. The number of
states belonging to a class grows very rapidly with the class order, which
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makes it the bottleneck of the calculation. Parallelizing the latter step can
speed up the calculation almost linearly with the number of processors.
Additionally, each Raman peak can be computed independently of the
others, therefore the evaluation of the different band intensities can also
be parallelized if multiple machines are available.
The TI formulation has a few advantages. Since the recursion formulas
used to compute the FC integrals are completely general, it is possible to
compute the intensity of overtone and combination bands up to any order
and the computational cost for a combination band is not significantly
higher with respect to a fundamental band (though the raw number of
possible combinations grows rapidly with the maximum allowed quantum
number and with system size). This also allows the straightforward inclu-
sion of temperature effects in the calculation, since this requires to select
a finite number of different initial states according to their Boltzmann
population. Finite temperature spectra may contain a greater number of
bands, whose computation can also be parallelized. The efficient imple-
mentation of FC integral calculation, along with the parallelization of the
code, allows us to apply the TI picture with the Duschinsky and tem-
perature effects to systems of medium-large size. Note that as the size
of the system increases and we wish to keep intact the level of theory
(i.e. inclusion of Duschinsky mixing) the actual RR spectrum calculation
will never be the bottleneck of the whole computation since the excited-
state vibrational analysis is by far the most demanding step (see section
8 for a specific example). The applicability of our method can therefore
be extended to ever-larger systems by reducing the cost of the latter step,
e.g. by using a more affordable basis set or even by estimating the second
derivatives using semi-empirical methods, or running the various steps
involved in the numerical differentiation on separate machines.
6.3 Anharmonicity effects
Even though peaks’ intensities carry information about the excited elec-
tronic state of the system, RR can still be considered a vibrational spec-
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troscopy since the transition involves two vibrational states belonging to
the same PES. While a harmonic description of the ground-state PES to
model vibrational spectroscopies can give good qualitative results, inclu-
sion of anharmonic effects is often needed to achieve sufficient accuracy
to allow a direct comparison with experimental results. This is espe-
cially true in the case of RR because peak positions are determined by
the energies of the vibrational states, and it has been shown29,31,112 that
anharmonicity can have huge effects, resulting in shifts of as much as 150
cm−1 for C-H stretchings, and, more crucially, anharmonicity can affect
the ordering of the vibrational modes, which can lead to erroneous peak
assignments. The anharmonicity of the PES also affects spectroscopic
intensities, as demonstrated in many works in the case of infra-red and vi-
brational circular dichroism spectra.2,29,229–232 In the case of non-resonant
Raman spectroscopy, the inclusion of anharmonic contributions on the
intensities calls for both an anharmonic description of the PES, and the
inclusion of additional terms in the Taylor expansion of the Raman po-
larizability as a function of the normal modes of vibration up to the third
order (the so-called electrical anharmonicity).29 In the TI picture of RR
the transition dipole moment is instead expanded as a Taylor series, giv-
ing rise to Franck-Condon, Herzberg-Teller, and possibly higher terms,
so the inclusion of anharmonicity rests on the sole description of the vi-
brational states. An additional challenge faced in the case of RR is the
fact that intensities rely on an accurate description of the excited state
PES in addition to the ground-state one, and if performing a complete
harmonic vibrational analysis for an excited state can itself be quite de-
manding, going beyond the harmonic approximation can prove to be truly
herculean, unless the excited state can be computationally treated like a
ground state, e.g. whenever it has a different symmetry or spin multiplicity
with respect to the “true” ground state, or in cases like photon-induced
ionizations where an electron is removed from the system. Anharmonic-
ity effects can be included at different levels of approximation and with
different methods.233,234 In this work we used our implementation20,21,25,30
of second order vibrational perturbation theory (VPT2) which can pro-
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vide an accurate description of both anharmonic vibrational energies and
wavefunctions. In VPT2 the perturbed wavefunctions are expressed as
linear combinations of harmonic states, and in order to use this kind of
expression in calculation of Franck-Condon integrals, we would have to
perform a large number of computations for each RR peak, with a pro-
hibitive computational cost, bar for the smallest molecules. Because we
are interested in applying our methodology to medium-large sized sys-
tems, we choose instead to limit the treatment of anharmonicity effects to
the vibrational energies, which are employed in equation 6.6, in place of
the harmonic ones, with no additional computational cost for the vibronic
part. As already pointed out, computing the excited-state anharmonic
frequencies with a full VPT2 treatment is computationally too expensive,
and can only be done in conjunction with an electronic structure method
for which analytical second derivatives of the excitation energy are avail-
able. We choose instead to use the ground-state anharmonic frequencies
to estimate the excited-state ones, following the scheme proposed by some
of us.234 Since in general the excited-state normal modes differ from the
ground-state ones, the anharmonic shifts computed for the latter cannot
be directly applied to the former. To solve this problem we compute the
scaling factors between the harmonic ground-state energies and their an-
harmonic counterparts and then use the Duschinsky transformation to
estimate the corresponding scaling factors for the excited state. The esti-









Empirical scaling factors are commonly used to estimate anharmonicity
effects for the ground state, and in fact they have also been used in the
context of RR calculations.206,235–237 Computing the scaling factors using
vibrational perturbation theory, as opposed to using empirical ones, poses
no transferability problems and is therefore much more suited for the es-
timation of the excited-state frequencies. The excited-state anharmonic
frequencies are then inserted into equation 6.6 along with the ground-
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state ones, and are also used in the recursion formulas used to compute
the Franck-Condon integrals. It is worth noting that anharmonic frequen-
cies are systematically lower than their harmonic counterparts, therefore
if anharmonicity effects were included only in the ground state vibra-
tional energies, the denominators in equation 6.6 would increase, leading
to systematically lower absolute intensities. Because the anharmonicity
shift tends to be much higher for higher-energy modes, this effect is also
heterogeneous along the spectrum, leading to an error in the relative in-
tensities, in addition to the absolute ones. It is therefore crucial that
anharmonicity effects be included for both electronic states.
This method of treating the anharmonicity of excited states can be
validated by applying the full VPT2 treatment to excited states which,
because of symmetry or other reasons, require no TDDFT response calcu-
lations. It should be noted that our vibronic method is not applicable in
cases where there is a very large change in geometry and normal modes of
the excited state with respect to the ground state’s because in that case
the Duschinsky transformation is not sufficient to faithfully describe the
relation between the two sets of normal modes. To summarize, our method
for estimating anharmonic frequencies in the excited state seems suitable
for those systems for which the vibronic spectrum can be computed in
this framework. To support our claim, we computed the anharmonic fre-
quencies of imidazole in its ground singlet state, and in its first triplet
(T0) and ionized (D0) states. We then computed the Duschinsky matrix
and the anharmonic shifts for the T0 and D0 states using equation 6.7 and
compared the results.
While this method of treating anharmonic effects exonerates us from
the calculation of high-order geometric derivatives of the excitation energy,
computing the anharmonic frequencies for the ground state alone is still
very demanding, and scales unfavorably with system size. Fortunately, RR
spectroscopy can benefit greatly from the use of a reduced-dimensionality
scheme. Usually one is only interested in a specific region of the spectrum,
therefore it is not necessary to compute the anharmonic frequencies of the
normal modes which lie outside of it. Computationally, this means that
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the energy Hessian need only be computed after displacing the molecular
geometry along the selected normal modes rather than the full ensemble,
with a proportional saving in computational time. Unless the modes that
are not included in the anharmonic treatment are very strongly anhar-
monic and strongly coupled to the selected modes, the discarded terms
contribute marginally to the anharmonic correction, and can safely be
eliminated, so peak positions are almost unaffected.238,239 In addition, a
very small effect on the computed RR intensities can be expected because
the harmonic frequencies will be used in place of the anharmonic ones for
the non-selected modes in equation 6.6. In our examples, the effect of
anharmonicity on intensities is not very big, therefore we can safely apply
our reduced dimensionality scheme in the most complex cases.
6.4 Environmental effects on resonance Ra-
man spectra
Though some reports of RR spectra of molecules in the gas phase ex-
ist,240–243 RR spectral measurements are most often performed on molecules
in solution or more complex environments. The connection between the
RR spectral response and the molecular environment is in fact so strong
that RR measurements have been used to evaluate solvent reorganization
energies associated with the electronic transition.244–246 The most evident
environmental effect on the spectrum is the change in the positions of
the peaks, related to the change in the vibrational energies, which can be
quite significant.112 This change is one of the consequences of the change
in the PESs and, by extension, in the vibrational wavefunctions that en-
ter equation 6.3, causing a change in the intensity of the peaks, as well
as their positions. Therefore we need a suitable computational proto-
col able to model the effects of the environment on all these parameters,
having the capability of accurately calculating the energies, geometries,
frequencies and vibrational wavefunctions of the system. While these re-
quirements can be met by means of numerical algorithms, there are other
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issues which have to be solved before the model can be considered suitable
for modeling RR spectroscopy. By limiting ourselves to solvated systems
(similar considerations also apply to generic systems composed of a core
molecule interacting with an external environment), it should be taken
into account that RR scattering is a dynamical process. Therefore, the
response of the solvent to the core system interacting with the external
field will occur at different timescales, depending on the different degrees
of freedom of the solvent molecules surrounding the core system. This
results in both homogeneous and inhomogeneous broadening effects of the
spectral response caused by the presence of the solvating environment.247
The component of the solute-solvent interaction that acts at the polar-
izability level can be modeled by including an additional time-dependent
dephasing term in the exponent of equation 6.4, and if this is simplified by
a constant term, there is a resulting increase in the observed value for the
damping constant γ that appears in equation 6.3, so it can no longer be
attributed solely to the finite lifetime of the excited electronic state. The
choice of an appropriate value for the damping constant to be used in the
spectrum simulation should therefore take into account the experimental
conditions. In addition, the spectral peaks will also be broadened because
of the presence of the solvent, and this latter effect can be empirically
considered by using an arbitrarily chosen lineshape, such as a Gaussian or
Lorentzian distribution function.
Coming back to the modeling of solvent effects on PESs, vibrational
wavefunctions, and electronic excited states, a possible strategy consists
in performing QM calculations within the framework of the Polarizable
Continuum Model (PCM),35,36 which has been used in the past to model
solvent effects in the context of RR spectroscopy.16,201,207,248–252 PCM is
a so-called focused model, which treats the solvent as a continuum polar-
izable dielectric medium that hosts the solute molecule, treated quantum
mechanically, within a molecule-shaped cavity. The presence of the po-
larizable continuum alters the solute electronic density, via an effective
solvent-dependent term in the molecular Hamiltonian, which in turn af-
fects the solvent response, until self-consistency, which finally results in
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mutual solute solvent polarization effects. Besides such direct effects on
the molecular electronic wavefunction, the presence of the continuum di-
electric also alters the solute PES, i.e. its equilibrium geometry, vibra-
tional frequencies and normal modes, resulting in a change in RR peaks’
positions, but it also affects all excited state properties required in RR
calculations (i.e. transition dipole moments, excited state forces, etc.).
PCM has been extensively used to model solvent effects on both vi-
brational and electronic spectroscopies thanks to the development of al-
gorithms to include solvent contributions in the different terms entering
equation 6.3.
The peculiar nature of RR as a mixed vibrational-electronic property
calls for care when considering the solvent time evolution, in order to
correctly account for the dynamical aspects of the solute-solvent inter-
action,253 which differ if purely electronic,89,90 vibrational31,71 or mixed
electronic/vibrational phenomena72,253 are considered.
In the simple case of electronic absorption spectra, a possible (and most
often used) partition of the solvent response to the electronic changes in
the solute assumes the solvent electronic degrees of freedom to quickly
equilibrate to the time-evolving solute electronic density, whereas the rest
stay equilibrated to the unaltered ground state solute charge density, thus
resulting in a nonequilibrium solute-solvent regime.89,90,253 The same also
applies to vibrational spectroscopies,31,71 however the partition of the sol-
vent response has to be done differently, because both the electronic and
vibrational solvent degrees of freedom can, in this case, follow the so-
lute charge density evolving in time. This formally results in a different
definition of the nonequilibrium solvation regime.2,31,47
Unlike simple one-photon (electronic or vibrational) absorption, RR is
at the same time a vibrational and an electronic phenomenon, therefore
the definition of the physically consistent solvation regime to be used in the
calculation of the RR polarizability is to be done with care.253 By adopting
a time-dependent picture, the RR polarizability can be seen as originat-
ing from the evolution in time of the starting vibrational wavepacket on
the excited state PES. Therefore, depending on the timescale of such an
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evolution, it might be assumed that some of the solvent’s nuclear degrees
of freedom remain static. To simulate such behavior within the PCM
framework, extension of the vibrational nonequilibrium approach28,71 to
excited states, within the further account of electronic nonequilibrium ef-
fects would be necessary. Such a model has never been proposed so far.
In this paper, in order to partially account for such effects we will assume
the PCM cavity to stay fixed, i.e. the geometrical arrangement of the
solvent stay equilibrated to the solute equilibrium geometry. This implies
the PCM cavity geometric derivatives to be discarded in the evaluation
of excitation energy gradients and/or Hessians. As far as the ground
state is concerned, we will instead make use of the aforementioned vibra-
tional nonequilibrium regime31,71 It is worth remarking that the use of
a fixed cavity cannot completely freeze the solvent’s nuclear degrees of
freedom, because the nuclear solvent response, which contributes to the
PCM excited state computed properties, is evaluated within the nuclear
equilibrium regime. A further approximation which we will exploit in the
following consists of performing a numerical differentiation of the (elec-
tronic) nonequilibrium excitation energy, where each atom is displaced
along each cartesian coordinate first in the positive and then in the nega-
tive direction, and the derivative is then computed numerically. The PCM
cavity is also kept fixed. A univocal assessment of the (nuclear+electronic)
solvation regime to be exploited in modeling RR spectra is far from trivial.
Therefore, in the following we will compare three different approaches to
compute the parameters required for a RR calculation:
1. Equilibrium solvation: all solvent degrees of freedom are equilibrated
with the solute. Both ground state and excitation properties are
computed in this manner and the PCM cavity is mobile.
2. Fixed cavity: the PCM cavity is kept fixed in the calculation of all
energy derivatives, for both the ground state and excitation proper-
ties, where the former are computed under the vibrational nonequi-
librium regime, and the latter are computed in the electronic equi-
librium solvation regime.
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3. Nonequilibrium: in addition to keeping the cavity fixed, the verti-
cal excitation energy is computed under (electronic) nonequilibrium
conditions, and is numerically differentiated.
The choice of the solvation regime should also be coherent with the treat-
ment of the excited-state PES: in an adiabatic scheme, where the excited-
state geometry is optimized and the PCM cavity is displaced along with
it during the optimization, the equilibrium solvation should be selected.
The other two regimes can be used in vertical treatments (VG or VH). In
order to apply the other two solvation regimes to adiabatic schemes, the
excited-state geometry optimization must also be performed with a fixed
PCM cavity.
6.5 Computational details
All DFT, RR, and vibronic absorption calculations were performed us-
ing a development version of the Gaussian suite of quantum chemistry
programs.113 The B3LYP117,118 functional is adopted for imidazole and
chlorophyll a1, while PBE0120 is used in the case of pyrene, following
previous studies establishing this functional as appropriate for this sys-
tem.251 Some test computations on pyrene were also performed with the
CAM-B3LYP114 and the M06-2X119 functionals. The basis set was cho-
sen taking each system’s size and consequent computational cost of each
task into account. For imidazole the aug-cc-pVTZ122 was used for all
calculations, for pyrene and chlorophyll a1 the ground state harmonic fre-
quencies were computed with the double-zeta SNSD basis set254 whereas
anharmonic effects and excited state frequencies were computed with the
smaller 6-31G* basis set.
Solvent effects were taken into account using the Polarizable Contin-
uum Model (PCM).35,36 The PCM cavity was built using a system of inter-
locking spheres with the following radii expressed in Ångstroms: 1.443 for
hydrogen, 1.926 for carbon, and 1.830 for nitrogen, 1.7500 for oxygen, and
1.5105 for magnesium, each multiplied by a factor of 1.1. The solvents’
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static and optical dielectric constants used are ε0 = 78.36 and ε∞ = 1.78
for water, ε0 = 35.69 and ε∞ = 1.81 for acetonitrile, and ε0 = 32.61 and
ε∞ = 1.77 for methanol.
All Complete Active Space Self-Consistent Field (CASSCF) and Multi-
State Complete Active Space Second-Order Perturbation Theory (MS-
CASPT2)255 calculations were performed using the MOLCAS package
(version 7.8).256–258
6.6 Imidazole in aqueous solution
Imidazole was chosen for its role in biological systems and because its
small size and solubility in water allow for a very extensive analysis of
the various contributions to the final spectra and of the different levels
of approximation involved. For our study, we focused on the very bright
π − π∗ transition, which appears around 210 nm. Because this transition
is strongly allowed,259 we performed our calculations at the FC level.
6.6.1 Anharmonicity effects
As already mentioned, imidazole is an ideal candidate to illustrate our
method for treating anharmonicity effects in RR spectroscopy. We per-
formed the full VPT2 anharmonic analysis20,21,25,30 for imidazole in its
ground S0 state and first triplet state T0, and for the radical cation ImH
+
in the lowest energy D0 state. The calculations in each case involve a
geometry optimization (see figure 6.1 for the three optimized geometries),
followed by the calculation of harmonic force constants (to obtain the nor-
mal modes of vibration), and finally the numerical differentiations of the
energy Hessian.
From the harmonic analysis of the three species, it is possible to com-
pute the Duschinsky matrix and shift vector that relate the normal modes
of the cation and the triplet to the normal modes of the singlet. Using
equation 6.7 the anharmonic frequencies of the ground singlet state were
used to estimate the anharmonic frequencies of the cation and triplet,
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(a) ImH S0 (b) ImH
+ D0 (c) ImH T0
Figure 6.1: Optimized structures of imidazole (singlet), imidazole cation
(doublet), and imidazole (triplet).
which were compared to their VPT2 counterparts to assess the validity of
our scaling scheme. The results are reported in table 6.1. The anharmonic
frequencies obtained with the Duschinsky method are in excellent agree-
ment with the VPT2 ones in the case of the doublet cation, with an average
deviation of 0.4% and a maximum deviation of 1.1% for normal mode 15.
A much larger deviation is observed in the case of the triplet state, with
deviations as high as 43% for the first normal mode. This behavior can
be explained from the observation of the optimized structures (figure 6.1).
The optimized structure for the triplet state presents a significant pyra-
midalization of two atoms in the ring, resulting in a different molecular
symmetry. The normal modes of the triplet state are poorly described in
terms of the singlet state normal modes using a simple affine transforma-
tion such as the Duschinsky relation, leading to a very dense Duschinsky
matrix (see figure 6.2), with many elements of significant magnitude for
each row (or column). In this case our vibronic model is not applicable.
From these results it is reasonable to suggest that this method of esti-
mating anharmonic frequencies rests upon the same assumptions behind
the vibronic model itself, i.e. there should be a limited structural defor-
mation associated with the electronic transition. The Duschinsky matrix
that relates the singlet and ionized imidazole is comparatively much more
diagonal.
Figure 6.3 shows the harmonic and anharmonic RR spectra calculated
for an incident wavelength of 224 nm, a damping of 500 cm−1, and with
124
































Figure 6.2: Duschinsky matrices for the doublet cation (left) and neutral
triplet (right). The figure shows two 21 × 21 matrices, where 21 is the
number of normal modes. A darker shade denotes a higher absolute value
of the matrix element.
ImH S0 (Cs) ImH+ D0 (Cs) ImH T0 (C1)
# Sym Harm VPT2 Harm VPT2 Dusch. % dev Harm VPT2 Dusch. % dev
1 A” 540 533 496 491 487 0.78 201 137 196 43.14
2 A” 647 633 544 531 534 0.73 404 328 394 20.15
3 A” 683 673 707 690 694 0.70 467 392 455 16.00
4 A” 743 724 799 778 781 0.42 599 545 586 7.42
5 A’ 827 810 825 806 810 0.57 736 611 719 17.80
6 A” 885 864 890 872 871 0.20 809 775 793 2.25
7 A’ 908 895 923 907 908 0.14 832 801 815 1.86
8 A” 946 932 936 917 913 0.42 914 865 892 3.14
9 A’ 1073 1049 964 942 944 0.26 916 871 895 2.75
10 A’ 1093 1069 1043 1018 1021 0.24 1008 966 982 1.72
11 A’ 1144 1121 1125 1105 1100 0.47 1049 1025 1024 0.05
12 A’ 1159 1133 1212 1186 1184 0.21 1107 1074 1080 0.58
13 A’ 1286 1261 1265 1242 1237 0.45 1262 1232 1229 0.25
14 A’ 1363 1323 1295 1270 1267 0.22 1305 1271 1272 0.11
15 A’ 1427 1389 1416 1365 1380 1.12 1358 1317 1322 0.40
16 A’ 1499 1470 1453 1415 1421 0.41 1396 1346 1366 1.45
17 A’ 1556 1524 1539 1494 1506 0.79 1541 1507 1501 0.37
18 A’ 3242 3115 3235 3112 3109 0.09 3110 2988 2984 0.13
19 A’ 3244 3118 3241 3116 3115 0.04 3180 3054 3055 0.05
20 A’ 3272 3145 3248 3124 3122 0.05 3230 3083 3105 0.69
21 A’ 3652 3484 3565 3399 3401 0.07 3467 3223 3325 3.17
Table 6.1: Comparison between VPT2 anharmonic frequencies and the
ones estimated with the anharmonic scaling scheme based on the Duschin-
sky transformation. ImH denotes neutral imidazole, ImH+ is the radical
cation. Note that the optimized structure for the triplet state of imidazole
has a different symmetry with respect to the singlet; the symmetry labels
therefore do not apply in this case.
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Figure 6.3: Harmonic (continuous red line) and anharmonic (dashed
blue line) RR spectra of imidazole in water.
peaks convoluted with Gaussian functions with a half-width at half max-
imum (HWHM) of 10 cm−1. The spectra were scaled to have the same
maximum intensity to compare them more easily. As expected, anhar-
monic bands are systematically redshifted with respect to the harmonic
ones, and there is also a significant difference in the computed relative
peak intensities. Notice also that in the anharmonic spectrum there is a
very small peak at 1136 cm−1 which, in the harmonic spectrum, is ob-
scured by the intense peak close to it. We finally note that imidazole is a
small system, i.e. it has a limited number of vibrational modes, thus the
resulting spectrum is relatively simple. In case of more complex systems,
the combination of peak displacements and changes in relative intensities
can potentially lead to notable differences in the bandshapes.
6.6.2 Effect of the solvation regime
As pointed out previously, solvent effects can be crucial in RR spec-
troscopy, and the choice of the solvation regime is of particular relevance.
Because of water’s high polarity, the distinction between equilibrium and
nonequilibrium solvation can have very dramatic consequences on spectro-
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scopic properties. As already pointed out in section 4, for RR, as well as
vibrationally resolved absorption and fluorescence spectra, it is necessary
to make a distinction between electronic and vibrational nonequilibrium
solvation, depending on which degrees of freedom of the solvent are al-
lowed to relax and thus remain at equilibrium with the solute evolving
with a timescale characteristic of the spectroscopic phenomenon. In the
framework of a time-dependent picture, the vibronic structure charac-
teristic of any electronic excitation and the RR response arise from the
evolution of the initial vibrational wavepacket on the excited state PES,
which may last long enough to allow for the relaxation of the solvent’s
electronic (and, possibly, nuclear) degrees of freedom. The choice of the
most appropriate solvation regime depends on the system and is by no
means trivial. We have investigated the effect of the different approaches
on RR and vibrationally resolved OPA spectra of imidazole in water by
performing the calculations under the three distinct conditions described
in section 4. First we considered the solvent in full equilibrium with the
system, both in its electronic and nuclear degrees of freedom, then we con-
sidered the effect of keeping the PCM cavity fixed (where the vibrational
nonequilibrium regime is employed in the computation of the harmonic
or anharmonic vibrational ground state frequencies and normal modes),
and finally we performed the calculation with the addition of electronic
nonequilibrium effects on excited state properties. Note that we also in-
cluded anharmonicity effects in all cases.
Electronic and nuclear nonequilibrium affects the computed spectra
at different levels. Keeping the PCM cavity fixed only influences the
calculation of the gradients (and, if required, Hessian and higher order
derivatives) of the ground state energy and excitation energy that are
used to model the PESs. Conversely, under equilibrium conditions, it is
necessary to include in the derivatives additional terms accounting for the
displacement of the cavity. This effect does not change the vertical en-
ergy or dipole strength of the transition (the latter accounted for by the
FC terms), since neither involves any geometrical derivatives, but affects
the shape of the excited-state PES and the HT and higher terms in the
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Taylor expansion of the dipole moments. It should be clear that the ques-
tion of the vibrational nonequilibrium does not arise in the modeling of
one-photon spectroscopies (e.g. absorption and fluorescence) unless one is
interested in the vibronic bandshape, but is always present in the case of
RR, for which even the simplest computational models require the calcu-
lation of the excited state gradient. Electronic nonequilibrium has a more
dramatic effect, as it influences the calculated vertical excitation energies
and can even affect the order of the excitations. Figure 6.5 shows the
computed vibronic OPA spectra, the RR excitation profile (i.e. a plot of
the RR intensity against the incident frequency at a fixed Raman shift)
corresponding to the 8th normal mode (an in-plane bending motion, see
figure 6.4 for a pictorial representation of the normal modes mentioned
throughout the article), and the RR spectrum, under the three solvation
regimes discussed in section 4. All spectra were computed at the Vertical-
Gradient Franck-Condon (VG|FC) level, with the inclusion of anharmonic
effects. Each band in the vibronic OPA spectrum was convoluted with a
Gaussian function with a HWHM of 150 cm−1, while the peaks in the
RR spectra were convoluted with Gaussian functions with a HWHM of
10 cm−1. The RR and RR excitation profile spectra employ a value for the
damping constant of 500 cm−1. All spectra are shown in arbitrary units.
The RR spectra were computed for an incident wavelength of 224 nm and,
since we are more interested in comparing relative intensities rather than
absolute ones, they were subsequently scaled to have the same maximum
intensity.
All three vibronic OPA spectra show a similar convolution; the lowest
energy band corresponds to the 0-0 transition, while the other bands arise
mainly from the superposition of different peaks corresponding to transi-
tions from the vibrational ground state to a combination of normal modes
11, 13, 14, and 15 in the excited state PES. The spectra show that there
is only a slight change when the PCM cavity is held fixed (dashed orange
line), and the resulting spectrum is almost superimposed to the spectrum
obtained with a mobile cavity. The position of the peaks is expected to be
almost identical in the two cases, as keeping the cavity fixed does not di-
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(a) Mode 1 (b) Mode 8 (c) Mode 11
(d) Mode 13 (e) Mode 14 (f) Mode 15
Figure 6.4: Normal modes of imidazole mentioned throughout the work.
rectly affect the vertical transition energy. The same behavior is observed
in the case of the RR excitation profile. The RR spectrum instead shows
a much more pronounced difference: the position of the peaks is heavily
influenced by the solvation regime employed to compute the ground state
anharmonic frequencies, with a smaller yet clearly discernible effect on
relative intensities. A much larger change can be observed in the case of
the electronic nonequilibrium: in this case the vertical transition energy
is blueshifted by about 1500 cm−1 (roughly 7.5 nm) and both the OPA
spectrum and the RR excitation profile appear translated. In addition,
the relative intensities of the absorption peaks are affected by the vari-
ation of the solvation regime, and the same behavior is observed in the
excitation profile. The change in both intensity patterns is a consequence
of the change in the computed excited-state forces under the two different
solvation regimes. The RR spectrum shows a very different behavior, as
there is very little change with respect to the fixed-cavity regime. The
position of the peaks is a property of the ground state, therefore it is not
influenced by the way excitation properties are calculated, and while a
small change in the intensity pattern is noticeable, it is by no means as
significant as in the case of the RR excitation profile, though this depends
upon the chosen incident wavelength.
These results greatly highlight the nature of RR spectroscopy as a
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mixed electronic-vibrational phenomenon which is heavily influenced by
the environment and the choice of solvation regime.
6.6.3 Comparison with experiment
So far we have analyzed the effect of anharmonicity and solvation environ-
ment employing the simplest model for the vibronic transition (VG|FC).
Before comparing our results with experimental data we needed to study
the effect of Duschinsky mixing on the spectrum. To do so we compared
the anharmonic (VH|FC) RR spectrum with the (VG|FC) one represented
as a dashed orange line in figure 6.5 (whithin the fixed-cavity solvation
regime). The results are represented in figure 6.6 a. Of course, peak
positions are unaffected by the introduction of Duschinsky mixing, but
relative intensities experience significant changes.
The comparison with experiment is complicated by the great number
of parameters involved. First, one has to choose an incident frequency
and a suitable damping constant, which can assume a wide range of dif-
ferent values. The incident frequency may be chosen to differ from the
calculated vertical energy by the same amount as the experimental laser
frequency differs from the measured absorption maximum.251 If the ab-
sorption spectrum is very broad this method may not be very precise.
Note also that a lower damping constant may cause the spectrum to de-
pend more strongly upon the chosen incident frequency.16 In addition, the
solvation regime greatly affects both the vertical transition energy and the
RR intensity pattern. The comparison may be greatly facilitated if both
the experimental RR spectrum and RR excitation profile are available.
We compare our results with experimental one by Balakrishnan et al,260
(see figure 6.6b), who measured the RR spectrum at an excitation wave-
length of 229 nm, which corresponds to the very start of the absorption
band of imidazole. The comparison of the experimental spectrum with the
calculated VH one (figure 6.6a) shows that peak positions are reproduced
well enough to permit an assignment. The band that appears around
1100 cm−1 is enhanced with respect to the experimental one, while the
130
  



























200 205 210 215 220




















Raman Shift / cm-1
Figure 6.5: UV-Vis (Top panel), RR excitation profile (middle panel),
and RR spectra (bottom panel) of imidazole in water calculated with three
different solvation regimes: equilibrium solvation (finely dashed blue line),
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Figure 6.6: Calculated VG|FC (top, solid green line) and VH|FC (top,
dashed purple line) RR spectra, and experimental260 (bottom, black line)
RR spectrum of imidazole in water.
one at 1260 cm−1 has a lower than expected intensity, otherwise the agree-
ment is fairly good, and the VH spectrum shows a better agreement with
experiment than the VG one, owing to the effect of Duschinsky mixing.
The small peaks between 1050 cm−1 and 1150 cm−1 are in-plane bending
motions of the C-H bonds;260 they are not visible in the theoretical spec-
trum because of their negligible calculated intensity or because they are
obscured by the higher-intensity peak at 1100 cm−1. One possible source
of errors may be that imidazole in water can form hydrogen bonds with
solvent molecules, whose effect is not fully captured by our implicit solva-
tion model. A way to overcome this limitation is to use atomistic models
for the environment, such as the QM/FQ/PCM model we have recently
implemented.59–61 Because the experimental incident frequency is on the
tail of the absorption bandshape there may also be contamination from
the non-resonant Raman spectrum.
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6.7 Pyrene in acetonitrile solution
The RR spectra of pyrene (D2h symmetry) and its derivatives have been
previously studied both experimentally261 and theoretically.251,262,263 In
this contribution we wish to draw upon the previous work by some of
us251 and expand it by including anharmonicity and nonequilibrium sol-
vent effects in the spectrum calculation. The interesting property of the
RR spectra of pyrene is the interference between different excited states.
Contrary to what happens in the case of OP spectra, in RR the contri-
butions from different electronic states must be added at the amplitude
(polarizability) level rather than at the intensity level (the Raman cross
section is quadratically dependent on the polarizability). The result is that
the total spectrum is not simply the sum of the spectra arising from the
different electronic states. The three excited states that should be taken
into consideration are, in order of increasing energy, the 1B1u, 2B2u, and
2B1u states.
251,261 In the case of pyrene calculations we chose the inter-
mediate solvation regime, with ground state harmonic and anharmonic
frequency calculations performed with vibrational nonequilibrium effects,
and we kept the cavity fixed in all calculations involving the excited states.
We performed a ground state geometry optimization followed by a normal
mode calculation at the PBE0/SNSD254 level of theory. We also optimized
the ground-state geometry and computed the anharmonic vibrational fre-
quencies using the smaller 6-31G* basis set in order to obtain them at a
reduced computational cost. The PBE0/SNSD harmonic frequencies were
combined with the PBE0/6-31G* anharmonic shifts to obtain the anhar-
monic vibrational energies to be used in the subsequent RR calculations.
The PBE0/6-31G* level of theory was also used for all excited-state calcu-
lations, and the model chosen for the excited PESs is AH, which requires
a geometry optimization followed by harmonic frequency calculations. All
RR spectra were computed using a damping constant of 500 cm−1 and
the RR peaks were convoluted with Gaussian functions with a HWHM of
15 cm−1.
As already pointed out, it is not essential to accurately reproduce the
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excitation energy to compute a RR spectrum because the incident fre-
quency used in the calculation can be easily adjusted to compensate for
this error. However, whenever multiple states are involved it may be cru-
cial to correctly reproduce the energy difference between the states. For
example, a spectrum may contain peaks which are enhanced by resonance
with different electronic states, and if the energy difference between those
states is overestimated, it may be impossible to find an incident frequency
for which all peaks are visible. A comparison between the experimental
and theoretical vibronic absorption spectrum can be used to check the re-
liability of the chosen electronic structure model. Moreover, if the vibronic
resolution is clearly visible in the experimental spectrum, the latter can be
used to extract the energy of the 0-0 transitions for each electronic state,
and those energies can then be employed in the calculation of the RR
spectra. This is the case of pyrene, whose experimental and calculated vi-
bronic absorption spectra are shown in figure 6.7. While the bandshapes
are correctly reproduced, the calculated spectrum is not merely shifted
with respect to the experimental one because the energy of the 1B1u state
is underestimated by a larger amount with respect to the 2B2u, and 2B1u
states. To compensate for this error we therefore shifted the energy of
each state individually before computing the RR spectra and excitation
profiles.
We also checked whether other DFT functionals or a multireference
method would yield better results. We therefore computed the vertical
excitation energies using the CAM-B3LYP114 and M06-2X119 functionals
with the SNSD basis set, as well as by MS-CASPT2255 with the ANO
basis set with the contraction 4s3p1d for carbon atoms, and 2s1p for
hydrogen atoms.264,265 A full valence π space which comprised 16 electrons
distributed in 16 orbitals (16,16) was used. The DFT calculations included
solvent effects by means of PCM, while the MS-CASPT2 calculations were
performed for the molecule in the gas phase, so we also computed the
excitations with PBE0 without PCM, to estimate the solvent shift. The
PBE0/SNSD ground state optimized geometry was used in all cases. The
calculated vertical transition energies cannot be directly compared with
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the energy of the 0-0 transition obtained from the experimental spectrum,
though their difference can be estimated theoretically from the vibronic
spectrum calculated with the PBE0 functional, giving 2690 cm−1 for the
1B1u state, 2188 cm
−1 for the 2B2u state, and 2967 cm
−1 for the 2B1u state.
These values were then subtracted from the calculated vertical excitation
energies. Table 6.2 summarizes the results. M06-2X gives the best results
for the excitation energies, however it has been shown that it is less reliable
for calculation of harmonic frequencies,266 therefore we still preferred to
use PBE0 to compute all spectra because, as shown in figure 6.7 and in
the analysis by Avila Ferrer et al.251 this functional gives a very good
description of the shape of the PESs. The MS-CASPT2 results do not
show a significant improvement with respect to the TDDFT ones, though
they lack a description of solvation effects which, as can be seen from the
comparison of the gas-phase and acetonitrile solution results obtained for
PBE0, give a large contribution.
Often the resolution of the experimental spectrum is not sufficient to
clearly identify the energy of the 0-0 transition (especially if the states are
very close in energy and their spectra overlap). In that case it may be
useful to perform additional calculations with different electronic structure
methods to estimate the energy differences between the excited states.
Table 6.2: Energies of the 0-0 transitions (in cm−1) computed with dif-
ferent methods, and their experimental counterparts.261 PBE0(g) denotes
gas-phase excitation energies, while all other TDDFT results include sol-
vent effects.
State MS-CASPT2 PBE0(g) PBE0 CAM-B3LYP M06-2X Exp
261
1B1u 25688 27333 25773 27219 27700 29940
2B2u 36180 35271 33761 35944 35931 36765
2B1u 41469 40768 38328 39527 39902 41667
To show the effect of the excitation-energy shift and of anharmonicity
on the RR spectrum we computed the harmonic and anharmonic spectra
using the PBE0/SNSD excitation energy, as well as the anharmonic spec-
trum calculated using the excitation energies from experiment. We chose
an incident frequency of 42000 cm−1 (238 nm) to compute the latter spec-
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Figure 6.7: Experimental (top black line) and calculated (bottom lines)
vibronic absorption spectra of pyrene in acetonitrile. The dashed red line
is the unshifted spectrum (PBE0/SNSD band positions), the continuous
blue line is the shifted spectrum according to the experimental transition
energies.
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Figure 6.8: Calculated harmonic (bottom red line) and anharmonic
(middle green line) RR spectra obtained using the PBE0/SNSD excita-
tion energies, and anharmonic spectrum (top blue line) obtained using the
experimental excitation energies of pyrene in acetonitrile.
trum, and an incident frequency of 39500 cm−1 (253 nm) to compute the
two former ones (in order to adjust the energy of the 2B1u state without
touching the energy differences, as would be normally done). The incident
energy is at the edge of the 2B1u band in the experimental spectrum in
figure 6.7, so it is affected by interference with the lower-energy 2B2u state.
Figure 6.8 shows the results. As in the case of imidazole, anharmonicity
causes a redshift of all bands, as well as minor intensity changes. The
spectrum computed using the experimental excitation energies shows an
additional change in intensity, especially visible for the band that appears
around 1700 cm−1. This kind of effects are not very big in the case of
pyrene because there is quite a large separation between the three elec-
tronic states, but they may be more relevant in cases where the energy
difference between the states is grossly overestimated or underestimated
by the chosen electronic structure method.
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6.8 Chlorophyll a1 in methanol solution
To illustrate how our approach can be applied to larger systems we com-
puted the RR spectrum of chlorophyll a1 (ChlA1, figure 6.9), a large sys-
tem of 46 atoms that is often used as a model for chlorophyll a, a pigment
found at the heart of the biological machinery responsible for photosyn-
thesis.267 RR spectroscopy has already proved to be an invaluable tool in
the study of multichromophoric systems, such as those involved in pho-
tosynthesis, thanks to the possibility of tuning the incident frequency to
selectively excite the different chromophores.268,269 In this work we stud-
ied the influence of a solvent on the RR spectrum, postponing the case
of more complex environments, such as proteins, to future works. We
also compared our results with the experimental ones by Hanf et al.270
who measured the RR spectrum of protochlorophyllide a (PChlide) in
methanol solution. PChlide has an identical π structure to chlorophyll
a1, but with additional alkylic substituents which do not significantly al-
ter the shape of the absorption spectrum. We calculated the RR spectrum
of ChlA1 in methanol solution with the inclusion of Duschinsky mixing,
Herzberg-Teller, solvent, and anharmonicity effects combined (anharmonic
AH|FCHT model with equilibrium solvation). The RR spectrum was cal-
culated for the bright Soret band which appears at about 420 nm in the
experimental spectrum,271,272 and the solvation regime chosen in this case
is the equilibrium one. Since the magnesium atom at the center of the
ring is expected to be hexacoordinated, with one solvent molecule on ei-
ther side of the ring, to overcome the limitations of the continuum solvent
model we explicitly added these solvent molecules to the part of the system
treated quantum-mechanically.
We first note that the dimensionality of the system requires great care
in the choice of the computational level. The most demanding step in
our calculations is by far the evaluation of ground state anharmonic fre-
quencies, which is accomplished by displacing the molecular geometry
along each normal mode in the positive and negative directions, comput-
ing the energy Hessian at each step, and obtaining the numerical third
138
Figure 6.9: Structure of chlorophyll a1 with two additional methanol
solvent molecules.
and semi-diagonal fourth energy derivatives. The computational cost of
this approach scales unfavorably with system size (even though the cal-
culations can be done in parallel if multiple machines are available). Sim-
ilarly to what was reported for pyrene, we employed the SNSD254 basis
set to compute the harmonic frequencies while resorting to the smaller
6-31G* basis set to compute the anharmonic shifts. In the case of ChlA1,
even with the smaller basis set, the full anharmonic calculation is com-
putationally too expensive so, to further reduce its cost, we resorted to a
reduced-dimensionality approach,238,239 limiting the evaluation of the re-
quired anharmonic derivatives to the normal modes in the 1100-1800 cm−1
region, and thus restricting the computed RR spectrum as well. The
reduced-dimensionality approach is especially useful for the calculation of
anharmonic RR spectra because it is always possible to focus on the fre-
quency region in which the final RR spectrum is to be computed, while
for vibronic OP spectra this is not possible. Restricting the calculation to
a smaller region also saves time in the subsequent TI-RR spectrum cal-
culation, though it must be emphasized that, notwithstanding the large
number of peaks and the great number of states included in the TI expres-
sion for each peak, this is still the cheapest step in the overall calculation.
To present this last point in deeper detail we show in figure 6.10a the
relative computational times for each step leading to the final spectrum.
Note that, even with a reduced-dimensionality approach, the most expen-
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sive step is by far the calculation of anharmonic frequencies, followed by
the calculation of excited state frequencies. Anharmonicity and Duschin-
sky effects can sometimes be ignored, but the calculation of ground state
frequencies is essential for vibrational spectroscopies and it is still more
expensive than the final spectrum calculation. Note in addition that in
figure 6.10a we report the time needed to obtain the RR spectrum in the
selected spectral region with the inclusion of first overtones and combi-
nation bands (the calculation of the fundamental bands only is in fact so
cheap that it would not be visible in the reported pie chart). Thanks to
our parallel implementation we are able to compute the RR spectrum of
medium-large systems with a reasonable cost, and the limiting factor is
represented by all other steps that are necessary to define the two PESs.
Figure 6.10b shows the relative computational time required for the TI-
RR spectrum calculation as a function of the number of processors used.
The computational gain is close to the maximum theoretically possible:
with 8 processors the computational time is reduced to 15.4% (as opposed
to 1⁄8=12.5%).
Before computing the RR spectrum, we simulated the vibronic band-
shape of the UV-vis absorption spectrum in order to assess the quality
of our approach for the specific system. A TD-DFT vertical excitation
energy calculation reveals that the band we are interested in is a super-
position of two different π − π∗ excited states, S3 (HOMO-1–LUMO+1)
and S4 (HOMO–LUMO+1). The S1 (HOMO–LUMO) and S2 (HOMO-
1–LUMO) states, have lower intensity and calculated vertical excitation
wavelengths of 637 nm and 618 nm respectively. Figure 6.11 shows a
graphical representation of the Kohn-Sham orbitals involved in the tran-
sitions.
Figure 6.12 shows the comparison between the experimental spectra of
PChlide270 and ChlA1271 and the calculated vibronic spectrum of ChlA1,
which was obtained by convoluting each peak with a Gaussian function
with a HWHM of 250 cm−1. For both electronic states that appear in
the calculated spectrum, the band with highest intensity corresponds to

















Figure 6.10: (a) Relative computational cost of the different steps lead-
ing to the final RR spectrum of ChlA1. Ground state frequencies (SNSD
basis set) are in blue, anharmonic shifts (6-31G* basis set) are in orange,
excited state frequencies (6-31G* basis set) are in yellow, and the final
RR spectrum between 1100 and 1800 cm−1, up to the first overtones and
1+1 combination bands is in green. (b) Relative cost of the RR spectrum
calculation with increasing number of processors.
is due to the excitation of several very diffuse in-plane bending motions.
The experimental spectra of PChlide and ChlA1 show a similar band-
shape which justifies the use of the latter as a model for the former in the
calculation of the RR spectrum. The calculated band-shape reproduces
experiment fairly well, even though DFT predicts the two excited states to
be further apart than they would appear from the experimental spectrum.
The calculated spectrum almost overlaps with the experimental PChlide
one, with the maximum appearing at 434 nm and 437 nm in the exper-
imental and calculated spectrum, respectively, whereas the maximum of
the experimental ChlA1 spectrum appears at 417 nm. Overall, the chosen
model seems appropriate for the description of our system.
Figure 6.14 shows the calculated and experimental270 RR spectra. The
calculations were performed with an incident frequency of 24550 cm−1
(407 nm), and a damping constant of 500 cm−1. The experimental spec-
trum of PChlide was also recorded with a 407 nm incident radiation.
Because the calculated ChlA1 UV-vis spectrum overlaps with the exper-
141
(a) HOMO-1 (b) HOMO
(c) LUMO (d) LUMO+1
Figure 6.11: Kohn-Sham orbitals of chlorophyll a1.
  






























Figure 6.12: Calculated (continuous blue line) and experimental271 (dot-
ted purple line) absorption spectra of ChlA1 in methanol. The continuous
black line is the experimental absorption spectrum of PChlide,270 and the
dashed orange and green lines are the calculated absorption spectra for
the S3 and S4 states respectively.
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Figure 6.13: Calculated 2D-RR spectrum of ChlA1 in methanol, where
the spectrum and excitations profiles are shown at the same time.
imental PChlide one, we did not need to apply any shift to the incident
frequency. The peaks were convoluted with Gaussian functions with a
HWHM of 10 cm−1. The top and middle panels show the harmonic and
anharmonic spectra, respectively. As already reported for imidazole, the
effect of anharmonicity mainly consists of a redshift of all bands but, be-
cause the shift is different for each peak, the convoluted spectrum also
shows some clearly visible differences in the bandshape. Figure 6.14 also
shows the separate contribution of each excited state: the S4 state gives
a greater contribution, as is expected from its greater intensity in the
absorption spectrum and from the fact that it lies closer to the incident
frequency. The S3 state still gives a non-negligible contribution thanks to
the fact that the tail in its absorption spectrum reaches the value of the
incident frequency. As explained above, the total spectrum is not simply
the sum of the two separate spectra because of interference effects acting
at the polarizability level. We also computed the spectrum with the inclu-
sion of overtones and combination bands of up to two quanta transitions,
but we found that they all have negligible intensities resulting in an almost
identical spectrum.
The bottom panel in figure 6.14 shows for comparison the experimental
spectrum of PChlide recorded with a 407 nm laser frequency.270 The ex-
perimental spectrum shows a strong band around 1360 cm−1 which the au-
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thors assign to C-C breathing vibrations of the porphyrin, a band around
1570 cm−1 assigned to C=C stretching vibrations, and one at 1700 cm−1
assigned to the C=O bending of the ciclopentanone ring. These features
are all reproduced in the calculated spectrum, though with notable differ-
ences. The computed frequencies are lower than the experimental ones,
causing a shift of the whole spectrum. The 1400 cm−1 zone in the com-
puted spectrum shows a few bands of significant intensities, which cor-
respond to very diffuse C=C bendings, that are not observed in the ex-
perimental spectrum. The high-intensity peaks that appear between 1500
and 1600 cm−1 in the anharmonic calculated spectrum are due to C=C
stretching motions and they are separated by a gap which is not found
in the experimental spectrum, but our calculations reveal that there are
actually no normal modes with an energy that would place them whithin
that gap. These differences may be attributed to the additional side chains
of PChlide, which would result in a greater number of peaks.
The effect of changing the incident frequency can be grasped by looking
at the 3D plot in figure 6.13, where the axes hold the Raman shift, incident
frequency, and spectrum intensity. The behavior of the different bands
seems irregular because the two excited states affect the various peaks
in different ways, and their large number means that they often overlap
to give rise to the visible bands. The potential interpretative power of
theoretical calculation is then evident as it can help to unravel complex
spectroscopic responses such as RR which, as an additional complication,
does not benefit from the simple selection rules valid for non-resonant
Raman scattering.
6.9 Conclusions and perspectives
In this work we have presented a parallel implementation of the TI calcula-
tion of RR spectra with the inclusion of anharmonicity and solvent effects.
We have shown that it is possible, by carefully choosing the computational
methods and employing appropriate reduced-dimensionality schemes, to


















Raman Shift / cm-1
Figure 6.14: Harmonic (top panel) and anharmonic (middle panel) RR
spectra of ChlA1 in methanol. The continuous blue line is the total spec-
trum, the dashed orange and green lines the spectra for the S3 and S4
states respectively. The bottom panel shows the experimental RR spec-
trum of PChlide.270
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calculation of RR spectra of medium-to-large sized systems. We have
demonstrated that the cost of the calculations required to accurately
model the ground-state and excited-state PESs far outweighs the sim-
ulation of the final TI-RR spectrum, therefore the best way to extend the
applicability of the method to ever-larger systems is to find cheaper means
to perform the former tasks. This goal may be accomplished through an-
alytic implementations of excited state energy second derivatives,273,274
which scale very favorably with system size with respect to their numer-
ical counterparts, and through the use of less expensive methods such as
semi-empirical ones, especially for the evaluation of anharmonic frequen-
cies.275
With the goal of extending the method to larger and more complex
systems, another issue calling for deeper investigations is the choice of
internal coordinates for the simultaneous description of electronic states
possibly characterized by quite different geometries. Several studies have
shown that normal modes built from Cartesian coordinates represent the
most straightforward and robust choice when small displacements occur.
In such circumstances the full adiabatic Hessian (AH) model, possibly
including leading anharmonic corrections, shows a remarkable agreement
with experiment, provided that the quantum mechanical method chosen
to build the PES is accurate enough. When large structural displacements
take place between the different electronic states, the situation is more in-
volved, especially if inversions and/or torsions are present.276 Recent works
suggest that in such circumstances Cartesian coordinates face significant
difficulties for a correct description of curvilinear displacements and a
proper account of the Duschinsky mixing within the AH model, where the
PESs of the different electronic states are quadratically expanded around
their own equilibrium geometry.276–278 Although the theory behind the
use of internal coordinates is well known276 and several works have been
published concerning specific systems,277,278 a general implementation of
this model is still lacking and is one of the most important tasks on which
our group is concentrating its efforts. On the other hand, the good agree-
ment between the results issuing from the vertical Hessian (VH) model
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and experimental line shapes indicates that this approximation, in which
all the normal modes are evaluated at the equilibrium geometry of a sin-
gle reference electronic state, is a good alternative to deal with systems
exhibiting large displacements. The use of this model can be, however,
problematic when imaginary frequencies arise.279
Motivated by the fact that there is a well-known strong relationship
between the RR spectral response and the molecular environment, we have
also studied the effect of the solvation regime on the final spectrum. We
have employed three different solvation regimes with the intent of mod-
eling the behavior of the different degrees of freedom of the solvent as
they either remain fixed or equilibrate with the time-dependent evolution
of the starting vibrational wavepacket of the solute that generates the
spectral response, according to their characteristic timescales. It should
be noted that the different solvation regimes we have considered can be
viewed as limiting cases of the real behavior of the solvent: in reality the
solvent’s degrees of freedom always start from a nonequilibrium situation,
and then, if the lifetime of the vibrational wavepacket on the excited state
PES is long enough to allow it, they gradually evolve to re-equilibrate with
the solute. Nonetheless, our results show that the change in the solvation
regime does have a great influence on the final RR spectrum and excitation
profile, which could stimulate more research in this area. In particular,
by performing the calculation in the time-dependent picture, it could be
possible to model the evolution of the solvent’s polarization more accu-
rately by considering an additional time-dependence of all the terms in
the equation caused by the solvent, though the assessment of how the sol-
vent’s evolution affects the excited state PES and the transition moments
is far from trivial. The choice of the appropriate solvation regime may be
particularly important in the case of more complex environments, such as
a chromophore embedded in a protein, which cannot freely rearrange itself
to adapt to the evolution of the chromophore. In this case though, im-
plicit solvent models may fail to capture the specificity of the interactions,
therefore atomistic models may be more appropriate. A possible strategy
to overcome such limitations can be the hybrid multi-scale QM/FQ/PCM
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scheme59–61 we have recently proposed, to treat explicit interactions be-
tween a molecular system and its environment. An additional limitation
of the implicit model used in this work is the absence of non-electrostatic
effects in the solvent response in its basic formulation. Several methods
have been proposed to include non-electrostatic effects within the PCM
framework,43,44,46 though, to the best of our knowledge, none have been
applied to RR spectroscopy.
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[205] Romanova, J.; Liégeois, V.; Champagne, B. Analysis of the Reso-
nant Raman Spectra of Viologens and of Their Radical Cations Us-
ing Range-Separated Hybrid Density Functionals. J. Phys. Chem.
C 2014, 118, 12469–12484.
[206] Jarzecki, A. A.; Spiro, T. G. Ab initio computation of the UV res-
onance Raman intensity pattern of aqueous imidazole. J. Raman
Spectrosc. 2001, 32, 599–605.
[207] Mennucci, B.; Cappelli, C.; Cammi, R.; Tomasi, J. A quantum me-
chanical polarizable continuum model for the calculation of reso-
nance Raman spectra in condensed phase. Theor. Chem. Acc. 2007,
117, 1029–1039.
[208] Guthmuller, J. Assessment of TD-DFT and CC2 Methods for the
Calculation of Resonance Raman Intensities: Application to o-
Nitrophenol. J. Chem. Theory Comput. 2011, 7, 1082–1089.
[209] Kupfer, S.; Guthmuller, J.; Gonzàlez, L. An Assessment of RASSCF
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Å.; Neogrády, P.; Pedersen, T.; Pitonak, M.; Reiher, M.; Roos, B.;
Serrano-Andrès, L.; Urban, M.; Veryazov, V.; Lindh, R. MOLCAS
7: The Next Generation. J. Comput. Chem. 2010, 31, 224–247.
[257] Veryazov, V.; Widmark, P.-O.; Serrano-Andres, L.; Lindh, R.;
Roos, B. 2MOLCAS as a development platform for quantum chem-
istry software. Int. J. Quantum Chem. 2004, 100, 626–635.
[258] Karlström, G.; Lindh, R.; Malmqvist, P.-Å.; Roos, B. O.; Ryde, U.;
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