Experience gained from previous jet noise studies with the unstructured large eddy simulation (LES) flow solver "Charles" are summarized and put to practice for the predictions of supersonic jets issued from a converging-diverging round nozzle. In this work, the nozzle geometry is explicitly included in the computational domain using an unstructured body-fitted mesh with 42 million cells. Three different operating conditions are considered: isothermal ideally-expanded, heated ideally-expanded and heated over-expanded. Blind comparisons with the currently available experimental measurements carried out at United Technologies Research Center for the same nozzle and operating conditions are presented. The initial results show good agreement for both flow and sound field. In particular, the spectra shape and levels are accurately captured in the simulations for both near-field and far-field noise. In these studies, sound radiation from the jet is computed using an efficient permeable formulation of the Ffowcs Williams-Hawkings equation in the frequency domain. Its implementation in Cascade's massively-parallel unstructured LES framework is reviewed and additional parametric studies of the far-field noise predictions are presented. As an additional step towards best practices for jet aeroacoustics with unstructured LES, guidelines and suggestions for the mesh design, numerical setup and acoustic post-processing steps are discussed.
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I. Introduction
Over the last 40 years, the noise of propulsive jets powering civilian aircraft has been reduced by approximately 20 dB, in large measure by the introduction of the turbofan engine with progressively higher bypass ratio. Yet, more stringent noise regulations, the long term vision of effectively "silent" aircraft, and environmental impact concerns continue to push the civilian (and military) aircraft towards design configurations that further reduce the noise, while maintaining other performance metrics (like nozzle thrust). Until recently, the development of such designs has relied largely on laboratory and full-scale testing. However, cost constraints and the high complexity of the flow often limit the range of the parametric investigation and the success of the design optimization. Flow and noise-prediction tools that are fundamentally rooted in the flow-physics are needed to help improve the understanding of the sources of jet noise and guide the analysis processes towards quieter designs.
In this context, large eddy simulation (LES), along with advancement in high-performance computing, is emerging as an accurate yet cost-effective computational tool for prediction of turbulent flows and their acoustic fields. As reviewed by Bodony & Lele, 1 reliable LES prediction of jet noise requires particular attention to details in many different aspects, e.g., inclusion of nozzle geometry, appropriate treatment of the nozzle boundary layers, 2-5 sufficient grid resolution, low numerical dissipation and dispersion, appropriate inflow and outflow boundary conditions, 6, 7 shock capturing schemes, 8, 9 use of acoustic analogy methodologies [10] [11] [12] best suited for jet aeroacoustics, etc. The present study is part of a broader ongoing effort to improve understanding and develop predictive capabilities of propulsive jet noise, through high-fidelity physics-based simulations with the unstructured compressible flow solver "Charles" developed at Cascade Technologies. As a complement to experimental studies, the LES provide access to complete flow fields, allowing in-depth probing of the physics of jet noise production. In previous work, Charles has been used to investigate a wide range of high-speed unsteady flow processes for various complex configurations, including impinging flows, 13, 14 circular 15, 16 and rectangular 17, 18 jets, chevrons, 19, 20 and faceted military-style nozzle. 21 Experience gained from these studies is currently used for the mesh design, numerical setup and acoustic post-processing steps of ongoing work, to continue advancing existing methodologies towards best practices for jet noise predictions with unstructured LES. The paper is intended as a review of some of the lessons learned so far and as an additional step towards such best practices.
As a demonstration case, LES of supersonic jets issued from a converging-diverging round nozzle are performed at three different operating conditions: isothermal ideally-expanded, heated ideally-expanded and heated over-expanded. First, the numerical methods are reviewed in section II. Details on the flow configuration and computational setup are presented in section III. Comparisons with the available experimental measurements carried out at United Technologies Research Center (UTRC) for the same nozzle and operating conditions are shown in section IV. It is important to note that, to put the predictive capabilities to practice, all the simulations and post-processing were performed without prior knowledge of the experimental data, such that the initial results presented in this paper correspond to "blind" comparisons. Finally, as one of the important aspect of the jet noise problem, the far-field acoustic formulations best-suited for jets are discussed in section V and Appendix.
II. Numerical methods
A. Compressible flow solver "Charles"
The compressible flow solver "Charles" solves the spatially-filtered compressible Navier-Stokes equations on unstructured grids using a control-volume based finite volume method where the flux is computed at each control volume face using a blend of a non-dissipative central flux and a dissipative upwind flux. This blending approach is often the basis of implicit approaches to LES, where the blending parameter is selected as a global constant with a value large enough to provide all the necessary dissipation (and potentially much more). Here, "Charles" does not use the implicit LES approach, but a heuristic algorithm 13 to compute a locally optimal (i.e. minimal) blending parameter, which is purely grid-based, and can be pre-computed based on the operators only.
Because the underlying numerical method has minimal numerical dissipation, it is critical to employ a sub-grid model to account for the physical effects of the unresolved turbulence on the resolved flow. For the large eddy simulations reported in this work, the Vreman model 22, 23 is used with constant coefficient set to the recommended value of c = 0.07, and constant turbulent Prandtl number P r t = 0.9 to close the energy equation.
Shocks, like sub-grid scale turbulence, are also sub-grid phenomena and thus require modeling to account for their effect on the resolved flow. However, unlike sub-grid scale turbulence, they are localized in the flow and a surgical introduction of modeling is potentially more appropriate. "Charles" uses a hybrid Central-ENO scheme to simulate flows involving shocks. The scheme has three pieces: a central scheme (described previously), a shock-appropriate scheme 24, 25 for computing a flux across a shock and a hybrid switch 26 to identify the presence of flow discontinuities.
B. Unstructured grid and localized adaptive refinement
In high-fidelity LES, grid stretching, in particular in the downstream region, has been linked to numerical humps in the high frequency far-field spectra. 13, 17 This numerical artifact is reminiscent of the hump found in far-field spectra of a round Mach 0.9 jet in the work of Bogey et al.. 5 To mitigate such spurious noise, the current meshing strategy promotes grid isotropy in the acoustic source-containing region, either directly in the initial mesh topology or through the use of adaptive refinement with "Adapt".
"Adapt" is a massively parallel tool developed in Cascade's solver infrastructure that can refine elements locally to match a target length scale. This target length scale can vary throughout the domain, and can even be different in each direction for non-aeroacoustic applications. Specification of the target length scale can come from expert knowledge of the problem, a desired mesh size limit based on compute resources, or even from a solution on an unadapted or partially adapted mesh. The directional refinement capability dramatically reduces the overall mesh size and also prevents the addition of stiffness to the problem due to excessively small elements. The "Adapt" tool also provides a surface projection algorithm to respect nonplanar mesh boundaries during refinement, ensuring accurate representation of the underlying geometry, and allowing the use of very coarse grids as starting point.
To illustrate the effect of grid stretching on acoustics and the use of adaptive refinement, LES of the hot supersonic jet issued from a SMC015 nozzle 27 were performed. The converging-diverging nozzle is designed to obtained ideally expanded (shock-free) jet with exit Mach number M j = 1.4. The ratio of the jet temperature to ambient temperature is T j = 1.765. The original coarse mesh corresponds to the topology used by Mendez et al. [28] [29] [30] The mesh consists of approximately 17 million purely hexahedral control volumes, with clustering of cells near the nozzle surface and the jet shear layers, and gradual stretching in the downstream and lateral directions. A refined mesh 137M is obtained by doubling the resolution in the axial, radial and azimuthal directions, for a total of 137 million control volumes, 13 as shown in figure 1(a) . Both meshes contain a significant amount of grid stretching, especially in the downstream regions. The mesh 137M is then adapted so that the resolution near the nozzle lip is extended isotropically throughout the volume inside, up to, and just outside the FW-H surface. The resulting mesh Iso217M contains 217 million control volumes and is presented in figure 1(b) . Here, it is clear that the localized adaptive refinement introduces occasional hanging nodes throughout the domain. However, the numerical schemes in "Charles" are designed to handle transition type elements and produce accurate results on such unstructured grid.
A qualitative comparison of the flow field results between the LES performed on the stretched grid 137M and the adapted grid Iso217M are presented in figure 2 . High frequency sound waves originating from far downstream of the jet can be identified in figure 2(a) . This spurious high frequency noise has been eliminated completely with the adapted mesh in figure 2(b) . The spurious waves may not be apparent to a casual observer at this image scale but a magnified view of the sound field makes them evident. The same trend is observed on much coarse grids, though the spurious noise in these cases has lower frequency (i.e., larger wavelength, directly related to the larger grid spacing). Overall, the results show that this numerical artifact is likely associated with the grid stretching in the far downstream region and that mesh isotropy is desired. 
C. Far-field noise prediction
For far-field noise predictions, the accurate propagation of the small amplitude acoustic fluctuations from the near-field source region to the far-field microphones within the computational domain would be prohibitively expensive. The Ffowcs Williams-Hawkings (FW-H) equation 31 is one of the most commonly used methods to overcome this difficulty. Sound at a far-field location can be computed from flow information on an arbitrarily-shaped surface S and the volume-distributed sources outside of S. If S corresponds to a physical solid surface (e.g., an helicopter blade or aircraft landing gear) the FW-H formulation is referred to as solid (impenetrable), and as permeable (porous) otherwise. One advantage of the permeable formulation is that it allows for the acoustic sources in the volume V outside the solid surface but inside the data surface S to be taken into account.
The method has been successfully applied to a wide range of problems, including aircraft fly-over and rotorcraft noise (for instance, see the review by Brentner & Farassat 32 ) . Unlike these applications which involve arbitrary moving noise sources in a quiescent environment, jet flow configurations are typically considered in a fixed laboratory frame and, potentially in the presence of a uniform coflow to account for flight effects. Since the distance between the noise sources (i.e., stationary surface S enclosing the jet) and the observers (i.e., far-field microphones) is fixed and time-independent, there is no Doppler effect and an efficient frequency-domain permeable formulation 33, 34 can be used. The formulation and its implementation for the prediction of jet noise in Cascade's massively-parallel unstructured LES framework are discussed in Appendix.
III. Flow configuration
The simulation setups A1, A2 and A3 reproduce the unheated ideally-expanded jet (B118), heated ideally-expanded jet (B122) and heated over-expanded jet (B122 OD, where OD stands for "Off-Design") conditions tested at UTRC's acoustic research tunnel facility, 35, 36 respectively. Additional simulations of these conditions are currently ongoing, but only the initial LES corresponding to the blind comparisons are reported in this paper.
A. Numerical setup
The usual compressible formulation is used to nondimensionalize the Navier-Stokes equations, i.e.,
where the superscript * refers to the dimensional quantity, and the subscripts ∞ and i denote the ambient (free-stream) property and the ith cartesian coordinate, respectively. This nondimensionalization is based on an ambient speed of sound c ∞ = γp ∞ /ρ ∞ , where γ = 1.4. The resulting form of the ideal gas law is p = ρT /γ. The Strouhal number typically defined as St = f D/U j is related to the nondimensional frequency (i.e., the Helmholtz number) by the acoustic Mach number
The subscripts j refer to the fully-expanded jet properties and U j is the equivalent fully-expanded jet velocity. The temperature dependence of viscosity is assumed to follow the power-law µ ∝ T m with constant coefficient m = 0.7. The round nozzle geometry is included in the computational domain and corresponds to UTRC convergingdiverging (CD) nozzle designed using a method-of-characteristics to provide ideally-expanded (i.e., shockfree) flow at the nozzle exit, with design Mach number of 1.5. The operating conditions are defined by the nozzle pressure ratio (NPR) and the nozzle temperature ratio (NTR). For off-design configurations, the definition of the operating conditions can be ambiguous. In this work, the nozzle pressure and temperature ratios, the jet Mach number M j and temperature T j , and the Reynolds number Re j are defined as
where the subscript 0 refers to the stagnation (total) properties. For all the cases, the nozzle exit diameter D is retained as reference scale. Table 1 summarizes the operating conditions and parameters of the simulations. Table 1 . Summary of operating conditions and simulation parameters. The subscripts j refer to the fullyexpanded jet properties and δ θ /D is the momentum thickness of the boundary layer at the nozzle exit. The jet configuration is presented in figures 3(a) and (b), including the default FW-H surface used to compute the far-field sound (see section V for further analysis), and the sets of near-field probes (D2P 1 − D2P 17) and far-field microphones (D2M 1−D2M 12) in the UTRC experimental configuration, which match the LES microphone stations. Note that the more recent experimental results used in this paper correspond to a nozzle size of 2 inches, while previous comparisons 15, 16 were done for a 3 inch nozzle 35, 36 at the near-field microphones (P 1 − P 8) and far-field microphones (M 1 − M 9). The new experimental setup has more probes and therefore better resolution of the near-field flow, and the microphone distance is increased from 40D to 60D for a better approximation of the far-field conditions.
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B. Boundary conditions
The round nozzle exit is at x = 0, and the axisymmetric computational domain increases with the jet diameter, extending to approximately 45D and 20D in the streamwise and radial directions, respectively. The jet exhausts into an anechoic chamber which is subject to a wind tunnel coflow with Mach number M ∞ = U ∞ /c ∞ = 0.1, to avoid overheating the chamber. The same M ∞ = 0.1 free-stream flow condition is used in the simulations. At the downstream outlet of the computational domain, a damping function 7 is applied as a source term in the governing equations, such that the turbulent structures and sound waves will be damped in the outflow buffer before reaching the outlet boundary. Similarly, a sponge layer is applied at the upstream and radial outlets of computational domain by switching the numerical operators to lower-order dissipative discretization.
A constant plug-flow is applied to the inlet of the nozzle such that the desired Mach number and the temperature ratio are achieved at the nozzle exit plane. It should be noted that we assume that the flow issued from the nozzle is laminar.
a Consequently, the grid resolution inside the nozzle is only adequate for laminar flow and the value of the Reynolds number is reduced in the computations since there is no wall model inside the nozzle. For all cases, the experimental Reynolds number is about 5.5 times higher than in the computations.
The momentum thickness of the boundary layer at the nozzle exit δ θ /D is estimated and reported in the table 1. The use of such thin laminar boundary layers is a convenient and popular approach, 4, 10, 11, 30 as it leads to rapid transition to turbulence near the nozzle exit while enabling coarser resolution inside the nozzle.
C. Computational grid
Based on previous grid resolution studies, 15, 16 the refined mesh used in all the simulations contains approximately 42 million unstructured control volumes, mostly hexahedral. In general, hexahedral grids 30 are found less dissipative than tetrahedral grids 37, 38 for unstructured LES of jet noise. With the current standard in high-performance computing and unstructured LES, the present grid would be considered of medium size, compared to larger grids 20, 21 used in recent studies.
a In the experiment, it is not known whether the flow issued immediately after nozzle is laminar or turbulent.
The mesh consists of a fully unstructured core which transitions to a purely axisymmetric grid with 160 points in the azimuthal direction within the FW-H surface, and further stretching towards to domain boundaries. The cell spacing D/∆ at different streamwise locations is reported in table 2. While higher resolution is used near the nozzle exit and in the shear-layers, the ratio of radial and axial mesh-size is close to unity in the bulk of the mesh (i.e., 1 ≤ x/D ≤ 25) within the FW-H surface, with limited grid stretching, as discussed in section IIB. Following the analysis of Mendez et al., 30 a limit Strouhal number St lim of acceptable resolution, corresponding to waves resolved with 8 grid points per wavelength, can be estimated based on the resolution along the FW-H surface. Since the high-frequency noise sources are typically expected between the nozzle exit and the end of the potential core (i.e., 0 < x/D 10), the present mesh is designed to accurately resolve far-field noise spectra up to St ≈ 4 to 5, with grid cutoff expected around St ≈ 8 to 10 (i.e., 4 points per wavelength), depending on the simulation (assuming sufficiently high sampling frequency of the input data, as discussed in the next section).
D. Simulation and post-processing procedures
In general, the LES are restarted from a statistically steady solution obtained from a coarser mesh and interpolated on the finer mesh. To remove the initial transient after interpolation, the simulations are typically ran for 60 to 90 time units, corresponding to the time of propagation of 2 to 3 acoustics waves from the nozzle exit to the start of the downstream outflow buffer. Then, snapshots of the whole transient flow field are collected every ∆tc ∞ /D (i.e., sampling Strouhal ∆St = ∆f D/U j ), rather than every time step because of file size constraints, for a total duration τ c ∞ /D. Table 3 summarized the characteristics time parameters of the simulation and post-processing. The simulation time step is reduced for the heated case A2 because of CFL constraints due to the higher jet velocity. Note that the total duration corresponds to 220 to 320 convective time units D/U j (depending on the simulation), which can be considered as a long time sample for high-fidelity LES. The maximum frequency accessible is the Nyquist Strouhal number St max = ∆St/2. Post-processing of the same LES database with different sampling frequencies (i.e., far-field noise prediction using every snapshots, one snapshot out of two, etc. ) show that the cutoff at high frequency is usually related to the grid resolution rather than the sampling frequency. Since the FW-H solver is implemented in the frequency domain using spectral methods, the results are reliable almost up to the Nyquist frequency. In practice, this means that the spectra cutoff can be estimated as min(St max , 2St lim ).
LES case
Similarly, St min = D/(τ U j ) is the narrowband width and minimum frequency accessible by this postprocessing. In practice, the relatively short time signal in computation can lead to rather "peaky" narrow-band spectra, in some cases with large variations in the low frequencies due to lack of statistical convergence. For comparison with the smoother spectra obtained in experiment, it is convenient to computed bin-averaged spectra. For all the noise spectra calculations in the paper, the same post-processing procedure is applied to both numerical results and measurement data: a dimensional bin-averaged PSD (in dB/St) is computed from the narrowband data, with bin size ∆St bin = 0.05. The total duration of the simulation yields approximately 16, 11 and 13 periods at St = 0.05 (i.e., the lowest frequency considered), for the case A1, A2 and A3, respectively. Post-processing of the same LES database with different total duration (i.e., far-field noise prediction using every snapshots, half of snapshot, etc. ) show that at least 10 periods of the frequency of interest is recommended for reasonable statistical convergence of the low-frequency noise spectra.
Finally, if the calculation is applied to a jet with sufficient symmetry (e.g., round nozzle, chevron nozzle with small penetration angles, 19 etc. ), microphones distributed along the azimuthal angle are statistically identical. As a result, the calculations of the spectra can benefit from the symmetry in these individual microphones and are ensemble-averaged to achieve better statistical convergence.
E. Computational resources and performances
The LES code "Charles" is designed and implemented using Message Passing Interface (MPI) to function well in a massively-parallel, distributed memory environment. Because the numerical method is purely hyperbolic and fully explicit, the code requires relatively little communication at each time-step, as compared to other methodologies. Scalability tests on different systems showed that the code exhibits perfect scaling at the 20,000 core level 39 and nearly linear scaling up 160,000 cores. 20 Here, the majority of calculations were carried out on CRAY XE6 machines at DoD supercomputer facilities in ERDC and AFRL. Each simulation ran for a week on 1024 cores, for a computational cost of approximately 172 Kcore-hours.
Note that even thought the LES cases A1 and A3 were performed for the same mesh, same number of processor and same number of core-hours, the total simulation time τ of the isothermal ideally-expanded case is almost 35% greater than for the heated over-expanded case, as shown in table 3. In the latter case, shocks are presents in the flow and the shock-capturing schemes require additional operations. However, the shock sensor, which identify control volumes containing shocks, is active for less than 1% of the cells. Consequently, these additional operations are only performed by the few processors which have shock-actived control volumes assigned to them, while the other processors are idle. One of the lesson learned from these simulations and from the earlier work of Nichols et al. 18 is that improved performance can be obtained by enforcing processor load-balancing based on the shock sensor (i.e., the active cells have a computational "weight" greater than cells without shocks). This change in implementation is critical to obtained linear scaling for refined jet simulations with shocks on very large number of cores.
20, 21
Since the whole transient flow field is stored, these simulations yield large databases, between 10TB and 18TB each. These databases reside in archival storage at ERDC and are currently continuing to be used for post-processing and analysis, probing the physics of jet noise production. For practical use where only a few specific measurements are of interest (e.g., thrust loss, near-field and far-field noise, etc. ), only a subset of the flow field needs to be recorded (e.g., mean measurements, transient data on FW-H surface, etc. ), significantly reducing the data storage requirement.
IV. Blind comparisons with experiment: cold jet
This section focuses on the unheated ideally-expanded jet case A1 and the blind comparison with the corresponding experiment B118 (see table 1 for details). The experimental post-processing for the comparison with cases A2 and A3 is currently ongoing and will be presented in future publications. However, some LES results for these cases are reported in section V.
A. Visualization and qualitative description of the flow
An instantaneous snapshot of the vorticity field is shown in figure 4 and highlights the detailed turbulent structures resolved in the simulation. In this figure, the computational mesh is partially shown in planes normal to the axis of the jet, to illustrate the unstructured mesh capabilities. As expected, the thin laminar shear layer issued from the nozzle quickly transitions to turbulence, within one diameter from the nozzle exit. The turbulent flow mixes as it develops farther downstream of the nozzle, without significant grid transition effects. A more global view of the transient flow field is presented in figure 5 , showing the flow (visualized by the contours of temperature in red scale) and sound (visualized by contours of pressure in gray scale). The dominant noise radiation towards aft angles is clearly visible. Sound waves are emitted mainly in the vicinity of the nozzle exit, as well as downstream of the jet. Note that the visualized sound waves far from the jet plume do not represent the actual sound that can be computed using the FW-H solver. As discussed in section II, the coarser resolution and lower-order dissipative discretization outside of the acoustic sourcecontaining region (i.e., the zone enclosing the FW-H surface) leads to the intended smooth but quick damping of the pressure waves in the computational domain.
Similar to laboratory experiments, exact pressure matched condition cannot be achieved in simulation, and residual shock cells are formed in the vicinity of the nozzle. The shock cell structures are visible in figure 5 , and their presence suggests that the nozzle is operating slightly off design. As discussed in Ref. 15 , the shocks were minimized in the experimental studies by varying the nozzle pressure ratio over a small range centered at the design value and determining when the minimum sound level was observed at the 90
• far-field microphone. For the 2-inch nozzle, this corresponded to N P R = 3.55, N T R = 1.49 and M j = 1.477 (rather than M j = 1.5) for the unheated condition which was considered to be the shock free operating condition. For both simulations A1 and A2, only residual and weak shocks are present and the shock-capturing scheme discussed in section IIA is not active. 
B. Flow statistics
The measurements of the time-averaged streamwise velocity along the jet axis and in different cross-flow planes are compared to the azimuthal-averaged LES predictions in figure 6 . The results show good agreement with experiments, as the centerline decay and length of the potential core are accurately captured in the simulation. The potential core length, taken as the distance up to which the flow velocity is greater than 95% of the jet exit velocity, is approximately 9.7D in the simulation and 10.2D in the experiment. In general, this quantity is challenging to predict numerically. Under-prediction is often observed in simulations and is typically associated with lack of resolution in the jet plume 15, 40 and with initially laminar jets transitioning to turbulence outside of the nozzle.
3, 4, 30 At the farther downstream station x/D = 15, the maximum velocity is predicted within 5% difference. This mismatch is essentially due to the slight under prediction of the potential core-length in figure 6(a) .
C. Near-field noise
Two different methods are used to compute the noise at the experimental near-field probes. The first method corresponds to the computation and propagation of the pressure fluctuations directly in the simulation (i.e., recording the pressure signal from simulation at specified locations). The LES pressure time histories are recorded over 48 near-field probes equally-spaced in the azimuthal direction and the spectra are azimuthalaveraged.
The second method makes use of the FW-H solver mentioned in section IIC and described in more details in Appendix. Since there is no "far-field" approximation in the current algorithm, aside from the quadrupole terms being neglected, the far-field noise solver can be used to predict the noise at any location outside of the FW-H surface. Here, all the near-field probes are located outside that surface, as shown in the schematic in figure 3(a) . To reproduce the LES setup and the presence of the coflow M ∞ = 0.1 in the computation, the FW-H predictions are performed with the same coflow and at the same 48 near-field probes, with spectra averaging in the azimuthal direction. Figure 7 presents the near-field sound spectra for the LES case A1 and the blind comparison to experimental measurements (B118) at nine different probe stations. Overall, the agreement between both predictions and the experimental data is excellent over the whole frequency range, from St = 0.05 up to the experimental cutoff frequency of St ≈ 4. Similar agreement is obtained for the other probes locations. For probes closer the nozzle, the LES results match exactly the FW-H predictions up to St ≈ 2. The under-prediction of the FW-H results at the higher frequencies could be due to the contributions from the quadrupole (i.e., volume terms) which are not negligible in the near-field but not computed with the current formulation. Overall, the agreement between the spectra computed within the LES solver and predicted with the FW-H solver provides further evidence that the different methods accurately capture the noise generation and propagation. Similar comparisons were done for a chevron nozzle in Ref. 19 , with the same conclusions.
For the probes farther downstream, such as probe D2P 16 at x/D = 18 in figure 7(i), some over-prediction is observed in the LES results for St > 0.7. Higher spectra levels at high frequencies directly predicted by LES indicates lack of resolution at these regions. The computational grid cannot support the propagation of small structures at such high frequencies. Because of the low-dissipative numerical scheme, the energy associated with these structures appears as numerical noise and contaminates the solution at high frequencies. Figure 8 shows the blind comparisons of the far-field sound for the unheated jet case A1 as a function of the experimental microphone stations in figure 3(b) . For each microphone location, the FW-H calculation is performed at 72 stations equally-spaced in the azimuthal direction, and the far-field spectra are azimuthalaveraged.
D. Far-field noise
Two sets of far-field experimental results are presented in this figure. The first set ( ) is the spectra "as measured" in the experiment. The second set ( • ) corresponds to the approximated "lossless" spectra, in which a correction is applied to compensate for the atmospheric attenuation. The correction is a function of the distance of propagation and frequency. As shown in figure 8 , its main effect is to increase the high frequency levels, for St > 2. Based on the nozzle diameter size D = 2 inches and the jet velocity U j = 1.5c ∞ m/s, the experimental Strouhal number St = 2 corresponds to a dimensional frequency of about 20,000 Hz. At such high frequency, atmospheric attenuation is not negligible and needs to be accounted for. It is also important to note that the experimental data has no shear-layer correction at the moment: the noise radiated from the primary supersonic jet propagates across the entire coflow jet and through its mixing region toward the far-field microphones in the ambient fluid at rest (see figure 3(b) ). This scenario cannot be reproduced easily with computations. Here, the FW-H predictions are performed without coflow (M ∞ = 0), i.e., uniform fluid at rest assumed between the noise sources (i.e., the FW-H surface) and the microphones. However, the input to the far-field noise solver is the transient flow-field on the FW-H surface recorded for the simulation with coflow M ∞ = 0.1 as free-stream flow condition, matching the experimental condition. The influence of coflow and forward flight effects will be investigated in future work.
Overall the agreement is very good for these aft angles, in particular for microphones D2M 9 (φ = 140
• ), D2M 10 (φ = 145 • ), and D2M 11 (φ = 150 • ), which correspond to the loudest angles. For the high frequencies, a better match is obtained with the approximated "lossless" experimental spectra since the atmospheric attenuation is not taken into account in the FW-H solver. For most angles, the agreement extends from the low frequency of St = 0.05 up to St ≈ 10, which approximately corresponds to the cutoff frequency of both the experimental microphones and numerical predictions. 
V. Parametric studies of far-field noise predictions
Much like most jet noise studies in the literature, the current implementation of the FW-H solver makes use of a permeable surface S enclosing flow-generating sound sources, with the volume terms neglected (see Appendix). There is however no clear consensus in the literature on optimal location of the FW-H surface, treatment of the outflow disk and formulation details. Several parametric studies have been done in the past, by Rahier et al., 41 Uzun et al., 42 Shur et al., 10, 11 Spalart & Shur 12 and Mendez et al., 28 among others. The purpose of this section is to document some of the results, analysis and conclusions obtained on these topics with high-fidelity unstructured LES.
A. Pressure-based FW-H formulation
Spalart & Shur
12 argued that neglecting the volume term can be erroneous, in particular for simulation of hot jets where the surface S fails to entirely enclose the region of turbulence and important entropy fluctuations can therefore be expected to cross the FW-H surface. Starting from the study in Ref. 10 , their work showed a reduction of this error with the use of a pressure-based variant of the original formulation, in which the value of density ρ = ρ ∞ + ρ ′ on the FW-H surface is not directly extracted from the simulation but instead computed using the pressure fluctuations, i.e., ρ = ρ ∞ + p ′ /c 2 ∞ . Morfey & Wright 43 also presented similar modifications of the FW-H equation, derived from earlier work. 44 The recent parametric studies by Mendez et al. 28 yielded the same conclusion that the pressure-based formulation seems better suited for jet aeroacoustics, in particular for heated jets. Its added benefit is that only four variables (i.e., three components of velocity and pressure) need to be saved on the FW-H surface since the density is no longer required, consequently reducing storage requirements. The pressure-based FW-H formulation is therefore used is all the calculations in the present work.
B. Location of FW-H surfaces
For all three LES cases, calculations of the far-field noise directivity at 100D from the nozzle exit were performed for three different FW-H surfaces: S 0 (tight), S 1 (default) and S 2 (loose), as shown in figure 9 . The surfaces first follow the external nozzle shape then radially flare starting at (x/D = 0, r/D = 0.6), with slope 0.95, 0.11 and 0.13 for S 0 , S 1 and S 2 , respectively. Here, the slopes are chosen based on rough estimate of the jet spreading rate. [45] [46] [47] The distance 100D is a typical choice 48 for the approximation of the far-field conditions. In general, the choice of location of the FW-H surface is a trade-off between numerical resolution (i.e., how close to the jet should the surface be to ensure accurate propagation of the acoustic waves within the flow solver ?) and noise source containment (i.e., how far from the jet should the surface be to enclose all relevant acoustic sources ?). While the present mesh topology was designed a priori to provide sufficient numerical resolution, the question of acoustic source containment remained. Figure 10 shows azimuthalaveraged time statistics along the different FW-H surfaces, as an indication of the turbulence crossing these surfaces. A more rigorous definition, for instance based on the turbulence associated momentum flux or vorticity fluctuation will be considered in future work. As expected, the surface S 0 , which was placed more aggressively near the jet plume, exhibit higher mean and rms levels for both streamwise velocity and pressure. As the surfaces S 1 and S 2 move outwards from the jet, the levels of fluctuation decrease and the mean streamwise velocity converges towards the coflow velocity M ∞ = 0.1 downstream of the jet. Figure 11 shows the far-field noise spectra at inlet angle φ = 60
• , 90
• , and 150
• , for all three LES cases. First, comparing A1 to A2 and A3, the main expected features tend to be captured in the simulations. The heated case A2 has higher jet velocity U j than the isothermal case A1, and therefore similar shape for the spectra but slightly shifted towards the lower frequency and with higher levels. For the over-expanded case A3, the presence of the shocks introduces new features in the far-field noise. The bump in the spectra around St ≈ 0.5 at the upstream angle φ = 60
• corresponds to the broadband shock-associated noise (BBSAN). As predicted by theory and generally observed in experiment, the BBSAN shifts to higher frequency and decreases in amplitude as function of the direction of radiation, [49] [50] [51] with lowest value for higher inlet angle. This is clearly visible for the sideline and downstream microphones at φ = 90
• and 150
• . Aside from these differences due to the operating conditions, the results showed nearly identical spectra over the whole frequency range for the three FW-H surfaces, despite the differences in the estimated turbulence crossing these surfaces shown in figure 10 . This lack of sensitivity to the FW-H surface location is a good indication of the robustness of the methods. Here, the careful design of the mesh, with isotropic cells and limited grid stretching in the bulk of the acoustic source-containing region, was likely instrumental to these results. Except for the case A2 at φ = 90
• in figure 11(b) , there is no significant changes of the slope of the spectra at high frequency, up to St ≈ 8 − 10. These values are similar to the estimated grid cutoff 2St lim discussed in section IIC. introduced a third option: averaging over outflow disk, also referred to as the method of "end-caps". In this approach, the complex far-field pressure predicted from several FW-H surfaces with the same shape but outflow disks at different streamwise locations are phase-averaged, leading to the reduction or cancellation of the uncorrelated noise produced by the turbulent eddies crossing the successive outflow disks. The same concept can also be used to remove spurious high-frequency noise, by computing phase-average of the farfield sound over several embedded FW-H surfaces similar shape, as shown in Ref. 13 . Another potential approach would be to account for the quadrupole noise associated with the flow in the downstream vicinity of the outflow disk(s), for instance with a parallel-flow Lilley-equation based acoustic analogy. Figure 11 illustrates the influence of the outflow disk on the noise spectra. While the predictions presented up to this point used the approach of Shur et al., 10 For all three LES cases, these approaches lead to over-predictions in the low frequencies (up to 10 dB), in particular at the upstream and sideline angles. At the downstream angles (i.e., φ = 150
• ), the physical noise becomes dominant and its amplitude is sufficiently high to mask this spurious noise. The same trend is observed when the strength of the noise sources increases through heating (i.e., higher jet exit velocity): the low-frequency spurious noise is more noticeable for the isothermal case A1 than for the hot case A2, in figure 11 (a) and (b) , respectively. Here, these results are consistent with the analysis and conclusions reported by Shur et al. 10 and Mendez et al.
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As a last parametric study, the surface S 1 was extended in the outflow buffer to the end of the computational domain and left open at the outflow disk, resulting in surface S 3 shown in figure 9 . Comparing the thick solid red line with the black dashed line in figure 11 , the predicted far-field noise spectra are essentially identical to the result from S 1 with the end-caps. In the outflow buffer, the damping function and coarsening of the grid essentially drives the flow outwards steady state, such that the fluctuations on the corresponding parts of the FW-H surface can be expected to be small and their contribution to the total noise should be negligible. The flow statistics in figure 10 along the FW-H surface S 3 at 30 ≤ x/D ≤ 45 would tend to confirm this trend. Likewise, the turbulent eddies are smoothly damped in the outflow buffer and their interactions with the FW-H surface should be minimal. This could be one potential reason (among other) why studies using open surfaces do not systematically report over-predictions in the low frequencies. Here, the hypothesis would be that, as long as interactions between the flow vortices are the FW-H surface are limited (because of coarser resolution, grid stretching, more dissipative schemes, etc. ), the spurious low frequency noise would likely be limited as well. Additional analysis with different LES databases and FW-H solvers would be needed to further investigate the cause of these discrepancies.
VI. Conclusions and discussions
The paper is intended as a review of some of the lessons learned so far on jet noise predictions with unstructured large eddy simulation (LES), as well as a demonstration of the current predictive capabilities put to practice. The compressible flow solver "Charles" developed at Cascade Technologies is used to conduct LES of supersonic jets issued from a converging-diverging round nozzle at three operating conditions relevant to laboratory testing and tactical aircraft: isothermal ideally-expanded, heated ideally-expanded and heated over-expanded. In the numerical study, the nozzle geometry is explicitly included in the computational domain, using unstructured body-fitted mesh. Noise radiation from the jet is computed using an efficient frequency-domain implementation of the Ffowcs Williams-Hawkings equation, based on the LES data collected on a permeable surface located in the jet near-field.
The initial comparisons between LES and experiments are very encouraging in terms of flow field as well as near-field and far-field acoustic spectra. It is important to note that all the simulations and postprocessing were performed without prior knowledge of the experimental data, such that the results presented in this paper correspond to "blind" comparisons. Additional analyses that leverage the large LES database recorded are also presented in the paper, in particular parametric studies of the far-field noise predictions. In future work, guidance from the experimental results will be used to further improve the comparisons and continue the development of methodologies towards best practices for LES-based jet noise predictions.
From the results and analysis presented in this paper and in previous jet noise studies with high-fidelity unstructured LES, comments and guidelines can be suggested:
(a) One of the first and more critical aspect of jet noise prediction is the careful design of the mesh for aeroacoustics: here, sufficient resolution in the shear-layer, as well as cell isotropy and limited grid stretching in the acoustic source-containing region, are strongly recommended. (b) Likewise, the importance of the computational methods used in the flow solver needs to be stressed: numerical schemes with low dispersion and dissipation are essential to aeroacoustics predictions.
(c) Inclusion of the nozzle in the computational domain will only become more important as more complex geometries like chevrons and faceted nozzles are being investigated numerically. Unstructured solvers seem ideally suited to handle such complex cases.
(d) For fair comparison with measurements, attention to the details of the experimental procedure is important (e.g., shear-layer correction, atmospheric attenuation, far-field assumption, consistent postprocessing of time signal for spectra computations, etc. ) (e) Special care is also required for the time signal processing: windowing of the time data should be used to avoid spectral leakage; the total (statistically converged) simulation time should be at least 10 periods of the lowest frequency of interest, for reasonable convergence of the acoustic spectra; the transient flow sampling frequency should be at least twice the grid cutoff frequency, to capture high frequencies.
(f) To further improve statistical convergence of the numerical data, azimuthal averaging of the far-field spectra (over 18 to 36 positions) can be used for jet with sufficient level of azimuthal symmetry (e.g., round jets, chevron nozzle with small penetration angles, etc. ) (g) To limit spurious noise cause by vortices crossing the side parts of the FW-H surface, the pressurebased formulation, 12, 43 rather than the original FW-H formulation, is recommended, in particular for heated jets. Its additional benefit is the reduction in file size, since the density on the FW-H surface is no longer stored.
(h) While different alternative exist for the treatment for the outflow disk, a closed FW-H surface with the method of end-cap 10 tends to lead to better acoustic results: it is a robust and reliable method, with limited performance penalty.
(i) In terms of performance, processor load-balancing based on the shock sensor was found critical for the flow solver to retain linear scalability on large number of cores, when shocks are present in the flow. For the far-field noise solver, the frequency-domain formulation 33, 34 of the FW-H equation is a robust and efficient method ideally suited for jet aeroacoustics (including forward flight effects).
(j) Other important aspects of the jet noise problem which were not addressed in details in the present study include characterization of the nozzle boundary layers (e.g., evaluation of the momentum thickness at nozzle exit), appropriate inflow and outflow boundary conditions, shock capturing schemes, effect of subgrid scale model, etc.
where the variables Q n and F i are defined as
The bold font denotes vector quantities and the summation convention is used for repeated vector component indices i,j. The subscript ∞ indicates a ambient quantity and c ∞ is the speed of sound. The unit outward normal to the surface isn, and u i are the local fluid velocities on S. The Heaviside function H(S) and the Dirac delta function δ(S) are present to account for the discontinuity of the functions at the surface interface.
In equations (2) and (4), the Lighthill stress tensor and the compressive stress tensor b are defined as T ij = ρu i u j + P ij − c 2 ∞ (ρ − ρ ∞ )δ ij , and P ij = (p − p ∞ )δ ij − σ ij , respectively, where σ ij is the viscous stress tensor and δ ij is the Kronecker delta. In general, the viscous term in P ij is a negligible source of sound and is typically neglected, i.e., P ij = (p − p ∞ )δ ij .
Note that the specific form of the convective wave operator on the right hand side of equation 2 takes into account the presence of the mean flow. The terms Q n and F i also include mean velocity terms, while the Lighthill stress tensor T ij is unchanged. When U = (0, 0, 0), the equations simplify to the classical FW-H formulation and source term definitions.
Equation 2 is in a form suitable to perform Fourier analysis, and becomes
after application of the Fourier transform pair defined as
where ω = 2πf is the angular frequency, k = ω/c ∞ is the wavenumber and M i = U i /c ∞ . Without loss of generality, it can be assumed that the mean flow velocity is in the +x 1 direction c , i.e., U = (U ∞ , 0, 0). For subsonic wind-tunnel Mach numbers M ∞ = U ∞ /c ∞ < 1, the three-dimensional free-space Green's function for equation 5 is G(x, y) = −1 4πR * exp (−ikR) ,
where the distance R is defined as
with
and
Much like in the time-domain formulation with convective effects, 53-55 R represents the effective acoustic distance (rather than the geometric distance) between the source y and the observer x in terms of time delay between emission and reception, in the presence of coflow. The solution of equation 5 can be further simplified 33 by moving the Green's function inside the spatial derivative operator, applying Green's theorem, and using the properties of the Dirac delta function. Also, outside of the source region, density perturbations are expected to be small, so the term c 2 ∞ρ ′ is replaced by the acoustic pressurep ′ .
b While P ij = pδ ij −σ ij is the compressive stress tensor as defined by Lighthill, 52 Ffowcs Williams & Hawkings 31 reinterpreted the symbol as the difference of the tensor from its mean value, p∞δ ij . Brentner & Farassat 32 use the notation ∆P ij to avoid confusion.
c Otherwise, the reference frame can be rotated to satisfy this condition Therefore, for jet noise predictions in uniform subsonic coflow, the complex acoustic pressurep ′ at an observer x outside of S is given as a function of frequency by the following integral solution 
Due to challenges associated with the computation of the volume-distributed sources, the surface S is often chosen such that it encloses flow-generating sound sources and that the volume term can be assumed small and neglected. In the current far-field noise solver, the third integral in equation 11 is not computed.
The time histories of the terms F i and Q n are then computed and a Hanning window is applied after their mean values are removed. Note that windowing of the time data should be used to avoid spectral leakage, otherwise spurious noise contaminates the low frequencies, in particular at the quieter angles φ < 120
• . The resulting quantities are then Fourier transformed. Since the terms F i and Q n are not functions of the observer location x, the Fourier transforms only need to be computed once, at every element (i.e., face) for the surface S. The surface integrations in equation 11 are then performed for each observer and each frequency of interest. Note that analytical expressions for the spatial derivatives of the Green's function G(x, y) can be derived and used instead of numerical differentiation.
Finally, the narrowband (one-sided) Power Spectral Density (P SD) level in dB/St is calculated as P SD(x, St) = 10 log 10 2p ′ (x, St)p ′ † (x, St) 
where the superscript † denotes the complex conjugate, and p ref is the reference pressure. Recall that St max and St min are the maximum and minimum frequency (i.e., the narrowband width) accessible by this post-processing, respectively (see section IID). While acoustic analogy calculations are typically very efficient compare to the CFD near-field simulations, the computational cost may become not negligible for predictions involving a large number of time samples, surface elements and/or observers. In particular for jet noise, a long time record is usually needed to ensure statistical convergence of the low frequencies, leading to large LES databases. In addition, directivity mapping in three dimensions can require several thousands of observers. Special care is therefore needed in terms of memory management, efficiency and performance. Fortunately, the method is well-suited for parallelization, since the calculations for each surface element, each frequency and each observers are independent. The current MPI implementation is done in the same massively parallel infrastructure than the flow solver "Charles". It uses a standard load-balancing approach on the FW-H surface elements: each processor computes the noise contribution of only a portion of the surface, for all the observers and frequencies; the individual contributions are then recombined linearly as final output.
