INTRODUCTION
Following Vulanoviü (2008 Vulanoviü ( , 2009 , this paper continues to investigate grammar efficiency of parts-of-speech (PoS) systems. The definition of PoS systems is taken from Hengeveld (1992) , see also Hengeveld et al. (2004) , Hengeveld and Rijkhoff (2005) , Rijkhoff (2007) , and Hengeveld and van Lier (2010a) . A PoS system type is defined based on the word classes used to fulfill four propositional functions (or slots). The propositional functions are: P -the head of the predicate phrase, R -the head of the referential (noun) phrase, p -the modifier of the predicate phrase, and r -the modifier of the referential phrase. Seven main PoS system types are proposed in Hengeveld (2002) . This classification is extended in Hengeveld et al. (2004) to include six additional intermediate types. However, it is shown later on (Hengeveld and van Lier 2010a) that there exist natural languages with PoS systems which do not fit within the original classification. For examples of different PoS systems in natural languages, the reader is referred to the above-mentioned papers.
Hengeveld's approach to word classes can be viewed as a variation or expansion of Givón's (1993) syntactic description of word classes. However, since linguists define word classes in many different ways (Givón 1993 , Vogel and Comrie 2000 , Baker 2003 , Rijkhoff 2007 ), Hengeveld's definition of PoS systems and their classification are not universally accepted (Ansaldo et al. 2010 ). Hengeveld's approach to PoS systems is nevertheless a meritorious and viable possibility, as shown by the interest it has attracted. It is also appealing to quantitative and mathematical linguists because it is amenable to mathematical generalizations and analyses.
In Vulanoviü (2009) , all flexible PoS system types from the Hengeveld et al. (2004) 50-language sample are analyzed by calculating their grammar efficiency. It is shown that grammar efficiency of natural languages is significantly below the theoretical maximumeither word order is not as free as possible, or word classes and grammatical markers are not utilized in the most efficient way. Grammar efficiency is calculated using the formula from Vulanoviü (2003 Vulanoviü ( , 2007 . The same formula is applied to PoS systems in Vulanoviü (2008) , a paper which is more theoretical than Vulanoviü (2009) because it does not deal with any sample of natural languages -instead, it considers all theoretically possible PoS system types and subtypes, whether they are attested or not. Grammar-efficiency values for all subtypes of the same PoS system type are compared to each other and it is shown that the unattested subtypes are typically more efficient than the attested ones.
The present paper is similar to Vulanoviü (2008) because it discusses all PoS system types that are possible under certain assumptions and not just the attested ones. However, the comparison of efficiency values is carried out across all types, which makes the calculations more complicated. The main goal is to further demonstrate the appropriateness of the grammar-efficiency formula from Vulanoviü (2003 Vulanoviü ( , 2007 for the analysis of PoS systems. This is done in two ways.
First, it is shown that a unique interval of grammar-efficiency values can be assigned to each PoS system type or subtype, with the exception of maximally efficient systems which have the same efficiency interval. This is compared to the existing measures of grammar efficiency (or complexity) in the theory of formal languages. Examples are presented in which the formal-language measures assign the same efficiency value to structurally different PoS systems. It can be concluded from this that the grammar-efficiency formula from Vulanoviü (2003 Vulanoviü ( , 2007 represents PoS systems in a more accurate way.
Second, it is shown that the 3-dimensional sigmoid can be used to model the data consisting of ordered triples (k, n, y) , where k is the number of word classes, n is the number of propositional functions, 3 and y is a grammar-efficiency value. Two cases are considered, efficiency values corresponding to the free word order and those corresponding to the fixed word order, and in both of them, the sigmoidal surface can be successfully fitted to the data. The 3-dimensional sigmoid has already been used in Vulanoviü and Köhler (2009) and Vulanoviü (2010) to fit some other data related to PoS systems. That this is also possible to do with efficiency values, confirms the adequacy of the efficiency formula.
The paper is organized as follows. All theoretically possible word classes within Hengeveld's framework are introduced in Section 2. Seventeen PoS system types and subtypes are described in Section 3. The 17 PoS systems are arrived at by applying certain appropriate assumptions to all possible PoS systems. In Section 4, grammar efficiency of each type and subtype is calculated and grammar-efficiency intervals are found. This is compared in Section 5 to the formal-language measures of efficiency, after it is shown how PoS systems can be represented using phrase-structure grammars. The results of the 3-dimensional sigmoidal fit are given in Section 6. Finally, in Section 7, the main findings of the paper are recapitulated.
WORD CLASSES
The four propositional slots can be viewed as the 2×2 matrix in Figure 1 . This matrix can be used to describe all possible word classes. There are 15 word classes when all four propositional slots are present. They are shown in Figure 2 . This matrix format is used in Hengeveld and van Lier (2010a) to describe not word classes, but PoS systems. The matrices in Figure 2 also introduce the notation which will be used for word classes from now on. The label X is used generically -it does not stand for the same word class in each matrix in which it occurs. Each word class is defined by the propositional slots it can fill. Thus, verbs form a class of words that can fill the P slot, nouns -a class of words that can fill the R slot, etc. Whereas verbs can only function as the head of predicate phrase, other word classes may have functions other than those indicated -the matrices only show the predominant, defining functions. Word classes that do not have a convenient name are simply labeled by a number.
Head Modifier
Predicate phrase P p
Referential phrase R r Fig. 1 . The four propositional slots
Non-nouns Contentives
Fig. 2. Theoretically possible word classes in the presence of 4 propositional functions
Of the 15 possible word classes, only 4 are rigid, viz. verbs, nouns, adjectives, and manner adverbs. All other word classes are flexible. A rigid word class is specialized for one and only one propositional function, whereas a flexible word class can be used for different propositional functions.
As mentioned in footnote 3, languages may have fewer than 4 propositional slots. Let n denote the number of propositional slots, n = 1, 2, 3, 4. The possible combinations of propositional slots are shown in Table 1 (Vulanoviü 2008) . The table can be explained by saying that P and R are the only obligatory slots (i.e., p and r are optional), with the exception that R is not obligatory when there are no modifier slots. This is motivated by what is attested in natural languages (Hengeveld et al. 2004 , Hengeveld and van Lier 2010a , Vulanoviü 2008 . Table 1 Possible combinations of propositional slots n P R r p 4 + + + + 3 + + + -3 + + -+ 2 + + --1 + ---Languages with 3 propositional slots are missing one modifier slot. They do not have the word class specialized for the missing slot and many other word classes coincide. If the missing slot is p, then there are no manner adverbs, predicatives reduce to verbs, modifiers to adjectives, word class 2 to nouns, non-verbs to nominals, word class 3 to heads, non-nouns and word class 1 coincide, and so do contentives and word class 4. The situation is similar if r is the missing slot. If n = 2, both modifier slots are missing and the only possible word classes are verbs, nouns, and heads (coinciding with contentives). Therefore, there are four versions of contentives: for n = 4, n = 3 with p, n = 3 with r, and n = 2. However, C will be used as a label for all the versions because we can say in general that contentives can be used in any existing propositional slot.
PoS SYSTEMS
The above word classes can be combined to create different PoS systems. We consider here only those systems that satisfy the following three assumptions: Assumption 1. The possible combinations of propositional slots in PoS systems are those presented in Table 1 . Assumption 2. Each existing propositional slot is filled by one and only one word class. Assumption 3. The only word classes a PoS system can use in both propositional and referential slots are C, ȁ, and M, as defined in Section 2.
There are 17 PoS systems that satisfy these assumptions. They are given in Table 2 . Each PoS system type is labeled as k.n, where k is the number of word classes. Some of these types have subtypes which are additionally marked by one or two propositional-slot labels. Two slot-labels indicate that there is one word class filling exactly those two propositional slots. A single head label means that the corresponding propositional slot is filled by a specialized word class and the remaining slots share another word class. A single modifier label indicates the only existing modifier slot. Subtypes 3.4Pp and 3.4Rr have equivalent structures (one word class for either both propositional or both referential slots and rigid word classes for the other two slots) and this is why from now on a joint label 3.4HM will be used to represent them both. Similarly, 2.3P and 2.3R are equivalent and will be labeled jointly as 2.3H. Other pairs of equivalent subtypes are 1.3r and 1.3p, as well as 3.3r and 3.3p -in this case 1.3 and 3.3, respectively, suffice as the corresponding joint labels.
PoS system type Subtype HRS type P R r p
Assumption 3 is constraint C2 of Vulanoviü (2010). It prohibits word classes H, X, and Z from being used in PoS systems. All PoS systems that are eliminated by Assumptions 1-3 are unattested (ibid.); see also Hengeveld et al. (2004) and Hengeveld and van Lier (2010a) . Of the remaining 17 systems (counting all subtypes) in Table 2 , 7 are still unattested (Hengeveld et al. 2004, Hengeveld and van Lier 2010a) and marked by an asterisk. Seven other types coincide with the 7 types of the original Hengeveld et al. (2004) Even the attested PoS system types in Table 2 represent ideal structures that natural languages only approximate (Rijkhoff 2007: 718) . The existence of intermediate PoS system types illustrate this quite convincingly; see also the description of sample languages in Hengeveld and van Lier (2010b) .
There are 5 rigid PoS systems in Table 2 ; all others are flexible. A PoS system is rigid if all of its word classes are rigid. In rigid PoS systems, k = n. On the other hand, a flexible PoS system has at least one word class which is flexible, thus k < n.
GRAMMAR EFFICIENCY
The order of propositional slots will be from now on simply referred to as the word order. PoS systems can use different word orders -this is not one of their defining characteristics. For simplicity, we only consider word orders with continuous predicate and referential phrases. This means that the following 18 strings represent all possible word orders: A PoS system can permit all the 18 word orders in (1) or it can have a fixed word order. If n = 4, the minimum possible number of orders, denoted by ȡ * , is ȡ * = 4: one of each in (1a), (1b), (1c), and (1d). Analogously, ȡ * = 2 if n = 3, whereas ȡ * = 1 if n = 2 or n = 1.
The PoS system (i.e. the mapping that shows what word classes have what propositional functions), together with the word order it permits, forms a grammar. We will calculate the efficiency, Eff, of such grammars by using the formula from Vulanoviü (2003 Vulanoviü ( , 2007 , see also Vulanoviü (2008 Vulanoviü ( , 2009 ):
In this formula, Ȗ is a scaling coefficient ensuring that Eff = 1 for maximally efficient grammars. According to the already introduced notation, n is the number of propositional slots and k is the number of word classes. The quantity Q is called the parsing ratio since its definition involves 3 parsing-related quantities,
Here, ȡ is the number of successful parses of all existing sentences and ȡ 0 is the number of ambiguous parses. Both ȡ and ȡ 0 depend on the word-order rules considered. On the other hand, ȡ* only depends on the PoS system type or subtype; ȡ* denotes the number of parsing attempts, of which at least one is successful, applied to all permutations of all possible sentences. By a sentence, we mean a formal string of word classes, like Vȁȁ in a PoS system of type 2.4P for instance. The propositional function of each word (i.e., word-class symbol) in the sentence is determined during the parsing process. Parsing 6 is considered successful if it results in at least one of the 18 strings in (1). Thus, Vȁȁ can be parsed as PRr, PrR, or PpR, which means that this sentence is ambiguous unless word order is used as a disambiguation device. For instance, if the propositional functions are ordered like in pPrR, then the only interpretation of Vȁȁ is PrR. The order is not restricted when calculating ȡ* and all permutations of each sentence are considered. Moreover, attempted unsuccessful pares are counted as well (in addition to PRr, PrR, and PpR, the sentence Vȁȁ has one attempted parse, Ppr, which cannot be finished successfully). In this way, Q measures how free word order is. If ȡ = ȡ*, word order is completely free and then, if no sentence is ambiguous, Q = 1. Otherwise, Q < 1, either because there are some word-order rules making ȡ < ȡ*, or because some sentences are ambiguous.
For the given PoS system, Q has different values for different word orders. This is why an interval [Q * , Q*] of Q values can be assigned to each PoS system type or subtype. To illustrate how values of Q * and Q* are calculated, let us consider PoS systems types 3.4Rr and 3.4rp. Other examples can be found in Vulanoviü (2003 Vulanoviü ( , 2007 Vulanoviü ( , 2008 .
All the possible sentences in 3.4Rr are the permutations of elements in the strings VN, VNN, VmN, and VmNN, keeping NN together and Vm together. This gives 12 sentences which are parsed as follows (a minus indicates that the parse has to be abandoned):
VmNN AE PpRr, PprR mVNN AE pPRr, pPrR
There are 24 parsing attempts in all (therefore, ȡ* = 24), of which 18 are successful. The first 6 sentences are unambiguous and the last 6 are ambiguous, each having two ambiguous parses. This means that the greatest possible number of ambiguous parses is 12. The ambiguity can be resolved by imposing word-order rules which eliminate one of the two possible parses in the above ambiguous cases. Therefore, the greatest number of unambiguous parses, denoted by ȡ', is ȡ' = 6 + 6 = 12 (the first 6 successful parses and one parse of each ambiguous sentence). If ȡ is increased to 13, then ȡ 0 becomes 2 and ȡ -ȡ 0 < 12. This illustrates that the inequality ȡ -ȡ 0 ȡ' always holds true. Therefore, from (3) we get that Q ȡ'/ ȡ* and we set Q* = ȡ'/ ȡ*.
For the 3.4Rr PoS system, Q* = 12/24 = 1/2. We can see that the value of Q* results when word order is maximally free without creating ambiguous sentences. On the other hand, fixed word order is considered for Q * . We have seen above that ȡ ȡ * , so we take
where ȡ 0 is the number of ambiguous parses for the fixed word order considered. In 3.4Rr, if word order is fixed, then ȡ * = 4. Moreover, no matter what fixed word order is chosen, no sentence is ambiguous. Therefore, Q * = 4/24 = 1/6 and the interval [1/6, 1/2] is assigned to the 3.4Rr PoS system. This interval contains the values of the parsing ratio Q for all word orders without ambiguous sentences. This is in general how Q * and Q* are calculatedambiguous sentences are completely avoided if possible. If this is not possible, then ambiguity is reduced to a minimum (see below).
A different interval can be assigned to Q in the case of 3.4rp. The possible sentences are the permutations of the strings VN, VMN, and VMNM, this time keeping VM together and NM together. There are 16 sentences and only 2 are ambiguous:
From this parsing process, ȡ* = 28 and ȡ' = 16, so that Q* = 16/28 = 4/7. If word order is fixed as PprR (or RrpP), then the ambiguity of VMN (respectively, NMV) cannot be avoided. Therefore, ȡ * -ȡ 0 = 4 -2 = 2, which gives Q * = 2/28 = 1/14. The two PoS systems considered above are subtypes of the same 3.4 type. In the efficiency formula (2), Q is the only quantity they differ by. This is because Ȗ has the same value for all PoS systems with the same k and n (see below). Therefore, for the same wordorder rules, 3.4Rr and 3.4rp have different efficiency. This is indeed supposed to be the case since parsing reveals that these two PoS system types have different structures. On the other hand, the four pairs of subtypes, which are mentioned above as structurally equivalent (3.4Pp and 3.4Rr, 1.3r and 1.3p, 2.3P and 2.3R, and 3.3r and 3.3p), have equal efficiency values provided they use the same word order.
The value of Ȗ depends on k and n, i.e. on the PoS system type. Within the family of grammars with the given k and n, we have to find the one with the greatest parsing ratio and no ambiguous sentences. Suppose such a grammar exists and let its parsing ratio be Q^. The efficiency of this grammar is set equal to 1, which then gives Ȗ as Ȗ = k/(nQ^). Only Assumptions 1 and 2 are taken into account when looking for the maximally efficient grammar. Therefore, the class of grammars considered for finding the maximally efficient one also contains subtypes other than those presented in Table 2 . For instance, the maximally efficient grammar within the 3.4 type uses the word class of heads (Vulanoviü 2008 ):
H AE P, R, a AE r, m AE p.
It should be pointed out that Ȗ is not needed in Vulanoviü (2008) . The values of Q suffice there because the comparison of efficiency values is only done between the subtypes of the same PoS system type. When, like here, all types are considered, the scaling nature of Ȗ provides the same yardstick for measuring grammar efficiency of all PoS system types. In this sense, the grammar-efficiency formula (2) is a relative measure (Vulanoviü 2007) .
If k = n, word order can be completely free without creating ambiguity, thus, Q^ = 1 and Ȗ = 1. Otherwise, if k < n and the maximally efficient grammar can be found, then Ȗ > 1, see Table 3 . There is no maximally efficient grammar for the 1.4 type since ambiguity cannot be avoided in this case. For this type, Ȗ is set equal to 1, which is otherwise the smallest possible value.
Since parsing is a highly algorithmic process, we created a computer program 7 for calculating Q for all PoS system types satisfying Assumptions 1 and 2. This program is used to find the values of Ȗ. The results are given in Table 3 . 
They are presented in Table 4 . For any given PoS system, Eff* is the largest efficiency value which corresponds to the maximally free word order, whereas Eff * corresponds to fixed word orders. Both Eff* and Eff * are found for grammars without ambiguous sentences if such grammars exist. If ambiguity cannot be avoided, it is reduced to a minimum when calculating Eff* and Eff * . Ambiguity is only present in type 1.4 (both in Eff * and Eff*) and in Eff * for 2.4P and 3.4rp (the latter is discussed above). Thus, the interval [Eff * , Eff*] is an interval of efficiency values for grammars without ambiguous sentences or grammars with a minimum, unavoidable amount of ambiguity. Each pair of equivalent systems is presented in Table 4 by one entry. It can be seen that some efficiency intervals reduce to a single value. This is the case if and only if k = 1, when word order has to be maximally restricted since it is the only disambiguation device in the absence of more word classes. This is also why PoS system types 1.3, 1.2, and 1.1 are maximally efficient and only have one efficiency value, equal to 1. If a PoS system is not maximally efficient, then there is a unique efficiency interval assigned to it.
OTHER MEASURES OF GRAMMAR EFFICIENCY
The justification and explanation of the efficiency formula (2) can be found in Vulanoviü (2003 Vulanoviü ( , 2007 . We now compare this formula to the existing definitions of grammar efficiency in formal-language theory. A phrase-structure grammar can be used to formally describe any PoS system. Since our approach to grammar efficiency is based on parsing, each sentence is treated as an input which the grammar analyzes. As opposed to this, phrasestructure grammars generate sentences, which therefore represent an output. We describe phrase-structure grammars below following Harrison (1978) .
A phrase structure grammar is defined as G = (V, Ȉ, P, S). V is here the total vocabulary and Ȉ is its nonempty subset called the terminal alphabet. N = V -Ȉ is a set which contains elements called nonterminals. S, the start symbol, is one of the nonterminals. The set P contains the rules for rewriting the nonterminals.
For the purpose of this section, it suffices to consider only PoS systems with 4 propositional slots. They can be described using the following nonterminals: N = {S, <Pred Ph>, <Ref Ph>, P, R, p, r, p, r}.
The set P contains rules such as <Pred Ph> AE Pp | pP, which means that the symbol <Pred Ph> can be rewritten as either the string Pp or pP. All PoS system types with n = 4 and free word order share the following rewriting rules:
The symbol Ȝ, which represents the empty string, is terminal. Other terminals are the word classes present in the PoS system, thus different PoS system types have different sets Ȉ and different final rules for rewriting P, R, p, and r as word classes. Let us illustrate this by considering the same two PoS system types which were discussed in more detail in the previous section. In 3.4Rr, the final rewriting rules are
whereas in 3.4rp they are
This shows that PoS systems can be described using context-free phrase-structure grammars. Context-free means that the nonterminals can be rewritten according to a rule in P regardless of where they are located in a string. The complexity of phrase-structure grammars can be defined formally in different ways (Dassow and Pӽun 1989: 170) . Either the cardinality of N or the cardinality of P can be used to measure grammar complexity. Dassow and Pӽun (ibid.) also mention a third measure which counts the total number of occurrences of letters in P (they do not discuss this approach in depth). For all of these methods, the higher the cardinality, the more complex the grammar is. When the three measures are applied to PoS system types 3.4Rr and 3.4pr, it can be seen that the counts for these two types are identical. Since grammar efficiency can be viewed as the reciprocal of grammar complexity (Vulanoviü 2003 (Vulanoviü , 2007 , this means that PoS system types 3.4Rr and 3.4pr are equally efficient. However, this should not be the case, as pointed out by the parsing analysis in Section 4. In conclusion, while the three measures of grammar complexity/efficiency found in Dassow and Pӽun (1989) may be adequate for some studies, they do not work well for the analysis of PoS systems. This justifies the need for another measure of efficiency and the formula in (2) is one possible solution.
The above conclusion is arrived at by considering free word order. However, it still holds true if word order is restricted. In the phrase-structure grammars considered here, word order can be restricted by keeping the same rewriting rules as in (3), but, when these rules are applied, a regulation should be imposed in order to specify what strings of propositional functions are acceptable. In some cases, word order can be restricted by modifying (3). For instance, if the predicate phrase always precedes the referential phrase, (3a) can be changed to S AE <Pred Ph> <Ref Ph>.
Regardless of how word order is restricted, if the same restrictions are imposed on both 3.4Rr and 3.4rp, they remain equally efficient PoS system types when the phrase-structure-grammar measures of complexity are used.
6.
THE 3-DIMENSIONAL SIGMOID Table 5 is created by condensing the data in Table 4 . This is done by grouping together all subtypes within each PoS system type that has subtypes. The widest possible efficiency interval is assigned to each PoS system type. The resulting interval is [min Eff, max Eff] , where min Eff is the smallest Eff * value for the group. Likewise, the largest Eff* for the group is taken as max Eff. Similarly to Table 4 , each PoS system type in Table 5 has a unique efficiency interval, except for types 1.3, 1.2, and 1.1, which all have a single efficiency value equal to 1. From now on, we will only consider the endpoints of the intervals and analyze their connection to the values of k and n, i.e. to the PoS system types. This is because most languages tend to have either a completely free word order or a variation of a fixed word order (Comrie 1989: 88) . Recall that the max Eff values are obtained when word order is as free as possible without creating ambiguous sentences (if this can be achieved). The min Eff values, on the other hand, follow from a fixed word order.
According to formula (2), the grammar efficiency of a PoS system depends on k and n, i.e. on the PoS system type k.n, and on the word order present in the system. The quantity ȡ -ȡ 0 is the only one that may change when word-order rules are changed; Ȗ and ȡ* only depend on k and n (although they do not show this dependence explicitly). However, the specific values of ȡ -ȡ 0 that are used in min Eff and max Eff only depend on k and n as well. Therefore, both min Eff and max Eff are functions of k and n and no other variable. This motivates Figures 3 and 4 which graphically represent the data from 
Fig. 4. 2D representation of max Eff
We can see that both min Eff and max Eff reach the plateau of optimal values equal to 1 along parts of the border of the region under consideration. Theoretically speaking, there is another plateau, the one with efficiency values equal to 0. No efficiency value in Table 5 equals 0 because only such grammars are considered which have a minimum amount of ambiguity, if at all. It holds that Eff = 0 if all sentences are ambiguous, which happens if k < n and word order is made completely free. The values shown in Figures 3 and 4 can be viewed as being in between the two plateau values, which is why we are motivated to consider the 3-dimensional sigmoid as a surface that possibly fits the data. The equation for the 3-dimensional sigmoid is given by This equation has already been used to fit data related to PoS systems. Vulanoviü and Köhler (2009) use the language sample from Hengeveld et al. (2004) and show that the proportion of languages with fixed word order or grammatical markers varies in dependence on k and n. This dependence is modeled by equation (4) and the model is theoretically justified. A similar result is obtained in Vulanoviü (2010) , only values of k and n are modified in order to distinguish between main and intermediate PoS system types. Equation (4) is a generalization of the well-known 2-dimensional sigmoid which is a curve used to model various linguistic phenomena, see Altmann (1983) , Leopold (2005) , Vulanoviü and Baayen (2007) and other references in these papers. In two dimensions, the sigmoid usually shows how some linguistic quantity changes over time. This is known in quantitative linguistics as the Piotrowski or Piotrowski-Altmann Law.
The results of fitting equation (4) to the data of Figures 3 and 4 are presented in Table 6 . The values of the adjusted coefficient of multiple determination Ra 2 show that the fit is acceptable. The fit is particularly good for max Eff.
Table 6
Results of the fit a b c Ra
CONCLUSIONS
It is shown in this paper that the formula (2) for calculating grammar efficiency (Vulanoviü 2003 (Vulanoviü , 2007 is an appropriate tool in the quantitative analysis of parts-of-speech (PoS) systems. This is done first by demonstrating that the formula gives results which adequately represent PoS system types and subtypes, as opposed to the measures of grammar efficiency used in phrase-structure grammars, and second, by successfully fitting the 3-dimensional sigmoidal surface to the grammar-efficiency values.
PoS systems and the word classes used in them are described following the approach from Hengeveld et al. (2004) and Hengeveld and van Lier (2010a) . Most of the unattested PoS systems types are eliminated by appropriate assumptions. Seventeen PoS system types or subtypes are left for further discussion. This number is reduced to 13 types or subtypes after unifying the pairs of PoS systems that have equivalent grammatical structures. The formula (2) assigns an interval of grammar-efficiency values to each PoS system. The values in each interval vary depending on the word-order rules used in the system. Three PoS systems are maximally efficient and therefore have the same grammar-efficiency interval (which in fact reduces to a single value equal to 1, the measure which indicates maximal efficiency). On the other hand, each of the remaining 10 PoS systems has a unique grammar-efficiency interval. It is shown that this is not so when the phrase-structure-grammar measures of grammar efficiency are used. As illustrated by an example, these measures can assign the same value to PoS systems that have essentially different grammatical structures. Therefore, formula (2) is more adequate for measuring grammar efficiency than the methods used in formal languages.
The generalization of the sigmoid curve to 3 dimensions has already been utilized in some discussions of PoS systems Köhler 2009, Vulanoviü 2010) . It is shown here that it can also be used to fit the grammar-efficiency values. The 13 PoS system types and subtypes are collapsed into 10 types by making a union of the efficiency intervals of subtypes within the same type. The 10 types are characterized by two numbers: k -the number of word classes in the PoS system, and n -the number of propositional functions. Ordered triples (k, n, y) are considered, where y is either the left or the right endpoint of the corresponding efficiency interval. The left endpoints represent PoS systems with fixed word order, whereas the right endpoints correspond to systems with maximally free word order without ambiguous sentences. The 3-dimensional sigmoid (4) is then fitted to these data and the fit is shown to be satisfactory. The endpoints of efficiency intervals only depend on k and n, but the coefficients Ȗ and Q in formula (2) do not show this dependence explicitly. By being able to successfully fit equation (4) to the efficiency data, we get a model of explicit dependence of grammar efficiency on k and n.
