We describe in this paper the application of numerical machine learning techniques to the extraction of information from a collection of textual data. More precisely, we consider the modeling of text sequences with Hidden Markov Models (HMMs) and Multilayer Perceptrons (MLPs) and show how these models can be used to perform specific surface extraction tasks (i.e. tasks which do not need in depth syntactic or semantic analysis). We consider different text representations using semantic and syntactic knowledge and analyze the influence of different grammatical constraints on the models using the MUC-6 corpus.
Introduction
Several communities s.a. linguists and statisticians have long been involved in the analysis of textual data. However, most large size applications in text have been handled in the domain of Information Retrieval (IR). Initially, IR systems were designed to rank documents with respect to their relevancy to a user request, very much like in computer library indexes. The representation of documents for most of these systems was simply a binary vector representing the presence or absence of a set of key-words, and the ranking was based on some normalized count of the terms present in the query and the documents. As the amount of electronically available textual information began to grow, in the 80s, IR began to face new tasks, such as filtering and routing incoming information, indexing rapidly changing document databases, or analyzing very large corpora. The generalized use of Internet has caused an unprecedented and unforeseen demand for systems capable of selecting, structuring and extracting the textual information available. Tools used in IR, mostly borrowed from the statistical community, are not sufficient to solve many of the new «text mining» problems. Research in the field of IR is intensifying, and Statistical Machine Learning is starting to play a major role on this evolution. In general, the large size of many of document collections and the variability and complexity of textual information forbids the use of complex models or sophisticated document representations. Machine Learning models adopt for this reason the classic bagof-words approach to document representation, under which a document is represented by its key-word histogram [9] . In [11] , for example, MLPs are used to learn to categorize documents. [10] showed that linear Perceptrons were the most efficient of the estimation models evaluated for a large-sized task of document categorization. The new demands for more complex and diverse IR systems has allowed a number of new frameworks to emerge, often from the Machine Learning community. In [5] for example, a two-layer Self-Organizing Map is designed to structure and represent very large newsgroup data bases. In this paper we take an alternative theoretical framework: the use of sequence models.
Unlike the classical IR representations, we consider a document as a sequence of words to which a class must be assigned, much like in sequence analysis models for biology, speech or hand-written recognition. This approach was first proposed in [6] , where a HMM model was used to rank and retrieve documents with respect to their most relevant passages. In [12] a MLP architecture filtered document sections using successive finer representation levels, and a HMM was then used at the finest level to extract and label relevant information. We will deal here with two example applications: passage highlighting and surface information extraction. In the first, we wish to select the most relevant sequences of words within a document, with respect to a specific task or information interest. In the second, we wish to label words according to several subinterests. Figure 1 : From a paragraph (left), the highlighting task consists on the selection of the most pertinent sequences of words with respect to a specific task (right-top), the selected sub-sequence appears in gray. The extraction task deals with the passage labeling according to several sub-interests (right-bottom), the sub-sequences Per and Pos are respectively indicated in bold and underline.
that sequence models may naturally handle different information sources, continuous or discrete in nature, and that output sequences may be naturally forced to follow a set of constraints. In this paper we explore both directions: for the former we experiment with a basic word representation and with the addition of morpho-syntactic information, for the latter we introduce different simple grammars.
A draw-back of the sequence modeling framework for text, however, is the need for a low dimensional representation of words. A surprising finding is that simple mappings, representing the set of terms on very low dimensional spaces, are sufficient for relatively complex tasks. We will use Wall Street Journal articles from the MUC-6 corpus [7] to test our models. The two tasks we consider consist respectively in : i) highlighting all the descriptions of personnel change events (job appointments, reassignments or destitutions), in which case, our goal will be to label sub-sequences of text as Irrelevant (I) or Relevant (R) for the task; and, ii) extracting the name and position of the person concerned, in which case, subsequences are to be labeled as Person (Per), Position (Pos) or Irrelevant (I) (see Figure 1 ). The paper is organized as follows: we first introduce the text representation which will be input to the models, we then describe the sequence analysis problem and the models used, and finally, we present a series of experiements.
Text Representation
A text will be represented as a sequence of terms, each of them being encoded in a distinct vector. As proposed in [12] , we use the U-measure to map terms into a onedimensional continuous representation. For each word in the corpus, let n and n' denote respectively the number of relevant and irrelevant phrases in which the term appears. Let m and m' denote respectively the number of relevant and irrelevant phrases in which the term does not appear. Then the U-measure of the word w i is defined as [2] :
where N is the total number of phrases (N=n+n'+m+m'). The U-measure represents terms with respect to their frequency of occurrence in relevant and irrelevant phrases, and for this reason it represents, to a certain extent, the semantics of terms with respect to the task. In order to introduce a richer text representation, we have also experimented with the use of morpho-syntactic information [1] . We suspected that the syntactic labels would dissociate some of the terms having similar U-values and would contribute to a better representation of words. Thus, we augmented the previously described feature space of terms with morpho-syntactic tags. We used a freely available probabilistic PartOf-Speech tagger [8] . We retained in a first step 7 syntactic labels :
; words having another label were tagged as Others (O). Thus each term is represented as an 8 dimensional vector, the first component of which is the U-measure of the term, and the 7 others being 0 except the one corresponding to the POS tag of the term, which is set to 1. Since all features are not equally informative, we performed automatic selection on the feature set. We have chosen here a method proposed by [3] to remove all non informative features. The relevance of a set of input variables is defined as the mutual information between these variables and the corresponding classes. This dependence measure is well suited for measuring non linear dependencies as they are captured in NNs. For two variables x and d, it is defined are the input and output spaces, n the length of these sequences and w i and t i denote respectively the i th element of the input and output sequence. There exists a joint probability distribution over all the possible input and output sequences, it is unknown but can be inferred from a set of labeled examples. Our aim is to find the most probable output sequence t 1,n which maximizes the probability distribution P(t / w ) ,n ,n 1 1 . In order to simplify the notation, we write P t w i j ( / ) for 
Models
The problem that needs to be solved is the assignment of a class label to each word. In the following we will consider different solutions for computing the most probable labelled sequence associated to a sequence of words, i.e. Following [4] , we will derive two main expressions for , t n 1 leading to two different dynamic model families. The joint probability can be classically decomposed into a product of conditional probabilities, leading to: 
Similarly, using the same decomposition and under the assumptions: 
Expressions (1) and (2) correspond to two different models for decoding the best sequence of labels. The hypothesis they rely on is mainly motivated by changing the initial combinatorial decoding problem into a more tractable one. In the case (1), the optimal sequence is obtained by choosing the most probable state for each word, for (2) the Viterbi algorithm is used to find efficiently
Step 
which is obtained by adding transition probabilities P t t i i ( / ) −1 to (1). In this case we assume that there exists a grammar on the sequence of labels and we use Viterbi algorithm for decoding. This model cannot be justified formally, but has been used in a variety of settings in the field of pattern recognition. Intuitively, it can be considered as a variation on (1) which allows to take into account transition information and therefore to introduce grammatical constraints.
Grammars
For both highlighting and extraction, the models can be forced to output constrained sequences, the constraint corresponding to a priori knowledge on the task or on the type of information the user is looking for. We have performed tests with different constraints. We used for highlighting the approach proposed in [6] which consists in using a grammar of the type I-R-I, i.e. models are forced to tag the text as an I passage followed by a R passage and again an I passage. Such models find the most probable single sub-sequence of relevant terms within the sequence. While this does not correspond truly to the way relevant information is present in the corpus, it provides a single résumé of a whole text which may be desirable [6] . It can also be considered as a first approximation to the interest of our highlighting paradigm. We also used the grammar <I | R (3) > which means that words may be labeled alternatively as I or R, (<> indicates one or more occurrences and | means or) and R sequences are forced to a minimal duration of 3. The latter has been chosen according to the characteristics of the corpus. Similarly, for extraction, we used grammars of the type I-<Per-Pos-I>, and <I|Per (3) |Pos (3) >.
Implementation
MLPs have been used to implement equations (1) and (3). In (1) the class of a word does not depend on the word context. This hypothesis can be slightly relaxed. Instead of
, , . MLPs are trained using a quadratic cost function, learning rate, training epochs and number of hidden units were set empirically using a validation set. HMMs were used for the implementation of model (2) .
Experiments and Results
Using the above implementation, we performed a series of experiments for measuring the importance and role of the syntactic information in the encoding of words, for analyzing and comparing the behavior of our models for retrieving and labeling passages, and for evaluating the importance of various constraints on the sequence outputs.
Corpus
In order to train and evaluate our models in the tasks of surface extraction and highlighting, we use the MUC-6 labeled data [7] , this corpus is a collection of documents that have been analyzed (e.g. by human experts). Using an heuristic algorithm we have labeled words relevant to each concept. The corpus was split into a training set and a test set. Altogether there were 100 and 105 paragraphs respectively in the training and the test set. About 8% of words are Person, 32% Position and 60% irrelevant.
Evaluation
A natural evaluation of our models is given by the percentage of good classification (PGC) defined as: c/N where c is the number of correctly classified words and N is the total number of words in the test corpus. Since the examples of the irrelevant class are much more frequent than the examples of the rest of the classes, we will be interested as well in the PGC per class: c k /N k . PGC hides the choice of a value for the misclassification risk (implicitly set to unity, or the inverse class frequency, depending on the model). In IR, where the classes relevant and irrelevant are considered as inherently different and the risk of missclassifying a relevant document is much higher than the risk of missclassifying an irrelevant document, results are presented in the form of curves of precision recall [9] . For highlighting, the grammar changes the relative performances of I and R classes but remain in the same range (Table 3) . For extraction, the <I|Per (3) |Pos (3) > grammar leads to a very neat increase in the performances: the percentage of correct labels for the different classes is well balanced while the global performances are the best which have been obtained in our tests. The measure of performance which has been used here does not reflect the different requirements of text analysis systems. What we need are measures which highlight the multiple aspects of such systems, the difficulty being that for man-machine interaction systems, several measures are difficult to quantify. Although the use of grammars has been clearly successful only in the case of extraction, introducing such constraints is important in practice to provide a highlighting pattern that is satisfactory from the user perspective. If we do not use constraints we will most often highlight scattered single words. In Figure 2 we show the precision-recall curves obtained by the MLP module with no grammar, where terms have been represented only by the U-measure (left) or by their Umeasure plus the syntactic tags (right). For each representation, we give the recallprecision curves for the Position and Person classes (extraction task) as well as for the Relevant class (highlighting task). We see that the increase of performance when using syntactic information is clear here and is the most important for low-recall / high-precision levels. The results of our experiments prove that it is possible to develop sequential models for highlighting and extraction of information in non trivial tasks.
Results
Furthermore, we have shown that the addition of syntactic information in the term representation generally improves the performances of these systems, and that sequential models provide a coherent approach to the introduction of constraints. It is clear that the models which have been introduced here are still simplistic, although they are more sophisticated than classical models of IR. The implementations we have developed should also be enhanced. In particular, the definition of the grammars is crucial for passage labeling.
Conclusion
We have presented an application of stochastic models for sequence analysis to the problem of highlighting and surface extraction tasks, typical of IR. These models consider text as a true sequence of words, unlike IR models where a document is considered as an unordered set of index words. We have given a detailed description of two different stochastic models, their assumptions and their evaluation. Besides the trainable nature of these techniques and their robustness, these models can take into account different constraints which should allow the integration with more complex IR or Text Mining systems.
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