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ABSTRACT
Maximal Clique Scheduling: A Simple Algorithm to Bound Maximal Independent Graph
Scheduling
by
Kanes Sutuntivorakoon
In this paper, we consider interference networks where the connectivity is known glob-
ally while the channel gains are known up to a particular distance from each node. In
this setting, we provide a new achievability, called Maximal Clique Scheduling (MCS),
which is a special case of Maximal Independent Graph Scheduling (MIG Scheduling) pro-
posed earlier. The strategy is evaluated using the notion of normalized sum rate which is a
metric to evaluate performance of networks with mismatched knowledge. The achievable
normalized sum rate of the proposed MCS strategy is easier to analyze for certain classes
of networks and can be used to bound the normalized sum rate of MIG Scheduling. We
investigate the normalized sum rate achieved by MCS for two classes of networks. The
first class is formed by interference networks where each link is connected with probability
p. The second class is derived from Wyner 1-D model of placements of base stations and
mobile nodes. We find that increasing knowledge about the network leads to increasing
normalized sum-rate. However, in a random network, the increase is slower as compared
to Wyner network because most nodes are far away from a node and hence learning more
helps less until the whole network is known.
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1Chapter 1
Network Model and Preliminaries
1.1 System Model
We consider a Gaussian interference network with n transmitters and n receivers. The
different transmitters are labeled Ti and the receivers are labeled Dj , i, j ∈ {1, . . . , n}. We
first define a connectivity graph between the various nodes as follows.
Definition 1 (Connectivity Graph) We define connectivity graph, G, as an unweighted
undirected graph, G = (N,L) where the set of vertices N consist of the transmitters Ti
and receivers Dj , i, j ∈ {1, . . . , n}. L consists of the set of edges in the graph. There is no
connection between two transmitters or two receivers, i.e. (Ti,Tj) /∈ L, (Di,Dj) /∈ L.
The inputs of lth transmitter at time i are denoted by Xl[i] ∈ C, l = 1, ..., n, and the
outputs at jth receiver at time i are denoted by Yj[i] ∈ C, j = 1, ..., n. The input-output
signal relation for a given connectivity graph G = (N,L) is given by
Yj[i] =
n∑
l=1
hlj1(Tl,Dj)∈LXl[i] + Zj[i],
where hlj ∈ C is the channel gain associated with each transmitter Tl and receiver Dj (if
(Tl,Dj) ∈ L), and Zj[i] are additive white complex Gaussian random variables with unit
variance. Also the input Xl[i] has an average input constraint of unity.
We also consider another representation of the connectivity in form of a conflict graph
which is constructed from a connectivity graph as follows.
2Definition 2 (Conflict Graph) The conflict graph, GC = (V,E), of a connectivity graph
G = (N,L) is formed as follows. Vertex set V consist of nodes vi = (Ti,Di) for all i
where (Ti,Di) ∈ L. There is an edge between two vertices, (vi, vj) ∈ E if and only if
either (Ti,Dj) ∈ L or (Tj,Di) ∈ L.
In simple terms, the main difference between the two graphical representations of the
network is that, in conflict graph, the distinction of interfering and/or being interfered is
removed. Thus any conflict produces an edge in conflict graph. In Figure 1.1, we see some
examples of two representations for the Wyner network.
Figure 1.1 : (a) Connectivity Graph representation of W(5,1), (b) Connectivity Graph rep-
resentation of W(5,2), (c) Conflict Graph representation of W(5,1), and (d) Conflict Graph
representation of W(5,2)
1.2 Local View Based on Hop distance
To model the notion of local information, we follow the hop information model introduced
in [1]. The amount of information each node possesses is represented in the form of hops
of network information. The more hops of information each node has, the more each node
knows about the network. In this work, we assume that every node in the network has
the complete knowledge of the network connectivity as a side information. However, the
3Figure 1.2 : Local view of Transmitter 3 with (a) 1 hop, (b) 2 hops, and (c) 3 hops of
information. Dark connected links represent what transmitter 3 knows.
channel gain of each link in the network remains unknown to all the nodes unless sufficient
hops of information are learned.
For any node, the links that are incident on the node have a distance of one hop. Hence,
if a node has one hop of network information, it knows the channel of all the links that it
is connected to. In general, hop-distance of a link from a node is one plus the minimum
amount of links to traverse starting from the node till the link. The local view of each
transmitter is the channel gains of links within h hops away from itself and each receiver
knows the union of information of all transmitters to which it is connected to. For a given
node, more knowledge is equivalent to knowing the channel state information of links
further away. We use the term “local” to represent cases when not all the members of
the network possesses full network information. See Figure 1.2 for an illustration of hop
information model.
1.3 Performance Metric
We follow the method in [1] of using the notions of normalized sum-rate and normalized
sum-capacity to gauge the performance of the network with limited information. Both
4metrics represent the worst case guaranteed fraction of the optimal performance that the
network can achieve when each node in the network makes distributed decision with its
local knowledge.
Definition 3 (Normalized Sum-Rate [1]) The normalized sum-rate, αS,G(h), is said to be
achievable with the strategy S with partial information h in a network G if the following
holds. The strategy, S, allows transmitter i to communicate reliably with its corresponding
receiver at the rate Ri, satisfying ∑
i
Ri ≥ αCsum
for all sets of network state consistent with the side information. Here, Csum is the sum-
capacity of the whole network with full information.
In other words, the normalized sum-rate is the guaranteed fraction of sum capacity
achieved by the strategy, S, with the available information, regardless of the network state.
Definition 4 (Normalized Sum-Capacity [1]) The normalized sum-capacity, α∗G(h) of a
networkG is defined as the supremum of the achievable normalized sum-rate α over all the
possible strategies.
Note that the α∗G(h) ∈ [0, 1] and that α∗G(h) = 1 indicates that the local network infor-
mation is sufficient to achieve sum-capacity with full information.
1.4 Maximum Independent Graph Scheduling
Similar to link scheduling [2], independent graph scheduling aims to schedule nodes to
avoid interference in the unknown parts of the network. By allowing interfering links
5to operate simultaneously when sufficient amount of information is obtained, information
theory techniques can be used to improve the overall system performance. More precisely,
independent graph scheduling schedules sub-networks that can always achieve the sum-
capacity with the available information.
With the above overview of the algorithm, we now define independent graph scheduling
as follows. Let A1, A2, ..., At be t chosen sub-networks of the networkG such that for each
sub-networks Ai, α∗Ai(h) = 1. Sub-networks Ai can be such that Ai ∩ Aj $= φ, i $= j. The
algorithm only considers subgraphs where both transmitter and its corresponding receiver
are in the sub-network together, hence, each transmitter-receiver pair either appears in Ai
or does not appear in Ai.∗ Once the set of t sub-networks has been chosen, independent
scheduling schedules the transmitter-receiver pairs in Ai to be active during time slot i.
These active pairs will operate in such a way that achieves the sum-capacity of Ai and this
is possible due to the appropriate choice of the subgraph. Other pairs not in Ai will be
inactive during this time slot. The step repeats itself after t time slots.
It is shown in [1] that for any given of independent sub-networks, {Ai}ti=1, which sat-
isfies α∗Ai(h) = 1, achieves a normalized sum-rate of
αIGS(h) = min
j∈{1,...,n}
t∑
i=1
1j∈Ai .
That is, the normalized sum-rate achieved by {Ai}ti=1 is equal to the number of active time
slots of the least frequently active pairs divided by the total number of time slot.
The maximal independent graph scheduling (MIG Scheduling) is an independent graph
scheduling which maximizes αIGS over all possible sets of feasible t and {Ai}ti=1. MIG
∗A generalization Coded Set Scheduling was also considered in [1] which removes this restriction, to
improve rates in some cases.
6Scheduling achieves the normalized sum rate of
αMIGS(h) = maxt,{Ai}ti=1 minj∈{1,...,n}
t∑
i=1
1j∈Ai .
To summarize, the two main steps for MIG Scheduling are (1) identifying all sub-
networks that can perform optimally with the amount of available information and (2) se-
lecting the set of sub-networks that maximizes the normalized sum-rate. Both of these steps
involve solving difficult problems. The first step is a very difficult problem and remains an
unsolved problem for most networks with more than 2 hops of information (see [1]). Due
to these concerns, the normalized sum-rate of MIG Scheduling has only been obtained for
a small set of networks.
1.5 Definitions
In this section, we will define some graph-theoretic terms that will be used throughout the
paper.
Definition 5 (Diameter) The diameter, D(G), of a connected graph is a maximum of the
distances between vertices (equals infinity for disconnected graph).
Definition 6 (k-Clique) A k-clique subgraph of a graph is a subgraph whose maximum
distance between any two of its vertices is at most k.
Note that a k-clique itself is a connected component. A subgraph forms a connected
component if for any two vertices in the subgraph there exists at least one path between
them such that all of the vertices that lie on this path are in the subgraph.
Definition 7 (k-Subgraph ) k-Subgraph of a graph is a subgraph in which every con-
nected component is a k-clique subgraph.
7Definition 8 (k-Exact-clique) A k-Exact-clique subgraph of a graph, G, is a subgraph
whose maximum distance between any two of its vertices is exactly k. This subset of vertices
must also form a connected component.
Definition 9 (k-Union-clique) A k-Union-clique, Uk, of a graph, G, is a subgraph whose
each of the connected component is a k-exact-clique.
Definition 10 (Chromatic Number [3]) The chromatic number, X (G), of a graph is the
smallest number of colors required such that if one vertex is assigned to one color, no two
adjacent vertices are of the same color.
Definition 11 (Independent Number[4]) The independent number, β(G), of a graph is
the largest set of vertices not containing any edge.
Definition 12 (Fractional Chromatic Number[5]) A b-fold coloring of a graph G is an
assignment of sets of size b to vertices of a graph such that adjacent vertices receive disjoint
sets. An a:b-coloring is a b-fold coloring out of a available colors. The b-fold chromatic
number Xb(G) is the least a such that an a : b− coloring exists. The fractional chromatic
number Xf (G) is defined to be
Xf (G) = inf
b
Xb(G)
b
8Chapter 2
Maximal Clique Scheduling
In this chapter, we will describe the Maximal Clique Scheduling (MCS) and use it to bound
the performance of MIG Scheduling.
MIG Scheduling introduced an important new concept – the idea of scheduling sub-
networks instead of just scheduling non-interfering links, which allows the network to uti-
lize the available information to improve the network performance. However, construction
of MIG Scheduling remains unsolved as discussed above.
In this section, we use the conflict graph representation to propose a new subgraph
scheduling algorithm called clique scheduling (CS). We note that, with h = 2k+1 hops of
information, k-cliques in conflict graph representation (and thus k-subgraphs in conflict-
graph representation) belong to the feasible subgraphs for independent graph scheduling.
This is because for these subgraphs α∗(2k + 1) = 1. However, the class of k-subgraphs
can be explicitly constructed unlike the class of independent subgraphs with 2k + 1 hops
of information. Thus, this class of k-subgraphs is a smaller and “simpler” set of subgraphs.
Clique scheduling algorithm schedules these k-subgraphs in different time-slots.
Maximum clique scheduling can be described as follows. For a given h number of hops
of knowledge in the network graph G, we select t
⌊
h−1
2
⌋
-subgraphs in the corresponding
conflict graph GC . Let these subgraphs be B1, B2, ..., Bt. Clique Scheduling schedules the
transmitter-receiver pairs in Bi to be active during time slot i. Nodes in Bi transmit using
a sum-capacity achieving scheme. Other nodes which are not in Bi will be silent during ith
time slot. The step repeats itself after t time slots. Suppose the transmitter indices that are
9present in Bi be denoted by Ui(Bi).
The clique scheduling algorithm achieves a normalized sum-rate of
αCS(h,B1, · · · , Bt) = min
j∈{1,...,n}
t∑
i=1
1j∈Ui(Bi).
That is, the normalized sum-rate achieved by {Bi}ti=1 is equal to the number of active time
slots of the least frequently active pairs divided by the total number of time slot.
The maximal clique scheduling (MCS) is the clique scheduling which maximizes αMC
over the set of feasible t and {Bi}ti=1. MCS achieves the normalized sum rate of
αMCS(h) = maxt,{Bi}ti=1 minj∈{1,...,n}
t∑
i=1
1j∈Ui(Bi).
With this in mind, it is clear that MCS involves two main steps similar to those of MIG
Scheduling. The first step involves identifying all
⌊
h−1
2
⌋
-subgraphs in the conflict graph
representation of the network. This step compared to what is required in MIG Scheduling
can be done through an explicit construction for any network with any amount of informa-
tion. This makes analyzing the performance of MCS tractable as we show in the subsequent
sections. The second step is to select the set of sub-networks that maximizes the normalized
sum-rate.
Note that αMCS(h) = 1 when h = 2D(GC) + 1, i.e. when every node in the network
has a global view of the network. In this case, B′is will be the whole network. Finally,
we see that MCS generally will not perform as well as MIG Scheduling since the sub-
networks that satisfies the condition for MCS are a subset of those satisfying the condition
of MIG Scheduling, but not vice versa. With one hop of information, both MCS and MIG
Scheduling reduce to the optimal link scheduling by construction.
We next show that the performance of MIG Scheduling is bounded from above and
below by MCS. To do this, we first show that for any network which is a linear network in
conflict graph, the optimal value of information is less than 1 if the hops of knowledge is
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strictly less than half the diameter of the network in the conflict graph representation. More
formally, we have
Lemma 1 For any network of n nodes whose conflict graph is a line network of n nodes,
α∗(&n−12 ') ≤ n−1n .
Proof: The proof is deferred to Appendix A.
!
This leads us to our first result that the normalized sum-rate achieved by MC scheduling
is bounded by the normalized sum-rate achieved by MIG Scheduling.
Theorem 1 The normalized sum-rate of MIG Scheduling of a network with h hops of in-
formation, αMIGS(h), can be bounded above and below by the normalized sum-rate of MC
scheduling with h and 4h− 1 hops of information, i.e.
αMCS (h) ≤ αMIGS (h) ≤ αMCS(4h− 1).
Proof: To obtain the lower bound, we note that any subgraphs chosen in clique scheduling
with a particular hops of information is also an independent graph and thus,
αMIGS(h) ≥ αMCS(h).
The proof of upper bound is as follows. We note that a network, G, whose diameter
is D (in conflict graph representation) must consist of at least one linear sub-network, GD
(in conflict graph representation), such that at least h = D2 + 1 hops of information is
needed for at least one transmitter in GD to learn all the channel gains in GD. Hence,
with h = D2 hops of information, we know that α
∗ < 1 for GD regardless of the actual
network connectivity using Lemma 1. This implies that α∗ < 1 for that network G since
11
GD becomes the bottleneck of the whole network (i.e. set everything that is not part of GD
to zero and known to all).
With h hops of information, for the network to achieve α∗(h) = 1 it cannot have
diameter greater than 2h− 1. Hence, MIG Scheduling can schedule subgraphs of diameter
at most 2h − 1 with h hops of information. With 4h − 1 hops of information, MCS can
schedule all subgraphs of diameter less than and equal to 2h − 1. Hence we obtain the
following bound:
αMIGS(h) ≤ αMCS(4h− 1).
!
Theorem 1 helps us in two ways. First, it gives us a tool to study the normalized
sum-rate of MIG Scheduling. It allows us to skip a complicated step of identifying all
sub-graph with α∗ = 1 and, instead, look for k-cliques where k depends on the amount
of information available. Second, it enables us to study network performance with limited
information without having to know the exact network connectivity, as demonstrated by
the two examples in the next Section.
12
Chapter 3
Normalized sum rate achieved by MCS for classes of
networks
In this section, we will find the normalized sum rate achieved by MCS for Random and
Wyner networks.
3.1 Random Network
In this section, we find the normalized sum-rate achieved by MCS for the random network,
which is defined as follows.
Definition 13 (Random network) A random network, R(n, p), is a network consisting
of n transmitters and n receivers. The connectivity graph consists of n transmitter (Ti,
i = 1, · · · , n), n receivers (Di, i = 1, · · · , n), and a link exists between Ti and Dj with
probability p. In this paper, we only focus on p = n−d where d ∈ [0,∞].
Note that since message relaying is not possible due to the one way nature of the data,
a transmitter will be active only if it is connected to its corresponding receiver (which
happens also with probability p). It is important to see that in a random network of n
transmitter-receiver pairs with connectivity probability p, only Θ(np) of those pairs will
be active. Non-active pairs do not help in communication and thus we would ignore these
in the original graph. We will see later that the conflict graph representation of a typical
network ofR(n, p) can be approximated by a random graphG(np, 2p−p2), whereG(n, p),
is a graph consisting of n vertices and any two vertices are connected by an edge with
13
probability p.
Before finding the normalized sum-rate achieved by MCS for random networks, we
describe some of the properties of these networks.
Lemma 2 ([6]) The diameter of a random graph G(n, p) is almost surely (1 + o(1)) log(n)log(np)
if np→∞.
Lemma 3 ([7]) For a random graph G(n, p), for every constant $ > 0 there exists a con-
stant δ! such that for np(n) > δ!, p(n)→ 0, the probability that
np
2 log(np)
≤ X (G(n, p)) ≤ (1 + $) np
2 log(np)
tends to 1 as n→∞.
Lemma 4 ([4]) For a random graphG(n, p), independent number has the following value:∣∣∣∣β(G(n, p))− 2p(log np− log log np− log 2 + 1)
∣∣∣∣ ≤ $p
with probability going to 1 as n→∞.
Lemma 5 ([8]) For all graphs, the fractional chromatic number is bounded by the follow-
ing:
n
β(G)
≤ Xf (G) ≤ X (G) ∀G.
Lemma 6 The maximum vertex degree for a random graph G(n1−d, n−d) is almost surely
O(n1−2d) for d < 12 and O(1) for d >
1
2 .
Proof: For d < 12 . Let ∆int,i be the vertex degree at node i and ∆max = maxi∆int,i be
the maximum vertex degree in random graph G(n1−d, n−d). Let δint,i be the transmitter
14
outgoing degree at transmitter i and δmax = maxiδint,i be the maximum transmitter out-
going degree in random network R(n1−d, n−d). We know that the maximum vertex degree
in random network is always less than the sum of the maximum transmitter outgoing de-
gree and the maximum receiver incoming degree in random network. Since the receiver
incoming can be modeled in the same way as the transmitter outgoing degree, we get that
∆max ≤ 2δmax.
The outgoing degree, δint,i, at any transmitter in R(n1−d, n−d) can be modeled using
Binomial Distribution, B(n1−d, n−d). This is because each of the possible n1−d outgoing
link exists with probability p = n−d and is independent.
Hence, for a given node i ∈ {1, .., n1−d)}, the probability that it will interfere with less
than K other connected s-d pairs is:
p(δint,i > K) =
n1−d∑
x=K+1
(
n1−d
x
)(
1
nd
)x(
1− 1
nd
)n1−d−x
15
Also we know that p(δmax < K) = p(δint,i < K, ∀i) = p(δint,i < K)n1−d . The last
equality holds because all the connections are independent. Therefore, we can see that:
p(δmax > K) = 1− p(δmax < K)
= 1− p(δint,i < K)n1−d
= 1− (1− p(δint,i > K))n1−d
= 1−
1− n1−d∑
x=K+1
(
n1−d
x
)(
1
nd
)x(
1− 1
nd
)n1−d−xn1−d
(1)
≤ 1−
1− n1−d∑
x=K+1
(
en1−d
x
· 1
nd
)x(
1− 1
nd
)n1−d−xn1−d
(2)
≤ 1−
1− n1−d∑
x=K+1
(
en1−2d
x
)xn1−d
(3)
≤ 1−
[
1− n1−d
(
en1−2d
K + 1
)K+1]n1−d
, where
(1) Since
(
n1−d
x
)x
<
(
n1−d
x
) ≤ ( en1−dx )x
(2) Since
(
1− 1n1−d
)n1−d−x
< 1
(3)
(
e
K+1
)K+1 ≤ ( eK+n)K+n , ∀n ≥ 1 since we assume here that K + 1 > en1−2d
Take K = cen1−2d − 1 for any c > 1 and the limit n→∞,
lim
n→∞
p(δmax > cen
1−2d − 1)
≤ lim
n→∞
1−
[
1− n1−d
(
1
c
)cen1−2d logn]n1−d
(1)
= 1− (1)
= 0 , where
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(1) We first note that lim
n→∞
(
1− 1
n
)n
=
1
e
. It can be shown that (1− 1f(n))g(n) → 1, as n→
∞, for all smooth functions f(n) and g(n) satisfy lim
n→∞
f(n) > g(n). Finally, we can see
that ken
1−2d logn
n1−d > n
1−d.
Since ∆max ≤ 2δmax, ∆max = O(n1−2d) a.s.
For d > 12 . We let d >
1
2 =
1
2 + τ for 0 < τ ≤ 12 . The steps in this proof are the same
as the one above until (2):
p(δmax > K) ≤ 1−
1− n1−d∑
x=K+1
(
en1−2d
x
)xn1−d
= 1−
1− n 12−τ∑
x=K+1
( e
n2τx
)xn
1
2−τ
(1)
≤ 1−
1− ( e
n2τ (K + 1)
)(K+1) n 12−τ∑
x=K+1
(
1
2
)xn
1
2−τ
≤ 1−
[
1− 2
(
e
n2τ (K + 1)
)(K+1)]n 12−τ
≤ 1−
[
1−
(
1
n2τ(K+1)
)]n 12−τ
, where
(1) For n2τx ≥ 2e,
(
e
n2τ (x+1)
)(x+1)
< 12
(
e
n2τ (x)
)(x)
ForK satisfies 2τ(K + 1) > 12 − τ and take the limit n→∞,
lim
n→∞
p(δmax > (
1
4τ
− 3
2
)+) = 1− (1)
Hence, p(δmax > ( 14τ − 32)+) = 0 for d = 12 + τ and 0 < τ ≤ 12 and n sufficiently large.
That is δmax = O(1). This implies ∆max = O(1).
17
Lemma 7 The minimum vertex degree in G(n1−d, n−d) is almost surely Ω(n1−2d) for d <
1
2 .
Proof: Let ∆min = mini∆int,i be the minimum vertex degree in G(n1−d, n−d). Also
let δmin = mini δint,i be the minimum transmitter outgoing degree in R(n1−d, n−d). We
know that ∆min ≤ δmin by the relationship between random graph and random network.
Following steps from the last section, we get that
p(δmin > K) = p(δint,i > K)
n1−d
= (1− p(δint,i < K))n1−d
=
[
1−
K∑
x=1
(
n1−d
x
)(
1
nd
)x(
1− 1
nd
)n1−d−x]n1−d
=
[
1−
K∑
x=1
(
en1−d
x
)x(
1
nd
)x(
1− 1
nd
)n1−d−x]n1−d
(1)
≤
[
1−K
(
en1−2d
K
)K (
1− 1
nd
)n1−d−K]n1−d
, where
(1) This holds for all K ≤ e2n1−2d
Take K = e36n
1−2d and for n sufficiently large,
p(δmin >
e
36
n1−2d)
≤
[
1− e
36
n1−2d(36)
e
36n
1−2d
(
1
e
)n(1−2d)− n36 (1−3d)]n1−d
≤
[
1−
(
2
e
)n(1−2d)]n1−d
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Take the limit n→∞,
lim
n→∞
p(δmin >
e
36
n1−2d) = 1
That is δmin = Ω(n1−2d) a.s., and hence, ∆min = Ω(n1−2d) a.s.
Lemma 8 For any subgraph S inG(n1−d, nd) such that S consists of at leastK = ,3nd log n-
vertices, the probability that there exists at least one edge between every vertex in Sc to
subgraph S goes to 1 as n→∞.
Proof: Let
Ei,S =

0, Eij = 0, ∀j ∈ V (S)
1, else
where V (S) " set of vertices in subgraph S.
Also, letHK " {Ei,S = 1, ∀i ∈ Sc} be an event that every vertex in Sc is connected to
some vertices in subgraph S that consists ofK vertices. LetHi,K " {Ei,S = 1, for i ∈ Sc}
be an event that a vertex i in Sc is connected to some vertices in S that containsK vertices.
We see that,
p(HK) =
n1−d−K∏
i=1
p(Hi,K)
= p(Hi,K)
n1−d−K .
The first line of the above equation came from the fact that HK happens if Hi,K happens
for every vertices in Sc and that the connections between vertex i subgraph S does not
depend on connections between another vertex j and vertices in S as long as i $= j and
i, j ∈ Sc. The second line came from the fact that every link in the graph exists with the
same probability.
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Next we see that,
p(Hi,K)
n1−d−K =
(
1− (1− n−d)K)n1−d−K
Now, for K ≥ ,3nd log n-,
lim
n→∞
p(H i,K)
n1−d−K
≥ lim
n→∞
(
1− (1− n−d)3nd logn
)n1−d
= 1.
Theorem 2 For a random network, R(n, p), with link probability p = n−d, MCS with
h = 2k + 1 hops information achieves∗:
αMCS(1) =

Θ(n−(1−2d)+ log n), 0 < d < 12
Θ(1), d > 12
αMCS(h) =

Θ(1), 0 < d ≤ k−12k−1
Ω(n−(1−2d)+ log n), k−12k−1 < d <
(k
2k+1
Θ(n−(1−2d)+ log n), k2k+1 < d <
1
2
Θ(1), d > 12
with probability 1.
∗f1(n) = Ω(f2(n)) represents that there exist c > 0 such that f1(n) ≥ cf2(n) for all n ≥ N for some
0 < N <∞. f1(n) = Θ(f2(n)) represents that there exist c1, c2 > 0 such that c1f2(n) ≤ f1(n) ≥ c2f2(n)
for all n ≥ N for some 0 < N <∞.
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Proof: We first note that a conflict graph representation for a typical network ofR(n, n−d)
is approximated by a random graphG(n1−d, 2n−d−n−2d). For large n, the order of perfor-
mance will not be affected by the constant term in front of the probability and n−d . n−2d
for d > 0, hence G(n1−d, 2n−d − n−2d) can be approximated to G(n1−d, n−d).
We first prove the inner bounds. For d > 1/2, αMCS(h) ≥ 1/Xf (G) ≥ 1/(∆max+1) =
Ω(1), where ∆max is the maximum vertex degree, and the last step follows from Lemma
6. For d < 1/2, αMCS(h) ≥ 1/Xf (G) ≥ 1/X (G) ≥ 2 log(n1−2d)n1−2d . Thus, αMCS(h) =
Ω(n−(1−2d)+ log n). Further for 0 < d ≤ k2k+1 , the achievability of Ω(1) is as follows.
From Lemma 2, the diameter, D, of a random graph G(n1−d, n−d) is almost surely
log(n1−d)
log(n1−2d)
=
(1− d) log n
(1− 2d) log n =
1− d
1− 2d.
By the definition of the diameter, if the number of hops of information each node in the
network possesses is greater than or equal to the diameter of the network then every node
knows everything about the network and, hence, α(2D + 1) = 1. So, we can say that if
2k + 1 is the number of hops each user possess then α(2k + 1) = 1 can be achieved if
k ≥ D = 1− d
1− 2d , or d <
k − 1
2k − 1
with probability going to 1 as n→∞.
We now show the outer bounds. For all the cases, where αMCS(h) = Ω(1), the outer
bound of 1 is straightforward. Thus, the only remaining case is when k2k+1 < d <
1
2 . From
Lemma 6, we note that the maximum vertex degrees is almost surely O(n1−2d). Next, we
note that with 2k+1 hops of information we are allowed to select only connected subgraphs
of diameter up to k. Using Moore Bound (see [9]), the largest k-subgraph, whose vertex
degree is ∆, and diameter is D, is ∆k, and (n(1−2d))k ≤ nd. Hence, for d > k2k+1 , the size
of the largest k-clique subgraph is O(nd).
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Having shown that for d > k2k+1 , the maximum size of a k-clique subgraph that can
be found almost surely in G(n1−d, n−d) is O(nd), we finally need to show that in order
for a k-subgraph of size Ω(nd log n) to exist almost surely, an h-clique subgraph of size
Ω(nd log n) where h ∈ {1, ..., k} must exist with probability 1 which proves the theorem.
It is easy to see that for all k-subgraphs, Sk,
|Sk| ≤
k∑
i=0
|Ui|
where |X| " Number of vertices in graph X .
The next step is to show that if the size of the biggest k-exact-clique subgraph is O(nd)
then the size of Uk is almost surely O(nd log n).
Let {B1, B2, ...} be the set of all possible k-exact-clique subgraphs of G. We observe
that |Bi| is at most nd almost surely as shown earlier in the theorem. Next, assume that there
exists a set of k-exact-clique subgraphs {C1, ..., Cp} ⊂ {B1, B2, ...} which contains more
than 2(3nd log n + nd) but does not exceed 2(3nd log n + nd) vertices such that it satisfies
the requirement of Uk (that is vertices in Ci do not share any edge with vertices in Cj ,
∀i $= j). We denote GC as the subgraph of G that includes all the vertices in Ci, ∀i. Next
we split the set {C1, ..., Cn} into two non overlapping sets: {C11 , ..., C1q } and {C21 , ..., C2r}
for q + r = p, each containing at least 3nd log n vertices.
In order for |Uk| = |GC | + 1 to exist, there must exist a vertex, V , in G \ GC that can
be added to the set of vertices of GC’s without increasing the diameter of the connected
component in GC . From Lemma 8, we have that almost surely there exists no vertex in
the graph G \ S that does not share at least an edge with vertices in S if |S| ≥ 3nd log n.
Hence, almost surely, there exists an edge between V and a vertex in C1i and a vertex C2j
for some i ∈ {1, ..., q} and j ∈ {1, ..., q}. Since |C1i | and |C2j | is less than nd, it can be
easily shown that almost surely there exists at most one edge between them and vertex V .
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With the above argument, we observe than after adding V to GC , one new connected
component is formed (i.e. C1i ∪ C2j ∪ V ). And since there exists only one path joining C1i
and C2j , the diameter of this new connected component is at least
k
2 +
k
2 + 2 = k + 2 > k.
This clearly violates the requirement of Uk. This argument holds for any set of chosen Ci’s
from {B1, B2, ...} as long as |Bi| ≤ nd, ∀i. Hence, almost surely there exists no Uk of size
greater than 2(3nd log n+ nd).
The above argument holds for all k as long as the size of the largest k-exact-clique
subgraph is less than nd. Hence |U(k)| ≤ 2(3nd log n + nd) for all k < 1−d1−2d . It follows
that
|Sk| ≤
k∑
i=0
|Ui| = (k + 1)× |Uk|
= 2(k + 1)(3nd log n+ nd)
The last step is to note that the normalized sum-rate of MC scheduling is upper bounded
by the size of largest k-subgraph divided by the number of vertices in the graph. That is
α(k) <
Knd log n
n1−d
= O(n−(1−2d) log n).
!
We observe that in a random network, the performance does not improve much with
additional hops of information until global information is known. This is because most
nodes are far away (at a distance of diameter away) from each other and, therefore, not
much gains are possible with a few hops of information. This results in the size of each
available k-clique subgraph to be small. Also, because the number of nodes interfered by
the activity of one node is high (up toΘ(n1−2d), only a few independent k-clique subgraphs
can be chosen simultaneously to form a k-subgraph (to prevent interference). Hence, unless
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global information is obtained, in a given time-slot, only a small portion of the network is
active.
3.1.1 Wyner Network
In this section, we analyze the performance of the Wyner network W (n,m) with limited
information using the maximal clique scheduling scheme. The Wyner network was intro-
duced in [10] to model and analyze the uplink cellular network. The model represents the
cellular network as one dimensional linear array of cells where each cell is assumed to be
placed evenly on a straight line. Each cell contains one or more mobile nodes trying to
communicate to the base station. Each base station receives the sum of all the signals from
nearby cells which is modeled as inter-cell interference.
We represent the Wyner network in the form of a connectivity graph by mapping each
base station to a transmitter node, Ti, and each mobile station to a receiver node, Di. More
formally,
Definition 14 (Wyner Network) Wyner networkW (n,m) has the connectivity graph con-
sisting of n transmitter (Ti, i = 1, · · · , n), n receivers (Di, i = 1, · · · , n), and a link exists
between Ti and Dj if any only if max(1, i− (m− 1)) ≤ j ≤ min(i+m,n).
Here, n denotes the size of the network and m indicates the strength of the interference.
See Figure 1.1 (a) and (b) for example ofW (5, 1) andW (5, 2) respectively.
Theorem 3 For a Wyner network,W (n,m), Maximal Clique Scheduling with h = 2k + 1
24
hops of information achieves:
αMCS(h) =

1, n ≤ n1
1+(n−n1)k
1+(n−n1)(k+1) , n1 < n < n2
n1
n2
, n ≥ n2
where n1 = 1 +mk, and
n2 = 1 +m+mk.
Proof: The proof is provided in Appendix B. !
We see that with h = 1, MCS is the same as maximal link scheduling and it achieves
αMCS(1) =
1
1+m . The performance depends only on how far the transmitted signal from
one cell interferes with other cells. The higher the interference range the lower the value
of the α of the MCS becomes. This happens because with 1 hop of information each cell
is unable to cooperate with neighboring cells.
With every additional 2 hops of information (or every additional k value), we see that
the normalized sum-rate of MCS improves (see Figure 3.1). How much αMCS improves
depends on the spread of interference,m and the number of available hops of information,
h. With a fixed m, the higher the value of h, the less the increase in performance becomes
with an additional hop of information (i.e. decreasing marginal improvement). This is
because the percentage increase in the size of a k-subgraph MCS can form reduces with
every new hop. Also, a higher value of m reflects a higher marginal increase in α with
additional k, because high interference also means a lot of knowledge gained with every
additional hop of information.
Finally, note that if we consider the case of a random network, in which the number
of interfering signals is high, of the order Θ(n1−2d), MCS achieves αMCS(h) ≈ k1+k , h =
2k+1. As a result, α no longer depends on the spread of interference,m, and only depends
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on value of h, the available information.
Figure 3.1 : Normalized sum-rate achieved in W(50,m) by MCS and LS for (a)m = 2, (b)
m = 5, and (c)m = 10 with different hops of information.
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Chapter 4
Discussion and Conclusion
In this work, we focus on the effect of local information on the performance of the network
under the metric of the normalized sum-rate (see [1]). We introduce a new scheduling
scheme named “Maximal Clique (MC)” scheduling motivated by an earlier scheme called
the Maximum Independent Graph scheduling (MIGS) introduced in [1]. MC scheduling
focuses only on sub-graphs whose members has enough hops of information to learn ev-
erything within their own subgraph. MC scheduling indeed is suboptimal to MIGS since
it does not allow sub-graph that achieves α∗ = 1 with having all its member knowing the
entire sub-network.
As the name suggested, MIGS requires identifying all possible sub-network that α∗ =
1. This can prove to be a very difficult task. In section ??, we show that at least D2 hops of
information is needed in order to achieve α∗ = 1 in network of diameter D. This allows us
to conclude that MC scheduling can be used to lower and upper bound the performance of
MIGS. The problem then reduces from finding all sub-networks that achieve α∗ = 1 to just
finding all sub-network whose diameter is within a certain limit governed by the amount of
information available. This proves to be a much easier task in a lot of cases.
In later sections, we investigated the performance of two different types of networks:
the random network and the Wyner network. We showed that the usefulness of information
in the MC scheduling depends greatly on the structure of the network. In some networks
(such as the Wyner network), the initial hops of knowledge are vital to the performance of
the network, because there is a decrease in the marginal increase in the performance with
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every additional hop of information. On the other hand, in other networks (ex.:random net-
works), when the amount of information is sufficient a high improvement in performance
is observed. The normalized sum-rate of the random network increases significantly only
when every node has knowledge of the entire network (ex. neighbors which are at a dis-
tance equivalent to the diameter of the network are known).
An important result is that although interference has an adverse effect on the perfor-
mance of the network, increasing the number of neighboring nodes increases the amount
of knowledge each node node can learn about the network. In another words, the more the
number of neighbors each node has the more interference that node will face but at the same
time the more it can learn with every additional hop of information. In the random network,
the greater the number of interfering links is (lower d value), the lower the diameter of the
network becomes. While, in the Wyner network the higher the range of interference, m,
the more about the network each node learns.
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Appendix A
Proof of Lemma 1
Assume that the users in the linear conflict graph are ordered from 1 to n starting from one
end of the line to the other. We divide the proof in four cases as follows.
A.1 n = 0 mod 4
Consider the case where every link has channel gain of x except links (Tl,D1) and (Tn,Dn)
whose channel gains are both 0.
Tn/2 doe not the channel gain hnn with n/2−1 hops of knowledge. We further consider
a genie-aided knowledge at Tn/2 of all the channel gains except hnn. Now, consider the
case when h11 = 0 and all other links have channel gains are x. From the point of view of
Tn/2, the channel gains of this configuration are the same as the actual configuration since
it does not know value of hnn. In this case, the sum capacity is at least n2 log (1 + |x|2).
In order to achieve a normalized sum-rate of α, the achievable sum rate has to be at least
αn
2 log (1 + |x|2)− τ . Thus,
R1 + . . .+ Rn ≥ αn
2
log (1 + |x|2)− τ.
Since h11 = 0, R1 = 0 and R2+ . . .+Rn/2−1 ≤ n−44 (log (1 + |x|2)+1) and that Rn/2+1+
. . .+ Rn ≤ n4 (log (1 + |x|2) + 1) (the bound can be obtained by splitting the network into
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many small two-user channels). Thus,
Rn/2 ≥ n2α log (1 + |x|
2)− τ −R2 − . . .−Rn/2−1 −Rn/2+1 − . . .−Rn
≥ n
2
α log (1 + |x|2)− τ − n− 2
2
log (1 + |x|2)− n− 2
2
. (A.1)
In the case when hnn = x, Rn/2 ≥ n2α log (1 + |x|2) − τ − n−22 log (1 + |x|2) to guar-
antee α fraction of sum-capacity. Since the decision of Tn/2 is independent of the channel
gain of link hnn, it has to always sent at Rn/2 ≥ n2α log (1 + |x|2)− τ − n−22 log (1 + |x|2)
to guarantee α fraction of the sum-capacity.
Also note that Tn/2+1 does not know h11. Thus, consider the case when hnn = 0 and all
other links have channel gains of x. Following the same argument, Tn/2+1 must transmit at
the rate
Rn/2+1 ≥ n2α log (1 + |x|
2)− τ −R1 − . . .−Rn/2
≥ n
2
α log (1 + |x|2)− τ − n− 2
2
log (1 + |x|2)− n− 2
2
(A.2)
to guarantee α fraction of sum-capacity.
From Equations (A.1) and (A.2), we get
Rn/2 +Rn/2+1 ≥ nα log (1 + |x|2)− 2τ
− (n− 2) log (1 + |x|2)− (n− 2). (A.3)
Since user n/2 and user n/2 + 1 form a two-user interference channel,
Rn/2 +Rn/2+1 ≤ log (1 + |x|2) + 1. (A.4)
Thus, from (A.3) and (A.4)
log (1 + |x|2) ≥ nα log (1 + |x|2)− 2τ − (n− 2) log (1 + |x|2)− (n− 1)
α ≤ n− 1
n
+
2τ − (n− 1)
n log (1 + |x|2) . (A.5)
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Since, equation A.5 needs to hold for all values of x
α ≤ n− 1
n
.
A.2 n = 1 mod 4
Consider the case where every link has channel gain of x except hnn whose channel gain is
0.
T(n+1)/2 does not know hnn. Consider genie-aided knowledge at T(n+1)/2 where it
knows all channel gains expect hnn. Consider the case when every link has channel gain
of x. From the point of view of T(n+1)/2, the channel gains of this configuration are the
same as the actual configuration since it does not know value of hnn. In this case, the sum
capacity is at least n+12 log (1 + |x|2). In order to achieve a normalized sum-rate of α, the
achievable sum rate has to be at least α(n+12 ) log (1 + |x|2)− τ . Thus,
R1 + . . .+Rn ≥ α(n+ 1
2
) log (1 + |x|2)− τ.
SinceR1+. . .+R(n−1)/2 ≤ n−14 (log (1 + |x|2)+1) andR(n+3)/2+. . .+Rn ≤ n−12 (log (1 + |x|2)+
1) (the bound can be obtained by splitting the network into many small two user interfer-
ence channels). Thus,
R(n+1)/2 ≥ n+ 12 α log (1 + |x|
2)− τ −R1 − . . .−R(n−1)/2
≥ n+ 1
2
α log (1 + |x|2)− τ − n− 1
2
(log (1 + |x|2) + 1). (A.6)
In the case when hnn = x,R(n+1)/2 ≥ n+12 α log (1 + |x|2)−τ− n−12 (log (1 + |x|2)+1)
to guarantee α fraction of sum-capacity. Since the decision of T(n+1)/2 is independent of
the channel gain of link hnn, it has to always sent at rate R(n+1)/2 ≥ n+12 α log (1 + |x|2)−
τ − n−12 (log (1 + |x|2) + 1) to guarantee α fraction of the sum-capacity.
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T(n+3)/2 does not know h11. Thus, consider the case where every link has channel gain
of x except h11 and hnn which are 0. Following the same argument, T(n+3)/2 must transmit
at the rate
R(n+3)/2 ≥ n− 12 α log (1 + |x|
2)− τ −R2 − . . .−R(n+1)/2
≥ n− 1
2
α log (1 + |x|2)− τ − n− 3
2
(log (1 + |x|2) + 1) (A.7)
to guarantee α fraction of sum-capacity.
From Equations (A.6) and (A.7), we get
R(n+1)/2 +R(n+3)/2 ≥ nα log (1 + |x|2)− 2τ
− (n− 2)(log (1 + |x|2) + 1). (A.8)
Since user (n+ 1)/2 and user (n+ 3)/2 form a Z-channel,
R(n+1)/2 +R(n+3)/2 ≤ log (1 + |x|2) + 1. (A.9)
Thus, from (A.8) and (A.9)
log (1 + |x|2) ≥ nα log (1 + |x|2)− 2τ − (n− 2) log (1 + |x|2)− (n− 1)
α ≤ n− 1
n
+
2τ − (n− 1)
n log (1 + |x|2) . (A.10)
Since, equation A.10 needs to hold for all values of x
α ≤ n− 1
n
.
A.3 n = 2 mod 4
Consider the case where every link has channel gain of x.
Tn/2 does not know channel gain hnn. Consider genie-aided knowledge at Tn/2 where
it knows all channel gains expect hnn. In this scenario, consider the case when hnn = 0
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and all other links have channel gains of x. From the point of view of Tn/2, the channel
gains of this configuration are the same as the actual configuration since it does not know
value of hnn. In this case, the sum capacity is at least n2 log (1 + |x|2). In order to achieve a
normalized sum-rate of α, the achievable sum rate has to be at-least αn2 log (1 + |x|2) − τ .
Thus,
R1 + . . .+Rn ≥ α(n
2
) log (1 + |x|2)− τ
Since hnn = 0,Rn = 0 and thatR1+. . .+Rn/2−1 ≤ n−24 x+ n−24 andRn/2+1+. . .+Rn−1 ≤
n−2
4 x+
n−2
4 (the bound can be obtained by splitting the network into many small two-user
interference channels). Thus,
Rn/2 ≥ n2α log (1 + |x|
2)− τ −R1 − . . .−Rn/2−1
≥ n
2
α log (1 + |x|2)− τ − n− 2
2
(log (1 + |x|2) + 1). (A.11)
In the case when hnn = 0, Rn/2 ≥ n2α log (1 + |x|2) − τ − n−22 (log (1 + |x|2) + 1)
to guarantee α fraction of sum-capacity. Since the decision of Tn/2 is independent of
the channel gain of link hnn, it has to always sent at Rn/2 ≥ n2α log (1 + |x|2) − τ −
n−2
2 (log (1 + |x|2) + 1) to guarantee α fraction of the sum-capacity.
Tn/2+1 does not know h11. Thus, consider the case when h11 = 0 and all other links
have channel gains of x. Following the same argument, Tn/2+1 must transmit at the rate
Rn/2+1 ≥ n2α log (1 + |x|
2)− τ −R2 − . . .−Rn/2−1
≥ n
2
α log (1 + |x|2)− τ − n− 2
2
(log (1 + |x|2) + 1) (A.12)
to guarantee α fraction of sum-capacity.
35
From Equations (A.11) and (A.12), we get
Rn/2 +Rn/2+1 ≥ nα log (1 + |x|2)− 2τ
− (n− 2) log (1 + |x|2)− (n− 2). (A.13)
Since user n/2 and user n/2 + 1 form a two-user interference channel,
Rn/2 +Rn/2+1 ≤ log (1 + |x|2) + 1. (A.14)
Thus, from (A.13) and (A.14)
log (1 + |x|2) ≥ nα log (1 + |x|2)− 2τ − (n− 2) log (1 + |x|2)− (n− 1)
α ≤ n− 1
n
+
2τ − (n− 1)
nx
. (A.15)
Since, equation A.15 needs to hold for all values of x
α ≤ n− 1
n
.
A.4 n = 3 mod 4
Consider the case where every link has channel gain of x except h11 which is 0.
T(n+1)/2 does not know hnn. Consider genie-aided knowledge at T(n+1)/2 where it
knows all channel gains expect hnn. Consider the case when every link has channel gain
of x except h11 and hnn which are both x. From the point of view of T(n+1)/2, the chan-
nel gains of this configuration are the same as the actual configuration since it does not
know value of link hnn. In this case, the sum capacity is at least n−12 log (1 + |x|2). In
order to achieve a normalized sum-rate of α, the achievable sum rate has to be at least
α(n−12 ) log (1 + |x|2)− τ . Thus,
R1 + . . .+Rn ≥ α(n− 1
2
) log (1 + |x|2)− τ
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Since h11 = hnn = 0, R1 = Rn = 0 and that R2+ . . .+R(n−1)/2 ≤ n−32 (log (1 + |x|2)+1)
andR(n+3)/2+. . .+Rn−1 ≤ n−32 (log (1 + |x|2)+1) (the bound can be obtained by splitting
the network into many small two-user interference channels). Thus,
R(n+1)/2 ≥ n− 12 α log (1 + |x|
2)− τ −R2 − . . .−R(n−1)/2
≥ n− 1
2
α log (1 + |x|2)− τ − n− 3
2
(log (1 + |x|2) + 1). (A.16)
In the case when hnn = 0, R(n+1)/2 ≥ n−12 α log (1 + |x|2)−τ− n−32 (log (1 + |x|2)+1)
to guarantee α fraction of sum-capacity. Since the decision of T(n+1)/2 is independent of
the channel gain of link hnn, it has to always sent at R(n+1)/2 ≥ n−12 α log (1 + |x|2)− τ −
n−3
2 (log (1 + |x|2) + 1) to guarantee α fraction of the sum-capacity.
T(n+3)/2 does not know h11. Thus, consider the case where every link has channel gain
of x. Following the same argument, T(n+3)/2 must transmit at the rate
R(n+3)/2 ≥ n+ 12 α log (1 + |x|
2)− τ −R1 − . . .−R(n+1)/2
≥ n+ 1
2
α log (1 + |x|2)− τ − n− 1
2
(log (1 + |x|2) + 1) (A.17)
to guarantee α fraction of sum-capacity.
From Equations (A.16) and (A.17), we get
R(n+1)/2 +R(n+3)/2 ≥ nα log (1 + |x|2)− 2τ
− (n− 2)(log (1 + |x|2)− 1). (A.18)
Since user (n+ 1)/2 and user (n+ 3)/2 form a two-user interference channel,
R(n+1)/2 +R(n+3)/2 ≤ log (1 + |x|2) + 1. (A.19)
Thus, from (A.18) and (A.19)
log (1 + |x|2) ≥ nα log (1 + |x|2)− 2τ − (n− 2) log (1 + |x|2)− (n− 1)
α ≤ n− 1
n
+
2τ − (n− 1)
n log (1 + |x|2) . (A.20)
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Since, equation A.20 needs to hold for all values of x
α ≤ n− 1
n
.
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Appendix B
Proof of theorem 3
We will only consider conflict graph representation of the original graph to derive this
theorem. For n ≤ n1, it is easy to see that every vertex in the network has a global view of
the network. Hence, αMCS = 1. We next consider the case when n ≥ n2.
Achievability for n ≥ n2: Here, we describe a scheduling scheme for W (n,m) for
n ≥ n2 with h = 1 + 2k hops of information that satisfies all the constraint of clique
scheduling. The scheduling scheme works as follows. During time-slot j = 1, · · · k+m+1,
vertices i such that j − 1 ≤ i mod (k +m + 1) ≤ k + j − 1. This way, we note that no
more than k + 1 consecutive vertices are on in any time-slots. Further, the different k + 1
consecutive vertices are non-interfering. We note that each vertex is used at-least 1 + km
times thus proving αCS = 1+mk1+m+mk .
Converse for n ≥ n2: Now, we will show that in W (n,m) CS cannot achieve higher
performance than α = 1+mk1+m+mk with h = 2k + 1 hops of information when n ≥ 1 +
m + mk. To prove this statement, we analyze the normalized sum-rate of CS scheduling
in a network of size n = 1 + m + mk. Note that any result on the upper-bound of αCS
for W (1 + m + mk,m) will also hold for W (n,m) where n > 1 + m + mk. This
is because adding vertices to the Wyner network does not give any node in the original
network any additional information about the original network. So the constraint on the
originalW (n,m) network remains in the new networkW (n+ i,m) ,∀i > 0.
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For simplicity, we have
Bi = {j, . . . , k}
denoting a k-subgraph that consist of vertices j, . . . , k (i.e. vertices j, . . . , k are active and
others are inactive if Bi is scheduled to be active). With h = 2k + 1 hops of information,
there are many possible k-subgraphs to choose from. Fortunately, there are only 1+m+mk
k-subgraphs that are of our interest. These k-subgraphs are
Bi = {(i− 1) (mod n) + 1, ..., (i+mk − 1) (mod n) + 1},
∀i ∈ {1, . . . , 1 +m+mk}.
This is because any other k-subgraph not in {B1, ..., B1+m+mk} will be a subgraph of at
least one of the Bi’s (i.e. there will be at least one B′is that consists of all of its vertices).
There is no point considering subgraphs other than {B1, ..., B1+m+mk} as they will only
lead to a lower value of normalized sum-rate.
With this set of Bi’s, we show that it is not possible to achieve α > 1+mk1+m+mk . First note
that all of Bi’s contain exactly 1 +mk vertices. This directly implies that in each time-slot
at most 1+mk vertices can be chosen to be active. If we defined active time as the sum over
every vertex the number of times each vertex becomes active. Then, in t time-slots, active
time is t × (1 + mk). Therefore in t time-slots, the least frequent active vertices, Vmin,
cannot be active more than & t×(1+mk)1+m+mk ' time-slots, otherwise the active time will exceed
t × (1 +mk). So the problem of finding α is now turned to the problem of finding t that
maximizes & t×(1+mk)1+m+mk '/t. The smallest value of t that maximizes this function can easily
be shown to be t = 1+m+mk which gives Vmin ≤ 1+mk. Hence, αCS ≤ 1+mk1+m+mk and,
by definition, αMCS = 1+mk1+m+mk .
We are now left with proving the theorem for n1 < n < n2. The achievability is
similar to the case when n ≥ n2 and is thus omitted. For the converse, we need to show
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that in W (n,m) CS cannot achieve higher performance than α = 1+(n−(1+mk))k1+(n−(1+mk))(k+1) with
h = 2k + 1 hops of information when 1 +mk < n < 1 +m +mk. We will first give an
example to illustrate the proof and then generalize it to all the feasible n, m, and k.
In this example, we look at the case when n = 11, m = k = 3. It is easy to see that
in this setting there are only 9 k-subgraphs of our interest as other k-subgraphs will be a
subset of at least one of these 9 k-subgraphs. The 9 subgraphs are:
B1 = {2, 3, 4, 5, 6, 7, 8, 9, 10, 11}
B2 = {1, 5, 6, 7, 8, 9, 10, 11}
B3 = {1, 2, 6, 7, 8, 9, 10, 11}
B4 = {1, 2, 3, 7, 8, 9, 10, 11}
B5 = {1, 2, 3, 4, 8, 9, 10, 11}
B6 = {1, 2, 3, 4, 5, 9, 10, 11}
B7 = {1, 2, 3, 4, 5, 6, 10, 11}
B8 = {1, 2, 3, 4, 5, 6, 7, 11}
B9 = {1, 2, 3, 4, 5, 6, 7, 8, 9}
where Bi = {j, . . . , k} represent a k-subgraph that consist of vertices j, . . . , k (i.e. vertices
j, . . . , k are active and others are inactive if Bi is scheduled to be active). Our goal is to
show that it is not possible to schedule these k-subgraphs to achieve αCS > 45 (note the
scheduling in previous step achieves αCS = 45 in this case).
It is possible to represent this problem as a maximin problem as follows.
maxx1,...,x9 min
{b1x¯, b2x¯, . . . , b11x¯}∑9
i=1 xi
s.t. xi ≥ 0 ∀i ∈ {1, . . . , 9}
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where bj " j th row of matrix B where
B =

0 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1 1
1 0 0 1 1 1 1 1 1
1 0 0 0 1 1 1 1 1
1 1 0 0 0 1 1 1 1
1 1 1 0 0 0 1 1 1
1 1 1 1 0 0 0 1 1
1 1 1 1 1 0 0 0 1
1 1 1 1 1 1 0 0 1
1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 0

, x¯ =

x1
x2
x3
x4
x5
x6
x7
x8
x9

.
Note that column i of B represents k-subgraph Bi (0 and 1 represents inactive and active
nodes respectively) and the xi represents the number of time-slots assigned to k-subgraph
Bi.
Since we are proving the upper bound of the performance, we can relax this problem to
maxx1,...,x9 min{b1x¯, b2x¯, . . . , b11x¯},
s.t.
9∑
i=1
xi = 1, xi ≥ 0 ∀i ∈ {1, . . . , 9}.
This, in turn, can be rewritten as
max t,
s.t. bjx¯ ≥ t ∀j ∈ {1, . . . , 11},
9∑
i=1
xi = 1,
xi ≥0 ∀i ∈ {1, . . . , 9}.
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We can relax the problem further by removing some of the constraints. In this example, we
remove the following constraints:
bjx¯ ≥ t ∀j ∈ {3, 4, 6, 7, 9, 10}.
It is important to keep in mind that we cannot just remove any constraint at random. Re-
moving too many constraints can relax the problem too much that the solution obtained is
no longer relevant. On the other hand, removing too few constraints will make the problem
difficult to be solved. We will generalized which constraints to be removed later on in the
proof.
After removing the constraints, the problem becomes
max t,
s.t. B+x¯ ≥ t,
9∑
i=1
xi = 1,
xi ≥0 ∀i ∈ {1, . . . , 9}
where
B+ =

0 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1 1
1 1 0 0 0 1 1 1 1
1 1 1 1 1 0 0 0 1
1 1 1 1 1 1 1 1 0

.
Next, we notice that column 3 and 4 are subsets of column 5 and column 6 and 7 are
subsets of column 8. We can remove these 4 columns without changing the solution to this
problem. In other words, we can always reduce the value of x3 and x4 and increase the
value of x5 by the same amount without reducing the value of B+x¯. Hence, we can just set
x3 = x4 = x6 = x7 = 0 without changing the solution to the problem. This is equivalent
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to remove column 3, 4, 6 and 7 from B+ completely. By doing so, we obtain the following
set of equations
max t,
s.t. B++x¯∗ ≥ t,
∑
i∈{1,2,5,8,9}
xi = 1,
xi ≥ 0 ∀i ∈ {1, 2, 5, 8, 9}
where
B++ =

0 1 1 1 1
1 0 1 1 1
1 1 0 1 1
1 1 1 0 1
1 1 1 1 0

, x¯∗ =

x1
x2
x5
x8
x9

.
Solving this optimization problem is simple. We sum all the constraints together to get
4 ·
∑
i∈{1,2,3,6,9}
xi ≥ 5t
and since
∑
i∈{1,2,3,6,9}
xi = 1 the above inequality becomes
4 · 1 ≥ 5t
t ≤ 4
5
.
Hence,
maxx1,...,x9 min
{b1x¯, b2x¯, . . . , b11x¯}∑9
i=1 xi
≤ 4
5
.
We now generalize the previous example to all feasible n, m, and k. We will focus
only on how to relax the problem to obtain matrix B++ from the initial matrix B. We will
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not go into as much detail as in the previous section (since all of the arguments remain the
same).
To obtainB++, we first have to constructB. To constructB, we note that there are only
2n− n2 k-subgraphs that are of our interest for n2 = 1+m+mk. The firstm− (n2 − n)
k-subgraphs, B1, . . . , Bm−(n2−n), are as follows
Bi = {i+ 1, . . . , i+ 1 +mk}, i ∈ {1, . . . ,m− (n2 − n)}.
The next n− (m+ 1) k-subgraphs, Bm−(n2−n), . . . , B2n−n2−1, are as follows
Bm−(n2−n)+i = {1, . . . , n} \ {i+ 1, . . . , i+m},
i ∈ {1, . . . , n− (m+ 1)}.
The last k-subgraph is
B2n−n2 = {1, . . . , 1 +mk}.
With these k-subgraphs, matrix B is just a zero-one n − by − (2n − n2) matrix whose
entries in column i corresponds to the ith k-subgraph, Bi. To be more precise, the indices
in Bi indicates the location of ones in column i of B.
For k = 0, B++ = B. For k ≥ 1, B++ can be obtained through B+ which, in turn, can
be obtained from B. B+ is generated from B by removing rows with indices
{2 + (n− n1) +m(i− 1), . . . , 2 + (n− n1)
+m(i− 1) + (n2 − n− 1)}∀i ∈ {1, . . . , k}.
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After removing these k(n2 − n) rows from B, B+ will have a total of
n− k(n2 − n) = n− k(1 +m+mk − n)
= n(1 + k)−mk(1 + k)− k
= (n−mk)(1 + k)− (k + 1) + 1
= 1 + (n− (1 +mk))(1 + k)
= 1 + (n− n1)(1 + k) rows.
Note from the previous example that removing rows of the matrix B is equivalent to
relaxing the original maximin problem. The solution to the relaxed problem is an upper
bound to the solution to the original problem. In this case, solving for the solution to the
relaxed problem will give us an upper bound to the normalized sum-rate of MCS.
Next step is to construct B++ from B+. B+ is generated from B by removing columns
with indices
{1 + 2(n− n1)+m(i− 1), . . . , (n− n1) +mi}
∀i ∈ {1, . . . , k − 1}.
After removing these
(m−(n− n1))(k − 1)
= m(k − 1)− (n− n1)(k − 1)
= n+ n1k − nk −m+mk − n1
= n+ n1k − nk − 1 + n1 − n2
= 2n− n2 − 1− (n+ nk − n1 − n1k)
= (2n− n2)− (1 + (n− n1)(1 + k))
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columns from B+, B++ will have a total of (1 + (n − n1)(1 + k)) columns. It is easy to
see that B++ is a (1 + (n − n1)(1 + k)) − by − (1 + (n − n1)(1 + k)) matrix whose ith
columns has the following non-zero entries
{1 + i, . . . , 1 +mk + i}, i ∈ {1, . . . , n− n1}
and
{1, . . ., n} \ {i− (n− n1) + 1, . . . , i},
i ∈ {n− n1 + 1, . . . , (n− n1)(1 + k)}
and
{1, . . . , 1 +mk}, i = (1 + (n− n1)(1 + k)).
Once we With the obtain B++, it is easy to show that the problem of
maxx1,...,x(2n−n2) min
{b1x¯, b2x¯, . . . , bnx¯}∑(2n−n2)
i=1 xi
s.t. xi ≥ 0 ∀i ∈ {1, . . . , (2n− n2)}
can be relaxed to
max t,
s.t. B++x¯∗ ≥ t,
∑
i∈IB++
xi = 1,
xi ≥ 0 ∀i ∈ IB++
where IB++ " set of the indices of all xi in x¯∗.
With this relaxed problem, we can sum all of the constraint to get
(1 + (n− n1)k) ·
∑
i∈IB++
xi ≥ (1 + (n− n1)(k + 1))t
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since every row and column ofB++ consists of 1+(n−n1)(1+k) non-zero entries. Using
the last constraint of
∑
i∈IB++
xi = 1, this inequality becomes
(1 + (n− n1)k) · 1 ≥ (1 + (n− n1)(k + 1))t
t ≤ 1 + (n− n1)k
1 + (n− n1)(k + 1) .
Hence,
maxx1,...,x(2n−n2) min
{b1x¯, b2x¯, . . . , bnx¯}∑(2n−n2)
i=1 xi
≤ 1 + (n− n1)k
1 + (n− n1)(k + 1) .
