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Abstract
In this paper, we consider equilibrium problems with nonstrictly monotone and differentiable bifunction. We
propose a combined regularization and descent method for this problem and establish strong convergence of its
iteration sequence.
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1. Introduction
Let U be a nonempty subset of a Banach space E and let f : U ×U → R be an equilibrium bifunction,
i.e. f (u, u) = 0 for every u ∈ U . Then one can deﬁne the general equilibrium problem (EP), that is to
ﬁnd an element u∗ ∈ U such that
f (u∗, v)0 ∀v ∈ U . (1)
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This problem represents a very suitable and common format for investigation and solution of various ap-
plied problems and involves many other general problems in nonlinear analysis, such as complementarity,
ﬁxed point, and variational inequality problems; see e.g. [1,4]. By introducing a gap function, EP can
be reduced to a scalar optimization problem [4], however, this problem may have local minima, which
prevent to constructing effective descent methods for ﬁnding a solution of EP. Therefore, we have to
describe classes of EP which still admit such methods. Recently, a general descent framework for EPs
with differentiable and strongly monotone bifunctions was presented in [6]. In this paper, we present
a similar framework for EPs whose cost bifunctions are differentiable, but nonstrictly monotone. This
framework is based on combining descent and regularization techniques, thus extending the approach of
[9] from variational inequality problems. Next, for many problems, it is suitable to choose regularization
terms which are not necessarily quadratic since it may provide better approximation of the initial problem
with a sequence of perturbed problems. In the case of EP, it means that the perturbed cost bifunction need
not be strongly monotone as in the classical regularization method. We consider a class of gap functions
which take into account the behavior of perturbed bifunctions and provide strong convergence for the
corresponding descent methods.
2. Regularization of monotone equilibrium problems
We ﬁrst recall several deﬁnitions. The equilibrium bifunction is said to be
(i) monotone, if for all u, v ∈ U , we have
f (u, v) + f (v, u)0,
(ii) strictly monotone, if, for all u, v ∈ U, u = v we have
f (u, v) + f (v, u)< 0;
(iii) strongly monotone with constant , if, for all u, v ∈ U , we have
f (u, v) + f (v, u) − ‖u − v‖2
(see e.g. [4,8]). The last concept can be somewhat generalized by using the similar concept for functions.
Recall that a function  : U → R is said to be uniformly convex (see [10]) if there exists a continuously
increasing function ˜ : R → R such that ˜(0) = 0 and that for all u, v ∈ U , we have
(12u + 12v) 12(u) + 12(v) − ˜(‖u − v‖).
If ˜()= 142, then  is a strongly monotone function with constant . We say that f : U ×U → R is a
uniformly monotone bifunction, if, for all u, v ∈ U we have
f (u, v) + f (v, u) − (‖u − v‖)‖u − v‖,
where  : R → R is a continuously increasing function such that (0) = 0, () → +∞ as  → +∞. If
() = , then we obtain a strongly monotone bifunction. We recall that a function  : U → R is said to
be hemicontinuous, if its restriction on linear segments of U is continuous.
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In that follows, we shall use the following basic assumptions on the EP (1):
(A1) U is a nonempty, convex, and closed subset of a reﬂexive Banach space E.
(A2) f : U ×U → R is a monotone equilibrium bifunction such that f (·, v) is hemicontinuous for each
v ∈ U and that f (u, ·) is convex and lower semicontinuous for each u ∈ U .
(A3) The solution set U∗ of EP (1) is nonempty.
We now recall several useful properties of EPs.
Proposition 2.1. (i) [1, Theorem 10.1] If (A1) and (A2) are fulﬁlled, then U∗ coincides with the solution
set of the dual (Minty) problem:
Find v∗ ∈ U such that f (u, v∗)0 ∀u ∈ U , (2)
and it is convex and closed.
(ii) [1, Theorem 10.2] If f : U × U → R is strictly monotone, then EP (1) has at most one solution.
(iii) If (A1) and (A2) are fulﬁlled and the uniform monotonicity of f holds instead of the monotonicity,
then EP (1) has a unique solution.
In order to prove (iii), we ﬁrst observe that uniform monotonicity implies strict monotonicity, i.e. the
uniqueness follows from (ii). Moreover, uniform monotonicity of f implies also the coercivity condition
(d) in [4], i.e. the nonemptiness of U∗ follows now from Theorem 1 in [4].
We say that an equilibrium bifunction f : U × U → R is uniformly bounded if there exists a
nondecreasing function  : R → R with (0) = 0 and ()> 0 for every > 0 such that for all u, v ∈ U
we have
|f (u, v)|(‖u‖)‖u − v‖.
In order to apply the Tikhonov regularization approach to (1), we introduce an auxiliary bifunction
 : U × U → R which satisﬁes the following properties:
(H1)  is an equilibrium bifunction which is uniformlymonotone with function  and uniformly bounded
with function , moreover,(·, v) is hemicontinuous for each v ∈ U and(u, ·) is convex and lower
semicontinuous for each u ∈ U .
For instance, in the Hilbert space, we can set
(u, v) = 〈u, v − u〉,
then (H1) holds with () =  and () = . Now we deﬁne the perturbed EP: Find u ∈ U such that
f (u, v) + (u, v)0 ∀v ∈ U , (3)
for a given number > 0. For brevity, set
f(u, v) = f (u, v) + (u, v),
then f is an equilibrium bifunction, which is uniformly monotone with function , f(·, v) is hemicon-
tinuous for each v ∈ U and f(u, ·) is convex and lower semicontinuous for each u ∈ U , if (A2) holds.
Using Proposition 2.1, we obtain the existence and uniqueness result for EP (3).
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Corollary 2.1. If (A1), (A2), and (H1) are fulﬁlled, then EP (3) has a unique solution for each > 0.
We are now ready to obtain the basic result of this section which extends the previous similar results
obtained for variational inequalities (see [5,2]).
Theorem 2.1. Suppose that assumptions (A1)–(A3) and (H1) are fulﬁlled. Then any sequence {uk } with
{k} ↘ 0 converges strongly to the point u∗n ∈ U∗ such that
(u∗n, v)0 ∀v ∈ U∗. (4)
Proof. First we observe that, under the above assumptions, the point u∗n is uniquely deﬁned due to
Proposition 2.1. If we take any u∗ ∈ U∗, then
f (u∗, u)0 and f (u, u∗) + (u, u∗)0.
Adding these inequalities gives
(u, u∗) − [f (u∗, u) + f (u, u∗)]0.
Since  is uniformly monotone, it follows that
−(u∗, u) = − [(u∗, u) + (u, u∗)] + (u, u∗)
(‖u − u∗‖)‖u − u∗‖ + (u, u∗),
(‖u − u∗‖)‖u − u∗‖. (5)
Hence, by uniform boundedness of , we have
(‖u∗‖)‖u − u∗‖ |(u∗, u)| − (u∗, u)(‖u − u∗‖)‖u − u∗‖,
i.e.
(‖u∗‖)(‖u − u∗‖).
It means that the sequence {uk } is bounded, hence it has weak limit points. Note that, in view of
Proposition 2.1,
f(u, u
)0 ∀u ∈ U .
Since f(u, ·) is convex and lower semicontinuous, it is weakly lower semicontinuous and, for any weak
limit point u′ of {uk }, taking the corresponding subsequence, if necessary, we have
0 lim sup
k→∞
[f (u, uk ) + k(u, uk )] = lim sup
k→∞
f (u, uk )
 lim inf
k→∞ f (u, u
k )f (u, u′),
for every u ∈ U , i.e. u′ solves EP (1) due to Proposition 2.1 (i). Here lim sup (lim inf) denotes the upper
(lower) limit of a numerical sequence. Therefore, all the weak limit points of {uk } belong to U∗. Using
(5) with  = k and u∗ = u∗n, i.e.,
−(u∗n, uk )(‖uk − u∗n‖)‖uk − u∗n‖,
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we have by setting k → ∞,
0 − (u∗n, u′)(‖u′ − u∗n‖)‖u′ − u∗n‖,
where u′ is an arbitrary weak limit point of {uk }. It means that each u′ coincides with the unique point
u∗n satisfying (4). Therefore, {uk } converges strongly to u∗n. 
Thus, this general regularization scheme can approximate a solution of monotone EPs under rather
weak assumptions. It should be noted that the regularization method ensures strong convergence not only
to some solution of EP (1), but to the unique solution u∗n of EP (4), whose feasible set coincides with
the solution set U∗ of EP (1), without explicit determination of this set. It means that the regularization
method may be also used for solving sequential (lexicographic) EPs.
3. Gap functions for regularized problems
In this section, we intend to construct a gap function for the auxiliary EP (3). Fix a number > 0 and
consider an auxiliary bifunction  : U × U → R which satisﬁes the following assumptions (see [6]):
(H2)  is a differentiable equilibrium bifunction such that (u, v)> 0 for all u, v ∈ U , u = v;
∇v(u, u) ∈ N(U, u) = {q ∈ E∗ : 〈q, v − u〉0 ∀v ∈ U} for each u ∈ U ; and (u, ·) is
strongly convex with constant 2 for each u ∈ U , i.e.
(u,w) − (u, v)〈∇v(u, v), w − v〉 + ‖w − v‖2 ∀v,w ∈ U .
Besides, we require the additional differentiability properties of the bifunctions f and .
(A2′) The bifunction f : U × U → R is differentiable.
(H1′) The bifunction  : U × U → R is differentiable.
Now we consider another auxiliary EP: Find an element u˜ ∈ U such that
f(u˜
, v) + (u˜, v)0 ∀v ∈ U . (6)
First we establish the equivalence result for problems (3) and (6).
Lemma 3.1. If (A1), (A2), (A2′), (H1), (H1′), and (H2) are fulﬁlled, then EPs (3) and (6) have the same
unique solution for each > 0.
Proof. Since  is nonnegative, (3) clearly implies (6). Conversely, if u˜ solves (6), then due to convexity
of f(u˜, ·) + (u˜, ·), we have
〈∇vf(u˜, u˜) + ∇v(u˜, u˜), v − u˜〉0 ∀v ∈ U .
Since ∇v(u˜, u˜) ∈ N(U, u˜), we have
〈∇vf(u˜, u˜), v − u˜〉0 ∀v ∈ U ,
which implies that u˜ solves (3). 
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Set
	,(u, v) = f (u, v) + (u, v) + (u, v) = f(u, v) + (u, v).
Since 	,(u, ·) is strongly convex for each u ∈ U , the problem of minimizing 	,(u, ·) overU, or brieﬂy
min
v∈U → 	,(u, v),
has always a unique solution, which will be denoted by v() (u). Then we can deﬁne the function

,(u) = sup
v∈U
{−	,(u, v)} = −	,(u, v() (u))
and show that 
, can serve as a gap function for EP (3). First we note that 
,(u)0 for every u ∈ U .
Proposition 3.1. Suppose that (A1), (A2), (A2′), (H1), (H1′), and (H2) are fulﬁlled. Then the following
assertions are equivalent:
(a) u˜ solves EP (3),
(b) u˜ = v() (u˜),
(c) u˜ ∈ U and 
,(u˜) = 0.
Proof. Suppose that u˜ ∈ U and 
,(u˜) = 0. Then, by deﬁnition, we have
−	,(u˜, v) = −f(u˜, v) − (u˜, v)0 v ∈ U ,
i.e., u˜ solves EP (6), hence it solves EP (3) because of Lemma 3.1 and (c) ⇒ (a). Next, if u˜ solves EP
(3), analogously, by Lemma 3.1, it solves EP (6), hence
〈∇vf(u˜, u˜) + ∇v(u˜, u˜), v˜ − u˜〉0,
where v˜ = v() (u˜). At the same time, by the deﬁnition of v() (u˜), we have
〈∇v	,(u˜, v˜), u˜ − v˜〉 = 〈∇vf(u˜, v˜) + ∇v(u˜, u˜), u˜ − v˜〉0.
Adding both the inequalities gives
〈∇v(u˜, u˜) − ∇v(u˜, v˜), v˜ − u˜〉〈∇vf(u˜, v˜) − ∇vf(u˜, u˜), v˜ − u˜〉0,
since ∇vf(u˜, ·) is monotone. But ∇v(u˜, ·) is strongly monotone with constant , hence we obtain
−‖u˜ − v˜‖20,
it means that u˜ = v() (u˜), i.e., (a) ⇒ (b). Next, suppose that u˜ = v() (u˜), then, by deﬁnition,

,(u˜) = −	,(u˜, u˜) = 0,
hence, (b) ⇒ (c) and the proof is complete. 
From Proposition 3.1 it follows that EP (3) can be replaced by either the ﬁxed point problem
u∗ = v() (u∗),
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or the optimization problem
min
v∈U → 
,(u), (7)
i.e. 
, is in fact a gap function for EP (3). However, problem (7) can have local minima and we have to
ﬁnd conditions under which EP (3) reduces to the problem of ﬁnding a stationary point of (7), i.e. to a
variational inequality.
4. Descent properties of the gap function
Observe that the function 
, is differentiable under the assumptions (A1), (A2), (A2′), (H1), (H1′),
and (H2), and it follows that
∇
,(u) = − ∇u	,(u, v() (u))
= − ∇uf(u, v() (u)) − ∇u(u, v() (u))
= − ∇uf (u, v() (u)) − ∇u(u, v() (u)) − ∇u(u, v() (u)), (8)
i.e., (7) is then a differentiable optimization problem. However, 
, is not convex in general, hence
we need additional conditions which provide convergence of descent methods to a global solution of
problem (7).
(A1′′) ∇uf (·, ·) and ∇vf (·, ·) are uniformly Lipschitz continuous on U × U ; for each pair of points
u, v ∈ U , we have
〈∇uf (u, v) + ∇vf (u, v), v − u〉0. (9)
(H1′′) ∇u(·, ·) and ∇v(·, ·) are uniformly Lipschitz continuous on U × U ; for each pair of points
u, v ∈ U , we have
〈∇u(u, v) + ∇v(u, v), v − u〉(‖u − v‖)‖u − v‖. (10)
(H2′) ∇u(·, ·) and ∇v(·, ·) are uniformly Lipschitz continuous on U × U ; for each pair of points
u, v ∈ U , we have
〈∇u(u, v) + ∇v(u, v), v − u〉0. (11)
Thus, together with additional Lipschitz continuity properties of the gradient of the bifunctions f, , and
, we will require certain monotonicity properties, given in (9)–(11). In fact, consider the equilibrium
bifunction
(u, v) = 〈Q(u), v − u〉, (12)
where Q : U → E∗ is a differentiable mapping. Then we have
〈∇u(u, v) + ∇v(u, v), v − u〉 = 〈[∇Q(u)∗(v − u) − Q(u)] + Q(u), v − u〉
= 〈∇Q(u)∗(v − u), v − u〉.
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Therefore, if f,, and are of the form (12), which corresponds to the variational inequality problem, then
(9) and (11) hold if the corresponding mapping Q is monotone, similarly, (10) holds if the corresponding
mapping Q is uniformly monotone, i.e.,
〈∇Q(u)∗(v − u), v − u〉(‖u − v‖)‖u − v‖ for all u, v ∈ U .
It means that (9) and (10) represent some other kinds of the previous monotonicity conditions from (A2)
and (H1), respectively, whereas (11) requires such a monotonicity for the bifunction .
Proposition 4.1. Suppose that (A1), (A2), (A2′′), (H1), (H1′′), (H2), and (H2′) are fulﬁlled. Then, for
each u ∈ U , we have
〈∇
,(u), v() (u) − u〉 − (‖v() (u) − u‖)‖v() (u) − u‖. (13)
Proof. Fix u ∈ U and set d = v() (u) − u. Then we have
〈∇vf(u, v() (u)) + ∇v(u, v() (u)), d〉0
and
〈∇v(u, v() (u)) + ∇u(u, v() (u)), d〉0.
Combining these properties with (8), we have
〈∇
,(u), d〉 = − 〈∇vf(u, v() (u)) + ∇uf(u, v() (u)), d〉
+ 〈∇vf(u, v() (u)) + ∇v(u, v() (u)), d〉
− 〈∇v(u, v() (u)) + ∇u(u, v() (u)), d〉
 − 〈∇vf(u, v() (u)) + ∇uf(u, v() (u)), d〉.
Applying (9) and (10) in this inequality gives (13). 
Corollary 4.1. Suppose all the assumptions of Proposition 4.1 are fulﬁlled. Then EP (3) is equivalent to
the variational inequality: Find a point u˜ ∈ U such that
〈∇
,(u˜), v − u˜〉0 ∀v ∈ U . (14)
Proof. From Proposition 3.1 we see that EP (3) is equivalent to the optimization problem (7), which in
turn implies its optimality conditions (14). Conversely, suppose that u˜ satisﬁes (14), but it does not solve
(7). Then, by Proposition 3.1, v() (u) = u, and (13) now yields a contradiction. 
Thus, problem (7) does not have local minima, moreover, we conclude that (14) has the unique solution
u. Inequality (13) also suggests a descent method for problems (7) and (3). However, in order to estab-
lish convergence of such a method, we have to derive error bounds and Lipschitz continuity properties
for 
,.
Lemma 4.1. Suppose that (A1), (A2), (H1), and (H2) are fulﬁlled. Then, for each u ∈ U , we have

,(u)‖u − v() (u)‖2. (15)
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Proof. By assumption, the function
	,(u, ·) = f(u, ·) + (u, ·)
is strongly convex with constant 2, hence (see e.g. [10])

,(u) = 	,(u, u) − 	,(u, v() (u))‖u − v() (u)‖2,
i.e. (15) is true. 
We now give another error bound.
Proposition 4.2. Suppose that (A1), (A2), (A2′′), (H1), (H1′′), (H2), and (H2′) are fulﬁlled. Then, for
each u ∈ U , we have
(‖u − u‖)C′‖u − v() (u)‖, (16)
where C′ < + ∞ is independent of .
Proof. Fix an arbitrary point u ∈ U . For brevity, set v˜ = v() (u). From Corollary 2.1 it follows that EP
(3) has the unique solution u and we have
〈∇vf(u, u), v˜ − u〉0,
besides,
〈∇vf(u, v˜) + ∇v(u, v˜), u − v˜〉0.
Adding these inequalities gives
〈∇vf(u, u) − ∇vf(u, v˜), v˜ − u〉 + 〈∇v(u, v˜), u − v˜〉0.
Taking into account (A2) and (H1), we now have
(‖u − u‖)‖u − u‖〈∇vf(u, u) − ∇vf(u, u), u − u〉
〈∇vf(u, u) − ∇vf(u, v˜), u − u〉
− 〈∇vf(u, v˜) − ∇vf(u, u), v˜ − u〉
+ 〈∇v(u, v˜) − ∇v(u, u), u − u〉
+ 〈∇v(u, u), u − u〉 + 〈∇v(u, v˜), u − v˜〉.
Using (H2), the monotonicity of ∇vf(u, ·) and the inequality
〈∇v(u, v˜), u − v˜〉(u, u) − (u, v˜) − ‖u − v˜‖20,
we obtain
(‖u − u‖)‖u − u‖〈∇vf(u, u) − ∇vf(u, v˜), u − u〉
− 〈∇vf(u, v˜) − ∇vf(u, u), v˜ − u〉
− 〈∇vf(u, u) − ∇vf(u, u), v˜ − u〉
+ 〈∇v(u, v˜) − ∇v(u, u), u − u〉
3(Lf + L)‖u − v˜‖‖u − u‖ + L‖u − v˜‖‖u − u‖,
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where Lf , L, and L are the corresponding Lipschitz constants for ∇vf (·, ·), ∇v(·, ·), and ∇v(·, ·),
respectively. Since  is bounded from above, there exists a constant C′ <∞, such that
(‖u − u‖)C′‖u − v() (u)‖,
i.e., (16) holds. 
It should be noted that we do not use properties (9)–(11) in this proposition.
Observe that combining (15) and (16) yields the following error bound:

,(u)((‖u − u‖)/C′)2 ∀u ∈ U , (17)
and the boundedness of level sets of 
,, as the following corollary states.
Corollary 4.2. Suppose that all the assumptions of Proposition 4.2 are fulﬁlled. Then, for each u′ ∈ U ,
the level set
L(u′) = {u ∈ U | 
,(u)
,(u′)}
is bounded.
It means that each iteration sequence generated by a descent method will have weak limit points.
Proposition 4.3. Suppose that (A1), (A2), (A2′′), (H1), (H1′′), (H2), and (H2′) are fulﬁlled. Then:
(i) The map u → v() (u) is Lipschitz continuous;
(ii) The gradientmap ∇
, : U → E∗ is Lipschitz continuous.
Proof. Fix u′, u′′ ∈ U and set v′ = v() (u′), v′′ = v() (u′′). Then we have
〈∇v	,(u′, v′), v′′ − v′〉 = 〈∇vf(u′, v′) + ∇v(u′, v′), v′′ − v′〉0
and
〈∇v	,(u′′, v′′), v′ − v′′〉 = 〈∇vf(u′′, v′′) + ∇v(u′′, v′′), v′ − v′′〉0.
Adding these inequalities gives
〈∇vf(u′, v′) − ∇vf(u′′, v′′), v′′ − v′〉〈∇v(u′, v′) − ∇v(u′′, v′′), v′ − v′′〉.
Since f (u, ·) and (u, ·) are convex and (u, ·) is strongly convex, it follows that
〈∇vf (u′, v′) − ∇vf (u′′, v′), v′′ − v′〉 + 〈∇v(u′, v′) − ∇v(u′′, v′), v′′ − v′〉
+ 〈∇v(u′, v′) − ∇v(u′′, v′), v′′ − v′〉
〈∇vf (u′′, v′) − ∇vf (u′′, v′′), v′ − v′′〉
+ 〈∇v(u′′, v′) − ∇v(u′′, v′′), v′ − v′′〉
+ 〈∇v(u′′, v′) − ∇v(u′′, v′′), v′ − v′′〉
2‖v′ − v′′‖2.
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Therefore, we have
(Lf + L + L)‖u′ − u′′‖‖v′ − v′′‖2‖v′ − v′′‖2,
or equivalently,
‖v′ − v′′‖[(Lf + L + L)/2]‖u′ − u′′‖,
where Lf , L and L are the corresponding Lipschitz constants for ∇f (·, ·), ∇(·, ·), and ∇(·, ·),
respectively. Hence, assertion (i) is true. Next, in case (ii), we have analogously
‖∇
,(u′) − ∇
,(u′′)‖‖∇uf (u′, v′) − ∇uf (u′′, v′′)‖
+ ‖∇u(u′, v′) − ∇u(u′′, v′′)‖ + ‖∇u(u′, v′) − ∇u(u′′, v′′)‖
Lf (‖u′ − u′′‖ + ‖v′ − v′′‖) + L(‖u′ − u′′‖ + ‖v′ − v′′‖)
+ L(‖u′ − u′′‖ + ‖v′ − v′′‖)
(1 + Lv)(Lf + L + L)‖u′ − u′′‖,
where Lv is the Lipschitz constant for the map v() , i.e. assertion (ii) is also true. 
Observe that we have not used any monotonicity property of the bifunctions f, , and  in the above
proof.
5. Descent methods for equilibrium problems
First we describe the basic algorithm for solving the auxiliary EP (3).
AlgorithmA
Step 0. Choose a point z0 ∈ U and numbers > 0,  ∈ (0, 1), and  ∈ (0, 1). Set i := 0.
Step 1. Compute vi = v() (zi) and set di := vi − zi .
Step 2. Find m as the smallest nonnegative integer such that

,(z
i + mdi)
,(zi) − m(‖di‖)‖di‖, (18)
set ti := m, zi+1 := zi + tidi , i := i + 1 and go to Step 1.
Weare now in a position to establish the convergence of this algorithm to the unique solutionu ofEP (3).
Theorem 5.1. Suppose that (A1), (A2), (A2′′), (H1), (H1′′), (H2), and (H2′) are fulﬁlled. If a sequence
{zi} is generated by Algorithm A with < , then it converges strongly to the unique solution u of EP
(3) for a given > 0.
Proof. Observe that EP (3) has clearly a unique solution due to Corollary 2.1. By Proposition 4.3, ∇
,
is Lipschitz continuous, hence we can apply the well-known inequality (see [7, Chapter 3, Lemma 1.2])
to the function 
, and obtain

,(z
i + di) − 
,(zi)〈∇
,(zi), di〉 + 0.52L
‖di‖2, (19)
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where L
 is the corresponding Lipschitz constant for ∇
,. From (13) it now follows that

,(z
i + di) − 
,(zi) − [(‖di‖) − 0.5L
‖di‖]‖di‖. (20)
Hence, if < , the condition (18) will be satisﬁed for a ﬁnite number m, i.e., the linesearch procedure
is implementable. The sequence {
,(zi)} is nonincreasing due to (20), hence, using (15), we conclude
that
‖di‖C <∞ for i = 0, 1, . . . .
Suppose that
‖di‖ l > 0 for i = 0, 1, . . . .
Choosing ′ = 2( − )(l)/(L
C), we see that

,(z
i + di) − 
,(zi) − (‖di‖)‖di‖,
i.e., ti t ′ = min{, ′}> 0. From (18) it now follows that

,(z
i) − 
,(zi+1)t ′(‖di‖)‖di‖ −→ 0,
as i −→ ∞, which is a contradiction. Therefore, there exists a subsequence {is} such that ‖dis‖ −→ 0 as
s −→ ∞. Applying (16) gives
lim
s−→∞ ‖z
is − u‖ = 0,
i.e., u is a strong limit point of {zi}. Since {
,(zi)} is nonincreasing, it means that
lim
i−→∞ 
,(z
i) = 0.
Now using (17), we conclude that the whole sequence {zi} converges strongly to u. The proof is
complete. 
Observe that the result above remains true if we set f ≡ 0 and =1, i.e.,AlgorithmA then approximates
a unique solution of the following EP: Find u˜ ∈ U such that
(u˜, v)0 ∀v ∈ U
under the assumptions (A1), (H1), (H1′′), (H2), and (H2′).
We now present a solution method for the initial EP (1).
Method 1. Choose a point u0 ∈ U , a number > 0, and a positive sequence {k} ↘ 0. For each
k = 1, 2, . . . , we have a point uk−1 ∈ U and apply Algorithm A with z0 = uk−1,  = k , and < , and
construct a sequence {zi} until

,(z
i)2+. (21)
Then we set uk := zi and increase k := k + 1.
I.V. Konnov, M.S.S. Ali / Journal of Computational and Applied Mathematics 188 (2006) 165–179 177
Theorem 5.2. Suppose that (A1), (A2), (A2′′), (H1), (H1′′), (H2), and (H2′) are fulﬁlled and that a
sequence {uk} is generated by Method 1. Then:
(i) Each kth iteration of the method is ﬁnite;
(ii) The sequence {uk} converges strongly to the point u∗n ∈ U∗ such that (4) holds.
Proof. First we note that the inequality (21) will be satisﬁed after a ﬁnite number of steps of Algorithm
A since 
, is continuous and {zi} converges to u. Hence, assertion (i) is true. Next, combining (17) and
(21) yields
(‖uk − uk‖)2Lk ,
where L<∞ and uk solves EP (3) with  = k . Moreover, it holds that
‖uk − u∗n‖‖uk − uk‖ + ‖uk − u∗n‖.
By Theorem 2.1, we have limk→∞ uk = u∗n, hence assertion (ii) is also true. 
We now present another version of the linesearch procedure in the descent algorithm for EP (3). It is
an Armijo type procedure (see e.g. [3]) that allows us to avoid additional restrictions on the parameters 
and , moreover, it does not require any information about the constant  and the function . At the same
time, unlike AlgorithmA, it involves computation of the gradient ∇
,(z).
Algorithm B
Step 0. Choose a point z0 ∈ U and numbers > 0,  ∈ (0, 1), and  ∈ (0, 1). Set i := 0.
Step 1. Compute vi = v() (zi) and set di := vi − zi .
Step 2. Find m as the smallest nonnegative integer such that

,(z
i + mdi)
,(zi) + m〈∇
,(zi), di〉, (22)
set ti := m, zi+1 := zi + tidi , i := i + 1 and go to Step 1.
Observe that the gradient ∇
,(zi) can be computed explicitly due to (8). The convergence result of
this algorithm is similar to that of AlgorithmA.
Theorem 5.3. Suppose that (A1), (A2), (A2′′), (H1), (H1′′), (H2), and (H2′) are fulﬁlled. If a sequence
{zi} is generated by Algorithm B, then it converges strongly to the unique solution u of EP (3) for a given
> 0.
Proof. Following the proof of Theorem 5.1, we see that EP (3) has a unique solution and that (19) holds,
where L
 is the Lipschitz constant for ∇
,. Hence, if
〈∇
,(zi), di〉 + 0.5L
‖di‖2〈∇
,(zi), di〉 (23)
is true for > 0, the linesearch procedure in Algorithm B becomes implementable. By (13),
〈∇
,(zi), di〉 − (‖di‖)‖di‖, (24)
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hence, (23) is fulﬁlled if
2(1 − )(‖di‖)/(L
‖di‖).
If di = 0, this condition will be satisﬁed for a ﬁnite number m with  = m, i.e., the linesearch is well
deﬁned. The sequence {
,(zi)} is nonincreasing due to (22), hence, using (15), we conclude that
‖di‖C <∞ for i = 0, 1, . . . .
Suppose that
‖di‖ l > 0 for i = 0, 1, . . . .
Choosing ′ = 2(1 − )(l)/(L
C), we see that

,(z
i + di) − 
,(zi)〈∇
,(zi), di〉,
i.e., ti t ′ = min{, ′}> 0. From (22) and (24) it now follows that

,(z
i) − 
,(zi+1)t ′(‖di‖)‖di‖ −→ 0,
as i −→ ∞, which is a contradiction. Therefore, there exists a subsequence {is} such that ‖dis‖ −→ 0 as
s −→ ∞. Applying (16) gives
lim
s−→∞ ‖z
is − u‖ = 0,
i.e., u is a strong limit point of {zi}. Since {
,(zi)} is nonincreasing, it means that
lim
i−→∞ 
,(z
i) = 0.
Now using (17), we conclude that the whole sequence {zi} converges strongly to u. 
Being based on this theorem, we can present a simpliﬁed method for the initial EP (1).
Method 2. Choose a point u0 ∈ U , a number > 0, and a positive sequence {k} ↘ 0. For each
k = 1, 2, . . . , we have a point uk−1 ∈ U and apply Algorithm B with z0 = uk−1,  = k , and construct a
sequence {zi} until (21) holds. Then we set uk := zi and increase k := k + 1.
Theorem 5.4. Suppose that (A1), (A2), (A2′′), (H1), (H1′′), (H2), and (H2′) are fulﬁlled and that a
sequence {uk} is generated by Method 2. Then:
(i) Each kth iteration of the method is ﬁnite;
(ii) The sequence {uk} converges strongly to the point u∗n ∈ U∗ such that (4) holds.
The proof is almost the same as in Theorem 5.2 and is omitted.
Taking into account (16), we conclude that condition (21) can be replaced with the following:
‖zi − v() (zi)‖1+.
Then the modiﬁed methods generate iteration sequences converging strongly to the normal solution u∗n
of the initial EP under the same conditions.
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