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Abstract 
The light-focusing capability of metal nanoparticles in a periodic square array on top of an upconverting thin film was modeled 
using the finite-element-frequency-domain method. The particle geometry was optimized for efficient concentration of an 
incoming plane wave into the upconverting medium, in order to enhance the upconversion process. Specifically, the two-
dimensional parameter space, corresponding to the height and diameter of nearly cylindrical nanoparticles, was scanned and the 
optimal particle dimensions were found. A selected geometry was fabricated and the upconversion yield was measured and 
compared to the case without nanoparticles. Subsequently, the particle spacing was included as another free parameter, and the 
multi-start Nelder-Mead method and derivative-free simulated annealing were used to optimize this three-parameter system. 
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1. Introduction 
Upconversion of photons, with energy below that of the band gap of a given solar-cell material, to more energetic 
photons capable of current production, has the potential to boost the efficiency of solar cells beyond the Shockley-
Queisser limit [1,2]. 
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Some popular upconverting materials are based on the rare-earth element erbium. Embedded in a host matrix it 
appears as the trivalent ion Er3+, which emits red and green light when excited by near-infrared light. Typical 
radiative transitions are from the 2H11/2 (525 nm), 4S3/2 (550 nm), and 4F9/2 (660 nm) to the ground state 4I15/2 when 
excited by an 808 nm laser light source. The simplest process responsible for the emission of upconverted light is 
ground-state absorption followed by excited-state absorption. Since the probability of each process is proportional to 
the light intensity, the total upconversion process typically shows a quadratic dependence on the light intensity. The 
emitted light corresponds to nearly parity forbidden transitions within the 4f shell, which are weakly allowed when 
the ion experiences a local crystal field. At natural sunlight intensities the upconversion process is thus very 
inefficient and it is necessary to concentrate the light into the upconverting medium. 
Metal nanoparticles have the ability to create strong localized electric fields by plasmonic resonance. The 
resonant wavelength can be controlled by adjusting the geometry of the particles. A finite-element-frequency-
domain solution of Maxwell’s equations provides a natural modeling tool for analyzing the electric field distribution 
around the nanoparticles. Using standard optimization techniques, the geometry that focuses most efficiently the 
incoming light into the upconverting material can be determined. 
In the present work, we will study metal nanoparticles on top of an Er3+-doped TiO2 thin film on a fused quartz 
substrate. We show that by modeling and optimizing the nanoparticle geometry, we can find nanoparticles suitable 
for increasing the light intensity in the upconverting medium and thus substantially increase the upconversion 
luminescence compared to the case without nanoparticles. The computational geometry may be parametrized, and 
for two parameters a simple scan of the parameters is sufficient to pin-point the optimum geometry. For more 
complicated parametrizations, with three or more parameters, a suitable global optimization method must be 
employed due to (i) the exponential increase in computations when scanning through more parameters and (ii) the 
fact that the resonances are much localized and thus requiring a dense scan. We have implemented a multi-start 
method and derivative-free simulated annealing (DFSA) [3]. Both methods use the Nelder-Mead simplex method 
(NM) [4] to obtain structures that corresponds at least to a local optimum. 
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Figure 1: (a) 2D section of the full 3D computational model, see the text for details; (b) Cross-section transmission electron micrograph of a 
typical nanoparticle; (c) Square array of nanoparticles imaged with a scanning electron microscope. 
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2. Model 
The left panel of Fig. 1 shows a 2D cross section of the full 3D computational model of the system comprising a 
square 2D lattice of metal nanoparticles on top of a thin film (Fig. 1 bottom right). The nanoparticle is modeled as a 
truncated cone, with a top radius of 0.9 times the bottom radius. This closely resembles the experimentally 
determined geometry measured by transmission electron microscopy (Fig. 1 top right) and atomic-force microscopy 
(not shown). 
We solve Maxwell’s equations with the time-harmonic ansatz for the fields 
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Insertion into Maxwell’s equations leads to the time-harmonic form of Maxwell’s equations 
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with the constitutive relations defined as 
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Here P is the permeability of the material, H is the permittivity caused by bound charges, and V is the conductivity of 
the free charges, which give rise to the free current ܬԦ. 
The curl of the Faraday’s law combined with the Maxwell-Ampere law yield the wave equation for the electric 
field on the form 
  ,021  uu  EE cZHP    
 
where the combined effect of bound and free charges is collected into the effective, complex permittivity 
 ,/ 0 rrc ii HHHZVHH c{    
  
and the subscript r denotes the corresponding quantity relative to ߝ଴. In the following we take P= P and use the 
position-dependent complex permittivity ߝ௖ ൌ ߝ௖ሺݎԦሻ ൌ ߝ଴ሺߝ௥ሺݎԦሻ െ ݅ߝ௥ᇱ ሺݎԦሻሻ . In practice we do not know separately 
the values of H and V for the involved materials. Instead we obtain the complex index of refraction, ܰ ൌ ݊ െ ݅ߟ, and 
derive the relative, complex permittivity by 
.2    ,22 KHKH nn rr  c           
To excite the system we use the background field method, where the electric field is split into a scattered field, 
SE , and a known background field, BE , as 
.BS EEE     
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The equation we solve for SE  is then 
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where the background field is taken as the (analytic) solution to the problem without nanoparticles for a normal-
incident plane wave linearly polarized in the x-direction and traveling in the negative z-direction. The background 
field of course also solves an electric wave equation and the right hands side is only non-zero in the region of the 
nanoparticle. 
The geometry is mirror symmetric with respect to the yz plane going through the particle center (left boundary in 
the geometry shown in Fig. 1), and the background field is linearly polarized in the x direction. In consequence, the 
electric field remains polarized in the x direction at any point on this plane. The same is true for the yz plane 
centered in between two nanoparticles from two different unit cells (right boundary in the geometry shown in Fig. 1. 
Hence, at these two boundaries we use the so-called perfect-electric-conductor boundary condition 
00  u u u BS EnEnEn ,   
where n  is the unit vector normal to the surface. Similarly the geometry is mirror symmetric with respect to the xz 
plane going through the particle center and the xz plane in the middle between two nanoparticles. Since the 
background field is zero in the normal direction to these planes, the so-called perfect-magnetic-conductor boundary 
condition must be obeyed at these two boundaries,  
00  u u u BS HnHnHn ,   
 
stating that for a plane wave the only non-zero component of the electric field is in the plane of the boundary. We 
note that for oblique incidence, Bloch-Floquet periodic boundary conditions and a full unit cell would be required.  
The top and bottom domains are taken to be perfectly-matched layers (PML), where a complex coordinate 
transformation is used to approximate a large absorbing medium with no impedance mismatch in order to avoid 
unphysical reflections from the top and bottom boundaries. The boundary conditions, taken at the non-internal 
boundaries of the PMLs, are  
.0 u SEn    
 
At the interfaces between different materials, Maxwell’s interface conditions are 
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where the 1 and 2 refer to the fields on the two sides of an interface between two materials and n  is the outward 
unit vector normal from domain 2. These conditions state that the tangential component of the electric field and the 
normal component of the magnetic field are continuous, and discontinuities in the normal component of D  and the 
tangential component of H are due to surface charges and currents.  
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The complete model is implemented and solved in the COMSOL 5.0 finite-element package using Nedéléc 
elements [5] to enforce the continuity of the tangential electric field across material interfaces. A mesh-convergence 
analysis has been performed to identify a suitable mesh resulting in reasonable accuracy and computational speed.  
The refractive indices for the fused quartz and Ag are taken from Refs. [6, 7] whereas the refractive index of the 
erbium-doped TiO2 thin film was obtained experimentally by ellipsometry (n = 2.35 at 808 nm and n = 2.33 at 980 
nm). 
To identify the ideal geometry for focusing the incoming light into the 100 nm Er-doped TiO2 thin film, we have 
scanned a two-dimensional parameter space comprising particle radius and height, while the nanoparticle spacing is 
kept fixed at 300 nm.   Figure 2 shows an example of such a scan for an excitation wavelength of 808 nm. The 
intensity enhancement, integrated over the upconverting layer, has been calculated as 
,
0³
³
 
UCL
UCL
dVI
IdV
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where UCL is the upconverting layer, I is the intensity with nanoparticles and I0 is the intensity without 
nanoparticles. It is seen from Fig. 2 that the integrated intensity can be increased more than 10 times, provided that 
the right nanoparticle dimensions are chosen. It is also seen that for the best particle geometries (small height and 
radius), the intensity increase is very sensitive to the particle dimensions. 
 
 
Figure 2: Integrated intensity enhancement L as calculated by Eq. (1). 
3. Measurements 
From the scan in Fig. 2, we have identified a particle with dimensions R = 56 nm and H =20 nm as a good 
candidate that can be produced and should show a substantial increase in the upconversion yield. Figure 3 shows the 
measured upconversion luminescence from this sample. For details on the sample fabrication, see Ref. [7]. We have 
integrated the measured emission intensity over the individual luminescence lines and found an integrated 
improvement of 50 times for the peaks at 525-550 nm and 21 times for the peak at 660 nm. The improvement is not 
linear in the integrated intensity improvement due to the non-linear nature of upconversion. 
 
 
 Søren P. Madsen et al. /  Energy Procedia  77 ( 2015 )  478 – 486 483
 
Figure 3: Upconversion luminescence from the sample with and without nanoparticles with a height of 20 nm and radius of 56 nm. The 
irradiation wavelength is 808 nm. 
4. Optimization 
In the previous calculations, the period was arbitrarily fixed at 300 nm, which is likely not to be the optimal 
period. The number of calculations needed to do a full scan increases exponentially with the number of parameters 
used to fix the geometry. It is thus necessary to use an optimization algorithm for more than two parameters. The 
bounded region used in Fig. 2 indicates that the local optimum near the lower left corner is also a global optimum. 
When we introduce one more parameter, the particle period of the square array, it is natural to ask if the 
optimization problem for a bounded region in all parameters is still convex. To answer this question for an 
excitation wavelength of 980 nm (which corresponds to the 4I15/2 ĺ 4I11/2 transition in the Er3+ ion) we have used a 
multi-start method over the domain defined by 
,nm 1000nm 300   ,nm 140,nm 10 dddd WHR   
   
where R is the radius, H is the height, and W is the period. NM was used as the local search method. Starting from 
99 randomly chosen initial points, we ended up in 99 different local minima. The optimization problem is clearly not 
convex. Plotting L for all points as a function of only the period, W, revealed the structure shown in Fig. 4 (points at 
the same W do not necessarily have the same values of R and H). It is thus possible to identify certain interesting 
periods and perform a 2D scan of the radius and height, similar to the one shown in Fig. 2, in order to identify the 
most interesting regions in parameter space. Another option is to use a global optimization method, which will be 
more easily extended to geometries with even more parameters. We shall pursue the latter option. 
Simulated annealing is a nature-inspired stochastic method for global optimization, which mimics the slow 
cooling of a system such that it will end up in the ground state (lowest energy/objective function value). For a 
general introduction to Simulated Annealing and many important aspects of the algorithm see Ref. 9. An important 
theoretical cooling schedule exists which will eventually bring the system to the global minimum, however, in 
practice it is not used much as it requires very slow cooling and thus many iterations. Faster cooling will lead to a 
higher probability for ending up in a local minimum, so the art is to lower the temperature as fast as possible but not 
so fast that the system is quenched. Adaptive cooling schedules monitor the progress and adjust the speed 
accordingly, such that the cooling is not too fast and not too slow. This is essential for an efficient implementation of  
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Figure 4: Local optima found after multi-start optimization from 99 random initial points (circles) and local optima found after 7 runs of the 
DFSA+NM method (crosses). The two left-most crosses are almost overlapping. 
 
simulated annealing. The other ingredient to a simulated annealing algorithm is the move class, which defines how 
the algorithm samples the parameter space when the so-called Metropolis algorithm is run at fixed temperature [9]. 
Simple move classes for a continuous optimization problem are to pick a random point within an N-ball from the 
current point (N being the dimension of the search space) or pick a uniformly random point in the whole search 
space. Dekkers and Art [10] suggested instead of that to pick with probability p a uniformly random point in the 
whole search space and with probability 1-p do a few iterations of a local-gradient-based optimization algorithm. 
For the present geometric optimization problem, analytic gradients may be hard to obtain, and geometric problems 
are often solved with derivative-free optimization methods. The method of Dekkers and Art has been modified to 
use a derivative-free local search method in the DFSA algorithm [3]. Both algorithms also define an appropriate 
adaptive cooling schedule. The DFSA therefore seems like a good candidate for efficient solution of the present 
optimization problem. Simulated annealing generally requires a lot of iterations to find the minimum very 
accurately, and many rejected steps are seen in the last greedy part of the algorithm (at low temperature). A way of 
speeding up this process is to stop DFSA at an intermediate to low temperature and then use this pseudo-solution as 
a starting point for a local search. We do this with the NM method as the local-search method. This of course makes 
the total method greedier and less likely to find the global optimum, but we will hopefully obtain a good local 
optimum with a reasonable amount of iterations. Each iteration comprises the solution of a finite-element problem 
and with a reasonable mesh it takes in the order of 1 to 10 minutes pr. iteration.  
We have run the DFSA+NM method 7 times with the parameters suggested in Ref. [3]. Since the DFSA is 
stochastic, we do not necessesarily get the same result even when starting with identical conditions. The results of 
these 7 runs are shown as crosses in Fig. 4 (the two left-most crosses are almost overlapping). The total number of 
finite-element calculations was 1366 compared to 8112 calculations for the 99 runs in the multi-start NM. The best 
optimum found by the DFSA+NM (H=92.9 nm, R=54.5 nm, W=592.6 nm, L=498.2) method is, however, not as 
good as the best found by the multi-start NM method (H=130.4 nm, R=51.4 nm, W=594.6 nm, L=770.9), but the 
number of iterations used in the multi-start method is also much higher. By changing the parameters of DFSA+NM, 
it is possible to obatin a better solution at the expense of more iterations or, alternatively, one can re-run the 
algorithm more times. For a larger dimensional search space, we expect the DFSA+NM method to perform much 
better than the multi-start method, since the number of initial points needed to cover the search space may increase 
exponentially (depending on the structure of the objective function).  
To numerically characterize the best solution obtained by DFSA+NM, the top plot in Fig. 5 shows the 
transmission, reflection, and absorption coefficients (T+R+A=1) as well as the intensity enhancement L as functions 
of the wavelength of the incoming light. The system clearly shows a lowering in the transmission at a wavelength of 
980 nm and an associated peak in the absorption. Shifting any of the parameters will shift the point of low 
transmission and an experimental realization of the present geometry will therefore presumably show a broader dip 
in the transmission and peak in the absorption. Figure 5 bottom shows the field enhancement around the 
nanoparticle through its center in planes parallel to the polarization (left) and perpendicular to the polarization  
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Figure 5: (a) Transmission (T), reflection (R), absorption (A) and integrated enhancement (L) for H=93 nm, R=55 nm, and W=593 nm; (b) 
Electric-field enhancement in the polarization direction (left) and perpendicular to the polarization direction (right) at 980 nm in planes through 
the particle center. White denotes a value 40. 
(right). White corresponds to an enhancement 40. It is clearly seen that the particle focuses the incoming light into 
the upconverting thin film. 
5. Conclusion 
Numerical finite-element modeling of metallic nanoparticles combined with an appropriate optimization method 
is seen as an efficient way of deducing the right geometry for optimized focusing of electromagnetic waves into an 
upconverting material. In the case of one or two parameters, a simple scan of the parameter values provides an easy 
and visually instructive way of identifying the ideal parameters. This way we identified the geometric parameters for 
a silver nanoparticle to concentrate 808 nm light into a 100 nm erbium doped TiO2 layer. The produced sample 
showed an improvement of 50 times for the 525-550 nm line. Global optimization methods are required to 
efficiently include more geometric parameters. We have used multi-start with Nelder-Mead local search and 
derivative-free simulated annealing combined with Nelder-Mead to optimize the particle size as well as the period. 
The algorithms find many local optima and identifying the actual global one seems difficult. However, many of the 
local optima identified generally show a large enhancement of the intensity in the upconverting thin film and both 
methods are useful tools for locating parameters defining efficient systems. The optima found are generally quite 
sharp and a small change in parameters may result in a large change in the calculated intensity improvement. Such 
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variations will naturally come from production tolerances, which in our setup were determined to be R ± 2.5 nm, H 
± 1 nm, and W ± 2.5 nm. Other discrepancies may be introduced by a difference between the actual refractive index 
and the refractive index used in the computations and the difference between the actual geometry and the 
computational geometry. It is therefore still a challenge to experimentally produce the optimum geometry. One way 
to accomplish this would be to use the computational value as a starting point for a derivative free optimization 
carried out manually with a series of experiments. The Nelder-Mead method should be suitable for this with the 
upconversion luminescence as the objective function to be maximized. 
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