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Abstract. We find a maximum principle for processes driven by mar-
tingale random fields. We do so by describing the adjoint processes
with non-anticipating stochastic derivatives. In the case of the Levy
processes this mimics maximum principles with Malliavin derivatives,
but we replace Malliavin differentiability conditions with L2-conditions.
As an application we use the maximum principle to solve a portfo-
lio optimization problem for assets with credit risk modeled by doubly
stochastic Poisson processes.
1. Introduction
We find a maximum principle for an optimization problem when the state
process depends on a martingale random field [CW75, DE10], a generaliza-
tion of the martingale. We do so in a pertubation-based approach, using the
non-anticipating stochastic derivative [Di 02, Di 03, DE10] to describe the
adjoint processes.
We consider the performance functional
(1.1) J(u) = E
[ T∫
0
ft(ut, Xt) dt+ g(XT )
]
and the associated optimal stochastic control problem, where u is the control
and the state process is given by the semi-martingale X,
X
(u)
t = X0 +
t∫
0
bs(us, Xs) ds+
t∫
0
∫
Z
φs(z, us, Xs)µ(ds, dz), t ∈ [0, T ],
where the last integral is over the martingale random field µ on [0, T ]×Z.
The goal is to find supu J(u) for controls adapted to the filtration F,
where X is adapted to the filtration G and F ⊆ G. This is a problem with
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partial information if X is not F-adapted. We find (candidates for) optimal
solutions by investigating
∂
∂y
J(u+ yβ)
∣∣
y=0
, u, β admissible controls and y ∈ R.
Key to our approach is the non-anticipating derivative D , an operator from
the probability space L2(Ω,G,P) to the space of integrable random fields.
The operator D coincides with the dual of the Itoˆ non-anticipating stochastic
integral with respect to a general martingale random field. Indeed we have
that, for ξ ∈ L2(Ω,G,P), that
E
[
ξ
T∫
0
∫
Z
κ(s, z)µ(ds, dz)
]
= E
[ T∫
0
∫
Z
(Ds,zξ)κ(s, z) Λ(ds, dz)
]
.
Here Λ represents the conditional variance measure associated to µ. These
concepts are further detailed in the forthcoming sections 2 and 3.
Maximum principles using the duality relation of the Malliavin derivative
with the Skorohod integral have been studied in [DNØ09, MBØZ12]. This
limits the method to Le´vy processes and restrictions of the method are im-
posed to match the domains of the Malliavin derivative. The key novelty in
our paper is the use of the non-anticipating stochastic derivative, which en-
ables us to treat very general martingale noises. Furthermore, in the case of
Le´vy noise, we reduce assumptions of Malliavin differentiable random vari-
ables to square integrability. Since the non-anticipating derivative coincide
with the Malliavin derivative when both are well defined, this extends previ-
ous results. An additional benefit of the martingale random field structure
is an easy extension to multi-dimensional controls.
For the portfolio problem with default risk, the main result is extended
to a simpler sufficient condition for optimal control.
The benefit of the duality type approach used herein compared to HJB-
type equations are that we can treat problems of partial information, which
are of non-Markovian nature. Maximum principles for partial information
has also been studied in a BSDE approach in e.g. [BØ07, AØ12] but again
limited to the case of Le´vy noise. Note that partial information in the sense
of the filtrations F andG differs from partial observation problems with noisy
observations of the state process as treated in e.g [Ben92, KX91, Tan98].
In this paper, the maximum principle is studied in section 3. The specific
discussion of a Le´vy type martingale µ is considered in section 4. Section
5 presents an application to portfolio optimization in a market with assets
subject to default risk.
2. The martingale random field
We will define integration and the non-anticipating stochastic derivative
over a martingale random field µ. We refer to [DE10] for a detailed discussion
on these concepts.
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Let (Ω,G,P) be a complete probability space equipped with a right-
continuous filtration G := {Gt, t ∈ [0, T ]}. Let Z be a separable topological
space. We denote BZ as the Borel σ-algebra on Z and B[0,T ]×Z as the Borel
σ-algebra on the product space [0, T ] × Z. Note that B[0,T ]×Z is generated
by a semi-ring of sets of type
∆ = (t, s]× Z, 0 ≤ t < s ≤ T, Z ∈ BZ .
We say that the stochastic set function µ(∆), ∆ ∈ B[0,T ]×Z is a martingale
random field on [0, T ]×Z (with square integrable values) with respect to G
if it satisfies the following properties [DE10, Definition 2.1]:
i) µ has a tight, σ-finite variance measure V (∆) = E
[
µ(∆)2], ∆ ∈
B[0,T ]×Z , which satisfies V ({0} × Z) = 0.
ii) µ is additive, i.e. for pairwise disjoint sets ∆1, . . . ,∆K : V (∆k) <∞
µ
( K⋃
k=1
∆k) =
K∑
k=1
µ(∆k)
and σ-additive in L2.
iii) µ is G-adapted.
iv) µ has the martingale property. Consider ∆ ⊆ (t, T ]×Z. we have:
E
[
µ(∆)
∣∣∣Gt] = 0.
v) µ has conditionally orthogonal values. For any ∆1,∆2 ⊆ (t, T ] × Z
such that ∆1 ∩∆2 = ∅ we have:
E
[
µ(∆1)µ(∆2)
∣∣∣Gt] = 0.
In particular, any finite sums of orthogonal, square integrable martingales
would be a martingale random field in the sense of i)-ii)-iii)-iv)-v) above. In
general, the filtration G does not have to be the one generated by µ.
The G-predictable σ-algebra on Ω× [0, T ]×Z is denoted by P[0,T ]×Z and
is generated by sets of type
∆ = A× (t, s]× Z, 0 ≤ t < s ≤ T, Z ∈ BZ , A ∈ Gs.
The G-predictable σ-algebra Ω × [0, T ] is denoted by P[0,T ] and is gener-
ated by sets of type ∆ = A × (t, s], 0 ≤ t < s ≤ T,A ∈ Gs. On
(Ω× [0, T ]×Z,P[0,T ]×Z) the random field µ has a σ-finite conditional ran-
dom variance measure [DE10, Theorem 2.1]. For martingale processes the
conditional variance measure is the G-predictable compensator. We denote
this conditional variance measure by Λ, and it has the following properties
E
[
µ(∆)2
∣∣Gt] = Λ(∆), in L1(Ω,F ,P) for ∆ ⊆ (t, T ]×Z,
E
[
µ(∆)2
]
= E
[
Λ(∆)
]
.
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For later purposes we assume that Λ is absolutely continuous with re-
spect to the Lebesgue measure on [0, T ]. Namely we assume that there
exists a transition kernel λ from (Ω × [0, T ],P[0,T ]) to (Z,BZ) such that
Λ(ω, dt, dz) = λt(ω, dz) dt. Meaning that the mapping (ω, t) → λt(ω,Z) is
P[0,T ] measurable for every Z ∈ BZ and λt(ω, ·) is measure on (Z,BZ) for
every (ω, t) ∈ Ω× [0, T ]. We refer to [C¸ın11] for further details on transition
kernels.
We denote I as the set of G-predictable random fields φ : Ω× [0, T ]×Z →
R satisfying
‖φ‖I := E
[ T∫
0
∫
Z
φ2(s, z)λs(dz)ds
] 1
2
<∞.
We say that φ ∈ I is a simple random field if it can be written as
(2.1) φ(s, z, ω) =
N∑
i=1
φi(ω)1∆i(s, z), ∆i ∈ B[0,T ]×Z ,
where φi are bounded random variables (for i = 1, . . . N < ∞). Simple,
G-predictable random fields are dense in I by the usual Itoˆ integration type
arguments and we have, for every φ ∈ I:
E
[( T∫
0
∫
Z
φ(s, z)µ(ds, dz)
)2]
= E
[ T∫
0
∫
Z
φ2(s, z) Λ(ds, dz)
]
= E
[ T∫
0
∫
Z
φ2(s, z)λs(dz)ds
]
.(2.2)
Remark also that φ ∈ I implies that∫
Z
φt(z)
2 λt(dz) <∞, dt× dPa.e.
3. Duality relations with non-anticipating stochastic
derivatives
The non-anticipating stochastic derivative is a characterization of the in-
tegrand in the Kunita-Watanabe decomposition, developed in [Di 02, Di 03,
DR07, Di 07, DE10]. It is the adjoint (linear) operator D = I∗ of the sto-
chastic integral:
D : L2(Ω,G,P) =⇒ I.
A full characterization is given in constructive form using the elements of
the following dissecting system, a sequence of partitions of [0, T ] × Z. Let
An ⊆ [0, T ]×Z be an increasing sequence of Borel-sets such that V (An) <∞
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for all n ∈ N and ∪∞n=1An = [0, T ] × Z. For every n we chose a partition
{∆n,k}, k = 1, . . . ,Kn <∞, of An such that1⋃
1≤k≤Kn
∆n,k = An,(3.1)
∆n,k = (sn,k, tn,k]× Zn,k, 0 ≤ sn,k < tn,k ≤ T, Zn,k ∈ BZ(3.2)
max
1≤k≤Kn
tn,k − sn,k < 1/n,(3.3)
max
1≤k≤Kn
V (∆n,k) < 1/n,(3.4)
∆n,k ∩∆n,j = ∅ for k 6= j,(3.5)
Moreover, the partitions are nested in the sense that
∆n,k ∩∆n+1,j = ∅ or ∆n+1,j .(3.6)
The non-anticipating stochastic derivative can be represented as the limit
[DE10, Theorem 3.1]
(3.7) Dξ = lim
n→∞φn
with convergence in I of the stochastic functions of type (2.1) given by
(3.8) φn(t, z) :=
Kn∑
k=1
E
[
ξ
µ(∆n,k)
Λ(∆n,k)
∣∣∣Gsn,k]1∆n,k(t, z)
where ∆n,k = (sn,k, tn,k] × Zn,k refers to the partion of An described in
(3.1)-(3.6). We have the following result [DE10, Theorem 3.1]:
Theorem 3.1. All ξ ∈ L2(Ω,G,P) have representation
(3.9) ξ = ξ0 +
T∫
0
∫
Z
Dt,zξ µ(dt, dz).
Moreover Dξ0 = 0 and ξ0 ∈ L2(Ω,G,P) is orthogonal to space generated by
{I(φ), φ ∈ I}.
1Here it is possible to substitute 1/n with any sequence n such that → 0 as n→∞.
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Indeed, by the orthogonality of the sum in (3.9), one can see that the
following duality rule is verified: Let ξ ∈ L2(Ω,G,P) and κ ∈ I, then
E
[
ξ
T∫
0
∫
Z
κ(s, z) µ(ds, dz)
]
= E
[(
ξ0 +
T∫
0
∫
Z
Ds,zξ µ(ds, dz)
) T∫
0
∫
Z
κ(s, z)µ(ds, dz)
]
= E
[ T∫
0
∫
Z
(Ds,zξ)κ(s, z) Λ(ds, dz)
]
.(3.10)
4. Optimization problem
Define the state process Xt, t ∈ [0, T ] by X0 = a ∈ R and
X
(u)
t = X0 +
t∫
0
bs(us, Xs) ds+
t∫
0
∫
Z
φs(z, us, Xs)µ(ds, dz).
Here b : Ω × [0, T ] × U × R → R and φ : Ω × [0, T ] × Z × U × R → R such
that φ ∈ I. In particular b and φ are G-predictable so that X is G-adapted.
We assume that X has an unique strong solution. The stochastic process u
is the control taking values in an open and convex set U ⊆ Rn.
In the performance functional (1.1),
(4.1) J(u) = E
[ T∫
0
ft(ut, Xt) dt+ g(XT )
]
,
we have f : Ω × [0, T ] × U × R → R and g : Ω × R → R. Remark that we
have allowed for g and f to depend on additional randomness besides u and
X.
We assume f and b are continuously differentiable in x ∈ R and u ∈ U
for all t ∈ [0, T ] and almost all ω ∈ Ω. We denote these derivatives ∂fs∂x , ∂fs∂u ,
similarly for b and φ. Remark that ∂fs∂u ∈ Rn since u is n-dimensional. We
will denote · as the inner product in Rn when appropiate. Furthermore g
is continuously differentiable with respect to x ∈ R a.s., and we denote this
derivative by g′.
The random field φ is continuously differentiable in x ∈ R and u ∈ U
for almost all (ω, t, z) ∈ Ω × [0, T ] × Z. We assume that ∂φ∂x ∈ I and with
u = (u1, . . . , un) ∈ Rn, ∂φ
∂uj
∈ I for j = 1, . . . n. Finally
Ms :=
s∫
0
∂br
∂x
(ur, Xr) dr +
s∫
0
∫
Z
∂φr
∂x
(ur, Xr)µ(dr, dz), t ∈ [0, T ],
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has an unique solution which is a semi-martingale.
The first variation process Gs(t), s ∈ [0, T ], is the solution to the of the
equation
Gs(t) := 1 +
s∫
t
Gr(t) dMr, s ∈ [t, T ],
= 1 +
s∫
t
Gr(t)
∂br
∂x
(ur, Xr) dr +
s∫
t
∫
Z
Gr(t)
∂φr
∂x
(z, ur, Xr)µ(dr, dz)(4.2)
The solution of (4.2) is given as follows ([Pro05, Theorem II.37])
Gs(t) = exp
{
Ms(t)− 1
2
[M(t),M(t)]s
} ∏
t<s≤T
(
1 + ∆Ms(t)
)
exp{−∆Ms(t)}
where M(t) is the G-semi-martingale defined by Ms(t) =
∫ s
t dMr for t <
s ≤ T and Ms(t) = 0 for s ≤ t. Furthermore we define, where t ∈ [0, T ],
Kt := K
(u,X)
t = g
′(XT )) +
T∫
t
∂fs
∂x
(us, Xs) ds,(4.3)
Dt,zKt := Dt,zg
′(XT )) +Dt,z
( T∫
t
∂fs
∂x
(us, Xs) ds
)
,(4.4)
Ft(u,Xt) = Kt
∂bt
∂x
(ut, Xt) +
∫
Z
(Dt,zKt)
∂φt
∂x
(z, ut, Xt)λt(dz),(4.5)
pt := p
(u,X)
t = Kt +
T∫
t
Fs(us, Xs)Gs(t) ds,(4.6)
κt := κ
(u,X)
t = Dt,zpt.(4.7)
In order to have the above quantities well-defined the following requirements
are needed
Assumption 4.1. The control u with state process X(u) satisfies
E
[
g′(XT )2
]
<∞,(4.8)
E
[ T∫
0
∂ft
∂x
(ut, Xt)
2 dt
]
<∞,(4.9)
E
[ T∫
t
(
FsGs(t)
)2
ds
]
<∞, for all t ∈ [0, T ].(4.10)
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Remark 4.2. If using the duality relation of Malliavin calculus (4.8)-(4.9)-
(4.10) would be stated in terms of Malliavin differentiability, see [MBØZ12,
Equation 3.5]. Meaning that both g′(XT ) and
∫ T
t
(
FsGs(t)
)2
ds need to
be in the domain of the Malliavin derivative, a space strictly smaller than
L2(Ω,G,P). In addition, (4.9) would be replaced by Malliavin differentiabil-
ity of ∂ft∂x (ut, Xt) and integrability ofDt
∂ft
∂x (ut, Xt) so that
∫ T
0 Dt
∂ft
∂x (ut, Xt) dt
is well defined (where D is the Malliavin derivative), since the arguments in
the forthcoming (5.9) does not apply.
For a given control u with state process X = X(u), we define the Hamil-
tonian by
Ht(v, x) = H(u,X)t (v, x)
:= ft(v, x) + bt(v, x)p
(u,X)
t +
∫
Z
κ
(u,X)
t (z)φt(z, v, x)λt(dz),(4.11)
where t ∈ [0, T ], v ∈ U and x ∈ R.
5. Maximum principle
Let F := {Ft, t ∈ [0, T ]} be a right continuous filtration such that Ft ⊆ Gt
for all t ∈ [0, T ]. We state the optimization result for F, naturally we can
have F = G.
Definition 5.1. We say that u is an admissible control if u : [0, T ]×Ω→ U
is F-predictable, assumptions 4.1 hold and
(5.1) E
[ T∫
0
ft(ut, Xt)
2 dt+ g(XT )
2
]
<∞.
We denote the set of admissible controls by AF .
Assumption 5.2. The following conditions are assumed
i) For all t, r ∈ [0, T ], t < r ≤ T , and bounded Ft-measurable random
variables α the control
β(s) = α(ω)1(t,r](s)
belongs to AF .
ii) For all u, β ∈ AF with β bounded there exists δ > 0 such that
u+ yβ ∈ AF ,
the family
(5.2)
{∂ft
∂x
(
ut + yβt, X
u+yβ
t
) ∂
∂y
Xu+yβtt +
∂ft
∂u
(
ut + yβt, X
u+yβ
)
βt
}
y∈(−δ,δ)
is uniformly dt× dP-integrable, and the family
(5.3)
{
g′
(
Xu+yβT
) ∂
∂y
Xu+yβT
}
y∈(−δ,δ)
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is uniformly P-integrable.
iii) The process Y
(u,β)
t =
∂
∂yX
u+yβ
t |y=0 exists as an element of L2(Ω,G,P)
for all t ∈ [0, T ] and satisfies
Yt = Y
(u,β)
t =
∂
∂y
Xu+yβt
∣∣
y=0
=
t∫
0
[∂bs
∂x
(us, Xs)Ys +
∂bs
∂u
(us, Xs) · βs
]
ds
+
t∫
0
∫
Z
[∂φs
∂x
(z, us, Xs)Ys +
∂φs
∂u
(z, us, Xs) · βs
]
µ(ds, dz).(5.4)
Theorem 5.3. Suppose Assumption 5.2 holds. Let uˆ be an admissible con-
trol. Denote
Xˆt = X
(uˆ)
t
Hˆt(v, Xˆt) = ft(v, Xˆt) + bt(λt, v, Xˆt)pˆt+
+
∫
Z
κˆt(z)φt(z, v, Xˆt)λt(dz), v ∈ U ⊆ R
with
pˆt = p
(uˆ,Xˆ)
t ,
κˆt = κ
(uˆ,Xˆ)
t .
If uˆ is a critical point for J(u), in the sense that
∂
∂y
J(uˆ+ yβ)
∣∣
y=0
= 0 for all bounded β ∈ AF ,
then
(5.5) E
[∂Ht
∂u
(uˆt, Xˆt)
∣∣∣Ft] = 0, dt× dP-a.e.
Conversely, if uˆ satisfies (5.5) then uˆ is a critical point.
For ease of notation we use the short hand notation bs = bs(uˆs, Xˆs),
fs = fs(uˆs, Xˆs), and similarly for the other coefficients. We proceed using
similar arguments as done in [MBØZ12] with Malliavin derivatives.
Proof. Suppose uˆ is a critical point. Then
0 =
∂
∂y
J(uˆ+ yβ)
∣∣
y=0
= E
[ T∫
0
∂fs
∂x
Ys +
∂fs
∂u
· βs ds+ g′(XT )YT
]
.(5.6)
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By the duality formula (3.10) (and (4.8))
E
[
g′(XT )YT
]
= E
[ T∫
0
g′(XT )
[∂bs
∂x
Ys +
∂bs
∂u
· βs
]
ds
+
T∫
0
∫
Z
[(
Ds,zg
′(XT )
)(∂φs
∂x
(z)Ys +
∂φs
∂u
(z) · βs
) ]
Λ(ds, dz)
]
.(5.7)
By the Fubini theorem and the duality formula (3.10) (with integrability
ensured by (5.2) and the non-anticipating stochastic derivative is well defined
by (4.9))
E
[ T∫
0
∂ft
∂x
Yt dt
]
=
T∫
0
E
[∂ft
∂x
[ t∫
0
∂bs
∂x
Ys +
∂bt
∂u
· βs ds
]
+
∂ft
∂x
[ t∫
0
∫
Z
(∂φs
∂x
Ys +
∂φs
∂u
· βs
)
µ(ds, dz)
]]
dt
= E
[ T∫
0
{∂ft
∂x
[ t∫
0
∂bs
∂x
Ys +
∂bs
∂u
· βs ds
]
+
[ t∫
0
∫
Z
(
Ds,z
∂ft
∂x
)(∂φs
∂x
Ys +
∂φs
∂u
· βs
)
Λ(ds, dz)
]}
dt
]
= E
[ T∫
0
[ T∫
t
∂fs
∂x
ds
](∂bt
∂x
Yt +
∂bt
∂u
· βt
)
dt
+
T∫
0
∫
Z
[ T∫
t
Dt,z
∂fs
∂x
ds
](∂φt
∂x
Yt +
∂φt
∂u
· βt
)
Λ(dt, dz)
]
.(5.8)
By the continuity of D [DE10, Remark 3.4] and with sufficent integrability
from (4.9) we have
(5.9)
T∫
t
Dt,z
∂fs
∂x
ds = Dt,z
T∫
t
∂fs
∂x
ds, dΛ× dP a.e.
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We recall (4.3), (4.4), and by (5.6)-(5.7)-(5.8) conclude that
E
[ T∫
0
Ks
(∂bs
∂x
Ys +
∂bs
∂u
· βs
)
+
∂fs
∂u
· βs ds
+
T∫
0
∫
Z
(Ds,zKs)
(∂φs
∂x
Ys +
∂φs
∂u
· βs
)
Λ(ds, dz)
]
= 0.(5.10)
Set βs = (α
(1), . . . , α(n))1(t,t+h](s), where 0 ≤ t < t + h ≤ T and α(j),
1 ≤ j ≤ n are bounded and Gt-measurable random variables. Then Ys =
Y
(u,β)
s = 0 for s < t so that (5.10) can be rewritten as
(5.11) A1 +A2 = 0
where
A1 = E
[ T∫
t
Ks
∂bs
∂x
Ys ds+
T∫
t
∫
Z
(Ds,zKs)
∂φs
∂x
Ys Λ(ds, dz)
]
,
A2 = E
[
α ·
( t+h∫
t
[
Ks
∂bs
∂u
+
∂fs
∂u
]
ds+
t+h∫
t
∫
Z
(Ds,zKs)
∂φs
∂u
Λ(ds, dz)
)]
.
From (4.5)
A1 = E
[ T∫
t
FsYs ds
]
=
t+h∫
t
E
[
FsYs
]
ds+
T∫
t+h
E
[
FsYs
]
ds.
Since Y admits a ca`dla`g representative and Yt = 0 we have
∂
∂h
t+h∫
t
E
[
FsYs
]
ds
∣∣
h=0
= 0.
Recall (5.4) and (4.2). We have
Ys = Yt+hGs(t+ h) for s ≥ t+ h.
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Since Yt = 0 (interchange of integration and expectation justified by (5.2),
(5.3))
∂
∂h
A1
∣∣
h=0
=
∂
∂h
T∫
t+h
E
[
FsYs
]
ds
∣∣
h=0
=
T∫
t
∂
∂h
{
E
[
FsYt+hGs(t+ h)
]}
ds
∣∣∣
h=0
− FtYt
=
T∫
t
E
[
Fs
{
Yt+h
∂
∂h
Gs(t+ h) +Gs(t+ h)
∂
∂h
Yt+h
}]
ds
∣∣∣
h=0
=
T∫
t
∂
∂h
E
[
FsGs(t)Yt+h
]∣∣∣
h=0
ds.
By (5.4) we have
Yt+h = α ·
( t+h∫
t
∂bs
∂u
ds+
t+h∫
t
∫
Z
∂φs
∂u
µ(ds, dz)
)
+
t+h∫
t
Ys
∂bs
∂x
ds+
t+h∫
t
∫
Z
Ys
∂φs
∂x
µ(ds, dz).
Denote ∂∂hA1|h=0 = B1 +B2 with
B1 =
T∫
t
∂
∂h
E
[
FsGs(t)
{
α ·
( t+h∫
t
∂br
∂u
dr +
t+h∫
t
∫
Z
∂φr
∂u
µ(dr, dz)
)}]∣∣∣
h=0
ds,
B2 = E
[ T∫
t
∂
∂h
E
[
FsGs(t)
{ t+h∫
t
Yr
∂br
∂x
dr +
t+h∫
t
∫
Z
Yr
∂φr
∂x
µ(dr, dz)
}]∣∣∣
h=0
ds.
By the duality formula (3.10) (well defined by (4.10))
B1 =
T∫
t
∂
∂h
E
[
FsGs(t)
{
α ·
( t+h∫
t
∂br
∂u
dr +
t+h∫
t
∫
Z
∂φr
∂u
µ(dr, dz)
)}]∣∣∣
h=0
ds
=
T∫
t
∂
∂h
E
[{
α ·
( t+h∫
t
FsGs(t)
∂br
∂u
dr
+
t+h∫
t
∫
Z
Dr,z
(
FsGs(t)
)∂φr
∂u
λr(dz) dr
)}]∣∣∣
h=0
ds
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=
T∫
t
E
[{
α ·
(
FsGs(t)
∂bt
∂u
+
∫
Z
Dt,z
(
FsGs(t)
)∂φt
∂u
λt(dz)
)}]
ds.
(5.12)
By the duality formula (3.10) (well defined by (4.10)) and since Yt = 0
we have
B2 =
T∫
t
∂
∂h
E
[
FsGs(t)
{ t+h∫
t
Yr
∂br
∂x
dr +
t+h∫
t
∫
Z
Yr
∂φr
∂x
µ(dr, dz)
}]∣∣∣
h=0
ds
=
T∫
t
E
[ ∂
∂h
{ t+h∫
t
FsGs(t)Yr
∂br
∂x
dr
+
t+h∫
t
∫
Z
Dr,z
(
FsGs(t)
)
Yr
∂φr
∂x
λr(dz) dr
}]∣∣∣
h=0
ds
=
T∫
t
E
[{
FsGs(t)Yt
∂bt
∂x
+
∫
Z
Dr,z
(
FsGs(t)
)
Yt
∂φt
∂x
λt(dz)
}]
ds
= 0.(5.13)
We see immediately that (interchange of derivation and expectation justified
by (5.2) (5.3))
∂
∂h
A2
∣∣∣
h=0
= E
[
α ·
(
Kt
∂bt
∂u
+
∂ft
∂u
+
∫
Z
(Dt,zKt)
∂φt
∂u
λt(dz)
)]
.(5.14)
Recall that ∂∂hA1 = B1 + B2 and the definition of p in (4.6). By (5.12)-
(5.13)-(5.14) we have
∂
∂h
{A1 +A2}h=0 = E
[
α ·
{∂ft
∂u
+ pt
∂bt
∂u
+
∫
Z
(
Dt,zpt
)∂φt
∂u
(z)λt(dz)
}]
= E
[
α · ∂Ht
∂u
(Xˆt, uˆt)
]
.
As a function of h, A1(h)+A2(h) = 0 for all 0 ≤ h ≤ T − t by (5.11). Hence
∂
∂h{A1(h) + A2(h)} = 0. Since this holds for all bounded Ft-measurable α
we have
E
[∂Ht
∂u
(Xˆt, uˆt)
∣∣∣Ft] = 0.
This complete the proof for the sufficient condition.
Conversely, suppose (5.5). By reversing the above argument we get that
(5.11) holds for all β ∈ AF of the form
β(s, ω) = α(ω)1(t,t+h](s)
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where random variable α ∈ Rn is Ft-measurable and bounded and 0 ≤ t <
t + h ≤ T . Hence (5.11) holds for all linear combinations of such β. Since
any β ∈ AF can be approximated by such linear combinations it follows
that (5.11) holds for all bounded β ∈ AF . 
6. Le´vy Processes
Here we compare the non-anticipating stochastic derivative with the Malli-
avin operator in the case of Le´vy processes. We refer to e.g. [DR07, DØP09,
Nua95, SUV07] for a comprehensive treatment on Malliavin calculus on Le´vy
processes, or more precisely the mixture of Gaussian and Poisson random
measures. In short, the stochastic non-anticipating derivative coincide with
the projection of the Malliavin derivative D
(6.1) Ds,zξ = E
[
Ds,zξ
∣∣Gs]
whenever the right hand side is well defined. But the domain of the Malliavin
derivative D is D1,2, a space strictly smaller than L2(Ω,G,P).
Let N be a Poisson random field on [0, T ]×R0 with expectation ν(dz)dt
and denote N˜ = N − ν as the centered Poisson random field. Furthermore
Bt, t ∈ [0, T ] is a Brownian Motion. With G as the (completed) filtration
generated by B and N , let the martingale random field µ be given by :
µ(dt, dz) = 1{0}(z)dBt + 1R0(z) N˜(dt, dz),
with λt(dz) = 1{0}(z) + 1R0(z)ν(dz). Then the process η defined by
ηt = Bt +
t∫
0
∫
R0
z N˜(ds, dz), t ∈ [0, T ],
is a Le´vy process. If we assume that (Ω,G,P) = (Ω,GT ,P), i.e. that our
probability space can be generated by B and N , then there exists a subspace
D1,2 = DB1,2 ∩ DN1,2 ( L2(Ω,G,P) such that for any ξ ∈ D1,2 [BDNL+03,
Theorem 3.11]
(6.2) ξ = E
[
ξ
]
+
T∫
0
E[Dsξ|Gs] dBs +
T∫
0
∫
R0
E[Ds,zξ|Gs] N˜(ds, dz)
where Ds and Ds,z are the Mallavin derivatives for the Brownian motion
and Poisson random field with domains DB1,2 and DN1,2 respectively. This is
also known as the Clark-Ocone formula. Furthermore Dsξ ∈ L2(Ω× [0, T ])
and Ds,z ∈ L2(Ω× [0, T ]× R0).
Remark that the Clark-Ocone formula (6.2) can be extended to L2(Ω,G,P)
in the setting of white noise and Hida-Malliavin derivatives, see [AØPU00,
DØP04]. However this requires further assumptions on the probability space
(Ω,G,P).
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7. Application to default risk
Here we show an application of the maximum principle to portfolio opti-
mization. We chose a setting outside Le´vy processes that has independent
interest, assets with credit risk modeled by doubly stochastic Poisson pro-
cesses. Credit risk with doubly stochastic Poisson processes has been widely
studied in the literature, see e.g. [JY01, Lan98, Duf05].
Let λs = (λ
(1)
s , . . . λ
(n)
s ), s ∈ [0, T ], be a positive, stochastic process in
Rn. Let Λ(j)t =
∫ t
0 λ
(j)
s ds, and denote the filtration generated by λ as FΛ =
{FΛt , t ∈ [0, T ]}. No assumptions of independence are required between Λ(j)
and Λ(k) for any j 6= k.
The n-dimensional pure jump process Hs = (H
(1)
s , . . . ,H
(n)
s ) is a doubly
stochastic Poisson process if, when conditioned on the λ’s, it is Poisson
distributed. We assume that
P
(
H
(j)
t = k
∣∣FΛT ) = P(H(j)t = k ∣∣Λ(j)t ) = (Λ(j)t )kk! e−Λ(j)t
for all 1 ≤ j ≤ n and k ∈ N. Let H˜t := Ht − Λt, t ∈ [0, T ] and F := {Ft, t ∈
[0, T ]} the filtration generated by H˜. Let G be such that Gt = Ft ∨ FλT
and Z = {1, . . . n}, where Z is equipped with the discrete topology. Then
µ defined by µ(dt, z) = dH˜
(z)
t is a martingale random field with respect to
both F and G on [0, T ]×Z.
The filtration G contains anticipating information in knowing future val-
ues of λ. It is however a natural candidate for computing the non-anticipating
stochastic derivative for doubly stochastic Poisson processes, which has been
studied in [DS13]. Computational rules of Malliavin type can also be found
in [Yab07].
Let τ (z) be the first jump of H(z), z = 1, . . . n. We model each asset S(z)
with a return ρ(z) + λ(z) up to the time of default τ . In the case of default
the asset S(z) becomes worthless, i.e. S
(z)
τ (z)
= 0 (whenever τ (z) < T ). The
goal is to maximize expected utility of the wealth at the terminal time T by
investing in the n assets In mathematical terms: Let
S
(1)
t = S
(1)
t− 1{τ (1)>t}(t)
(
ρ
(1)
t dt− dH˜(1)t
)
,
...
S
(n)
t = S
(n)
t− 1{τ (n)>t}(t)
(
ρ
(n)
t dt− dH˜(n)t
)
.
Let X denote the total wealth of the investor and the control u denote the
amount invested in the n assets:
Xt =
t∫
0
n∑
z=1
1{τ (z)>r}(r)u
(z)
r ρ
(z)
r dr −
t∫
0
n∑
z=1
1{τ (z)>r}(r)u
(z)
r dH˜
(z)
t .
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Remark that every asset S(z) and the wealth process X are F-adapted.
Hence F is a natural model for the investor’s information. With
(7.1) J(u) = E
[
U(XT )
]
where U : R→ R is an utility function (increasing and concave), we look for
(7.2) sup
u∈AF
J(u).
We have
Kt = U
′(XT )
Ft = U
′(XT )
n∑
z=1
1{τ (z)>t}(t)u
(z)
t ρ
(z)
t +
n∑
z=1
(
Dt,zU
′(Xt)
)
1{τ (z)>t}(t)u
(z)
t λ
(z)
t
pt = U
′(XT )
κt =
n∑
z=1
Dt,zU
′(Xt)
Gs(t) = 0,
so the Hamiltonian (4.11) is given by
Ht(u, x) = U ′(XT )
n∑
z=1
1{τ (z)>t}(t)u
(z)
t ρ
(z)
t
+
n∑
z=1
(
Dt,zU
′(Xt)
)
1{τ (z)>t}(t)u
(z)
t λ
(z)
t .
Hence
∂Ht
∂u
(v, x) = U ′(XT )
n∑
z=1
1{τ (z)>t}(t)ρ
(z)
t +
n∑
z=1
(
Dt,zU
′(XT )
)
1{τ (z)>t}(t)λ
(z)
t .
Theorem 5.3 finds critical points for (7.1). To ensure that a critical point
uˆ is a solution to (7.2) we need to know that 1) the critical point is a local
maximum and 2) there are no other critical points u¯ where J(u¯) > J(uˆ).
We investigate the exact properties of the critical points in Proposition 7.1
and sufficent conditions for a solution to (7.2) is given in Corollary 7.2.
Proposition 7.1. Assume that
i) U is twice continuously differentiable and concave,
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ii) for any u ∈ AF and bounded β ∈ AF there exists  > 0 such that the
family
{
U ′′
(
Xu+yβT
)( t∫
0
n∑
z=1
1{τ (z)>r}(r)β
(z)ρ(z)r dr
−
n∑
z=1
t∫
0
1{τ (z)>r}(r)β
(z) dH˜
(z)
t
)2}
y∈(−ε,ε)
(7.3)
is uniformly P-integrable,
iii) Assumption 5.2 holds.
Let  = min(δ, ε), where δ is as in (5.3). Then the mapping y → J(u+ yβ),
y ∈ (−, ), is concave. Furthermore, there is at most one bounded u ∈ AF
such that u is a critical point (in the sense of Theorem 5.3).
Proof. First we prove the concavity of the mapping y → J(u + yβ). We
interchange the derivation and expectation and get
∂2
∂y2
J(u+ yβ) = E
[ ∂2
∂y2
U(Xu+yβT )
]
= E
[
U ′′
(
Xu+yβT
)( t∫
0
n∑
z=1
1{τ (z)>r}(r)β
(z)ρ(z)r dr
−
n∑
z=1
t∫
0
1{τ (z)>r}(r)β
(z) dH˜
(z)
t
)2]
< 0,
where the last inequality follows by the concavity of U .
Next we want to show that there is at most one bounded u ∈ AF such that
u is a critical point.
It is sufficient to show that when both u, β ∈ AF are bounded we have
 > 1, i.e. that y → J(u + yβ) is a concave mapping for y ∈ [1−, 1]. We
can then compare any two bounded controls uˆ, u¯ ∈ AF by setting β = u¯− uˆ
and conclude that at most one can be a critical point by the concavity
of y → J(uˆ + yβ). The claim  > 1 follows from the uniform integrability
conditions (5.3) and (7.3) since ∂∂yJ(u+yβ)|y=a = ∂∂yJ(u+aβ+yβ)|y=0. 
Corollary 7.2. If U is bounded and a critical point uˆ exists, then uˆ is
optimal, i.e.
J(uˆ) = sup
u∈AF
J(u),
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and optimal portfolio uˆ is characterized by
E
[∂Ht
∂u
(uˆ, X
(uˆ)
t )
∣∣Ft] = n∑
z=1
1{τ (z)>t}(t)ρ
(z)
t E
[
U ′(XT )
∣∣Ft]
+
n∑
z=1
(
Dt,zU
′(XT )
)
1{τ (z)>t}(t)λ
(z)
t = 0,
for all t ∈ [0, T ] a.s.
Proof. This is a restatement of Proposition 7.1. 
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