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AN ADAPTIVE RANDOM BIT MULTILEVEL ALGORITHM FOR SDES
MICHAEL B. GILES, MARIO HEFTER, LUKAS MAYER, AND KLAUS RITTER
Abstract. We study the approximation of expectations E(f(X)) for solutions X of stochastic differ-
ential equations and functionals f on the path space by means of Monte Carlo algorithms that only use
random bits instead of random numbers. We construct an adaptive random bit multilevel algorithm,
which is based on the Euler scheme, the Lévy-Ciesielski representation of the Brownian motion, and
asymptotically optimal random bit approximations of the standard normal distribution. We numerically
compare this algorithm with the adaptive classical multilevel Euler algorithm for a geometric Brownian
motion, an Ornstein-Uhlenbeck process, and a Cox-Ingersoll-Ross process.
1. Introduction
We study the approximation of expectations E(f(X)), where X = (X(t))t∈[0,1] is the r-dimensional
solution of an autonomous stochastic differential equation (SDE) driven by a d-dimensional Brownian
motion and where f : C([0, 1],Rr) → R is a functional on the path space. The main contribution of
this paper is the construction of an adaptive random bit multilevel algorithm Abitε , which is based on
the generic adaptive multilevel algorithm from [5]. Here ε > 0 is an accuracy demand and input to the
algorithm, and the maximal level as well as the replication numbers per level are determined adaptively.
For a survey on multilevel Monte Carlo algorithms we refer to [4].
The algorithm Abitε employs the Euler scheme, the Lévy-Ciesielski representation of the Brownian
motion (Brownian bridge construction), and the asymptotically optimal random bit approximation of
the standard normal distribution according to [7, Thm. 1]. Unfortunately, we have no analysis for the
error and the cost of Abitε , and even a proof of the convergence limε→0 A
bit
ε (f) = E(f(X)) (under suitable
assumptions on the coefficients of the SDE and the functional f) is missing. Instead we present numerical
experiments.
On each level ℓ a multilevel algorithm has to couple a fine approximation and a course approximation.
In the classical setting, where random numbers are used, one may simply simulate Brownian increments
for 2ℓ + 1 equidistant points. For the fine approximation the Euler scheme with 2ℓ steps is applied, and
for the course approximation the step-size is doubled and the corresponding increments are added up. Of
course, there are several options for the simulation of the Brownian increments, in particular, one may
either simulate the increments directly or use the Lévy-Ciesielski representation of the Brownian motion.
Both of these approaches may be adapted to the random bit setting by approximating all the involved
normally distributed random variables by random variables that can be simulated with random bits
only. However, in contrast to the classical setting, the two constructions no longer end up in the same
distribution. The first approach, where increments are approximated and the approximations are added
up, has been presented and analyzed in [6]. Here the random bit approximations of the increments are
independent, but an additional bias is introduced, in contrast to the classical setting.
In this paper we present the second approach, which has already been sketched in [4, Sec. 10.2],
and which employs the Lévy-Ciesielski representation and random bit approximations to its normally
distributed coefficients. Here the approximations of the Brownian increments are no longer independent,
which forms an obstacle for an error analysis, but we obtain matching distributions: The distribution
of the course approximation on level ℓ coincides with the distribution of the fine approximation on level
ℓ−1. Furthermore, this approach is well suited as the building block for an adaptive multilevel algorithm.
In the numerical experiments we apply the adaptive random bit multilevel Euler algorithmAbitε and the
adaptive classical multilevel Euler algorithm Acε, which is based on random numbers, for three processes
X and functionals f , namely, the maximum of a geometric Brownian motion and the terminal values of
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an Ornstein-Uhlenbeck process and of a Cox-Ingersoll-Ross process. At first we compare the building
blocks, i.e., the random bit Euler scheme and the classical Euler scheme, in terms of their bias and
variance decays. The decays depend on the process X and the functional f under consideration, but in
all three cases we observe no essential difference between the random bit and the classical Euler scheme.
Next we turn to the adaptive algorithms. In all three cases and for both algorithms the actual root mean
squared error is almost equal to the accuracy demand ε. Finally, to achieve the same root mean squared
error the number of random bits needed by Abitε is only about 4 to 7 times larger than the number of
random numbers needed by Acε.
For the terminal value of the Cox-Ingersoll-Ross process we also apply the truncated Milstein scheme
from [9] as the building block, instead of the Euler scheme. This leads to a substantially faster decay of
the variance in the classical and in the random bit case. Moreover, the algorithm based on the truncated
Milstein scheme and random bits performs as good as the algorithm based on the Euler scheme and
random numbers.
2. Euler Schemes
Consider an autonomous system
dX(t) = a(X(t)) dt+ b(X(t)) dW (t), t ∈ [0, 1],
of SDEs with a deterministic initial value X(0) = x0 ∈ Rr and a d-dimensional Brownian motion W , and
with drift and diffusion coefficients a : Rr → Rr and b : Rr → Rr×d, respectively. Furthermore, consider
the time discretization given by
(1) tk,ℓ = k/2
ℓ, k = 0, . . . , 2ℓ,
together with a suitable choice of
(2) Vℓ = (V1,ℓ, . . . , V2ℓ,ℓ)
with d-dimensional random vectors Vk,ℓ on a common probability space. These random vectors are meant
to at least approximate the Brownian increments associated to (1), and the corresponding Euler scheme
Xℓ is given by Xℓ(t0,ℓ) = x0 and
Xℓ(tk,ℓ) = Xℓ(tk−1,ℓ) + 2
−ℓ · a(Xℓ(tk−1,ℓ)) + b(Xℓ(tk−1,ℓ)) · Vk,ℓ(3)
for k = 1, . . . , 2ℓ.
The multilevel approach relies on a coupling of Xℓ with ℓ ≥ 1 to an Euler scheme X˜ℓ−1 with step-size
2−(ℓ−1). Hence we choose
(4) V˜ℓ−1 = (V˜1,ℓ−1, . . . , V˜2ℓ−1,ℓ−1)
with d-dimensional random vectors V˜k,ℓ−1 on the probability space introduced above, and we define, as
before, X˜ℓ−1(t0,ℓ−1) = x0 and
X˜ℓ−1(tk,ℓ−1) = X˜ℓ−1(tk−1,ℓ−1) + 2
−(ℓ−1) · a(X˜ℓ−1(tk−1,ℓ−1))
+ b
(
X˜ℓ−1(tk−1,ℓ−1)
) · V˜k,ℓ−1
(5)
for k = 1, . . . , 2ℓ−1. Of course, a natural coupling between Xℓ and X˜ℓ−1 is induced by
(6) V˜k,ℓ−1 = V2k,ℓ + V2k−1,ℓ, k = 1, . . . , 2
ℓ−1.
Actually, the multilevel approach is based on a hierarchy V0, (V1, V˜0), . . . , (VL, V˜L−1) with correspond-
ing Euler schemes, and the following properties are most convenient for its analysis:
(i) For every ℓ ∈ {0, . . . , L} the random vectors V1,ℓ, . . . , V2ℓ,ℓ are iid with iid real-valued components
V
(1)
k,ℓ , . . . , V
(d)
k,ℓ .
(ii) For every ℓ ∈ {1, . . . , L} the random vectors V˜ℓ−1 and Vℓ−1 coincide in distribution.
In order to obtain processes with continuous paths we extend Xℓ and X˜ℓ−1 onto [0, 1] by piecewise
linear interpolation.
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2.1. The Classical Euler Scheme. In the vast majority of papers, Vk,ℓ and V˜k,ℓ−1 are chosen as
Brownian increments, i.e.,
Vk,ℓ =W (tk,ℓ)−W (tk−1,ℓ)
and
V˜k,ℓ−1 =W (tk,ℓ−1)−W (tk−1,ℓ−1),
so that we have (6), and (i) and (ii) are satisfied. Error bounds for the Euler scheme w.r.t. various error
criteria and under different sets of assumptions concerning the drift and diffusion coefficients are well
known in this case. In order to simulate the corresponding distributions a generator for random numbers
from [0, 1] has to be available.
2.2. Random Bit Euler Schemes. In the present paper we study the random bit quadrature problem
for SDEs, i.e., we consider algorithms that are only allowed to use random bits instead of random numbers,
see also [1, 2, 7, 6, 11, 12]. This excludes the use of Brownian increments.
Heuristics and extensive tests for finite precision random bit multilevel algorithms for field pro-
grammable gate arrays (FPGAs) are presented in [2, 11, 12]. In [7] the random bit quadrature problem is
studied for Gaussian random fields X , and relations to random bit approximation of Gaussian measures
are exploited.
Motivated by the weak error analysis of the Euler scheme, the multilevel construction in [1] is based
on iid random vectors V1,L, . . . , V2L,L, each of which has iid components V
(1)
k,L, . . . , V
(d)
k,L with
2L/2−1 · V (1)1,L + 1/2 ∼ B(1, 1/2).
Moreover, the coupling is defined by (6), and (ii) is assumed to hold. It follows that (i) is satisfied as
well, and
(7) 2L/2−1 · V (1)1,ℓ + 2L−ℓ−1 ∼ B(2L−ℓ, 1/2).
See [1, Sec. 3] for error bounds, and [1, Sec. 4.1] for the discussion of fast generation of random quantities
in this context.
A different construction is presented and analyzed in [6]. Here the starting point is the approximation
of the standard normal distribution based on random bits. Let Φ−1 denote the inverse of the distribution
function of N(0, 1), and let U be uniformly distributed on
(8) Dq =
{
q∑
i=1
bi · 2−i + 2−(q+1) : bi ∈ {0, 1} for i = 1, . . . , q
}
,
where q ∈ N. Obviously, q random bits suffice to simulate the distribution νq of Φ−1◦U , which serves as an
approximation of N(0, 1). Further properties of νq, in particular, error bounds and the weak asymptotic
optimality among all approximations based on q random bits, have been established in [7, Sec. 2.2]. In
the construction from [6], (i) is assumed to hold with
(9) 2ℓ/2 · V (1)1,ℓ ∼ νL,
and the coupling is again defined by (6). Consequently, the analogon to (i) also holds for the random
vectors V˜1,ℓ−1, . . . , V˜2ℓ−1,ℓ−1, but property (ii) is not satisfied, which introduces an additional bias term
in the multilevel analysis. See [6] for error and cost bounds; in particular, a variant of the corresponding
multilevel Euler algorithm, which also employs Bakhvalov’s trick, is shown to be almost worst case optimal
the class of all Lipschitz continuous functionals f : C([0, 1],Rr)→ R with Lipschitz constant at most one.
Observe that the number of random bits that are needed to simulate the distribution of Vℓ with ℓ = 0 or
the joint distribution of Vℓ and V˜ℓ−1 with ℓ ≥ 1 is of the order d · L · 2ℓ.
2.3. The Random Bit Lévy-Ciesielski Euler Scheme. In the sequel we present a new construction
of a random bit Euler scheme, which is based on the Lévy-Ciesielski representation of the Brownian
motion. Hereby we get matching distributions across the levels in the sense of (ii), but the iid-property
(i) is not satisfied. The main advantage of the new construction, compared to the approaches from [1, 6],
is that it is well suited as the building block for an adaptive multilevel algorithm.
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Consider the sequence of Schauder functions s(i,j) with i = 0 and j = 1 or i ∈ N and j = 1 . . . , 2i−1.
These functions are given by
s(i,j)(t) =
∫ t
0
h(i,j)(u) du, t ∈ [0, 1],
with Haar wavelets h(0,1) = 1 and
h(i,j) = 2(i−1)/2 · (1I(i,j) − 1J(i,j))
for i ∈ N and j = 1, . . . , 2i−1, where
I(i,j) =
[
(j − 1)/2i−1, (j − 1/2)/2i−1[
and
J (i,j) =
[
(j − 1/2)/2i−1, j/2i−1[ .
The Lévy-Ciesielski representation states that
(10) Wℓ = s
(0,1) · Z(0,1) +
ℓ∑
i=1
2i−1∑
j=1
s(i,j) · Z(i,j)
with an independent sequence Z(0,1), . . . of d-dimensional standard normally distributed random vectors
converges to a d-dimensional Brownian motion as ℓ → ∞, e.g., in mean square and almost surely w.r.t.
the supremum-norm. We add that
(11) Wn(tk,ℓ) =Wℓ(tk,ℓ), k = 0, . . . , 2
ℓ,
for ℓ, n ∈ N0 with ℓ < n. In this sense Wℓ already yields the values of the Brownian motion at the
discretization (1).
In a random bit approximation that corresponds to Wℓ the number of bits that are spent for the
individual terms should depend on i and ℓ, but not on the shift parameter j. We spend
q
(i)
ℓ = 2 · (ℓ+ 1− i)
random bits for the approximation of the distribution of each of the components of Z(i,j). This choice
is motivated by [7, Thm. 2], which determines the weak asymptotics for random bit approximation of a
Brownian bridge with respect to the L2-norm.
Accordingly, we consider an independent sequence U
(0,1)
ℓ , . . . , U
(ℓ,2ℓ−1)
ℓ of d-dimensional random vec-
tors, with iid components that are uniformly distributed on
D
(i)
ℓ = Dq(i)
ℓ
.
To normalize the variances we put
σ
(i)
ℓ = 2
−q
(i)
ℓ
/2 ·
 ∑
x∈D
(i)
ℓ
(Φ−1(x))2

1/2
.
Replacing Z(i,j) by
Y
(i,j)
ℓ = 1/σ
(i)
ℓ · Φ−1 ◦ U (i,j)ℓ
in (10), where Φ−1 ◦ U (i,j)ℓ denotes the application of Φ−1 to every component of U (i,j)ℓ , we obtain a
random bit counterpart to Wℓ.
Next, we turn to the Brownian increments, and we put
∆
(i,j)
k,ℓ = s
(i,j)(tk,ℓ)− s(i,j)(tk−1,ℓ).
We use (2) with
Vk,ℓ = ∆
(0,1)
k,ℓ · Y (0,1)ℓ +
ℓ∑
i=1
2i−1∑
j=1
∆
(i,j)
k,ℓ · Y (i,j)ℓ
to approximate, in distribution, the Brownian increments corresponding to (1).
Lemma 1. The components of Vk,ℓ have mean zero and variance 2
−ℓ.
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The normalization is crucial in the definition of the random vectors Y
(i,j)
ℓ . In fact, without this
normalization the variances of the Brownian increments are not even matched asymptotically, and thus
one can not expect the Euler scheme to convergence, in any reasonable sense, to the true solution of the
SDE.
Lemma 2. The components of
V ′k,ℓ = ∆
(0,1)
k,ℓ · Φ−1 ◦ U (0,1)ℓ +
ℓ∑
i=1
2i−1∑
j=1
∆
(i,j)
k,ℓ · Φ−1 ◦ U (i,j)ℓ
have mean zero and variance at most 0.9 · 2−ℓ for ℓ ≥ 1.
See the Appendix for the proofs of Lemma 1 and Lemma 2.
Let ℓ ≥ 1. For the multilevel construction we have to couple Vℓ in a suitable way to a random vector
V˜ℓ−1 that approximates, in distribution, the Brownian increments with step-size 2
−(ℓ−1). To this end we
introduce the rounding function
Tq : [0, 1[→ Dq, x 7→ ⌊2
qx⌋
2q
+ 2−(q+1),
see (8), and we put
T
(i)
ℓ−1 = Tq(i)
ℓ−1
for i = 0, . . . , ℓ− 1 to obtain
(12) U
(i,j)
ℓ−1
d
= T
(i)
ℓ−1 ◦ U (i,j)ℓ
for j = 1 if i = 0 and for j = 1, . . . , 2i−1 if i ≥ 1. We define
Y˜
(i,j)
ℓ−1 = 1/σ
(i)
ℓ−1 · Φ−1 ◦ T (i)ℓ−1 ◦ U (i,j)ℓ ,
and we use (4) with
V˜k,ℓ−1 = ∆
(0,1)
k,ℓ−1 · Y˜ (0,1)ℓ−1 +
ℓ−1∑
i=1
2i−1∑
j=1
∆
(i,j)
k,ℓ−1 · Y˜ (i,j)ℓ−1 .
Observe that q
(i)
ℓ − q(i)ℓ−1 = 2. Hence V˜ℓ−1 is, roughly speaking, obtained from Vℓ by ignoring the two
least important bits in all of the relevant terms.
We stress that neither Vℓ nor V˜ℓ−1 has independent components, except for the trivial cases ℓ = 0 or
ℓ = 1, respectively, so that (i) is not satisfied. On the other hand, (12) implies that we have matching
distributions in the sense of (ii).
The number of random bits that are needed to simulate the distribution of Vℓ with ℓ = 0 or the joint
distribution of Vℓ and V˜ℓ−1 with ℓ ≥ 1 is given by
d ·
(
q
(0)
ℓ +
ℓ∑
i=1
2i−1 · q(i)ℓ
)
= d · (2ℓ+2 − 2) ,
which is easily verified by induction, cf. [7, Thm. 2]. Furthermore, the arithmetic cost to compute Vℓ,
together with V˜ℓ−1 if ℓ ≥ 1, is of the order d · 2ℓ, see, e.g., [10, Sec. 2.2].
Let us discuss two important differences between the two constructions from [1, 6], which have been
discussed in Section 2.2, and the construction based on the Lévy-Ciesielski representation.
The maximal level L has to be known in advance for the former two constructions, see (7) and (9),
while this is not the case for the latter construction. Due to this difference the Lévy-Ciesielski based
construction is well suited as the building block for an adaptive multilevel algorithm.
On the other hand, analytic results are only available for the constructions from [1, 6], since we have
(i) and its analogon for V˜ℓ−1 only in these two cases.
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3. Adaptive Algorithms and Experiments
We consider an adaptive multilevel algorithm with either one of the following building blocks:
(1) The random bit Euler schemes with Vℓ and V˜ℓ based on the Lévy-Ciesielski representation, see
Section 2.3. Notation: Xbitℓ and X˜
bit
ℓ−1.
(2) The classical Euler schemes with Vℓ and V˜ℓ based on the Brownian increments, see Section 2.1.
Notation: Xcℓ and X˜
c
ℓ−1.
The number of calls to the random number generator as well as the number of arithmetic operations to
jointly simulate X∗ℓ and X˜
∗
ℓ−1 with ℓ ≥ 1 is of the order 2ℓ for both variants.
In both cases we use the adaptive algorithm A∗ε from [5]. Here ε > 0 is an accuracy demand and
input to the algorithm, and the maximal level as well as the replication numbers per level are determined
adaptively.
We present numerical results for three different scalar SDEs, i.e., r = d = 1, where the solutions
E(f(X)) are known analytically. For a fixed SDE and a fixed functional f we put
bias∗ℓ = E
(
f(X∗ℓ )− f(X∗ℓ−1)
)
and
var∗ℓ = Var
(
f(X∗ℓ )− f(X∗ℓ−1)
)
for ℓ ≥ 1. As key quantities we consider the root mean squared error
rmse∗ε =
(
E (A∗ε(f)− E(f(X)))2
)1/2
of A∗ε, applied to f for the particular SDE, and the corresponding cost
cost∗ε = E(C
∗
ε (f)) ,
where C∗ε (f) denotes the number of calls of the random number generator for ε > 0. All of these quantities
can be approximated by simple Monte Carlo algorithms, and the corresponding results will be presented
together with asymptotic confidence intervals with confidence level 0.95 in the sequel. The number of
Monte Carlo replications for the data points and confidence intervals involving root mean squared errors
varies between 2 · 103 and 2 · 104.
3.1. Geometric Brownian Motion. Here we consider the geometric Brownian motion X that solves
dX(t) = 1/50 ·X(t) dt+ 1/5 ·X(t) dW (t), t ∈ [0, 1],
with initial value x0 = 1, as well as the path-dependent functional given by
f(x) = max
0≤t≤1
x(t).
Since X(t) = exp(W (t)/5), we obtain
E(f(X)) = E(exp(|W (1)|/5)) = (2/π)1/2 ·
∫ ∞
0
exp(y/5− y2/2) dy = 1.1819 . . . .
At first we compare the random bit Euler scheme Xbitℓ and the classical Euler scheme X
c
ℓ in terms
of their bias and variance, see Figure 1. Since f is Lipschitz continuous w.r.t. the supremum norm on
C([0, 1]), we have the well-known upper bound
varcℓ = O
(
ℓ · 2−ℓ)
and, consequently,
| biascℓ | = O
(
ℓ1/2 · 2−ℓ/2
)
.
These upper bounds are very well reflected in the actual bias and variance decays, and we observe no
essential difference between the random bit and the classical Euler scheme.
Next we compare the multilevel algorithms Abitε and A
c
ε. At first we relate the root mean squared error
rmse∗ε to the accuracy demand ε, see Figure 2, where we consider 25 different values of ε in a reasonable
range. For both algorithms the root mean squared error is almost equal to the accuracy demand.
Finally we relate cost∗ε to the root mean squared error rmse
∗
ε, see Figure 3, which is based on the same
data set as Figure 2. We add that the confidence intervals for cost∗ε in Figure 3 are rather small and
hardly visible. Figure 3 includes two graphs of functions ε 7→ κ · ε−2 · (ln(ε−1))γ with parameters κ > 0
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Figure 1. Maximum of a geometric Brownian motion: bias and variance vs. level
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se
∗ ε
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Acε
Figure 2. Maximum of a geometric Brownian motion: root mean squared error vs.
accuracy demand
and γ ∈ R, which are fitted to the respective data by hand. We obtain a log-exponent of γ = 1.6 as a
good fit for both algorithms. The presence of a logarithmic term, i.e., γ 6= 0, corresponds to the actual
bias and variance decays. The number of random bits is roughly κbit/κc = 4.57 times larger than the
number of random numbers for the same root mean squared error.
3.2. Ornstein-Uhlenbeck Process. Here we consider the Ornstein-Uhlenbeck process X that solves
dX(t) = (2−X(t)) dt+ dW (t), t ∈ [0, 1],
with initial value x0 = 1, as well as the path-independent functional given by
(13) f(x) = x(1).
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st
∗ ε
Abitε
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κc · ε−2 · (ln(ε−1))1.6
Figure 3. Maximum of a geometric Brownian motion: cost vs. root mean squared error
Since X(t) = exp(−t) + 2(1− exp(−t)) + ∫ t
0
exp(−(t− s)) dWs, we obtain
E(f(X)) = 2− exp(−1) = 1.6321 . . . .
As a major difference to the previous example we have improved upper bounds for the classical Euler
scheme Xcℓ , namely,
(14) varcℓ = O
(
2−2ℓ
)
and, consequently,
(15) | biascℓ | = O
(
2−ℓ
)
.
For the numerical experiments we proceed as in the previous section. As for the geometric Brownian
motion, the upper bounds (14) and (15) are very well reflected in the actual bias and variance decays, and
we observe no essential difference between the random bit and the classical Euler scheme, see Figure 4.
For both multilevel algorithms the root mean squared error is again almost equal to the accuracy
demand, see Figure 5.
Due to the improved upper bounds for the variance and bias it is natural to expect that cost∗ε is
proportional to (rmse∗ε)
−2
. This is in line with the numerical results in Figure 6. Furthermore, we have
κbit/κc = 6.85.
3.3. Cox-Ingersoll-Ross Process. Here we consider the Cox-Ingersoll-Ross process X that solves
dX(t) = (3/2−X(t)) dt+ 2 ·
√
X(t) dW (t), t ∈ [0, 1],
with initial value x0 = 1, as well as f given by (13). We have
E(f(X)) = exp(−1) + 3
2
(1− exp(−1)) = 1.3160 . . . ,
see, e.g., [3, Eqn. (19)]. To get a well-defined variant of the Euler scheme we take the positive part in
every Euler step, i.e., we take the maximum with 0 of the right-hand side in (3) and (5).
Furthermore, we compare this Euler scheme with a truncated Milstein scheme, which is proposed and
analyzed in [9]. For this scheme the right-hand side of (3), and similarly also for (5), is replaced by
ΘtMil(Xℓ(tk−1,ℓ), 2
−ℓ, Vk,ℓ), where
ΘtMil(x, h, w) = max
(
0,
(
max
(√
h,
√
max(h, x) + w
))2
+ (1/2− x) · h
)
.
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Figure 4. Ornstein-Uhlenbeck process at final time: bias and variance vs. level
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Figure 5. Ornstein-Uhlenbeck process at final time: root mean squared error vs. accu-
racy demand
The resulting schemes are denoted by Xc,tMilℓ and X
bit,tMil
ℓ . For the Euler scheme no polynomial strong
convergence rate is known. For the truncated Milstein scheme the strong convergence result from [9,
Thm. 1] implies
(16) varc,tMilℓ = O
(
2−ℓ/2+ε·ℓ
)
and
(17) | biasc,tMilℓ | = O
(
2−ℓ/2+ε·ℓ
)
for every ε > 0. This strong convergence rate is the best known convergence rate for the Cox-Ingersoll-
Ross process, see [8, Fig. 1.1].
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Figure 6. Ornstein-Uhlenbeck process at final time: cost vs. root mean squared error
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Figure 7. Cox-Ingersoll-Ross process at final time: bias and variance vs. level
For the numerical experiments we proceed as in the previous sections. The decay of the bias for all four
variants is similar to the decay of the bias for the Ornstein-Uhlenbeck process. The decay of the variance
for both variants based on the Euler scheme is similar to the decay of the variance for the geometric
Brownian motion. The decay of the variance for both versions based on the truncated Milstein scheme
is similar and substantially faster. Note that the upper bounds (16) and (17) seem to be too pessimistic,
cf. the conjecture in [9, Fig. 5].
For all four algorithms the root mean squared error is almost equal to the accuracy demand, see
Figure 8, as is the case of the SDEs considered before.
Finally we relate cost∗ε to the root mean squared error rmse
∗
ε, see Figure 9. The exponent γ of the
logarithmic term is equal to 1.2 for both variants that are based on the Euler scheme and equal to 0.5
for both variants that are based on the truncated Milstein scheme. The better log-exponent corresponds
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Figure 8. Cox-Ingersoll-Ross process at final time: root mean squared error vs. accu-
racy demand
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Figure 9. Cox-Ingersoll-Ross process at final time: cost vs. root mean squared error
to the faster decay of the variances. Furthermore, we have κbit/κc = 3.51 and κbit,tMil/κc,tMil = 6.52,
and the multilevel algorithm based on the Euler scheme with random numbers has roughly the same root
mean squared error as the multilevel algorithm based on the truncated Milstein scheme using random
bits in the range considered in Figure 9.
Acknowledgement
Mike Giles was partially supported by the UK Engineering and Physical Science Research Council
(EPSRC) through the ICONIC Programme Grant, EP/P020720/1. Lukas Mayer was supported by the
Deutsche Forschungsgemeinschaft (DFG) within the RTG 1932 ‘Stochastic Models for Innovations in the
Engineering Sciences’.
12 GILES, HEFTER, MAYER, AND RITTER
Appendix
We present the proofs of Lemma 1 and Lemma 2. For notational convenience we consider the case
d = 1. Recall that Z(0,1), . . . , Z(ℓ,2
ℓ−1) are independent and standard normally distributed.
The distribution of U
(i,j)
ℓ is symmetric with respect to 1/2, so that E(Y
(i,j)
ℓ ) = 0. Moreover, we have
Var(Y
(i,j)
ℓ ) = 1 by construction. It follows that E(Vk,ℓ) = 0 and
Var
(
Vk,ℓ
)
=
(
∆
(0,1)
k,ℓ
)2
+
ℓ∑
i=1
2i−1∑
j=1
(
∆
(i,j)
k,ℓ
)2
= Var
(
∆
(0,1)
k,ℓ · Z(0,1) +
ℓ∑
i=1
2i−1∑
j=1
∆
(i,j)
k,ℓ · Z(i,j)
)
= Var
(
Wℓ(tk,ℓ)−Wℓ(tk−1,ℓ)
)
= 2−ℓ
due to (11) and the convergence of the Lévy-Ciesielski representation.
We have
Var
(
Φ−1 ◦ U (i,j)ℓ
) ≤ 1,
see the end of the proof of [7, Thm. 1], and in particular for i = ℓ
Var
(
Φ−1 ◦ U (ℓ,j)ℓ
) ≤ 4/5,
which follows from a simple computation. It follows that
Var
(
V ′k,ℓ
)
=
(
∆
(0,1)
k,ℓ
)2 · Var(Φ−1 ◦ U (0,1)ℓ )+ ℓ∑
i=1
2i−1∑
j=1
(
∆
(i,j)
k,ℓ
)2 · Var(Φ−1 ◦ U (i,j)ℓ )
≤ (∆(0,1)k,ℓ )2 + ℓ−1∑
i=1
2i−1∑
j=1
(
∆
(i,j)
k,ℓ
)2
+
2ℓ−1∑
j=1
(
∆
(ℓ,j)
k,ℓ
)2 · Var(Φ−1 ◦ U (ℓ,j)ℓ )
≤ 2−ℓ −
2ℓ−1∑
j=1
(
∆
(ℓ,j)
k,ℓ
)2 · (1−Var(Φ−1 ◦ U (ℓ,j)ℓ ))
≤ 2−ℓ − 1/5 ·
2ℓ−1∑
j=1
(
∆
(ℓ,j)
k,ℓ
)2
= 9/10 · 2−ℓ.
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