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Resumen
Las nuevas formas de interaccio´n
y transmisio´n de conocimiento son el
producto del desarrollo de las tec-
nolog´ıas digitales, en particular, aque-
llas fuertemente influenciadas por la
creacio´n de mundos artificiales.
Para la optimizacio´n de la comu-
nicacio´n, las investigaciones en el a´rea
plantean como uno de sus principales
retos la incorporacio´n de aprendizaje
a las entidades inmersas en el mun-
do virtual, principalmente a aquellas
formas de vida artificial como los per-
sonajes virtuales.
Una condicio´n a tener en cuenta es
que las entidades artificiales deben ser
realistas y responder diligentemente
a eventos en entornos interactivos y
dina´micos. Esto da a lugar a una am-
plia variedad de enfoques utilizados
para satisfacer estas necesidades.
Como consecuencia, actualmente
la vida artificial ha dejado de ser un
to´pico exclusivo del a´rea de la In-
teligencia Artificial para convertirse
en un problema cuya solucio´n es
multidisciplinar. Consolidando firme-
mente la tendencia de incorporar
te´cnicas de Inteligencia Artificial a en-
tornos de Realidad Virtual para la
creacio´n de vida artificial.
Esta propuesta de trabajo es-
tablece los lineamientos a seguir para
la construccio´n de vida artificial en
el contexto de la tecnolog´ıa de Rea-
lidad Virtual, enfatizando la creacio´n
de personajes virtuales.
Palabras Claves : Realidad Virtual, Com-
putacio´n Gra´fica, Interfaces Humano-
Computadoras, Vida Artificial, Personajes Vir-
tuales.
Contexto
La propuesta de trabajo se lleva a cabo den-
tro de la l´ınea de Investigacio´n “Procesamien-
to de Informacio´n Multimedia” del proyecto
“Nuevas Tecnolog´ıas para un tratamiento in-
tegral de Datos Multimedia”. Este proyecto es
desarrollado en el a´mbito del Laboratorio de
Computacio´n Gra´fica de la Universidad Na-
cional de San Luis.
1. Introduccio´n
Las aplicaciones gra´ficas 3D en tiempo real,
que reproducen escenarios tridimensionales y
proporcionan cierto grado de interaccio´n entre
el usuario y distintos elementos del mundo vir-
tual simulado, han experimentado un notable
auge gracias a la evolucio´n tecnolo´gica desarro-
llada por sus principales componentes, es de-
cir, los subsistemas gra´ficos y de computacio´n,
las te´cnicas de animacio´n, etc.. Dentro de este
a´mbito, el subconjunto de aplicaciones gra´ficas
que requieren el mantenimiento de algu´n tipo
de personaje o criatura virtual, con indepen-
dencia de su grado de autonomı´a, no se han
visto excluidas de la citada evolucio´n. En este
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sentido, la excelente calidad gra´fica alcanzada
por la mayor´ıa de estas aplicaciones visuales,
ha generado las correspondientes expectativas
asociadas al comportamiento e inteligencia de
los personajes o actores 3D simulados. Estas
expectativas, generalmente cubiertas con efi-
cientes formalismos reactivos, han motivado
que la investigacio´n gra´fica haya comenzado la
bu´squeda de sistemas inteligentes con mode-
los geome´tricos complejos, capaces de crear la
ilusio´n de un comportamiento natural.
Toda entidad virtual posee cierto grado de
reaccio´n a los eventos externos, y en particular
los personajes virtuales suelen incorporar ras-
gos inteligentes tales como: Autonomı´a, Proac-
tividad y Sociabilidad. Sin embargo, cuan-
do los personajes presentan rasgos de perso-
nalidad y emociones adquieren la categor´ıa de
Agentes Conversacionales. Los agentes conver-
sacionales poseen un cuerpo y habilidades de
conversacio´n lo cual les ha permitido conver-
tirse en un nuevo tipo de interfaz hombre-
ma´quina [1].
Los primeros sistemas de aplicacio´n con
agentes conversacionales se enfocaron en re-
producir u´nicamente las habilidades ba´sicas de
la conversacio´n humana, incluyendo cuerpos
ru´sticos y presentando un habla mono´tono con
gestos simples y expresiones faciales limitadas.
Algunos sistemas basados en la voz ofrec´ıan
sencillas sincronizaciones de labios, mejorando
en gran medida la experiencia del usuario, pero
acciones como la mirada y el gesto se encon-
traban ausentes o eran producidas al azar para
crear una sensacio´n de vivacidad [2].
Actualmente, los agentes conversaciones
presentan un aspecto similar al humano, tan-
to en apariencia como en comportamiento,
capaces de exhibir caracter´ısticas conversa-
cionales, estados emocionales, rasgos de per-
sonalidad, entre otros. Estas entidades pre-
tenden incrementar la calidad de comunicacio´n
entre los humanos y las computadoras, ya que
son disen˜adas para comunicarse e interactuar
de la misma forma que lo hace un humano. Por
lo cual deben tener las mismas cualidades que
un humano en una conversacio´n cara a cara [3]
[4].
Como consecuencia, la creacio´n de este tipo
de humanos virtuales demanda un alto realis-
mo de simulacio´n integrado. Es deseable que
sean reactivos, ya que se espera que respon-
dan tanto al usuario como a otros eventos i-
nesperados del entorno. Tambie´n deber´ıan ser
cre´ıbles de forma que proporcionen la ilusio´n
de estar vivos realmente, permitiendo que el
usuario pueda verse reflejado en ellos. Final-
mente deben ser interpretables ; el usuario debe
ser capaz de interpretar sus respuestas a las
situaciones, incluyendo su dina´mica cognitiva y
su estado emocional, utilizando el mismo com-
portamiento verbal y no verbal que las per-
sonas utilizan para comprenderse mutuamente
[5].
El desaf´ıo de implementar comportamien-
tos reactivos, cre´ıbles e interpretables falla en
gran medida debido a los algoritmos de ani-
macio´n y su coordinacio´n al representar el
cuerpo del humano virtual en s´ı mismo .
Por otro lado, debido a que la comuni-
cacio´n humana implica conductas verbales y
no verbales, el e´xito de una conversacio´n ‘na-
tural’ depende del nu´mero de canales o moda-
lidades utilizados para transmitir informacio´n
al usuario. Cuando mu´ltiples canales se em-
plean en una conversacio´n es comu´n referirse
a ella como multimodal; como consecuencia,
a los personajes virtuales que poseen esta
propiedad se los denomina ‘Agentes Multi-
modales ’.
Entre los canales utilizados por un agente
multimodal se encuentran las palabras, la
entonacio´n del discurso, los gestos de las
manos, la expresio´n facial, la postura cor-
poral, la orientacio´n y la mirada; donde ca-
da una de estas conductas deber´ıan ser con-
sistentes entre s´ı. Por lo tanto, para lograr
un comportamiento realmente vivo se requiere
que mu´ltiples canales del personaje esten re-
producie´ndose simulta´neamente. Si se desean
implementar interpretaciones humanas cohe-
rentes, los movimientos del cuerpo deben ser
coordinados y sincronizados con cada carac-
ter´ıstica del humano virtual, desde los gestos,
movimientos de cabeza, pestan˜as, cejas y cam-
bios de postura, permitiendo aumentar el dis-
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curso de dia´logo [6] [7] [8].
Y mas au´n, las entidades virtuales deben
atender tambie´n aspectos relativos a su au-
tonomı´a e inteligencia, donde el proceso de
toma de decisiones resume el principal pro-
blema que estos personajes deben afrontar
para proporcionar una animacio´n consistente
de su comportamiento. En este contexto, una
animacio´n consistente consistira´ en el manteni-
miento de una actuacio´n robusta en base al es-
tado de escenario, como entorno de simulacio´n
dina´mico, y al rol prefijado para el personaje de
simulacio´n para el cual pueden definirse mu´lti-
ple objetivos [9] [10].
2. L´ıneas de Investigacio´n
y Desarrollo
En funcio´n de lo anteriormente expresa-
do, un personaje conversacional virtual deber´ıa
poder brindar una interfaz que permita la co-
municacio´n con el usuario mediante el uso de
diferentes lenguajes de comunicacion (verbales
y no verbales) capaces de provocar una sen-
sacio´n de entidad viva. De acuerdo al enfoque
y complejidad del comportamiento implemen-
tado en un personaje, se pueden definir dos
grandes l´ıneas de investigacio´n a seguir:
Agentes Virtuales Auto´nomos. Poseen la
capacidad de desenvolverse por s´ı mis-
mos dentro del ambiente en el que se en-
cuentran inmersos, actuando y reaccio-
nando a su entorno. Su representacio´n
gra´fica (en el caso de que posean una)
no necesariamente debe tener una corres-
pondencia con una persona o cualquier
otro tipo de entidad existente en el mun-
do real. Sin embrago, la creacio´n de un
agente usualmente intenta imitar el ra-
zonamiento lo´gico del hombre, con el ob-
jetivo de lograr obtener un protocolo de
toma de decisiones que permita reflejar
cierto grado de autonomı´a e interactivi-
dad [11] [12].
Humanos Virtuales Auto´nomos. Inten-
tan imitar las funciones humanas en
su totalidad exhibiendo conductas ma´s
complejas basadas en estados emo-
cionales y como resultado de un proce-
so de razonamiento en concordancia con
su situacio´n dentro del ambiente; tal co-
mo se esperar´ıa de un humano real. Co-
pian la apariencia f´ısica de su correspon-
diente homo´logo en el mundo real, ‘el ser
humano’. Como consecuencia, la simu-
lacio´n suele ser un cuerpo parlante ani-
mado con expresiones faciales, s´ıntesis
de voz con algu´n tipo de sincronizacio´n
labial y, algunas veces, sofisticadas re-
presentaciones gra´ficas en 3D que incor-
poran operaciones como cambiar de pos-
turas, mantener el equilibrio del esquele-
to, alcanzar/manipular/depositar obje-
tos correctamente, sen˜alar y realizar
otros gestos manuales, movimientos de
cabeza, entre otros; pudiendo llegar a ser
extremadamente compleja [13] [14] [15].
Si bien los estudios se centrara´n en los
personajes conversacionales en general, la tec-
nolog´ıa y modelos a desarrollar podra´n adap-
tarse perfectamente a aplicaciones en am-
bientes inteligentes tales como gu´ıa de turis-
mo para visitantes de museos, o aplicaciones
de domo´tica, entre otras.
3. Resultados obtenidos /
esperados
El grupo de trabajo, adema´s de pertenecer
a un proyecto de investigacio´n de la Univer-
sidad Nacional de San Luis, se encuentra de-
sarrollando tareas dentro del marco de un
Proyecto ALFA III de la Comunidad Europea,
denominado GAVIOTA (Grupos Acade´micos
para la VIsualizacio´n Orientada por Tec-
nolog´ıas Apropiadas), en el que participa la
UNSL en conjunto con otras universidades de
America Latina y Europa.
En funcio´n de ello, se han desarrollado in-
vestigaciones para conocer el estado del arte a
nivel mundial y principales enfoques, me´todos
y te´cnicas existentes en relacio´n con el com-
portamiento auto´nomo de las entidades de un
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escenario virtual con el propo´sito de incorporar
a futuro nuevos conceptos a los ya existentes,
tanto matema´ticos como basados en la f´ısica.
Actualmente se han realizado algunos de-
sarrollos los cuales han sido contextualizados
dentro de un sistema de RV para la prevencio´n
de accidentes de tra´nsito urbano con escena-
rios experimentales de la ciudad de Concep-
cio´n (Chile). Este trabajo se ha abordado en
forma conjunta con la Universidad de Bio Bio
(Chile).
4. Formacio´n de Recursos
Humanos
Los trabajos preliminares de estudio del arte
han permitido la realizacio´n de trabajos de fin
de carrera de la Licenciatura en Ciencias de la
Computacio´n, as´ı como tambie´n la definicio´n
de un trabajo de tesis de Maestr´ıa en Ciencias
de la Computacio´n, actualmente en ejecucio´n.
Asimismo se ha obtenido una beca de finali-
zacio´n de carrera otorgada por la Secretar´ıa
de Ciencia y Te´cnica de la Fac. de Cs. F´ısico
Matma´ticas y Naturales de la UNSL.
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