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A multivariate concordance ordering is defined by the ordering of the multi- 
variate distribution functions and corresponding survival functions. Multivariate 
versions of Blomqvist’s 4, Kendall’s r, and Spearman’s p, that are increasing 
relative to the concordance ordering, are obtained. c 1990 Academic Press, Inc. 
1. INTRODUCTION 
An ordering of multivariate concordance, which generalizes a bivariate 
concordance ordering in Yanagimoto and Okamoto [24], Tchen [23], 
and Cambanis, Simons, and Stout [3], is defined and used to obtain 
measures of multivariate concordance that generalize Kendall’s r, 
Blomqvist’s q, and Spearman’s p. Random variables are concordant if they 
are tend to be all large together or all small together (relative to their 
medians). For the bivariate case, negative concordance means that if one 
variable is large, then the other tends to be small. Negative multivariate 
concordance is not as clear a concept but we will give some “characteriza- 
tions” of it. 
One purpose of this paper is to extend some results for bivariate dis- 
tributions to multivariate distributions. This is not always easy partly 
because the Frechet lower bound is generally not a distribution function, 
except in the bivariate case. Joe [8,9] defined an ordering of “functional” 
dependence and measures of dependence which are valid in bivariate, mul- 
tivariate, and more general situations. These should be useful as descriptive 
statistics for data. In addition it would be useful to have measures of 
concordance or monotone dependence for three or more (quantitative or 
ordinal categorical) variables, so that together with the measures of multi- 
variate dependence in Joe [9], one has some idea whether the dependence 
between variables is monotone or nonmonotone. 
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The multivariate concordance ordering, which is based on multivariate 
cumulative distribution functions and multivariate survival functions, is 
given in Section 2; some of its properties and some families which are 
ordered relative to the concordance ordering are also given. In Section 3, 
families of measures of concordance that are increasing relative to the 
concordance ordering are proposed. Some asymptotic relative efficiency 
comparisons are made on the corresponding sample versions when they are 
used as test statistics for independence. 
2. MULTIVARIATE CONCORDANCE ORDERING 
Some notation and terminology used throughout this article are the 
following. F or G denotes an m-dimensional cumulative distribution 
function (cdf), where m > 2 and F or G is the corresponding survival 
function. If F is the cdf of a random vector X= (Xi, . . . . X,), then 
F(x)=F(x,, . . . . x,) = Pr(X, < x/, j= 1, . . . . m) and F’(x) = F(x 1, . . . . %I)= 
Pr(X, > xi, j = 1, . . . . m).Asetoftheform(-co,x,]x...x(-cqx,]isa 
lower orthant and a set of the form (xi, CO) x ... x (x,, co) is an upper 
orthant. The univariate marginal distributions of F are denoted by F,, . . . . F,,, 
and the higher dimensional marginals are denoted by F,, where S is a subset 
of { 1, . ..) m} with cardinality at least 2. If F,, . . . . F,,, are univariate distribu- 
tions, T(F,, . . . . F,,,) is the set of multivariate distributions with univariate 
margins Fj, j= 1, . . . . m. 
Concordance of random variables means that they all tend to be large 
together or small together so that the Definition 2.1 below is an intuitive 
definition for ordering distributions by concordance. 
DEFINITION 2.1. Let F, G be two cdfs with corresponding survival - - 
functions F, G. Then G is more concordant than F (written F<, G) if 
F(x) < G(x) and F(x) 6 G(x) vx E sm. (2-l) 
Note that by taking xj to be finite and the other arguments in (2.1) to 
be f co, F and G have the same jth univariate marginal distribution 
(j= 1, . . . . m) if F<, G. Also F<, G implies F,<, Gs for all corresponding 
bivariate and higher ordered marginal distributions. 
Definition 2.1 can alternatively be written as 
j ‘h(x) Wx) G j $(x1 dG(x) (2.2) 
for all $ which are indicators of sets that are upper or lower orthants. 
Hence if F<, G, (2.2) holds for all functions Ic/ that are limits of positive 
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linear combinations of a constant function with indicators of upper and 
lower orthants. All such functions I,$ are (noncontinuous) L-superadditive 
or lattice-superadditive as defined in Marshall and Olkin [14] and Boland 
and Proschan [2]. The definition of an ordering based on L-superadditive 
functions is given in Appendix 1; an example to show that this definition is 
not implied by Definition 2.1 is also included in this appendix. 
We find the weaker Definition 2.1 to be more useful as a concordance 
ordering because it can be more easily checked. To understand this 
ordering better, we give examples of some parametric families, including 
the multivariate normal and elliptically contoured, where the concordance 
ordering is equivalent to a partial ordering among the parameters. The 
members of these families which are at the lower end of the concordance 
ordering help to characterize negative concordance. 
EXAMPLE 2.2. Let F be a discrete multivariate distribution. Suppose it 
has positive masses at the four distinct points, xi, x2, x, v x2, xi A x2. Let 
G be obtained from F by adding the mass E > 0 at the points 
Xl v x2, XI * x2, and subtracting the mass E at the points xi, x2. Then 
F<, G. 
This can be generalized to get the following family of continuous 
m-variate distributions with support on [ - 1, 11”. For -2-” Q 
660.5-2-“, let F( .; 6) have a constant density on each of the 2” 
orthants (determined from the origin), where the constant is 2-” + 6 for 
the orthants [0, 11” and C-1, O]“, and 2-“-d/(2”-l- 1) for the 
remaining 2” - 2orthants.ThenF(.;6,)<,F(.;6,)if6,<6,.When6=0, 
then F is the distribution function for m independent uniform random 
variables on the interval [ - 1, 11. 
EXAMPLE 2.3 (Elliptically contoured distributions). Let Z= (Z,, . . . . Z,)’ 
have a spherically symmetric distribution, with density g(zTz), ZE !Rm, 
where g satisfies S; g(t) tmi2- ’ dt < co, and the superscript T is for trans- 
pose. Let C be a nonsingular positive definite matrix with determinant ICI. 
The family of elliptically contoured distributions indexed by Z: is 
JCI -u2 g(xTC-‘x), XE!Xrn. 
This can be extended to a singular nonnegative define ,J? by the represen- 
tation X= (X,, . . . . X,)’ = AZ, where A is a lower triangular matrix defined 
through the Cholesky decomposition C = AAT (see, for example, Stewart 
[22]). If C is singular, then X does not have a density in sm. Since the 
indices for Z are arbitrary, this representation shows that X1, . . . . X,,, each 
have the same marginal distribution as the Zj. Also it follows from the 
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representation that C is a correlation matrix if Diag(C) is a vector of l’s, 
since Cov(Z,, 2,) = 0 for i # j. 
Let Y be the set of nonnegative definite matrices with l’s on the 
diagonal. Let F(x; C) be the family of elliptically contoured cdl’s based on 
g and let F(x; C) be the corresponding survival functions. It follows from 
a result of Das Gupta er al. [S] and later proved in a different way by 
Joag-dev et al. [7] that for Z = (oij) E 9, F(x; C) is nondecreasing in 
aii = aji for all x and all i # j. By symmetry, the same monotonicity applies 
to P(x; Z). Hence by Definition 2.1, 
for ,Z,REY if 
F(.;Z)<,,F(.;ft) (2.3) 
aii60ii Vi# j. (2.4) 
Note that a special case of an elliptically contoured family is the multi- 
variate normal family with g(t) = (2x)-“‘* exp( - t/2). The result of Das 
Gupta et al. [S] generalizes Slepian’s result [20] for the multivariate nor- 
mal family. In Appendix 2, we provide a proof of (2.3) that is much shorter 
and more elementary than any previous proof; the closest existing proof is 
that of Chartres [4]. 
Relation (2.4) is a partial ordering among C, Q E Y. For this example, 
we can partly characterize the Z that are at the upper end and at the lower 
end of the partial ordering and hence we have the most concordant and the 
least concordant distributions in the family. The unique maximal C E Y is 
the m x m matrix of l’s and there are infinitely many minimal ZE Y if 
m > 3. 
THEOREM 2.4. Let .Z E Y and let p be muitiplicity of zero as an eigen- 
value for C. Necessary conditions for C E Y to be minimal are (i) ICI = 0 or 
0 < p < m, (ii) if p = 1, then eigenvectors of C corresponding to be zero 
eigenvalue have nonzero components all with the same sign, and (iii) ifp > 1, 
then a basis bi= (bil, . . . . b,)=, i = 1, . . . . p, for the eigenspace of the zero 
eigenvalue does not satisfy condition (D), where condition (D) is: 
bi,j,=-l, b,j,=O, rfi, for some ji, i=l,..., p; j, ,..., jp are 
distinct; for some j:, . . . . jt, with 1 <q < p, all distinct from 
j,, . . . . jp, b,, > 0 for all i, 1 and xy=, b,, > 0 for each i. 
Proof: The condition I.E[ =0 is clearly necessary because aii= aji for 
any i # j can always be decreased until the boundary of Y is reached and 
ICI =0 on this boundary. For Z with I,Z’I =O, let N be the eigenspace 
corresponding to the zero eigenvalue, and p (1 <p < m) be the dimension 
of N. Let X= (Xi, . . . . X,)’ be a multivariate normal random vector with a 
683/35/l-2 
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zero mean vector and covariance matrix 2. If b = (b, , . . . . b,)T is in 7V, then 
bTCb = 0 and b’X= 0 with probability 1. 
First consider the case p = 1. If b has both positive and negative com- 
ponents, then without loss of generality, assume that the indices of z‘, b, 
and X have been permuted so that b,,_ , < 0 and 6, > 0. Then the partial 
correlation of X,,-, and X, given X,, . . . . X,,- z is 1, and g,,- ,.m = (T,,, ._ i 
can be decreased (without affecting the other aii’s) until the partial correla- 
tion is - 1. This corresponds to changing the sign (from positive to 
negative) of um,m _ , , where AAT is the Cholesky decomposition of C. 
Hence condition (ii) is valid. 
Now suppose p > 1. This means that there are p linearly independent 
vectors bj = (bi,, . . . . bim)T such that bTX=O with probability 1. Suppose r 
is such that condition (D) is satisfied; we will show that 2 is not minimal. 
Assume ji=m-p+ i and j: =m- p without loss of generality, and 
assume bi,mPp > 0 for at least one i. Then each of X,,-,+ i, . . . . X, can be 
written as a linear function of Xi, . . . . XmPP with the coefficients of X,+, all 
being nonnegative and at least one positive for the p linear functions. Let 
J= Ij: bj--m+p,mpp >O, m-p+ 16 j<m} and let I= {j: bj-,+p,m-p=O, 
m - p + 1 < j < m ). The partial correlation of Xi with X,-p given 
x , , . . . . X,,, -p- i is 1 for je J and 0 for je I. This means that the matrix A 
of the Cholesky decomposition satisfies a, ~p,m --p > 0, aj,m--p > 0 for je J, 
aj,m -p =0 for jeZ, and a,,.=0 for j’>m-p and j in Jor I. By changing 
the sign of aj,m-p for all je J, the corresponding partial correlations 
become - 1, and aj,m-p = (T,,-~,~, jE J, have been decreased with the 
remaining aili, unchanged. Therefore if C is minimal, condition (D) cannot 
be satisfied. m 
Remark. If the condition (D) in Theorem 2.4 is satisfied, then clearly 
every nonzero b in N has at least one positive and one negative component. 
It is an open question whether the converse is true. If the converse is true 
then (ii) and (iii) in Theorem 2.4 can be simplified to the condition that 
some nonzero eigenvector in the eigenspace of the zero eigenvalue has 
all nonzero components with the same sign. This last property is not a 
sufficient condition for minimality for m 2 4. For example, consider 
l-l 0 0 
cc i -:, :, ; ; 
0 0 1 
y 1 
1 
zero is an eigenvalue of multiplicity 2 and (1, 1, 0, O)= is an eigenvector 
corresponding to the zero eigenvalue. 
Example 2.3 and Theorem 2.4 mean that if the random vector X has a 
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distribution which is small relative to the concordance ordering, then there 
is a positive linear combination of the components Xj that is constant 
(zero). Zero in the example is the median of the Xj’s so that the negative 
concordance of these distributions means that the Xis cannot all be 
simultaneously larger (smaller) than the median. This can be conceptually 
generalized as follows. The function x,x1 is L-superadditive in two real 
arguments. If the second moments of F and G exist and X= (X,, . . . . X,) 
has distribution F and Y= (Y,, . . . . Y,) has distribution G, then F<,. G 
implies that E Xj = E Yj, j = 1, . . . . m, E XjXk Q E Y, Y, and Cov(X,, X,) < 
Cov(Y,, Y,) Vj # k. Therefore xix, bib, Cov(X,, X,) < x,x, bjbk 
Cov(Yj, Yk) ifb,BO,j= 1, . . . . m. Equivalently, Var(bTX) < Var(bTY) for all 
vectors b of nonnegative reals. More generally, Var(Cjbj g(X,)) < 
Var(xjbjg( Y,)) if bj > 0 and g is monotone. Therefore, if X has 
distribution F, F is low in the concordance ordering over T(F,, . . . . F,) if 
Cbjg(Xj)/cj lb,1 is constant or near constant for a monotone function g 
and nonnegative reals b, (at least two positive). 
3. MEASURES OF CONCORDANCE 
In this section, we look at generalizations of Blomqvist’s q, Kendall’s r, 
and Spearman’s p [ 1, 10,211 to continuous multivariate distributions. All 
of these are measures of concordance for bivariate distributions, and 
Yanagimoto and Okamoto [24] and Tchen [23] have shown that thet are 
all increasing relative to the (bivariate) concordance ordering. The 
currently used measures of multivariate concordance are average pairwise 
bivariate measures, with the averaging being over all distinct bivariate 
margins, and these do not take advantage of the multivariate structure. The 
proposed measures of concordance are increasing with respect to <, and 
they are invariant with respect to strictly increasing transformations on any 
component of a random vector. 
3.1. Generalization of Blomqvist’s q 
Blomqvist’s q is based on the probabilities of being in the four quadrants 
where the jth coordinate is partitioned at the median of the jth univariate 
margin, j= 1,2. In m dimensions, the same partitioning leads to 2” 
orthants. Let the medians be denoted by pL1, . . . . pm. If F<, G, then 
for all S. 
Let F be a continuous m-variate distribution and let X= (X,, . . . . X,) 
have distribution F. Let B,., -k be the subset (x1, . . . . x,) of ‘W with xi > p, 
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for k indices and xi < pJ for m -k, or X, < p, for li indices and X, > pi for 
m-k. A generalized q is defined to be 
(3.1.1 ) 
where m’= [(m + 1)/2], ulk are such that (i) w, > u’, , > ... 3 M’,,,, (ii) 
q(F) = 1 if F(x) = mini F,(x,) (perfect dependence), which means ~7, = 1, 
and (iii) q(F) = 0 i.f F(x) = nj Of,, which means that CT=,,, M:~(:) = 0 if 
m is odd and ~C~=,.+,M’~(~)+M’,,(~,)=~ if m is even. For m=2, 
w2 = 1, wr = - 1 leads to Blomqvist’s q. 
There are further conditions on wk in order for q(F) to be increasing 
with respect to the concordance ordering <C. Let s be a string with k +‘s 
and (m -k) -‘s or k -‘s and (m -k) +‘s (+ for above median and - for 
below median). If the i,, . . . . i, positions, with i, < . . . < i,, 12 2, of s all have 
the same signs, then we say that s is agreeable with respect to (i,, . . . . i,), 
otherwise we say that s is disagreeable with respect to (i,, . . . . ii). Let /I, be 
nonnegative constants for /3 2. The total score u’k assigned to s over all 
I-tuples with 12 2 is accumulated from /II for any I-tuple for which s is 
agreeable and -p,/(2’- ’ - 1) for any I-tuple for which s is disagreeable. 
(The reasoning is that there are two possible agreeable I-tuples and 2’- 2 
disagreeable I-tuples for fixed (i,, . . . . i,). If F = n, F,, all I-tuples of signs are 
equally likely and the expected score is [2/?, - (2’- 2) 8,/(2’- ’ - l)] . 
2 -’ = 0. As F increases relative to i r, the probability of agreeable l-tuples 
increases. ) Hence 
wk= f PrCcs -4/m.- ’ - 1 )I, (3.1.2) 
I=2 
where c~~=(:)+(~;~) and &=(7)-clk. 
With /I, 2 0, I= 2, . . . . m, wk is (3.1.2) are nondecreasing in k. Then the 
only other constraint on the /II is that w, = 1. If f12 = l/(T) and the other 
B’s are zero, then q becomes the average pairwise Blomqvist’s 
q = (C,,,, qjf)/(T), where q,jf is the bivariate Blomqvist’s q for the (j, j’) 
margin; in this case the minimum possible value of q is w,, = - l/(m - 1) 
if m is even and - I/m if m is odd. At the other extreme, /I,,, = 1 and the 
other j?‘s are zero and the minimum possible value for q is 
Wk = - l/(2”- l- 1 ), m’ Q k < m; this is the largest possible minimum value 
of q over the class defined through (3.1.2). 
The class of measures of concordance will be clearer from looking at 
the cases m= 3,4, 5. For m=3, from (3.1.2), w3 =/13+3p2= 1 and 
w2 = -/I* --b3/3 = -i and there is a single measure q= Pr(XEB,.,)- 
;Pr(XE B,, i). The smallest possible value is - f. 
For m=4, wq=/?.,+4/13+6/12, w3= -/L/7, wz= -j34/7-4/?3/3-2j?2. 
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wq = 1 implies that w2 = - 4 + 4/?,/21 and a one-parameter family of 
measures result. The average pairwise q results with pZ = i, p3 = f14 = 0 and 
its smallest possible value is -4. If f14 = 1, the smallest possible value 
of q is - $. For m = 5, w5 = fi5 + SD, + lOc(, uz4 = -p5/15 + 3/?,/7 + 2a, 
w3 = -pS/15 - 5/?,/7 -2a, where IX = pZ + p3. wg = 1 implies that 
wq = 0.2 - 28, w3 = -0.2 + 8, 0 d a d 4, where B = 2/?,/15 + 28,/7, and a 
one-parameter family of measures result. The smallest possible value of the 
average pairwise q is - k, and for fls = 1, p., = 0, the smallest possible value 
of q is - h. In general, for m > 3, (3.1.2) defines a (m - m’ - 1 )-dimensional 
family of measures. 
The conditions on the wk in (3.1.2) are sufficient for q(F) to be increasing 
with respect to <C. The necessity of this or some other condition has not 
been proved. For m = 4, (3.1.2) does rule out something like wq = 1, w3 = 1 
and w2 = -G; since it is preferable not to have the measure of concordance 
take values less than - 1, conditions beyond those following (3.1.1) are 
needed. 
If Xi = (X;,, . ..) Xim), i= 1, . ..) n, is a random sample of size n from the 
distribution F, then the sample version of (3.1.1) is 
(3.1.3) 
i Lk J 
where for Bk,m-k, the medians pj may be known or estimated from the 
data. The form of the statistic in (3.1.3) assumes that no observation is at 
the boundary of Bk,m-k for any k. If some of the Xi lie on some boundary 
(for example, this will happen if Bk,m--k are determined from estimated 
medians), then Q can be modified so that these Xi contribute to more than 
one B,,, - k. A variable X, at ,uj is considered to be 2~~ with probability 
0.5 and <pj with probability 0.5. Hence if Xi has d components with 
X,<pj and r components with X,=pj, &wkZB,,_-,(Xi) in (3.1.3) is 
replaced by ~-‘C~+=~W,(,‘,), where w~=w,,-~ for kcm’. 
A way of comparing the families of measures q(F) (for m > 3) is by 
looking at asymptotic relative efficiencies of the corresponding Q’s when 
the Q’s are used as test statistics for independence. If the medians are not 
estimated and independence of the m random variables is assumed, n’12Q/a 
is asymptotically normal with a2 = Cr=,, w:( :)/2”-’ if m is odd, and 
a2 = C;=,,+, w:(T)/2”-’ + wj$( ;P)/2m if m is even. If pj is estimated by 
jiys, and the univariate margin Fj is differentiable at pj, j= 1, ..,, m, then let 
Q,, Q2 be the two forms of (3.1.3), the first with known medians and the 
second with the estimated medians. The above variance is still valid, 
because with a standard expansion, Q2 - q = ( Ql - q) + C S,(ii, - pi) + 
~,(n-“~) with the coefficients Sj all being zero for independence. 
We next provide calculations of efficacies for the multivariate (m < 5) 
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normal family F( .; p) with zero means, unit variances, and constant 
correlations p. The efficacy has the form ~‘(O)/CJ, where n-‘a’ is the 
asymptotic variance of Q assuming independence and q(p) = q( F( ; p) ). 
The asymptotic relative efficiency for Q’s from two different set of /Ys is 
then the ratio of two efficacies; the asymptotically more powerful test 
statistic for independence has the higher efftcacy. For the equicorrelated 
multivariate normal family, r]‘(O) can be obtained, even though q(p) does 
not have closed form. Let Z, be the identity matrix of order m and let 
J, be the m x m matrix of ones. The calculations of efficacies make use 
of the result that if C=(l -p)Z,+pJ,,,, then Z-‘=(l-p))‘Z,- 
p[(l-p)(l+(m-l)p)]-‘J,and l,?J=(l-p)‘+‘(l+(m-1)~). 
For m = 4, q’(O) = 2( 1 - P,/7)/n and 0’ = 3 -‘(0.5 - j3J7 + &‘14). The 
efficacy q’(O)/a is decreasing in p4, and is maximized with a value of 1.559 
at f14 = 0 and minimized with a value of 1.444 at b4 = 1. Hence the average 
pairwise Q has the largest efficacy. For m = 5, with /?= 2/?,/15 +28,/7 
(0 Q B G 3, t(o) = (2 - 5P)in, and o2 = 166’[1+5(0.2-2b)2+ 
lO( -0.2 + p)‘]. The efficacy is decreasing in B, and is maximized with a 
value of 2.013 at B = 0 (corresponding to the averaging pairwise Q) and 
minimized with a value of 1.644 at /I = &. For comparison with other sub- 
sections of Section 3, the efficacy for m = 2 and 3 are respectively 0.637 and 
1.103. 
A second family for which efficacies can be computed is the family in 
Example 2.2 indexed by 6. For ~(6) =q(F( .; S)), it is straightforward to 
show that q’(O) = 2( 1 + [2’+ ’ - l] -‘). Using the same CS’ as above, the 
efficacy is 4 for m = 2, 4.619 for m = 3, increasing from 5.599 to 6.047 for 
m = 4 as p4 goes from 0 to 1, and increasing from 6.746 to 8.262 as p goes 
from 0 to & for m = 5. Hence for this example, the pairwise average Q has 
the smallest efficacy for m = 4, 5. 
3.2. Generalization of Kendall’s 5 
Let F be a continuous m-variate distribution and let Xi= (Xi,, . . . . X,), 
i = 1,2, be independently distributed random vectors with distribution F. 
Let 0, = X,i - Xzj. Then 
Pr(Dj > 0 Vj or Dj < 0 Vj) = 2 Pr(Dj > 0 Vj) = 2 J, F(X) dF(x). 
m 
Kendall’s r for m = 2 is 4 SF(x) dF(x)- 1. Pi,, G and F, G continuous 
mean that 
jGdG-jFdF=j(G-F)dG+jFd(G-F) 
= j(G-F)dG+j(G-F)dF>O. (3.2.1) 
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For continuous F, we can define a class of measures of concordance 
which generalize Kendall’s r and which are similar to (3.1.1). Let 
7=7(F)= f WkPr((D,,...,D,)EB,,~,), 
k=m’ 
(3.2.2) 
where now B,,, -k is defined to be the set of reals in !Ki” with k positive 
components and m-k negative or k negative components and m-k 
positive. The wk are defined in (3.1.2) and have the same constraints as in 
Section 3.1. Since F<, G implies F, 4, Gs for all S and (3.2.1) holds, the 
definition of q(F) in Section 3.1 means that 7(F) is increasing with respect 
to the ordering <,. If fiz = l/(y) and the other p’s are zero, the average 
pairwise Kendall’s 7 results (see Hays [6]) and this is increasing with 
respect to the ordering <,. Note that the generalization of Kendall’s 7 in 
Simon [18, 191 is not a concordance measure. 
If Xi = (X,r, . ..) X,), i = 1, .*., n, is a random sample of size n from the 
distribution F, then the sample version of (3.2.2) is 
m 
T= 1 wk&%-&EBk,m-k), 
k=m’ 
(3.2.3) 
where B(x,-x,EBk.m~k)=[2/(n(n-1))]Ci<i,r,,,_k(xi-xi,). (With 
data rounded off so that there are ties, an adjustment similar to that 
following (3.1.3) can be made.) As in Section 3.1, we can compare the 
families of measures 7(F) (for m > 3) by looking at asymptotic relative 
efficiencies of the corresponding T’s when the T’s are used as test statistics 
for independence. From the theory of U-statistics (for example, Seffling 
[17, Chap. 5]), T is asymptotically normal. It is straightforward to obtain 
+n(n-l)(n-2) 
’ cov 1 wkzB,,m-k 
( 
G-1 -X2), c wb,,m-,(& -X3) 
k / > 
= 4n-’ cov c w,&,k,,_k 
( 
(Xl -~,),cw,ze,,m-,(~l-~3) +4n-‘). 
k I > 
(3.2.4) 
Let Ak,m-k be the subset of %“’ with k positive components and m-k 
negative components (k = 0, . . . . m). Let P(m, s, t), with 0 <s, t < m, be 
defined by Pr(X, - X, E A,,-,, X1 - X, E A,,- ,) for three m-variate inde- 
pendent and identically distributed random vectors X,, X,, X,. The 
22 HARRY JOE 
covariance term in (3.2.4) can be written as CkC, w~u’~[P(wz, k, I) + 
P(m, k, m - I) + P(m, m -k, I) + P(m, m -k, nt - /)I - Al. Under indepen- 
dence, P can be obtained recursively through the relation 
P(m,s,t)=$[P(m-l,s-l,t-l)+P(m-l,s,t)] 
+i[P(m-l,s,t-l)+P(m-l,s-l,t)] 
form~1,startingwithP(1,0,0)=P(1,1,1)=~,P(1,1,0)=P(1,0,1)=~, 
and defining P(m, s, t) = 0 if s < 0 or t -C 0. As a result, the asymptotically 
normal test statistic for independence based on T is rzli2T/, where for 
m = 3, 4, 5, c2 are respectively (1 + 4w, + 7wi)/3, (17 + 80~1, + 48~~ + 
164~: + 24Ow, w3 + 99w;)/162, (11+60w,+80~~~+135w~+480w~~~~+ 
53Ow;)/324. 
As in Section 3.1, we provide calculations of efficiencies for the equi- 
correlated multivariate (m = 4 and 5) normal family P( .; p) with zero 
means and unit variances. The efficacy is ~‘(O)/G, where q(p) = t(P’( .; p)) = 
q(F( .; p)) is the same as in Section 3.1. For m = 4, the efficacy $(0)/a is 
again decreasing in p4 with a value of 2.339 at f14 = 0 and 2.318 at p4 = 1. 
For m = 5, the efficacy decreases from a value of 3.020 at B = 0 to 2.939 at 
fl= A. For comparison with the other subsections, the efficacy for m = 2 
and 3 are respectively 0.955 and 1.654. 
For the family in Example 2.2 indexed by 6, let q(6) = z(P’( .; 6). By com- 
bining probability calculations from all pairs of the 2” orthants, q’(O) can 
be obtained. For m = 2 to 5, q’(O) are respectively 2, 1 - w2 = $, 
$ - wJ7 - 0.75w2, and 0.75 + 5w,/12 - 7wJ6. Using the same a2 as above, 
the efficacy in 3 for m = 2, 3.464 for m = 3, increasing from 4.199 to 4.334 
for m =4 as fi4 goes from 0 to 1, and increasing from 5.060 to 5.540 for 
m = 5 as /? goes from 0 to A. Hence for this example, the pairwise average 
T has the smallest efficacy for m = 4, 5. 
3.3. Generalization of Spearman’s p 
For a bivariate distribution F, with univariate margins F,, F,, Spear- 
man’s p is defined as 
(F,(x,)-OS)(F,(x,)-0.5)dF(x,,x2) 
= 12 11 (0.5 -F, (x,))(O.5 -F2(x2)) dP(x,, x2) 
=12 ~,(X,)~2(x2)dF(xl,X2)-3. 
ss 
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p is zero if F= F, F2, 1 for perfect positive dependence (F= min (F, , F2 > ), 
and - 1 for perfect negative dependence (F = max (0, F, + F2 - 1 } ). Since 
F, (xi) F2(xz) is an L-superadditive function, p is increasing relative to the 
concordance ordering on T(F,, F2). To consider generalizations to the 
multivariate situation, we note that y, y2 y, is an L-superadditive function 
if vj are restricted to be nonnegative and that ( y, - a)( y, - a)( y, -a) for 
a constant a is not L-superadditive. Our generalization of Spearman’s p 
will be based on the following lemma. 
LEMMA 3.3.1. Suppose g, , . . . . g, are all nonnegative nondecreasing jiinc- 
tions. Let +(x1, . . . . x,) = JJy= I gj(xj). Then F<, G implies f $(x) dF(x) < 
1 $(x) dG(x) provided that the integrals exist. 
Proof. If uj 2 0, j = 1, . . . . m, then 
Hence 
cc = I s . . . ml c.v,.s)x cy,,co)(g~(x~h . . . . g,(x,)) dy, ...d~rn 0 0 
and 
I Icl(x) dF(x) 
00 = s s . . . m Wg, (XI 0 0 
xcy,,m)(g&J~-~~ g,(x,))dF(x)dy,...dy, 
) > Yl 2 ...T gmV,)> vm) dy, .--dym 
distribution F. The integrand above is increas- where X= (A’, , . . . . X,) has 
ing with respect to <,. 1 
Remark. Note that the above proof uses only the ordering of the sur- 
vival functions. If the gj were all nonincreasing function, the conclusion of 
the lemma is valid, and the proof would use only the ordering of the cdfs. 
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Let F be a m-variate distribution with univariate margins F,, . . . . F,,. 
A generalization of Spearman’s p that is increasing with respect to <, is 
w=o(F)= . F,(x,) dF(x,, . . . . x,) - c, cz 
= CE(F,(X,)...F,(X,))-c,Ilc,, (3.3.1) 
where (Xi, . . . . X,) has distribution F, c, = 2-“, and c2 = (m + 1)-l - 2.-“. 
o = 0 for independence, o = 1 for perfect dependence (F= min{ J’, , . . . . F,,, > ), 
and o has a lower bound which is greater than - 1 (for m 2 3). 
Alternatively, we could replace F, . F,,, in (3.3.1) by F, . . Fm ; call this 
0 =3(F). Suppose F and G are both in T(F,, . . . . F,,,); if F< G then 
o(F) 6 o(G), if F< G then G(F) < O(G), and if F <, G, inequalities hold 
for both o and 0. 
If xi = (Xi,) . . . . X,), i = 1, . ..) n, is a random sample of size n from a 
continuous distribution F, then the sample version of (3.3.1) is 
w= n-‘CR11...R,-((n+1)/2)” 
L ; IIF nP’Fi”--((n+1)/2)” , (3.3.2) 1 
where R, is the rank of X, among Xi,, . . . . Xn,. W is asymptotically 
equivalent to a (m + 1)-dimensional U-statistic based on 1. . . s F, . . . F,,, dF 
so that it is asymptotically normal and consistent for w(F) (cf. Lehmann 
[ 131). The kernel of the U-statistic comes from symmetrizing Z(X,Y < 
x m+~.j, j= 1, -, ml. 
The statistic (3.3.2) is an alternative to the average pairwise Spearman’s 
p, which is used as a measure of agreement among judges (Kendall [ 11 I). 
Using the above notation, the average pairwise p is 
-’ 1 n-1~iR,R,r-(n+1)2/4 Ii [(n’-1)/12]. (3.3.3) jcj' 
This is an estimate of 
u=v(F)=12[(r;)p’zj, jjF,F,,dF]-3. 
As in Section 3.1 and 3.2, we can compare the asymptotic relative 
efficiencies of (3.3.2) and (3.3.3) as test statistics for independence for the 
equicorrelated multivariate normal family F( .; p). Let vi, V& be the respec- 
tive derivatives of w(F( .; p)) and v(F( .; p)) at p = 0. The efficacies of W 
and V are respectively r&/al and ~,$/a~, where of/n and ts:/n are the 
asymptotic variances of V and W assuming independence. We provide 
some calculations for m = 3,4. q; and r~; can be obtained in the same way 
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as in Section 3.1. The variances of W and V assuming independence can 
be easily obtained from the following: ER, = (n + 1)/2, ER; = 
(n+1)(2n+1)/6, and ER,R,,=(n+1)(3n*-n-2)/[12(n-l)] for i#i’. 
Let c= S z&z) Q(z) dz = 0.2821, where 4 and @ are the standard normal 
density and cdf, respectively. For m = 3, q; =q; = 12c2, ~JT = g, ai= 4, 
r’Ja, = 1.569, r&/a, = 1.654, and V is asymptotically more efficient as a test 
statistic for independence for the equicorrelated multivatiate normal family. 
For m = 4, r’r = 120c2/11, r; = 12c2, 0: = 0.1709, ef = b, vi/al = 2.100, 
vi/c2 = 2.339, so that again V is asymptotically more efficient. For com- 
parison with the other subsections, the efficacy for m = 2 is 0.955. 
As in Sections 3.1 and 3.2, we can come up with families where the V has 
a lower efhcacy as test statistic for independence. For m = 3, 4 and 6 in a 
small neighbourhood of zero, let F( .; 6) be the uniform distribution on 
C-1, 11” with a uniform addition of mass 26 over [O,OS]“u [0.5, l]“, 
and a uniform addition of mass - 26 over the remainder of [0, 11”. This 
family is increasing in the concordance ordering as 6 increases. From 
straightforward computations, the efficacy of W and V for m = 3 are 
respectively 0.154 and 0.108, and the efficacy of W and Y for m = 4 are 
respectively 0.133 and 0.066. 
3.4. Comparisons 
We summarize the comparisons of efficacies for the generalized 
Blomqvist’s q, Kendall’s t, and Spearman’s p here. For the equicorrelated 
multivariate normal family, it is not surprising that the statistics corre- 
sponding to pairwise averages from bivariate distributions have the highest 
efficacy and the statistics from Kendall’s t and Spearman’s p are better 
than those from Blomqvist’s q. (For the generalized Blomqvist’s q or 
Kendall’s 5, the efficacies are all affected by the same proportionality 
constant for a fixed m, when some other perturbation of the identity matrix 
is used. Hence the pairwise average statistics are best for more general 
multivariate normal families.) For the family in Example 2.2, everything is 
reversed; Blomqvist’s q is best and the pairwise average statistics Q and T 
can be improved on (m > 4). This means that all of members of the families 
of measures of concordance proposed in Section 3 can be useful; no single 
one of the statistics can be the best test statistic for independence over all 
families ordered by concordance. 
4. DISCUSSION 
In this paper, we have used a multivariate concordance ordering as a 
way to obtain multivariate measures of concordance that make use of the 
multivariate structure. Families of generalized Blomqvist’s q and Kendall’s 
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r are obtained which include the average pairwise measures of concor- 
dance. A generalized Spearman’s p based on a product moment has been 
proposed. All of the measures are symmetric in the m variables. A sugges- 
tion of the referee is that an extension can be made to measures that weight 
the variables differently; for the generalized Blomqvist’s q and Kendall’s 7, 
this can be done by having a different PI for different marginal distributions 
of I variables. Also, further research will develop versions of the multi- 
variate measures of concordance for ordinal categorical data. 
The measures of concordance will applied soon to real data; they would 
be computed for every subset of m variables. This will help to evaluate the 
multivariate measures of concordance. One decision that has to be made is 
the direction for the rn variables (choice of Xi or -Xi); one possibility is 
to try to make all of the bivariate measures positive. 
Efficacy comparisons have been made when the sample versions of the 
measures of concordance are used as test statistics for independence. For 
data analysis, we may want standard errors for the measures of multi- 
variate concordance rather than P-values for tests for independence, par- 
ticularly as q = 0 or r = 0 or w = 0 does not smply independence. Standard 
errors for T, W, V can be obtained using some U-statistic theory and this 
is outlined in Appendix 3. For the bivariate case, the standard error for 
Kendall’s 7 is discussed in Palachek and Schucany [ 151 and Lee [ 121 and 
the variance of Spearman’s p is mentioned in Lehmann [ 131. 
APPENDIX 1: A CONCORDANCE ORDERING 
BASED ON L-SUPERADDITIVE FUNCTIONS 
DEFINITION Al. 1. A function +: ‘W’ -+ ‘9I is L-superadditive if 
b4x ” Y) + be-x A Y) 3 be) + $(Y) vx, y E !Rm. (Al.1 ) 
In (Al.l), v denotes componentwise maximum and A denotes com- 
ponentwise minimum. 
DEFINITION A.1.2. Let F, G be two cdfs with corresponding survival - - 
functions F, G. Then F<, G if 
for all (continuous) L-superadditive functions li/. 
For m = 2, Tchen [23] showed that Definitions 2.1 and Al.2 are equiva- 
lent but this is not true for m L 4; the case m = 3 is unresolved. In general, 
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if F<, G, then F<, G, since indicators of upper or lower orthants can be 
approximated by sequences of continuous L-superadditive functions. By 
considering L-superadditive functions taking arguments xj, Jo S, F<, G 
implies F, <L G, for all S. 
A simple example with m = 4 showing that Definition 2.1 does not imply 
Definition Al.2 is given next. 
EXAMPLE A1.3. F, G will have support on (0, I>“. Let p,, p2 be the 
probability mass functions and let 6 = p2 - pi. Let E be a small positive 
constant and let 6 be defined by 6(i,, iz, i, , i4) = E if there are an even num- 
ber of zeros among i, , i2, i, , i,, and 6(i,, i,, ix, i4) = --E if there are an odd 
number of zeros among i, , i,, i,, i,. Assume that pi, p2 are nonzero where 
necessary in order for 6 to be well defined. It is easy to check that F<, G. 
Let II/ be defined by Il/(ii, i,, i,, i4) equals 1, a, b, c, d for 0, 1, 2, 3, 4 zeros 
among i,, i,, i,, i,, respectively. In order for $ to be L-superadditive, we 
must have l+ba2a, u+c>2b, l+d>2b, b+d>2c, l+caa+b, 
l+d>a+c, and a+d>b+c. But I$(x)d(G-F)(x)=C,$(x)&x)= 
E(l-4u+6b-4c+d)<O if u=c=OS, b=O, and d= 1. 
APPENDIX 2: PROOF OF CONCORDANCE ORDERING 
FOR ELLIPTICALLY CONOURED DISTRIBUTIONS 
THEOREM A2. Let Z= (Z,, . . . . Z,)‘) have u spherically symmetric dis- 
tribution, and let X = AZ, where AAT = C = (aq) is the Cholesky decomposi- 
tion of C E Y. Then 
Pr(X, < b,, . . . . X, < b,) 
is nondecreusing in oii for all i # j and all reals bj. 
(A2.1) 
Proof: Since a spherically symmetric distribution is a mixture of dis- 
tributions that are uniform on the surfaces of spheres of different radii, it 
suffices to prove the result for the uniform distribution on the surface of a 
sphere with radius 1. 
In the bivariate case, the representation from the Cholesky decomposi- 
tion is X, = Z,, X, = pZ, + (1 - p*)“‘Z, as p varies from - 1 to 1. Then 
Pr(X, < b2) = Pr(Z, d (b, - pZ,)/( 1 - p*)“*) is a constant; the line 
y = (b, - px)/( 1 - py cuts off the circle x2 + y2 = I in the same propor- 
tions for all p between - 1 and 1. Hence it is clear from a diagram that 
Pr(X, = Z, < b, , Z, < (b, - pZ, )/( 1 - p’)l’*) is increasing in p because the 
slope - p/( 1 - ~*)i’~ is decreasing in p. Therefore the case m = 2 has been 
proved. 
For m > 2, it suffices by symmetry to show that (A2.1) is nondecreasing 
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in P=u~-,,~ with other aii held fixed. Let (Z,, . . . . Z,) be uniform on the 
surface of a sphere of radius 1. From the Cholesky decomposition, only 
a m.m-l and amm depend on p and am.mP, = (p -C/M_: a,,- ,,;a,,,,)/ 
a,_,,,,~,ifa,~,,,_,>Oanda,,,~,=Oifa,~,,, ,=O(inthiscasethe 
upper m - 1 x m - 1 submatrix of C is singular and p is fixed given the 
other aii). If amPl.m , > 0, Pr(X, 6 b,, . . . . X, d 6,) becomes a weighted 
integral over :, , . . . . zrnpZ of 
Pr(Z,-, <c,(- A,, . . . . z,,*-J, p*z,- 1 + (1 -p*ql/*zm 
6 c*(z1 , . . . . z,-z)l (Z,, .-.> Zm-2)= (z,, . ..> z,,~,)), (AZ.21 
where P*=~~,~~JD is increasing in p, c~(z,,.,,,z,~~)=[~,~,- 
Cy:F a m~l.izilla,-l,,-l, 
[l -x7<: Umj] . 
CZ(Z,, .-, zm-2J= Cbm-C~Z~2amjzjl/~t D= 
“* Hence the monotonicity of (A2.2) follows from the 
general m = 2 case, since in (A2.2), (Z, ~ r, Z,) has a conditional density 
with circular contours. m 
APPENDIX 3: STANDARD ERRORS FOR U-STATISTICS 
Let p > 1 be an integer. Let X, X,, . . . . X, be independent and identically 
distributed random vectors. Let U = (;)-I x1 G i, < < i,cn h(Xi,, . . . . Xi,) be 
a U-statistic, where h is a real-valued function symmetric in p vector 
arguments. It is well known that Var(U) = p*[/n + o(n-‘), where 
5 = Var h1 (X) and h,(x) = Eh(x, Xl, . . . . X,-r). From Sen [16], a consis- 
tent estimate of [ is 
(n-l)P1 t (L,(X,)-U)*, 
i=l 
(A3.1) 
where I;r(Xi)=(F::))‘Ci,< _.. <;,-l,~+i~jih(X~~ Xi,, . . . . Xi,-,)* It is straight- 
forward to show that p* times (A3.1) is asymptotically equivalent to the 
jackknife variance estimate of n Var( U). 
We conclude this section by providing the symmetric kernels h for some 
special cases of the generalized Kendall’s t and Spearman’s p, The kernel 
for (3.2.3) is h(X,, X2)=Ck w~Z~~,,_~(X~ -X2). The kernel for the 
bivariate rank correlation statistic (( 3.3.2) with m = 2) is 
4X,, X2, X,1 = (1V)CWll <X,1, X22 < X32) 
+z(xl*<x,*~ x21 <x31)+z(x31 <Xl,, X**<X12) 
+~~~,2~~l2~~2l~~ll~+~~~ll~~2l~~32~~22~ 
+ Z(Xl2 <x22, x31 < xzl)l- 3, 
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where Xi = (Xi,, Xi*), i = 1, 2, 3. See the comment on U-statistic following 
(3.3.2). The kernel for the average pairwise Spearman’s p with m = 3 is 
where the sum is over all permutations of the indices 1,2, 3, and 
dYl5 y2, Y,) = Z(Yll< y31, y22< Y,,) + Z(Y,l< y,,, y23< Y,,) + 
Z(Y,2<Y32, Y,,<Y,,)with Yi=(Yi,, Yiz, Yo), i-1,2,3. 
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