Abstract. In the past years, there has been a new light shed on the harmonic map problem with free boundary in view of its connection with nonlocal equations. Here we fully exploit this link, considering the harmonic map flow with free boundary
Introduction
Let (M, g) be an m-dimensional Riemannian manifold with boundary ∂M and N be an l-dimensional manifold without boundary. Suppsoe Σ is a k-dimensional submanifold in N without boundary. Here H 1 (M, N ) is the usual Sobolev space of maps u : M → N satisfying ∇u ∈ L 2 . Existence results and partial regularity of energy minimizing maps on H 1 Σ (M, N ) were established (for example) in [1] , [12] , [13] , [14] , [16] . A classical method for (1.1) is to study the following parabolic problem          ∂ t u − ∆u = Γ(u)(∇u, ∇u) on M × [0, ∞), u(x, t) ∈ Σ on x ∈ ∂M, t ≥ 0, ∂ ∂ν u(x, t) ⊥ T u(x,t) Σ for x ∈ ∂M, t ≥ 0, u(·, 0) = u 0 on M.
( 1.2) This is the so-called harmonic map flow with free boundary. (1.2) was first studied by Ma [18] in the case m = dimM = 2, where a global existence and uniqueness result for finite energy weak solutions were obtained under geometrical hypotheses on N and Σ. Global existence theorem for weak solutions of (1.2) were also established by Struwe in [25] . In [15] , Hamilton considered the case when ∂N = Σ is totally geodesic and k N ≤ 0. He proved the global existence of a classical solution for (1.2) . When N = R n , (1.2) is the standard heat equation
As pointed out in [4] and [25] , estimates near the boundary for (1.2) are quite difficult due to the high nonlinearity of the boundary conditions. In [17] , Jost, Liu and Zhu showed that the energy identity at finite singular time as well as at infinity time and the no-neck property holds at infinite time in a blowing-up process for (1.2).
In the seminal paper [4] by Chen and Lin, the blow-up phenomenon for harmonic map flow with free boundary problem was studied, where the authors gave many blow-up examples in higher dimensions and also a blowing-up theorem. In low dimensions, they asked the following question: "When M is a smooth domain in R 2 , N = R n and Σ a smooth compact submanifold of R n , is there is a smooth initial datum u 0 such that (1.2) has no global smooth solutions ?" . In this paper we answer this question affirmatively. More precisely we consider the problem (1.2) when M = R (
1.4)
This is the harmonic extension form of the so-called half harmonic map from R into S 1 , which was systematically studied in [20] and the nondegeneracy property was proved in [22] . In particular, it was proved in [20] that Proposition 1.1. Let u ∈Ḣ 1/2 (R, S 1 ) be a non-constant entire half-harmonic map and u e be its harmonic extension to R 2 + satisfying (1.4). There exist d ∈ N, ϑ ∈ R, {λ k } d k=1 ⊂ (0, ∞) and {a k } d k=1 ⊂ R such that u e (z) or its complex conjugate equals to
Furthermore, the energy can be expressed as
This proposition indicates that the map ω :
( 1.5) is a half-harmonic map which corresponds to the case ϑ = 0, d = 1, λ 1 = 1 and a 1 = 0. Notice that the previous equations involve nonlinear Neumann boundary conditions. This is a feature of nonlocal problems and as previously mentioned, we shall exploit this fact in a systematic way. Our main result is
k and any sufficiently small T > 0, there exists u 0 such that the solution u q (x, t) of Problem (1.3) blows-up at exactly those k points as t ր T . More precisely, there exist numbers k *
in the H 1 and uniform senses in R 2 + where
In particular, we have
To prove this theorem, we will use the inner-outer gluing scheme which was proved to be useful in singular perturbation elliptic problems, for example, [8] , [9] , [10] . This method has also been developed into various parabolic flows, for example, the infinite time blowing-up solutions for critical nonlinear heat equation [5] , [11] , singularity formation for two dimensional harmonic map flow [6] , type II ancient solution for Yamabe flow [7] .
Results similar to Theorem 1 have been established by Davila, del Pino and the second author in [6] in the case of two dimensional harmonic map flow into S 2 , see [21] for earlier results in the corrotational case. Comparing with [6] , the main difficulty in this paper is the nonlocality of the problem (1.3). In fact, according to [24] , we can write problem (1.3) as
The problem under consideration interpolates between the two-dimensional harmonic map flow and the half-harmonic map flow. It inherits characteristics from both problems. In [23] we showed that for the half-harmonic map flow, infinite time blow-up exists. In this paper we combine techniques from both papers [6] and [23] to prove finite time blow up for (1.3), which is unknown even in the corrotational case. The flow under consideration is actually a reminiscence of a nonlocal geometric flow involving the operator √ ∂ t − ∆ described in [24] , as previously mentioned, and enjoys nice monotonicity properties (see for instance [2] for general considerations ). The techniques used in the present paper can also used to deal with infinite-time blow up for the flow
where p * is the critical exponent for the Trace Sobolev embedding. We plan to come back to this problem later.
Construction of the approximate solution
From [24] , we know that problem (1.3) is equivalent to
(2.1) Note that we use the factor 1 8π to keep (2.1) agree with the half-harmonic map equation when u is independent of t. Here and in the following, du dy (x, 0, t) always means du dy | (x,0,t) . 2.1. Setting up the problem. Our aim is to find a solution of (2.1) which looks like
at main order, where ω(x, y) = 2x
is the extension form of the canonical least energy half-harmonic map (1.5). We look for parameter functions λ(t) and ξ(t) of class C 1 satisfying
and a solution to (2.1) with form u(x, y, t) = U (x, y, t) + ϕ(x, y, t) blowing up at t = T and the point (q, 0). Here ϕ(x, y, t) is a small perturbation term. Note that problem (2.1) is also equivalent to
for all (x, 0, t) ∈ ∂R 2 + × (−∞, T ). We refer the interested readers to [24] for the definition of √ ∂ t − ∆u. Since u(x, 0, t) ∈ S 1 , as in [6] , we parameterize the admissible perturbation by free small functions ϕ : ∂R 2 + × (−∞, T ) → R 2 with the following form
Considering the error operator defined as
a useful observation is that if ϕ solves
for some scalar functionb(x, 0, t) and |ϕ|
, thus U · u = 1 + a(Π U ⊥ ϕ) > 0 and thereforeb ≡ 0. Hence we only need to solve (2.3). Equivalently, we will find ϕ :
holds. Let us define the error operators as
+ × (0, T ). For each fixed t, since U is a half-harmonic map, we have
Hence S 1 (U ) = −U t and
Now we compute
where
By direct computations, we have
.
Since E 0 (x, y, t) is not L 2 integrable, we shall decompose the correction ϕ into ϕ = Φ * + Φ and system (2.4), (2.5) transforms into the following
The correction Φ * will be chosen such that the term −E 0 is canceled at main order away from the blow up point (ξ, 0). where
Our aim is to construct a function Φ * such that E is a solution of the heat equation
0 (x, y) independent of the parameter functions. Further assumptions on Z * 0 will be given in subsection 2.5. Φ 0 [λ, ξ] is an explicit function satisfying
Observe that if φ 0 is a solution to
Then ψ(z, t) satisfies
z 2 which is the radially symmetric form of an inhomogeneous heat equation in R 4 . Then Duhamel's formula gives the following expression for a weak solution
where p(t) is also defined for negative values of t by setting p(t) = −2λ(0) for t ∈ [−T, 0). Now we define
Now, we compute
Therefore, we have
2.3.
Estimate of the inner error. Now we compute the inner error E *
Here we have used the notations r = (x − ξ) 2 + y 2 , ρ = r/λ and rλ
2.4.
Estimate of the boundary error. Equation (2.8) can be approximated by the following linear problem
Now we compute the boundary error E * 2 with Φ * = Φ 0 + Z * . First, we have
Then, when T > 0 is sufficiently small, there holds
for some scalar function b(x, 0, t) which depends on ϕ(x, 0, t).
2.5.
Improve error near the blow up point: choice of λ and ξ. System (2.7) and (2.8) can be approximated by the following linear problem
A choice of the parameter functions is possible when suitable conditions Z * 0 (x, y) are assumed. For a point (q, 0) ∈ ∂R 2 + and a smooth functioñ
we define
for a fixed but small number δ > 0.
If we write
then (2.10) and (2.11) becomes
Then an improvement of the approximation can be achieved if the following time-
and lim
is satisfied approximately. Note that the decay condition (2.14) is needed to not essentially modify the size of error far away from (q, 0).
2.5.1. Nondegeneracy of the half harmonic maps. It was proved in [22] that ω is nondegenerate, which is a crucial ingredient in the singularity formation problem of half-harmonic map flow ( [23] ). Observe that ω is invariant under dilation, translation and rotation, equivalently, for Q = cos α − sin α sin α cos α ∈ O(2), q ∈ R and λ ∈ R + , the function
is still a solution of problem (1.4). Differentiating with α, q and λ respectively, then we set α = 0, q = 0, λ = 1 and obtain that the following three functions
which satisfy the linearized equation at ω of (1.4) defined by
Using this harmonic extension (see [3] for generalization), we have the following extension form of ω and
2.5.2. Choice of λ. Testing (2.12) with Z 3 (x, y) and integrating by parts, by the Stokes theorem and decay assumption (2.14), it holds that
From the computation of Section 2.3, we have
On the other hand, from Section 2.4, we have
Now we claim that by the simple ansatż
for some constant κ > 0, then
will be achieved, here o(1) vanishes at t = T and is uniformly small with T . Denote
Similar arguments as [6] show that
Then we assume that 
2.5.3. Choice of ξ. Similarly, testing (2.12) with Z 2 (x, y) we get
Therefore (2.18) becomes
This can be achieved by simply choosing
2.6. The final ansatz. Fix λ 0 (t) defined in (2.17) and ξ 0 (t) in (2.19). We write
We are looking for a small solution ϕ of
In terms of problem (1.3), we let 
2) Here and in the rest of this paper, we use the notation u = x−ξ(t) λ(t) and v = y λ(t) . Let η 0 (s) be a smooth cut-off function with η 0 (s) = 1 for s < 1 and = 0 for s > Consider an increasing function R(t) satisfying
We decompose the function ϕ(x, y, t) into the following form
with φ(u, v, τ ) = 0 for τ ∈ (−∞, τ 0 ] and φ(u, 0, τ ) · ω(u, 0) ≡ 0 for all τ ∈ (τ 0 , +∞). Then ϕ(x, y, t) given by (3.3) solves (3.1)-(3.2) if the pair (φ, ψ) satisfies the following system of evolution equations
Here ψ 0 is a small function which will be determined later, χ A is the characteristic function of the set A, i.e., χ(z) = 1 if z ∈ A, χ(z) = 0 if z ∈ A, ψ ∞ is defined by
Hereã(·, ·) is determined by the following nonlinear equation
Here we also define the set
(3.4) is the so-called inner problem and (3.5) is the outer problem. This is a highly nonlinear system, we will apply Schauder's fixed point theorem to solve it.
To this aim, we need a linear theory of the following equation
In Section 4, we will construct a solution φ of the following equation 
In Section 5, we use Schauder's fixed point theorem to prove the existence of solution for (3.4) and (3.5) . This provides a solution to (1.3) and Theorem 1 is concluded.
Linear theory for the inner problem
In this section, we consider (3.6). Our aim is to construct a solution for (3.6) which defines a bounded linear operator of g, h and satisfies good bounds in suitable weighted norms. We divide the discussion into two cases.
• Case 1. The first component of the vector-valued function φ(u, v, τ ) is odd in the variable u, the second component of the vector-valued function φ(u, v, τ ) is even in the variable u. Correspondingly, we assume the first components of the vector-valued functions g(u, v, τ ) and h(u, τ ) are odd in the variable u, the second components of the vector-valued functions g(u, v, τ ) and h(u, τ ) are even in the variable u.
• Case 2. The first component of the vector-valued function φ(u, v, τ ) is even in the variable u, the second component of the vector-valued function φ(u, v, τ ) is odd in the variable u. Correspondingly, we assume the first components of the vector-valued functions g(u, v, τ ) and h(u, τ ) are even in the variable u, the second components of the vector-valued functions g(u, v, τ ) and h(u, τ ) are odd in the variable u.
4.1. Case 1. This subsection is devoted to construct a solution to the initial value problem for any given functions g, h with g a,ν < +∞, h a,ν < +∞, the first components of g and h are even in the u variable, we use the idea from [5] and [6] .
Proposition 4.1. Let 1 < a < 2 and ν > 0 be given positive numbers. Then, for any g, h with g a,ν < +∞, h a,ν < +∞, the first components of g and h are odd in the u variable, the second components of g and h are even in the u variable, and satisfying
there exist φ = φ[g, h] solving (4.1) which defines a bounded linear operator of g, h. Furthermore, the following estimate holds
Proof of Proposition 4.1. We divide the proof into two steps. First, we construct a solution to (4.1) with zero boundary condition on R 2 + \ B + 2R(τ ) and for g, h not necessarily satisfying condition (4.2). Then, we use of this construction to solve (4.1).
Step 1. We claim that for any G, H satisfying G b,ν < +∞, H c,ν < +∞, b ∈ (−1, 2), c ∈ (−1, 1), there exists φ = φ(u, v, τ ) solving
3) and satisfying
Let η(s) be a smooth cut-off function, for a fixed but large number ℓ independent from R, we define η ℓ (u, v) = η(|(u, v)| − ℓ). From standard parabolic theory, there
The first component of φ * [G, H] is even in the u variable and satisfies
3) is reduced to the following problem
Notice that the first component ofH 0 is even in u variable and it is compactly supported with size controlled by G and H. Hence, for any m > 0, we have
Testing (4.4) againstφ and integrating, we obtain
here Q is the quadratic form defined by
It is easy to check that there exists a constant β > 0 such that, for any φ with 
Thus for some β ′ > 0, thereholds
On the other hand, using estimate (4.5) for a large m, we obtain
By the fact thatφ(·, τ 0 ) = 0 and Gronwall's inequality, we obtain from (4.6) that
for all τ > τ 0 . From standard parabolic estimates, we get
Therefore,
From this estimate and (4.5), the function
Step 2. For bounded functions g = g(u, v), h = h(u) in B + 2R whose first components are even in the u variable and 
Step 1, Φ 0 [H] defines a bounded linear operator of H and satisfies the estimate
Now let us fix a vector e with |e| = 1, a large number ρ > 0 with ρ ≤ 2R and τ 1 ≥ τ 0 . Consider the following change of variables Φ ρ (z, t) := Φ 0 (ρe + ρz, τ 1 + ρ 2 t),
Then Φ ρ (z, t) satisfies
Since H is of class C 1 and ∇H a−1,ν ≤ h a,ν + g a,ν , we obtain
for all τ > τ 0 , |(u, v)| ≤ 2R with K being defined in (4.7). Thus we have
satisfies (4.1) and the proof is completed.
Case 2. The following proposition is valid.
Proposition 4.2. Let 1 < a < 2, ν > 0 be given positive numbers. Then, for R > 0 sufficiently large and any g = g(u, v, τ ), h = h(u, τ ) with g a,ν < +∞, h a,ν < +∞, the first components of g(u, v, τ ) and h(u, τ ) are even in the u variable for all τ , the second components of g(u, v, τ ) and h(u, τ ) are odd in the u variable for all τ , and satisfying
there exists φ = φ[g, h] solving (3.6), which defines a linear operator of g and h satisfying
for some σ ∈ (0, 1).
To prove this proposition, first we consider the following problem in the whole half space
(4.8) Then we have Lemma 4.1. Let 0 < σ < 1, ν > 0 be given positive numbers. Then, for R > 0 sufficiently large and any g = g(u, v, τ ), h = h(u, τ ) with g 2+σ,ν < +∞, h 1+σ,ν < +∞, the first components of g(u, v, τ ) and h(u, τ ) are even in the u variable for all τ , the second components of g(u, v, τ ) and h(u, τ ) are odd in the u variable for all τ , and satisfying
Then for sufficiently large τ 1 > τ 0 , the solution of (4.8) satisfies
. Proof. First, we claim that φ σ,τ1 < +∞ holds for any given τ 1 > τ 0 . Given R > 0 there exists a K = K(R, τ 1 ) > 0 such that
Fix R > 0 and K 1 > 0 sufficiently large,
is a super-solution for (4.8). Therefore |φ| ≤ 2K 1 ρ −σ and φ σ,τ1 < +∞ for any τ 1 > 0. We claim that
Indeed, test the equation against
with η 0 being a smooth cut-off function satisfying η 0 (r) = 1 for r < 1 and r = 0 for r > 2, R is a large constant. We obtain
On the other hand, we have
uniformly on τ ∈ (0, τ 1 ). Letting R → +∞, we then have (4.10). Now we claim that for τ 1 > τ 0 large enough, any solution φ of (4.8) with φ σ,τ1 < +∞ and (4.10) satisfies the estimate
Therefore (4.9) is valid.
To prove (4.11), by contradiction, we assume that there exist sequences τ
First we claim that sup
holds uniformly on compact subsets of
whereh k → 0 uniformly on compact subsets of R × (−∞, 0] and
By parabolic estimates and passing to a subsequence,φ k →φ uniformly on compact subsets of R 
We prove thatφ = 0 from which we get a contradiction. From standard parabolic regularity theory,φ(u, v, τ ) is smooth. Testing the first equation above withφ we have 1 2
Clearly, B(φ,φ) ≥ 0 and there holds
and henceφ τ = 0. Thusφ is independent of τ and
Sinceφ is bounded, the nondegeneracy result in [22] implies thatφ = cZ 2 for some constant c. Since R 2 +φ · Z 2 dudv = 0,φ = 0, which is a contradiction. Thus (4.13) holds. From (4.12), for a certain (u n , v n ) with |(u n , v n )| → +∞ there holds
. By the assumption on h k , we obtain
and |ê| = 1. Thush k (z, τ ) → 0 on compact subsets of R \ {ê} × (−∞, 0] uniformly. The same property holds for a n . Moreover,
Therefore,φ k →φ = 0 uniformly over compact subsets of R \ {ê} × (−∞, 0] and
14) This completes the proof. 
if we choose σ sufficiently small and γ ∈ (0, 1) sufficiently close to 1. Then the function Φ(u, v, τ + M ) is a positive super-solution of equation (4.17) 
Since ε is arbitrary, φ ≡ 0.
Proof of Proposition 4.2. Let φ be the unique solution of (4.8), from Lemma 4.1, for any τ 1 > 0, we have
Since g a,v < +∞, we get
and g 2+σ,τ1 ≤ R 2+σ−a g a,ν .
Similarly, we have
4.3. The whole linear theory. Combine Propositions 4.1 and 4.2, we obtain the main result of this section.
Proposition 4.3. Let 1 < a < 2, ν > 0 be given positive numbers. Then, for any g, h with g a,ν < +∞, h a,ν < +∞ and satisfying
solving (3.6) which defines a bounded linear operators of g and h. Furthermore, for some σ ∈ (0, 1), we have the following estimate
Here g = g 0 + g 1 , the first component of g 0 and the second component of g 1 are odd in the u variable, the second component of g 0 and the first component of g 1 are even in the u variable. We decompose h = h 0 + h 1 similarly.
Remark 4.1. If conditions (4.18) and (4.19) are not satisfied, by the same argument of Step 1 in Proposition 4.1, we find a solution φ of (3.6) satisfying
We will use this fact in Section 5.
Solving the inner-outer gluing system
We separate the proof of Theorem 1 into the following steps.
Step 1. We formulate the inner-outer system (3.4)-(3.5) into a fixed point problem in a suitable space.
• The inner problem. Define
be the bounded linear operator constructed in Proposition 4.3, then (3.4) is equivalent to the following fixed point problem
• The outer problem. Rewrite equation (3.5) as
To solve (5.1), we first consider the corresponding linear problem
for suitable constants c 1 , c 2 , where
and η 1 is a smooth cut off function with compact support and η 1 ≡ 1 in a neighborhood of (q, 0). For a function f (x, y, t), define the L ∞ -weighted norm as follows
|f (x, y, t)|.
, ̺ 3 := 1, σ 0 and Θ > 0 are small. Also, for γ ∈ (0, 1 2 ), we define
where the last supremum is taken over (x, y) ∈ R 2 + , 0 ≤ t 1 < t 2 ≤ T and t 2 − t 1 ≤ 1 10 (T − t 2 ). Then by minor modifications of [6] , we have Proposition 5.1. For T , ε > 0, there exists a linear operator mapping functions
2) is satisfied and the following estimate holds ψ a,Θ,γ ≤ C ( f * * + g * * ) .
Let ψ = S[f, g] be the operator defined in Proposition 5.1, then (5.1) is equivalent to
• The choice of λ. To make d(τ ) as small as possible, we solve the following equation approximately,
This is the case α = 0 of λ-α system in [6] , hence (5.4) is equivalent to the fixed point problem λ = A 1 (ψ, λ, ξ). We refer the readers to [6] for details.
• The choice of ξ. To make c(τ ) as small as possible, we solve the following equation
which is equivalent to a nonlinear ODE for forṁ
This can be rewritten as a fixed point problem
Combine the above arguments, the inner-outer system (3.4)-(3.5) is equivalent to the following fixed point problem Let (ψ, φ, λ, ξ) → F (ψ, φ, λ, ξ) be the map defined by (5.6)-(5.10).
Step 3. We show that F maps the set A into itself and it is a compact operator. To this aim, we should estimate (5.6)-(5.10) respectively. Estimations for (5.6). We claim if R 1 > 0 is fixed and small, there holds and ∆ηφ * * ≤ C φ X(a,ν) .
Similarly, we have d dy η (x, 0, t)φ * * + (∂ t η)φ * * + λ −1 ∇η∇φ * * ≤ C φ X(a,ν) . Similarly, (1 − η)E * 1 * * ≤ CT σ0 .
The proof of the estimate
is analogous as the previous terms, so we omit the details. From the above estimates, we obtain (5. Estimations for (5.7). Now we consider (5.7). By Lemma 3.2 in [23] , there holds
Fix a 1 ∈ (a, 2) and ν 1 ∈ (ν, 1), which implies 
