Abstract. We generalize Minami's estimate for the Anderson model and its extensions to n eigenvalues, allowing for n arbitrary intervals and arbitrary single-site probability measures with no atoms. As an application, we derive new results about the multiplicity of eigenvalues and Mott's formula for the acconductivity when the single site probability distribution is Hölder continuous.
Introduction
We consider the generalized Anderson model given by the random Hamiltonian
where H 0 is a self-adjoint operator and V ω is the random potential given by V ω (j) = ω j . Here ω = {ω j } j∈Z d is a family of independent random variables; µ j will denote the probability distribution of the random variable ω j . In this article we always assume that each µ j has no atoms. We write E ωj for the expectation with respect to the random variable ω j , and write E = E ω for the joint expectation. We also set Hω (J) = χ J (H ω,Λ ) for the associated spectral projection. Minami [M] estimated the probability that H ω,Λ has at least two eigenvalues in an interval I. Assuming that all µ j have bounded densities ρ j , Minami proved that 2 P tr P ∞ := max j∈Λ ρ j ∞ . Minami's proof required H 0 to have real matrix elements, i.e., δ j , H 0 δ k ∈ R for all j, k. This restriction was recently removed by Bellissard, Hislop and Stolz [BHS] and by Graf and Vaghi [GrV] . They also estimated the probability that H ω,Λ has at least n eigenvalues in I for all n ∈ N, assuming, as Minami, that all µ j have bounded densities ρ j , Minami's estimate has important consequences for the physical behavior of the Anderson model in the localized (insulator) regime. It is the crucial ingredient in 2000 Mathematics Subject Classification. Primary 82B44; Secondary 47B80, 60H25. A.K was supported in part by NSF Grant DMS-0457474.
Minami's proof of the absence of eigenvalue repulsion, showing that the properly rescaled eigenvalues behave according to a Poisson process [M] . (See [N, KN, Kr, St1, St2] for further developments.) It was shown to imply simplicity of eigenvalues by Klein and Molchanov [KlM] . It is an important ingredient in the derivation of a rigorous form of Mott's formula for the ac-conductivity by Klein, Lenoble and Müller [KlLM] .
In [CoGK] we introduced a new approach to Minami's estimate. The crucial step in Minami's proof, namely [M, Lemma 2] , estimates the average of a determinant whose entries are matrix elements of the imaginary part of the resolvent; the proofs in [BHS, GrV] have similar steps. In contrast, our method only averages spectral projections, which allowed us to finally prove a Minami estimate for the continuum Anderson Hamiltonian. As a consequence, we obtained Poisson eigenvalue statistics and simplicity of eigenvalues for the continuum Anderson Hamiltonian.
The new approach, in addition to providing a simple and transparent proof of Minami's estimate for the Anderson model, also allows for arbitrary single-site probability measures with no atoms. Given a probability measure µ, we let S µ (s) := sup a∈R µ([a, a + s]), the concentration function of µ, and set
(Note that the measure µ has no atoms if and only if lim s↓0 Q µ (s) = 0.) For the generalized Anderson model H ω as in (1.1), we let Q j = Q µj and set Q Λ (s) := max j∈Λ Q j (s). In [CoGK, Theorem 3.3] we obtained the following extension of (1.3):
(1.4) (In [CoGK] the proof of (1.4) is given for single-site probability measures with compact support, but (1.4) follows for arbitrary single-site probability measures by Lemma B.1. Note that the proof is valid for the generalized Anderson model.) In this article we generalize Minami's estimate and its extensions to n eigenvalues, allowing for n arbitrary intervals and arbitrary single-site probability measures with no atoms. We also give applications of (1.4), deriving new results about the multiplicity of eigenvalues and Mott's formula for the ac-conductivity when the single site probability distribution is Hölder continuous.
The paper is organized as follows. In Section 2 we state our main results, namely our generalized eigenvalue-counting estimates. In Section 3, we consider the Anderson model with a Hölder continuous probability distribution, for which we extend previous results on the multiplicity of the spectrum and Mott's formula for energies in the region of Anderson localization. In Section 4 we prove the results stated in Section 2. In Appendix A we provide proofs for the fundamental spectral averaging estimate (2.2). In Appendix B we prove an approximation lemma to go from probability measures with compact support to arbitrary probability measures.
Eigenvalue counting inequalities
In this section we state our main results. The proofs will be given in Section 4. Spectral averaging is the basic ingredient for proving eigenvalue-counting inequalities for the generalized Anderson model. Consider the random self-adjoint operator
where H 0 is a self-adjoint operator on the Hilbert space H, ϕ ∈ H with ϕ = 1, and ω is a random variable with a non-degenerate probability distribution µ. By Π ϕ we denote the orthogonal projection onto Cϕ, the one-dimensional subspace spanned by ϕ. Let P ω (J) = χ J (H ω ) for a Borel set J ⊂ R. There is a fundamental spectral averaging estimate: for all bounded intervals I ⊂ R we have
In full generality, i.e., µ arbitrary with 
We will thus always assume that Q µ is as in (1.4), although all we will require of Q µ is the validity of (2.2). (The estimate (2.2) is useful when the measure µ has no atoms, i.e., lim s↓0 Q µ (s) = 0, which is always assumed in his paper.)
Now let H ω be the generalized Anderson model. Note that we can rewrite the finite volume operator given in (1.2) as
3)
The first eigenvalue-counting inequality for H ω is the Wegner estimate [W] , which measures the probability that H ω,Λ has an eigenvalue in an interval I:
The Wegner estimate is an immediate consequence of (2.2):
The second eigenvalue-counting inequality is the Minami estimate (1.4). It is generalized to two intervals in the following theorem. 
If I 1 ⊂ I 2 , we have
Remark 2.2.
(i) The estimate (1.4), proved in [CoGK, Theorem 3.3] , is a particular case of (2.7).
(ii) Note that 
We now turn to the general case of n arbitrary intervals, extending the results of [BHS, GrV] . Given n ∈ N, we let S n denote the group of all permutations of {1, 2, . . . , n}, and recall that |S n | = n!. Given a finite volume Λ ⊂ Z d and bounded
in which case we have
(2.10) To avoid ambiguity, we select σ ω uniquely by requiring σ ω (i) < σ ω (j) if i < j and tr P (Λ)
(Note that the product in the left hand side of (2.10) is independent of the choice of σ ω ∈ S n satisfying (2.9).) We let S n (I 1 , · · · I n ) be the collection permutations σ ∈ S n such that σ = σ ω for some ω, and let 
In the special case when I 1 ⊂ I 2 ⊂ · · · ⊂ I n , we have
In particular, for any bounded interval I we have
As a corollary, we get probabilistic estimates on the number of eigenvalues of H ω,Λ in intervals.
Corollary 2.4. Let H ω be the generalized Anderson model, and fix a finite volume
For all n ∈ N and I a bounded interval, we have
Furthermore, for all bounded intervals I 1 , · · · I n we get 15) and, in the special case when I 1 ⊂ I 2 ⊂ · · · ⊂ I n , we have
(2.16) Remark 2.5. Given bounded intervals I 1 and I 2 , let d(I 1 , I 2 ) denote the distance between the two intervals. It follows from (2.16) that [AW] .
Note that (2.17) does not generally hold if the right hand side is replaced by the more desirable
C Q (Λ) (|I 1 |) Q (Λ) (|I 2 |) |Λ| 2 , see
Applications to Hölder continuous distributions
The (standard) Anderson model is given by H ω as in (1.1), with H 0 = −∆, the centered discrete Laplacian, and ω = {ω j } j∈Z d a family of independent identically distributed random variables with joint probability distribution µ, which we assume to have no atoms. Localization for the Anderson model has been well studied, mostly for µ with a bounded density ρ, cf. [FS, FMSS, DLS, SW, DrK, AM, A] and many others, as well as for probability distributions µ that are Hölder continuous [CKM, DrK, H, ASFH, GK1] , i.e., Q µ (s) ≤ U s α for s small, for some constants U and α ∈]0, 1[. If the probability distribution µ has a bounded density, Minami's estimate (1.3) was a crucial ingredient in Klein and Molchanov's proof of simplicity of eigenvalues [KlM] and in Klein, Lenoble and Müller derivation of a rigorous form of Mott's formula for the ac-conductivity [KlLM] . In this section we show that with (1.4) these proofs extend to the case when µ is only Hölder continuous.
3.1. Multiplicity of the spectrum. Let H ω be a generalized Anderson model as in (1.1), let α ∈]0, 1], and assume that the probability distributions µ j are uniformly α-Hölder continuous, i.e., there is a constant U and s 0 > 0 such that
In this case we say that H ω is an α-Hölder continuous generalized Anderson model. We say that the generalized Anderson model H ω exhibits Anderson localization in some interval I if, with probability one, H ω has pure point spectrum in I and the corresponding eigenfunctions decay exponentially. Given x ≥ 0, we let [x] denote the integer part of x. Following Klein and Molchanov [KlM] , we prove the following result. [CoH, GK3] ; uniform boundedness of the multiplicity was not previously known. Thus Theorem 3.1 improves on both results.
Proof of Theorem 3.1. We proceed as in [KlM] . We call ϕ ∈ ℓ
To prove the theorem, we will show that, with probability one, an α-Hölder continuous generalized Anderson model H ω cannot have an eigenvalue with [α −1 ] + 1 linearly independent α-fast decaying eigenfunctions.
We set
Given a scale L > 0, we let Λ L denote the cube of side L centered at 0, and cover I by 2 L q 2 |I| + 1 ≤ L q |I| + 2 intervals of length 2L −q , in such a way that any subinterval J ⊂ I with length |J| ≤ L −q will be contained in one of these intervals. We consider the event B L,I,q , which occurs if there exists an interval J ⊂ I with |J| ≤ L −q such that tr P (ΛL) ω (J) ≥ N . Its probability can be estimated, using (2.14) and (3.1), by
In view of (3.3), taking scales L k = 2 k , it follows from the Borel-Cantelli Lemma that, with probability one, the event B L k ,I,q eventually does not occur. Now, suppose that for some ω there exists E ∈ I which is an eigenvalue of H ω with N linearly independent α-fast decaying eigenfunctions, so they all have β-decay for some β as in (3.2). It follows, as in [KlM, Lemma 1] , that for L large enough the finite volume operator H ω,ΛL has at least N eigenvalues in the interval
In view of (3.2), we can pick q, satisfying (3.3), such that β − d 2 > q, and hence ε L < L −q for all large L. But with probability one this is impossible since the event B L k ,I,q does not occur for large L k .
3.2. Generalized Mott's formula. Let α ∈]0, 1[, and consider the Anderson model H ω with a single-site probability distribution µ of compact support and uniformly α-Hölder continuous:
where U and s 0 > 0 are constants. The fractional moment method can be applied to such measures, leading to exponential decay of the expectation of some fractional power of the Green's function [H, ASFH] . We may then define the region of complete localization Ξ CL , introduced in [GK2, GK3] , as in [KlLM, Definition 2.1]. However, [KlLM, Eqs. (4.1) , (4.3) and (4.4)] have not been derived from the fractional moment method for µ with compact support satisfying only the condition (3.5). ( [H, ASFH, Appendix A] assumes that µ thas a bounded density in the derivation of such estimates.) But in this region of complete localization we can always perform a multiscale analysis as in [GK1] with only hypothesis (3.5), and get the estimates [KlLM, Eqs. ( for small ν, consistent with Cν 2 log 1 ν d+2 for α = 1 as in [KlLM] . 
an Anderson model with a single-site probability distribution µ of compact support and uniformly α-Hölder continuous as in (3.5). Consider a Fermi energy in its region of complete localization:
(2) Using (1.4), [KlLM, Eq. (4.51) ] becomes 
(3.12)
where we used (3.5). (5) As in [KlLM, Eq. (4.62 )], we choose L = Aℓ log 1 ν , where A is some suitable constant, depending on d, α and U , such that, similarly to [KlLM, Eq. (4.63 )], we get (3.13) where B and C ′′ are constants, with B depending only on d, α and U , from which (3.6) follows.
Proofs of eigenvalue counting inequalities
In this section we prove Theorems 2.1 and 2.3 and Corollary 2.4. Since we always have tr P ω (I) ≤ |Λ|, it follows from Lemma B.1 that it suffices to prove the theorems when all the probability measures µ j have compact support, which is assumed in the proofs of Theorems 2.1 and 2.3.
Our proofs are based on the fundamental spectral averaging estimate (2.2) and [CoGK, Lemma 3 .2], which we now state.
Lemma 4.1 ( [CoGK] ). Consider the self-adjoint operator H s = H 0 + sΠ ϕ on the Hilbert space H, where H 0 is a self-adjoint operator on H, ϕ ∈ H with ϕ = 1, and s ∈ R. Let P s (J) = χ J (H s ) for an interval J, and suppose tr P 0 (] − ∞, c]) < ∞ for all c ∈ R. Then, given a, b ∈ R with a < b, we have
(I) when we want to make explicit the value of ω j . We also write P (Λ) ωj →s (I) to denote that ω j was replaced by s. Since we assumed that the measures µ j have no atoms, it follows from (2.4) that
ω ({c}) = 0 for any c ∈ R. Thus it does not matter if the intervals are open or closed at the endpoints, so in the proofs we may take all intervals to be of the form ]a, b], which allows the use of Lemma 4.1.
Theorem 2.1 is a particular case of Theorem 2.3, but in order to illustrate the simplicity of our approach we first give a proof of Theorem 2.1 and then prove the general case.
Proof of Theorem 2.1. Fix a finite volume Λ ⊂ Z d and let I 1 , I 2 be bounded intervals. Using Lemma 4.1, for τ j ≥ ω j we always have tr P (Λ)
We now take τ j ≥ max supp µ j for all j ∈ Λ, and average over the random variables ω = {ω j } j∈Z d , where each ω j has the probability distribution µ j . Using (2.2), we get
This holds for all τ j ≥ max supp µ j , j ∈ Λ, so we now take τ j = max supp µ j +ω j , whereω = {ω j } j∈Z d and ω = {ω j } j∈Z d are two independent, identically distributed collections of random variables, and average over these random variables. We get
where we used the Wegner estimate (2.4). The estimates (2.7) and (1.4) follow immediately from (4.4). To get (2.6), we use (4.4) and the obvious estimate tr P (Λ)
We now turn to the general case.
Proof of Theorem 2.3. Fix a finite volume Λ ⊂ Z d . We first prove (2.13), a particular case of (2.11), since it has a simpler proof. We fix the bounded interval I and proceed by induction on n. The case n = 1, is just Wegner's inequality (2.4). Let us assume that (2.13) holds for n, for all possible probability distributions µ j with compact support. Then, given j ∈ Λ and τ j ≥ max supp µ j , we have, using (4.1), that for all k = 1, 2, . . . , n,
ω (I) − k > 0 for k = 0, 1, . . . , n, it follows that we always have tr P (Λ)
Using (2.2), we have
We now take τ = {τ j = a j +ω j } j∈Λ , whereω = {ω j } j∈Λ are independent random variables, independent of ω, such thatω j has µ j for probability distribution, and a j = max supp µ j . Using (4.7) and (4.8), plus the induction hypothesis, we get
We now turn to the proof of (2.11). The case n = 1 is just (2.4), and n = 2 is (2.6), so we assume n ≥ 3. Let I 1 , I 2 , . . . , I n be bounded intervals. For a fixed ω, we have (2.9) and (2.10). Let us suppose
(4.10) and note that in this case we must have
(4.11) Then, using Lemma 4.1 repeatedly, we get
j2 , . . . , ω (j1,j2,...,jn−1) is ω (j1,j2,...,jn−2) with ω (j1,j2,...,jn−2) jn−1 → τ (n−1) jn−1 . To be able to apply Lemma 4.1 we must have
(4.13)
We then take
. . , n − 1 are independent random variables, independent of ω, such that ω
has µ j k for probability distribution, and the real numbers a
are chosen such that (4.13) holds P (ω, b ω) -almost surely. Since the last expression in (4.12) is obviously nonnegative, it follows that (4.12) holds also when Ξ ω = 0, an hence it holds P (ω, b ω) -almost surely. Given σ ∈ S n , let
It follows that P (ω, b ω) -almost surely we have 15) and hence
By performing the integrations in the right order, using (2.2) n − 1 times, and then using the Wegner estimate (2.4), we get
Proof of Corollary 2.4. The estimate (2.14) follows from (2.13) and the inequality
To obtain (2.15), we use (2.11) with
Similarly, (2.16) follows from (2.12).
Appendix A. The fundamental spectral averaging estimate
For the reader convenience we present a proof of the fundamental spectral averaging result (2.2). Consider the random self-adjoint operator on a Hilbert space H given in (2.1): H ω = H 0 + ωΠ ϕ , where H 0 is a self-adjoint operator on the Hilbert space H, ϕ ∈ H with ϕ = 1, Π ϕ is the orthogonal projection onto the one-dimensional subspace spanned by ϕ, and ω is a random variable with a nondegenerate probability distribution µ. Given z with ℑz > 0, we have, as in [CKM, Proof of Lemma 6.1 
A.1. The probability distribution µ has a bounded density ρ. In this case, we use 
In particular, R dω ϕ, P ω ({c})ϕ = 0, and hence for any bounded interval I we get
Since µ has a bounded density ρ, we get
Remark A.1. The reader may notice that [CKM] has an extra factor of π in the right hand side of (A.5) ; the difference comes from using Stone's formula instead of the simple estimate (A.10 ) . Since in Theorem 2.1 we obtain (1.4) as a consequence of (A.5) , and (1.3) is a particular case of (1.4), we do not have the factor of π 2 in the right hand side (1.3): the estimate is just ρ
A.2. Arbitrary probability distribution µ. We consider an interval I = [E − ε, E + ε], ε > 0, and set z = E + iε and R 0 (z) = (H 0 − z) −1 . Given κ > 0, we define real numbers a and b by (A.6) and note that we always have We may now get (2.2) in two ways. Using the simple inequality We can improve the constant slightly by using the more sophisticated inequality given in [CoHK2, Eq. (3.1) ], that is, Acknowledgement. The authors thank E. Kritchevski for pointing to them the use of Stone's formula in (A.3) Appendix B. An approximation lemma Lemma B.1. Let F be a bounded, nonnegative Borel measurable function on R N , s 1 , s 2 , . . . , s q > 0, and ω = {ω j } j=1,2,...,N a family of independent random variables, µ j denoting the probability distribution of the random variable ω j . We write µ = {µ j } j=1,2,...,N , and denote the corresponding expectation by E µ . Let Q µ (s) := max j=1,2,...,N Q µj (s). Suppose there exists a constant K > 0 such that when µ j has compact support for all j = 1, 2, . . . , N we have
(B.1) Then (B.1) holds for arbitrary probability distributions µ = {µ j } j=1,2,...,N .
Proof. Given a probability distribution µ and M ∈ N, we set χ M = χ [−M,M] and Now, given probability distributions µ = {µ j } j=1,2,...,N , and M ∈ N, we consider the probability distributions µ (M) = {µ Since (B.1) holds for µ (M) , the lemma follows from (B.3), (B.4), and (B.6).
