In a series of papers, [9] , [10], [11], [13], W. D. Munn has considered the problem of constructing all irreducible representations of a semigroup by matrices over a field. In In [6] , the present author generalised the method of [13] to show that, for certain types of semigroups, in particular for regular semigroups and periodic semigroups, the irreducible representations are determined by those of associated completely 0-simple semigroups. If S is a semigroup of one of these types and T is an irreducible 0-restricted representation of S then T(M) is completely 0-simple and M has a maximal 0-restricted completely 0-simple homomorphic image M *. Further T induces a unique representation F* of M* such that (0.1) commutes. Thus T is uniquely determined by the irreducible representation T* of the completely 0-simple semigroup M*. If S is an entirely arbitrary semigroup however T(M)
Then M is an ideal of S and T is uniquely determined by its action on M. If S is an inverse semigroup then F(M) is a
commutes, where r¡ is the natural homomorphism of M onto M*. Thus T is uniquely determined by the irreducible representation T* of the Brandt semigroup M*.
In [6] , the present author generalised the method of [13] to show that, for certain types of semigroups, in particular for regular semigroups and periodic semigroups, the irreducible representations are determined by those of associated completely 0-simple semigroups. If S is a semigroup of one of these types and T is an irreducible 0-restricted representation of S then T(M) is completely 0-simple and M has a maximal 0-restricted completely 0-simple homomorphic image M *. Further T induces a unique representation F* of M* such that (0.1) commutes. Thus T is uniquely determined by the irreducible representation T* of the completely 0-simple semigroup M*. If S is an entirely arbitrary semigroup however T(M) need not be completely 0-simple nor need M have a maximal O-restricted completely 0-simple homomorphic image. (For example the mapping x" -> «, 0 -> 0 is an irreducible O-restricted representation of the infinite cyclic semigroup, with zero adjoined, F, of degree one over the rationals, thus M=T is not completely 0-simple; further F has no maximal completely 0-simple homomorphic image.) Hence the methods of [13] , [6] do not suffice to give a satisfactory description of the irreducible representations of arbitrary semigroups.
In this paper we use Theorem 1.5 of [7] and the result in italics below (a corollary to Theorem 3.7), which is of independent interest, to show, in Theorem 6.4 , that, although the techniques of [13] , [6] are inapplicable, the irreducible representations of an arbitrary semigroup are also determined by those of certain associated completely 0-simple semigroups which depend only on 5.
Let H=H° be a semigroup of linear transformations of a finite dimensional vector space "P~. Suppose that all nonzero elements of H have the same rank and that H has no nonzero left or right annihilators. Then H is contained in a completely 0-simple semigroup of linear transformations of"f~.
The techniques used to prove Theorem 6.4 may be applied to a type of matrix representation which is more general than an irreducible representation; we call this type of representation basic. A representation T of a semigroup S=S° by linear transformations of a finite dimensional vector space y is basic if, for each ideal N of 5 such that Y(N)^0, rY(N) spans V and Y(N) annihilates no nonzero subspace of "P~. Thus every proper representation of a group is basic. Further Theorem 3.12 shows that, for a completely 0-simple semigroup, the basic representations defined here coincide with those defined by A. H. Clifford in [1] , [2] . The main theorem of §6-gives an explicit method for constructing the basic representations of an arbitrary semigroup modulo the basic representations of completely 0-simple semigroups (by Theorem 3.12, the latter may be regarded as well known).
The prevalence of basic representations of a semigroup depends on its "grouplike" character. In fact Theorem 2.4 shows that every proper representation of a finite semigroup 5=5°, over a field <P, is basic if and only if 5 is 0-simple and the contracted semigroup algebra <S>0[S] of 5 is isomorphic to a full matrix algebra over a group algebra. In §7, sufficient conditions are given on a semigroup S-S°i n order that each representation of 5, over a field <t>, should decompose into basic representations; if this is the case, we say that 5 is quasi-simple over O. These conditions permit us to prove the result, which can be deduced from G. B. Preston [14] , that an inverse semigroup is quasi-simple over every field. (In a sequel to this paper, [8], we consider finite semigroups which are quasi-simple over a field. The results of that paper demonstrate further the relationship between the grouplike character of a finite semigroup and the prevalence of its basic representations.)
The basic representations T of a semigroup 5=5° are the most general representations of 5 with the property that T(5) is the extension, in a natural manner, of the ideal consisting of 0 and the elements of minimal nonzero rank. This ideal is homogeneous and in § §3, 4 we consider in some detail homogeneous semigroups of matrices and representations whose images are such semigroups. The material in §4 is of a technical nature and is required for the proofs of the results in § §6, 7. Using the results obtained in §4, we are also able to give, in §5, a method for constructing all representations of an arbitrary 0-simple semigroup (again modulo the theory of [1], [2] ).
Finally, I should like to express my gratitude to A. H. Clifford for reading a rough draft of this paper and for many helpful suggestions concerning the presentation of the material contained here.
1. Preliminaries. Except for those concepts explicitly defined here, we shall use the terminology and notation of Clifford and Preston [3] . We shall also assume familiarity with the results of [3] , § §5. 1-5.4, and with [7] , § §1 and 2.
The following lemma from [7] characterises completely 0-simple semigroups. This characterisation and the conditions which it introduces will play an important part in the theory contained in this paper. Lemma 1.1. Let S=S° be a semigroup, then S° is completely 0-simple if and only if the following conditions are satisfied:
Cx: if, for a, x,b e S, axb = 0 then ax=0 or xb = 0; C2: if, for a,beS, aSb=0 then a=0 or b = 0; C3: if, for a, b, x,y e S, ax=bx^0 andya=yb^0 then a=b; C4 : for each ae S such that a2 + 0, there exists a unique element a'1 e S such that a = aa~1a, a"1 = a~1aa~1, aa'1 = a~1a.
A semigroup S=S° which obeys Cx is said to be categorical at zero ; if S obeys C2 it is said to be indecomposable at zero ; if S obeys both d and C2 it is said to be 0-primary. If S obeys C3 it is said to be weakly O-cancellative while C4 is equivalent to the assertion that each element of 5 whose square is nonzero belongs to a subgroup of S.
The main tool in this paper is Theorem 1.5 of [7] and a generalisation thereof (Theorem 1.6). In order to apply Theorem 1.5 of [7] , we need some information concerning the structure of the completely 0-simple semigroup ^(S) whose existence is asserted in that theorem. The major part of this section is devoted to obtaining this information and to proving Theorem 1.6.
Let S=S° he a completely 0-simple semigroup and let Jf denote the usual Green's equivalence on S; [3, p. 48] . Then Jf is a congruence on S and SfJF is a rectangular 0-band; [4, p. 69] . In particular, if a, b, x, y e S then (1.1) (i) if axb ^ 0, ayb # 0 then (axb, ayb) e W; (ii) if axa ^ 0, then (a, axa) e 3tf.
These results are easily deduced from the fact that 5 is isomorphic to a regular Rees matrix semigroup Ji°(G; I, A; F); for here, ((x; i, A), (y;j, p)) e Jf if and only if i=j and X = p. Lemma 1.2. Let 5=5° be a 0-primary semigroup and let N be a nonzero ideal ofS. Then each Jf'-class ofïï(S) contains an element of N-q, where r¡ is the natural 0-restricted homomorphism of S into'¿'(S).
Proof. We show first that the lemma is true for N=S. As in [7, Theorem 1.5], <¿>(S) = U {Sn : «SO} and we use induction on « to show that, if x e 5", then (x, sr¡) e Jt for some s e S. Since 50 = 5, this is immediate if « = 0.
Suppose that the result is true for « and let x e Sn + x\Sn. Then x is a product of elements of Sn and their inverses and hence there exist u, v e S", y e Sn + X such that x = uyv. By induction hypothesis, there exist s, t e S such that (u, s-n)eJif and (v, t-q) e ¿F. Since J? is a congruence on *€(S), this implies (x, sr¡y(t-q)) e ¿SP. Since x/0, neither of s, t is zero and thus, because 5 is indecomposable at zero, there exists we S such that swt^O. Since ^(5) is completely 0-simple, it follows from (1.1), (i), that (sr¡y(tr¡), (swt)-r¡) e ¿c° and hence (x, (swt}n) e Jc°. But swteS so that the result is true for x e 5n + 1. Hence, by induction, it is true for any x 6^(5).
Let s e 5\0; then, since 5 is indecomposable at zero, there exists me N such that sms^O (let neN\0, then sSn^O, nSs^O and so O^sSn-S-nSs^sNs). Then smseN and, by (1.1), (ii), (sr¡,(sms)r¡)e Jti?. Thus, since each ^-class of r€(S) contains an element of Sr¡, each J^-class contains an element of Nr¡.
Corollary
1. Let 5= 5° be a 0-primary semigroup. Then ^(5)/^ is the maximal rectangular 0-band homomorphic image of 5.
Proof. This is almost immediate from Lemma 1.2 and [7, Theorem 1.5].
2. Let S=S° be a 0-primary semigroup and let N be a nonzero ideal of S. For each x e ^(5) there exist u, v e N, y e ^(S) such that x = (uT¡)y(vr¡).
Proof. If x^O then there exist idempotents e,fecë(S) such that x=exf By Lemma 1.2, there exist u,veN such that (ur¡, e) e 3^, (vn,f)e3^. These imply e = (ur¡)(ur¡)~1, f= (vr¡)(v7])~1 thus, if y = (ur¡)~ 1x(vt¡)~ l we have x = (ur¡)y(vr¡) as required.
A semigroup S=S° is said to be a 0-direct union of a family {5( : i el} of its subsemigroups if (a) S=[j{Si:ieI}; (b) if zY7 then 5¡ n 5, = 0 = 55,, If (a) and (b) hold, we write 5=0{5, : i el}. Note that conditions (a) and (b) together imply that each 5¡, i e I, is an ideal of 5.
Preston [14] and Lallement and Petrich [5] have shown that a semigroup 5=5° is a 0-direct union of completely 0-simple semigroups if and only if it is regular and each idempotent is primitive; following Preston [14] , we say that such a semigroup is primitive regular or p-regular. Lallement and Petrich have also shown, [5, Corollary 5.13] , that a semigroup S=S° is a 0-direct union of 0-primary semigroups if and only if S is categorical at zero and obeys C2 : for a e S, if aSa = 0 then a = 0.
The following lemma, whose proof is straightforward, shows that C2 is equivalent to the condition that S has no nonzero nilpotent ideals. Lemma 1.3. A semigroup S=S° is without nonzero nilpotent ideals if and only if it obeys C2 ; 5 is semisimple if and only if each nontrivial homomorphic image obeys C2.
The proof of the following lemma is routine; it is thus omitted. Lemma 1.4. Let S=0{St : i el} and T=0{Ta : aeA} be 0-direct unions of 0-primary semigroups. Let 6 be a 0-restricted homomorphism of S into T. Then there exists a mapping <p: / -> A and, for each ie I, a 0-restricted homomorphism 0¡ of S¡ into Ti0 such that, for each a e S¡, (1.2) a0 = adt.
Conversely, given <p: /-»■ A and 0¡: Sf-> F¡, the mapping 0 defined by (1.2) is a O-restricted homomorphism of S into T.
If S= S° is a subsemigroup of a p-regular semigroup F then there need not be a minimum o-regular subsemigroup of F which contains S. However, if S is indecomposable at zero and Fis completely 0-simple, it follows from the results of [7] that there is a minimum completely 0-simple subsemigroup of F containing S. Suppose now that S is the 0-direct union of a family {St : ie 1} of 0-primary semigroups and that S is a subsemigroup of the ^-regular semigroup F=0{Fa : aeA}. Then, for each i e I, there exists i<p e A such that S^T^. Hence there exists a completely 0-simple subsemigroup St of F¡" generated by S¡ ; St is clearly the completely 0-simple subsemigroup of F generated by St. Lemma 1.5. Let S=S° be the 0-direct union of 0-primary semigroups {S¡ : i e I}. Suppose that S is contained in a p-regular semigroup T and, for each i e I, let St be the completely 0-simple subsemigroup of T generated by St. Then, if ijíj, S¡ n S, = 0 = SiSj and S=0{S¡ : i e 1} is the minimum p-regular subsemigroup of T which contains S. There is a natural one-to-one correspondence between the representations of a semigroup S=S° over 4> and those of the contracted algebra <t>0[S] of 5 over <1>.
This correspondence preserves the equivalence, decomposition and reduction of representations. In general, it seems difficult to define representations of an arbitrary ring so that, when we consider semigroup algebras, the representations under consideration are just those induced by the basic representations of the semigroup. (For example, if we define an i?-module A to be "basic" if the analog of (2.1) holds for all ideals N of R such that A-N^O, the radical induced on R by the "basic" i?-modules lies between the prime radical and the Jacobson radical; if R is commutative, it is just the prime radical. Hence, for a finite semigroup, the "basic" representations are completely reducible ; this is, in general, not the case for basic representations.) As far as 0-simple semigroups are concerned however, one can easily characterise the basic representations directly in terms of the contracted algebra. At the end of this section, we shall indicate how this approach can be used to give necessary and sufficient conditions on a finite 0-simple semigroup in order that every proper representation should be basic; we shall not prove the result in detail as equivalent results are given in [8] .
In the case of arbitrary semigroups, it is more natural to approach the problem of constructing the basic representations directly through the semigroup rather than through the contracted semigroup algebra. Theorem 2.1 gives a characterisation of basic representations of an arbitrary semigroup in terms of basic representations of completely 0-simple semigroups (by Theorem 3.12, the latter can be regarded as well known). Theorem 2.1 is an immediate corollary to Theorem 6.2; we state it here since it motivates much of the material in § §3 and 4.
Let r be a representation of a semigroup S=S°, of degree n over a field O. Then, following Munn, Hence Y is not basic. Thus 5 is 0-simple if each of its proper representations is basic and so, from Theorem 2.3, obeys the conditions (1) through (6) . Conversely, of course, Theorem 2.3 shows the sufficiency of the conditions. 3. Homogeneous semigroups of linear transformations. Throughout this section, let y be a vector space of dimension « over a field i>. Let a e ¿£y(y) and denote by y a the range of a, by Na the null space of a and by |a| the rank of a = dim y a.
A subsemigroup H= H° of Z£T{V) is said to be homogeneous if all nonzero members of H have the same rank; clearly any 0-simple subsemigroup of £t?y(y) is homogeneous. In this section we shall obtain some properties of homogeneous semigroups which will be needed later; certain of these are interesting in their own right. Lemma 3.1 [13] . Let H=H° be a homogeneous semigroup of linear transformations of a finite dimensional vector space; then H is categorical at zero and weakly O-cancellative. be such that |«2| = |a|. Then-y = ya@Na and a = ea where e is the projection of y on y a and a' is a nonsingular linear transformation of y a onto itself Corollary [3] . If \a\ = |a2| then there exists a unique a-1 e ^^(y) such that a = aa-1a, a-1 = a_10!O:_1, ota-1 = a~1a; (a-1 = e(ot')-1). Lemma 3.3. i/"|a| = |a2| and alla<=, °Uwhere ^¿isasubspaceofythen <^a_1s <%; if'<& is a subspace of y and te«' where <&aç<& then ^a"1^.
Proof. We use Lemma 3.2 and its corollary. Let <Vx=cíía'=,'}U and let <3U2 be such that ya=®i® W2; thus y=t%x®W2®Na. Since ^çf«, <%xa' = <%xaÇ: (ÍUX and hence, since a' is nonsingular from y a onto y a, <Wxa'= <WX. Thus (<%e)a'= <%x = <%xez <%e. Since fccfa, this implies (<%e)a'= <%e; that is, aUx= °lle. But this means
Thus we have the first assertion of the lemma. For the second part, let fcç*; then <&a~1= fc-2g*a-2. But, by the first part, Wa-2ç<W. Let ü= ü° be a homogeneous subsemigroup of 3?!T(y) and let &(H) = {ae <ey(y) : y a = y a, A« = Nt for some o, re H}.
Then 1F(H) is called the fill-out of H. The reason for this name is explained by the following considerations. In i£!7~{y) define a~ß if and only if ya=yß and Na=Nß, Then ~ is an equivalence on J¡f£~(y) which coincides with the Green equivalence ¿F. If we imagine I£3~{f) arranged in the familiar egg box pattern (cf. [3] ), then S^(H) is obtained from H by filling out the ^-classes of ^T(f) which contain elements of H and then filling out the corners of all subrectangles whose sides contain these ^classes. Lemma 3.4. Let H=H° be a homogeneous subsemigroup of SÛS'iy) and let a,ßeH. Then either fanNß=0or -Ta^Nß.
Proof. We have either |a/8| = |j8| or |aj8|=0. In the latter case, we clearly have ya<=,Nß. In the former case, since "F'aß^'fß, we must have iraß = i/"ß and hence, since |ot| = |j8|, "F~aC\ Nß=0.
Lemma 3.5. Let H=H° be a homogeneous subsemigroup of 3'S'('f). Then !F(H) is a homogenous subsemigroup of ä'S"("F").
Proof. Let a, ß e &(H) ; then -fa = Vo, Nß=At for some a, t e H. In particular, irar\Nß=ir<j n At and hence, by Lemma 3.4, either -far\Nß=0or ya^Nß. In the first case, iraß = i/'ß and Naß = Na while in the second case aß=0. Hence 3F(H) is a semigroup ; it is clearly homogeneous.
Theorem 3.7 gives the structure ofS'(H) for a large class of semigroups. To state the theorem, we'require the following definition. The biannihilator of a semigroup S=S° is the subset B(S) = {x e S : 5x5=0}; B(S) is clearly an ideal of 5. Proposition 3.6. Let S=S° be categorical at zero and let B(S) be the biannihilator of5. Then 5=5 u B(S) where 5 n B(S)=0 and S=S° is a subsemigroup of S.
Proof. Let 5=(5\F(5))u0
and let a, b e S with ab^O. Since a, b e S\B(S)
there exist x, y such that xa^O^èy. Because 5 is categorical at zero this implies xaZ>y#0 so that ab e 5. Hence 5 is a subsemigroup and clearly 5=5 u B(S) and F(5)n5=0.
In Proposition 3.6, 5 is the 0-disjoint union of the subsemigroups 5 and B(S). In general, it is not the 0-direct union of these subsemigroups ; see the example after Theorem 3.7. which implies a8 = 0; a contradiction. If 8t=0, then irhc:NT = Nß so S|3 = 0; again a contradiction. Hence, since His categorical at zero, ctSt/0. Thus B(H)=0. Conversely, by Lemmas 1.1, 3.1 and 3.2 Corollary, we need only show that B(H) = 0 implies !F(H) is indecomposable at zero. Let a, ß e ^(H)\0; then there exist a, re H such that ira = i/'(j, Nß=Nr. Since B(H)=0, there exist p,veH such that op^O, vt^O; thus such that y a nNp=0,"Fvn Nt=0. But H homogeneous implies dim T^cr+dim Np = dim V and hence ^=^0 © Np. Let y be a nonsingular linear transformation of ya onto yv and extend y' to y by defining xy' = 0 for each x e Np; call this linear transformation y. Then Ny = Np, yy = yv so that ye&(H) while yay = yoy = yv and y y n Nß = yv n Nr = 0. Thus ay^O, yß¥"0 and hence, since Ü is categorical at zero, ayß^O.
Corollary. Let H= H° be a homogeneous semigroup of matrices. If H has no nonzero nilpotent ideals then ^(H) is completely 0-simple; in particular, this is true if H is indecomposable at zero.
Proof. For any semigroup H=H°, B(Hf^HB(H)H=0.
Hence, if H has no nonzero nilpotent ideals, B(H) = 0. By means of Zorn's Lemma, one can easily show that any homogeneous subsemigroup of £C^(y) is contained in a maximal such subsemigroup. The following example shows that the maximal homogeneous subsemigroups need not be completely 0-simple.
Example. Let 0 be a field and let y be a vector space of dimension 5 over i>. Let ^ be a three dimensional subspace of y and let H = {a e Se$-(y) : \a\ =2,Na= <% and either fag m or f« n <# = 0}u{0}.
Then H=H° is a maximal homogeneous subsemigroup of ¿¡f&~(y). But B(H) ={a : yaç, <%} is nonzero so that H is not completely 0-simple. In fact, H=B(H) u {a : y a n aU=0} where the latter is completely 0-simple. Further, no element of H\B(H) is a left zero divisor in H. Hence, in the notation of Proposition 3.6, Ü is not the 0-direct union of B(H) and H. Examples can also be given to show that a maximal homogeneous subsemigroup of &&'(y) can be completely 0-simple without being irreducible.
For use in later sections, we now consider some properties of the fillout of a semigroup which is indecomposable at zero. Lemma 3.8. Let H=H° be a homogeneous subsemigroup of S£!?~(y) which is indecomposable at zero and let I be a nonzero ideal of H. Then, for each a e ^(H), there exists y el such that ya = yy, Na = Ny.
Proof. From the definition of ^(H), there exist a, t e H such that Na = No and ya=yr.
Since H is indecomposable at zero, there exists Sei such that aS-r^O. Let y = ctSt then, since H is homogeneous, Ny = No = Na, y y = yr = ya and ye I.
Corollary.
Let H=H° be indecomposable at zero and let I be a nonzero ideal of
H. Then &(I)=&(H).
Proof. Since isü, it is clear that ^(I)^^(H). Conversely, by the lemma, if a e 3F(H) there exists y el such that ya = yy, Na=Ny. Thus a e ¡F (I) and hence
&(I)=&(H).
It follows from Lemma 3.8 that, if H is indecomposable at zero, ¿F(H) is obtained from H simply by filling out those ^"-classes of ££9~(y~) which contain members of H. The next lemma shows that these are in fact ^classes of !F(H). Proof. If a and ß are ^-equivalent in 3F(H), they certainly have this property in <£2T(r); hence, see [3, p. 57] , fa = Vß and Na = Nß. Conversely, we shall show that, if Va=irß, then a = yß for some y e S^(H); the other verifications are similar.
Choose a basis er +1,..., en for Na and extend it to a basis ex,..., en for "F~. Then exa,..., era are linearly independent. Since B(H)=0, there exists r¡ e H such that 7?j6V0; that is, such that range -n n null space ß=0. Let/i,...
,fr e range r¡ be such that//S = e¡o! (1 SiSr) and define y by e¡y = f\ for 1 S i S r, = 0 for r < i S n.
Then etyß = e,a(lSiSri) so that a = yß and, since Ny = Na and Vy = l^ij, y e !F(H). Proof. That (a) implies (b) is clear. Suppose that (b) holds and let ^ be a proper subspace of y. Then, by (ii), there exists fey, a e H such that fa $ <%/. By (i), there exists geW, ßeH such that gß^O. Let er +1,..., en be a basis for Nß and extendg=er, eT + 1,..., en to a basis ex,...,en for y and let/,...,/ be a basis for y a where/r=/a.
Define y e &3~(y) as follows: efy = / l S i S r, = 0 r < i S n.
Then Ny=Nß, yy = ya so that ye&(H). However <&y$<& since <?r e <& but ery=f,=fa $ <W. Hence SF(H) is irreducible. 
Homogeneous representations. Let S=S° he a semigroup and let T be a representation of 5 of degree n over a field <J>. Then Y is said to be homogeneous if T(5) is a homogeneous subsemigroup of [<!>]". Thus Y is homogeneous if and only if 5=M(Y), where M(Y) is defined as in §2.
Let S=S° be a semigroup without nonzero nilpotent ideals and let T be a 0-restricted homogeneous representation of 5 of degree n over a field <£. Then, since T is 0-restricted, it follows from the Corollary to Lemma 3.1 that 5 is categorical at zero. Further, by the corollary to Theorem 3.7, Y is a 0-restricted homomorphism of 5 into the completely 0-simple semigroup =^"(r(5)). It therefore follows from Theorem 1.9 that Y induces a (unique) representation of (? (S) Since Y is assumed to be proper, Ax is a proper homogeneous O-restricted representation of 0{5¡ : i el, i#l}-Hence, since for each i, A|5¡ is equivalent to r|5¡, the hypothesis of the theorem holds for Ai and 0{5j : i e I, /# 1}. Thus, repeating the process at most n times, we obtain the result. 
(x)C is a O-restricted homomorphism of @(S) into [$]"; in fact, it is into C~1^'(Y(S))C since Y*(0i(S))^^r(Y(S)). By Lemma 3.10, C~1ßr(Y(S))C=^(C-1Y(S)C) and the latter is just ^(A(5)).
Thus A* and x^ C_1r*(x)C both extend A to homomorphisms of 0>(S) into the completely 0-simple semigroup ^"(A(5)). Hence by the uniqueness property of Theorem 1.9, the two mappings are identical and Y* and A* are equivalent. where x=sr¡. It thus suffices to show that, if F=0{F¡ : i el} is a homogeneous semigroup of matrices of the form (4.2), where each F¡ is 0-primary, the p-regular semigroup of matrices generated by F consists of matrices of the form (4.2) . This is however an immediate consequence of Theorem 1.9(c) and Lemma 3.3. where each A¡ is n¡ x n¡. Then the subsemigroup C ofS'(H) generated by H consists of elements of the form (4.3).
Proof. C={J {Hn : n^O} where H0 = H and Hn + X is generated by Hn and the inverses of elements of Hn whose square is nonzero. Suppose that each element of Hn has the form (4.3). Then it follows from Lemma 3.3, by an easy induction on r, that the inverse of any element of Hn also has the form (4.3) . Hence, by the block multiplication rule, each element of Hn + X has this form and, by induction, the same is true of each element of C. Theorem 5.1 was proved in [6] for the case in which 5=5° has a nonzero idempotent. If this occurs, ^(5) is a O-restricted homomorphic image of 5; in fact, it is the maximum weakly O-cancellative O-restricted homomorphic image of 5. To conclude this section, we show that if 5=5° is 0-bisimple and categorical at zero then ^ (5) is also a O-restricted homomorphic image of 5. A consequence of this result and Theorem 5.1 is that any 0-bisimple (bisimple) semigroup of matrices is completely 0-simple (completely simple). Note however that not every 0-simple semigroup of matrices is completely 0-simple; see [3, p. 192, Exercise 7(b) ]. Proof. It is straightforward to verify that any completely 0-simple semigroup satisfies these conditions. Conversely, suppose that the conditions are satisfied ; we show that 5 has a primitive idempotent.
If 5 has only one nonzero element a then a2 = a so that a is a primitive idempotent. If |5| > 2, let a, b be distinct nonzero elements of 5 then there exists ce S such that 51a = 51c, cS1 = bS1. Since a and b are distinct, c is not equal to both a and b; say a=£c. Then there exist x,ye S such that a = xc, c=ya. Thus a = xya=¿0 so that xy is a nonzero idempotent of 5 by (*). Since 5 is weakly O-cancellative, any nonzero idempotent is primitive; in particular, xy is primitive. Hence 5 is completely 0-simple. Proof. From Theorem 3.7, iF(H) is completely 0-simple and hence each subsemigroup of ¡F(H) is weakly O-cancellative and obeys (*) ; in particular H obeys these conditions. Thus, by Theorem 5.2, H is completely 0-simple.
6. The structure of basic and irreducible representations. The main theorem of this section (Theorem 6.2) gives a construction for all basic representations of an arbitrary semigroup in terms of basic representations of completely 0-simple semigroups. Every irreducible representation of a semigroup is basic so that Theorem 6.2 applies here, but in this case the construction can be simplified.
Recall that a pair (U, N) of ideals of a semigroup 5= 5° is called primary if (a) S/U is indecomposable at zero; (b) N/U is categorical at zero. We define the pair (U, N) of ideals of 5 to be secondary if N/U is 0-primary; thus every primary pair is secondary. Corollary 1 to the following lemma shows that associated with any secondary pair of ideals of 5 there is a primary pair of ideals of 5. Lemma 6.1. Let S=S° be a semigroup and let U, N be ideals of S such that U<=N and N/U is indecomposable at zero. Then N. ' U={x e S : AxS £/} is the unique ideal U of S such that S/U is indecomposable at zero and U n N=U.
Proof. Let xeN.'U,s,te S1; then Nsxt^Nxt^ Utz U since U, N are ideals of 5. Hence N. " U is an ideal of 5 and, since N/U is indecomposable at zero, N.-UnN=U.
Let a, be S\N. ' U; then there exist m,neN such that ma $ U,nb $ U. Since N is an ideal of 5 and N/U is indecomposable at zero, this implies maNnb£ U. Thus aNb<£. U. "A and so S/N. ' U is indecomposable at zero.
Suppose that U is an ideal of 5 such that S/U is indecomposable at zero and ÜnN=U.
If a$ Ü then there exists neN such that na$U=Nn Ü. Thus a$N.-U.lfa$N.-U then there exists neN such that na$ U=N n TV.
• U. Thus a $V. Hence U-N.'U. Lemma 6.1 also shows that, at least for semisimple semigroups 5=5°, there is no shortage of ideals U such that S/U is indecomposable at zero. Corollary 2. Let S=S°bea semisimple semigroup and let a,beS. Then (a, b) e ß if and only if, for each ideal U of S such that S/U is indecomposable at zero, either both a,beU or both a, be S\U. Theorem 6.2. Let S=S° be a semigroup and let 3> be afield. Following Corollary 2, we shall drop the unwieldy term "fully basically reducible" and shall use in its stead the term basically reducible. Our next theorem gives necessary and sufficient conditions on a representation in order that it should be basically reducible. For the proof of the theorem, we require two lemmas which will also be used to give sufficient conditions on a semigroup in order that every representation over a field O should be basically reducible.
Lemma 7.2. Let 5=5° be a semigroup and let Y be a O-restricted representation of S of degree n over afield 0. Let M be a nonzero ideal of S and suppose that, Y\M decomposes into the direct sum of two representations Yx and Y2 of degrees r andn -r Proof. Suppose that Y is basically reducible so that it is the direct sum of basic representations r¡. Let YN be the direct sum of those r¡ such that r((A)^0; i= 1,2,...,/" say. Then T| A clearly decomposes into YN and a null representation. We show that YN is weakly basic; it is then certainly proper so that we have the necessity of the conditions. Example. Let 5=5° be a semigroup which obeys the minimal condition M, on two-sided principal factors. Let S£' he the set of all pairs (I(x), 51x51), where /(x) = {ye5 : 51y51 c51x51}, such that the principal factor J(x) = S1xS1/I(x) is 0-primary. Then X' is the unique minimal coinitial subset of ¡£(S).
Recall that a semigroup S=S° is quasi-simple over a field <P if each indecomposable representation of 5 over <D is basic.
Theorem 7.5. Let 5=5° be a semisimple semigroup and let 3C' be a coinitial subset ofd£(S). Let O be afield; if each proper O-restricted homogeneous representation over <P of each secondary factor in 3C' is basic then S is quasi-simple over <P. Corollary. Let S=S° be a semisimple semigroup which obeys the minimal condition M, on two-sided principal ideals. If each proper representation of each principal factor of S over afield <D is basic, then S is quasi-simple over <t.
In [8] it is shown that the converse of this corollary holds for finite semigroups. The proof of the following theorem differs from that of Theorem 7.5 only in that we use Theorem 6.4 instead of Theorem 6.2. Theorem 7.6. Let S=S° be a semisimple semigroup and let 3C' be a coinitial subset of 3C(S). Let <J> be a field and suppose that each O-restricted homogeneous representation, over <1>", of each secondary factor in 3C' is completely reducible. Then each representation of S over <t> is completely reducible. Corollary (Munn [10] ). Let S=S° be a semisimple semigroup which obeys the minimal condition M} on principal two-sided ideals. If each representation of each principal factor of S over afield <D is completely reducible, then each representation of S over í> is completely reducible.
8. Inverse semigroups. The theory given in previous sections applies, in particular, to inverse semigroups. For, clearly, any inverse semigroup 5 = 5° is semisimple and further, if (U,N) eS£(S), #'(N/U) is a Brandt semigroup thus each of its proper representations is basic; [1, Theorem 8.2] . Hence each proper O-restricted homogeneous representation of N/U is basic. By Theorem 7.5, we have the following theorem, which can also be deduced from the results of Preston [14] .
Theorem 8.1. If S=S° is an inverse semigroup and 0 is any field then S is quasi-simple over <D.
The structure of the basic representations of an inverse semigroup is much simpler than the structure of basic representations of an arbitrary semigroup. Such representations are described in the following theorem, the proof of which is entirely analogous to that of Munn's theorem on irreducible representations of inverse semigroups [13] . 
