In this paper we study a complex derivative Ginzburg᎐Landau equation with two Ž . spatial variables 2D . We obtain sufficient conditions for the existence and uniqueness of global solutions for the initial boundary value problem of the derivative 2D Ginzburg᎐Landau equation and improve the known results.
INTRODUCTION
There has been extensive work on the Ginzburg᎐Landau equations Ž . GLE of type < < 2 u s ␥ u q 1 q i ⌬ u y 1 q i u u, 1 . 1 w x w x parameter of either sign. Doering et al. 6 , Ghidaglia and Heron 15 , w x Promislow 25 , etc., studied the finite dimensional global attractor and Ž related dynamical issues for the 1D or 2D i.e., one or two spatial . Ž . dimensional GLE with cubic nonlinearity s 1 . Levermore and Oliver w x w x 20 studied 1D GLE as a model problem. In 3 Bu obtained the global existence of the Cauchy problem of the 2D GLE with s 1 and s 2, '5 < < w x ) 0, or F . Bartuccelli where ) 0, ␣, ␤, , are real numbers, and , are real constant 1 2 vectors. They studied the existence of a finite dimensional global attractor Ž . of Eq. 1.3 with periodic boundary conditions by assuming that there exists a positive number ␦ ) 0 so that 
where
sumed that G when b b ) 0, or that there exists a positive 1 6 2 number ␦ ) 0 such that
In this paper, we consider the initial boundary value problem for the 2D Ž w x. derivative Ginzburg᎐Landau equation see 4, 5 constant vectors with complex components, and ⍀ ; R 2 is a regular domain, bounded or not. When ⍀ s R 2 we do not need the boundary Ž . condition 1.9 . Here we treat the Dirichlet boundary problem; the Cauchy Ž . and other boundary such as Neumann and periodic boundaries value problems can be discussed in the same manner. If we redefine the space Ž . scale and the scale for u, we may normalize a , a in 1.5 to 1 and thus 1 6 Ž . Ž . reduce Eq. 1.5 to the form of 1.7 . The main purpose of this paper is to Ž . study the existence and uniqueness of the global in time solution for the Ž . Ž . 1, p Ž . problem 1.7 ᎐ 1.9 with the initial condition belonging to W ⍀ , p ) 2.
0
Our assumptions on , , and are Ž . Ž . Ž . < < < < A1 either i ) 2 or ii s 2, and are suitably small; 1 2 
Ž . which are contained in the area between the pair of hyperbolae of A2 .
The rest of this paper is arranged as follows. First we prove in Section 2 Ž . Ž . the local existence of solutions by putting 1.7 ᎐ 1.9 into a functional w x setting. Next, in Section 3, adapting methods from 21 , we establish some a priori estimates in L p and then in H 1 space. Finally, in Section 4 we can use the properties of the analytical semigroup to obtain the global existence and regularity of solutions. 
LOCAL EXISTENCE OF SOLUTION
We define a linear operator in X by
Ž . By the definition of a dissipative operator, we have to show that, for any
It is obvious that u* g J J u if and only if u* s u ur u . For any 
Ž .
Ž . When 2.2 is satisfied, the M 's are 1. Let
Ž . Ž . Then we can put 1.7 ᎐ 1.9 into a functional setting 
However, we can find a p with
We take p s 1 q ; then 1 0
Ž . 
Ž . Ž .
We can find T ) 0 such that F F is a contractive mapping on Y Y. In fact, for
. 
where ␣ s 2 q , ␣ s 2 q , ␣ s , ␣ s . Let a s I s I q I q I q I , 2  2 1  2 2  2 3  2 4 where py 2 2
H H
by the Holder inequality we havë
Ž . where 2.3 ᎐ 2.6 and 3.1 are used. Thus we have
3.7
Ž .
Applying the Gronwall inequality we get
Ž . Integrating 3.7 over 0, T we have 3.3 ; taking p s 2 we obtain 3.4 .
If s 2, for any ) 0, The proof of the lemma is completed. 
Ž . We multiply 3.6 by ␦ ) 0, take p s 2 q 2, and then add the resultant Ž . to 3.10 to obtain
where ␦ is a positive number to be determined later, and
Ž . Ž . Similar to 2.3 ᎐ 2.6 , for any ␣ with 
H H M Ž . Ž . We multiply 3.13 by y ) 0 to be chosen and then add the resultant Ž . to 3.11 to get
where 0 F -1 is to be determined,
Ž . Claim. When , , and satisfy A2 , we can choose suitable ␦ , '2 q 1 Ž . < < positive, in 0, 1 , and ␣ -such that N is nonpositive. Whence
Now we assume that the claim is true. Then we need only to control the Ž . last two integrals of 3.14 . By the Cauchy inequality,
where ) 0, ) 0 are arbitrary. If ) 2, by the Young inequality we 1 2 have
We can choose , , and ) 0 sufficiently small so that
Therefore we obtain
By the Gronwall inequality we have
␦ 0 < < < < When s 2, and are sufficiently small, we can find , ) 0 1 2 1 2 such that
-. Then the claim is equivalent to find suitable ␦ , , ␣ , and
We show this in three cases.
Ž . Case I . G 0. It suffices to take ␦ s , s 1 q ␦ , and ␣ s 0 if / 0; or ␦ ) 0 sufficiently large, s 1 q ␦, and ␣ s if s 0; then
In this case we 1 ␦ can take ␦ sufficiently large or small, s 1 q ␦, and ␣ s y ;
' ' 2 q 1 2 q 1 Ž . < < < < Case III . -0 with both G and G . In this
. When s and s , 1 q ␦ Ž . z ␦ is on the boundary of ⌺ for any ␦ ) 0. So we can take ␦ sufficiently
When F y and ) , we let s ␦ ; then 
This completes the proof of the main theorem.
