Research into modeling of the quantification and prioritization of resources used in the recovery of lifeline critical infrastructure following disruptive incidents, such as hurricanes and earthquakes, has shown several factors to be important. Among these are population density and infrastructure density, event effects on infrastructure, and existence of an emergency response plan. The social sciences literature has a long history of correlating the population density and infrastructure density at a national scale, at a country-to-country level, mainly focused on transportation networks. This effort examines whether these correlations can be repeated at smaller geographic scales, for a variety of infrastructure types, so as to be able to use population data as a proxy for infrastructure data where infrastructure data is either incomplete or insufficiently granular. Using the best data available, this effort shows that strong correlations between infrastructure density for multiple types of infrastructure (e.g. miles of roads, hospital beds, miles of electric power transmission lines, and number of petroleum terminals) and population density do exist at known geographic boundaries (e.g. counties, service area boundaries) with exceptions that are explainable within the social sciences literature. The correlations identified provide a useful basis for ongoing research into the larger resource utilization problem.
Introduction
The National Infrastructure Simulation and Analysis Center (NISAC) is a program managed by the US Department of Homeland Security (DHS) and comprised of a core partnership between Sandia National Laboratories (SNL) and Los Alamos National Laboratory (LANL). Congressionally established in 2001, NISAC performs critical infrastructure analysis, modeling, and simulation in support of the DHS mission.
NISAC's work includes the development of capabilities to improve understanding of individual infrastructure sectors and interdependencies among sectors. These capabilities are used to analyze both actual and theoretical problems facing the nation. Planned analyses conducted by NISAC include predictions of the probable consequences of theoretical hurricanes and earthquakes to infrastructure, the population, and the economy. Ad-hoc analyses of real-time events, such as Hurricane Katrina (2005) , the Deepwater Horizon oil spill (2010), and Superstorm Sandy (2012) have also been conducted. Analyses, particularly of real-time incidents, can help identify gaps in capability development.
One area of capability development in response to real-time events germinated from hurricane response. NISAC developed a model for quantifying and prioritizing resources for infrastructure restoration following disruptive incidents such as earthquakes and hurricanes. This model, called Infrastructure Resource Allocation and Prioritization for Incidents (IRAPI), is designed to identify available resources and prioritize the demand of current requirements for those resources. The model is intended to match these resources and requirements within an appropriate timeframe to meet a set of overarching objectives. IRAPI is most useful as part of planning and preparedness, rather than during an incident. It has, however, been used by NISAC to support incident response.
Development of IRAPI for hurricanes relied on interaction with Federal and State stakeholders in the emergency response community. These interactions led to a focus on the restoration of service to lifeline infrastructures, such as: -Transportation, with the clearance of roads blocked by debris and downed power lines a first priority; -Electric power, with a focus on the restoration of transmission and distribution system architecture affected by wind and surge; -Petroleum fuels, in cases for which transportation of fuels is critical to facilities with backup generation until such time as the electric power system is restored; and -Hospitals, as both a core lifeline function and a surrogate for other supplychain based sectors dependent on transportation, power, and fuels.
These interactions suggested several factors to consider in determining the resource needs of an affected area at the lowest level of geography (and therefore responsibility) available to drive modeling in IRAPI. These factors include: -Presence (or absence) of a formal or informal emergency response plan at the appropriate local governance level (typically a county or parish). This factor considers each county's emergency response plan (if there is one), whether a hurricane appendix exists, and whether hurricane is the top concern for the planner. The presence or lack of a plan can be mitigated or exacerbated by state-level preparedness as well as funding availability. -Population density. Those areas with greater population densities will have greater need pre-event (to evacuate or find shelter) and post-event (to restore basic services). -Infrastructure density, with a focus on the lifeline sectors.
-The set of effects associated with the event at each geographic location. In the case of a hurricane, concerns focus on wind, storm-surge inundation, and rainfall-induced flooding (resulting in damage to structures and infrastructure), power outage, and restoration time (resulting in economic and way-of-life disruption).
As these factors were identified during the development of the model, NISAC analysts discerned that to the extent population density and infrastructure density could be correlated, a reduction in terms within the model would be possible, as well as the opportunity to use population density as a proxy for infrastructure data unavailable to researchers and emergency managers. Infrastructure data can be out of date or unavailable to some emergency managers or researchers while population density is often more readily available and accurate. The purpose of this paper is to identify whether relationships exist between population density and the density of infrastructure of interest, so as to enable development of the IRAPI model with fewer variables and less reliance on data with licensing or other constraints, making IRAPI useful to a larger community. A literature review identified multiple previous efforts to correlate population density with infrastructure density for a variety of purposes.
History of the Relationship Between Population
Density and Infrastructure Density
The social sciences literature yields multiple examples of the use of population density and infrastructure density data for a variety of purposes. These data are often used in the comparative analysis of different communities within a nation or different nations. Two principal uses of this information were identified. The first principal use of infrastructure and population data for comparative analysis focuses on demographic change and the use of infrastructure. Multiple examples of the use of infrastructure and population data exist, at differing geographic scales, against a range of infrastructures. Energy consumption (Mindali et al. 2004) , the growth of electrification (Fredriksen 1981) , and the relationship between urban population centers and vehicular travel (Cervero and Murakami 2010) are among many examples. Other examples include developing countries (Fan and Zhang 2004) ; patterns of migration within developed, stable countries (Fonseca and Wong 2000) ; and the ability to maintain infrastructure in developed nations facing population decline (Hummel and Lux 2007) . Such papers often consider the role of infrastructure development and population expansion in economic development (Fredriksen 1981; Fan and Zhang 2004) .
The second principal use of infrastructure and population data for comparative analysis focuses on examining public expenditures on infrastructure. For developing countries (Randolph et al. 1996) , these studies focus on time-series data as a means to identify the influence of government expenditures on infrastructure as an influence on the way in which the nation's economy changes. In developed, urbanized societies, the attention is on using similar data to determine the impact of population density and/or population growth on local government expenditures (Ladd 1992; Holcombe and Williams 2008) .
Development of mathematical formulations, along with assessment of the formulation of these formulations using an R 2 value, is important to testing the value of the formulation. R 2 (or R-squared) is a measure of how much of the variance can be explained by the relationship between the dependent and independent variable. Only a few of the papers in this second area of use attempt to develop mathematical relationships between the density of population and the density of infrastructure. These papers serve as the point of interest for this research.
Some of the most important and earliest work found in the area of mathematical relationship development between population and infrastructure density was conducted by Glover and Simon (1975) . Their work was centered on the transportation sector, specifically road infrastructure, and was designed to compare the road density (in miles of road per square mile) as a function of both population density and per capita income. Glover and Simon examined the data at the country level for 113 countries, excluding the island cities of Hong Kong, Malta, and Singapore. The authors examined linear and log-log relationships among the data for a fixed point in time, the year 1968, as well as for the change over time, from 1957 to 1968. Paved and unpaved roads were available in the data and were also examined. Glover and Simon found strong correlation in the static case, with an R 2 of .88 for the log-log case focused on paved road density, an R 2 of .83 for the log-log case for all roads, and an R 2 of .63 for the simple linear regression for all roads. Queiroz and Gautam (1992) also examined the relationship between population and road infrastructure development, with a similar focus on economic development. In their study, the authors focused on per capita gross national product and per capita length of paved roads for 98 countries, concluding that road density is substantially higher in high-income economies than in middle-or low-income economies. Rietveld and Boonstra (1995) expanded on the work of Glover and Simon in several ways in their examination of transportation density in the nations of the European Union. Rietveld and Boonstra considered many additional variables, including disproportionate use of regional development funds, the presence of roads at high altitudes, gross domestic product per capita, and ratios of a nation's borders to sea and to other nations. Rietveld and Boonstra examined these variables for relation of both road density and rail network density to the variables, generating R 2 values of .79 and .84, for these respective systems of the transportation infrastructure. As Glover and Simon suggested in their earlier work, "…an R 2 so high suggests one need not search further for additional variables to explain the variation in the dependent variable."
Problem
As the limited literature attempting to define mathematical relationships between infrastructure density and population density attempts to suggest, relationships with strong correlation might be possible to be developed for infrastructure density and other factors, including population density. These relationships have been developed at a nation-state level. Where the literature does examine finer geographic resolutions (e.g. cities, counties), mathematical relationships are not constructed, and focus is placed on the consumption of infrastructure services rather than the presence of infrastructure. For the development of IRAPI, strong correlations must be identified at a finer level of geographic resolution than the nation-state. The analysis discussed in this paper attempts to determine whether the concepts originally described in Glover and Simon, and since expanded in other work, are scalable to smaller geographies. Determining whether the economic component present in Glover and Simon and Rietveld and Boonstra is appropriate or necessary at lower geographic scales is also considered. By defining these correlations, it will be possible for emergency managers to more easily create estimates for vehicles and personnel needed for disaster response when faced with gaps in data. It also allows for researchers to work at national and county levels when infrastructure data is unreliable or unavailable.
Additionally, identifying the appropriate geography for defining a useful correlation between population density and infrastructure density must be determined. This geography may vary from one infrastructure sector to another. Finally, identifying any data exclusions that enable strong correlation should be identified, and the reasons for these exclusions must be determined, to identify whether or not the correlation absent certain data is of practical use to the problem. Emergency managers will need to ensure appropriate geographic regions when applying this approach.
Data Sources
The early papers in the literature cited a lack of universally consistent infrastructure data (Glover and Simon 1975) , as well as a belief that more complete infrastructure data would one day allow for improvement of the R 2 value. In support of this effort, researchers accessed multiple modern data sources available in their normal work, and accepted within the infrastructure modeling and simulation community: -Population data used includes data from the U.S. Census Bureau (2013) and modeled day-night population data from LandScan USA (Bhaduri et al. 2007) ; -County-level per capita income data, also from the U.S. Census Bureau (2013) ; -Road transportation network data in the US included roads of various levels of use, from Interstate highways down to alleys (NAVTEQ 2014); -Electric power infrastructure data, including transmission lines, utility service territories, and generation plants (ABB 2016); -Petroleum infrastructure data, including refineries and terminals (Platts 2014) and terminal market areas (Beyeler et al. 2012) ; and -Hospital data, including bed counts (Federal Geographic Data Committee 2014).
The infrastructure data identified above, with the exception of the terminal market areas data, were provided under license from DHS, through the Homeland Security Infrastructure Program (Thomas 2012) . These data sets were selected due to inclusiveness, ability to break down into various geographic areas, and completeness. Equations are included in the appendix. ; it serves only as a guide.
Analysis

Road Density as a Function of Population Density
Examining all counties (and similar geographically distinct governing structures) within the US, Puerto Rico, and the US Virgin Islands with a linear relationship between road density (expressed as miles of road per square mile) and population density based on U.S. Census data (expressed as population per square mile) yields a linear function (equation 1) with an R 2 value of 0.41 and a cubic equation (equation 2) which improves the R 2 value substantially, to 0.85, a somewhat disappointing performance compared to Glover and Simon (though in general of benefit, particularly for the cubic). Examining the results in more detail, researchers found that counties with high population density create problems for this modeling approach. Much of the differential is likely due to the presence of alternative transportation in dense population centers, including rail (Dunphy and Fisher 1996; Kuby et al. 2004 ) and pedestrian traffic (Forsyth et al. 2007 ).
Better correlation in both the linear and cubic case can be established through the exclusion of the 0.05% of counties (and independent cities) with the highest population density (16 in all).
1 In this case, examining the set of counties minus the 16 counties with highest population density value leads to a linear function (equation 3) that results in an R 2 value of 0.82. This R 2 value can be improved by fitting the cubic (equation 4), yielding an R 2 value of 0.87. These R 2 values are substantially better than the linear and logarithmic R 2 produced by Glover and Simon, without inclusion of per capita income. In this case, the log-log examination of road density and population density leads to a linear equation with an R 2 value of 0.61 and a cubic equation with an R 2 value of 0.69. Moreover, the exclusion made (of high population density locations) closely mirrors the exclusion made in Glover and Simon of Hong Kong, Singapore, and Malta. These island nations had no or limited connectivity to neighboring counties by road; moreover they were, and are, exceptionally population dense.
It is of value to note that if one were endeavoring to design a model with general applicability to all counties, the cubic in equation 2 would be the most useful (as opposed to having to at minimum craft two models, one for the 16 excluded counties and one for the remaining set of counties). The percentage gain in R 2 values from equation 2 to equation 4 is fractional relative to the value from equation 2.
The log-log linear and cubic cases are inferior in terms of R 2 value (with the linear log-log producing an R 2 of 0.61 and the cubic log-log producing an R 2 of 0.69). This suggests that the literature (Gabaix 1999) attempting to apply Zipf's law (Zipf 1949) as it is applied to cities face hurdles as the data set grows to include less populated locations, thus supporting the conclusions of refuting Zipf's Law for cities (Bee et al. 2013 ).
Road Density as a Function of Population Density and Per Capita Income
Including per capita income as a factor against this data provides little impact. Again excluding the 16 most population dense counties results in a linear function (equation 5) resulting in a slight improvement in the R 2 value from the linear form without per capita income included, from 0.82 to 0.84. Per capita income at the county level is almost perfectly uncorrelated. A linear relationship between road density and per capita income yields an R 2 of 0.10. The logarithmic relationship between the two variables yields an R 2 value of 0.04. This is a common theme among many variables at the county level in attempting to define relationships to per capita income.
The reason that correlation of road density to population density can be made so soundly at the county level is found within the infrastructure data itself, which specifies the type of road represented in the data. Figure 1 shows the breakdown of the road types specified in the data in total road miles. Those classified as "local traffic" dominate the set. Local administrative bodies, either cities or counties, fund much of the construction of the roads classified as "local traffic," principally through taxation and revenue collected at the local level. Additional research examining the role of differing tax structures and their impacts on infrastructure construction is in progress.
Hospital Beds As a Function of Population Density
If road transportation density as a function of population density is influenced by large metropolitan areas with alternative modes of transportation, as suggested above, other infrastructure systems with service exclusivity can be expected to be unaffected by population. Hospitals (and hospital beds) meet this criterion. The examination of hospital bed density as a function of population density at the county level yielded the expected results. For all counties with hospital beds (excluding the 374 counties with a zero or null value for hospital beds in the data), a linear function (equation 6) results in an R 2 value of 0.83. Similarly, the cubic form (equation 7) produces an even more impressive R 2 of 0.9. Each of these values is superior to the road transportation density equation including all counties, and roughly equivalent or even superior to those equations excluding the population-dense counties. This is likely driven by those counties not included in the calculation, those without hospital beds in the data set; many of these counties have low population density, reducing the amount of noise in the data near the origin.
Energy Infrastructure As a Function of Population Density
One might expect other infrastructure sectors, such as the electric power and petroleum subsectors of the energy sector, to show similar behavior. At the county level, however, this is not the case. For electric power transmission lines -those lines rated at or above 69 kilovolts (kV) -the line mile density relative to population creates a linear function (equation 8) with an R 2 value of 0.09 (excluding the 80 counties that included no transmission lines within the data) and a cubic function (equation 9) with an improved R 2 value of 0.37. Excluding the high populationdensity counties (as was done with roads) does little to improve the R 2 value. While the linear form takes on an R 2 of 0.36 and the cubic an R 2 of 0.46, these values are insufficient to define a strongly correlated relationship. Similarly, considering the log-log relationship between the variables creates insufficient improvement in the R 2 value, either including (linear R 2 equal to 0.46; cubic R 2 equal to 0.47) or excluding (linear R 2 equal to 0.45; cubic R 2 equal to 0.46) the population-dense counties. This lack of improvement is true for two reasons.
First, analysis of the data set is artificially constrained to the point at which relative completeness of the data set is available on a national basis, at 69 kV and above. Lower-level transmission and distribution line data are sparse at best in the data sources and cannot be used to provide a complete picture on a countyby-county basis. This constraint is a similar conundrum to that faced by Glover and Simon and a contradiction to that seen in the modern road transportation data, for which completeness down to alleyways is present in the data. It, as such, serves as a gap on our analysis.
Second, and probably most significant, is that unlike the other sectors described so far in this paper, electric power is an infrastructure that was not built on a county-by-county basis, but rather was built on a service territory basis. Utilities with ownership over (at minimum) transmission and distribution serve areas that typically go beyond the boundaries of an individual county. For major Investor Owned Utilities (IOUs), these areas can cover many counties. When these different geospatial areas are examined, a different picture of correlation develops.
Using the service area boundaries in the ABB data set as a basis, population data from LandScan USA were used to determine the population and population density within these far-different geospatial footprints. Similarly, transmission miles for these footprints were determined, and nine IOUs with no mileage reported in the data were excluded. For the remaining 135 IOUs, a linear relationship (equation 10) with an R 2 value of 0.31 was found, and a cubic function (equation 11) with an R 2 value of 0.65 was found. Correlations against night population values in the LandScan data were similar.
Examining the generation capacity in megawatts (MW) within these service areas shows stronger correlation still: For the 138 IOUs containing some amount of operating capacity, a linear relationship (equation 12) with an R 2 value of 0.75 is found, and a cubic function (equation 13) with an R 2 of 0.76 is found. As with transmission line miles, generation capacity density is insensitive to day-night population data, and the R 2 values for log-log relationships are inferior to this set of values.
These service area-based correlations are reasonable improvements in comparison to the county-level projections, suggesting that service areas can serve as a practical alternative for infrastructures for which a service area is known. To examine this point in further detail, the petroleum fuels subsector of the energy sector can also be examined.
In the case of the petroleum fuels sector, petroleum terminals data are paired against 2013 census population data, and terminal service areas developed by NISAC in the development of the National Transportation Fuels Model (NTFM), a system dynamics model of the production, transportation, and distribution of petroleum fuels. In the development of NTFM, terminal service areas for the entire US were developed using Census data around sets of geospatially co-located terminals, so in this case one would expect strong R 2 values to exist for terminal service are density and population density (even though the Census data used to develop the areas was from the 2010 Census, and our correlations are against the 2013 Census update.
Examining the 191 terminal service areas in the US used in NTFM and the corresponding population density for these terminal service areas, along with the terminal density (in petroleum terminals per square mile) for those terminal service areas, a linear function (equation 14) with an R 2 value of 0.70 is found, and a cubic function (equation 15) with an R 2 value of 0.73 is found. The log-log relationship improves these values: A linear log-log relationship (equation 16) with an R 2 value of 0.74; and a cubic log-log relationship (equation 17) with an R 2 value of 0.78. In the petroleum terminal density case, correlation might be improved if petroleum terminal capacity were known. As this information is unavailable, no judgment can be made on the relative significance of terminals associated with one terminal market area versus terminals associated with another. However, analysts can use the data provided to tell that the market areas, as defined in NTFM, are accurate assessments of the market areas as they exist, looking at the demand associated with each terminal market area (as consumption rates are known and used in NTFM for each terminal). Relating terminal market area demand density to population density, a linear function (equation 18) with an R 2 value of 0.97 is produced.
Conclusions
This effort confirms a strong correlation between the density of infrastructure and the density of population, but at smaller geographic scales than the research of Glover and Simon (1975) and Rietveld and Boonstra (1995) . In this work, the appropriate geographic scale for a sector or subsector of infrastructure is tied to the geographic level at which most utilization takes place or service is provided, whether it be a county for road transportation or hospital bed density, a utility service territory for electric power asset density, or a terminal service area for petroleum terminal asset density. These serve as the likely basis for funding of construction of said infrastructure.
Unlike Glover and Simon, the correlations identified in this research do not provide a strong tie to per capita income, as the intracountry differences and the dominance of local infrastructure relative to other, national-scale infrastructure investments, is substantial. Additional research is ongoing, focused on examining the potential role of different forms of taxation used as drivers for the construction and maintenance of infrastructure.
The correlations identified provide a useful basis for NISAC's ongoing research into resource utilization in support of response and recovery to natural disasters, allowing for consideration of a reduction in the variables included in the problem. This was used in IRAPI model development and testing and allows for an easier collection of data for infrastructures. It is hoped that this work might lead to additional effort by NISAC, either for their DHS sponsors, or for another agency interested in emergency planning, for developing like structures for the affected infrastructure of interest for additional event types (such as earthquakes and wildfires).
Emergency managers can also use the conclusions drawn in this paper to substitute for unavailable or unreliable infrastructure data in the development of emergency response plans. Additionally, the correlations and mathematical relationships described in this paper can be used to identify future community response needs based on projected changes in population. 
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