We are concerned here with well-posed problems for the partial differential equation ut(x, t) + yMut(x, t) + Lu(x, t) f (x, 
EQUATION OF ORDER 2m + 1" R. E. SHOWALTER"
We are concerned here with well-posed problems for the partial differential equation ut(x, t) + yMut(x, t) + Lu(x, t) f (x, t) containing the elliptic differential operator M of order 2m and the differential operator L of order <__ 2m. Hilbert space methods are used to formulate and solve an abstract form of the problem and to discuss existence, uniqueness, asymptotic behavior and boundary conditions of a solution.
The formulation of a generalized problem is the objective of 1, and we shall have reason to consider two types of solutions, called weak and strong. Sufficient conditions on the operator M are given for the existence and uniqueness of a weak solution to the generalized problem. These conditions constitute elliptic hypotheses on M and are discussed briefly in 3. Similar assumptions on L lead to results on the asymptotic behavior of a weak solution. The case in which M and L are equal and self-adjoint is discussed in 2, and it is here that the role of the coefficient 7 of the equation appears first. Special as it is, this is a situation that often arises in applications, and there has been considerable interest in this coefficient 7 [4] , [25] . The weak and strong solutions are distinguished not only by regularity conditions but also by their associated boundary conditions. It first appears in 5 that it is possible to prescribe too many (independent) boundary conditions on a strong solution, but in the applications it is seen that the interdependence of these conditions is built into the assumptions on the domains of the operators. Two examples of applications appear in 6 with a discussion of the types of boundary conditions that are appropriate. 1 . The generalized problem. Let G be a nonempty open set in the n-dimensional real Euclidean space, R", whose boundary G is an (n 1)-dimensional manifold with G lying on one side of it. C(G) is the space of infinitely differentiable functions on G, and C(G) is the linear subspace of C(G) consisting of functions with compact support in G. The Sobolev space Hm(G)= H is the Hilbert space of (equivalence classes of) functions in L2(G), all of whose distributional derivatives through order m belong to L2(G). The inner product and norm are given, respectively, by and Ilfll,, X//(f,f)m, where e (e, ..., e,) denotes is the linear space C(G) with the topology of L. Schwartz [11] , [19] . These maps determine elements of '(G), the space of distributions, and they satisfy (1.8) m(u, 4)) (#u, dp), (1.9) l(u, c) ('u, dp) for all q5 in (G). The operators and 5e map Vinto '(G). Let [11] , [12] , [15] , [16] . In fact, (2.2) and (1.11) [1] , [5, [16. From (1.7), (2.1) and (2.2) it follows that the sesquilinear form [u, v] (2.6) u(t) u,(t)dp,. it follows that the sequence is monotone, so the convergence is uniform on each compact subset of R by a well-known theorem of Dini [12] .
Furthermore, the sequence of formal derivatives {s',(t)} converges to u'(t) in V.
This follows by obtaining the Fourier expansion of u'(t), which converges uniformly on compact subsets of R as above, and integrating this series termwise to obtain u(t). Since s,(t) u(t) and s',(t)--, u'(t) in V, we have for any v in V, l(s,(t), v)
{/nl/2n} is orthonormal and complete in H, so
,dp.)n[dp.,v].
n>_l Thus, for each in R and v in V we have, by (2.4) and (2.5a), 3. Existence of a solution. The objective in this section is to develop sufficient conditions to guarantee the existence of a solution to the generalized problem of 1. This development depends on the Lax-Milgram theorem, which gives sufficient conditions on a sesquilinear form in the situation of 1 for the associated unbounded operator to be onto [11] , [15] , [16] , and the calculus of functions taking values in a Banach space [3] , [9] . The major result is Theorem 2, and the two following corollaries give sufficient conditions on the parameter 7 in order that the hypothesis of Theorem 2 be fulfilled for the case in which the operator //{ is elliptic. [13] , [16] , [17] [11] implies the existence of a unique mo (4) 
The linearity of the problem and the preceding remarks yield the following result.
THEOREM 3. Let the sesquilinear form m of the generalized problem satisfy (3.1) for all ck in V. If us(t), 1, 2, (7)lu(t)ll is continuously differentiable, and from (4.9) we obtain E'(t) 2 Re {ITlm(u'(t), u(t)) / sgn (T)(u'(t), u(t))} 2 sgn (7) Re {Tm(u'(t), u(t)) + (u'(t), u(t))n}.
If (1.12)is homogeneous, then E'(t) 2 sgn (7) Re {-l(u(t), u(t))}, and if satisfies the coercive estimate (4.11) sgn () Re l(dp, dp) >= k 1141
for some k > 0 and all q5 in V, then we have from this and (1.6) the estimate ,'(t) < -2k u(t)l _-< -2kl(lylgm + 1)-22(t). [9] , [18] . The for each in , so u(t) is a strong solution of the problem.
Theorem 5 is really a regularity result, for the domain of an elliptic operator consists of functions which are "smooth". In particular, the global regularity results for elliptic operators can be used to show that B leaves invariant the subspaces V HP(G), and an argument like that above shows that u(t) belongs to V fq HP(G), where the integer p depends on the coefficients in M and L and the boundary of G. The details for the case V H(G) for Dirichlet boundary conditions on an equation of order 3 appear in [22] .
The interesting distinction between weak and strong solutions is the type of boundary conditions they carry. If u(t) is a strong solution of the generalized problem, then u(t) and u'(t) belong to D(L) and D(M), respectively, and from (1.8) and (1.9) it follows that (5.2) m(u'(t), v) (Mu'(t), v)n and (5.3) l(u(t), v) (Lu(t), for all v in V. These constitute independent boundary conditions on u'(t) and u(t), respectively, if V properly contains/-o(G). Also, the conditions that u(t) and u'(t) belong to V constitute boundary conditions if V is properly contained in Hm(G). The conditions (5.2) and (5.3) will be called strong boundary conditions. Suppose u(t) is a weak solution of the generalized problem. Then the identities (1.8), (1.9) and (1.12)imply that (5.4) u'(t) + 7//u'(t) + 'u(t)= f(t) in '(G). From (1.12) and (5.4), we obtain the identity (5.5) (y#u'(t) + L'u(t), v)n ym(u'(t), v) + l(u(t), v) for all v in V. This will be called a weak boundary condition, since it is certainly implied by the strong boundary conditions. 6. Applications. We shall discuss the implications of our_ above results in two examples. The first originates in the flow of second order fluids as discussed in [4] and [25] , and our results contain most of those in these references. The second example includes the above as well as problems in consolidation of clay [24] and homogeneous fluid flow in fissured rocks [2] . Our results are adequate to discuss all of the boundary value problems associated with these theories as well as many for which no physical applications are known to this writer.
For the first example, let G be the interval (0, T), T 
