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1. INTRODUCTION 
This work is devoted to the study of certain characteristic Cauchy problems 
for linear partial differential equations which are not of a classical type (like 
hyperbolic or parabolic). Our interest in the subject has its source in the 
study by some mathematical physicists (see [2]) of the following equation 
(called, here, the optical parametric amplifier equation): 
au 1 &J F%L ,- 
at=-- --- ( 2 a9 a~2 ) ( + Ig-yg)' 
and the corresponding “initial value” problem. The physicists have proved 
the existence of the solution, and shown how to compute certain “momenta” 
allowing themselves to deal with “generalized” data and solutions. What 
prompted us to study this kind of problem is the impression (which the 
present aricle should justify) that we could treat them in a very general 
setup and in some depth. Our method is to a large extent inspired by the 
treatment in [4] of the Cauchy problem in spaces of analytic functionals and 
by the integral representation of the solutions by means of the symbol of the 
resolvent (this is the operator-valued solution of the associated “initial value” 
problem 
z = A (x, t, 4, u, U (t-0 -;: identity mapping). 
* This work done in part under N.S.F. Gram No. GP-07346. 
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In the strict sense of the word, analytic functionals in an open domain Q 
in the n-dimensional complex space @ are continuous linear functionals on 
the space of holomorphic functions in Q. Due to the fact that the Cauchy 
problems considered here are characteristic, and by taking advantage of the 
special features of the equation, we exploit the properties of appropriate 
spaces of entire functions and of their duals (we refer to the elements of the 
latter as analytic functionals). The data and the solutions are functions of 
time t valued in those dual spaces (with respect to the space-variables X, y,...). 
Distributions and functions on the real space Ii” can be embedded canonically 
in those spaces of analytic functionals, provided that they decay sufficiently 
rapidly at infinity. 
In order to show the solutions exist and are unique, and to obtain the 
resolvent and its symbol, we apply repeatedly a theorem due to L. V. 
Ovcyannikov (1965). 0 ne can safely say that this theorem (as yet little known) 
provides the foundation for the study of the Cauchy problem in spaces of 
analytic functions (it yields at once the theorems of Cauchy-Kovalevska and 
of Holmgren, for instance), in spaces of entire functions, in Gevrey classes 
(under suitable assumptions on the equation), and in the dual spaces of all 
of these. The book [4], the present article and further work in this area should 
show the relevance of this theorem. 
In Sections 4 to 8 we show that the resolvents of the equations under 
study are not merely operators (acting on the appropriate spaces of analytic 
functions and their duals), but belong to a class of operators (called, as in [4], 
hyperdifferential) for which a symbolic calculus can be developed. This 
symbolic calculus bears some similarity to what is done with pseudodifferential 
operators in the real domain. In the present context (as for the case of 
holomorphic functions and analytic functionals in a subdomain of @) the 
definition is based on topological tensor products a la Grothendieck. This 
makes the definition independent of the choice of special series representations 
and simplifies enormously the proof of the existence theorems. By using then 
a generalization of the Fourier-Bore1 transformation, one can give explicit 
series representations of the solutions of the Cauchy problems under study. 
This is exemplified in Section 8, in the particular case of the optical parametric 
amplifier equation. If the data are functions or distributions in Rz,,, very 
rapidly decaying at infinity, it is possible to express the solution in terms of 
the data by a Fourier integral. 
Throughout this paper we will use standard mutli-index notation, 
x = (z,..., z,), si E @ and 1 z I2 = C 1 xi [ 2. Also, p = (9, ,..., $tiL), pi E Iv, 
IPI =ClP,I,P! =P,!-*Pm! 
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and 
2. ON CERTAIN BANACH SPACES OF ENTIRE FUNCTIONS mD THEIR DUALS 
Let d and s be numbers > 0, and let a be any number such that 
1 < 01 < +oo. Let 7 = (7&N n be any complex sequence with 12 indices. 
For cL < +oo, we set 
and for 01 = i-00, 
(2.2) 
Given any a, 1 < a < fco, we denote by E&S) the space of sequences r 
such that II 7 lld,ar.s is finite, and this functional is taken as norm: then Ed,Js) is 
a Banach space (a Hilbert space when 01 = 2). When cy = 1, we omit any 
mention of a. 
Suppose that d is <l, the case that really will interest us. Then, to any 7 
in Ed,,(s) we may assign the holonwrphic function in a neighborhood of the 
origin in en, 
It is checked at once that the radii of convergence of the Taylor expansion 
of f7 are at least s. The mapping T + fT defines a linear injection of E&s) 
into the space of (germs of) holomorphic functions of z about the origin. 
In the forthcoming, we shall systematically identify Ed,Js) to its image under 
this injection, and refer indifferently to the elements of Ed,=(s) as sequences 
or as holomorphic functions of x. In particular, for any d < 1, these will be 
en& functions of “orders” (1 - d)-l (see Lemma (2.1) at the end of the 
present section). 
We shall now consider the following duality bracket between sequences, 
u = (up), T = (T,) (cf. Ch. 22, [3]): 
336 STEINBERG AND TRBVBS 
In view of the classical duality between Z, spaces, this bracket establishes an 
isomorphism between the dual E:,,(S) of Ed,&) and the space E1-d,orS(~-l), 
where CX* is the “conjugate” number of (Y, o~-l + (a*)-’ = 1. 
Now, for d < 1, if we interpret E,,,(S) as a space of holomorphic functions, 
the elements of &&(s) are analytic functionals. The Dirac measure at the 
origin, 6, and all its derivatives, S(P), belong to Ed,,. As a matter of fact, 
any analytic functional (T E E&(S) can be represented, in a unique manner, 
as a series: 
u = 1 (-l)IPI + crp8(8). 
2, 
An immediate computation shows that the value of the analytic functional on 
the function fT is exactly equal to (a, T). Furthermore, observe that, whatever 
the vector 5 in Cn, the exponential 
exp(x, 6> 
is a function of 2: belonging to every space E&s). We can therefore compute 
the value of 
(a, e<z~5)): 
this defines an entire function of 5, called the Fourier-Bore1 transform of u, 
and denoted by S(S) or Yu([). We have: 
In other words, 6 is nothing else but the holommphic function fO associated at 
the beginning with the sequence a. Also, if u E E:,,(s) and f E E&s), then 
(u, f > = ; ; W(O) f ‘“‘(0). 
Throughout the remaining of this article, we shall identify the dual 
E:,&(s) with the space of entire functions E1-d,ol*(s-l) (themselves identified 
with sequences), via the Fourier-Bore1 transformation. There should not 
be any confusion between this last identification, on the side of analytic 
functionals, and the one already made on the side of functions: the subscript 
(1 - d) in the former should be enough to differentiate it from the latter 
where the subscript will systematically be d. 
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The following lemma describes the “entire orders” and the types of an 
element f(z) of E,,,(s) when d < 1. We state the lemma in greater generality 
than we need here; we shall use the more general version when dealing with 
symbols of hyperdifferential operators. 
LEMMA~.~. Letd,K,~,tEW”,d~<l,olE[W,cu:~landletf(z)bean 
entire fun&m of z E CT*. Also, let ki = l/l - di . If 
then for all t with tik& > 1 we have 
I f(x)1 $ C li: exp(t, I 3 I”*). 
i=l 
Conversely, if 
then for all s with tik& < 1 we have 
En (I f’“‘(W J-rj &)” -=c co. 
(2.5) 
(2.6) 
Prmfe If (f (,a)/ f C n exp(t, 1 xi 1”~) then Cauchy’s inequality implies 
1 f(P)(O)/ < C’!(n [ xi I+ exp(t, I xi jkc)). Taking the minimum over 1 z.~ 1 
we obtain 
1 f’“‘(O)] < Cp! I-I (-@gyy 
Stirling’s formula then implies 
1 f (p)(o)j < c n[ (((pi)!)l-l’ki s~““(s~“t,ki)““‘“i(pi)l/2ki3 
which gives the second statement in the theorem. 
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If (2.5) holds, then 
Consequently 
I f(z)1 < C (P! I f(@(O)l I-I I 3 I”9 < C jJ ed4 I 3 I”3 
Q.E.D. 
COROLLARY 2.1. If d E W, d < 1 and k = l/l - d then f(z) E E,,,(s) 
implies I f(z)] < C nycl exp(t I zi 1”) for all t such that tksk > 1. Conwersely 
if If(z)1 < C ny=, exp(t / zi 1”) thmf(x) E Ed,&) for alls such that tks” < 1. 
One of the consequences of the above lemma is that if M is a Radon measure 
on C=” g lFP such that the measure 
M fi exp(t I zi 1”) 
i=l 
is bounded, for some t, tksk < 1, then all the derivatives of ilf define elements 
of Etd,Js). This applies also when M is a distribution. In particular, if f is a 
continuous function on W such that 
1 f(x)] < const fi exp(-t / xi I’% XEW, 
i=l 
then the measure f (x) d3c defines an analytic functional belonging to Ei,Js), 
namely 
h+ I Rn f (4 44 dx- 
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3. THE CAUCHY PROBLEM, OVCYANNIKOV THEOREM, AND I~ESOL~ENTS 
As in [4], we will deal with a scale of Banach spaces depending on the 
parameter s. Our scale will be (E&s)}, s > 0. From the definition of EdSol 
we derive: 
Ifs’ < s then E&s) C E&s’) and the natural injection 
E,,,(s) --+ E&s’) has norm = 1. (3.1) 
If 01 # co we see that if fE Ed,&) then the power series for S converges to f 
in &Js) and consequently the polynomials are dense in E&S). This implies: 
Ifs’ -c s, then Ed,&(s) is dense in E&s’). (3.2) 
Now, we want to consider the initial value problem for the equation 
where 
;fh 0 = 4) f(x, 4 +f&% 0 (3.3) 
fk 0) = fob4 (3.4) 
Here p is a multi-index, i and j are integers, t is real, and z is the variable in 
@. We require that: 
a&>, &5(t), c&) are continuous functions of t for 1 t / < 17. (3.6) 
We can rewrite problem (3.3), (3.4) by considering jC(x, t) as a mapping of 
1 t ) < r] (t real or complex) into E&S). We then would writef(x, t) = f(t)(z). 
Problem (3.3), (3.4) can then be written 
$ f(t) = 4) f(t) +fd0 (3-7) 
f(o) = fo - (3.8) 
Also, we restrict ourselves to the case 
O<d<l, (3.9) 
jOj/S/Z-IO 
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and assume: 
jr(t) is a continuous mapping of 1 t ‘1 < 7 into 
E,,,(b) for some b, 
h E Kz,c@)* 
(3.10) 
(3.11) 
THEOREM 3.1. If we assume (3.6), (3.10), and (3.11) then there is a 6,) 
0<6,<q such that for evevy s, 0 < a < s < b < 00, there is a unique 
continuously differentiable E,,,(s)-valued function f(t) of t, 1 t 1 < a,(6 - s), 
satisfying (3.7) and (3.8). If in (3.6) and (3.10) t is allowed to be complex and 
continuity is replaced by analyticity then f (t) is analytic in t. 
We would like to apply the Ovcyannikov theorem in [4], Section 2. To 
pave the way we prove the following lemmas. We denote by (j L (jSS, the 
operator norm of L: I&Js) -+ E&s’). 
LEMMA 3.1. If s’ < s tlzen 
a 
II-II ax, ssI < c(s, s')(s - s')-d, 
11 .q I/ < c(s, s’)(s - s’)-I+&, 
where c depends continuously on (s, s’) for 0 < s, s’ < 00. 
Proof. We let li = (S,,)j”,l . We find that 
Also, we have 
s;p (I P I ($)‘“‘) < (+ In ($))-” 
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Therefore 
The case cy = co is handled in the same way, 
As above we compute 
Q.E.D. 
I/ xj f(.z)ll:, =c [pi 1 D”“~f(O)l (s’)‘“‘(p!)-“1 
P 
< c [I B”-‘*f(o)l s’-’ [(p - li)!]-d(Pi)l-d (4)” S]- 
Q.E.D. 
COROLLARY 3.1. If s’ -=c s then 
II Jt)ll,,, < C(& s’, t)(s - s’)-l (3.12) 
wkere C depends continuously on s, s’, t for 0 < s, s’ < CO and 1 t j < 8. 
Proof. M7e compute 
The remainder of the proof goes in the same manner. Q.E.D. 
Proof of Theorem 3.1. It is clear that A(t) is a continuous L[E(s), E(s’)]- 
valued function of t which is analytic in t if aJt), b&t), c&t) are analytic 
functions of t. Equations (3.1) and (3.12) along with Theorem (2.1) of f4] 
then give the result. 
Next, we consider the transpose of the problem we have just considered. 
We first make the standard definitions 
(&f) = (P, --& (3.13) 
<ziP, f> = 6-h Xif>, (3.14) 
where p F E’(s’) and f E E(s) with s’ < S. The first bracket in each of the 
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expressions (3.13) and (3.14) expresses the E’(s’), E(/) duality. Consequently, 
we have the transpose *A of A given by: 
*A(t) = 1 
IPl<lld 
(-l)lpl a,(t) g - i b&t) & 
i,j=l 3 
+ c C&) 29. (3.15) 
~P(~l/(l--d) 
As observed in Section 6 of [4] E&(1/s) forms a scale of Banach spaces. 
Now, we consider the problem: 
$14) = *W PL(~) + 140, (3.16) 
E”(O) = PO 9 (3.17) 
where we assume 
pi(t) is a continuous mapping of ] t ] < r) into Ei,Jb) for some b; (3.18) 
PO E q&yt4- (3.19) 
THEOREM 3.2. If we assume (3.6), (3.18), and (3.19) then there is a So, 
0 < So < 77 such that for every s, 0 < b < s < a < CO, there is a unique 
continuously differentiable Ei.Js) valued function p(t), 1 t ( < S,(s - b), 
satzkfying (3.16) and (3.17). If in (3.17) and (3.18) t is aZZowed to be complex 
and continuity is replaced by anulyticity then f (t) is analytic in t. 
Proof. The discussion in section 6 of [4] along with (3.2) gives the result. 
We now introduce the yesolvent of problem (3.16), (3.17). The resolvent 
is designed to give an integral representation for the solutions of our problem. 
We introduce another scale of Banach spaces L, = L[Ei,$), E~,Js)], 6 < s 
and consider the following Cauchy problem for R(t, T) EL, : 
; R(t, T) = *A(t) R(t, T), 
w, 4 = Ia , the identity mapping of E~Jb). 
(3.20) 
(3.21) 
The solution to problem (3.16), (3.17) is given by 
At) = R(t, 0) ~0 + j; W, 4 f(T) dT (3.22) 
if we can differentiate under the integral. 
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THEOREM 3.3. Xf we assume (3.6) then there is a 8,) 0 < 6, < 71 such that 
for every s, 0 < b < s < a < co, there is a unique continuously differentiable L, 
valued function R(t, T), 1 t 1 < 7, 1 t - T 1 < 6,(s - b), satisfying (3.20), 
(3.21). Moreover, (3.22) is a solution to (3.16), (3.17). 
Proof. The theory in sections 7 and 8 of [4] gives the result. 
4. HYPERDIFFERENTIAL OPERATO~F, 
First we enlarge the spaces Ed,ry(s) by defining: 
&id(s) = E&4 = n -%z,N 
S’<b 
with seminorms 11 . [jdBa,~, for s’ < s. 
PROPOSITION 4.1. i?&s) and its topology are independent of cx, 1 < 01 < oo. 
Proof. If 1 < 01< /3 < 00 and 0 < s” < s’ < co then 
and 
II I3 II S”,B G II IJ lls”,a 
II 0 lls”,a < (x (I us I(S’)!p’(P!)-d ($)‘“‘)“)“” 
P 
which implies the result. 
We would now like to show that $(s) is a nuclear space. To this end we 
prove: 
LEMMA 4.1. If t < s the injection 
id: Kds) - J&d(t) 
is nuclear. 
Proof. From [3], Proposition 47.2 we see that i,, is nuclear if there exists 
6~)~ = Wk E G’(S), (~1~ = t~,h f &tt), and b such that ll(4~ L.~.l~s d 1, 
N% IkT G 1, C I h I < CQ and 
4t = ; k&4, 0 t+c 3 
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We choose 
Q.E.D. 
PROPOSITION 4.2. J!&(S) is a nuclear Frecket space and 
E;(~) = u I;,, = u 4+* (+j, i + -$ = 1. (4.2) 
8’48 S’<S 
Proof. If s, is a sequence of real numbers, 0 < s, < s such that s, -+ s 
then .&d(s) = n, &Js,). As th e intersection of a countable family of Banach 
spaces, &(s) is a Frcchet space. Lemma 4.1 and definition 50.1 of [3] implies 
that &d(s) is nuclear. The last part follows from the fact that the dual of a 
nuclear FrCchet spaces is nuclear ([3], Proposition 50.6). 
Remark 4.1. Corollary 3 of Proposition 50.2 and the Corollary of 
Proposition 36.9 of [3] implies that &i,(s) is reflesive, since it is nuclear and 
complete. Also, the strong dual of a Frechet space is complete; this applies 
to 2&‘(S). 
If we set k = l/l - d and require d < 1 then Proposition 2.1 implies 
for all t > (ksk)-1 . (4.3) 
I 
At this point it is convenient to permanently require 
O<d<l. (4.4) 
We are interested in defining the so-called “hyperdifferential operators” 
in L[&--d(l/~); $--d( l/s’)] where we considering &&/s) as a space of 
analytic functionals, (cf. [4]). W e want the hyperdifferential operators to be 
given by an expression of the form 
sJ = 2 f*b4 (4.5) 
78=0 
where fm is an entire function and pn and Y are analytic functionals. Clearly 
this series will not converge except under special conditions a kind of which 
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we now describe. We note that formally the transpose tH of H is given by 
where h is an analytic function. 
The following definitions are standard 
where p, T) are analytic functionals and f, g, h are analytic functions. These 
definitions can be written in terms of sequences as foIlows: 
f’“‘(O) = (-l)IPI f c*)(o), 
Cf. d’V3 = i. (; j f@)(O) hcp-Q’@), 
(p JE h)(P)(O) = 5 y pqo) h’*+*‘(o), 
q=o 
p)(o) = (-l)I~l p’(o), (4% 
(pI2)‘“‘(0) = Jo (; j i;‘“‘(O) w-q’(o). 
We now obtain some fundamental estimates. 
LEMMA 4.2. If we resume 
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Ilf- h Ilcw G C Ilfllw II h Ila,,., , 
if ,lJ-1 + (y-a < (y-d, 
II P * h II a,a,t < C II P IL-d,n.u,c II hIlaw 
if Klld + tlld < slid, 
If * rJ Ill--d,m*.1/s < Ilflld.a.tJ II v Ill--d.a**l/t 3 
if (y-d + (y-d < (y-6, 
II II * v Ill--d,cd*,1/s d II EC L-tl,ct,l/K II h L-d cd* 1/t 3 , 9 
if Kl” + t”’ < $ld, 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
where l/a + l/a* = 1, and where C depends continuously on (d, a, 8, s, t). 
Proof. We compute: 
Ilf * h IL,t G t 1” [i (‘) 1 h’*‘(O)] I ,u-‘)(O)j] ]* p=o WY *=o 4 
G 2 Ii ( 
1 h(q)(O)1 SIQI a 1 f (p-9)(0)1 @-4)~ 
q=o p=q (q!)d )I [(P - 4Yd ( 
x (P + w1 [ ( yd ,,&;;-J 
G C II h II&., Ilf ll:.oi,o 
as 
[ 
au-m 
(p + ~)b-lv[Y(1-d)I . 
(tlll-~)lPl 
(~l/l--d)IBI(~l/l--d)l~-~l I 
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Also, 
II P * h IL,, = ;ol&fJ-l) 
Q p’“‘(o);*+“‘(o) 
I 
Iy 
(&Q)(o) &‘+‘Zt a: 
((P + 4w I 
as 
(p + q)! (Kl’~)l~l(tl’d)lPl 
p!q! 
Now (4.11) follows from (4.10) if we observe that the definition f. v 
and ,X * h in terms of sequences is essentially the same. Similarly (4.12) 
follows from (4.9). It is also possible to prove (4.11) from (4.9) by observing 
that the maps h - fh and Y -f * v are adjoints. Again, (4.12) follows from 
(4.10) in a similar fashion. 
COROLLARY 4.1. If 
f E Ed(e), I-L E El--d 5 0 (4.13) 
and s, s’, t, 8, d satisfy 
,y + ,g- < (f,‘“-“, Kl/d + (s’)lid < tlld (4.14) 
then the mapping 
V”“‘f’(P’F4 (4.15) 
is a bounded mapping 
G-d (*) + 8-d !f). (4.16) 
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Moreover, the mapping 
h-,G*(f.h) (4.17) 
is a bounded mapping 
l&(s) --+ &(s’) (4.18) 
and the restriction of 4.18 to ,!?‘&l/s) C Ed(s) is the adjoint of (4.15). Also, 
the restriction of (4.15) to Ei(s’) C .!&&/s’) is the aqoint of (4.18). 
Proof. This is clear from Lemma 4.2. Q.E.D. 
We now focus our attention on formulas (4.15) and (4.5). Equation 4(.15) 
gives us a bilinear mapping 
(f, PC) - b-f * (EL * 4 (4.19) 
which maps 
(4.20) 
when (4.14) holds. Now, we need to know: 
LEMMA 4.3. The bilinear mappizg (4.19) is continuous. 
Proof. Lemma 4.2 implies that the mapping (4.19) is continuous when we 
use the weak operator topology on L(&.J/s’), &;-&Is)). Corollary 4.1 
implies (4.19) is into. The Closed Graph Theorem implies the separate 
continuity and then the Corollary of Theorem 34.1 of [3] implies the result. 
Q.E.D. 
By the universal property of tensor products the mapping (4.19) can be 
lifted to a continuous mapping 
(4.21) 
where 6& is the tensor product endowed with the ?T topology and then 
completed ([3], Chapter 43). The image of the mapping (4.21) consists 
of the hyperdifferential operators we wanted to define. The mapping (4.21) 
is called the defining map. 
If we have some representation G,(s) = C fn(z) @ (& E Edlid @ &&I/K) 
then we can write the mapping (4.21) as 
664 - G where 
Gvz = <G-&4, vw>w = ~fnW(rs * 4. (4.22) 
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It is not clear that one can write everything in the completion E B F of 
E @F in a series as in (4.22). However, if E and F are FrCchet spaces then a 
theorem of Grothendieck says that every element 6J E E @F can be written 
as a series 
I3 = F h,Xi @yi (4.23) 
i=O 
where Xi E @, C j hi / < 00, xi E E, xi + 0, yi EF and yi - 0. As zd(s) is a 
Frechet space we see that (4.22) is justified. 
Also, we note that we can obtain a lifting of the mapping given by (4.17) to 
G,(z) + tG 
mapping 
where “G is an extension of the transpose of G. 
Also, it is not clear that the defining map is injective. We will discuss this 
problem in Section 5. 
As the spaces I&(s) are nuclear the topology on the tensor product is not 
critical, so we will drop the m. Also if 6 E E @F and p is a seminorm on E 
and q is a seminorm on F, then 
is a seminorm on E @F and the topology on E @P is given by all such 
seminorms. 
5. THE SYMBOL OF A HYPERDIFFERENTIAL OPEMTOR. 
AN INJECTIVITY RESULT 
First we make the assumption that 
The defining map (4.21) is injective. (5.1) 
In other words, any hyperdifferential operator G of the type under con- 
sideration is given by a unique kernel G,(z) E &(0) 8 E&~/K). 
DEFINITION 5.1. The symbol oG(x, A) of the hyperdqferetitial operator G 
given by GAz) is the Fourier-Bore,? transform of G,(z) with respect to t, that is 
oG(,z:, A) = <G,(z), e<sJ>)t . (5.2) 
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If we have some representation G,(x) = Cfi(x) @ (& then aG(z, A) = 
c f&f) /WV. 
PROPOSITION 5.2. If G,(x) E l?d(t?) @ &$/K) then G(z, A) is ala entire 
function in Q?lz satisfying 
c (0’)~ 1 uG(p**l(O, O)( 
(K’)g(f!)d(Cj!)l-” 
< + a for any 8’ < 8, K’ > K. (5.3) 
for any tr > (1 - d) ~9--lll-~, t, > dK1ld. (5.4) 
Convese&, if g(z, A) satis&s eitlier (5.3) or (5.4) with uG(z, A) replaced by 
g(.z, A) then 
G,(z) = c (-l)@g(P.*‘(O, 0) x” @ 6, (4) E Rd(c?) a Eled (ij (5.5) 
P.fz 
and aG(z, h) = g(z, h). 
Proof. We first note that (5.3) and (5.4) are equivalent by Lemma 2.1. 
We next observe that the bilinear map 
(f, PI my f (2) iw) (5-h) 
is a continuous map of &(0) X $J/ K In 0 ) . t a space of entire fUndOns 
normed by the sum of the series in (5.3) for fixed 8’ < 8, K’ > K. The con- 
tinuity follows from the estimate 
By lifting the map (5.6) we obtain the first part of the theorem. 
If we suppose g(z, A) satisfies (5.3) and if we let (1 . (][I - j18,1,K be the norm 
generated by II . lld,a,~ 0 II - Ill-d,a.llK then for any 0 < 8’, K” > K we have 
(1 g”‘*‘(o, 0) .@ @ siq) IlO.l/,? d 1 g”‘q”(o , o)l 11 x” Ild.a.8” 11 s(q)lld OL I/K” K , I 
We can choose 8’, K’ so that 0” < 8’ < 0 and K” > I/ > K and then the series 
(5.5) converges in $(e) @ $-d(l/K). Q.E.D. 
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If we let 
me,* = (p +jy SIP +i Q + 9 (5.6) 
then we have 
(Gv, h) = (v, $Gh) = c Y,,,W(O) 1~‘~‘(0), 
P,G 
(5.7) 
ifGh), = p! C ‘i%p,qh(q)(0). (5.9) 
* 
These formulas follow easily from formula (5.5). 
We now prove that assumption (5.1) is valid under certain circumstances. 
We note that we have not used assumption (5.1) except to refer to “the” 
symbol instead of “a” symbol. 
THEOREM 5.1. Suppose G,(z)E $(6) B-i?r:-d(l/~) and 
;<;. (5.10) 
Then the mapping (4.21) sending G&z) into G where Gv = (Gz-Jz), v~).~ is 
injective. 
Remark 5.1. It is natural in many applications to pick 8 = cn and 
consequently (4.21) is always injective. 
Proof of Theorem 5.1. We assume G,(z) - G = 0 and we wish to show 
that G,(x) = 0, which is equivalent to showing that uG(z, X) = 0. Also as 
G = 0 we have tG = 0. First we make the following formal computation. 
tG(e”z)(w) = (Gz+,(z), e<“*‘)), 
E.z e(Asw~(Gz(z + w), e’*‘) )z 
= e (Asw)C $ (Gp*O’(w), x”e(“‘“)), 
= e(A*‘“)~~&$&uG(w,X) 
= ecnsw) exp (A) oG(w, X). (5.11) 
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The main difficulty in computation (5.11) is the interchange of the duality and 
summation. 
First, we will show that the bilinear mapping 
V4W-exp (&).fWP(h) (5.12) 
is a continuous map 
where 0 < Y < 1 and K/S < 1 - r. We let 11 . jlpSl,l be the norm on 
&(rV) @ $&T~-~/K) generated by 11 *jJd,Q @ /) * ~~l--d,lll . If we choose 
9 < rV, l/Z < Y~-~/K then Lemma (4.2) implies 
for an cr and r satisfying 
l/(1-d) 
,$/a < ((p/d - pd), 
1 
0 
(r 
< @l/(1-a, _ c+)l/(l-d), 
We can write 
f-7 T’twK -=- 
7 TT’U’KO 
where 
$ = (1 - (gy, $ = [l - (,,‘1-,,1-: 
Now 0/t’ < l/(1 - r)&, K/U’ < l/(1 - r)d and if we have K/t9 < 1 - r then 
we can choose u close enough to u’ and r close enough to r’ so that o/r < 1. 
Thus we have 
Consequently, we can lift the mapping (5.12) to a mapping 
gk4+exp (&-)&,4 (5.14) 
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taking 
Ed(e) @ .iga (k) + E&v) @ $-a (G) (5.15) 
where 
;<I--. (5.16) 
If we choose g(.z, h) = zPhQ we find computation (5.11) contains only finite 
combinations and hence is valid. As XP forms a basis for &(s) we have (5.11) is 
valid. 
We now want to consider the mapping exp(-(3/&4L+w)) operating on 
$(r”B) B $JY~-~/K). Th e minus sign makes no difference in the above 
argument so we must have an Y’, 0 < Y’ < 1 so that 
r d--1K 
- = 5; < (1 -Y’). +e 
To accomplish this we choose Y = l/2, and as K/O < l/2 we choose r’ near 
enough to 0 so that K/e < s(l - Y’) = ~(1 - I’). Consequently, 
exp ( -&)exP(&)&h4 
makes sense if g(w, h) E ,3&(e) @ &#/K) and clearly 
exp i -&j”yP(&j&A =&,Q. (5.17) 
This along with (5.11) proves the theorem. Q.E.D. 
6. THE COMPOSE OF Two HYPERDIFFRRENTIAL OPER~TERS 
.4iw THE SYMBOL OF TI3E COMPOSE 
We deal now with two hyperdifferential operators 
where s,’ < s1 and si < s2 . If s, < si then the compose G’ 0 G of G and G 
is a bounded operator from &&/s~‘) to $--d(l/~Z). We wauld like to know 
under which circumstances G’ 0 G is also a hyperdifferential operator. 
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THEOREM 6.1. Suppose that 
and jii some Y, 0 < r < 1 that 
+ < (1 - r)d? 
K’ 
I-1 
l/d 
+a -/- k-l/d < llfd , 
(2-y’1-d < (gd + (J.J1-d. 
Then G’ 0 G is a hyperdifferential operator defined by 
f&(4 E K&4 a-L &). 
Remark 6.1. If we choose 0 = 00 then our conditions reduce to 
(K’)‘id -k (K)‘id < (I)‘/“, Q = 8’. 
Proof. We want to find H,(x) E $(p) @ &&/I) such that 
<f&-&h dt = KG’ 0 %91z 
= <G-.,(4 (G,-,(s), vt>t>s 
or 
= <<G-&h G,-,(s)), vt>t 
= <<G,‘(4, G-s-& - 4)s , vt>t 
Ht@) = (Gs’(4, G-s@ - 4)s . 
In the case GAx) = f(z) C%J pt and G,‘(x) = g(z) @ vt we want 
f&(4 = <cd4 vs > f(z - 4 k-s) 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
65) 
(6.6) 
(6.7) 
(6.8) 
(6.9) 
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Thus, we are led to consider the quadrilinear map 
(6.10) 
taking 
+ ii?,(,) B $a-d (+). (6.11) 
We now show that the series (6.3) converges in $(v) @ ,$&l jl). Choose 
F’ < p and E’ > 1. We have from Lemma 4.2 that 
where 
(g- < (-g- - [ (1’)1,” : (K)l,d]d’l-da 
If we can now show T/U < 1 the series (6.10) will converge. However 
we can write 
where 
CT’ (d-1)/d d 
-= I- 
( I 
(1/q')'/"-"' _ (lpy'l-"' 
O ( 1 /t?))“l-4 I > 
> (1 -r)” 
K’ dll-d l-d 
-7 = 1 - 7 ( [ (2')1/t?';K)l,d 1 ) 
> (1 - r)l--d. 
We can now choose o close enough to u’ and r close enough to T’ so that 
T/G < 1. This implies that the mapping (6.10) is jointly continuous and thus 
can be lifted to a mapping 
(G&4 G’(4) - (G,‘(4, G-,(x - 4)s , (6.12) 
505/8/2-1 I 
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taking 
Also, if we choose G&z) = ~~82) and G;(x) = ~‘8~’ we easily see that the 
image under (6.12) followed by the defining map is G’ 0 G. As elements of 
the form zp form a basis for &(O) and elements of the form Sy’ form a basis 
for Er-&/K), the proof is complete. Q.E.D. 
If we let 
uG”‘~“‘(z, A) = g uG(z, A) 
then we have: 
and uG’P~~‘(z, A) = g oG(z, A) 
THEOREM 6.2. If 
Gt(4 E &;,(6 @ k-d (;), G,‘(x) E &@‘) @ e&d (+) (6.13) 
;<1 (6.14) 
then~cl 0 G is a hyperdifferential operator and 
u(G’ 0 G)(z, A) = c y (uG’)(O~~)(z, A) uG’~,~‘(z, A). (6.15) 
PEP . 
Proof. If we choose G,(x) = f (z),ut and G,‘(x) = TV, then by (6.9) 
o(G’ o G)(z, A) = <I&(z), e<‘*‘>) 
which agrees with (6.13). The universal property of tensor products is then 
used to complete the proof. 
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7. THE X&SOLVENT IS A HYPERDIFFERFXNTIAL OPER~~TOR 
In Section 3 we introduced the notion of the resolvent R(t, T) of problem 
(3.1~9, (3.17). We keep the same notation and assumptions as in Section 3. 
We know 
for / t j < y, 1 t - 7 j < 6,(b - s). We would like to know whether R(t, T) is 
a hyperdijjuential operator &( 1 /b) -+ &#/s). We are going to show that 
this is indeed so, by proving the existence of the symbol aR(t, 7)(x, A) of 
R(t, T). Let us take for granted, for a moment, that R(t, 7) is indeed a hyper- 
differential operator with symbol oR(t, T)(x, A) = r(t, T, x, A). NOW, A(t) is a 
differential (hence, a hyperdifferential) operator, with A(t) E &(cc) @ &+&CO) 
and 
aA(t)(.q A) = 1 a,@)(-Ap - C b,(t) xi& + 1 c,(t)ZP. (7.2) 
We recall that in the notation of Section 3 we are disregarding some transposes. 
If we recall that 
; R(t, 7) = A(t) R(t, T), R(t, t) = I, 
(7.3) 
Ui?(t, 7)(X, ii) = emcasA>R(t, T) e’z*h’, 
and if we use the formula for the symbol of the compose of two hyper- 
differential operators we obtain 
y (g d(t)@, h))(g t-(t, 7, z, A)). (7.4) 
It suffices to study this equation for r = 0; an identical argument will apply 
for arbitrary 7. Thus we have 
(7.5) 
(7.6) 
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We can now apply the Ovcyannikov Theorem to obtain the existence of 
r(t, z, A). In fact we will choose 
Es = Eda + 4 @i, ~%-d(b + Ps), (7.7) 
with the tacit understanding that the first factor, in the tensor product, 
consists of functions of .z whereas the second one consists of A, and we note 
that E, is a Banach space under the norm 11 . jjs = I/ * I(b,Us+a @ 11 . )jr-a,8s+b 
(see [3], Proposition 43.2). 
THEOREM 7.1. If we assume (3.6) then there is a 6, , 0 < 6, < 7, such that 
for every s, 0 < s < 1, there is a unique continuously differentiable E, valued 
function r(t, 7), [ t / < 7, j t - T [ < a,(1 - s), satisfying (7.5), (7.6). 
Proof. We must show that A(t) defines a bounded linear operator E, + E,! 
and that the norm of this operator is <const. (s - s/)-l (as usual, s’ < s; E, 
is defined in (7.7)). Note that we may write 
A”(t) = C Ai’ A;(t), 
where the summation is finite, and A;(t) (resp. ,4”(t)) act only with respect 
to the variable x (resp. the variable A). Consider anyone of the products 
A,‘(t) 41(t). Inspection of what they are, and application of Lemma (3.1) (as 
in Corollary (3.1)) h s ows at once that, for any u in Ed(a + OIS), v in 
El--d@ + ks> 
It 4W44Wli~s G con+ - s’Y II 11 Ild,a+ols II v ll--d,b+~s - (7.8) 
By Prop. 43.1 in [3], we see that the product of norms at the right is equal to 
the norm of u(x) 0 (1) x v I in the completed topological tensor product 
E, = &(a + 4 6%, El--d@ + Ps). 
Thus, (7.8) shows that the !&near map, canonically defined by A(t), 
E,(a + ors’) x E&J + ,Bs’) -+ Es 
is continuous and has norm <const. (s - s’)-l. It suffices then to apply 
Statement (b) of Prop. 43.12 in [3]. 
THEOREM 7.2. If S, and s are as in Theorem 7.1 then R(t, T) is a hyper- 
diffevential operator and, in fact, R(t, T) E &(a + CLS) 8 $-,(l/(b + /3s)) for 
any a, o(, b, B, >0 and I t I < 7, I t - 7 I < S,(l - s). 
Proof. We observe that E&(s) C J!&(S). Then we choose &t, T) to be the 
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unique hyperdifferential operator corresponding to r(t, T, z, A) and then by 
(7.5), (7.6) J?(t, T) must satisfy (7.3). H owever, the solution to (7.3) is unique 
so that a(t, 7) = R(t, T). QED. 
8. INTEGRAL REPRESENTATIONS. 
THE OPTICAL PARAMETRIC AMPLIFIER EQUATION 
Formula (5.7) tells us how to reconstruct a hyperditferential operator out 
of its symbol. This can be applied to the resolvents and therefore, via the 
classical formula (3.22), to the solutions of the Cauchy problem under 
study. These will then have series representations. 
In certain circumstances, it is possible to use the resolvent to obtain 
iztegral representation of the solution. Let us give a simple example. We 
suppose thatf(A) is the Fourier-Bore1 transform of some analytic functional. 
We now form 
where L is some set in C”, C is a constant, and v(t, Q-, X, A) is the resolvent for 
the Cauchy problem: 
; f(x, t) = A(t) f(x, t) 
f(x, 0) = h(4. (8.3j 
If the integrand in (8.1) is sufficiently well behaved (note that (5.4) gives some 
information on the behavior of r(t, 7, X, A) when 1 h / NL+ 00) we can differ- 
entiate under the integral sign. We see that formula (7.5) is equivalent to 
! -5 at - A(t)) (e-(“%(t, 7, A, x)) = 0 (8.4) 
so that (8.1) satisfies (8.2). If we set t = 0 in (8.1) then formula (7.6) yields 
j(x, 0) = C J, e-(A*“)fo(X) A 
If we choose C, L, f(x) such that f(~, 0) =f,(z) then we are done. One 
possibility is to letf(x) be an analytic functional defined by the Radon measure 
f(x) dx in .@ with support on [w n. We then let C = (27~i)-~ and L be the 
purely imaginary subspace, i.e., we let h = -if with 5 E P. 
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Our formulas then become: 
f&) = I,, e-i@*“>f,(x) dx (8.5) 
f(x, t) = (2~)~” lR, ei(‘*z)r(t, 0, x, -i$)f(s) d.f. (8.6) 
The Fourier inversion formula then implies that (8.3) is satisfied for x E llP. 
We now use what we have developed to solve the problem 
which has been studied in [2] and is used to describe models of unimodel 
lasers and optical parametric amplifiers. 
Remark 8.1. The principle part of equation (8.7) is not eliptic, hence the 
equation is not parabolic. First, we consider x and y complex variables and 
choose d = l/2 in our theory. If fO(x, y) E E&(b) for some b then Theorem 
(3.2) implies the existence of solutions to (8.7). However, Theorem (3.3) 
implies the existence of a resolvent for problem (8.7): We now find the 
symbol of the resolvent R(t, T) of equation (8.7). Since, in the present 
case, A(t) = A independent of t, 
R(t, T) = R(t - T), uw 
and: 
R(t)=expt(-i&+x$+i$--yg) 
= exp t 
( 
-i&+x&)expt(i&-y$. 
Writing [A, B] = AB - BA, the last part of (8.X) follows from the fact that 
If we observe that 
[ 
a 1 a2 
I 
a2 
“Q --- 2 ax2 =s' 
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then the Zassenhaus formula (see [l] or [5], equation (7.9)) yields 
exp t 
u 
- 5 & + x g)) = exp (tx L) exp (i (I - e2”) -&-) . 
‘ 
Theorem (7.1) now implies that all of our exponentials are hyperdifferentiaf 
operators and consequently possess symbols. 
If r(t, X, A) = o[exp(kc(a/&))] then o(x(a/&)) = --A and according 
to (7.5) 
; r(t, x, A) = (--&I + x g, a@, s, A), 
Y(0, x, A) = 1. 
If we again apply equation (7.9) of [5] we obtain 
r(t, x, A) = exp[(l - e”)zcA]. 
It is much easier to obtain 
u exp 
i I 
$ (1 - e2”) $1 = exp [i (1 - e2”) P]. 
By the rule for finding the symbol of a compose we have 
uR(t, x, y, A, 7) = exp [(l - et) xX + t (1 - ezt) As 
+ (1 - e-$)yy + $ (1 - e-““> q2] I-> 
where in the notation of (6.15) we have replaced z by (x, y) and X by (A, 7). 
We now solve problem (8.7) with initial data 
fo(x,y) = & e-l/2a(z"+!d~) 
Is> 7) = 
Te(-alZi(h2+s2j, 
Thus the solution is given by (8.6) as 
f(x, y, t) = -& f 
R 
exp [ie%A + (i (ezt - 1) - i) As] M 
X I, eq [ie-fyv + (i (e-2t - 1) - 4) ?a] C& (8.10) 
f(x, y, t) = (Za + 1 - e8t)-1’P exp(-eztx2/(20r + 1 - e’“)) 
+ (2~ + 1 - e-2t)-1/2 exp(-e-2ty2/(201 + 1 - e-2t)). (8.11) 
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Remark 8.2. By changing the variable of integration in (8.11) we obtain 
47rf(h, 7, t) = exp [(i (fP - 1) - ;) @A2 + (i (e--4t _ 1) - YT). e+Sf+Z]. 
We note this is a regular function for all t, ---CO < t < co, howeverf(x, y, t) 
is “singular” at t = $ In(1 + 201). Th’ 1s corresponds to the fact that for 
t > 8 ln(1 + 2ar), J’<x, 7, t) grows like eela and consequently cannot be the 
Fourier transform of a (tempered) distribution. However, f(h, q, t) is the 
(unique) Fourier transform of some analytic functional. 
Remark 8.3. It is possible to solve for p(X, r/, t) by Fourier transforming 
the differential equation and then solving the transformed equation. At least 
in the case d = & (see (3.5)), thi s is of no theoretical help as our class of 
differential equations is invariant under Fourier transformation. 
9. MORE GENERAL PROBLEMS 
In the preceeding reasonings, we could have considered scales of Banach 
spaces of a more general kind. Consider the formal power series 
such that the following quantity is finite: 
Ilflls” = c MPV 4 I f’“‘PW, 
PEN” 
where ~(p, S) is >0 and monotone increasing in s. 
We may write: 
(9.2) 
P-3) 
(9.4) 
%iDjf = c f W+--i)(o) & 5 , 
. . 
I] .ziDiflls, = (c (I@, s’) j’“+j-“‘(0) &)‘)“’ 
94 P> 4 
~Ilfllssup[(pp!l)!~(p+j--i,E) 1 
(here i and j are mutli-indices). 
We wish to apply the Ovcyannikov theorem in this situation, that is to say, 
to an “initial value problem”: 
; = A@, D&L, u 1 = %(4, 
t4 
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where A(.z, D,) is a linear combination (with constant complex coefficients) 
of operators ’ 
(We restrict outselves to the case of one “space-variable” x, but everything 
we say has a straightforward extension to several variables.) 
We are going to need an estimate: 
“Y [ 
P! cp(Pt 4 __ 
(p - i)! p(p +j - i, s) 1 d s 2. (9.51 
Let us first consider scales of Banach Spaces defined by dilation, that is, 
where 
llf(~h = llf(=4ll . (9.6) 
To obtain such spaces we take 
(9.7) 
In this case (9.5) becomes 
sup 1 
P! 9(P) 
(p -i)! q(p +j -2.) ‘+ ( )I 
’ p #-j < c 
\a-- (9.8) 
We find that inf s.,B..l[(l - 0)&l > C/p forp sufficiently large. Consequently, 
if we require that supDf(p)B~ < C/( 1 - 0) where f(p) > 0 then f(p) < Cp. 
Thus we must have 
P! F(P) 
(p -i)! IJ?(p +j -2.) G cp 
for all p. (9. IO) 
We first note that if i = j then inequality (9.10) cannot be satisfied unless 
i < 1. There are two cases according to whether i < j or i > j. 
If we require that j < i then a reasonable solution to our problem is given 
by 
v,(p) = (p!)W)-d. (9.11) 
THEOREM 9.1. If 
and 
llflls” = 1 (p!)(l’+” s* py0)~) (9.12) 
A@, D) = C c aijziDj 
j<i itd 
(9.13) 
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then 
(9.14) 
Proof. We note that this theorem is not sharp and can be improved for 
small values of i. The theorem follows from the discussion above. Q.E.D. 
Let us now consider the case j > i. Here, a reasonable solution to our 
problem is given by p(p) = (p!)a-(117z). 
THEOREM 9.2. If 
Ilfll,~ =c ((p!)-%p [p’(o)l) (9.15) 
A(z, D) = c c a&Di, 
i>i i-cd 
(9.16) 
(9.17) 
Proof. As above. Q.E.D. 
Remark 9.1. In the case of several space variables, it is possible to 
generalize the above results slightly by using a different rate of growth in 
each variable which corresponds to choosing d as a multi-index. 
Remark 9.2. One might consider dilations of the form f(g(s)x) where 
g(s) is real valued monotone increasing function. If g(s) is continuously 
differentiable it is easily seen that this practically reduces to the case already 
considered. 
Remark 9.3. The space considered in Theorem (9.1) is a space of 
(generally) divergent power series called the formal Gevrey classes. The 
space considered in Theorem (9.2) is usually a space of entire functions of 
order less than 1. 
Let us now consider the case where our scale of Banach spaces is not given 
by dilation. One choice of ~(9, S) that will allow us to include the operator 
XjDi is 
qJ(p, 5) = 5qp!)-l’2 . (9.18) 
We consider the special case 
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Remark 9.4. If E, is the Banach space of formal power series f for which 
liflis < ~0 then JL can be identified with the dual of E, . If s > 1 and 
f E E, then the order off is less than any positive number. If s < 1 then E, 
is a space of formal power series or a space of analytic functionals. 
Let us compute which operators ziDj satisfy the condition in the 
Ovcyannikov Theorem, that is, when is it the case that (see (9.5)) 
sup [gL+ [ (p +;!- ;I! 1”” (Wd) ] < & 
sm+i-i)“l 
(9.19) 
suppti+j)tS $ lid 
( 1 
st2x-tr”-tr;-iidf c < -- 
s - s’ - 
If we set 6 = ~‘1s then we find as in Section 3 that 
If we require (i + j) < 2d and j > i or j < i then we have: 
THEOREM 9.3. If 1 -=c S’ <s, 
llfils2 = c (sqp!)- 1 f’“‘(O)& 
and 
then 
Also, ifs’ -c s < 1 and 
(9.22) 
(9.23) 
(9.24) 
(9.253 
(9.26) 
Q.E.D. Proof. This is clear from the above remarks. 
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Remark 9.5. The conditions i <j or j < i prevent us from simul- 
taneously including, in the class of operators under study, multiplican by a 
coordinate and differentiation with respect to a coordinate. 
Concerning the question as to whether there is a “large” functional space 
in which all the initial value problems of the kind we have been considering 
are solvable, it is worth mentioning the following simple result: 
THEOREM 9.4. IfP(t,x, t) . p Zy zs a o nomial in. the n variables 6 = (eI ,.. ., &) 
whose coeficients are formalpower series in tlze n + 1 variables t, x = (x1 ,..., x,) 
and if fo(x) is a formal power series iti n variables tJzen there is one and only one 
formal power series f (x, t) ilz n + 1 variables satisfying 
%g = P(t, x, 0) f(x, t), (9.27) 
f (? 0) = foW (9.28) 
Proof. If f (x, t) = x, f,(x) tp/p! and P(t, X, 5‘> = 2 Pi(x, 5) ti/i! then 
f,+,(x) = to ( f ) PiC? D)f&) 
for some N < CO. As the formal power series form an algebra this expression 
is meaningful. Q.E.D. 
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