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1. INTRODUCCIÓN
La identiﬁcación automática de actividad física humana es un área atractiva de investigación
y ha motivado a diferentes investigadores a desarrollar metodologías para la detección au-
tomática de actividades [2, 3, 4, 5]. Los sensores más comunes utilizados en esta tarea son
las video cámaras , las cámaras de profundidad, los sensores electromiográﬁcos (EMG), los
acelerómetros y unidades de masa inercial (IMU-Inertial Measured Unit), etc.
Los sensores IMU han demostrado tener ventajas signiﬁcativas en la detección de actividad, co-
mo son la correcta caracterización de las señales y la robustez a oclusiones parciales generadas
por los usuarios que son sometidos al análisis [6, 1, 3]. Andrés Calvo [1], en su trabajo inves-
tigativo, evidencia que al utilizar una red de 4 sensores IMU, con clasiﬁcación SVM (Support
Vector Machine) para la detección de movimientos primitivos y clasiﬁcación HMM (Hidden
Markov Model) para la detección de actividad, se generan resultados de clasiﬁcación del 98%
de acierto. Además, en el trabajo [1], se realiza el análisis de la mínima cantidad de sensores
que son necesarios para el reconocimiento de actividad, permitiendo realizar una reducción en
el costo computacional del método. Sin embargo, en las conclusiones y recomendaciones de
este trabajo, se muestra que es necesario realizar el análisis del conjunto de características que
son realmente necesarias para garantizar una detección conﬁable, con el ﬁn de obtener una
reducción el costo computacional de la metodología y hacer viable la implementación de este
método en un sistema embebido.
Entonces en este trabajo se realiza un análisis de las características aplicadas en el entrenamien-
to de detección de movimientos primitivos y se calcula la cantidad mínima de características
necesarias para garantizar una que la eﬁciencia de la detección de movimientos primitivos
y detección de actividad física humana, no se reduzca mas de un 5%, utilizando el méto-
do de reducción de dimensionalidad de Análisis de Componentes Principales (PCA-Principal
Component Analysis).
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1.1. DEFINICIÓN DEL PROBLEMA
La identiﬁcación automática de actividad física humana es un área atractiva de investigación
debido la posibilidad de diseñar aplicaciones en campos como seguridad, salud, deporte, entre
muchos otros. El análisis del movimiento humano ayuda en el monitoreo y rehabilitación a
pacientes [7], permite la supervisión del estado del adulto mayor [8], evaluar la ejecución de
actividades físicas de atletas, gimnastas y deportistas en general; e inclusive analizar compor-
tamientos sospechosos o indebidos en espacios públicos [9].
Reconocer la actividad física humana en la ingeniería apunta a la identiﬁcación automática
de distintas clases de movimientos físicos utilizando sensores como cámaras de profundidad,
cámaras de video, giroscopios, acelerómetros, entre muchos otros. Para un ser humano, reco-
nocer actividad física es una habilidad natural, sin embargo imitar esta habilidad en sistemas
de detección automático se considera un gran reto y genera un campo activo de investigación
con el ﬁn de crear soluciones a dicho problema [9, 10, 11, 12, 13]. A pesar de que la detección
humana puede ser realizada de forma manual, esto es costoso y está sujeto a errores humanos,
además de interﬁere con el desarrollo óptimo de la actividad [9].
En la creación de metodologías automáticas, un planteamiento común es el uso de cámaras
con técnicas procesamiento digital de imágenes y visión por computador [14, 15, 16, 17]. Estas
técnicas emplean enfoques como la segmentación de objetivos y extracción de características
como color, forma, silueta, para discriminar la actividad [18, 19], sin embargo estos métodos
son susceptibles a las condiciones fotométricas de la escena u oclusiones parciales o totales
del objetivo observado en la escena. El actual incremento de la cámaras de profundidad ha
hecho posible analizar movimiento humano, siendo más popular para este tipo de aplicaciones
el Kinect R©, este dispositivo permite obtener las coordenadas espaciales del cuerpo humano.
Planteamientos como los de las referencias [20, 21, 22, 23] hacen uso de las coordenadas es-
paciales 3D para el análisis de movimiento, sin embargo este tipo de técnicas son sensibles a
oclusiones o auto oclusiones del objetivo, además de tener un rango limitado para la observa-
ción [24, 25].
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Otros planteamientos emplean sensores de movimiento como acelerómetros, giroscopios o uni-
dades de masa inercial (IMU-Inertial Measured Unit), los cuales permiten sensar movimiento
físico basándose en las aceleraciones producidas por el movimiento [26, 3, 4, 27]. Este ti-
po de enfoques, son robustos a las oclusiones parciales o totales del objetivo, debido a que
sus sistemas de captura e instrumentación generalmente son inalámbricos, lo que hace ro-
busto cualquier oclusión del objetivo. Las ventajas nombradas anteriormente, hacen que esta
modalidad de sensor sea una preferidas para la detección de movimiento. Entonces, algunos
enfoques utilizan la información de IMU para la detección de movimientos primitivos y con
esta información realizar la detección de actividad. Este enfoque se inspira en las técnicas de
reconocimiento automático de voz, donde las frases se dividen en palabras aisladas, para luego
dividirse en una secuencia de fonemas. De este modo se detectan los fonemas comunes a todas
las palabras construyendo un diccionario o libro de códigos que permite la detección. En 2012
Mi Zhang y Alexander A. Sawchuk [28], utilizan esta idea para obtener un clasiﬁcador basado
en movimientos primitivos aplicando técnicas de caracterización como Bag-of-Features (BOF)
obteniendo un rendimiento signiﬁcativo. Independiente de la modalidad de sensor usada, el
reconocimiento de actividad física humana puede ser formulado como un problema típico de
clasiﬁcación y al igual que muchos problemas de reconocimiento de patrón, donde la extracción
de características juega un papel crucial durante el proceso de reconocimiento [11]. La elección
de buenas características es un paso fundamental y depende del problema especíﬁco [29, 30], en
muchos de los casos, escoger el conjunto mínimo de características hacen viable la implemen-
tación de estas metodología en sistemas embebidos, debido a que los costos computacionales
temporales son reducidos.
Andrés Calvo [1], en su trabajo investigativo propone una metodología para la detección
automática de actividades físicas. En este trabajo se evidencia que se pueden utilizar 4 sensores
IMU, con clasiﬁcación SVM (Support Vector Machine) y clasiﬁcación HMM (Hidden Markov
Model). Esta metodología entrega resultados de clasiﬁcación del 98% acierto para la ejecución
de 5 actividades, prometiendo ser una metodología de interés, la cual debe y puede ser más
explorada. Sin embargo la metodología de Andrés, ha demostrado requerir de un alto costo
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computacional, razón por la cual en su trabajo se realiza el análisis de la mínima cantidad
de sensores que son necesarios para el reconocimiento de actividad. Lo anterior permite una
reducción en tiempo de computo.
Aun que el análisis anterior ayuda a reducir el tiempo de cómputo. En un escenario con
un conjunto más amplio de actividades físicas, reducir el número de sensores podría ser un
problema y generar falsas detecciones. Por tal razón, también es necesario realizar el análisis
del conjunto de características que son utilizadas en el entrenamiento de la clasiﬁcación de
movimientos primitivos SVM. Esto con el ﬁn de determinar cuántas de estas características
son necesarias y cuál es el conjunto mínimo de ellas necesario para garantizar una detección
conﬁable y así obtener una reducción el costo computacional de la metodología. Entonces
esto genera la pregunta, ¾sera posible que al utilizar Análisis de Componentes Principales se
pueda determinar el conjunto mínimo de características y así reducir el costo computacional
del algoritmo sin reducir signiﬁcativamente la eﬁciencia del sistema?
1.2. JUSTIFICACIÓN
Debido a la relevancia del reconocimiento de actividades motoras en los distintos campos de
investigación y desarrollo, es posible pensar que hay un aumento en el interés en desarrollar
aplicaciones que permitan la supervisión y detección de un conjunto grande de actividades
físicas humanas. En la literatura [10, 11, 9, 13, 31, 15, 23] han sido desarrollados varios métodos
en los cuales se utilizan distintas modalidades de sensores, como son sensores de profundidad,
sensores electromiográﬁcos, goniómetros, giroscópicos, acelerómetros, entre varios otros; para
la detección automática de la actividad.
Independiente de la modalidad de sensor, el reconocimiento de actividad física humana se
considera un problema de clasiﬁcación y la etapa de extracción de características es crucial
en el proceso clasiﬁcación [29, 30]. En la etapa de extracción, se hace posible analizar en
el conjunto total de características cuales generan un aporte signiﬁcativo en la clasiﬁcación
permitiendo escoger el conjunto mínimo de características que garantiza la reducción del costo
computacional temporal permitiendo la implementación de estas metodologías en sistemas
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embebidos. Métodos como Análisis de Componentes Principales y Análisis de Componentes
Independientes, han garantizando obtener clasiﬁcaciones conﬁables con un conjunto reducido
de características [30, 32, 29].
El trabajo de Andrés Calvo[1] ha demostrado ser una metodología interesante para la clasiﬁca-
ción de actividades físicas con una red sensores, sin embargo en este trabajo no se llevó a cabo
un análisis del aporte de cada característica calculada en la clasiﬁcación generando dudas de
si es necesario el aporte de todas las características en la clasiﬁcación de movimientos primi-
tivos. Esto genera una gran oportunidad, para realizar un estudio comparativo del aporte de
cada descriptor en la clasiﬁcación de actividad física. Lo anterior permitiría encontrar el mejor
desempeño de clasiﬁcación con la máxima reducción el costo computacional de la metodología.
1.3. OBJETIVOS
1.3.1. Objetivo General
Aplicar la metodología de Análisis de Componentes Principales para la evaluación de com-
ponentes mínimas en el reconocimiento automático de actividades físicas humanas utilizando
una red de acelerómetros
1.3.2. Objetivos Especíﬁcos
1. Determinar el conjunto de descriptores que caracterizan una red de 4 acelerómetros
basado en el trabajo [1] .
2. Implementar la metodología para la identiﬁcación de movimientos primitivos utilizando
SVM.
3. Implementar la metodología de fusión de datos para la clasiﬁcación de actividad utili-
zando la secuencia temporal de movimientos primitivos basado en el trabajo [1].
4. Determinar el conjunto de componentes mínimas que son necesarias para la clasiﬁcación
de movimientos primitivos y actividades físicas.
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2. ESTADO DEL ARTE
En las ciencias de la computación, se han desarrollado metodologías para el reconocimiento
de la actividad física humana. A continuación, se realizará un recorrido por el estado del arte
en este tipo de enfoques.
Algunos trabajos se han centrado en el análisis de secuencias de vídeo utilizando técnicas
de procesamiento digital de imágenes y visión por computador, en general estos trabajos se
basan en etapas de segmentación, extracción de características, clasiﬁcación, seguimiento y
reconocimiento de actividad [10]. Enfoques como los de los trabajos [33, 34, 35] utilizan el
volumen de la persona evaluada durante una ventana de tiempo (STV - Spatio Temporal
Volume). En las metodologías [18, 19] utilizan técnicas de substracción de fondo de la escena
para segmentar el fondo de las personas en movimiento y con estas variaciones de caracterizar
y clasiﬁcar la actividad.
Otros enfoques utilizan la información de acelerómetros o unidades de masa inercial (IMU-
Inertial Measured Unit) para el reconocimiento de actividad. En 2004 Bao [4], aplica la trans-
formada rápida de Fourier (FFT-Fast Fourier Transform) y adiciona el cálculo de momentos
estadísticos media, desviación estándar logrando porcentajes de acierto en la clasiﬁcación del
90%. En 2011, Mi Zhang y Alexander [36], utilizan sensores IMU y caracterizan parámetros fí-
sicos del movimiento humano, obteniendo resultados hasta del 90% de acierto. En 2012 David
Martín de Castro [27], propone el uso de la información de los acelerómetros y el GPS de un
smartphone para clasiﬁcar actividad utilizando como método de aprendizaje redes neuronales
artiﬁciales. M. Bocksch y J. Jahn [26], proponen una metodología de clasiﬁcación utilizando un
sensor IMU de 9 grados de libertad obteniendo resultados entre el 95% y el 100% de acierto
para algunas de las actividades de la base de datos, pero con alto costo computacional.
Otros enfoques se basan en la detección de movimientos primitivos, inspirados en las técnicas
de reconocimiento automático de voz. Donde se reconocen las frases, palabras aisladas y por
último una secuencia de fonemas. De este modo se genera un diccionario de fonemas comunes
a todas las palabras construyendo los bloques básicos para el reconocimiento automático.
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En 2012 Mi Zhang y Alexander A. Sawchuk [28], utilizan este método obtener un clasiﬁcador
basado en movimientos primitivos caracterizando señales de acelerómetros con Bag of Features
(BOF) obteniendo resultados mayores al 80%. Otros enfoques utilizan fusión de datos, para
robustecer el desempeño de los sistemas de detección. En [37] se propone un método utilizando
la fusión de una red de sensores IMU y un sensor Kinect R©, el cual utiliza un sistema MIMO
para de la red IMU y fusiona estos datos con la nube de puntos del Kinect R© para ser clasiﬁcada
por una máquina de vectores de soporte (SVM), permitiendo obtener la información que no
es visible para el Kinect R© cuando se generan auto-oclusiones.
D. García Alvarez [38], propone un método de reconocimiento de patrones utilizando análi-
sis de componentes principales (PCA-Principal Component Analysis), este método permite
detectar fallos utilizando enfoque de aprendizaje de máquina con un conjunto mínimo de ca-
racterísticas, permitiendo obtener un método de clasiﬁcación liviano desde el punto de vista
computacional. Du-Ming Tsai y Wei-Yao Chiu [39], proponen un método para la detección
de actividad aplicando análisis de componentes independientes (ICA). El método propuesto
no requiere el diseño de función o proceso de modelado. Se puede implementar fácilmente
en línea, aplicaciones en tiempo real con dispositivos de gama baja, bajo costo o incluso en
teléfonos inteligentes. Los resultados experimentales revelan que es robusto bajo fondos no
estructurados donde no solo se mueve el objetivos a seguir si no también el fondo de la escena.
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3. MARCO TEÓRICO
Este proyecto utiliza enfoques estadísticos y de aprendizaje de máquina para el reconocimiento
de actividad física humana. Para el entendimiento del trabajo es importante la revisión de
algunas teorías y conceptos fundamentales alrededor de la clasiﬁcación supervisada y análisis
del conjunto características en el entrenamiento. En este capítulo inicialmente se enunciaran
algunos de los conceptos estadísticos y conceptos de álgebra lineal básicos para el entendimiento
de la metodología PCA, posteriormente se explicará las metodologías de clasiﬁcación utilizadas
y por último se hará énfasis en el análisis de componentes principales para reducción de
conjunto de características el cual presente dependencia lineal.
3.1. Desviación Estándar
La desviación estándar es una medida de dispersión de un conjunto de datos, puede ser deﬁnida
como la variación esperada de los datos con respecto a su media [40]. La desviación estándar
σ, se deﬁne como:
σ =
√√√√√ n∑i=1 (xi − x¯)
N − 1
Donde:
xi es un dato del conjunto analizar.
x¯ es la media del conjunto de datos.
N es el tamaño de la población.
3.2. Varianza
La varianza es una medida de dispersión que hace uso de todos los datos [41]. Esta está basada
en la diferencia entre el valor de cada observación y la media:
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σ2 =
n∑
i=1
(xi − x¯)
N − 1
Donde:
xi es un dato del conjunto analizar.
x¯ es la media del conjunto de datos.
N es el tamaño de la población.
3.3. Covarianza
La covarianza hace referencia al grado de variación conjunta de dos variables. Este valor es de
vital importancia para determinar la dependencia existente entre ambas variables [42].
σx,y =
Σ(xi − µx)(yi − µy)
N
Donde:
xi es un dato del conjunto de la variable x analizar.
yi es un dato del conjunto de la variable y analizar.
µx es la media poblacional de variable x.
µy es la media poblacional de variable y.
N es es tamaño de la población.
3.4. Matriz de Covarianza
Es una matriz que contiene la covarianza de los elementos de un conjunto de una variable. La
matriz de covarianza para 3 variables se establece así:
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C =

cov(x, x) cov(x, y) cov(x, z)
cov(y, x) cov(y, y) cov(y, z)
cov(z, x) cov(z, y) cov(z, z)

Donde:
cov(x, y) es la covarianza entre las variables x, y.
3.5. Eigenvector
Los vectores propios o eigenvectores son los vectores no nulos que, cuando son transformados
por el operador generan un múltiplo escalar de sí mismos, es decir que un vector ~b<n, tal que
~b 6= ~0, es un eigenvector de la matriz A, si y solo si,
A~b = λ~b
Donde λ ∈ C. Además, se dice que el escalar λ es el eigenvalor de la matriz A asociado al
vector ~b; de manera recíproca se dice que ~b es un eigenvector A asociado al eigenvalor λ[43].
3.6. Máquinas de vectores de soporte (SVM-Support Vector Machine)
Las máquinas de soporte vectorial son una metodología de clasiﬁcación supervisada que permi-
te separar dos clases. Este método tiene como objetivo la estimación de un modelo que permita
la clasiﬁcación de un evento binario. Una SVM tiene como objetivo encontrar el hiperplano
que separe y maximice el margen entre las clases en este espacio [44].
La SVM en su forma básica, presenta un modelo lineal que calcula una etiqueta y ∈ {−1, 1}
utilizando el siguiente modelo:
y = wTφ (x) + b (1)
Donde, φ (x) : R →H es una transformación del conjunto de entrada a un conjunto con igual o
mayor dimensión, lo que se supone que facilita la separación de las clases. El vector w deﬁne el
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hiperplano de separación en espacio φ (X). b representa el bias o sesgo con respecto al origen
de coordenadas. En las SVM se agrega el riesgo empírico (Remp) para relajar la margen de la
estimación.
Entonces:
Remp =
n∑
i=1
ξσi
Donde
σ = 1 Para clasiﬁcación.
Por lo tanto el problema de estimación del hiperplano de separación, se deﬁne como la solución
al siguiente problema de optimización cuadrático (QP):
min
w,b,ξi
1
2
‖w‖2 + C
n∑
i=1
ξi (2)
Sujeto a yi
(
wTφ (xi) + b
) ≥ 1− ξi ∀i = 1..., n (3)
ξi ≥ 0 ∀i = 1..., n (4)
3.6.1. Máquinas de vectores de soporte multiclase
Las SVM solo clasiﬁcan problemas binarios, sin embargo en la práctica es común encontrar
problemas de más clases, por lo que existen expansiones para lograr que las SVM sean multi-
clase.
Entre las metodologías más comunes se encuentran los siguientes enfoques [45]:
Uno contra todos: Esta estrategia consiste en la estimación de una SVM por clase, la
cual está en capacidad para distinguir la clase en particular de todas las clases restantes.
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Por lo general, una sola clase debe detectar positivo un ejemplo permitiendo que generar
una codiﬁcación que asigna la etiqueta correcta. Cuando más de un modelo SVM clasiﬁca un
conjunto de datos positivo, se calcula la probabilidad de pertenencia a la clase y se escoge la
clase con máxima probabilidad.
Uno contra uno: Esta estrategia de clasiﬁcación consiste en construir un clasiﬁcador por par
de clases, la pertenencia a la clase se encoje buscando la clase que recibió la mayoría de votos.
En caso de un empate entre dos clases, se calcula la probabilidad de pertenencia a la clase y
se escoge la clase con máxima probabilidad. Para implementar esta metodología se requiere
de m clasiﬁcadores, este método es generalmente más lento que uno contra todos.
3.7. Modelos Ocultos de Markov (HMM)
Los HMM son autómatas de estados ﬁnitos que permiten modelar procesos estocásticos, donde
la transición a un estado en particular depende de los estados que no son visibles en general y su
ocurrencia depende del estado anterior. Esta metodología, asume que el sistema a modelar es
un proceso de Markov de parámetros desconocidos y su objetivo es determinar estos parámetros
a partir de diferentes observaciones [46]. Un HMM se deﬁne como:
λ = f (O,Q,A,B, pi)
Donde:
O = {O1, O2, ....., OM} son los estados visibles.
Q = {1, 2, .......N} son los estados ocultos.
A = {aij} es la matriz de transición de estados, donde el elemento aij a es la probabilidad
de que genere la transición desde el estado i al estado j .
B = {bi (k)} se deﬁne como la matriz de probabilidad de salida, donde bi(k) es la
probabilidad de emitir el símbolo Ok en el estado i.
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pi = {pii} es el vector de probabilidades del estado inicial, donde pii es la probabilidad de
iniciar en el estado i.
Los tres problemas básicos de los HMM
Cuando se utilizan Modelos ocultos de Markov es necesario plantear tres problemas básicos,
donde la solución de ellos permite, que esta metodología sea adecuada para representar la
señal [46]:
El problema de la evaluación: Calcular eﬁcientemente P (O|λ) la probabilidad de la
secuencia de observación O dado el modelo λ = (A,B, pi) y la secuencia de observación
O = {O1, O2, .., OT}.
El problema de la decodiﬁcación: Encontrar la trayectoria q = (q1, q2, .., qT ) más
probable dado el modelo λ y la secuencia de observación O = {O1, O2, .., OT}. Dado un
modelo y una secuencia de observaciones.
El problema del aprendizaje: Ajustar los parámetros A,B,pi con el ﬁn de maximizar
P (O|λ). Para la solución de este problema, se utiliza un procedimiento iterativo llamado
Método de Baum-Welch.
Libro de Código (codebook): Es el proceso de transformar el contenido del conjunto
de entrenamiento en una representación codiﬁcada, donde se analiza cierta cantidad de
muestras y se busca elementos que pueda ser agrupados y representados como un solo
código. Este procedimiento es llevado a cabo reuniendo los patrones típicos de la señal y
designando un código a cada patrón. Para esta tarea, se utilizan algoritmos basados en
clustering, la técnica de K-means, permite ubicar y calcular los centroides de los vectores
de observación, agrupando estos en torno a K valores medios arrojando como resultado
un libro de códigos o codebook [46].
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3.8. Intervalo de conﬁanza
Cuando se tiene una variable aleatoria con distribución normal, el intervalo de conﬁanza se
deﬁne como la posible desviación que una medida normalizada puede presentar dada su valor
probable de acierto. La probabilidad de éxito en la estimación se representa con 1 − α y se
denomina nivel de conﬁanza. En estas circunstancias, α se deﬁne como error aleatorio y es
una medida de la posibilidad de fallar en la estimación mediante tal intervalo [47].
Entonces el error aleatorio para una conﬁanza para del 95% se deﬁne como:
e = 1,96
√
p (1− p)
n
Donde
p es la probabilidad de acierto normalizada.
n es la muestra poblacional o el número de datos a tener en cuenta.
El error para una conﬁanza del 99% se de deﬁne como:
e = 2,575
√
p (1− p)
n
3.9. Análisis de Componentes Principales
El análisis de componentes principales es un técnica de reducción de dimensionalidad que es
frecuentemente usada para transformar un conjunto de datos de alta dimensionalidad en un
subespacio de menor dimensión, esto previo a ejecutar un algoritmo de aprendizaje de máquina
sobre los datos. Esta técnica usa principios de álgebra lineal para transformar un número
posible de variables correlacionadas en un número menor de variables no correlacionadas,
llamadas componentes principales. Los componentes seleccionados son aquellos que presentan
un alto grado de varianza[48].
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Se tiene un conjunto de datos que es representado en términos de de una matriz X de mxn,
donde n columnas son las muestras, y m columnas son las variables. Se quiere transformar
linealmente la matrizX en otra matrizY, también de dimensionesmxn, entonces, se multiplica
por otra matriz mxm, P:
Y = PX
Esta ecuación representa un cambio de base. Si se considera que las ﬁlas de P sean los vectores
p1, p2,...,pm; y que las columnas de X sean los vectores x1,x2,...,xn; entonces:
PX = (PX1 PX2 PXn) =

p1.x1 p1.x2 . . . p1.xn
p2.x1 p2.x2 . . . p2.xn
. . . .
. . . .
. . . .
pm.x1 pm.x2 . . . pm.xn

= Y
Tal que,
X ∈ Rmxn , xTi ∈ Rn
Entonces, la siguiente corresponde a la matriz de covarianza:
Cx =
1
n− 1XX
T =
1
n− 1

x1x
T
1 x1x
T
2 . . . x1x
T
m
x2x
T
1 x2x
T
2 . . . x2x
T
m
. . . .
. . . .
. . . .
xmx
T
1 xmx
T
2 . . . xmx
T
m

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Considerando la matriz de covarianza CY en términos de X y P.
CY =
1
n− 1PSP
T
Donde,
S = XXT
Nótese que S es una matriz simétrica mxm, ya que (XXT )T=(XT )T (X)T=XXT . De los
teoremas del álgebra lineal se dice que cada matriz simétrica cuadrada es ortogonalmente
diagonalizable. Entonces,
S = EDET
Donde E es una matriz ortogonal mxm donde sus columnas son eigenvectores ortogonales de
S, y D es una matriz diagonal que contiene eigenvalores de S como sus entradas diagonales.
El rango, r, de S es el número de eigenvectores ortogonales que contiene. Si B resulta tener un
rango deﬁciente, entonces r es menor que m, de la matriz, entonces simplemente se necesita
generar m− r vectores ortogonales para llenar las columnas faltantes de S.
Posteriormente, se transforma la matriz P, esto me hace escogiendo las ﬁlas de P para ser los
eigenvectores de S, se asegura que P=ETy viceversa. De esta manera, sustituyendo esto en la
expresión derivada de la matriz de covarianza CY, resulta:
CY =
1
n− 1PSP
T
=
1
n− 1E
T (EDET )E
Ahora sabiendo que E es una matriz ortogonal, se tiene que EET=I, donde I es una matriz
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identidad de mxm. Por lo tanto, para esta selección de P, se tiene que:
CY =
1
n− 1D
Otro aspecto que se debe tener en cuenta es que, con este método se consigue información
importante relativa de cada componente principal a partir de sus varianzas. El mayor valor
de varianza determina el primer componente principal, el segundo mayor valor determina el
segundo componente principal y se sigue el procedimiento para los demás componentes. Por lo
tanto, esto proporciona un método para la organización de datos en la etapa de diagonalización.
Una vez obtenidos los eigenvalores y eigenvectores de S=XXT , se posicionan desendentemente
en la diagonal de D. Entonces, se construye la matriz ortogonal E posicionando los eigenvec-
tores asociados en el mismo orden para formar las columnas de E. Con esto se alcanza el
objetivo de diagnosticar la matriz de covarianza de los datos transformados. Los componentes
principales (las ﬁlas de P) son los eigenvectores de la matriz de covarianza, XXT , y las ﬁlas
se encuentran ubicadas en orden de importancia, diciendo cual componente principal posee
mayor importancia[49].
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4. BASE DE DATOS ANOTADA
En la literatura se han propuesto diferentes bases de datos anotadas para el análisis de acti-
vidad física humana. El análisis de estas acciones requiere de un registro anotado que capture
en igualdad de condiciones, los comportamientos de las señales registradas por las diferentes
modalidades de sensores. Usualmente, los sensores utilizados para el captura de estas accio-
nes son sensores de movimiento, como acelerómetros, giroscopios, unidades de masa inercial
(IMU), sensores electromiográﬁcos (EMG) y dispositivos Kinect.
Según la modalidad de sensor existen diferentes bases de datos, ejemplo de ello son: Human
Activity Database  CHAD, KTH, WEIZMANN [50], UCF-Sports [51], Hollywood [52], base
de datos UCiI-Smartphones Data Set [53] y RGB-D Human Activity Recognition and Video
Database [54]. Aunque existen bases de datos estandarizadas que facilitan el análisis de re-
conocimiento de actividad, la tesis de Maestría de Andrés Calvo [1], ha creado una base de
datos con el registro sincronizado de múltiples fuentes sensoriales como lo son IMU, Kinect y
EMG. Aunque en este trabajo no se utiliza fusión de datos multi-sensor, es necesario trabajar
con esta base de datos, ya que la metodología aplicada a este trabajo puede ser extendida a
cualquiera de las modalidades de sensor descritas en el trabajo [1].
4.1. Sistema de Adquisición para sensores IMU y Almacenamiento de Ar-
chivos para la base de datos [1].
Los sensores IMU utilizados en esta base de datos son acelerómetros tri-axiales (ax,ay,az) -
ADXL330 que permiten sensar los cambios de velocidad de los puntos articulados conﬁgurados
en el experimento. Este sensor permite medir en un rango de ±3g . El cálculo por software
de la aceleración giroscópica Roll y Picth para transformar el sensor en un medidor IMU de
5 grados de libertad [1]. Esta transformación se explica detalladamente en la sección 5.1. Los
datos son capturados con una NI-USB-6008 utilizando LabView y la ubicación de los sensores
en el cuerpo se puede observar en la ﬁgura 1.
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Figura 1. Distribución de los sensores (esquema)
Para garantizar la integridad de los datos, cada experimento de captura fue cuidadosamente
conﬁgurado de la misma manera para garantizar que la ubicación de los sensores y pose de
cada sensor acelerómetro. Esto con el ﬁn, de asumir que las observaciones grabadas tienen las
mismas condiciones permitiendo plantear la hipótesis de ser agrupadas por una metodología de
aprendizaje de máquina. En la tabla 1 se puede observar la codiﬁcación hecha para etiquetar
cada actividad ejecutada en la base de datos.
Tabla 1. Lista de actividades
Actividad Etiqueta
Quedarse quieto 1
Agacharse y levantarse 2
Saltar 3
Levantar mano derecha 4
Trotar 5
En la ﬁgura 2 se puede observar las distribución de los archivos en la base de datos. Cada
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estructura .mat contiene una celda de dimensión 1×3, donde es almacenada la información de
cada segundo de registro de la información; cada posición de esta celda almacena otra celda,
con dimensión 1×3 correpondiente a la información de cada sensor. Los tamaños de las señales
obtenidas se especiﬁcan el la sección 5.1.
Figura 2. Estructura base de datos
4.2. Base de datos de movimientos primitivos
Los movimientos primitivos son sub-movimientos que se generan en la ejecución de cualquier
actividad física humana. Andrés Calvo [1], basa su metodología en la detección de estos sub-
movimientos. Por esta razón, en este trabajo se construyó una segunda base de datos anotada
basada en la base de datos de actividad física. Las señales de la base de datos, son almacenadas
en un archivo con extensión .mat, el cual se codiﬁca de la siguiente manera:
Base{Ejemplo}{Segundo}{Sensor}{Segmento}
Donde:
Ejemplo corresponde a una celda 1× 240, con la información de cada ejemplo ejecutado
en la base de datos.
Segundo corresponde a una celda con dimensión 1× 3, correspondiente a la información
de los tres sensores durante cada segundo.
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Sensor corresponde a una celda con dimensión 1 × 3, correspondiente a la información
de cada modalidad de sensor.
Segmento almacena los N arreglos correspondiente a cada submovimiento almacenado.
Para etiquetar esta base de datos, [1] se utilizaron umbrales de las coordenadas espaciales de
los puntos articulados del cuerpo (Cabeza y Muñeca) provistos por el Kinect R© tal y como se
puede observar en la ﬁgura 3.
Figura 3. Umbrales para asignación de etiquetas
Umbral 1
Umbral 2
Umbral 3
Umbral 1
Umbral 2
Umbral 1
Umbral 2
Umbral 3
Pie derecho Pie derecho
Umbral Umbral
4.2.1. Etiquetas de movimientos primitivos
En [1], el autor construye el vocabulario de sub-movimientos comunes para el conjunto acti-
vidades físicas de la tabla 1. En la tabla 2, se puede observar la codiﬁcación de movimientos
primitivos propuesto para representar cada actividad. En la ﬁguras 4 y 5, se puede observar
la secuencia de movimientos primitivos para cada actividad de la base de datos.
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Tabla 2. Etiquetas del SVM para cada postura
Sub-actividad Etiqueta Sub-actividad Etiqueta
Reposo 1 Mano levantada a 1/4 5
Medio Agachado 2 Mano levantada a 3/4 6
Totalmente agachado 3 Paso adelante pie derecho 7
Suspendido en el aire 1/4 4 Paso adelante pie izquierdo 8
Figura 4. Actividades 1, 2 y 3
Figura 5. Actividades 4 y 5
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5. CLASIFICACIÓN DE MOVIMIENTOS PRIMITIVOS
CON PCA
Los movimientos primitivos se inspiran en los métodos de reconocimiento de voz humana [55].
En el reconocimiento de voz, se construyen diccionarios que detectan vocales y consonantes,
las cuales permiten detectar fonemas y así con la combinación de ellas clasiﬁcar palabras
completas [56]. Aplicando esta idea, cada actividad se representa como una secuencia de sub-
movimientos generando un código único que permite clasiﬁcar actividad. Andrés Calvo [1],
propone utilizar una SVM para realizar la detección estos movimientos, en este trabajo se
agrega una etapa de reducción de características utilizando el método de PCA, permitiendo
así obtener una reducción del costo computacional del entrenamiento y la clasiﬁcación de los
movimientos primitivos.
5.1. Extracción de características
En esta sección se describirá el proceso de extracción de características para una red de cuatro
acelerómetros tri-axiales, el cual es descrito en [1]. Para realizar este proceso es necesario
segmentar las señales N ventanas donde que se describe cada movimiento primitivo ejecutado
en la acción. Los tamaños de estas ventanas se calcularon en [1] y se concluye que para sensores
acelerómetros es necesario una ventana con 3 muestras. En la ﬁgura 6 se puede observar un
diagrama de las señales capturadas y su segmentación para una ventana de 3 segundos.
5.1.1. Conversión a sensor de 5 grados de libertad
Para obtener los ángulos de rotación Roll y Picth se realiza la conversión a coordenadas
esféricas utilizando el modelo propuesto en [1] :
La fuerza gravitacional G se deﬁne como:
G = Rawaccel
[
R
2n − 1
]
(5)
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Figura 6. Diagrama de Segmentación de señales
Donde:
n es la resolución del conversor análogo digital.
R es el rango de del voltaje de entrada del conversión A/D.
Rawaccel es la señal de aceleración del sensor.
Posteriormente se calcula los ángulos de rotación Roll y Picth utilizando el siguiente modelo:
Pitch = arctan
(
Gy√
G2x +G
2
z
)
(6)
roll = arctan
(−Gx
Gz
)
(7)
Esto permite obtener la información de un sensor IMU, el cual se deﬁne como:
Ik =
[
ax ay az Pitch Roll
]
1×5
(8)
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.Donde, k es el k-ésimo acelerómetro, k = {1, 2, 3, 4}.
Los sensores IMU tienen una frecuencia de muestreo de 30 Hz, sus datos son agrupados y
segmentados en ventanas de tres muestras obteniendo información de movimientos primitivos
a una frecuencia de 10 Hz. Entonces la idea, es construir un vector de características Ik el se
basa en calculo de los descriptores de la tablas 3 y 4. Donde, k es el k-ésimo acelerómetro,
k = {1, 2, 3, 4}.
Tabla 3. Características IMU
Nombre Deﬁnición
Mean of Movement Intensity (AI)
AI = 13
3∑
i=1
MI (i),
MI = ‖Axyz‖2
Axyz =
[
ax ay az
]T
Variance of MI (VI) V I = 13
3∑
i=1
(MI (i)−AI)2
Normalized Signal Magnitude Area (SMA) SMA = 13
(
3∑
i=1
|ax (i)|+
3∑
i=1
|ay (i)|+
3∑
i=1
|az (i)|
)
Eigenvalues of Dominant Directions (EVA)
Vectores propios de la matriz de covarianza
de la aceleración a lo largo de los ejes x,y,z
en cada ventana de observación
Averaged Acceleration Energy (AAE)
Valor medio de la energía a lo largo de tres ejes
de aceleración donde la energía es la suma de las
magnitudes de los componentes discretos FFT
al cuadrado de la señal de cada eje del sensor,
normalizado por la longitud de la ventana
Averaged Rotation Energy (ARE)
Valor medio de la energía a lo largo de los ángulos
de rotación, para este caso solo Roll y Picth
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Tabla 4. Descriptores estadísticos utilizados
Nombre Descripción Nombre Descripción
Media de ax max = 1N
N∑
i=1
axi Varianza de x vax = 1N
N∑
i=1
(axi − a¯x)2
Media de ay may = 1N
N∑
i=1
ayi Varianza de y vay = 1N
N∑
i=1
(ayi − a¯y)2
Media de az maz = 1N
N∑
i=1
azi Varianza de z vaz = 1N
N∑
i=1
(azi − a¯z)2
Media de ar mar = 1N
N∑
i=1
ari Varianza de r var = 1N
N∑
i=1
(ari − a¯r)2
Media de ap maθ = 1N
N∑
i=1
api Varianza de θ vap = 1N
N∑
i=1
(api − a¯p)2
Entonces esto permite obtener el vector de características I en cada ventana de 3 muestras.
Ik = [AI V I SMAEV AAAE AREmaxmaymazmarmap vax vay var vap]1×23 (9)
Posteriormente se concatena la información de cada sensor obteniendo el vector de caracterís-
ticas IM
IM = [I1 I2 I3 I4]1×92 (10)
5.2. Reducción de características con el método PCA y Clasiﬁcación de
Movimientos con SVM
Para esta etapa se aplica el método de reducción de dimensionalidad PCA, explicado detalla-
damente en la sección 3.9. Esta metodología permite obtener una representación de la matriz
de entrenamiento en un espacio donde sus columnas no son correlacionadas, lo que permite
eliminar características de acuerdo a su aporte, garantizando así obtener una matriz de entre-
namiento mínima en dimensión. Cada dato debe ser mapeado a este espacio proyectado con el
ﬁn de garantizar la dimensionalidad e integridad de los datos analizados. Para la etapa de clasi-
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ﬁcación se utilizó una máquina de vectores de soporte multiclase con estrategia de clasiﬁcación
All-pairs; este método de aprendizaje utiliza un kernel gaussiano con radio adaptativo. El
entrenamiento del SVM se realiza aplicando la técnica de minimización sequential minimal
optimization (SMO). Los parametros de la SVM son deﬁnidos según el trabajo [1].
Para aplicar el método PCA se utiliza la función PCA de Matula, la cual realiza el Análisis de
componentes principales de un sistema de ecuaciones de la forma Ax = b. Entonces, la sintaxis
de la función es:
[coeff, score, latent,∼,∼,mu] = pca (A) (11)
Donde:
Coeﬀ: es la matriz de coeﬁcientes del espacio transformado.
Score: son las observaciones mapeadas al espacio transformado.
Latent: es vector de pesos de cada componente principal. Evidencia el aporte de cada
componente del sistema.
Mu: Es el vector de medias de la matriz A.
Para transformar una nueva observación al conjunto de datos se aplica la siguiente función de
transformación:
EpT =
[
coeffT ∗ [Ep− repmat (mu, length(MIP ), 1)]T
]T
Donde:
EpT es la nueva observación en el espacio de transformación PCA.
Ep es la nueva observación
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6. RECONOCIMIENTO DE ACTIVIDAD FÍSICA
HUMANA CON HMM
En esta etapa se realiza la clasiﬁcación de las actividades físicas utilizando las secuencias
de movimientos primitivos generadas por la clasiﬁcación SVM. Andrés Calvo [1], propone
en su metodología utilizar Modelos ocultos de Markov (HMM) para obtener la clasiﬁcación
de actividad física. Entonces se debe obtener la información de clasiﬁcación SVM durante la
ventana de observación de tres segundos y así construir el vector de características que utiliza
la HMM para entrenar y clasiﬁcar la acción física.
En la sección 5.2 el clasiﬁcador SVM genera una etiqueta: EIk corresponde a la salida de la
SVM. Donde k corresponde a la k − esima muestra durante la ventana de observación de 3
segundos. Entonces para obtener el vector de características EF con el que la HMM debe
de ser entrenada, se almacena la respuesta de la SVM durante cada instante de muestreo,
obteniendo:
EF = [EI1EI2....EI30]1×30 (12)
6.1. Entrenamiento y validación del modelo
Para el entrenamiento de la HMM se utilizaron 24 estados y 32 centroides en la construcción
del libro de códigos; este proceso es iterado hasta que se encuentre un desempeño mayor al 95%
o se cumplan 100 iteraciones. Se escogen 32 centroides, ya que en el trabajo [1], se demuestra
que 32 es el número óptimo de centroides en el entrenamiento. Esto se puede observar en la
ﬁgura 7.
41
Figura 7. Número de centroides Vs Eﬁciencia de Acierto
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Para realizar el procedimiento de evaluación del modelo se utiliza validación cruzada, selec-
cionando 70% de la base de datos para entrenamiento y 30% para evaluación; este proceso
aplica Montecarlo variando aleatoriamente la fracción de entrenamiento y esto se repite de for-
ma iterativa hasta que ‖diag (Mk)− diag (Mk−1)‖ < 0,001, donde diag (Mk) es la diagonal de
la matriz de confusión y k es la iteración promedio actual de Montecarlo. En este experimento
se calcula la matriz de confusión la cual indica porcentaje de acierto y error para cada clase,
a demás de calcular el acierto promedio del método.
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7. EXPERIMENTOS Y RESULTADOS
En esta etapa, se presentan los resultados obtenidos al validar el sistema de clasiﬁcación apli-
cando Montecarlo. Tras aplicar la técnica de validación, se logra demostrar que al proyectar la
matriz de entrenamiento a al espacio de componentes principales existen componentes lineal-
mente dependientes que no son necesarias para el entrenamiento y clasiﬁcación de movimientos
primitivos. También se evidencia comportamiento que presenta la clasiﬁcación de actividad
con HMM cuando se reduce las componentes principales con las que se entrena el modelo SVM.
A demás de los análisis de desempeño, también se analizó la reducción de costo computacional
temporal al reducir componentes en el conjunto de de características. A todas las matrices de
confusión, se les calcula la desviación utilizando un intervalo de conﬁanza del 99% con el ﬁn
de comparar la eﬁciencia de los resultados.
En este trabajo se utiliza la base de datos anotada de movimientos primitivos del trabajo [1],
donde se realiza inicialmente una etapa de extracción de características ampliamente descrita
en la sección 5.1. Esta etapa de extracción permite obtener un conjunto de datos aptos para
la clasiﬁcación de estos movimientos. Posteriormente se construye la matriz de entrenamiento
A, a la cual se le realiza el análisis de componentes principales aplicando el procedimiento des-
crito en la sección 5.2, permitiendo obtener una representación de la matriz a en componentes
principales. Esta nueva matriz entrega el aporte de cada componente permitiendo observar el
número de componentes principales necesarias en el entrenamiento. En las ﬁguras 8 y 9, se
puede observar el aporte de cada componente después de aplicar PCA para la matriz de entre-
namiento de la SVM. Se evidencia que para representar el 100% del espacio de entrenamiento
solo es necesario 70 componentes. Esto indica que el resto de las columnas tiene dependencia
lineal y no aportan información importante para representar el espacio.
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Figura 8. Análisis de componentes principales para la matriz de entrenamiento
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Figura 9. Análisis de componentes principales para la matriz de entrenamiento
Aunque 70 componentes son necesarias para representar el espacio de la matriz de entre-
namiento, es necesario veriﬁcar si este espacio reducido, produce un rendimiento similar al
presentado en 8. Por tal razón, se aplicó la metodología de validación descrita en la sesión 6.1
obteniendo las matrices de confusión para los datos provistos con los sensores IMU. El análisis
con los datos provistos por la red de sensores IMU evidencia un comportamiento mayor al 60%
de acierto para el reconocimiento de movimientos primitivos, tal y como se puede observar en
la tabla 5. Algunos movimientos primitivos no son reconocidos de forma conﬁable, debido en
gran parte a la naturaleza que tienen estos sensores para brindar información discriminante
con actividades con cambios de aceleración similar como lo son las clases 7 y 8. Este análisis se
realiza inicialmente para el conjunto de entrenamiento total sin aplicar PCA y se demuestra
la repetibilidad de los resultados obtenidos por Andrés Calvo [1].
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Tabla 5. Matriz de Confusión SVM-IMU sin PCA
1 2 3 4 5 6 7 8
1 89.08 1.92 0.18 1.48 1.51 0.32 3.04 2.48
2 7.75 77.61 13.80 0 0 0 0.59 0.24
3 0.67 26.65 71.24 0 0 0 1.22 0.21
4 12.22 0 0 87.07 0 0 0.59 0.13
5 14.36 0 0 0 74.87 13.30 0.47 0
6 0.47 0 0 0 6.47 93.07 0 0
7 8.67 0.16 0.01 0.33 0.03 0 62.28 28.52
8 9.56 0.11 0 0.27 0 0 27.74 62.28
Después de demostrar la repetibilidad en el experimento, se buscó demostrar que la representa-
ción PCA con todas las componentes permitía obtener resultados similares a los evidenciados
en el experimento anterior. En la tabla 6, se puede observar el desempeño en la detección
cuando es aplicado PCA. En este experimento, se toman todas las componentes principales
del nuevo espacio de representación y se evidencia que al proyectar la matriz de entrenamiento
al espacio PCA el desempeño de la SVM no se reduce signiﬁcativamente. Por esta razón, se
considera que el comportamiento de clasiﬁcación es igual. El tiempo que demoró en correr el
experimento de clasiﬁcación con validación cruzada fue de 498.027 segundos.
Tabla 6. Matriz de Confusión SVM-IMU con PCA todos los componentes
1 2 3 4 5 6 7 8
1 88.06 1.94 1.18 1.33 1.51 0.28 3.14 2.58
2 7.55 77.81 12.80 0 0 0 0.63 0.30
3 0.53 26.79 71.11 0 0 0 1.32 0.24
4 11.22 0 0 87.03 0 0 1.57 0.18
5 13.33 0 0 0 74.87 14.33 0.47 0
6 0.43 0 0 0 7.51 92.07 0 0
7 8.77 0.06 0.11 1.22 1.04 0 61.28 27.52
8 8.53 1.14 0 0.37 0 0 26.79 62.23
Como ya se demostró que el método PCA garantiza obtener una correcta representación que
no genera cambios en la clasiﬁcación SVM. Se decidió reducir el conjunto de características
utilizando las 70 componentes que permiten obtener un 100% de la representación. En la
tabla 7 se puede observar el desempeño en la detección cuando es aplicado PCA con 70
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componentes. Este experimento evidencia que el comportamiento es aproximadamente igual
al de la tabla 6, por lo que se demuestra que las 30 componentes restantes no son necesarias
para el entrenamiento y clasiﬁcación con SVM. El tiempo que demoró en correr el experimento
de clasiﬁcación con validación cruzada fue de 483.011 segundos, esta métrica permite resaltar
que el tiempo de computo ha disminuido y la eﬁciencia se mantiene.
Tabla 7. Matriz de Confusión SVM-IMU con PCA todos los componentes
1 2 3 4 5 6 7 8
1 88.05 1.95 1.16 1.35 1.56 0.23 3.16 2.56
2 7.59 77.77 12.89 0 0 0 0.56 0.30
3 0.43 27.79 71.01 0 0 0.1 1.33 0.23
4 10.22 0.05 0.05 86.07 0 0 2.53 1.18
5 13.23 0 0 0 74.62 14.68 0.45 0.03
6 0.49 0 0 0 7.41 92.01 0.10 0
7 6.77 0.03 0.14 1.21 1.06 1.0 60.27 28.52
8 8.43 1.21 0 0.40 0 0 27.89 61.13
Con el ﬁn de encontrar el número de componentes óptimo, se decide seguir reduciendo el
número de componentes principales. Por esta razón se plantea otro experimento solo tomando
30 de las 92. En la tabla 8, se puede observar la matriz de confusión para la clasiﬁcación
de movimientos primitivos utilizando la técnica PCA con 30 componentes. Este resultado
evidencia un comportamiento similar al de todas las componentes principales. Sin embargo,
la clase 3 presenta una disminución signiﬁcativa al tener un porcentaje de acierto del 64.76%
comparado con el todas las componentes principales que arroja un 71.24%. El tiempo que
demoró en correr el experimento Montecarlo fue 440.027 segundos obteniendo una reducción
52.984 segundos con respecto al experimento anterior.
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Tabla 8. Matriz de Confusión SVM-IMU con PCA - 30 componentes
1 2 3 4 5 6 7 8
1 87.1 2.14 0.26 1.64 1.7 0.48 3.57 3.1
2 9.4 72.47 16.12 0 0.01 0 1.35 0.66
3 1.61 28.8 68.19 0.01 0 0 0.94 0.44
4 10.74 0 0.01 85.5 0 0 2.82 0.93
5 15.08 0 0 0 66.55 17.19 0.86 0.32
6 1.19 0 0 0.01 8.86 89.8 0.01 0.13
7 10.35 0.3 0.11 0.41 0.08 0.01 59.02 29.73
8 11.74 0.01 0 0.37 0.01 0.02 32.54 55.28
Aunque el experimento anterior evidencia un baja en la eﬁciencia del método, se considera
que no es signiﬁcativa por lo que se decide, seguir reduciendo el número de componentes.
En la tabla 9, se observa la matriz de confusión para la clasiﬁcación movimientos primitivos
haciendo uso de PCA pero, esta vez, usando solo 25 componentes de un total de 92. Es posible
observar, que a pesar de estar usando menos de la tercera parte de el total de componentes,
la eﬁciencia de la metodología no ha caído más del 10% en ninguna de las clases con respecto
a los experimentos anteriores, los cuales presentar mayor número de componentes. El tiempo
que demoró en correr el experimento Montecarlo fue 433.184595 segundos.
Tabla 9. Matriz de Confusión SVM-IMU con PCA - 25 componentes
.
1 2 3 4 5 6 7 8
1 85.42 2.29 0.37 1.7 1.66 0.45 4.27 3.83
2 9 70.28 19.61 0 0 0 0.82 0.29
3 3.49 30.77 64.76 0.09 0 0 0.6 0.28
4 8.72 0 0 89.37 0 0 1.81 0.1
5 13.16 0 0 0 70.25 14.83 0.89 0.87
6 0.71 0 0 0 8.48 90.8 0.01 0
7 8.97 0.03 0.03 0.39 0.02 0 60.97 29.58
8 11.34 0.25 0.02 0.26 0 0 30.52 57.61
En este experimento se decide seguir reduciendo el número total de características, por lo
que solo se utilizan 20 de las 92 componentes totales. En la tabla 10, se presenta la matriz de
confusión para la clasiﬁcación movimientos primitivos haciendo uso de PCA. Aunque se estaba
realizando el procedimiento de clasiﬁcación con menos de la cuarta parte de las componentes,
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se puede observar que la efectividad del método sigue sin caer más del 10% en ninguna de
sus clases. Las clases que presentan una mayor reducción de la eﬁciencia son las clases 3 y 8,
donde su rendimiento se ve reducido en un 7%. El tiempo que demoró en correr el experimento
Montecarlo fue 428.345309 segundos. Esta métrica permite seguir resaltando que el tiempo de
computo ha disminuido y su eﬁciencia se mantiene.
Tabla 10. Matriz de Confusión SVM-IMU con PCA - 20 componentes
1 2 3 4 5 6 7 8
1 85.17 2.48 0.39 1.65 1.63 0.52 4.36 3.8
2 9.28 69.48 19.83 0 0 0 1.09 0.33
3 3.52 31.93 62.45 0.01 0 0 1.08 1
4 9.86 0 0 88.43 0 0 1.39 0.32
5 14.57 0 0 0 68.85 15.18 0.77 0.63
6 0.77 0 0 0 8.63 90.6 0 0
7 10.91 0.3 0.15 0.46 0.14 0 57.74 30.29
8 10.79 0.04 0.01 0.35 0 0.02 32.9 55.89
Se desea reducir aun más el número de componentes. En la tabla 11, se puede observar la matriz
de confusión para la clasiﬁcación movimientos primitivos haciendo uso del PCA utilizando solo
de 15 de las 92 componentes totales. Los resultados presentados en esta tabla, evidencian que,
a pesar de haber reducido la cantidad de componentes a menos del 20%, su rendimiento apenas
ha disminuido un 8% para el peor de los casos. El tiempo que demoró en correr el experimento
Montecarlo fue 425.558565 segundos.
Tabla 11. Matriz de Confusión SVM-IMU con PCA - 15 componentes
1 2 3 4 5 6 7 8
1 84.17 3.48 0.39 1.75 1.43 0.67 4.22 3.7
2 9.25 69.18 19.80 0 0.03 0.10 1.23 0.22
3 3.22 31.93 62.25 0.31 0 0.03 1.25 2.0
4 9.46 0 0 88.25 0 0 1.8 0.49
5 13.37 1.2 0 0 68.35 15.68 0.89 0.51
6 0.78 0 0 0 8.64 90.3 0.3 0
7 10.71 0.3 0.25 0.46 0.34 0 56.24 31.29
8 10.38 0.47 0.01 0.53 0 0.08 32.7 55.83
Finalmente se lleva la clasiﬁcación al límite utilizando 10 componentes de las 92 totales. En la
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tabla 12, se puede observar la matriz de confusión para la clasiﬁcación movimientos primitivos
haciendo uso del PCA. Con este experimento se puede observar que el rendimiento de la SVM
cayó 11.39% en la clase 8,(el peor de todos los casos) con respecto al experimento que utiliza
todas las componentes principales. Aunque, se comienza a notar una perdida signiﬁcativa de
eﬁciencia, se debe tener en cuenta que se están usando menos del 11% de las componentes
totales. Al analizar este último hecho, se nota que la eﬁciencia no cae signiﬁcativamente,
comparada con el número de componentes tomados, donde en alguna aplicaciones, podría
hacerse justiﬁcable reducir la efectividad del proceso con el ﬁn de reducir el coste computacional
del mismo. El tiempo que demoró en correr el experimento Montecarlo fue 367.94637 segundos.
Tabla 12. Matriz de Confusión SVM-IMU con PCA - 10 componentes
1 2 3 4 5 6 7 8
1 85.89 2.35 0.41 1.65 1.92 0.61 3.97 3.20
2 8.81 71.88 16.74 0.12 0 0 1.00 1.44
3 4.27 29.03 64.88 0 0 0 1.32 0.50
4 11.43 0 0 82.52 0 0 2.82 3.23
5 15.03 0.02 0 0 65.69 18.11 0.94 0.22
6 2.92 0.05 0.01 0 9.24 87.41 0.33 0.03
7 11.86 0.18 0.1 0.4 0.25 0 56.16 31.05
8 12.92 0.39 0.11 1.28 0.07 0 33.81 51.41
7.1. Reconocimiento de actividades físicas
Aunque se ha demostrado la eﬁciencia de PCA para reducir con conjunto de características en
la clasiﬁcación de movimientos primitivos, la metodología utilizada en este trabajo propone
utilizar una HMM para el reconocimiento de actividad física. Por esta razón es importe analizar
el efecto que tiene la reducción en la eﬁciencia de la etapa SVM al reducir el conjunto de
características en su entrenamiento y clasiﬁcación. En esta etapa se realizaron experimentos
de validación cruzada que permitieron obtener las matrices de confusión correspondientes al
reconocimiento de las actividades propuestas en la tabla 1. Inicialmente se realiza el cálculo
de metodología de clasiﬁcación sin aplicar PCA tomando todo el conjunto de características,
donde se puede observar la repetibilidad de los resultados obtenidos por Andrés Calvo [1] en su
trabajo investigativo. Posteriormente se realizo los experimentos de clasiﬁcación de SVM con
49
un conjunto de características reducido y se generó el vector de entrenamiento, que necesario
para entrenar la HMM.
En la tabla 13, se puede observar un alto desempeño en la clasiﬁcación de actividad, donde
la clase con menor desempeño (3) presenta una probabilidad de acierto del 96.14%. Este
resultado corrobora los datos obtenido por Andrés Calvo [1].
Tabla 13. Matriz de Confusión HMM-IMU
1 2 3 4 5
1 100 0 0 0 0
2 0 98.37 0.14 0 1.49
3 0 1.89 96.14 0.36 1.61
4 0 0 0 100 0
5 0 0.24 0.13 0.13 97.80
Como los experimentos de la sección anterior, se decide probar la eﬁciencia de la HMM uti-
lizando una SVM con todas los componentes principales. En la tabla 14, se puede observar
la clasiﬁcación de actividad física. La tabla anterior, permite validar que el espacio con to-
das componentes representa la matriz de entrenamiento original y la SVM no presenta un
comportamiento diferente al original, permitiendo a la HMM tener vector entrada correcto
garantizando la eﬁciencia reportada.
Tabla 14. Matriz de Confusión HMM-IMU con PCA utilizando todos los componentes princi-
pales
1 2 3 4 5
1 100 0 0 0 0
2 0 98.27 0.23 0 1.50
3 0 1.91 95.15 0.45 1.59
4 0 0 0 100 0
5 0 0.14 0.32 0.14 96.80
Se desea reducir aun más el número de componentes, esto con el ﬁn de observar el efecto sobre
la clasiﬁcación de actividad. En la tabla 15, se puede observar los resultados de la matriz
confusión obtenidos para la clasiﬁcación de actividad utilizando la HMM usando PCA con
25 de las 92 componentes totales. Este experimento evidencia un rendimiento similar al de
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cuando se usan todas las componentes y solo se esta utilizando una cuarta parte del conjunto
de componentes. El peor de los casos se puede observar en la clase 2, donde el rendimiento
pasa de 98.37% a 98.03%.
Tabla 15. Matriz de Confusión HMM-IMU con PCA para 25 componentes
1 2 3 4 5
1 100 0 0 0 0
2 0 98.03 1.97 0 0
3 0 3.14 96.65 0.02 0.18
4 0 0 0.03 99.97 0
5 0 0.11 0.25 0.12 99.53
Finalmente como en la sección anterior se lleva la clasiﬁcación al límite utilizando 10 compo-
nentes de las 92 totales. En la tabla 16, se puede observar la matriz de confusión obtenida. En
este experimento se evidencia un rendimiento mayor al 95% para la clasiﬁcación de actividad
en 4 de las 5 clases totales. Sin embargo en la clase 5, el rendimiento presenta un deterioro
del 4% comparado con el de la HMM que hace uso de todas las componentes. Aunque hay
una reducción signiﬁcativa para la última clase se observa que el resultado es del 93.98, el
cual se puede considerar un resultado con buena conﬁabilidad para muchas aplicaciones y solo
se utilizan 10 componentes del conjunto total. Lo anterior permite demostrar que es posible
reducir el tiempo cómputo sin exista una pérdida signiﬁcativa de eﬁciencia.
Tabla 16. Matriz de Confusión HMM-IMU con PCA para 15 componentes
1 2 3 4 5
1 100 0 0 0 0
2 0 98.46 1.54 0 0
3 0 2.95 96.33 0 0.72
4 0 0 0 99.46 0.54
5 0 0.05 5.97 0 93.98
Con el ﬁn de obtener el conjunto de características principales que garantice reducción en
el tiempo de cómputo y eﬁciencia en la clasiﬁcación, se calcula una tabla comparativa de la
eﬁciencias de clasiﬁcación con sus respectivos intervalos de conﬁanza a una métrica del 99%. De
la tabla 17 se puede concluir, que el conjunto de características puede reducido hasta el uso de
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Número de Componentes 1 2 3 4 5
Sin PCA 100± 0 98,37± 2,11 96,14± 3,21 100± 0 97,80± 2,45
PCA-25 componentes 100± 0 98,03± 2,32 96,65± 2,99 99,97± 0,29 99,53± 1,14
PCA-15 componentes 100± 0 98,46± 2,06 96,33± 3,14 99,46± 1,23 93,98± 3,97
Tabla 17. Comparación de las eﬁciencias para diferentes componentes principales
25 componentes principales. El criterio utilizado para esta selección es garantizar eﬁciencias
de acierto mayores al 95%, cifra que se considera estándar para considerar un sistema de
clasiﬁcación conﬁable.
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8. CONCLUSIONES Y RECOMENDACIONES
8.1. CONCLUSIONES
Se aplicó una metodología de reconocimiento automático de actividad física humana basado
en la detección de movimientos primitivos utilizando, análisis de componentes principales,
máquinas de vectores de soporte multiclase y clasiﬁcadores HMM. Esta metodología la cual
tiene la capacidad de reducir el conjunto de características hasta 25 componentes garantizando
eﬁciencias en cada clase mayores al 95% de acierto en cada experimento de Montecarlo.
Se probó la metodología propuesta en una base de datos anotada, la cual tiene el registro
sincronizado de diferentes sensores, permitiendo crear la base para extender el concepto de
reducción de dimensionalidad a las otras modalidades de sensores. Esto permitirá obtener una
metodología de reconocimiento de actividad con fusión de datos multimodal con dimensión
reducida, haciendo cada vez más cercano implementar la metodología del trabajo investigativo
de Andrés Calvo [1], en un sistema embebido. Sin embargo, la base de datos todavía debe
ser expandida a un conjunto de actividades más amplio, para evaluar el verdadero potencial
método con su reducción de dimensionalidad.
Se demostró el poder de caracterización que tienen los descriptores utilizados para cada sensor
en el reconocimiento de movimientos primitivos, logrando así recopilar en un solo documento
descriptores efectivos para este tipo de tareas y garantizando cuantos de ellos son indispensa-
bles en un espacio de transformación PCA.
Con la inclusión de la metodología de reducción de características PCA, se hace posible reducir
el conjunto de características no solo para la red de acelerómetros utilizada en el trabajo de
Andrés Calvo [1], si no también para el resto de sensores utilizado en este trabajo. Esto permite
obtener una posible solución para la reducción del costo computacional en cualquier conjunto
de características de un sistema de clasiﬁcación.
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8.2. RECOMENDACIONES Y TRABAJOS FUTUROS
Este trabajo está centrado en la reducción de dimensionalidad para el reconocimiento de acti-
vidades físicas humanas minimizando la perdida de eﬁciencia del sistema. Durante el desarrollo
del mismo, se observó, que la base de datos tiene un conjunto de actividades con fácil sepa-
ración por movimientos primitivos impidiendo evaluar el verdadero potencial método con su
reducción de dimensionalidad, generando un interrogante en cuanto a la capacidad de separa-
ción y si es necesario tomar mas componentes principales cuando este conjunto sea ampliado.
Esto permite ver como un trabajo futuro la construcción de una base de datos anota que tenga
un conjunto de actividades amplia y que cumpla con los estándares de calidad para el registro
de este tipo de trabajos.
Aunque el método de análisis de componentes principales ha demostrado reducir de forma
signiﬁcativa el costo computacional temporal del método, recomienda explorar otras técnicas
para este tipo de labores como SVD-Singular Value Decomposition, Análisis de Componentes
Independientes, entre otros, para realizar una comparación de los diferentes método y su
incidencia en el reconocimiento de actividad con la metodología [1]. Por otro lado se recomienda
explorar técnicas que no transformen los datos a otro espacio de representación, con el ﬁn de
evitar realizar el cálculo de todos los descriptores, si no estas características sean eliminadas
antes de calcular matriz de entrenamiento.
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