Abstract. Let M be a smooth compact manifold and n ≥ 2. Given a smooth isotopy of embeddings
as j → ∞. We also obtain results on approximating flows of asymptotically holomorphic vector fields by holomorphic automorphisms of C n .
1. Introduction. We denote by R n (resp. C n ) the real (resp. complex) n-dimensional Euclidean space. Throughout the paper M will denote a compact, smooth real manifold, with or without boundary. Our main results, summarized in Theorems 1.1, 1.3, 2.1, and 6.1, concern global holomorphic equivalence of smooth totally real embeddings of such manifolds into C n and certain other Stein manifolds. We also prove a result on approximation of flows of asymptotically holomorphic vector fields by automorphisms (Theorem 5.1).
For a compact set K ⊂ C n , we denote byK its polynomially convex hull [18] ;
K is polynomially convex ifK = K. An embedding f : M → C n of a compact manifold is polynomially convex if f (M ) is a polynomially convex subset of C n , and is totally real if for each x ∈ M the real vector space f * (T x M ) ⊂ T f (x) C n contains no complex line.
An isotopy of embeddings of M into C n is a smooth map f :[0,1] × M → C n such that f t = f (t, · ): M → C n is an embedding for each t ∈ [0, 1]. Such an isotopy is totally real (resp. polynomially convex) if, for each fixed t ∈ [0, 1], the embedding f t is totally real (resp. polynomially convex). Two embeddings f 0 , f 1 :M → C n are isotopic if there exists an isotopy of embeddings f t : M → C n (0 ≤ t ≤ 1) connecting f 0 and f 1 . Our main result is the following. Theorem 1.1. Let M be a compact smooth manifold. Given a smooth isotopy of embeddings f t : M → C n (0 ≤ t ≤ 1) which is totally real and polynomially convex, there exists a sequence Φ j ∈ Aut C n (j = 1,2,3,...) such that Φ j • f 0 converges to f 1 in C ∞ (M ) as j → ∞ and at the same time Φ −1 j • f 1 converges to f 0 in C ∞ (M ) as j → ∞.
More precisely, if the manifold M and the isotopy {f t } as in Theorem 1.1 are of class C r , r ≥ (dim M + 5)/2, then we can choose a sequence {Φ j } ∈ Aut C n such that, with k = r − (dim M + 3)/2, we have
(Theorem 2.1 in Section 2). The result could also be formulated for isotopies of diffeomorphisms g t : M 0 → M t (0 ≤ t ≤ 1) between totally real, polynomially convex submanifolds M t ⊂ C n , with g 0 the identity on M 0 (take M t = f t (M ) and g t = f t • f −1 0 ). Theorem 1.1 extends several earlier results. The first result in this direction is due to Rosay [23] who proved that every smooth embedded arc C ⊂ C n (n > 1) can be approximately mapped onto a straight arc in C n by automorphisms of C n . Forstneric and Rosay [14] proved that, for a real-analytic isotopy as in Theorem 1.1, there is a sequence Φ j of automorphisms of C n that converges in a neighborhood U 0 ⊂ C n of M 0 = f 0 (M ) to a biholomorphic map Φ = lim j→∞ Φ j : U 0 → U 1 ⊂ C n such that Φ • f 0 = f 1 [14, Theorem 3.1] . It immediately follows that the sequence Φ −1 j then converges to Φ −1 on U 1 as j → ∞, and (1.1) follows from the Cauchy estimates. A crucial ingredient in these and later results on the topic is the work of Andersén and Lempert [3] .
It is not at all trivial to extend this result to smooth isotopies. The first such extension for a general manifold M was obtained in [9] by one of the authors who proved that, under the assumptions of Theorem 1.1 above, the diffeomorphism
Note that in the smooth case one cannot expect the convergence of the approximating sequence Φ j ∈ Aut C n in any neighborhood of M 0 as this would entail
The crucial difference between [9] and the present paper is that here we obtain a two-sided approximation result. Given a diffeomorphism g: M 0 → M 1 between submanifolds of C n as above, we construct a sequence Φ j ∈ Aut C n such that Φ j | M 0 → g and at the same time Φ
smooth norms on M 0 and M 1 respectively). To accomplish this, we develop a different method by considering the isotopy
as the flow of a time-dependent, asymptotically holomorphic vector field X on C n . By solving a certain∂-equation, using Hörmander's L 2 -methods, we approximate X by (timedependent) entire holomorphic vector fields Y ε in thin tubular neighborhoods S(ε) of the trace of the isotopy g t in the extended phase space. The rate of approximation of X by Y ε increases as the size ε of the tube shrinks to 0. We then prove a lemma on perturbation of the flow under small perturbation of the vector field in a family of shrinking neighborhoods (Lemma 4.1). Finally, we complete the proof by invoking results of Andersén and Lempert to the effect that the flow of an entire holomorphic vector field on C n is approximable on compact sets by automorphisms of C n . We believe that the method developed in this paper is very flexible, and we hope that it will be useful in other global approximation problems. We indicate two such extensions in Sections 5 and 6. Remark 1. The loss of (dim M + 3)/2 derivatives in Theorem 1.1 is largely due to the method that we use for solving the∂-equation in tubular neighborhoods of totally real submanifolds. By unpublished results of N. Øvrelid on solving such∂-equations, using integral kernels, one can very likely get rid of the loss of derivatives. 
for some sequence Φ j ∈ Aut C n , then f 0 can be connected to f 1 by a totally real, polynomially convex isotopy f t : M → C n , 0 ≤ t ≤ 1. (See the main theorem in [9] .) This follows from connectedness of the group Aut C n and from the fact that the class of totally real, polynomially convex embeddings M → C n is stable under small C 2 perturbations [8] .
Remark 3. Our result can be viewed as a holomorphic analogue of the isotopy extension theorem: For any isotopy of smooth embeddings
Of course this holds for embeddings into other manifolds as well.
One may ask how natural and how restrictive are the conditions in Theorem 1.1. To answer this question we first recall a relevant result from Section 4 in [9] on the existence of isotopies as in Theorem 1.1. For 1 ≤ r ≤ ∞ let C r (M, C n ) be the Banach (resp. Fréchét) space of all C r maps M → C n . We denote by E r (M, C n ) the subset of C r (M, C n ) consisting of all totally real and polynomially convex embeddings M → C n . For a totally real embedding (or immersion) f : M → C n we denote by ν f its complex normal bundle, i.e., the quotient f
, Section 4.). Let 2 ≤ r ≤ ∞ and let M be a compact C r manifold.
(c) If f : M → C n is a totally real embedding whose complex normal bundle ν f admits a section over M with only isolated zeros, then there exist arbitrarily small C r perturbationsf of f withf ∈ E r (M, C n ).
In global differential topology a very important notion is that of stability. A property of an embedding is stable if it persists under small perturbations of the embedding. With this in mind, and in light of Theorem 1.1, we introduce the following notion of (stable) AutC n -equivalence. (For results on equivalence of real-analytic embeddings with respect to various holomorphic automorphism groups we refer the reader to the papers [10] , [11] , and [14] .)
(a) f 0 and f 1 are AutC n -equivalent to order k if there is a sequence {Φ j } ⊂ Aut C n satisfying (1.1).
(b) f 0 and f 1 are stably Aut C n -equivalent to order k if for every pair of suf-
Theorem 1.1 and Proposition 1.2 show that any two embeddings f 0 ,f 1 ∈ E ∞ (M, C n ) which are Aut C n -equivalent are also stably equivalent, and that Aut C n -equivalence is indeed an equivalence relation for totally real and polynomially convex embeddings. On the other hand, it turns out that stable Aut C nequivalence is possible only in the category of totally real and polynomially convex embeddings. This shows that the assumptions in Theorem 1.1 are entirely natural. We summarize these observations in the following theorem.
(a) f 0 and f 1 belong to the same connected component of
and they are Aut C n -equivalent to order k;
(c) f 0 and f 1 are stably Aut C n -equivalent to order k.
Proof. The equivalence of (a) and (b), as well as the implication (a)⇒(c), are the content of Theorem 1.1 (including Remark 1 following it) and Proposition 1.2. For the remaining implication (c)⇒(b) let f 0 , f 1 :M → C n be embeddings which are stably AutC n -equivalent. Set M j = f j (M ) for j = 0,1 and g =
. Our hypothesis implies that for each sufficiently small ε > 0, the map
Since the same holds for g = g 0 , it follows that the function εh and hence h can be approximated in C k (M 0 ) by restrictions to M 0 of entire functions on C n . Since this holds for all C k functions h on M 0 , M 0 is totally real and polynomially convex. We can apply the same argument to g −1 to see that M 1 is totally real and polynomially convex.
From Theorem 1.1 and Proposition 1.2 (b) we obtain the following.
n which are totally real and polynomially convex are Aut C n -equivalent;
(b) a smooth embedding f 0 : M → R n ⊂ C n is Aut C n -equivalent to any smooth, totally real and polynomially convex embedding f 1 : M → C n ;
(c) if 2· dim M ≤ n then every smooth, totally real, polynomially convex embed-
Part (a) follows from Theorem 1.1 and Proposition 1.2. For (b) observe that every embedding with range in R n = R n × {i0} ⊂ C n is totally real and polynomially convex. Part (c) follows from (b) and Whitney's embedding theorem.
We wish to point out an observation, made by Rosay in [23] , to the effect that our notion of Aut C n -equivalence of two compact sets in C n implies the equivalence of their polynomial hulls:
gence is uniform on K 0 and K 1 respectively). Then the sequence Φ j also converges uniformly onK 0 to a homeomorphism Φ:K 0 →K 1 which maps IntK 0 biholomorphically onto IntK 1 .
Proof. To see this, observe that, by the maximum principle, any sequence Φ j of entire mappings which converges on K 0 also converges onK 0 to a continuous map Φ:K 0 → C n which is holomorphic on IntK 0 . Similarly, the sequence Φ −1 j converges uniformly onK 1 to a continuous map Ψ:K 1 → C n which is holomorphic in IntK 1 . Our assumtion implies that Φ| K 0 = f and Ψ|
which is a limit of entire maps) is the identity on K 0 , it is also the identity onK 0 , and likewise Φ • Ψ is the identity onK 1 . This proves Proposition 1.5.
Outline of the proof of Theorem 1.1. Let {f t } be an isotopy as in Theorem 1.
is the flow of a certain time-dependent holomorphic vector field X, defined initially only along the trace S = 0≤t≤1 {t} × M t of the
Since S is totally real, we can extend X to a smooth vector field (of type (1,0)) on C n such that the extension is∂-flat on S (Section 2). The next step is to approximate the extended field X sufficiently well by entire vector fields Y ε : C n+1 → C n in ε-tubes S(ε) around S for all sufficiently small ε > 0. This is done in Section 3 by standard∂-methods. Here we also need the polynomial convexity of each M t and hence of S in order to get an approximation with entire vector fields Y ε . We solve the equation∂W ε =∂X on C n+1 with C k estimates in the tube S(ε).
entire and it approximates X in S(ε). When solving the∂-equation we follow the approach developed by Hörmander and Wermer [19] and used later by Nirenberg and Wells [20] to get a good L 2 estimate for W ε in a larger tube S(2ε). However, when estimating the derivatives of W ε = X − Y ε , we depart from [20] (where the Sobolev embedding lemma was used) and obtain the C k estimate on a smaller tube S(ε) directly from the L 2 estimate of W ε and the sup-norm estimates of the derivatives of∂W ε =∂X on the larger tube S(2ε). Our Lemma 3.2, which extends Lemma 4.4 in [19] , is proved by a simple application of the BochnerMartinelli integral formula. Our loss of derivatives is smaller than the one in [20] .
In Section 4 we show that, if the approximation of X by Y ε is sufficiently close on S(ε) (and getting better as ε decreases to 0), then the flow ψ ε t of Y ε approximates the flow g t of X in a smaller tube S(ε/η 0 ) for some η 0 > 1 (independent of ε). For this we use methods from the theory of ordinary differential equations. We hope that our Lemma 4.1 on perturbation of flows will be of independent interest.
We conclude the proof by invoking the result of Andersén [2] and Andersén and Lempert [3] (see also Lemma 1.4 in [14] ) to the effect that each time-t map ψ ε t of an entire (time-dependent) vector field Y ε on C n is approximable by automorphisms of C n . This gives a sequence {Φ j } ⊂ Aut C n converging to
converges to g −1 on M 1 we simply reverse the time and apply the same arguments to the backward flows of X and Y ε . In Section 5 we extend our method to the following situation. We consider a smooth, time dependent vector field X on C n . Let K ⊂ C n be a compact set and let t 0 > 0 be such that the flow ϕ t (z) of X with the initial condition ϕ 0 (z) = z exists for all z ∈ K and 0 ≤ t ≤ t 0 . Denote by S = S K,t 0 the trace of the flow, i.e., the subset of the extended phase space consisting of the integral curves (t, ϕ t (z)), z ∈ K, t ∈ [0,t 0 ]. If∂X vanishes to a high order on S and if S has a regular basis of pseudoconvex Runge neighborhoods, then each time-t map ϕ t for 0 ≤ t ≤ t 0 can be approximated in a smooth norm on K by automorphisms of C n (Theorem 5.1).
The reader may wonder why we don't use the local approximation technique of Baouendi and Treves [4] (by convolution with the complex Gaussian kernel) in Section 3. This is essentially what was done in [9] (Section 2). The problem we are facing here is that we must approximate a given∂-flat vector field X not just on the submanifold S but also in a tube S(ε) around S. We have not been able to do this by methods of [4] .
2. Proof of the Main Theorem. Theorem 1.1 in Section 1 is a special case (with K = Ø) of the following result.
Theorem 2.1. Let n ≥ 2 and r ≥ 3. Let K C n be a compact polynomially convex set and U ⊂ C n an open set containing K. For each t ∈ [0, 1] let M t ⊂ C n be a totally real submanifold of class C r and f t :
, and (iv) f t and ∂f t /∂t are of class
(Here Id is the identity map.) If in addition E is a finite subset of K ∪ M 0 , we can choose Φ such that it agrees with the identity to order k at each point of E ∩ K and Φ| M 0 agrees with f 1 to order k at each point of E ∩ M 0 .
In part (c),
The maximum is over all multiindices α = (α 1 ,...,α 2n ) ∈ (Z + ) 2n of degree
is the partial derivative with respect to the real coordinates (x 1 ,y 1 ,...,x n ,y n ) on R 2n = C n . We consider separately the case when M 0 and M 1 are smooth arcs attached to K at a single point of K. The following result was proved in [13] for k = 0. For a recent application to proper holomorphic embeddings C → C n see [7] .
Corollary 2.2 (Combing hair smoothly by automorphisms). Let n ≥ 2. Let K ⊂ C n be a compact polynomially convex set and let
n satisfying the conclusion of Theorem 2.1.
The corollary is a special case of Theorem 2.1 since f can be connected to the identity map f 0 (z) = z on M 0 by an isotopy f t : M 0 → M t (0 ≤ t ≤ 1) satisying the hypotheses of Theorem 2.1. Note that the polynomial convexity of K ∪ M t follows from Stolzenberg's theorem [24] .
Proof of Theorem 2.1. For each compact set K ⊂ C n and ε > 0 we denote
where d(z, K) is the Euclidean distance of z to K. Let {f t } be an isotopy of diffeomorphisms as in Theorem 2.1. We shall think of t as time and of {f t } as the flow of a suitable time-dependent vector field (to be defined). It will be convenient to extend t to a complex variable. Thus, let C n+1 = C × C n be the extended phase space with complex coordinates w = (t, z), with t ∈ C and z ∈ C n . We define the following sets in C n+1 :
Global Holomorphic Equivalence of Smooth Submanifolds in C n
Since K ∪ M t is polynomially convex for each t ∈ [0, 1], L is polynomially convex. Clearly S = L\L 0 is a totally real submanifold (with boundary) of class C r .
We extend each f t to M 0 ∪ U as the identity map on U . For each 0 ≤ t ≤ 1 let X t : M t ∪ U → C n be the velocity vector field of f t , defined by the equation
The map X(t, z) = X t (z) with values in C n is defined on the set S ∪ ([0, 1] × U ) ⊂ C n+1 . Clearly {f t } is the flow of X t satisfying the initial condition f 0 (z) = z for z ∈ M 0 ∪ U . Property (iii) of {f t } implies that X vanishes on [0, 1] × U . Also, the restriction X| S is of class C r (S). After shrinking U slightly we can extend X to a C r map X: C n+1 → C n with compact support such that X vanishes on V = C × U ⊂ C n+1 and satisfies with |α| ≤ k we have
Proposition 2.3 is proved in Section 3 below. Recall that f t is the flow of X with f 0 (z) = z. Since X has compact support, f t extends to a (complete) flow on C n . We interpret Y ε as a time-dependent vector field on C n . Let ψ ε t be its (local) flow, the solution of the ODE (2.5)
From Proposition 2.3 and Lemma 4.1 in Section 4 below we obtain

Proposition 2.4 (Asumptions as above).
There is a neighborhood V ⊂ C n of K ∪ M 0 and an ε 0 > 0 such that the flow ψ ε t (z) (2.5) exists for all z ∈ V , t ∈ [0, 1] and 0 < ε < ε 0 and satisfies
Here, C k (K ∪ M 0 ) denotes the k-jet norm (2.1). Theorem 2.1 follows immediatelly from Proposition 2.4 (applied with t = 1) and the following lemma to the effect that for each fixed ε > 0, ψ ε 1 is a uniform limit of automorphisms of C n in a neighborhood of K ∪ M 0 . Lemma 2.5 can be found in [14] (Lemma 1.4), and it is essentially due to Andersén [2] and Andersén and Lempert [3] .
Lemma 2.5. Let Y t be an entire vector field on C n for each 0 ≤ t ≤ t 0 , of class
Let Ω be an open subset of C n . Assume that the ordinary differential equation dR/dt = Y t (R(t)) can be integrated for 0 ≤ t ≤ t 0 with arbitrary initial condition R(0) = z ∈ Ω. Set G t (z) = R(t) as above. Then for each t ∈ [0,t 0 ], G t is a biholomorphic map from Ω into C n that can be approximated, uniformly on compact sets in Ω, by holomorphic automorphisms of C n .
Combining these results, we get Theorem 2.1, except for the last statement concerning the finite set E ⊂ K ∪ M 0 . This follows from Proposition 1.1 in [12] to the effect that there exist automorphisms of C n with prescribed finite order jets on any finite subset of C n , and the automorphisms can be chosen to depend continuously on the data for small perturbations of the data. Thus we can make the required small C k correction at points of E by an automorphism which is close to the identity on some ball containing K ∪ M 0 ∪ M 1 . This will establish Theorem 2.1 once we prove Propositions 2.3 and 2.4.
Solving∂-equation with C
k -estimates in tubes. In this section we prove Proposition 2.3 following the approach of Hörmander and Wermer [19] (pp. [15] [16] . A special case of Proposition 2.3 with m = 1 and k = 0 was proved in [13] (Lemma 1). We shall use the notation introduced in Section 2. We will need the following lemma from [13] (Lemma 4).
Lemma 3.1. There exists a continuous plurisubharmonic exhausting func-
2 for w near L, and
Choose ε 0 > 0 such that ω ε 0 ⊂ L ε 0 ∪ V and such that properties (b)-(c) in Lemma 3.1 hold for w ∈ ω ε 0 . For 0 < ε ≤ ε 0 we then have
Here we are using the notation (2.2). Recall that X has compact support in C n+1 , it vanishes on V , and∂X satisfies the estimates (2.3). Applying (2.3) with |α| = 0, we get
Here dλ is the Lebesgue measure on C n+1 . The second term O(ε 2(n+1)−(m+1) ) comes from the volume of the tube S(3ε).
For each ε satisfying 0 < ε ≤ ε 0 /3 let ϕ ε = h ε • ρ, where h ε :R → R + is a convex increasing function chosen so that h ε (t) = 0 for t ≤ 4ε 2 and
|∂X| 2 e −ϕ ε dλ is no larger than the integral in (3.1). This requires that h ε is sufficiently large on t > 9ε 2 . For such ϕ ε we have
According to Theorem 2.2.3 in [17] , there is, for each ε, 0 < ε < ε 0 /3, a solution of the equation∂W ε =∂X on C n+1 satisfying
where C > 0 only depends on the radius of the support of X. Since ϕ ε = 0 on the set ω 2ε C n+1 , we get
n is entire for each ε. It remains to prove that Y ε satisfies the estimates (2.4). These follow from (2.3) and from the following lemma (which extends Lemma 4.4 in [19] ). We denote by B the open unit ball in C n centered at 0 and by εB the ball of radius ε.
Lemma 3.2. For each integer s ∈ Z + there is a constant C s < ∞ such that if f ∈ C s+1 (εB) and α ∈ Z 2n + with |α| = s, then
Assume the lemma for a moment. By Lemma 3.1 we have L(2ε) ⊂ ω 2ε , and hence for each point w ∈ L(ε) we have B(w;ε) ⊂ ω 2ε . Applying Lemma 3.2 to the function W ε (with∂W ε =∂X) and using the estimates (3.2) and (2.3), we get for each w ∈ L(ε) and |α| ≤ k
As
this proves Proposition 2.3 provided that Lemma 3.2 holds.
Proof of Lemma 3.2. By rescaling, it suffices to prove the lemma for ε = 1. Let z = (z 1 ,...,z n ) be coordinates on C n . Set dz = dz 1 ∧ ··· ∧ dz n and let dz[j] be the (n − 1)-form obtained by omitting the j-th term dz j from dz. Let
be the Bochner-Martinelli kernel for the point w ∈ C n [21, p. 154] and let
Then the Bochner-Martinelli formula gives for any f ∈ C 1 (B)
Let χ ∈ C ∞ 0 (B) be a cut-off function such that χ = 1 in 
In the first integral f∂χ is compactly supported away from the singularity of K 0 at 0, and we may integrate by parts to get
The form integrated against f is smooth and has compact support contained in the shell {z ∈ C n : 1 2 < |z| < 1}. Hence by Cauchy-Schwarz inequality the integral is dominated by C f L 2 (B) with C depending only on |α|. The second integral is a linear combination of terms
for some constant C. This proves Lemma 3.2.
Perturbation of flows.
In this section we prove a result on perturbation of flows of vector fields which shows that Proposition 2.4 in Section 2 follows from Proposition 2.3.
We cast the results of this section in the context of real time-dependent vector fields. Thus, let R n+1 be the extended phase space with real coordinates (t, x), where t ∈ R is the time variable and x ∈ R n is the space variable. Given a domain Ω ⊂ R n+1 , we write Ω t = {x ∈ R n :(t, x) ∈ Ω}. A continuous map X:Ω → R n will be interpreted as a time-dependent vector field on (a subset of) R n . We shall write X t = X(t, · ). Fix such an X and assume that there is a constant B < ∞ such that (4.1) X(t, x) − X(t, y) ≤ B|x − y|, x,y ∈ Ω t , t ∈ R (i.e., X is Lipschitz in the space variable, uniformly in t). For x ∈ Ω s we denote by ϕ t,s (x) ∈ Ω t the time-forward map (flow) of X, defined as the solution of the equation
Recall that the flow satisfies the semigroup property ϕ t,u • ϕ u,s = ϕ t,s and ϕ s,t = ϕ −1 t,s . When s = 0, we shall write ϕ t,0 = ϕ t . Assume now that Ω 0 = Ø and fix a compact subset K ⊂ Ω 0 . Choose a number t 0 > 0 such that the flow ϕ t (x) exists and remains in Ω t when x ∈ K and 0 ≤ t ≤ t 0 . Set K t = ϕ t (K) ⊂ Ω t . For any ε > 0 we let
where B is the Lipschitz constant (4.1). Choose ε 0 > 0 sufficiently small such that S(ε 0 η 0 ) Ω.
Lemma 4.1. (Notation as above.) Assume that for some ε, 0 < ε < ε 0 , we have a continuous map
Then any flow ψ ε t (x) of Y ε t (a solution of (2.5)) exists for all x ∈ K(ε) and 0 ≤ t ≤ t 0 and it satisfies
Assume in addition that we have a Y ε as above for every small ε > 0 such that Y ε is of class C k for some k ≥ 1 and satisfies
The lemma, applied with ϕ t = f t on the set K ∪Ū ⊂ C n , shows that (2.4) implies the first estimate in (2.6). The second estimate in (2.6) follows by applying the same results to the backward flows ϕ 0,t = ϕ Proof of Lemma 4.
where ψ ε t is some local flow of Y ε with ψ ε 0 (x) = x. We have f(0) = 0 and
Global Holomorphic Equivalence of Smooth Submanifolds in
The last line holds for all 0 ≤ t ≤ t 0 such that ψ
For x ∈ K(ε) Gronwall's inequality also gives ϕ t (x) ∈ K t (εe Bt ). Thus we have
We used the assumption A(ε) ≤ ε and the definition of η 0 . This shows that ψ ε t (x) remains in K t (εη 0 ) for all 0 ≤ t ≤ t 0 , so the estimate (4.3) holds. It remains to prove the estimates (4.5) for the derivatives, assuming that (4.4) holds. We will use the notation of [1] , Chapter 1.2. In particular, L p (R n , R n ) denotes the set of multilinear maps from R n × ··· × R n (p factors) to R n and for a map f:Ω ⊂ R n → R n the p-th order derivative is denoted by
with respect to x, we get the equation of variation:
This is a linear equation in Dϕ t (x) whose solution is
We also have
(4.3) and (4.4) now give the following matrix norm estimate :
n is h-regular if there are a basis of pseudoconvex Runge neighborhoods D j of K, a constant C > 0 and a sequence ε j > 0 with lim j→∞ ε j = 0 such that
.. An h-regular set K is polynomially convex since it is an intersection of pseudoconvex Runge sets. Conversely, every polynomially convex set K ⊂ C n is the zero set of a smooth plurisubharmonic exhausting function ρ:
for some constants c 1 ,c 2 > 0 and 0 < b ≤ a and for all points z near K, then K is h-regular with h = a/b ≥ 1 since the sublevel sets D ε = {ρ < c 1 ε a } are pseudoconvex and Runge [18] and they satisfy
for all small ε > 0. This holds in particular if K is the closure of a strongly pseudoconvex Runge domain or if K is a totally real, polynomially convex submanifold of C n ; in both cases K is 1-regular. Let r ∈ Z + . Let K ⊂ C n be a compact set and D ⊂ C n an open set containing K.
If this holds for all r ∈ Z + , we say that f is∂-flat on K.
We shall consider time dependent vector fields on C n . Let C n+1 = C × C n be the extended phase space with the time variable t ∈ C and the space variable z = (z 1 ,...,z n ). For a domain Ω ⊂ C × C n and t ∈ C we write
Let X = (X 1 ,...,X n ): Ω → C n be a smooth time-dependent vector field. Assume that Ω 0 = Ø and let K ⊂ Ω 0 be a compact set. Choose a t 0 > 0 such that the flow ϕ t (z) of X satisfying
exists and remains in Ω t for all z ∈ K and 0 ≤ t ≤ t 0 . Set K t = ϕ t (K) ⊂ Ω t and
S K,t 0 is called the trace of the flow {ϕ t :0 ≤ t ≤ t 0 } on K.
Theorem 5.1 (Notation as above). Let X:Ω → C n be a time-dependent vector field of class C r+1 , K ⊂ Ω 0 a compact set and t 0 > 0 such that the flow ϕ t (z) (5.4) is defined for all z ∈ K and all 0 ≤ t ≤ t 0 . Assume that the trace S = S K,t 0 (5.5) is h-regular for some h ≥ 1 (Definition 2) and X is∂-flat to order r on S (Definition 3). If 1 ≤ k ≤ r/h − (n + 1) then for each fixed t ∈ [0,t 0 ] there exists a sequence Φ j ∈ Aut C n such that
Proof. We may assume that X has compact support in
be a sequence of neighborhoods of S = S K,t 0 satisfying (5.1). The estimate (5.3) 
for some constant c > 0 independent of j.
Since D j is assumed to be Runge in C n+1 , we can approximate Y j uniformly on compacts in D j by entire maps C n+1 → C n . Thus, after shrinking D j a little so that (5.2) still holds with C replaced by C/2, we may assume that Y j is entire and satisfies (5.6).
Using the left inclusion in (5.1) (with K replaced by S) and Lemma 3.2 in Section 3 (with ε replaced by ε h j ), we get the following estimates in a smaller tube S j = S(c 1 ε h j ) (where c 1 > 0 is a constant independent of j):
These hold for all multiindices α ∈ (Z + ) 2n+2 with |α| ≤ r/h − (n + 1) (so that the exponent on the right hand side above is nonnegative).
Denote by ψ for all multiindices |α| ≤ k. By reversing the time we also get
for |α| ≤ k, where K t = ϕ t (K) ⊂ C n . Since ψ j t is the flow of an entire vector field, Lemma 2.5 implies that ψ t can be approximated, uniformly in a neighborhood of K, by holomorphic automorphisms of C n . This gives a sequence Φ j ∈ Aut C n satisfying Theorem 5.1.
6. Gobal holomorphic equivalence in other Stein manifolds. One may ask how much of what has been done remains true for isotopies f t : M → M in complex manifolds M other than C n . The only place where special properties of C n have been used in an essential way was Lemma 2.5 (the Andersén-Lempert theorem) to the effect that flows of globally defined holomorphic vector fields on C n can be approximated (uniformly on compacts) by automorphisms of C n . This holds on any complex manifold M satisfying the following property: Definition 4. A complex manifold M satisfies the density property (DP) if the Lie algebra generated by all complete holomorphic vector fields on M is everywhere dense in the Lie algebra of all holomorphic vector fields on M (in the topology of uniform convergence on compacts in M).
Recall that a vector field on M is complete (in real time) if its flow ϕ t (z) (satisfying ϕ 0 (z) = z) exists for all t ∈ R and for all z ∈ M. Andersén and Lempert [3] proved that C n has DP when n > 1. The terminology is due to Varolin [25] , who established several results about such manifolds. He proved, for instance, that for every complex Stein Lie group G of positive dimension, G × C has DP; in particular, the spaces C n × (C * ) k for n ≥ 1 and n + k ≥ 2 have DP.
Granted the density property, Lemma 2.5 remains in effect as is clear from the proof of Lemma 1.4 in [14] , and we get the following extension of Theorem 1.1. Theorem 6.1. Let M be a compact smooth manifold and let M be a Stein manifold satisfying the density property (Definition 4). Given a smooth isotopy of embeddings f t : M → M (0 ≤ t ≤ 1) such that f t (M ) is totally real and holomorphically convex in M for each t ∈ [0, 1], there exists a sequence Φ j of holomorphic automorphisms of M such that Φ j • f 0 converges to f 1 and Φ −1 j • f 1 converges to f 0 in the C ∞ topology as j → ∞. If the isotopy f t is real-analytic, the sequence Φ j can be chosen such that it converges uniformly in a neighborhood U of f 0 (M ) to a biholomorphic map Φ: U → Φ(U ) ⊂ M satisfying Φ • f 0 = f 1 .
