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Abstract The definition of balanced metrics was originally given by Donaldson in the case of a
compact polarized Ka¨hler manifold in 2001, who also established the existence of such metrics on any
compact projective Ka¨hler manifold with constant scalar curvature. Currently, the only noncompact
manifolds on which balanced metrics are known to exist are homogeneous domains. The generalized
Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ) is defined as the Hartogs type domain constructed over the
product
∏k
j=1Ωj of irreducible bounded symmetric domains Ωj (1 ≤ j ≤ k), with the fiber over each
point (z1, · · · , zk) ∈
∏k
j=1Ωj being a ball in C
d0 of the radius
∏k
j=1NΩj (zj , zj)
µj
2 of the product of
positive powers of their generic norms. Any such domain
(∏k
j=1Ωj
)Bd0
(µ) (k ≥ 2) is a bounded
nonhomogeneous domain. The purpose of this paper is to obtain necessary and sufficient conditions
for the metric αg(µ) (α > 0) on the domain
(∏k
j=1Ωj
)Bd0
(µ) to be a balanced metric, where g(µ)
is its canonical metric. As the main contribution of this paper, we obtain the existence of balanced
metrics for a class of such bounded nonhomogeneous domains.
Key words: Balanced metrics · Bergman kernels · Bounded symmetric domains · Cartan-Hartogs
domains · Ka¨hler metrics
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1 Induction
The expansion of the Bergman kernel has received a lot of attention recently, due to the influential
work of Donaldson, see e.g. [7], about the existence and uniqueness of constant scalar curvature
Ka¨hler metrics (cscK metrics). Donaldson used the asymptotics of the Bergman kernel proved by
Catlin [5] and Zelditch [43] and the calculation of Lu [29] of the first coefficient in the expansion to
give conditions for the existence of cscK metrics. This work inspired many papers on the subject
since then. For the reference of the expansion of the Bergman kernel, see also Engliˇs [10], Loi [23],
Ma-Marinescu [31, 32, 33], Xu [39] and references therein.
Assume that D is a bounded domain in Cn and ϕ is a strictly plurisubharmonic function on D.
Let g be a Ka¨hler metric on D associated to the Ka¨hler form ω =
√−1
2π ∂∂ϕ. For α > 0, let Hα
be the weighted Hilbert space of square integrable holomorphic functions on (D, g) with the weight
exp{−αϕ}, that is,
Hα :=
{
f ∈ Hol(D) :
∫
D
|f |2 exp{−αϕ}ω
n
n!
< +∞
}
,
where Hol(D) denotes the space of holomorphic functions on D. Let Kα(z, z) be the Bergman kernel
(namely, the reproducing kernel) of the Hilbert space Hα if Hα 6= {0}. The Rawnsley’s ε-function on
D associated to the metric g is defined by
εα(z) := exp{−αϕ(z)}Kα(z, z), z ∈ D. (1.1)
∗Corresponding author.
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Note the Rawnsley’s ε-function depends only on the metric g and not on the choice of the Ka¨hler
potential ϕ (which is defined up to an addition with the real part of a holomorphic function on D).
The function εα(z) has appeared in the literature under different names. The earliest one was probably
the η-function of Rawnsley [35] (later renamed to ε-function in Cahen-Gutt-Rawnsley [4]) defined for
arbitrary Ka¨hler manifolds, followed by the distortion function of Kempf [20] and Ji [19] for the special
case of Abelian varieties, and of Zhang [44] for complex projective varieties.
The asymptotics of the Rawnsley’s ε-function εα was expressed in terms of the parameter α for
compact manifolds by Catlin [5] and Zelditch [43] (for α ∈ N) and for non-compact manifolds by
Ma-Marinescu [31, 32]. In some particular case it was also proved by Engliˇs [9, 10].
Definition 1.1. The metric αg on D is balanced if the Rawnsley’s ε-function εα(z) (z ∈ D) is a
positive constant on D.
The metric for which the function εα(z) is constant was also called critical metric in Zhang [44]. The
definition of balanced metrics was originally given by Donaldson [7] in the case of a compact polarized
Ka¨hler manifold (M,g) in 2001, who also established the existence of such metrics on any (compact)
projective Ka¨hler manifold with constant scalar curvature. The definition of balanced metrics was
generalized in Arezzo-Loi [1] and Engliˇs [11] to the noncompact case. We give only the definition for
those Ka¨hler metrics which admit globally defined potentials in this paper.
Let g be a Ka¨hler metric on a bounded domain D in Cn associated to the Ka¨hler form ω =
√−1
2π ∂∂ϕ
for a strictly plurisubharmonic function ϕ on D. Let Hα (α > 0) be the weighted Hilbert space of
square integrable holomorphic functions on (D, g) with the weight exp{−αϕ}. Let Kα(z, z¯) be the
reproducing kernel of Hα if Hα 6= {0}. Let h be a Ka¨hler metric on D associated to the Ka¨hler form√−1
2π ∂∂ lnKα(z, z¯). It is again readily seen that
√−1
2π ∂∂ lnKα(z, z¯) is independent of the choice of the
potential ϕ and thus is uniquely determined by the original metric g. So, by definition, we have
√−1
2π
∂∂ ln εα(z) + α ·
√−1
2π
∂∂ϕ(z) =
√−1
2π
∂∂ lnKα(z, z), z ∈ D.
Therefore, if the metric αg is balanced on D, then we have αg = h on D.
Recall that the Fubini-Study metric dsFS on the N -dimensional complex projective space P
N (C)
(1 ≤ N ≤ +∞) is this metric whose Ka¨hler form ωFS in homogeneous coordinates Z0, Z1, Z2, · · · is
given by ωFS =
√−1
2π ∂∂ ln(
∑N
j=0 |Zj |2). A balanced metric αg on D can be also viewed as a particular
projectively induced Ka¨hler metric for which the Ka¨hler immersion
f : D → PN (C), z 7−→ [f0(z), f1(z), · · · , fj(z), · · · ],
where N + 1 (0 ≤ N ≤ +∞) denotes the complex dimension of Hα, is given by an orthonormal basis
{fj} of the Hilbert space Hα if Hα 6= {0}. Indeed, the map f : D → PN (C) is well-defined since εα is
a positive constant and hence for any z ∈ D there exists some fj such that fj(z) 6= 0. Moreover,
f∗ωFS =
√−1
2π
∂∂ ln
N∑
j=0
|fj(z)|2
=
√−1
2π
∂∂ lnKα(z, z¯)
=
√−1
2π
∂∂ ln εα(z) + α ·
√−1
2π
∂∂ϕ(z).
Hence, if the metric αg on D is balanced, then the map f is a holomorphically isometric mapping
from (D,αg) into (PN (C), dsFS) (Note a projectively induced metric is not always balanced, e.g., see
Example 1 in Loi-Zedda [27]). The map f is called in Cahen-Gutt-Rawnsley [4] the coherent states
map. Balanced metric plays a fundamental role in the geometric quantization and quantization by
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deformation of a Ka¨hler manifold (e.g., see Berezin [3], Cahen-Gutt-Rawnsley [4], Engliˇs [8] and Luic´
[30]). It also related to the Bergman kernel expansion (e.g., see Loi [23] and references therein).
We remark that in Donaldson’s study (e.g., see Donaldson [7]) of asymptotic stability for polarized
algebraic manifolds, balanced metrics play a central role when the polarized algebraic manifolds admit
Ka¨hler metrics of constant scalar curvature. The balanced metrics are also of significance in some
questions concerning (semi) stability of projective algebraic varieties (see e.g., Mabuchi [34] and Zhang
[44]). For the study of the balanced metrics, see also Cuccu-Loi [6], Engliˇs [8, 11], Feng-Tu [16], Greco-
Loi [17], Loi [24], Loi-Mossa [25], Loi-Zedda [26, 27], Loi-Zedda-Zuddas [28] and Zedda [42].
However, very little seems to be known about the existence of balanced metrics on general noncom-
pact manifolds or even domains in Cn (e.g., see Engliˇs [11] and Loi-Mossa [25]). Currently, the only
noncompact manifolds on which balanced metrics are known to exist are the homogeneous spaces. In
the nonhomogeneous setting, the problem of existence of balanced metrics seems to be open.
In this paper we will obtain the existence of balanced metrics on a class of bounded nonhomogeneous
domains.
Every Hermitian symmetric manifold of noncompact type can be realized as a bounded symmetric
domain in some Cd by the Harish-Chandra embedding theorem. Then, the classification of Hermitian
symmetric manifolds of noncompact type coincides with the classification of bounded symmetric do-
mains. In 1935, E. Cartan proved that there exist only six types of irreducible bounded symmetric
domains. They are four types of classical bounded symmetric domains and two exceptional domains.
Let Mm,n be the set of all m × n matrices z = (zij) with complex entries. Let z be the complex
conjugate of the matrix z and let zt be the transpose of the matrix z. I denotes the identity matrix.
If a square matrix z is positive definite, then we write z > 0. For each irreducible bounded symmetric
domain Ω (refer to Hua [18]), we list the generic norm NΩ(z, z) of Ω according to its type as following.
(i) If Ω = ΩI(m,n) := {z ∈ Mm,n : I − zzt > 0} ⊂ Cd (1 ≤ m ≤ n, d = mn) (the classical domains
of type I), then NΩ(z, z) = det(I − zzt). Specially, when m = 1, then Ω is the unit ball Bn in Cn and
NΩ(z, z) = 1− ‖z‖2.
(ii) If Ω = ΩII(n) := {z ∈ Mn,n : zt = −z, I − zzt > 0} ⊂ Cd (n ≥ 5, d = n(n− 1)/2) (the classical
domains of type II), then NΩ(z, z) = (det(I − zzt))1/2.
(iii) If Ω = ΩIII(n) := {z ∈ Mn,n : zt = z, I − zzt > 0} ⊂ Cd (n ≥ 2, d = n(n+1)/2) (the classical
domains of type III), then NΩ(z, z) = det(I − zzt).
(iv) If Ω = ΩIV (n) := {z ∈ Cn : 1 − 2zzt + |zzt|2 > 0, zzt < 1} (n ≥ 5) (the classical domains of
type IV ), then NΩ(z, z) = 1− 2zzt + |zzt|2.
There are two more exceptional domains ΩV(16) and ΩVI(27) of dimension 16 and 27 respectively.
We call them Type V and Type VI, respectively. For the precise definitions of these exceptional
domains, see Part V in [13].
Now we introduce the numerical invariants: the rank r, the multiplicities a and b, and the genus
p = 2+ a(r− 1) + b for an irreducible bounded symmetric domain. The list of numerical invariants of
each irreducible bounded symmetric domain of six types is the following:
(1) For ΩI(m,n) (1 ≤ m ≤ n), its rank r = m, its multiplicities a = 2 and b = n−m, and its genus
p = m+ n.
(2) For ΩII(2n) (n ≥ 3), its rank r = n, its multiplicities a = 4 and b = 0, and its genus p = 2(2n−1);
For ΩII(2n + 1) (n ≥ 2), its rank r = n, its multiplicities a = 4 and b = 2, and its genus p = 4n.
(3) For ΩIII(n) (n ≥ 2), its rank r = n, its multiplicities a = 1 and b = 0, and its genus p = n+ 1.
(4) For ΩIV (n) (n ≥ 5), its rank r = 2, its multiplicities a = n− 2 and b = 0, and its genus p = n.
(5) For ΩV(16), its rank r = 2, its multiplicities a = 6 and b = 4, and its genus p = 12.
(6) For ΩVI(27), its rank r = 3, its multiplicities a = 8 and b = 0, and its genus p = 18.
Remark that ΩII(2),ΩIII(1) and ΩIV (1) are biholomorphically equivalent to ΩI(1, 1); ΩII(3) is
biholomorphically equivalent to ΩI(3, 1); ΩII(4) is biholomorphically equivalent to ΩIV (6); ΩIV (3) is
biholomorphically equivalent to ΩIII(2), and ΩIV (4) is biholomorphically equivalent to ΩI(2, 2). But
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ΩIV (2) is not an irreducible bounded symmetric domain, since ΩIV (2) is biholomorphically equivalent
to the bidisc B× B.
Throughout this paper, each irreducible bounded symmetric domain is always one of irreducible
bounded symmetric domains of six types.
Let Ω be an irreducible bounded symmetric domain in Cd of genus p in its Harish-Chandra re-
alization. Since Ω is a bounded circular domain and contains the origin, there is a homogeneous
holomorphic polynomial set {
1√
V (Ω)
, h1(z), h2(z), · · ·
}
,
such that it is an orthonormal basis of the Hilbert space A2(Ω) of square-integrable holomorphic
functions on Ω, where V (Ω) is the Euclidean volume of Ω in Cd and deg hj(z) ≥ 1 (so hj(0) = 0) for
j = 1, 2, · · · . Then the Bergman kernel KΩ(z, ξ¯) of Ω is given by
KΩ(z, ξ¯) =
1
V (Ω)
+ h1(z)h1(ξ) + h2(z)h2(ξ) + · · ·
for all z, ξ ∈ Ω. Obviously, V (Ω)KΩ(0, 0) = 1 and 1 ≤ V (Ω)KΩ(z, z¯) < +∞ for all z ∈ Ω. The generic
norm of Ω is defined by
NΩ(z, ξ¯) :=
(
V (Ω)KΩ(z, ξ¯)
)− 1
p (z, ξ ∈ Ω),
where (V (Ω)KΩ(z, ξ¯))
− 1
p := exp(−1p ln(V (Ω)KΩ(z, ξ¯))), in which ln denotes the principal branch of
logarithm (note KΩ(z, ξ¯) 6= 0 for all z, ξ ∈ Ω). Thus NΩ(0, 0) = 1, 0 < NΩ(z, z¯) ≤ 1 for all z ∈ Ω and
NΩ(z, z¯) = 0 on the boundary of Ω.
Let Ωi ⊂ Cdi be an irreducible bounded symmetric domain (1 ≤ i ≤ k). For given positive integer
d0, positive real numbers µi (1 ≤ i ≤ k), the generalized Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ) is
defined by
( k∏
j=1
Ωj
)Bd0
(µ) :=
(z, w) ∈
k∏
j=1
Ωj × Bd0 : ‖w‖2 <
k∏
j=1
NΩj(zj , zj)
µj
 , (1.2)
where µ = (µ1, . . . , µk) ∈ (R+)k, z = (z1, . . . , zk) ∈ Cd1 × · · · × Cdk , ‖ · ‖ is the standard Hermitian
norm in Cd0 , NΩj (zj , zj) is the generic norm of Ωj (1 ≤ i ≤ k) and Bd0 := {w ∈ Cd0 : ‖w‖2 < 1}.
Note
∏k
j=1NΩj(0, 0)
µj = 1, 0 <
∏k
j=1NΩj(zj , zj)
µj ≤ 1 on∏kj=1Ωj and∏kj=1NΩj(zj , zj)µj = 0 on the
boundary ∂(
∏k
j=1Ωj). Thus ∂(
∏k
j=1Ωj) ⊂ ∂
((∏k
j=1Ωj
)Bd0
(µ)
)
. For the reference of the generalized
Cartan-Hartogs domains, see Ahn-Park [2], Tu-Wang [37] and Wang-Hao [38].
When k ≥ 2, then any generalized Cartan-Hartogs domain (∏kj=1Ωj)Bd0 (µ) is a bounded nonho-
mogeneous domain in Cd0+···+dk . In fact, for (z1, . . . , zk, w) ∈
∏k
j=1Ωj × (Cd0 \ {0}), we have
ln ‖w‖2 − ln(
k∏
j=1
NΩj (zj , zj)
µj ) = ln ‖w‖2 +
m∑
j=1
µj
pj
ln(V (Ωj)KΩj (zj , zj))
is real analytic on
∏k
j=1Ωj × (Cd0 \ {0}) and each µjpj ln(V (Ωj)KΩj (zj , zj)) is a real analytic strictly
plurisubharmonic function on Ωj (1 ≤ j ≤ k). Thus, the generalized Cartan-Hartogs domain
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(∏k
j=1Ωj
)Bd0
(µ) is strongly pseudoconvex at the boundary part(z, w) ∈
k∏
j=1
Ωj × Cd0 : ln ‖w‖2 +
m∑
j=1
µj
pj
ln(V (Ωj)KΩj (zj , zj)) = 0, w 6= 0
=
(z, w) ∈
k∏
j=1
Ωj ×Cd0 : ‖w‖2 =
k∏
j=1
NΩj(zj , zj)
µj , w 6= 0

 .
Therefore, if a generalized Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ) (k ≥ 2) is homogeneous, then
the generalized Cartan-Hartogs domain must be biholomorphic to the unit ball by the Wong-Rosay
theorem (see Rudin [36], Theorem 15.5.10 and its Corollary), and thus, it is a strongly pseudoconvex
domain. From the boundary
b
(( k∏
j=1
Ωj
)Bd0
(µ)
) ⊃ b( k∏
j=1
Ωj
)
,
we have that the boundary b
(
(
∏k
j=1Ωj
)Bd0
(µ)) (k ≥ 2) contains a positive-dimensional complex
submanifold. This is impossible, since, in our case, the generalized Cartan-Hartogs domain is strongly
pseudoconvex. So any generalized Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ) (k ≥ 2) is a bounded
nonhomogeneous domain.
For the generalized Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ), define
Φ(z, w) := − ln
 k∏
j=1
NΩj(zj , zj)
µj − ‖w‖2
 . (1.3)
The Ka¨hler form ω(µ) on
(∏k
j=1Ωj
)Bd0
(µ) is defined by
ω(µ) :=
√−1
2π
∂∂Φ. (1.4)
The canonical metric g(µ) on
(∏k
j=1Ωj
)Bd0
(µ) associated to ω(µ) is given by
ds2 =
n∑
i,j=1
∂2Φ
∂Zi∂Zj
dZi ⊗ dZj ,
where
n =
k∑
j=0
dj , Z = (Z1, . . . , Zn) := (z, w).
Note that Φ(z, w) defined by (1.3) is also a real analytic strictly plurisubharmonic exhaustion
function for the generalized Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ). Thus
(∏k
j=1Ωj
)Bd0
(µ) is a
bounded pseudoconvex domain in Cd0+···+dk .
For the generalized Cartan-Hartogs domain
((∏k
j=1Ωj
)Bd0
(µ), g(µ)
)
, we have (see Theorem 3.1 in
this paper) that the Rawnsley’s ε-function admits the expansion:
εα(z, w) =
n∑
j=0
aj(z, w)α
n−j , (z, w) ∈ ( k∏
j=1
Ωj
)Bd0
(µ), (1.5)
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where n =
∑k
j=0 dj . By Th. 1.1 of Lu [29], Th. 4.1.2 and Th. 6.1.1 of Ma-Marinescu [31], Th. 3.11 of
Ma-Marinescu [32] and Th. 0.1 of Ma-Marinescu [33], see also Th. 3.3 of Xu [39], we have
a0 = 1,
a1 =
1
2kg,
a2 =
1
3△kg + 124 |R|2 − 16 |Ric|2 + 18k2g ,
(1.6)
where kg, △, R and Ric denote the scalar curvature, the Laplace, the curvature tensor and the Ricci
curvature associated to the canonical metric g(µ), respectively.
In 2012, Loi-Zedda [27] described balanced metrics on an irreducible bounded symmetric domain Ω
as follows.
Theorem 1.1. (Loi-Zedda [27]) Let Ω be an irreducible bounded symmetric domain of genus p equipped
with its Bergman metric gB. Then the metric αgB (α > 0) is balanced if and only if α >
p−1
p .
Let Bd be the unit ball in Cd and let the metric ghyp on B
d be given by
ds2 = −
d∑
i,j=1
∂2 ln(1− ‖z‖2)
∂zi∂zj
dzi ⊗ dzj .
We call (Bd, ghyp) the complex hyperbolic space. Note ghyp =
1
d+1gB on B
d and the genus p = d + 1
for Bd. Thus, by Theorem 1.1, we have that αghyp (α > 0) is a balanced metric on B
d if and only if
α > d.
In the special case of k = 1, the generalized Cartan-Hartogs domain ΩB
d0 (µ) is also called the
Cartan-Hartogs domain. When Ω = Bd, µ = 1, we have ΩB
d0 (µ) = Bd+d0 . In 2012, Loi-Zedda [27]
gave a characterization of the complex hyperbolic space among the Cartan-Hartogs domains in terms
of balanced metrics as follows.
Theorem 1.2. (Loi-Zedda [27]) Let (ΩB
d0 (µ), g(µ)) be a Cartan-Hartogs domain over the irreducible
bounded symmetric domain Ω in Cd with the canonical metric g(µ). Then the metric αg(µ) (α > 0)
on ΩB
d0 (µ) is balanced if and only if α > d+ d0 and (Ω
Bd0 (µ), g(µ)) is biholomorphically isometric to
the complex hyperbolic space (Bd+d0 , ghyp) (i.e., Ω = B
d, µ = 1).
In 2014, Feng-Tu [16] obtained the following improvement of Theorems 1.2.
Theorem 1.3. (Feng-Tu [16]) Let (ΩB
d0 (µ), g(µ)) be a Cartan-Hartogs domain over the irreducible
bounded symmetric domain Ω in Cd with the canonical metric g(µ). Then the coefficient a2 (see
(1.5)) of the Rawnsley’s ε-function expansion is a constant on ΩB
d0 (µ) if and only if (ΩB
d0 (µ), g(µ))
is biholomorphically isometric to the complex hyperbolic space (Bd+d0 , ghyp) (i.e., Ω = B
d, µ = 1).
By Ligocka [22], the Bergman kernel of the Hartogs type domain
(∏k
j=1Ωj
)Bd0
(µ) can be expressed
as infinite sum in terms of the weighted Bergman kernels of the base space
∏k
j=1Ωj with weights
(
∏k
j=1Nj(zj , zj)
µj )m (0 ≤ m < +∞). Ahn-Park [2] use the technique in Ligocka [22] to obtain an
explicit form of the Bergman kernel of the Hilbert space of square integrable holomorphic functions
on the generalized Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ) and determine the condition that their
Bergman kernel functions have zeros in 2012.
By studying the explicit solutions of a class of complex Monge-Ampe`re equations on generalized
Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ), Wang-Hao [38] described Ka¨hler-Einstein metrics on such
domain in 2014.
Each generalized Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ) (k ≥ 2) is a bounded nonhomogeneous
domain. The purpose of this paper is to obtain the existence of balanced metrics for such bounded
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nonhomogeneous domains. In this paper, we obtain an explicit formula for the Bergman kernel of
the weighted Hilbert space Hα of square integrable holomorphic functions on
((∏k
j=1Ωj
)Bd0
(µ), g(µ)
)
with the weight exp{−αΦ} (where Φ is a globally defined Ka¨hler potential for the canonical metric
g(µ)) for α > 0. Furthermore, we give an explicit expression of the Rawnsley’s ε-function expansion for((∏k
j=1Ωj
)Bd0
(µ), g(µ)
)
, and, use the asymptotics of the Rawnsley’s ε-function to draw necessary and
sufficient conditions for the metric αg(µ) on the generalized Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ)
to be balanced as follows.
Theorem 1.4. Let Ωi ⊂ Cdi be an irreducible bounded symmetric domain, and denote the rank ri,
the characteristic multiplicities ai, bi, the dimension di and the genus pi for Ωi (1 ≤ i ≤ k). For
given positive integer d0, positive real numbers µi (1 ≤ i ≤ k), let g(µ) be the canonical metric on the
generalized Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ). Then we have the results as follows.
(i) The metric αg(µ) on the generalized Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ) is balanced if and
only if
α > max

k∑
j=0
dj,
p1 − 1
µ1
, . . . ,
pk − 1
µk

and
k∏
i=1
ri∏
j=1
(
µix− pi + 1 + (j − 1)ai
2
)
1+bi+(ri−j)ai
=
k∏
j=1
µ
dj
j ·
d∏
j=1
(x− j), (1.7)
where d =
∑k
j=1 dj and (x)m =
Γ(x+m)
Γ(x) = x(x+ 1)(x+ 2) · · · (x+m− 1).
(ii) If the metric αg(µ) on the domain
(∏k
j=1Ωj
)Bd0
(µ) is balanced, then each Ωj (1 ≤ j ≤ k) must
be biholomorphic to
ΩI(1, n) ≡ Bn :=
{
z ∈ Cn : ‖z‖2 < 1} , ΩIII(2) := {z ∈ M2,2 : zt = z, I − zzt > 0} ,
or
ΩIV (m) :=
{
z ∈ Cm : 1− 2zzt + |zzt|2 > 0, ‖z‖2 < 1} (m ≥ 5 and m are odd).
(iii) For α > max
{
d0 + d1 + d2,
p1−1
µ1
, p2−1µ2
}
, then the metric αg(µ) on the domain (Ω1 × Ω2)B
d0
(µ)
is balanced if and only if ((Ω1 × Ω2)B
d0
(µ), αg(µ)) is biholomorphically isometric to((
B
d × B)Bd0 (1, 1
d+ 1
)
, g(1,
1
d+ 1
)
)
or
(
(B× ΩIII(2))B
d0 (
1,
1
2
)
, g(1,
1
2
)
)
.
For example, for ΩIV (5) ×
∏3
j=1 B and µ =
(
1
2 , 1,
1
3 ,
1
7
)
, since
4∏
i=1
ri∏
j=1
(
µix− pi + 1 + (j − 1)ai
2
)
1+bi+(ri−j)ai
=
4∏
j=1
(µ1x− j) ·
(
µ1x− 5
2
) 4∏
j=2
(µjx− 1)
=
1
25 × 3× 7
8∏
j=1
(x− j),
by Theorem 1.4(i), when α > 8 + d0, the metric αg(µ) on the generalized Cartan-Hartogs domain(
ΩIV (5)×
3∏
j=1
B
)Bd0 (1
2
, 1,
1
3
,
1
7
)
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is balanced, where g(µ) is the canonical metric. So the example complements Theorem 1.4(ii).
As a supplement to our main result, we will prove the following result.
Theorem 1.5. Let Ωi ⊂ Cdi be an irreducible bounded symmetric domain (i = 1, 2). For any positive
integer d0, then there exist positive numbers µ1, µ2 such that the coefficient a2 (see (1.5)) of the
Rawnsley’s ε-function expansion of(
(Ω1 × Ω2)Bd0 (µ1, µ2), g(µ1, µ2)
)
is a constant.
Remark 1.1. By Theorem 1.4(iii) and Theorem 1.5, there exists generalized Cartan-Hartogs domain(
(Ω1 × Ω2)Bd0 (µ1, µ2), g(µ1, µ2)
)
such that the coefficient a2 of its Rawnsley’s ε-function expansion is constant, but the metric αg(µ1, µ2)
on
(Ω1 × Ω2)Bd0 (µ1, µ2)
is not balanced for all α > 0 (cf. Theorem 1.3).
For k ≥ 2, each generalized Cartan-Hartogs domain ((∏kj=1Ωj)Bd0 (µ), g(µ)) is a noncompact,
complete (the argument is analogous to [41]) and nonhomogeneous Ka¨hler manifold. By studying
the explicit solutions of a class of complex Monge-Ampe`re equations on generalized Cartan-Hartogs
domains, Wang-Hao [38] described Ka¨hler-Einstein metrics on such domains in 2014. From the proof
in Wang-Hao [38] and (2.14) in this paper, one can state the result as follows.
Theorem 1.6. (Wang-Hao [38]) Let Ωi ⊂ Cdi be an irreducible bounded symmetric domain and let pi
and di be the genus and the dimension respectively for Ωi, 1 ≤ i ≤ k. Then µi = pi∑k
j=1 dj+1
(1 ≤ i ≤ k)
if and only if the canonical metric g(µ) on the domain
(∏k
j=1Ωj
)Bd0
(µ) is Ka¨hler-Einstein.
Remark 1.2. When α > 8 + d0, the metric αg(
1
2 , 1,
1
3 ,
1
7) on the generalized Cartan-Hartogs domain(
ΩIV (5)×
3∏
j=1
B
)Bd0 (1
2
, 1,
1
3
,
1
7
)
is balanced by Theorem 1.4(i), but is not Ka¨hler-Einstein for all α > 0 by Theorem 1.6, where
g(12 , 1,
1
3 ,
1
7) is the canonical metric.
Remark 1.3. The metric αg(23 ,
2
3) (α > 0) on the generalized Cartan-Hartogs domain
(B× B)B (2
3
,
2
3
)
is Ka¨hler-Einstein by Theorem 1.6, but is not balanced for all α > 0 by Theorem 1.4(iii), where g(23 ,
2
3)
is the canonical metric.
The paper is organized as follows. In Section 2, we obtain an explicit formula for the Bergman kernel
Kα of the weighted Hilbert space Hα of square integrable holomorphic functions on a generalized
Cartan-Hartogs domain
((∏k
j=1Ωj
)Bd0
(µ), g(µ)
)
with the weight exp{−αΦ}, in terms of ranks, Hua
polynomials and generic norms of Bd0 and Ωi (1 ≤ i ≤ k). In Section 3, using results in Section 2, we
give the explicit expansion of the Rawnsley’s ε-function of
((∏k
j=1Ωj
)Bd0
(µ), g(µ)
)
. In Section 4, using
the explicit expression of the Rawnsley’s ε-function expansion, we obtain the necessary and sufficient
conditions (Theorem 1.4 in the paper) for the metric αg(µ) on the generalized Cartan-Hartogs domain(∏k
j=1Ωj
)Bd0
(µ) to be a balanced metric. In Section 5, we will give the proof of Theorem 1.5.
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2 The reproducing kernel of Hα for
(∏k
j=1Ωj
)Bd0
(µ) with the canoni-
cal metric g(µ)
Let Ω be an irreducible bounded symmetric domain in Cd in its Harish-Chandra realization. Thus
Ω is the open unit ball of a Banach space which admits the structure of a JB∗-triple. We denote
the rank r, the characteristic multiplicities a, b, the dimension d, the genus p, and the generic norm
NΩ(z,w) for Ω. Thus
d =
r(r − 1)
2
a+ rb+ r, p = (r − 1)a+ b+ 2. (2.1)
For any s > −1, the value of the Hua integral ∫ΩNΩ(z, z)sdm(z) is given by∫
Ω
NΩ(z, z)
sdm(z) =
χ(0)
χ(s)
∫
Ω
dm(z), (2.2)
where dm(z) denotes the Euclidean measure on Cd, χ is the Hua polynomial
χ(s) :=
r∏
j=1
(
s+ 1 + (j − 1)a
2
)
1+b+(r−j)a
, (2.3)
in which, for a non-negative integer m, (s)m denotes the raising factorial
(s)m :=
Γ(s+m)
Γ(s)
= s(s+ 1) · · · (s +m− 1).
Let G stand for the identity connected component of the group of biholomorphic self-maps of Ω,
and K for the stabilizer of the origin in G. Under the action f 7→ f ◦ k (k ∈ K) of K, the space P of
holomorphic polynomials on Cd admits the Peter-Weyl decomposition
P =
⊕
λ
Pλ,
where the summation is taken over all partitions λ, i.e., r-tuples (λ1, λ2, · · · , λr) of nonnegative integers
such that λ1 ≥ λ2 ≥ · · · ≥ λr ≥ 0, and the spaces Pλ are K-invariant and irreducible. For each λ,
Pλ ⊂ P|λ|, where |λ| denotes the weight of partition λ, i.e., |λ| :=
∑r
j=1 λj, and P|λ| is the space of
homogeneous holomorphic polynomials of degree |λ|.
Let
〈f, g〉F :=
∫
Cd
f(z)g(z)dρF (z) (2.4)
be the Fock-Fischer inner product on the space P of holomorphic polynomials on Cd, where
dρF (z) := exp{−m(z, z)}
(√−1
2π ∂∂m(z, z)
)d
d!
(2.5)
and m(z, z) := − ∂ lnNΩ(tz,z)∂t
∣∣∣
t=0
= − ∂NΩ(tz,z)∂t
∣∣∣
t=0
.
For every partition λ, let Kλ(z1, z2) be the reproducing kernel of Pλ with respect to (2.4). The
weighted Bergman kernel of the weighted Hilbert space A2(Cd, ρF ) of square-integrable holomorphic
functions on Cd with the measure dρF is
K(z1, z2) :=
∑
λ
Kλ(z1, z2). (2.6)
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The kernels Kλ(z1, z2) are related to the generic norm NΩ(z1, z2) by the Faraut-Kora´nyi formula
NΩ(z1, z2)
−s =
∑
λ
(s)λKλ(z1, z2), (2.7)
where the series converges uniformly on compact subsets of Ω × Ω, s ∈ C, in which (s)λ denote the
generalized Pochhammer symbol
(s)λ :=
r∏
j=1
(
s− j − 1
2
a
)
λj
. (2.8)
For the proofs of above facts and additional details, we refer, e.g., to [12], [13] and [40].
Lemma 2.1. Let Ωi be an irreducible bounded symmetric domain in C
di in its Harish-Chandra real-
ization, and denote the generic norm NΩi and the genus pi for Ωi (1 ≤ i ≤ k). For z0i ∈ Ωi, let φi be
an automorphism of Ωi such that φi(z
0
i ) = 0, 1 ≤ i ≤ k. By [38], the function
ψ(z1, . . . , zk) :=
k∏
i=1
NΩi(z
0
i , z
0
i )
µi
2
NΩi(zi, z
0
i )
µi
(2.9)
satisfies
|ψ(z1, . . . , zk)|2 =
k∏
i=1
(NΩi(φi(zi), φi(zi))
NΩi(zi, zi)
)µi
. (2.10)
Define the mapping
F :
(∏k
j=1Ωj
)Bd0
(µ1, . . . , µk) −→
(∏k
j=1Ωj
)Bd0
(µ1, . . . , µk),
(z1, . . . , zk, w) 7−→ (φ1(z1), . . . , φk(zk), ψ(z1, . . . , zk)w).
(2.11)
Then F is an isometric automorphism of
((∏k
j=1Ωj
)Bd0
(µ1, . . . , µk), g(µ1, . . . , µk)
)
, that is
∂∂(Φ(F (z1, . . . , zk, w))) = ∂∂(Φ(z1, . . . , zk, w)), (2.12)
where Φ(z1, . . . , zk, w) := − ln
(∏k
i=1NΩi(zi, zi)
µi − ‖w‖2
)
(see (1.3)).
Proof. It is easy to see that F is an automorphism of
(∏k
j=1Ωj
)Bd0
(µ1, . . . , µk), and
NΩi(φi(zi), φi(zi))
pi = Jφi(zi)NΩi(zi, zi)
piJφi(zi), (2.13)
where Jφi(zi) is the holomorphic Jacobian of the automorphism φi of Ωi, 1 ≤ i ≤ k.
By (2.10) and (2.13), we have
k∏
i=1
NΩi(φi(zi), φi(zi))
µi − ‖ψ(z1, . . . , zk)w‖2
=
k∏
i=1
NΩi(φi(zi), φi(zi))
µi
(
1− ‖w‖
2∏k
i=1NΩi(zi, zi)
µi
)
=
k∏
i=1
|Jφi(zi)|
2µi
pi
(
k∏
i=1
NΩi(zi, zi)
µi − ‖w‖2
)
,
which implies (2.12).
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Lemma 2.2. Let Ωi be an irreducible bounded symmetric domain in C
di in its Harish-Chandra real-
ization, and denote the generic norm NΩi(zi, zi), the dimension di and the genus pi for Ωi (1 ≤ i ≤ k).
Then we have
(∂∂Φ)n =
∏k
i=1
(
µdii CΩiNΩi(zi, zi)
µi(
∑k
j=1 dj+1)−pi
)
(∏k
i=1NΩi(zi, zi)
µi − ‖w‖2
)n+1
 n∑
j=1
dZj ∧ dZj
n , (2.14)
where
Φ(z1, . . . , zk, w) = − ln
(
k∏
i=1
NΩi(zi, zi)
µi − ‖w‖2
)
,
CΩi = det
(
−∂
2 lnNΩi(zi, zi)
∂zti∂zi
)∣∣∣∣
zi=0
,
n =
k∑
j=0
dj , Z = (Z1, . . . , Zn) = (z1, . . . , zk, w).
Proof. It is well known that
(
√−1
2π ∂∂Φ)
n
n!
= det
(
∂2Φ
∂Zt∂Z
)
ωn0
n!
, (2.15)
where ω0 =
√−1
2π
∑n
j=1 dZj ∧ dZj , ∂∂Zt = ( ∂∂Z1 , ∂∂Z2 , . . . , ∂∂Zn )t, ∂∂Z = (
∂
∂Z1
, ∂
∂Z2
, . . . , ∂
∂Zn
) and ∂
2
∂Zt∂Z
=
∂
∂Zt
∂
∂Z
.
From (2.12) and (2.15), we get
det
(
∂2Φ(F )
∂Zt∂Z
)
= det
(
∂2Φ
∂Zt∂Z
)
. (2.16)
By the identity
∂2Φ(F )
∂Zt∂Z
=
∂F
∂Zt
∂2Φ
∂Zt∂Z
(F (Z))
(
∂F
∂Zt
)t
(2.17)
and (2.16), we deduce
det
(
∂2Φ
∂Zt∂Z
)
(Z) = |JF (Z)|2 det
(
∂2Φ
∂Zt∂Z
)
(F (Z)), (2.18)
where
F := (F1, F2, . . . , Fn),
∂F
∂Zt
:= (
∂F1
∂Zt
,
∂F2
∂Zt
, . . . ,
∂Fn
∂Zt
)
and
JF (Z) := det
(
∂F
∂Zt
)
(Z).
Let Z0 = (z01 , . . . , z
0
k, w
0) ∈
(∏k
j=1Ωj
)Bd0
(µ1, . . . , µk), Z˜0 := (z˜
0
1 , . . . , z˜
0
k, w˜
0) = F (Z0). By (2.9)
and (2.11), then
Z˜0 =
(
0, . . . , 0,
w0∏k
i=1NΩi(z
0
i , z
0
i )
µi
2
)
and
|JF (Z0)|2 =
k∏
i=1
|Jφi(z0i )|2 · |ψ(z01 , . . . , z0k)|2d0 . (2.19)
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Using NΩi(0, zi) = 1, (2.9), (2.13), (2.19) and (2.18), we have
|JF (Z0)|2 =
k∏
i=1
1
NΩi(z
0
i , z
0
i )
pi+µid0
, (2.20)
and
det
(
∂2Φ
∂Zt∂Z
)
(Z0) =
k∏
i=1
1
NΩi(z
0
i , z
0
i )
pi+µid0
det
(
∂2Φ
∂Zt∂Z
)
(Z˜0). (2.21)
A direct calculation gives
∂2Φ
∂Zt∂Z
(0, . . . , 0, w) =

µ1
1−‖w‖2Cd1 · · · 0 0
... · · · ... ...
0 · · · µk
1−‖w‖2Cdk 0
0 · · · 0 11−‖w‖2 Id0 + 1(1−‖w‖2)2wtw
 , (2.22)
where Id0 denotes the d0×d0 identity matrix, wt is the complex conjugate transpose of the row vector
w = (w1, w2, · · · , wd0), and Cdi = −
∂2 lnNΩi
∂zti∂zi
∣∣∣
zi=0
.
From (2.22), we have
det
(
∂2Φ
∂Zt∂Z
)
(0, . . . , 0, w) =
∏k
i=1(µ
di
i detCdi)
(1− ‖w‖2)
∑k
j=0 dj+1
. (2.23)
Finally, combining (2.21) and (2.23), we have (2.14).
Theorem 2.3. Let Ωi be an irreducible bounded symmetric domain in C
di in its Harish-Chandra
realization, and denote the generic norm NΩi , the genus pi, the dimension di and the Hua polynomial
χi (see (2.3)) for Ωi (1 ≤ i ≤ k). Let the generalized Cartan-Hartogs domain
(∏k
j=1Ωj
)Bd0
(µ) be
endowed with the canonical metric g(µ). Set n =
∑k
j=0 dj. For α > max{n, p1−1µ1 , . . . ,
pk−1
µk
}, then the
Bergman kernel Kα(Z;Z) of the weighted Hilbert space
Hα =
f ∈ Hol((
k∏
j=1
Ωj
)Bd0
(µ)
)
:
∫
(
∏k
j=1 Ωj)
B
d0
(µ)
|f |2 exp{−αΦ}ω(µ)
n
n!
< +∞

can be written as
Kα(Z;Z)
=
(α− n)d0∏k
i=1 µ
di
i
k∏
i=1
(
1
NΩi(zi, zi)
)µiα k∏
i=1
χi
(
µi(α+ t
d
dt
)− pi
) 1(
1− t ‖w‖2∏k
i=1NΩi (zi,zi)
µi
)α−d
∣∣∣∣∣∣∣∣∣
t=1
,(2.24)
where Z = (z1, . . . , zk, w), d =
∑k
j=1 dj .
Proof. By (2.14), the inner product on Hα is given by
(f, g) =
∏k
i=1(µ
di
i CΩi)
πn
∫
(
∏k
j=1 Ωj)
B
d0
(µ)
f(Z)g(Z)
×
k∏
i=1
NΩi(zi, zi)
µi(α−d0)−pi
(
1− ‖w‖
2∏k
i=1NΩi(zi, zi)
µi
)α−n−1
dm(Z),
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where dm denotes the Euclidean measure.
For convenience, we set Ω0 = B
d0 , z0 = w. Denote the rank ri, the characteristic multiplicities ai, bi,
the dimension di, the genus pi, the Hua polynomial χi, the generalized Pochhammer symbol (s)
(i)
λ ,
the generic norm NΩi and the Euclidean volume V (Ωi) for the irreducible bounded symmetric domain
Ωi, 0 ≤ i ≤ k.
Let Gi stand for the identity connected components of groups of biholomorphic self-maps of Ωi ⊂ Cdi ,
and Ki for stabilizers of the origin in Gi, respectively. For any u = (u0, . . . , uk) ∈ K := K0 × . . .×Kk,
we define the action
π(u)f(z1, . . . , zk, w) ≡ f ◦ u(z1, . . . , zk, w) := f(u1 ◦ z1, . . . , uk ◦ zk, u0 ◦ w)
of K, then the space P of holomorphic polynomials on∏kj=0Cdj admits the Peter-Weyl decomposition
P =
⊕
ℓ(λi)≤ri
0≤i≤k
P(0)λ0 ⊗ . . .⊗ P
(k)
λk
,
where the space P(i)λi is Ki-invariant and irreducible subspace of the space of holomorphic polynomials
on Cdi , and ℓ(λi) denotes the length of partition λi (0 ≤ i ≤ k).
Since Hα is invariant under the action of K, namely, ∀u ∈ K, (π(u)f, π(u)g) = (f, g), Hα admits an
irreducible decomposition (see [14])
Hα =
⊕̂
ℓ(λi)≤ri
0≤i≤k
P(0)λ0 ⊗ . . .⊗ P
(k)
λk
,
where
⊕̂
denotes the orthogonal direct sum.
For given partition λi of length ≤ ri, let K(i)λi (zi; zi) be the reproducing kernel of P
(i)
λi
with respect
to (2.4). By Schur’s lemma, there exists a positive constant cλ0...λk such that cλ0...λk
∏k
j=0K
(j)
λj
(zj ; zj)
is the reproducing kernel of P(0)λ0 ⊗ . . .⊗P
(k)
λk
with respect to the above inner product (·, ·). From the
definition of the reproducing kernel, we have∏k
i=1(µ
di
i CΩi)
πn
∫
(
∏k
j=1 Ωj)
B
d0
(µ)
cλ0...λk
k∏
j=0
K
(j)
λj
(zj ; zj)
×
k∏
i=1
NΩi(zi, zi)
µi(α−d0)−pi
(
1− ‖w‖
2∏k
i=1NΩi(zi, zi)
µi
)α−n−1 k∏
j=0
dm(zj)
=
k∏
i=0
dimP(i)λi .
Therefore, the Bergman kernel of Hα can be written as
Kα(Z;Z) =
∑
ℓ(λi)≤ri
0≤i≤k
∏k
i=0 dimP(i)λi
<
∏k
j=0K
(j)
λj
(zj ; zj) >
k∏
j=0
K
(j)
λj
(zj ; zj), (2.25)
where < f > denotes integral
< f > =
∏k
i=1(µ
di
i CΩi)
πn
∫
(
∏k
j=1 Ωj)
B
d0
(µ)
f(Z)
×
k∏
i=1
NΩi(zi, zi)
µi(α−d0)−pi
(
1− ‖w‖
2∏k
i=1NΩi(zi, zi)
µi
)α−n−1
dm(Z).
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If µiα− pi > −1 and α− n− 1 > −1, namely α > max{n, p1−1µ1 , . . . ,
pk−1
µk
}, combining (see [15])∫
Ω
Kλ(z, z)NΩ(z, z)
sdm(z) =
dimPλ
(p+ s)λ
∫
Ω
NΩ(z, z)
sdm(z) (2.26)
for s > −1 and (2.2), we have
<
k∏
j=0
K
(j)
λj
(zj ; zj) >
=
∏k
i=1(µ
di
i CΩi)
πn
k∏
i=1
∫
Ωi
K
(i)
λi
(zi; zi)NΩi(zi, zi)
µi(α+|λ0|)−pidm(zi)
×
∫
Bd0
K
(0)
λ0
(w;w)(1− ‖w‖2)α−n−1dm(w)
=
∏k
i=1(µ
di
i CΩiχi(0)V (Ωi)) · V (Bd0)χ0(0)
πnχ0(α− n− 1)
∏k
i=1 χi(µi(α+ |λ0|)− pi)
∏k
i=0 dimP(i)λi
(α − d)(0)λ0
∏k
i=1(µi(α+ |λ0|))(i)λi
, (2.27)
where we use the fact p0 = d0 + 1.
Combining (2.25), (2.27) and (2.7), we get
Kα(Z;Z)
=
∑
ℓ(λi)≤ri
0≤i≤k
c
(
k∏
i=1
χi(µi(α+ |λ0|)− pi)(µi(α+ |λ0|))(i)λi K
(j)
λj
(zj ; zj)
)
(α− d)(0)λ0 K
(0)
λ0
(w;w)
= c
∑
ℓ(λ0)≤r0
k∏
i=1
χi(µi(α+ |λ0|)− pi) 1
NΩi(zi, zi)
µi(α+|λ0|) · (α− d)
(0)
λ0
K
(0)
λ0
(w,w)
=
c∏k
i=1NΩi(zi, zi)
µiα
∑
ℓ(λ0)≤r0
k∏
i=1
χi(µi(α+ t
d
dt
)− pi)(α − d)(0)λ0 K
(0)
λ0
( tw∏k
i=1NΩi(zi, zi)
µi
, w
)∣∣∣∣∣∣
t=1
=
c∏k
i=1NΩi(zi, zi)
µiα
k∏
i=1
χi(µi(α+ t
d
dt
)− pi) 1(
1− t‖w‖2∏k
i=1NΩi (zi,zi)
µi
)α−d
∣∣∣∣∣∣∣∣∣
t=1
,
where
c =
πnχ0(α− n− 1)∏k
i=1(µ
di
i CΩiχi(0)V (Ωi))V (B
d0)χ0(0)
.
Combining
V (Ωi) =
πdi
CΩiχi(0)
, V (Bd0) =
πd0
χ0(0)
(refer to[18, 21]) and χ0(x) = (x+ 1)d0 ,
we obtain (2.24).
In order to simplify (2.24), we need Lemma 2.4 below.
Lemma 2.4. (see [15]) Let ϕ(x) be a polynomial in x of degree n and let Z be a matrix of order m.
Assume t is a real variable such that ||tZ|| < 1, where ||Z|| denotes the norm of Z. For a real number
n0, take x0 = −mn0. Then we have
ϕ(t
d
dt
)
1
det(I − tZ)n0 =
1
det(I − tZ)n0
n∑
j=0
Djϕ(x0)
j!
∑
|λ|=j
|λ|!
zλ
n
ℓ(λ)
0 pλ(
1
I − tZ ), (2.28)
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where
λ = (1m1(λ)2m2(λ) . . .), mi(λ) ≥ 0,
|λ| :=
∑
i
imi(λ), ℓ(λ) :=
∑
i
mi(λ), zλ :=
∏
i
imi(λ)mi(λ)!,
pλ(Z) :=
∏
i
(TrZi)mi(λ), Djϕ(x0) =
j∑
l=0
(
j
l
)
(−1)lϕ(x0 − l).
Combing Theorem 2.3 and Lemma 2.4, we obtain the explicit expression of the Bergman kernel Kα
of the weighted Hilbert space Hα as follows.
Theorem 2.5. Assume
χ˜(x) :=
k∏
i=1
χi(µix− pi) ≡
k∏
i=1
ri∏
j=1
(
µix− pi + 1 + (j − 1)ai
2
)
1+bi+(ri−j)ai
. (2.29)
Let Djχ˜(x) be the j-order difference of χ˜ at x, that is
Djχ˜(x) =
j∑
l=0
(
j
l
)
(−1)lχ˜(x− l). (2.30)
Then (2.24) can be rewritten as
Kα(z1, . . . , zk, w; z1, . . . , zk, w)
=
1∏k
i=1 µ
di
i
k∏
i=1
(
1
NΩi(zi, zi)
)µiα d∑
j=0
Djχ˜(d)
j!
(α− n)j+d0(
1− ‖w‖2∏k
i=1NΩi (zi,zi)
µi
)α−d+j . (2.31)
Proof. Let x0 = d− α, ϕ(x) =
∏k
i=1 χi(µi(α+ x)− pi). From
k∏
i=1
χi(µi(α+ x)− pi)|x=x0−l =
k∏
i=1
χi(µi(d− j)− pi) = χ˜(d− l),
we have
Djϕ(x)|x=x0 = Djχ˜(d).
Using (2.28) and
(x)j =
∑
|λ|=j
|λ|!
zλ
xℓ(λ),
we have
ϕ(t
d
dt
)
1
(1− tz)α−d =
1
(1− tz)α−d
d∑
j=0
Djχ˜(d)
j!
(α− d)j
(1− tz)j . (2.32)
Combining
(α− n)d0(α − d)j = (α− n)d0+j (2.33)
and (2.32), we get (2.31).
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3 The Rawnsley’s ε-function for
(∏k
j=1Ωj
)Bd0
(µ) with the canonical
metric g(µ)
In this section we give the explicit expression of the Rawnsley’s ε-function and the coefficients a1, a2 of
its expansion for the generalized Cartan-Hartogs domain
((∏k
j=1Ωj
)Bd0
(µ), g(µ)
)
with the canonical
metric g(µ).
Theorem 3.1. Let Ωi be an irreducible bounded symmetric domain in C
di in its Harish-Chandra
realization, and denote the generic norm NΩi(zi, zi), the dimension di and the genus pi for Ωi (1 ≤
i ≤ k). Set n = ∑kj=0 dj , d = ∑kj=1 dj and α > max{n, p1−1µ1 , . . . , pk−1µk }. Then the Rawnsley’s
ε-function associated to
((∏k
j=1Ωj
)Bd0
(µ), g(µ)
)
can be written as
εα(z1, . . . , zk, w) =
1∏k
i=1 µ
di
i
d∑
j=0
Djχ˜(d)
j!
(
1− ‖w‖
2∏k
i=1NΩi(zi, zi)
µi
)d−j
(α− n)j+d0 (3.1)
(see (2.29) and (2.30) for the definition of the functions χ˜(x) and Djχ˜(x) respectively).
Proof. By (2.31) and
εα(z1, . . . , zk, w) := e
−αΦ(z1,...,zk,w)Kα(z1, . . . , zk, w; z1, . . . , zk, w),
we obtain (3.1).
Corollary 3.2. For k ≥ 2, the coefficients a1 and a2 of the expansion of the Rawnsley’s ε-function
εα, that is, the coefficients of α
n−1 and αn−2 in (3.1) respectively, are given by
a1(z1, . . . , zk, w) =
1∏k
i=1 µ
di
i
Dd−1χ˜(d)
(d− 1)!
(
1− ‖w‖
2∏k
i=1NΩi(zi, zi)
µi
)
− n(n+ 1)
2
, (3.2)
a2(z1, . . . , zk, w) =
1∏k
i=1 µ
di
i
Dd−2χ˜(d)
(d− 2)!
(
1− ‖w‖
2∏k
i=1NΩi(zi, zi)
µi
)2
− 1∏k
i=1 µ
di
i
Dd−1χ˜(d)
(d− 1)!
(n(n+ 1)
2
− 1
)(
1− ‖w‖
2∏k
i=1NΩi(zi, zi)
µi
)
+
1
24
(n− 1)n(n+ 1)(3n + 2). (3.3)
Proof. Write
(α− n)d0+l =
d0+l∑
j=0
cd0+l,jα
j . (3.4)
Substituting (3.4) into (3.1), we obtain
εα(z1, . . . , zk, w) =
n∑
j=0
αj
d∑
l=max(j−d0,0)
cd0+l,j∏k
i=1 µ
di
i
Dlχ˜(d)
l!
(
1− ‖w‖
2∏k
i=1NΩi(zi, zi)
µi
)d−l
, (3.5)
which implies
aj(z1, . . . , zk, w) =
d∑
l=max(d−j,0)
cd0+l,n−j∏k
i=1 µ
di
i
Dlχ˜(d)
l!
(
1− ‖w‖
2∏k
i=1NΩi(zi, zi)
µi
)d−l
. (3.6)
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From
(α− n)n =
n∏
k=1
(α− k),
(α− n)n−1 =
n∏
k=2
(α− k),
(α− n)n−2 =
n∏
k=3
(α− k),
we have
cn−1,n−1 = cn−2,n−2 = 1, (3.7)
cn,n−1 = −
n∑
k=1
k = −n(n+ 1)
2
, (3.8)
cn−1,n−2 = −
n∑
k=2
k = −n(n+ 1)
2
+ 1, (3.9)
cn,n−2 =
∑
1≤i<j≤n
ij =
1
2

(
n∑
k=1
k
)2
−
n∑
k=1
k2

=
1
24
(n − 1)n(n + 1)(3n + 2). (3.10)
Substituting (3.7), (3.8), (3.9) and (3.10) into (3.6), we obtain (3.2) and (3.3).
In order to calculate Dd−1χ˜ and Dd−2χ˜, we need Lemma 3.3 and 3.4 below.
Lemma 3.3. (see [16]) Write
∏r
j=1
(
µx− p+ 1 + (j − 1)a2
)
1+b+(r−j)a =
∑d
j=0 cjx
d−j . Then
c0 = µ
d, (3.11)
c1 = −1
2
µd−1dp, (3.12)
c2 =
1
2
µd−2R(Ω), (3.13)
where
R(Ω) =
d2p2
4
− r(p− 1)p(2p − 1)
6
+
r(r − 1)a(3p2 − 3p+ 1)
12
−(r − 1)r(2r − 1)a
2(p − 1)
24
+
r2(r − 1)2a3
48
. (3.14)
Lemma 3.4. (see [16]) For any polynomial f(x) in real variable x, take Df(x) := f(x) − f(x − 1).
Let Ad = D
d−1xd, Bd = Dd−2xd. Then we have
Ad =
d!
2
(2x− d+ 1) (d ≥ 1), (3.15)
Bd =
d!
24
{
12x2 − 12(d − 2)x+ 3d2 − 11d + 10} (d ≥ 2). (3.16)
Lemma 3.3 and Lemma 3.4 imply the following results.
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Lemma 3.5. Suppose that k = 2, d = d1 + d2, D
d−1χ˜(d) and Dd−2χ˜(d) are defined by (2.29) and
(2.30). Then we have
1
µd11 µ
d2
2
Dd−1χ˜(d)
(d− 1)! =
1
2
{
d(d+ 1)−
(
d1p1
µ1
+
d2p2
µ2
)}
, (3.17)
1
µd11 µ
d2
2
Dd−2χ˜(d)
(d− 2)! =
1
4
{
1
6
(d− 1)d(d + 1)(3d + 10)− (d− 1)(d + 2)
(
d1p1
µ1
+
d2p2
µ2
)
+ 2
R(Ω1)
µ21
+
d1d2p1p2
µ1µ2
+ 2
R(Ω2)
µ22
}
, (3.18)
where
R(Ωi) =
d2i p
2
i
4
− ri(pi − 1)pi(2pi − 1)
6
+
ri(ri − 1)ai(3p2i − 3pi + 1)
12
−(ri − 1)ri(2ri − 1)a
2
i (pi − 1)
24
+
r2i (ri − 1)2a3i
48
(1 ≤ i ≤ 2). (3.19)
Proof. Let χ˜(x) = c0x
d + c1x
d−1 + c2xd−2 + · · ·+ cn. From Lemma 3.3, we get
c0 = µ
d1
1 µ
d2
2 , (3.20)
c1 = −1
2
µd11 µ
d2
2
(
d1p1
µ1
+
d2p2
µ2
)
, (3.21)
c2 =
1
4
µd11 µ
d2
2
(
2
R(Ω1)
µ21
+
d1d2p1p2
µ1µ2
+ 2
R(Ω2)
µ22
)
, (3.22)
where R(Ωi) is defined by (3.19) (1 ≤ i ≤ 2). By{
Dd−1χ˜(x) = c0Ad(x) + c1(d− 1)!,
Dd−2χ˜(x) = c0Bd(x) + c1Ad−1(x) + c2(d− 2)!, (3.23)
letting x = d and substituting (3.20), (3.21), (3.22), (3.15) and (3.16) into (3.23), we obtain (3.17)
and (3.18).
4 The proof of Theorem 1.4
(i) From the proof of Theorem 2.3, we know that the space Hα 6= {0} if and only if
α > max{n, p1 − 1
µ1
, . . . ,
pk − 1
µk
}.
Using (3.1), we obtain that εα(z1, . . . , zk, w) is a constant with respect to (z1, . . . , zk, w) if and only
if
Djχ˜(d) = 0 (0 ≤ j ≤ d− 1).
This is equivalent to
χ˜(x) =
d∑
j=0
Djχ˜(d)
j!
(x− d)j = D
dχ˜(d)
d!
(x− d)d =
k∏
j=1
µ
dj
j ·
d∏
j=1
(x− j),
which implies (1.7) by the definition of χ˜(x) (see (2.29)).
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(ii) Since there is no multiple divisor for the polynomial
∏d
j=1(x− j), by (1.7), we obtain that each
polynomial
χi(µix− pi) =
ri∏
j=1
(
µix− pi + 1 + (j − 1)ai
2
)
1+bi+(ri−j)ai
has no multiple divisor, namely each χi(x) has no multiple divisor.
(1) For the irreducible bounded symmetric domain ΩI(m,n) (1 ≤ m ≤ n), its rank r = m, the
characteristic multiplicities a = 2, b = n−m. Since
χ(x) =
m∏
j=1
(x+ j)m+n+1−2j , (4.1)
it is easy to see that χ(x) has no multiple divisor iff r = m = 1.
(2) For the irreducible bounded symmetric domain ΩII(2n) (n ≥ 3), its rank r = n, the characteristic
multiplicities a = 4, b = 0. The polynomial
χ(x) =
n∏
j=1
(x− 1 + 2j)4n+1−4j (4.2)
has multiple divisors x+ 3.
For the irreducible bounded symmetric domain ΩII(2n+1) (n ≥ 2), its rank r = n, the characteristic
multiplicities a = 4, b = 2. The polynomial
χ(x) =
n∏
j=1
(x− 1 + 2j)4n+3−4j (4.3)
has multiple divisors x+ 3.
(3) For the irreducible bounded symmetric domain ΩIII(n) (n ≥ 2), its rank r = n, the characteristic
multiplicities a = 1, b = 0. When n ≥ 3,
χ(x) =
n∏
j=1
(
x+
1 + j
2
)
n+1−j
(4.4)
has multiple divisors x+ 2. When n = 2,
χ(x) = (x+ 1)(x+ 2)
(
x+
3
2
)
(4.5)
has not any multiple divisor.
(4) For the irreducible bounded symmetric domain ΩIV (n) (n ≥ 5), its rank r = 2, the characteristic
multiplicities a = n− 2, b = 0. From
χ(x) = (x+ 1)n−1
(
x+
n
2
)
, (4.6)
we obtain that χ(x) has no multiple divisor if and only if n is odd.
(5) For the irreducible bounded symmetric domain ΩV(16), its rank r = 2, the characteristic mul-
tiplicities a = 6, b = 4. By
χ(x) = (x+ 1)11(x+ 4)5, (4.7)
we get that χ(x) has multiple divisors.
(6) For the irreducible bounded symmetric domain ΩVI(27), its rank r = 3, the characteristic
multiplicities a = 8, b = 0. The polynomial
χ(x) = (x+ 1)17(x+ 5)9(x+ 9) (4.8)
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has multiple divisors.
In summary, we have that if the metric αg(µ) on
(∏k
j=1Ωj
)Bd0
(µ) is balanced, then Ωi must be
biholomorphic to one of ΩI(1, n), ΩIII(2) or ΩIV (m) (m ≥ 5 and m are odd).
(iii) Using Theorem 1.4(i), it is easy to show that the metrics αg(µ) on(
B
d × B
)Bd0 (
1,
1
d+ 1
)
and
(B× ΩIII(2))B
d0
(
1,
1
2
)
are balanced.
Now suppose that αg(µ) on (Ω1 × Ω2)Bd0 (µ) is balanced, by Theorem 1.4(ii), we have that Ωj
(j = 1, 2) must be biholomorphic to one of ΩI(1, n), ΩIII(2) or ΩIV (m) (m ≥ 5 and m are odd).
(1) When (Ω1,Ω2) = (B
d1 ,Bd2), using (1.7), we get
d1∏
j=1
(
x− j
µ1
)
·
d2∏
j=1
(
x− j
µ2
)
=
d1+d2∏
j=1
(x− j). (4.9)
This means that jµ1 ,
l
µ2
(1 ≤ j ≤ d1, 1 ≤ l ≤ d2, j, l ∈ N) are zeros of the polynomial
∏d1+d2
j=1 (x− j).
Thus 1µ1 and
1
µ2
are integers. Assume d1 ≥ d2. Since d1µ1 is a zero of the polynomial
∏d1+d2
j=1 (x− j), we
get that d1µ1 ≤ d1 + d2 ≤ 2d1, and thus we have 1 ≤ 1µ1 ≤ 2.
If 1µ1 = 1, by (4.9), it follows that
d2
µ2
= d1 + d2,
1
µ2
= d1 + 1.
So (d1 − 2)(d2 − 1) = 0. If d2 ≥ 2, then d1 = d2 = 2 and 1µ2 = 3. But, in this case, the equation (4.9)
is not valid. Therefore, if 1µ1 = 1, then d2 = 1 and
1
µ2
= d1 + 1.
If 1µ1 = 2, since the number of even zeros of the left side of (4.9) is larger than or equal to d1 and
the number of even zeros is equal to
[
d1+d2
2
]
for the right side of (4.9), where [n] denotes the greatest
integer which is less than or equal to n, we get
d1 + d2
2
≥
[
d1 + d2
2
]
≥ d1.
This yilds d2 ≥ d1. From the assumption d1 ≥ d2, we have d1 = d2. If d1 = d2 > 1, since numbers
of odd zeros of both sides of (4.9) are not equal, this leads to a contradiction. If d1 = d2 = 1, using
(4.9), we obtain 1µ2 = 1.
(2) When (Ω1,Ω2) = (B
d1 ,ΩIII(2)), applying (1.7), we obtain
d1∏
j=1
(
x− j
µ1
)
·
(
x− 1
µ2
)(
x− 2
µ2
)(
x− 3
2µ2
)
=
d1+3∏
j=1
(x− j). (4.10)
This means that jµ1 (1 ≤ j ≤ d1), 1µ2 , 2µ2 and 32µ2 are zeros of the polynomial
∏d1+3
j=1 (x− j). So 1µ1 , 1µ2
and 32µ2 are integers, and thus
1
µ2
= 2t (i.e., 1µ2 is even). Since
∏d1
j=1
(
x− jµ1
)
is divisible by x − 1,
we get 1µ1 = 1 and so
(x− 2t)(x− 3t)(x− 4t) = (x− d1 − 1)(x − d1 − 2)(x− d1 − 3).
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Thus we have t = 1, d1 = 1.
(3) When (Ω1,Ω2) = (B
d1 ,ΩIV (d2)) (where d2 ≥ 5 are odd), (1.7) implies
d1∏
j=1
(
x− j
µ1
)
·
d2−1∏
j=1
(
x− j
µ2
)
·
(
x− d2
2µ2
)
=
d1+d2∏
j=1
(x− j). (4.11)
This implies that 1µ1 ,
1
µ2
and d22µ2 are integers (where d2 ≥ 5 are odd). So 1µ1 is an integer and 1µ2 is
even. From the number of even zeros of the left side of (4.11) is greater than or equal to
[
d1
2
]
+ d2− 1
and the number of even zeros is equal to
[
d1+d2
2
]
for the right side of (4.11), we have[
d1 + d2
2
]
≥
[
d1
2
]
+ d2 − 1.
Since
d1 + d2
2
−
(
d1
2
− 1
)
≥
[
d1 + d2
2
]
−
[
d1
2
]
,
we have d2 ≤ 4, this conflicts with d2 ≥ 5.
(4) When (Ω1,Ω2) = (ΩIII(2),ΩIII(2)), by (1.7), we obtain(
x− 1
µ1
)(
x− 2
µ1
)(
x− 3
2µ1
)(
x− 1
µ2
)(
x− 2
µ2
)(
x− 3
2µ2
)
=
6∏
j=1
(x− j). (4.12)
This implies that 1µ1 ,
1
µ2
, 32µ1 and
3
2µ2
are integers. So 1µ1 and
1
µ2
are even. Since the number of even
zeros of the left side of (4.12) is greater than or equal to 4 and the number of even zeros of the right
side of (4.12) is equal to 3, this leads to a contradiction.
(5) When (Ω1,Ω2) = (ΩIII(2),ΩIV (d2)), d2 ≥ 5 and d2 is odd, by (1.7), we have(
x− 1
µ1
)(
x− 2
µ1
)(
x− 3
2µ1
)
·
d2−1∏
j=1
(
x− j
µ2
)
·
(
x− d2
2µ2
)
=
3+d2∏
j=1
(x− j). (4.13)
Then 1µ1 ,
3
2µ1
, 1µ2 and
d2
2µ2
are zeros of
∏3+d2
j=1 (x− j). So 1µ1 and 1µ2 are even. In view of the number of
even zeros of the left side of (4.13) is greater than or equal to d2 + 1 and the number of even zeros of
the right side of (4.13) is equal to
[
3+d2
2
]
, we get
3 + d2
2
≥
[
3 + d2
2
]
≥ d2 + 1,
which means d2 ≤ 1, which conflicts with d2 ≥ 5.
(6) When (Ω1,Ω2) = (ΩIV (d1),ΩIV (d2)), d1 ≥ 5, d2 ≥ 5 and d1, d2 are odd, by (1.7), we have
d1−1∏
j=1
(
x− j
µ1
)
·
(
x− d1
2µ1
)
·
d2−1∏
j=1
(
x− j
µ2
)
·
(
x− d2
2µ2
)
=
d1+d2∏
j=1
(x− j). (4.14)
Then 1µ1 ,
d1
2µ1
, 1µ2 and
d2
2µ2
are zeros of
∏d1+d2
j=1 (x− j). So 1µ1 and 1µ2 are even. Since the number of even
zeros of the left side of (4.14) is greater than or equal to d1 + d2 − 2 and the number of even zeros of
the right side of (4.14) is equal to
[
d1+d2
2
]
, we have
d1 + d2
2
≥
[
d1 + d2
2
]
≥ d1 + d2 − 2.
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Therefore d1 + d2 ≤ 4, which conflicts with d1 ≥ 5 and d2 ≥ 5.
Combing the above results (1)-(6), we obtain that if αg(µ) on (Ω1 × Ω2)Bd0 (µ) is balanced, then
(Ω1 ×Ω2)Bd0 (µ) is biholomorphic to(
B
d × B
)Bd0 (
1,
1
d+ 1
)
or (B× ΩIII(2))B
d0
(
1,
1
2
)
.
5 The proof of Theorem 1.5
In order to proof Theorem 1.5, we need Lemma 5.1 and 5.2 below.
Lemma 5.1. Let Ω be an irreducible bounded symmetric domain in Cd in its Harish-Chandra real-
ization, and denote the rank r, the characteristic multiplicities a, b, the dimension d, the genus p, and
the Hua polynomial χ of Ω. Then
1
2
− 8
3(4d + 1)
< S(Ω) ≤ 1
2
− 1
2d
, (5.1)
where S(Ω) = 2R(Ω)
d2p2
(see (3.14) for R(Ω)).
Proof. Let x1, x2, . . . , xd be zeros of the polynomial χ(x − p). By (2.3), we know that x1, x2, . . . , xd
are real numbers. From Lemma 3.3, we have
d∑
i=1
xi =
1
2
dp, (5.2)
d∑
i=1
x2i =
r(p− 1)p(2p − 1)
6
− r(r − 1)a(3p
2 − 3p+ 1)
12
+
(r − 1)r(2r − 1)a2(p − 1)
24
− r
2(r − 1)2a3
48
, (5.3)
and
S(Ω) =
1
2
− 2
∑d
i=1 x
2
i
d2p2
. (5.4)
From (5.2) and (
d∑
i=1
xi
)2
≤ d
d∑
i=1
x2i ,
we obtain
2
∑d
i=1 x
2
i
d2p2
≥ 1
2d
, (5.5)
which implies
S(Ω) ≤ 1
2
− 1
2d
.
Now we show
1
2
− 8
3(4d + 1)
< S(Ω).
This is equivalent to
3(4d + 1)
{
r(p− 1)p(2p − 1)
6
− r(r − 1)a(3p
2 − 3p+ 1)
12
+
(r − 1)r(2r − 1)a2(p − 1)
24
− r
2(r − 1)2a3
48
}
− 4d2p2 < 0. (5.6)
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We now calculate the left side of (5.6) by using the classification of irreducible bounded symmetric
domains.
(1) For the irreducible bounded symmetric domain ΩI(m,n) (1 ≤ m ≤ n), its rank r = m, the
characteristic multiplicities a = 2, b = n−m, the dimension d = mn, the genus p = m+ n.
L.H.S of (5.6) = −1
2
mn(4m2n2 − 2m2 − 2n2 +mn+ 1) ≤ −1
2
mn. (5.7)
(2) For the irreducible bounded symmetric domain ΩII(2n) (n ≥ 3), its rank r = n, the characteristic
multiplicities a = 4, b = 0, the dimension d = n(2n− 1), the genus p = 2(2n − 1).
L.H.S of (5.6) = −n(32n5 − 80n4 + 60n3 − 4n2 − 9n + 2) ≤ −16n5. (5.8)
For the irreducible bounded symmetric domain ΩII(2n+1) (n ≥ 2), its rank r = n, the characteristic
multiplicities a = 4, b = 2, the dimension d = n(2n+ 1), the genus p = 4n.
L.H.S of (5.6) = −n(2n+ 1)(16n4 − 10n2 + 3n+ 1) ≤ −6n5(2n + 1). (5.9)
(3) For the irreducible bounded symmetric domain ΩIII(n) (n ≥ 2), its rank r = n, the characteristic
multiplicities a = 1, b = 0, the dimension d = n(n+ 1)/2, the genus p = n+ 1.
L.H.S of (5.6) = − 1
16
n(n+ 1)(2n4 + 8n3 + 7n2 − 5n− 4) ≤ −1
8
n5(n+ 1). (5.10)
(4) For the irreducible bounded symmetric domain ΩIV (n) (n ≥ 5), its rank r = 2, the characteristic
multiplicities a = n− 2, b = 0, the dimension d = n, the genus p = n.
L.H.S of (5.6) = −1
4
n(8n2 − 5n− 2) ≤ −1
4
n3. (5.11)
(5) For the irreducible bounded symmetric domain ΩV(16), its rank r = 2, the characteristic mul-
tiplicities a = 6, b = 4, the dimension d = 16, the genus p = 12.
L.H.S of (5.6) = −11736. (5.12)
(6) For the irreducible bounded symmetric domain ΩVI(27), its rank r = 3, the characteristic
multiplicities a = 8, b = 0, the dimension d = 27, the genus p = 18.
L.H.S of (5.6) = −76599. (5.13)
Combing the above (1)-(7), it follows that (5.6) holds. This completes the proof.
Lemma 5.2. Let Ωi be an irreducible bounded symmetric domain in C
di in its Harish-Chandra real-
ization, and denote the rank ri, the characteristic multiplicities ai, bi, the dimension di and the genus
pi of Ωi, 1 ≤ i ≤ 2. Assume that
d := d1 + d2, A := d(d+ 1), B := d(d + 1)
{
(d− 1)(d + 2)− 1
6
(d− 1)(3d + 10)
}
(5.14)
and
S(Ω1) :=
2R(Ω1)
d21p
2
1
, S(Ω2) :=
2R(Ω2)
d22p
2
2
. (5.15)
Then
S(Ω1) + S(Ω2) <
2B
A2
< 1 (5.16)
and
1
1− 2S(Ω1) +
1
1− 2S(Ω2) >
1
1− 2B
A2
. (5.17)
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Proof. By
d2 = (d1 + d2)
2 ≥ 4d1d2,
we get
1
2
(
1
d1
+
1
d2
)
>
2
3
2d+ 1
d(d+ 1)
. (5.18)
Using (5.1) and
B
A2
=
1
2
− 2d+ 1
3d(d + 1)
, (5.19)
we obtain
S(Ω1) + S(Ω2) ≤ 1− 1
2
(
1
d1
+
1
d2
)
< 1− 2
3
2d+ 1
d(d+ 1)
=
2B
A2
< 1.
From (5.19), we have
1
1− 2BA2
=
3
4
d+
3
8
− 3
8(2d + 1)
,
and combining with (5.1), we obtain
1
1− 2S(Ω1) +
1
1− 2S(Ω2) >
(
3
4
d1 +
3
16
)
+
(
3
4
d1 +
3
16
)
=
3
4
d+
3
8
>
1
1− 2B
A2
.
This completes the proof.
The proof of Theorem 1.5. It follows from (3.3) that the coefficient a2 of the expansion of the function
εα associated to ((Ω1 × Ω2)Bd0 (µ1, µ2), g(µ1, µ2)) is constant if and only if
Dd−1χ˜(d)
(d− 1)! =
Dd−2χ˜(d)
(d− 2)! = 0. (5.20)
From (3.17), (3.18) and (3.19), we get that a2 is constant if and only if{
d1p1
µ1
+ d2p2µ2 = d(d + 1),
2R(Ω1)
µ21
+ d1d2p1p2µ1µ2 + 2
R(Ω2)
µ22
= d(d + 1)
{
(d− 1)(d + 2)− 16(d− 1)(3d + 10)
}
.
(5.21)
Let
x1 =
d1p1
Aµ1
, x2 =
d2p2
Aµ2
. (5.22)
Then there exist positive solutions µ1, µ2 for (5.21) if only and if there exist positive solutions x1, x2
for (5.23) below. {
x1 + x2 = 1,
S(Ω1)x
2
1 + x1x2 + S(Ω2)x
2
2 =
B
A2
.
(5.23)
Solving the system of equations (5.23), we have x1 =
1−2S(Ω2)+
√
∆
2(1−S(Ω1)−S(Ω2)) ,
x2 =
1−2S(Ω1)−
√
∆
2(1−S(Ω1)−S(Ω2)) ,
(5.24)
or  x1 =
1−2S(Ω2)−
√
∆
2(1−S(Ω1)−S(Ω2)) ,
x2 =
1−2S(Ω1)+
√
∆
2(1−S(Ω1)−S(Ω2)) ,
(5.25)
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where
∆ = (1 − 2S(Ω1))2 − 4(1− S(Ω1)− S(Ω2))
(
B
A2
− S(Ω1)
)
= (1 − 2S(Ω2))2 − 4(1− S(Ω1)− S(Ω2))
(
B
A2
− S(Ω2)
)
= 1− 4B
A2
(1− S(Ω1)− S(Ω2))− 4S(Ω1)S(Ω2). (5.26)
From (5.1) and (5.16), we have that 1− 2S(Ω1) > 0, 1− 2S(Ω2) > 0 and 1− S(Ω1)− S(Ω2) > 0. So
there exist positive numbers x1, x2 satisfying (5.23) if only and if
∆ ≥ 0, 1− 2S(Ω1)−
√
∆ > 0 or ∆ ≥ 0, 1− 2S(Ω2)−
√
∆ > 0. (5.27)
That is
1
1− 2S(Ω1) +
1
1− 2S(Ω2) ≥
1
1− 2BA2
and S(Ω1) <
B
A2
(5.28)
or
1
1− 2S(Ω1) +
1
1− 2S(Ω2) ≥
1
1− 2B
A2
and S(Ω2) <
B
A2
. (5.29)
By (5.16) and (5.17), we get (5.28) and (5.29). Thus there exist positive numbers µ1, µ2 such
that (5.21) holds. Therefore there exist positive numbers µ1, µ2 such that the coefficient a2 of the
Rawnsley’s ε-function expansion of
(
(Ω1 × Ω2)Bd0 (µ1, µ2), g(µ1, µ2)
)
is a constant.
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