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1. INTRODUCTION
Recently, Badiale and Tarantello [1] studied questions of existence,
nonexistence, and multiplicity of positive solutions for a class of semilinear
equations under Dirichlet boundary condition,
−u = λHu− auq + u2∗−1 in  ∗
where  ⊂ RN (N ≥ 3) is a smooth bounded domain, H is the Heaviside
function, 2∗ ≡ 2N
N−2 is the well-known critical Sobolev exponent, 0 ≤ q <
2∗ − 1, and λ > 0, a ∈ R are parameters.
As was pointed out in [1], a starting point for the study of positive solu-
tions of ∗ is the nonexistence phenomenon on positive solutions of the
Dirichlet problem for the equation
−u = u2∗−1 in 
when, for instance,  is starshaped, as detected by Pohozaev [2]. Outstand-
ing results by Bre´zis and Nirenberg [3] related such phenomenon to the
lack of compactness of the embedding H10 ⊂ L2
∗, and important
variational techniques were developed to show that perturbations in the
form
−u = λuq + u2∗−1 in 
u > 0 in  u = 0 on ∂
where 1 ≤ q < 2∗ − 1 are solvable for suitable values of λ > 0. The case 0 <
q < 1 was more recently studied by Ambrosetti et al. in [4] with lower and
upper solution techniques combined with variational arguments where even
supercritical exponents (p > 2∗ − 1) were treated and results on multiplicity
and bifurcation with respect to λ were obtained.
It was shown in [1] (complementing a result in [5]) that there is some
 ∈ 0∞ such that the Dirichlet problem for the equation
−u = λ+ u2∗−1 in 
has a positive solution uλ if 0 < λ ≤  and has no positive solution if λ >
. Additionally, several sharp results on the existence and multiplicity of
positive solutions of the Dirichlet problem for ∗, when q = 0, and λ a >
0 are suitably taken were obtained in [1], and the asymptotic behavior of the
solutions relative to the parameter a was studied, as was their regularity.
In this paper we deal with the case  = RN; that is, we look for positive
solutions of
−u = λhxHu− auq + u2∗−1 in RN ∗λ
problems with critical sobolev exponents 105
with Ht = 0 if t ≤ 0 and Ht = 1 if t > 0. We remark that ∗λ
presents quite distinct features regarding the existence of positive solutions
for ∗ when  is bounded. Indeed, at ﬁrst we observe that, contrary to
the bounded  case, the equation
−u = λ+ u2∗−1 in RN
has no positive solution in H1RN ∩ L1RN whatever λ > 0. Indeed, if u
were such a solution,∫
RN
∇u2 dx = λ
∫
RN
udx+
∫
RN
u2
∗
dx
Now, by a variant, due to Berestycki and Lions [6] of the Pohozaev Identity,
we have ∫
RN
∇u2 dx = 2∗λ
∫
RN
udx+
∫
RN
u2
∗
dx
so that 2∗ − 1λ ∫RN u dx = 0, which is impossible. Similar arguments work
regarding
−u = λuq + u2∗−1 in RN
In addition, as is well known, the functions
ωx =
NN − 2N−24
+ x2N−22
x ∈ RN  > 0 (1.1)
are positive solutions of
−u = u2∗−1 in RN
and, by the way, taking  > 0 large one ﬁnds that ωx < a for all x ∈ RN
so that ω solves ∗λ as well. So we shall seek solutions u of ∗λ such that
the set u > a ≡ x ∈ RN  ux > a has a positive Lebesgue measure
that is measu > a > 0.
A rich literature is available by now on problems with discontinuous non-
linearities, and we refer the reader to Chang [7], Ambrosetti and Badiale
[8], Carl and Dietrich [9], Hu et al. [10], Carl and Heikkila [11], Cerami [12],
and their references. Several techniques have been developed or applied in
their study, such as variational methods for nondifferentiable functionals,
lower and upper solutions, global branching, and the theory of multivalued
mappings.
We shall use variational arguments applied to the nondifferentiable func-
tional associated to ∗λ,
Iλau = Qu − λu −u u ∈ D1 2 ∗I
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where D1 2 ≡ D1 2RN is the closure of C∞0 RN with respect to the norm
u =
(∫
RN
∇u2 dx
) 1
2

with an associated inner product given by u v = ∫RN ∇u · ∇v dx. Q, 
are the functionals
Qu ≡ 1
2
∫
RN
∇u2 dx u ≡
∫
RN
hxFudx u ≡ 1
2∗
∫
RN
u2
∗
+ dx
and
Fu =
∫ u
0
f tdt with f t = Ht − atq+ for t ∈ R and u2
∗
+ = u+2
∗

where we are using the notation s+ ≡ maxs 0. Henceforth in this work
the function h is nonnegative with
h ∈ LαRN ∩ L1RN where α = 2
∗
2∗ − q+ 1  H
Our main result is
Theorem 1.1. Let h satisfy (H) and assume 0 ≤ q < 2∗ − 1, λ, a > 0.
Then
(i) if 0 ≤ q ≤ 1, there are λ∗ > 0 and a∗ = a∗λ > 0, 0 < λ < λ∗,
such that for each λ a ∈ 0 λ∗ × 0 a∗ there exist positive functions ui ≡
uiλ a ∈ D1 2 ∩W 2 2
∗
loc , i = 1 2, satisfying
(i)1 −ui = λhxHui − auqi + u2
∗−1
i a.e. in R
N,
(i)2 measui > a > 0,
(i)3 Iλ au2 < 0 < Iλ au1,
(ii) if 1 < q < 2∗ − 1, there is a positive function u0 ≡ u0λ a ∈
D1 2 ∩W 2 2∗loc such that
(ii)1 −u0 = λhxHu0 − auq0 + u2
∗−1
0 a.e. in R
N,
(ii)2 measu0 > a > 0,
(iii)3 Iλ au0 > 0.
Remark 11. In the proof of Theorem 1.1, we will use some arguments
found in Alves [13] and Goncalves and Alves [14], who treated the “limit
case” a = 0.
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2. ABSTRACT FRAMEWORK AND BASIC RESULTS
We begin recalling some elements of the critical point theory for locally
Lipschitz functionals developed by Chang [7] based on convex analysis
and Clarke’s subdifferential calculus [15]. Letting X be a Banach space,
a functional I X → R is locally Lipschitz (I ∈ LiplocXR in short) if
given u ∈ X there is some neighborhood V ≡ Vu ⊂ X and a constant
K ≡ KV > 0 such that
Iv2 − Iv1 ≤ Kv2 − v1 vi ∈ V
The directional derivative of such an I on u in the direction of v ∈ X is
deﬁned by
I0u v = lim sup
h→0 λ↓0
Iu+ h+ λv − Iu+ h
λ

It follows that I0u  is subadditive and positively homogeneous; that is,
I0u v1 + v2 ≤ I0u v1 + I0u v2
I0uλv = λI0u v
for all u v v1 v2 ∈ X, and λ > 0. Using these conditions, we have
I0u v1 − I0u v2 ≤ I0u v1 − v2 ≤ Kv1 − v2
for some K = Ku > 0. Hence, I0u · is continuous, and since it is also
convex its subdifferential at z ∈ X is given by
∂I0u z = µ ∈ X∗  I0u v ≥ I0u z + µ v − z v ∈ X
where   is the duality pairing between X∗ and X. The generalized gra-
dient of I at u is the set
∂Iu = µ ∈ X∗  I0u v ≥ µ v v ∈ X
and since I0u 0 = 0, ∂Iu is just the subdifferential of I0u · at z = 0.
The following properties can be shown to hold true:
∂Iu ⊂ X∗ is convex, nonempty, and w∗-compact
mu ≡ minµX∗  µ ∈ ∂Iu ∈ R
∂Iu = I ′u when I ∈ C1X R
A point u0 ∈ X is said to be a critical point of I if 0 ∈ ∂Iu0 and c ∈ R is a
critical value of I if there exists a critical point u0 ∈ X of I with Iu0 = c.
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We point out that a local minimum u0 ∈ X of I is a critical point. Indeed,
letting λ > 0, we have
0 ≤ lim sup
h→0 λ↓0
Iu0 + λv − Iu0
λ
≤ lim sup
h→0 λ↓0
Iu0 + h+ λv − Iu0 + h
λ
= I0u0 v v ∈ X
so that 0 v = 0 ≤ I0u0 v, v ∈ X, and thus 0 ∈ ∂Iu0. We shall use
the following version of the Ambrosetti and Rabinowitz Mountain Pass
Theorem [16] and give a proof of it in the Appendix.
Theorem 2.1. Let X be a Banach space and let I ∈ LiplocXR such
that I0 = 0. Assume there are ρ, r > 0 and e ∈ X with e > r such that
Iu ≥ ρ if u = r and Ie ≤ 0 (2.1)
Let
c ≡ inf
γ∈0
max
t∈01
Iγt
where
0 = γ ∈ C0 1X  γ0 = 0 γ1 = e
Then c ≥ ρ, and there is some sequence un ∈ X such that
Iun → c and mun → 0 (2.2)
Remark 2.2. (i) Condition (2.1) is referred to as the Mountain Pass
Geometry, and c is the Mountain Pass level; (ii) a sequence un ∈ X which
satisﬁes (2.2) is labeled a PSc sequence; (iii) we observe that if I ∈
C1XR then mun → 0 means that I ′un → 0 in X∗; (iv) all of the
limits of sequences in this work are taken as n→∞.
Next we recall a form of the Ekeland Variational Principle (Ekeland [17])
and a version of the von Neumann and Ky Fan minimax principle (Bre´zis
et al. [18, Proposition 1]) suitable for our purposes.
Theorem 2.3. Let X ≡ Xd be a complete metric space and let I X →
R be a lower semicontinuous (l.s.c.) functional. Then given any  > 0, there
is u ∈ X such that
Iu ≤ inf
X
I + 
Iu < Iu + du u u = u
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Theorem 2.4. Let X be a Hilbert space and let AB ⊂ X be convex sets.
If F  A× B→ R satisﬁes
v ∈ X  −Fu v < c is convex for all u ∈ A c ∈ R
u ∈ X  Fu v < c is convex for all v ∈ B c ∈ R
F· v is lower semicontinuous in A for all v ∈ B
−Fu · is l. s.c. in B ∩Xn for all u ∈ A
where Xn ⊂ X dimXn <∞
there are v˜ ∈ B and λ > supA infB Fu v such that u ∈ A  Fu v˜ ≤ λ
is compact.
Then
sup
B
inf
A
Fu v = inf
A
sup
B
Fu v
Next we introduce a few notations. If ζ is a Lebesgue integrable function
we write
∫
ζ dx for
∫
RN ζ dx, and if ζ ∈ LpRN ≡ Lp, where p ∈ 1∞,ζp is its usual norm. Setting f t ± 0 ≡ lim→0 f t ±  and recalling
that h is nonnegative, we have 0 ≤ hxf ux − 0 ≤ hxf ux + 0 ≤
hxuq+x, a.e. x ∈ RN for any u ∈ D1 2. Let us denote by S the best con-
stant for the embedding
D1 2 ↪→ L2∗ that is S = min
u∈D1 2
u=0
∫ ∇u2 dx
∫ u2∗ dx 22∗ 
At this point, for 0 ≤ q ≤ 1 and λ > 0 small we consider the function
g 0∞ → R given by
gt = S
N
t2 + λ
(
1
2∗
− 1
q+ 1
)
hαtq+1 (2.3)
Setting
Mλ = min
t∈0∞
gt (2.4)
we remark that Mλ = −M̂λ
2
1−q if 0 ≤ q < 1 and Mλ = 0 if q = 1, where M̂
is a positive constant depending only on q, N, and hα, so that Mλ → 0 as
λ→ 0. Some technical results will be established in what follows.
Lemma 2.5. Let h be as in Theorem 1.1. Then Iλ a ∈ LiplocD1 2R for
each λ a > 0. Moreover, Iλ a satisﬁes the Mountain Pass Geometry provided
either one of the following conditions holds:
(i) 0 ≤ q ≤ 1, a > 0, and λ ∈ 0 λ0 for some λ0 > 0,
(ii) 1 < q < 2∗ − 1, a > 0 and λ > 0.
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Lemma 2.6. Let h be as in Theorem 1.1, 0 ≤ q < 2∗ − 1. If u ∈ D1 2 and
ω ∈ ∂u then
ωx ∈ hxf ux − 0 hxf ux + 0 a.e. x ∈ RN
Lemma 2.7. Let h be as in Theorem 1.1 and 0 ≤ q < 2∗ − 1. Then Iλ a
satisﬁes PSc provided one of the conditions below holds:
(i) 0 ≤ q ≤ 1 and 0 < c < 1
N
S
N
2 +Mλ,
(ii) 1 < q < 2∗ − 1 and 0 < c < 1
N
S
N
2 .
Lemma 2.8. Let h be as in Theorem 1.1 and let 0 ≤ q < 2∗ − 1. If, in
addition, ρ > 0 is the Mountain Pass Geometry constant given by Theorem 2.1
and Lemma 2.5, the Mountain Pass level c satisﬁes
(i) ρ ≤ c < 1
N
S
N
2 +Mλ for 0 ≤ q ≤ 1 λ a ∈ 0 λ1 × 0 a∗1 for
some λ1 > 0 and a∗1 > 0,
(ii) ρ ≤ c < 1
N
S
N
2 1 < q < 2∗ − 1 for λ, a > 0.
3. PROOFS
Proof of Lemma 2.5. At ﬁrst we show that Iλ a ∈ LiplocD1 2R for
each λ a > 0. Indeed by ∗I ,
Iλ au = Qu − λu −u u ∈ D1 2
and we also have
u −v ≤
∫ ∣∣∣ ∫ v
u
hxtq dt
∣∣∣dx
≤
∫
hxuxq + vxqux − vxdx
≤ 2hαwq2∗ u− v2∗
where 2wx ≡ maxux vx. Using the embedding D1 2 ↪→ L2∗ ,
we infer that there is a neighborhood V ≡ Vu ⊂ D1 2 of u such that
u −v ≤ 2hα sup
w∈V
wq2∗u− v
So  ∈ LiplocD1 2R, and since Q ∈ C1D1 2R, it follows that Iλ a ∈
LiplocD1 2R for each λ a > 0. Next we will show that Iλ a satisﬁes the
Mountain Pass Geometry for suitable values of λ a > 0. Indeed, taking
0 ≤ q < 2∗ − 1, we have
Iλ au ≥
1
2
u2 − λ
q+ 1 hαu
q+1
2∗ −
1
2∗
u2∗2∗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such that
Iλ au≥
1
2
u2 − λS
− q+12
q+ 1 hαu
q+1 − S
− 22∗
2∗
u2∗
= u2
(
1
2
− λδuq−1 − βu2∗−2
)

where
δ = S
− q+12
q+ 1 hα and β =
S−
2
2∗
2∗

Now we distinguish between two cases:
Case (i) 0 ≤ q ≤ 1. Making Ps ≡ 12 −βs2
∗−2, we remark that Ps > 14
if s ≤ r =  14β
N−2
4 . Thus
Ps − λδsq−1 > 1
8
if λ ≤ λ0 ≡
1
8δrq−1

and so there exists ρ > 0 such that
Iλ au ≥ ρ whenever u = r λ ∈ 0 λ0 and a > 0
Taking ϕ ∈ D1 2 ϕ > 0, we get
Iλ atϕ ≤
t2
2
ϕ2 − t
2∗
2∗
∫
ϕ2
∗
dx t > 0
such that Iλ atϕ → −∞ as t → ∞, showing that Ie ≤ 0 for some e ∈
D1 2 with e > r.
Case (ii) 1 < q < 2∗ − 1. Setting Ps ≡ λδsq−1+βs2∗−2, it follows that
Ps → 0 as s → 0, so that there is some r > 0 such that 12 − Pu > 0
whenever u = r. Taking ϕ as above,
Iλ atϕ ≤
t2
2
ϕ2 − t
2∗
2∗
∫
ϕ2
∗
dx t > 0
such that Iλ atϕ → −∞ as t → ∞, showing that Ie ≤ 0 for some
e ∈ D1 2 with e > r.
Proof of Lemma 2.6. Let v ∈ C∞0 RN µn → 0 in D1 2 and δn ↓ 0 such
that
0u v = lim
n→∞
u+ µn + δnv −u+ µn
δn
= lim
n→∞
(∫
v>0
hxGnvxdx+
∫
v<0
hxGnvxdx
)
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where
Gnvx =
1
δn
Fux + µnx + δnvx − Fux + µnx
Since µn → 0 in D1 2 and taking a subsequence if necessary, one has
µnx → 0 a.e. in RN and, moreover, for each x such that vx > 0,
lim
n→∞hxGnvx ≤ hxf ux + 0vx a.e. in R
N
Now, observing that
hxGnvx ≤
hx
δn
∣∣∣∣ ∫ ux+µnx+δnvx
ux+µnx
tqdt
∣∣∣∣
≤ Chxuxq + µnxq + δnvxqvx
from µn → 0 in L2∗ , there is µ in L2∗ such that µnx ≤ µx a.e. in RN,
so
hxGnvx ≤ Chxuxqvx
+hxµxqvx + hxvq+1 ∈ L1
Hence by Fatou’s lemma, we conclude that
lim
n→∞
∫
v>0
hxGnvxdx ≤
∫
v>0
hxf ux + 0vxdx
Similarly it follows that
lim
n→∞
∫
v<0
hxGnvxdx ≤
∫
v<0
hxf ux − 0vxdx
From the above and by density, we arrive at the following crucial inequality:
0u v ≤
∫
v>0
hxf ux + 0vxdx
+
∫
v<0
hxf ux − 0vxdx v ∈ D1 2 (3.1)
Let ω ∈ ∂u ⊂ L 2NN+2 . Assume there is A ⊂ RN with measA > 0 such
that
ωx < hxf ux − 0 in A
Hence, there is B ⊂ A such that both 0 < measB < +∞ and∫
B
ωxdx <
∫
B
hxf ux − 0dx
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Now, setting v¯ = −χB ∈ L2∗ in (3.1), one gets
−
∫
B
ωxdx =
∫
ωxv¯xdx
≤
∫
v¯<0
hxf ux − 0v¯ dx
= −
∫
B
hxf ux − 0dx
which is a contradiction. Therefore we have
hxf ux − 0 ≤ ωx a.e. in RN
Similar arguments show that ωx ≤ hxf ux + 0 a.e. in RN, and the
result readily follows.
Proof of Lemma 2.7. Let un be a sequence in D1 2 satisfying (2.2). Take
wn ∈ D1 2 such that mun = wn and ρn ∈ ∂un satisfying
wn = Q′un − λρn −′un (3.2)
We claim that un ≤ C, for some positive constant C. At ﬁrst notice that
from (3.1) one has
ρn ϕ ≤ 0un ϕ ≤ 0 for ϕ ≤ 0 (3.3)
Hence, setting un− = un−, where un− ≡ max0−un, we have
wn un− = −un−2 + λρn−un− ≤ −un−2
and then
un−2 − wnun− ≤ 0 (3.4)
where we obtain that un− ≤ C for some constant. To proceed further,
suppose that
un− → L > 0
and choose 0 < ε < L such that wn < ε for large n. Now, taking the
limit in (3.4) as n → ∞, one gets L2 − εL ≤ 0, which is a contradiction.
We conclude that
un− → 0
Furthermore, one has from (3.2) that
wn + λρn un = un2 −
∫
u2
∗
n+ dx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and so
Iλ aun −
1
2∗
wn + λρn un =
1
N
un2 − λun
Since un is a PSc sequence,
Iλ aun −
1
2∗
wn + λρn un ≤ C + Cun −
1
2∗
ρn un
Now, writing un = un+ − un−, we have
ρn un = ρn un+ + ρn−un−
Applying (3.2) and Lemma 2.6, we arrive at
Iλ aun −
1
2∗
wn + λρn un ≤ C + Cun +
S−
q+1
2 λ
2∗
hαunq+1
and consequently
1
N
un2 −
S−
q+1
2 λ
q+ 1 hαun
q+1 ≤ C + Cun +
S−
q+1
2 λ
2∗
hαunq+1
Then
un2 − Cunq+1 ≤ C + Cun
For 0 ≤ q < 1, un ≤ C. If q = 1 we pick λ2 satisfying 1N − S−
q+1
2 hαλ/
q+ 1 > 0 for λ ∈ 0 λ2. In the case 1 < q < 2∗ − 1 we proceed as
before, since we have
Iλ aun −
1
q+ 1wn + λρn un
= q− 1
2q+ 1un
2 − λ
q+ 1
∫
un>a
hxuq+1n − aq+1dx
+
(
1
q+ 1 −
1
2∗
) ∫
u2
∗
n dx
≥ q− 1
2q+ 1un
2 − λ
q+ 1
∫
un>a
hxuq+1n − aq+1dx
and
Iλ aun −
1
q+ 1wn + λρn un
≤ C + Cun −
λ
q+ 1
∫
un>a
hxuq+1n dx
≤ C + Cun −
λ
q+ 1
∫
un>a
hxuq+1n − aq+1dx
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Therefore we get
q− 1
2q+ 1un
2 − Cun ≤ C
So un is bounded. We may assume that un ≥ 0. In fact, observing that
lim
n→∞ Iλ aun = limn→∞Iλ aun+ − Iλ aun− = limn→∞ Iλ aun+
and
wn un = un2 − λρn un −
∫
un
2∗
+ dx
= un+2 + un−2 − λρn un+ + λρn un− +
∫
un
2∗
+ dx
= wn un+ + on1
where on1 denotes a sequence such that on1 → 0, the claim readily
follows. In any case, we get some u ∈ D1 2 such that u ≥ 0 and
un ⇀ u in D
1 2 and unx → ux a.e. x ∈ RN
Now using (3.2), we infer that ρn is bounded in D1 2, and so there is some
ρ0 ∈ D1 2 such that both ρn ⇀ ρ0 in D1 2 and ρnx → ρ0x a.e. x ∈ RN.
Using Lemma 2.6 (follow its proof) and the fact that ρn ∈ ∂un, we have
ρnx ∈ hxf unx − 0 hxf unx + 0 a.e. x ∈ RN (3.5)
Hence
ρ0x ∈ hxf ux − 0 hxf ux + 0 a.e. x ∈ RN (3.6)
Next we will prove that un → u in D1 2. Indeed, consider vn = un − u and
assume that vn2 → C > 0. We have that
wn vn =
∫
∇un∇vn dx− λρn vn −
∫
u2
∗−1
n vn dx
and using the fact that, by (3.5), ρnx ∈ 0 hxuqn+x a.e. x ∈ RN, we
have
wn vn ≥
∫
∇vn2 dx+
∫
∇u∇vn dx− λ
∫
hxuqnvn+ dx−
∫
u2
∗−1
n vn+ dx
Now by the above inequality, we get
C+ on1 ≤ λ
∫
hxuqnvn+ dx+
∫
u2
∗−1
n vn+ dx
= λ
∫
un>u
hxuqnun − udx+
∫
un>u
u2
∗−1
n un − udx
= λ
∫
un>u
hxuq+1n dx− λ
∫
un>u
hxuqnu dx+
∫
un>u
u2
∗
n dx
−
∫
un>u
u2
∗−1
n u dx
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that is,
C+ on1 ≤ λ
∫
hxuq+1n dx− λ
∫
un≤u
hxuq+1n dx− λ
∫
hxuqnu dx
+λ
∫
un≤u
hxuqnu dx+
∫
u2
∗
n dx−
∫
u2
∗−1
n u dx
+
∫
un≤u
u2
∗−1
n u dx−
∫
un≤u
u2
∗
n dx+ on1
Thus, using Lebesgue’s Theorem and Bre´zis and Lieb [19, Theorem 1], it
follows that
C+ on1 ≤
∫
vn2
∗
dx+ on1
Now passing to the limit above, using both the deﬁnition of S and vn2 →
C, we ﬁnd
SC
2
2∗ ≤ C
and thus S
N
2 ≤ C. Once again we consider two cases:
Case (i) 0 ≤ q ≤ 1 and 0 < c < S N2 /N +Mλ. Using (3.2) and recalling
that wn un = on1,
Iλ aun = Iλ aun −
1
2∗
wn un + on1
= 1
N
un2 +
λ
2∗
ρn un −
λ
q+ 1
∫
un>a
hxuq+1n − aq+1dx
+on1
Using the deﬁnition of vn, Lemma 2.6, and the fact that∫
hxuq+1n dx =
∫
hxuq+1 dx+ on1
we obtain
Iλ aun ≥
1
N
vn2 +
1
N
u2 + λ
(
1
2∗
− 1
q+ 1
) ∫
hxuq+1 dx+ on1
Thus
Iλ aun ≥
1
N
vn2 +
S
N
u22∗ + λ
(
1
2∗
− 1
q+ 1
)
hαuq+12∗ + on1
and
Iλ aun ≥
1
N
vn2 + gu2∗ + on1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where g was introduced in (2.3). Consequently
Iλ aun ≥
1
N
vn2 +Mλ + on1
and, passing to the limit in the last inequality, we get
c ≥ S
N
2
N
+Mλ
contradicting c < S
N
2 /N +Mλ. Hence C = 0 and un → u in D1 2.
Case (ii) 1 < q < 2∗ − 1 and 0 < c < 1
N
S
N
2 . By deﬁnition,
Iλ aun =
1
2
un2 −
λ
q+ 1
∫
un>a
hxuq+1n − aq+1dx−
1
2∗
∫
u2
∗
n dx
and by (3.5),
Iλ aun ≥
1
2
vn2 +
1
2
u2 +
∫
∇vn∇u−
λ
q+ 1ρn un −
1
2∗
∫
u2
∗
n dx
= 1
2
vn2 +
1
2
u2 − λ
q+ 1ρn vn −
λ
q+ 1ρn u −
1
2∗
∫
u2
∗
n dx
+on1
Using (3.2),
wn vn =
∫
∇un∇vn dx− λρn vn −
∫
u2
∗−1
n vn dx
=
∫
∇vn2 dx+
∫
∇u∇vn dx− λρn vn −
∫
u2
∗−1
n vn dx
so that by (3.5) again,
Iλaun−
1
2∗
wnvn=
1
N
vn2−λ
(
1
q+1−
1
2∗
)
ρnvn+on1
+ 1
2
u2− λ
q+1ρnu−
1
2∗
∫
u2
∗−1
n udx
≥ 1
N
vn2−λ
(
1
q+1−
1
2∗
)∫
hxuqnvn+dx+on1
+ 1
q+1
(∫
∇u∇un+on1−ρnu−
∫
u2
∗−1
n udx
)

Remarking that
wn u =
∫
∇u∇un + on1 − ρn u −
∫
u2
∗−1
n u dx
and
∫
hxuqnvn+ dx = on1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it follows that
Iλ aun −
1
2∗
wn vn ≥
1
N
vn2 + on1
and taking limits in the last inequality we get c ≥ C
N
, which is impossible.
Proof of Lemma 28. By the proof of Lemma 2.5, given  > 0 take ϕ =
ω, ω as in (1.1), and take e = tω for some t > 0 such that tω > r,
and the Mountain Pass Geometry is satisﬁed; that is, Iλ au ≥ ρ, whenever
u = r, and Iλ atω ≤ 0. We will use the following well-known relation
between S and ω:
ω2 = ω2
∗
2∗ = S
N
2   > 0 (3.7)
For the case 1 < q < 2∗ − 1, let tˆ be such that
max
t≥0
Iλ atω = Iλ a̂tω =
t̂2 S
N
2
2
− λ
∫
hF ̂twdx−
t̂2
∗
 S
N
2
2∗
= ϑ̂tS
N
2 − λ
∫
hF ̂tdx (3.8)
where
ϑt ≡ t
2
2
− t
2∗
2∗
 t ≥ 0
Noticing that maxt≥0ϑt = ϑ1, we have
max
t≥0
Iλ atω ≤
1
N
S
N
2 − λ
∫
hF ̂tωdx  > 0
By the Mountain Pass Geometry and (3.8) there is t0 > 0 such that t̂ ≥ t0
for  small enough. Taking  even smaller, it follows that ω0 > a/t0, and
we get ∫
hF ̂tωdx ≥
∫
hFt0ωdx > 0
Thus
max
t≥0
Iλ atωε <
S
N
2
N

and as a consequence, c < S
N
2 /N . Now for q = 1,Mλ = 0 and the argument
above works as well. For 0 ≤ q < 1, we begin recalling that Mλ → 0 as
λ→ 0, so that we choose λ2 > 0 such that
S
N
2
N
+Mλ > 0 for λ ∈ 0 λ2
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Using (3.7) again, there is t0 > 0 such that for t ∈ 0 t0
Iλ atwε ≤
1
N
S
N
2 +Mλ for each  > 0
Now, take  > 0 such that ωε0 > a/t0. Hence for t ≥ t0, a = t0wε >
a ⊂ twε > a and
Iλ atwε ≤ ϑtS
N
2 − λ
∫
a
Ftwεdx
= ϑtS N2 − λ
q+ 1
∫
a
hxtwεq+1 − aq+1dx
Using again maxt≥0ϑt = ϑ1, we get for t ≥ t0,
Iλ atwε ≤
1
N
S
N
2 − λt
q+1
0
q+ 1
∫
a
hx
(
wq+1ε −
(
a
t0
)q+1)
dx
Now, we claim that there is λ3 > 0 satisfying
λc1 > M̂λ
2
1−q for λ ∈ 0 λ3 (3.9)
where c1 ≡ c1a ≡ tq+10 /q + 1
∫
a
hxwq+1ε − a/t0q+1dx, and M̂
was deﬁned immediately following (2.4). In fact, pointing out that there
are ξ > 0 and a∗1 > 0 verifying
c1a > ξ for all a ∈ 0 a∗1
and taking
λ <
(
ξ
M̂
) 1−q
1+q
≡ λ3 <
(
c1
M̂
) 1−q
1+q
for all a ∈ 0 a∗1
(3.9) holds true. Hence, making λ1 ≡ minλ2 λ3, we ﬁnd
Iλ atwε <
1
N
S
N
2 +Mλ for t ≥ t0
and consequently,
sup
t≥0
Iλ atwε <
1
N
S
N
2 +Mλ for all λ ∈ 0 λ1
which completes the proof of Lemma 2.8.
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Proof of Theorem 11. We consider ﬁrst 0 ≤ q ≤ 1 and begin showing
the existence of u1. Let λ0 λ1 a∗1 be given as by Lemmas 2.5 and 2.8. Let
λ∗ = minλ0 λ1 and take λ ∈ 0 λ∗, a ∈ 0 a∗1. Since by Lemma 2.5,
Iλ a ∈ LiplocD1 2R and satisﬁes the Mountain Pass Geometry, take a
sequence un ∈ D1 2 satisfying (2.2), pick wn ∈ D1 2 such that mun = wn
and further choose ρn ∈ ∂un satisfying (3.2). Using arguments as in the
proof of Lemma 2.7, we infer by passing to subsequences that un ⇀ u1 in
D1 2 and un → u1 a.e. in RN for some u1 ∈ D1 2 with u1 ≥ 0. Moreover,
applying (3.2) and passing to subsequences, ρn ⇀ ρ0 in D1 2 and ρn → ρ0
a.e. in RN for some ρ0 ∈ D1 2. Furthermore, multiplying (3.2) by ϕ ∈ D1 2
and passing to the limit, one gets
0 =
∫
∇u1∇ϕdx− λ
∫
ρ0ϕdx+
∫
u2
∗−1
1 ϕdx
By the interior elliptic estimates we infer that u1 ∈ W 2 2
∗
loc , and it follows
from Lemma 2.6 that
−u1 − u2
∗−1
1 ∈ λhxf u1x − 0 hxf u1x + 0 a.e. x ∈ RN
Also by the proof of Lemma 2.7, un → u1 in D1 2, so that Iλau1 > 0 and
u1 ≡ 0. Making
0au1 = x ∈ RN u1x = a
we claim that meas0au1 = 0. In fact, otherwise one would have
0 ∈ a2∗−1 λhxaq + a2∗−1
But this is impossible, and therefore u1 satisﬁes i1. Next we claim that u1
satisﬁes i2. Indeed, assume, by contradiction, that measu1 > a = 0.
Then
S
(∫
u12
∗
dx
) 2
2∗
≤ u12 =
∫
u2
∗
1 dx
and, as a consequence,
∫
u2
∗
1 dx ≥ S
N
2 , and so
Iλ au1 =
1
2
u12 −
1
2∗
∫
u2
∗
1 dx =
1
N
∫
u2
∗
1 dx ≥
1
N
S
N
2 
But using Lemma 2.7 again, Iλ au1 = c < 1N S
N
2 , which gives a contradic-
tion, and so the claim holds true. To show the existence of u2 we deﬁne the
auxiliary function
vτx =


τa x ≤ 12 ,
2τa1− x 12 ≤ x ≤ 1
0 x ≥ 1,
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where τ > q+ 2 1q+1 . Notice that vτ ∈ D1 2 and
vτ2 =
∫
x≤1
∇vτ2 dx ≤ 4ωNτ2a2
where ωN is the volume of the unit ball of RN. If a <
√
r/4√ωNτ ≡ a1,
where r is given by the Mountain Pass Geometry, we have vτ ∈ Br , where
Br is the ball in D1 2 with radius r centered at the origin. On the other
hand,∫
hx
∫ vτx
0
f tdt dx ≥ 1
q+ 1
∫
x≤ 12 
hxτaq+1 − aq+1dx
= aq+1 τ
q+1 − 1
q+ 1
∫
x≤ 12 
hxdx
so that
Iλ avτ ≤ aq+1
(
4τ2ωNa
1−q − λτ
q+1 − 1
q+ 1
∫
x≤ 12 
hxdx
)

Therefore, if c1 τ = τq+1 − 1/τ2q+ 1
∫
x≤ 12  hxdx and c2 τ = 4τ
2ωN ,
then Iλ avτ < 0 provided a1−q < λc1 τ/c2 τ ≡ a1−q2 . Setting a∗λ =
mina1 a2 a∗1, we ﬁnd that −∞ < inf $Br Iλ a < 0 for a ∈ 0 a∗. Applying
Theorem 2.3 to Iλ a $Br → $Br , there is uε ∈ $Br such that
Iλ auε < inf$Br
Iλ a + ε and Iλ auε < Iλ au + εu− uε
u = uε (3.10)
Letting
0 < ε < inf
∂Br
Iλ a − inf$Br
Iλ a
we have
Iλ auε ≤ inf$Br
Iλ a + ε < inf
∂Br
Iλ a
and so uε ∈ Br . Let v ∈ D1 2 and take δ > 0 small such that uε + δv ∈ Br .
From (3.10) we get
Iλ auε + δv − Iλ auε + δεv > 0
from which
−εv ≤ lim sup
δ↓0
Iλ auε + δv − Iλ auε
δ
≤ I0λ auε v
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From
I0λ au v = max
ω∈∂Iλ au
ω v
we get, by interchanging v with −v,
−εv ≤ max
ω∈∂Iλ auε
ω−v = − min
ω∈∂Iλ auε
ω v
Hence
min
ω∈∂Iλ auε
ω v ≤ εv
which gives
sup
v≤1
min
ω∈∂Iλ auε
ω v ≤ ε
By Theorem 2.4 we obtain
min
ω∈∂Iλ auε
sup
v≤1
ω v ≤ ε
This together with (3.10) gives that there exists un ∈ Br such that both
Iλ aun → c and min
ω∈∂Iλ aun
ω → 0 as n→∞
Therefore, from Lemma 2.7 there is a function u2 ∈ D1 2 and a subse-
quence of un (still labeled un) such that un → u2 in D1 2 and Iλ au2 =
inf$Br I < 0. In addition, we have that measu2 > a = 0, because if oth-
erwise u2x ≤ a a.e. x ∈ RN, then Iλ au2 ≥ 1N S
N
2 , which is impossible.
The existence proof of u0, for the case 1 < q < 2∗ − 1, follows the same
lines as that of u1. The proof of Theorem 1.1 is ﬁnished.
4. APPENDIX
In this section we give the proof of Theorem 2.1, which follows imme-
diately from the general Theorem 4.1 below, originally proved for C1
functionals by Bre´zis [20]. Many extensions of it in the framework of
C1 functionals appeared in the literature, and we refer the reader to Br´ezis
and Nirenberg [21], Figueiredo [22], and Mawhin and Willem [23]. Ver-
sions for nonsmooth functionals were given by Ghoussoub and Preiss [24],
Ra˜dulescu [25], Choulli et al. [26].
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Theorem 4.1. Assume  ∈ LiplocXR. Let K be a compact metric
space, K0 ⊂ K, with K0 = % and f0 ∈ CK0X. Set
0 ≡ f ∈ CKX  f K0 = f0
c ≡ inf
f∈0
max
t∈K
f t
Assume that for each f ∈ 0 there is some tf ∈ K\K0 such that
max
t∈K
f t = f tf  (4.1)
Then there exists a sequence un ∈ X verifying
un → c and min
ω∈∂un
ωX ′ → 0
Proof of Theorem 21. As in [20, 22] it sufﬁces to take in Theorem 4.1,
K ≡ 0 1, K0 ≡ 0 1, and f0 K0 → X given by f00 = 0 and f01 = e.
Proof of Theorem 41. Given ε > 0 let
ψt ≡ mindtK0 1 t ∈ K
εf  ≡ max
t∈K
f t + εψt f ∈ 0
cε ≡ inf
f∈0
εf 
Using the fact thatM = 0 ·CKX is a complete metric space, εM →
R is continuous and bounded from below, there is, by Theorem 2.3, some
gε ∈M satisfying
c ≤ cε ≤ εgε < cε + ε ≤ c + 2ε (4.2)
εf  −εgε + εgε − fCKX ≥ 0 f ∈ 0 (4.3)
Setting
Bf  ≡ t ∈ Kεf  = f t + εψt
the conclusion of the theorem depends on the following crucial claim:
there exists tε ∈ Bgε such that min
ω∈∂gεtε
ωX ′ ≤ ε (4.4)
Assuming the claim, we ﬁnd for each ε ≡ 1
n
, some tn = t 1
n
and un = g 1
n
tn
such that
c ≤ un +
1
n
ψtn ≤ c +
2
n

and since 0 ≤ ψtn ≤ 1 we get
un → c and min
ω∈∂un
ωX ′ → 0
ending the proof of Theorem 4.1.
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Proof of Claim 44. Given ε > 0 let gε = g and ε = I. Since ψt = 0
for t ∈ K0 we have (see (4.1))
max
t∈K0
gt + εψt ≤ gtg
for some tg ∈ K \K0. Moreover, ψtg > 0 and
max
t∈K0
gt + εψt < gtg + εψtg ≤ Ig
Furthermore, we have K0 ∩ Bg = %, so that there is ϕ ∈ CKR such
that
ϕt = 1 in Bg ϕt = 0 in K0 and 0 ≤ ϕ ≤ 1 in K
Set fx ≡ g− 1nhx, where hx ≡ ϕx and x ∈ KX with xKX ≤ 1. We
have that fx ∈ KX and fxK0 = gK0 = f0, so fx ∈ 0 for x ∈ KX,xKX ≤ 1.
In the next step we will ﬁx x and denote hx = h and fx = f . From (4.3)
and the fact that
f − gCKX =
1
n
hCKX ≤
1
n
ϕCKXxCKX ≤
1
n

we infer
I
(
g − 1
n
h
)
− Ig + ε
n
≥ I
(
g − 1
n
h
)
− Ig + εg − fCKX ≥ 0
Therefore
− ε ≤ Ig − 1/nh − Ig
1/n
 (4.5)
Let tn be in Bg − 1nh. Since K is compact there are tε ∈ K and a subse-
quence of tn (still denoted tn), such that tn → tε, and, by the continuity of
 and ψ, tε ∈ Bg.
On the other hand, using the fact that Ig ≥ gtn + ψtn, we have
I
(
g − 1
n
h
)
− Ig = 
(
gtn −
1
n
htn
)
+ ψtn − Ig
≤ 
(
gtn −
1
n
htn
)
−
(
gtn −
1
n
htε
)
+
(
gtε + gtn − gtε −
1
n
htε
)
−gtε + gtn − gtε (4.6)
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From the fact that  ∈ LiplocXR there exists n0 such that

(
gtn −
1
n
htn
)
−
(
gtn −
1
n
htε
)
≤ 1
n
cVgtεhtn − htεX n ≥ n0 (4.7)
where cVgtε is some constant depending only on a neighborhood Vgtε
of gtε. Now, making vn = gtn − gtε and noticing that vn → 0, we get,
by using (4.6) and (4.7),
lim sup
n→∞
Ig − 1/nh − Ig
1/n
≤ lim sup
n→∞
cVgtεhtn − htεX
+ lim sup
vn→0
1
n ↓0
gtε + vn − 1/nhtε −gtε + vn
1/n

Hence,
lim sup
n→∞
Ig − 1/nh − Ig
1/n
≤ lim sup
v→0
λ↓0
gtε + v + λ−htε −gtε + v
λ
= 0gtε−htε (4.8)
Now using properties of the generalized gradient of  (see Chang [7]
and (4.5)), we get
−ε ≤ max
ω∈∂gtε
ω−htεXX ′
or yet
min
ω∈∂gtε
ωhtεXX ′ ≤ ε (4.9)
Recalling that the inequality in (4.9) is true for each hx with xCKX ≤ 1
and ϕt = 1 since tε ∈ Bg, it follows that
sup
xCKX≤1
min
ω∈∂gtε
ωxtεXX ′ ≤ ε (4.10)
By checking that the hypotheses of Theorem 2.4 are satisﬁed, it is easy to
conclude that
min
ω∈∂gtε
sup
xCKX≤1
ωxtεXX ′ ≤ ε
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Finally observing that
sup
xCKX≤1
ωxtεXX ′ = ωX ′ ω ∈ ∂gtε
the claim is proved.
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