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Ho ' s Algorithm is reviewed and demonstrated with ana-
lytic examples. A digital computer program is developed to
implement the algorithm for single—input, single—output
systems and used to identify linear continuous and station-
ary systems which are driven with a unit step as the test
input. Discrete realization of the continuous systems is
obtained using the measured output-samples, to a step in-
put, directly in the algorithm.
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I. REVIEW IF HP's ALGORITHM
A. INTRODUCTION
Design of a control system which will perform accept-
ably with respect to some criterion and satisfy the pos-
sible constraints over its operating range depends on
knowledge of the process dynamics. The dynamics might be
linear, nonlinear, time variant, stationary or might be a
function of environment. In any case the dynamics of the
process must be formulated by a set of differential equa-
tions (if it is a continuously operating system) or by a
set of difference equations (if it is a discrete time sys-
tem) o An effective design and/or analysis can proceed
after this formulation.
These equations might be completely known or might be
written down from the parameter values supplied by the
manufacturer using the laws of physics. Sometimes only
partial information or no information is supplied about
the process ; yet somehow the dynamics must be formulated.
This leads to the solution of an identification problem.
B. BACKGROUND
A number of algorithms can be found [1,2,3,5] for
the solution of the identification problem. These range
1
Numbers in brackets indicate the references at the
end.
from a partial identification, like the damping factor of a
dominant complex pair of poles, to a complete identifica-
tion of the systems dynamics using frequency and time do-
main techniques.
The identification problem can be defined in general
as: to find an internal description of the system (a set
of differential or difference equations) from the given
external description (input-output relation)
.
Input-output relations may be defined in the time do-
main (impulse response for continuous systems and pulse
response for discrete systems) or in the frequency domain
(transfer function). In the identification problem this
relation is given in general as experimental data.
Most of the algorithms are applicable to linear, sta-
tionary systems only; and only this class of systems will
be considered in this study.
The following definitions and notations will be used.
A continuous, linear, stationary system will be re-
presented by




A is a nxn system matrix
B is a nxm distribution matrix
(D 2
2 d
x denotes -rr- x
~ dt ~
C is a pxn observation matrix
x = x(t) is a nxl state vector
u = u(t) is a mxl input vector
Y = y(t) is a pxl output vector
and a discrete, linear, stationary system will be repre-
sented by
x(k+l) = A x(k) + B u(k)
(2)
y(k) = CD x(k)
with dimensions same as (1)
A continuous system is said to be controllable [2] if
the matrix
\b\ ABl A 2 B I .... ! An_1 B] (3) 3
has rank n; and is said to be observable if the matrix





i (AV-Vl (4) 4
has rank n. Same definitions hold for a discrete system by
replacing A, B, C with A , B_, C respectively.
A system may always be partitioned into four possible
subsystems [2,3] as shown in Fig. 1.
Part I: Controllable and observable
Part II: Uncontrollable but observable
Part III: Controllable but unobservable
Part IV: Uncontrollable and unobservable.
3
Vertical dotted lines indicate partitioning.
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As is seen from Fig. 1 only Part I gives the input-
output relation. Although Part II seems to be contribut-
ing to the output, if no energy is stored at this part
(zero initial condition) any contribution will be the re-
sult of a noise input only.
If the system is of the order n and the subsystems
are of order n , n , n , n respectively then
n = n_ + n__ + n___ + n_.T7I II III IV (5)
Identification (alternatively called realization) of
the system in Fig. 1 will give a system of order n .
The above statements are given as the following
theorem in [2], "Knowledge of the impulse response identi-
fies the completely controllable and completely observable
part, and this part alone, of the dynamical system which
8
generated it. This part is itself a dynamical system and
has the smallest dimension among all realizations. More-
over, this part is identified by its impulse response
uniquely up to algebraic equivalence".
Therefore complete identification of a dynamical sys-
tem necessitates complete controllability and observability
of the system. Part I must constitute all the system and
parts II, III and IV must be missing.
In this study only completely controllable and observ-
able systems will be considered.
C. Ho's ALGORITHM [l,4]
First the algorithm will be given for a discrete sys-
tem as represented in (2)
.
Let h(k) . . be the present response at output i to a

























Let p. be the rank of HO.. Build the block matrices
HO. & = 1,2,3, ... and each time find the rank p., until
p . equal p. . , let this value of p. be n and I be q; then




























Then a state variable description of the system is
found by letting
A^ = the nxn northwest corner of P(HOT )QD q
B^ = the nxm northwest corner of P(HO ) (10)D q'
C^ = the pxn northwest corner of (HO )QD q
The following results can be stated
1. p = p , , = n is the minimum dimension for theq q+1
realization.
2. By choosing P and Q suitably all possible realiza-
tions may be obtained.
3. Any two minimal realizations are isomorphic, that
is there exists a nonsingular matrix W such that
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For continuous systems the algorithm follows the same
pattern except in (6) each h(k) . . must be replaced by the
impulse response and its successive derivatives evaluated
at t = 0, that is, if g(t) . . is defined as the impulse
response between input j and output i then




h(3) . . = g(0) . .
±3 13
or equally g(t) . . must be expanded in a power series for
all t as
g(t) . . = £ ak t
k_1/(k-l): (15)
k=l
and each h(k) . . must be replaced by a, . These necessitate
2.J K
that g(t) . . must be a real analytic function.
If the input-output relation is given in the trans-
form domain (H(z) . . for discrete systems and H(s) . . for
continuous systems) it must be representable as a power
series in the form of
12
II (z) . . = ) b z (s for cont. systems) (16)
k=l
and each h(k) . . in (6) must be replaced by b, , after that
the algorithm is developed in similar fashion.
In any case H, , k = 1,2, ... constitutes a sequence of
constant matrices. In a broad sense the identification
problem may be restated as [l]: Given a sequence of pxm
constant matrices, H, , k = 1,2, ... find the triple





to show the mechanics of the algorithm the following ex-
amples are presented.
1. Example 1 Single -Input j Single-Output
Discrete System (m = 1, p = 1)
Let the H, k = 1,2, ... be




H„ = 6 H c = -14 Hc = 30 ...4 5 6
Start building HO., I ~ 1,2, ...
ho
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therefore the state equations are




(k) 1 o] x(k)
this realization must satisfy (17)
«k = V°i 1Bdi ' k = X ' 2 '
k-1





















where a and a, can be found as follows:
o 1
Eigenvalues of A areD
l
X = -1, X = -2 ; therefore






















= 2(-l) J L - (-2) J = -2
which are exactly the same as the starting H, , k = 1,2,
A second set of P and Q matrices is
, Q.






(k) = [l o]x(k)
this realization also satisfies (17)
.
































































By Mason's Gain Formula both have the transfer function
H(z) - (z+3)tiKZ}
~ (z+1) (z+2)
By a long division
H(z) = z" 1 + 0z~ 2 - 2z~ 3 + 6z -4
-kthe coefficients of z , k = 1,2, .
,
H, , k = 1/2, ...
- 14z
-5
are again equal to
18
2. Example 2 Two—Inputs j Three-Outputs
Continuous System (m = 2, p = 3)
Le t the H, , k = 1,2, ... be
H,
H„ =








2 1 -3 -4 8 14























1 2 -2 -4
2 1 -3 -4
1 1 1
-2 -4 4 8







1 2 -2 -4 4 8
2 1 -3 -4 8 14
1 1 1 -3 -5
HO3 =
-2 -4 4 8 -8 -16
p3
== 3
-3 -4 8 14 -18 -34
•'
r 1 -3 -5 7 13
1
1 4 8 -8 -16 16 32
8
L_
14 -18 -34 38 74
therefore








































which give the realization
10111
-4 -7 -4












-t -2t2-3e + 2€
2e-2t
3/2 -2€ fc + 5/2e 2t 2-6€ fc + 5c 2t
Expanding the exponentials in power series and expressing


























Each element of the coefficient matrices corresponds to the
a, ' s of (15) and the matrices themselves are exactly H, 's.
22




2 1 -2 1 -1
2 2 2 1
1 1 -1 -1 1
-2 -3 3 -4
2 3 -2 3
Q
2 ~
-5 -5 5 -7
3 3 -3 4
















It can be shown as before that this realization also
satisfies (17)




























































= 1 1 1 1 1 1








= WB 1 1 = 1








= CJN = 1 2 1 1 = 1 1
2 1 1 -1 -1 L 1 1
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The algorithm given in [5] for discrete systems
(equally applicable to continuous systems) with scalar




For the algorithm, a free dynamical system (no forc-
ing function) represented as in (18) is considered







A is' a nxn matrix
C is a lxn row vector
x is a nxl state vector
y is the scalar output
and x(0) is known. Then HO and HOT. matrices are construe-
ted as in Ho ' s Algorithm for single-input^ single-output
systems, from the measured output—sequence. An algebraic
equivalent of the system is realized by letting
A ' = (HOT ) (HO )D q q
(19)
C^ = [1 0]
Note that for single-input ^single-output systems of order
n, q is equal to n, and p also is equal to n. Then this







Because a nonsingular matrix can always be reduced to an
identity matrix by elementary transformations on its
columns (or rows) only.
27
v , For complete identification of the system, complete
controllability , and observability was a necessary and suf-
ficient condition for systems with forcing. Here, as B
is absent, controllability cannot be checked; instead a
new condition called n-identification is imposed.
A system is said to be n-identifiable if the matrix










has rank n. Similarity of (3) and (21) is obvious for
single-input systems.
Therefore it is possible to determine A and C if
the system is observable and n-identifiable. These two
conditions are summed together and called- 1-identifiability
[5].








C ' = [first row of HO ]D q
This is also a special case of Ho's Algorithm; simply










holds for these two extreme cases. As HO and HOT are sym-
metric matrices for single-input ,single-output systems it
can be written























II. APPLICATION OF Ho ' s ALGORITHM
A. IMPLEMENTATION OF Ho ' s ALGORITHM
Ho ' s Algorithm perhaps is the one which requires min-
imum computation among the existing identification schemes.
Because of the simplicity of the computations it can be
used in many applications.
The algorithm is implemented with a digital computer
program to see how it can be used in an off line fashion
for identification. The results obtained can be extended
for use in other applications.
5
1. Digital Computer Programs
The program consists of one main program and four
subroutines. The main program reads the data, builds the
HO and HOT matrices and controls the subroutines. For dig-
ital simulation of systems, data can be generated within
the main program by replacing the data reading loop with a
generating function. The algorithm does not stop when two
successive ranks of HO are equal, but uses all available
data for additional checking.
Subroutine SDWFD2 finds the successive derivatives
evaluated at zero time for continuous systems; for dis-





Four Newton Forward Differences are used to evaluate each
derivative. Subroutine RANK finds the rank of HO each
time it is constructed. Subroutine PHOQ finds the elemen-
tary transformation matrices P and Q which put HO into its
normal form. Subroutine MULT makes the matrix multiplica-
tions required by the algorithm.
The program is written for single input-output systems,
but can be altered for multiple input-output systems; in
fact only the reading data and building HO and HOT parts
need changes in the main program. No change is required
in the subroutines.
B. APPLICATION TO CONTINUOUS SYSTEMS
For discrete systems the algorithm is straight forward,
the only limiting factor is the accuracy of the measure-
ments. For continuous systems however some difficulties
arise. First, as a test input signal an impulse is needed.
For linear systems the impulse response is the derivative
of the response to a step input. Therefore a step input can
be used as the test input. Higher order inputs can also be
used if it is necessary as long as the right derivatives
are obtained. The program is written to accept the step
response of the system.
A second problem comes from the numerical evaluation
of successive derivatives from the measured samples.
Numerical evaluation of a derivative is an approximation
even with exact measurements, when higher derivatives are
31
needed accuracy diminishes greatly. A small error in the
input data deteriorates the results, as the numerical meth-
ods magnify these errors enormously. The sampling period
is the biggest factor in this magnification as it appears
in the denominator, and for each additional higher deriva-
tive its power is increased by one. Magnification of error
increases as sampling period decreases; but on the other
hand for fast changing functions a small sampling period
is needed.
The examples presented in the following tables were
simulated digitally for unit step-inputs to the systems.
Two parameters, DX and DD, in addition to the sampling
period, seemed to have great effect on the accuracy of the
obtained results. A suitable choice of the three gave re-
pea ting answers when the dimension of the HO matrix became
larger than the order of the system. DX and DD are posi-
tive small numbers; when finding the rank of HO, any
number which has an absolute value less than DX is equated
to zero by the program. When finding the P and Q matrices,
which put HO to its normal form, any number which has an
absolute value less than DD is made equal to zero by the
program. The values of these parameters which gave a good
result for this specific example are included in the
tables.
In example 3 a system with two real poles is consider-
ed. The poles are not greatly separated and a gc od real-
ization became possible because the step response is a
32
fairly smooth function, and in the evaluation of the deri-
vatives not too much error is involved, in fact the first
four derivatives are almost exact. In Example 4 a system
with three real poles, which are separated by a significant
amount, is considered. In part A, the sampling rate is not
so high. Identification of the pole at the origin is
almost exact, the pole at -1000 is identified fairly well
but the far pole is in error by a large amount. In part B,
the sampling rate is increased; while the pole at -1000 is
identified more accurately and the far pole identification
showed improvement, identification of the pole at the ori-
gin began to deteriorate. In Example 5, a highly damped
complex pair of poles gave a very accurate identification
with a high sampling rate; as there is no spread of poles
a good choice of sampling rate results in an accurate real-
ization. In Example 6, a very lightly damped complex pole
pair is considered. Again identification is very accurate
because of the same reasons in Example 5.
In the above examples simulation of systems was carried
out digitally in double-precision. In general a high samp-
ling rate with a high—precision measurement is necessary
which makes the scheme impractical to use with measurement
of analog signals. A different approach is necessary which
















0.3376xl0" 3 0.3000xl0 3 -0.7500xl04
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-0.4999 x 10 1 + j 0.0































. 5684xl0~ 13 -0 . 1309xl0~9
O.lOOOxlO 1 0.3725xl0~8















-0.2083 x 104 + j 0.0




















0.8123xl0 12 0.2927xl0 16 -0.8084xl0 20




0.8633x10 12 -0. 5544x10 8 -0.5187xl0 3
O.lOOOxlO 1 -0.1989xl0 _11 -0.2083xl0 8












-0.2083 x 10 + j 0.0











(s+25000 + J25000) (s+25000 - J25000)
Sampling Per. 0.000001
DX 0.000005





0.6764X10 1 0.8164xl06 -0.4927X10 11
0.1443xl06 -0.1056xl0 20 -0.1306xl025




0.9094xl0 -11 -0.1250xl0 10













-0.2500 x 10 5 + j 0.2500 x 10
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-0.9922 x 10 2 + j 0.4999 x 10 3
-0.9922 x 10~ 2 - j 0.4999 x 10
3
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C. DISCRETE REALIZATION OF CONTINUOUS SYSTEMS
As is seen from the preceding examples, to find a set
of differential equations for continuous systems is some-
what a trial and error procedure, as one must come up with
a suitable triple of DX, DD and sampling period, if no
apriori knowledge is available for the system. More impor-
tantly, very accurate measurements are needed which is im-
possible in an actual experiment with hardware.
The main error source in the above procedure is the
evaluation of derivatives numerically. If the measured
data can be used directly, without evaluating derivatives,
inclusion of this error to the algorithm can be eliminated.
This approach leads to a system which is operating con-






where T is the sampling period and u ( t) is a step. If the
system has the dynamics as in (26)





x(t) =1 {(Sl-A) 1 x(t ) + (SI-A) X Bu(s)} (27)
As u(t) is a step (amplitude V)
x(t> =X
_1
{(sI-A)" 1 x(t ) + (si-a)-^ ^
Defining













\ x(t) = 0(t-t )x(t )+ T(t-t )V (30)^ ' * o ^ o o
t = kT
o




x[(k+l)T] = 0(T)x(kT) + T(T)V (32)
and
y(kT) = Cx(kT) (33)
0(T) and F(T) are constant matrices as the sampling
period is constant, V can be replaced by v(kT) in (32) let-
ting
v(kT) = 1 , k = 0,1,2, ... (34)
as the test input is a unit step.
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Dynamics described by (32) and (33) can be represented






If Fig. 3 is driven by a unit step and Fig. 4 with a
unit impulse train of period T, they both will give the
same y(kT) . Therefore samples taken as the result of ex-
periment on Fig. 3 can be used to identify the system in
Fig. 4 as if it is driven by a unit impulse train and the
output is measured.
Dynamics described in (32) and (33) is an exact re-
presentation of the continuous system of Fig. 3 at sampling
instants and constitutes a discrete realization of the con-
tinuous system. Two points of importance must be mentioned
here. One is the loss of controllability and observability
due to the sampling of continuous systems [2], as a result
a realization which is not a faithful representation of
the system will be obtained. If a linear-stationary—con-
tinuous system is controllable and observable, it will re-
main so when sampling is introduced if and only if [6]
k2ff
Re[s.] = Re[s.] implies Im[s.-s.] ^ (35)
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where
s , m = 1,2, ...n eigenvalues of system
m
i
, j =1,2, ... n
k = positive integer
T = sampling period
If no apriori knowledge is available about the system, at
least two realizations must be obtained with different
sampling rates to avoid misrepresentation.
The second point comes from the usage of a unit step
as the test input. As a result the discrete equivalent in
Fig. 4 is driven with a unit impulse train. If the ori-
ginal system has a transfer function























a. , i = 1,2, ... are measured sample values to a unit
step input. This will give an additional eigenvalue in-
creasing the order of the system by one. This can be
avoided by a simple manipulation of the data.














This manipulation of the data has an additional benefit, if
there is an unknown biasing in the measurement it is remov-
ed automatically except from the first sample. The program
takes care of this conversion of the data.
In the following examples systems are simulated digit-
ally. To see the sensitivity of the algorithm to numerical
precision, sample values were rounded-off to four signific-
ant digits, and a realization without manipulation of the
data is included in some examples to make comparisons pos-
sible. As will be seen the choices of DX and DD are not
critical as in the continuous representation of systems.
Example 7a shows the identification of the additional
pole at the origin because of a unit step test signal. In
7b this pole is removed with the manipulation of the data,
and six significant digits are used for sample values,
realization is very accurate. In 7c sample values are
rounded to four significant digits, which results in a de-
terioration in the answer. In Example 8a and 8b seven
significant digits are used. In 8a an additional pole is
present because of step input, in 8b it is removed; with
the same significant digits 8b gave a more accurate answer
as the system order decreased by one, less computation is
required and error is decreased. In 8c four significant
digits are used with some deviation of the answer as a re-
sult. In Example 9a and 9b a complex pole pair and a real
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pole are considered, with eight and four significant digits
of sample values respectively. Highly accurate results are
obtained in both cases. Example 10a shows the loss of con-
trollability and observability (as the sampling is intro-
duced in the measurement, only observability is lost) due
to the sampling. In 10b with a different sampling rate the





















O.lOOOxlO 1 0.3552xl0"14 -0.2464X10 1












-140.8187 + j 0.1230 x 10
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0.8471 x 10"7 + j 0.9048
0.8471 x 10~ 7 - j 0.9048




-2.0 + j 10X




Ho * s Algorithm provides a valuable tool for complete
identification of linear—stationary systems which are com-
pletely controllable and observable. The computations re-
quired are simple and can be programmed easily, in fact for
most of the computations, available library subroutines of
a computer facility can be used.
For discrete systems accuracy of the measurement is
the only limiting factor. For continuous systems a dis-
crete realization seems to be more feasible as the evalua-
tion of derivatives introduces error. The tested examples
showed that a five-digits-precision data would give fairly
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