Abstract-For approximately the last four years, a system which provides for the control and efficient use of smallaperture remote and robotic telescopes has been in operation. Allowing telescopes to be made available to large numbers of people, this system is in the process of being federated and will join the Australian Access Federation (AAF). When this process is complete, member telescopes will be readily available to staff and students of institutions federated with the AAF. The telescope control system is described in detail, and the benefits of a federated approach discussed.
I. INTRODUCTION
Over the last decade, the technology surrounding small observatories has seen considerable development. Improvements in the quality, affordability and automation of many observatory components have led to many universities, colleges, schools and individuals operating small, automated observatories and connecting these to the internet.
Small telescopes clearly have a significant role to play in research and education. Because there are more smaller telescopes in operation than larger ones, the observation time available on instruments of smaller aperture is comparatively large. This makes small-aperture, automated telescopes well suited for some types of monitoring campaigns and survey work, particularly those requiring large amounts of telescope time. Examples include the discovery and monitoring of novae, supernovae, asteroids and comets, and photometry of variable stars [1] [2] . Educationally, small telescopes can be of significant benefit, stimulating students' interest in astronomy, mathematics and science [3] .
In 2001, a project was commenced to create a system in to which small-aperture, automated telescopes could be connected [4] . Having operated successfully for some years, this system (known as the Scheduled, Autonomous, Remote Observation System or SAROS) is currently being expanded to operate as a federated "service provider". This will allow easy access to the system for individuals from federated institutions.
This paper details the design and implementation of the SAROS system in Sections II and III. This is followed by discussion of federating the service in Section IV, with future directions and challenges described in Section V.
II. OVERVIEW OF THE SYSTEM
The SAROS system is one which allows users to gain access to telescopes and observing hardware, astronomical imaging services and other, astronomy-related services.
The system includes components to create and process observation requests, to look up coordinates of observing sites and astronomical objects (including planets, comets and asteroids), to acquire and dispatch image data in an appropriate and timely manner, and to store and manage observation requests through their lifecycle. Requests can be accepted and data returned via a number of routes, including the website itself, email, RSS feeds and web services.
The design goals for the system were: it should be flexible, scalable and easy to use; it should return images and data rapidly; it should be easy to access, using only simple and readily-available client technology (e.g., a web browser) and standard networking protocols.
In the past ∼ 4 years, the system has taken in excess of 20000 images, and has an established user base of undergraduate and postgraduate students from the University of Southern Queensland (USQ). A number of other interested individuals also make use of the system, both from within Australia and overseas. The system is accessible from the URL http://www.telescope-net.com/.
III. COMPONENTS AND DESIGN
The design and major software components of the SAROS system are described in this section. The system runs in a UNIX-like environment, with many of the components implemented as programs which act in a similar manner to UNIX daemons. The software components underpinning the system are coded in several languages, including PERL, PHP and C. The design is "modular", in the sense that problems with one part of the system will have as little impact as possible on other parts.
A. Telescope networks
The operation of the system is based upon "logical telescope networks". In this model, the full network of physical telescopes is divided in to a number of separate, logical networks. For example, networks can be created for instruments with wide-angle or narrow-angle fields of view, or for instruments with specialised equipment or larger apertures, or for use by particular universities or schools. Access to these logical networks can be restricted based upon the attributes of each user. In this way, a university, a school or an individual could choose to make their telescopes available exclusively to their students or friends, or they could choose to make their instruments available to service requests from anyone. This system makes it possible for instrumental infrastructure which may be distributed amongst different institutions to be made available to, and utilised by, many people using a common platform. This can lead to the more efficient use of small-aperture instrumentation, and foster collaboration among telescope operators.
The network currently consists of a small number of optical telescopes which can be remotely operated. The system was developed and tested using the observatory "Rochedale (APTA)", which has Minor Planet Center (MPC) designation E25. Instruments from the University of Southern Queensland's Mt Kent Observatory complex are also participating in the network. One of the Mt Kent telescopes, known as the O'Mara telescope (MPC E22), is the primary instrument servicing requests. Briefly, E22 is composed of a 30-cm diameter Meade optical tube with SchmidtCassegrain optics, a Paramount ME robotic mount, an SBIG STL-1301 CCD camera and a robotic focuser. Dome control hardware and electronics were developed by USQ staff. Some additional hardware and software were developed by the author to automate and coordinate the hardware and software components of the observatory, allowing it to operate as a fully robotic facility.
Member telescopes are linked to a central server via the internet, with appropriate local network infrastructure. Communication between the central server and the remote telescopes takes place over RFC-standard protocols, primarily HTTP [5] and HTTPS [6] . The SAROS system has been standardised to perform observations through the use of the ACP telescope control package [7] , although the system retains the capacity to work with any software which has a workable, network-accessible interface.
B. Request injection
Because observations can be requested by a variety of users, with varying requirements and levels of knowledge and skill, a flexible request submission system has been developed. Requests can be created by a number of mechanisms, including web-based forms of varying complexity, RTML [8] , or via various automated systems. Requests can also be injected from external sources, via web services. The request injection methodology is extensible, such that it is straightforward to create new methods by which imaging requests can be injected in to the system, e.g., email, SMS, or new web-based forms for particular observing projects.
Requests may specify the coordinates of an astronomical object, or may specify a catalogue or common name. In the latter cases, the target's coordinates are looked up in a "directory" of astronomical objects. The orbital elements of solar system objects (e.g., comets, asteroids and planets) are automatically updated on a regular basis. Orbital element data for comets are typically updated from the MPC, and those for asteroids from Lowell Observatory's Asteroid Orbital Elements Database. Planetary positions are calculated from osculating elements which are generated daily from the VSOP87 theory [9] . Approximate current positions of asteroids and comets are regularly calculated and cached, such that position-based catalogue searches can be undertaken for these objects.
Requests also contain information on their priority. The priority of a request, as supplied to the scheduler at any given time, will often increase monotonically over the validity period of a request (typically a week). This time-dependence of priority is used to ensure that requests with less "time to live" are treated by the scheduler as higher priority. The absolute priority of a request (i.e., how "important" this request is, relative to other requests, independent of time), is determined by a number of factors. It can be influenced by request preferences, by the (logical) telescope network to which the request is submitted, by who submitted the request, and the method by which the request was submitted.
Once injected, requests go through an initial planning phase. This calculates some data for the request which is useful to the scheduler, such as rise and set times of the target for each telescope which may service the request. Following this, requests and all associated data reside in a central "data store", where they are made available to the scheduling engine and to the rest of the system.
Information of each user's observation requests is presented upon login to the website, and is also made available Figure 2 . Request sharing, as discussed in Section III-B. If a user submits a request with the same parameters as one already awaiting observation (or one which was recently observed), the new request can be associated with the existing one. In this way, one image taken by a telescope may be provided to many users if the circumstances are appropriate.
as an RSS feed.
When the state of any observation request changes, the disposald daemon is informed (see Fig. 1 ). This daemon performs certain actions, determined by the details of the state change and the owner of the request. Actions typically centre on informing the request owner of the change in state, but may include, e.g., informing remote web services.
The SAROS system contains support for "request sharing", which can be of significant benefit in a system of this type. This model breaks the one-to-one and onto relationship which typically exists between an observation request and an actual telescope observation, and is shown graphically in Fig. 2 . The terminology used herein is that a user will make an observation request. If a newly arrived observation request doesn't match anything already in an appropriate telescope's queue, a new frame request will be instantiated for it, and an association will be made between the two. In contrast, if the new observation request is identical to one already in a telescope's queue, the system can associate the new observation request with the existing frame request. In this model, users see, create and manipulate observation requests, while the telescopes deal exclusively with frame requests. When a frame is successfully observed, the results will be associated with the (one or more) observation requests which are linked with that frame request, and data returned appropriately. In this way, increased numbers of individual requests can be handled by a relatively modest number of telescopes. In general, the smaller the set of objects from which a group of users may choose, the greater will be the incidence of request sharing within that group.
The daemon expired periodically examines all active frame requests in the data store. If a frame is still pending observation but is too old, it will be flagged as expired. Any observation requests associated with this frame request will also be flagged as expired, and the request owners appropriately informed by the disposald subsystem.
The "request sharing" capabilities detailed above introduce a number of subtleties into the process of request management. As an example, consider an observation request which is valid for 7 days, and was submitted 3 days ago. The associated frame request will contain some basic information on rising and setting of the target, for a number of different telescopes, for this 7-day period. This information was produced by the system moments after the request was submitted. If a second, identical request is now submitted, it should also be valid for seven days; however, only 4 days' worth of the rise and set data are present in the frame request. If these two observation requests are to utilise the same frame request, the frame request must pass through a subsequent "planning" phase, similar to that which occurred when the frame request was first created.
C. Request scheduling and reallocation
Every few minutes, the scheduling daemon assembles a list of outstanding frame requests for each telescope (the "runlist"). From each list, a schedule for the next night, or for the current night, is constructed. Details of the scheduling engine are described and discussed elsewhere [4] , and as such only a brief summary of the scheduler is provided here.
The primary considerations in the design of the SAROS scheduler were as follows. First, it must be able to deal with a large number of requests (potentially many tens of thousands), and generate appropriate schedules rapidly.
Second, the scheduling system had to react quickly to changing circumstances and unanticipated events. Examples of such events are: the arrival of a new request, the cancellation of an existing request, the reassignment of a request from one telescope to another, failure of an observation or failure of equipment, or a problem with network connectivity. An arriving request should be examined by the scheduler within minutes, and a failed imaging attempt should be rescheduled on a similar timescale. Because scheduling is a computationally expensive procedure, the scheduler should not regenerate schedules unnecessarily.
Third, the process of revising a schedule which is currently being prosecuted must not interrupt the observing process. This is important in the current implementation, because a schedule may need to be regenerated many times over the course of a night as new requests arrive. If observing were to cease whilst a schedule was rebuilt, this could result in the loss of considerable observing time.
The scheduling engine currently in use fulfils all of these requirements. Further, it is capable of maintaining complex relationships between requests and applying other constraints (e.g., limits on altitude of the target or proximity to the meridian) and preferences (e.g., observe this target as soon as possible, or as close to the meridian as possible). It can schedule requests which use either J2000.0 or horizontal coordinates, the latter typically being used for monitoring of local sky brightness. The scheduler also contains support for The daemon ocd reads the schedule for a given telescope, and interacts with the remote instrument to perform the observations. If successful, tidd will asynchronously download the images and logs, while ocd moves on to the next request. tidd also passes the images through an analysis pipeline, which includes: a high dynamic-range compressor; an estimate of whether or not the image should be accepted; creation of a KML archive. different "exposure time estimators". For example, to accommodate the rapidly changing exposure time requirements for twilight flats.
Requests which remain unscheduled are periodically examined by the "reallocation daemon". This subsystem determines if unscheduled requests would be better serviced by another telescope. If appropriate, this daemon will reallocate the request to the new queue, whereupon it will be examined by the scheduler a few minutes later. This reallocation process can proceed differently, depending upon preferences specified in the observation request. Typically, requests may be serviced by any telescope in a particular logical network.
D. Observation
The schedules constructed for each telescope are prosecuted by daemons which, effectively, assume the role of the observer (see Fig. 3 ).
These daemons interact with the telescope control program (most commonly ACP), requesting each observation in turn and specifying filters, exposure time, etc., as appropriate. The telescope operator specifies the times between which the system should attempt to connect to the telescope. The system also needs to know the URLs to access each telescope, as well as an ACP username and password that can be used to control the hardware.
Dark and bias frames are typically managed at the telescope by the operator of that instrument. Flat-fields may be managed either at the telescope, or "twilight flats" taken using the SAROS system. The telescope operator can review any flat field data taken by the system, and select which flat field to apply (if any) to subsequent observations made by that telescope. Users also have access to flat-field data for available telescopes.
If the observation attempt succeeded, details on the resulting log and image file names are collected and passed to another part of the system, which asynchronously downloads and processes the data.
E. Data retrieval, processing and return
Upon successful completion of an observation, a further subsystem connects to the remote telescope and downloads the images and logs. These operations are performed by a daemon known as tidd (Telescope Image Download Daemon). The data obtained from the remote instrument are associated with the request, and the FITS file is injected into a simple analysis pipeline.
The pipeline is implemented using IRAF [10] and performs the following functions. First, any requested flat field is applied to the FITS data. The application of a flat field represents the full extent to which FITS data are modified by the system. Second, some simple statistics on the image data are gathered, including minimum and maximum values, and an estimate of rms noise. Point-like sources are also identified at this stage. Third, a dynamic range-compressed JPEG image is created from the FITS data. Briefly, the method of compression used is to form the gradient image, and attenuate large values in this gradient field. The brightness distribution of the resulting image is then constructed by solving a Poisson equation on these modified gradient data.
Next, the system looks for the presence of sufficiently bright point-like sources, and considers the dynamic range of the image, to determine if the image should be accepted and flagged as completed. This part of the process was implemented to catch situations where a telescope happens to be pointing at optically-thick cloud.
If the imaging attempt was unsuccessful, the request will be rescheduled for a subsequent observation attempt, typically in 15 minutes or so. If the request was successful, the image is flagged as completed and information about this state change is appropriately dispatched to the request owner.
The final step is to perform any post-processing functions that the request requires. For example, requests which form part of a group may be made in to a simple "time series" animation, and twilight flat images will be combined to form a candidate flat field. Many FITS files will be returned from a telescope having been "plate solved", i.e., with a world coordinate system written in to the header. If so, the FITS image can be converted in to a Keyhole Markup Language (KML) archive suitable for viewing in Google Earth.
F. Additional services
Whilst the "core business" of the website is to provide users with access to astronomical imaging, a number of additional features and services have been implemented. These provide information which is useful or interesting to observers, students or the general public, and require no login or credentials to access.
1) Google gadgets: Several "google gadgets" can be accessed from the website. These may be placed on arbitrary webpages, and can display information such as: current data on the sun, moon and planets; rise and set times of the moon; lunar phase and orientation in the sky. Some of these employ novel techniques, such as the use of geolocation services to estimate an observer's latitude and longitude based upon their IP address [11] , and to present them with astronomyrelated data relevent to that location. These have proven to be popular, with these gadgets receiving an average of approximately one access every two seconds.
2) Observing site information: The system has been generalised to include location information not only for operational telescopes, but also for large cities (with populations ∼ 100000 or more; 3780 cities in total), observatories defined by the MPC, and other, user-defined observing locations. Observing sites can be searched for, and data presented for that site. These data include cloud cover and temperature prediction graphs generated from the National Oceanic and Atmospheric Association's Global Forecast System, dawn and dusk times, object rise and set times, and a representation of the sky currently above the observing location. Many of these quantities are also available for each observing site as an RSS feed.
It is intended that these data are useful to observers, students and educators. By searching for telescopes, MPC observatories and other observing sites in their vicinity, it is hoped that students will get a sense of astronomy as a worldwide endeavour -one in which they can readily participate.
3) Follow the telescope: As each telescope is observing, the system has knowledge of where it is currently pointing. This information is used to produce and update KML documents, viewable in Google Earth, which effectively "follow" each telescope as it observes the targets in its schedule. This is intended primarily as an education or "outreach" service.
4) Geocoder:
The SAROS system contains information of many observing locations. These are not limited to telescopes, but also include large cities, observatories with MPC designations, and observing sites defined by users. There are in excess of 5000 locations currently defined.
A searchable interface to this database was required for several reasons, so it was decided to make this in the form of a web-accessible "geocoder", which can report the longitude, latitude, altitude, UTC offset and the SAROS "site ID" of returned sites.
There are of course other geocoder services in existence (e.g., that provided by Google); however, none of these proved suitable for our purposes. Google's service, for instance, requires that results from their geocoder be plotted on a map. This clearly didn't fit with our astronomical use case, so a geocoder was implemented which better suited our requirements. Another driver for this was that external services would not contain information on the telescopes or user-defined observing locations defined within the SAROS system.
5) SCS catalogue interface ("astrocoder"):
In addition to observing sites, the SAROS system contains information on a large number of astronomical objects, including stars, deepsky objects, comets and asteroids. Access to this catalogue has been opened up via a simple web interface. Returned results may be limited by object type, name, Right Ascension and Declination bounds, or magnitude limits. Search parameters can also be supplied in "simple cone search" style [12] , with results returned in VOTable [13] format.
An epoch may also be supplied as a parameter to this service. If supplied, the positions of solar system bodies will be calculated for the specified instant. This facility is mainly used for identifying the positions of solar system bodies on images taken at a particular time. If a "site ID" (see Section III-F4) is also supplied in a query, any returned data pertaining to solar system bodies will include topocentric coordinates, appropriate to that observing location.
IV. WHY FEDERATE?
Experience with using the SAROS system in tertiarylevel courses has shown that this can often be accompanied by administrative overhead for the lecturer. This pertains particularly to the provisioning of accounts. Until now, this has typically been done with "redemption codes". In this approach, a code is provided by the lecturer to each student. When typed in to the website, these codes can create an account for the student, associate the account with a particular institution, provide imaging credits and allow access to specific telescopes or other resources.
In addition to administrative overhead for the lecturer, this "redemption code"-based approach has disadvantages for students. First, students will have to go to the trouble of signing up to use the service. Second, they will have to create and remember an additional username and password to access the system. Last, they will be presented with an authentication challenge when they log in to the website.
These problems can be substantially alleviated by configuring the SAROS system and website as a Shibboleth service provider [14] , [15] . The development service is configured as a member of the Australian Access Federation (AAF) test federation, and the production service will join the AAF production federation [16] by the end of this year.
The AAF, like federations in other parts of the world, provides the students and staff of federated institutions with a framework for accessing online resources, through the use of technologies such as Shibboleth.
Shibboleth is a system which provides a federated authentication and authorisation infrastructure. This can allow students and staff access to online educational materials and services in a secure and privacy-preserving manner, whilst still providing an individualised learning experience. In the case of SAROS, users will only need to supply their institutional username and password, and provide this only to their institution's Shibboleth Identity Provider (IdP). Following this step, an account will be automatically provisioned in the SAROS system and appropriate resources and privileges provided.
It is envisaged that the administrative burden will be greatly reduced for staff. This approach also simplifies access for students, as the complexities of multiple IDs, passwords and authentication challenges are removed. Additionally, problems with users who may inadvertently setup duplicate accounts in the system will be reduced.
As an example, consider a student at an institution who wishes to use the system. Upon visiting the website, they can elect to login using Shibboleth. They will then be required to authenticate to their institution's Shibboleth IdP, using the username and password they normally use at their institution. Following this, an account is automatically provisioned for them on the SAROS system and they are returned to the website. Attributes released to the system by their IdP provide the student with access to particular webpages for submitting requests, which may be tailored specifically for this observing project. The web forms may allow this student to observe, say, one of a small number of asteroids. If many students sign up in this way, the system may see a large number of requests for a small number of objects, which would make good use of the "request sharing" capabilities. Additionally, if the weather were to prove unfavourable, data from a previous, successful observation could instead be returned to the student.
V. CHALLENGES AND FUTURE DIRECTIONS
The system described herein has been operating for several years, and has reached some degree of maturity. It affords users simple access to astronomical imaging and other, astronomy-related services.
Students have successfully used the system from laptop and personal computers, and also from internet-enabled smartphones, such as the iPhone, with the resulting image displayed on the device in as little as fifteen minutes. Requesting images from smartphones in this way is quite novel, and we would like to see more innovative use of the system in the future.
We would like to see the system more widely used, starting with other Australian universities and some schools. As well as federating with the AAF, we are considering joining a number of other federations, such as the InCommon federation in the United States, SWITCHaai in Switzerland, and the UK Access Federation. We intend to join an Australian K12 federation when this is created.
Particular challenges for the future include how to make optimal use of available instrumentation, and how to best include different types of instruments, with different methods of control, in to what will ultimately be a heterogeneous network.
Significant scope exists for expanding the flexibility of the authorisation model currently in use. Although flexible, expansion of the system to include different types of telescopes and large numbers of disparate users may require a richer authorisation model.
It would be desirable to increase the number of telescopes controlled by the system. Additional telescopes and instrumentation would improve redundancy in cases of hardware, power or network failure. If additional telescopes were located at different sites, this would also increase resilience in the face of bad weather, and potentially increase the sky coverage of the system.
We would also like to see the system better align and interoperate with Virtual Observatory efforts, perhaps offering image data in VOTable format and accepting VOEvent notifications. One potential challenge in this space is addressing issues surrounding the privacy versus availability of image data.
