We study a stochastic network that consists of two servers shared by two classes of jobs. Class 1 jobs require a concurrent occupancy of both servers while class 2 jobs use one server only. The traffic intensity is such that both servers are bottlenecks, meaning the service capacity is equal to the offered workload. The real-time allocation of the service capacity among the job classes takes the form of a solution to an optimization problem that maximizes a utility function. We derive the diffusion limit of the network and establish its asymptotic optimality. In particular, we identify a cost objective associated with the utility function, and show that it is minimized at the diffusion limit by the utility-maximizing allocation within a broad class of "fair" allocation schemes. The model also highlights the key issues involved in multiple bottlenecks.
Introduction
The subject of our study is a class of stochastic processing networks that serve multiple job classes.
To be processed in the network, a job requires the concurrent occupancy of a subset of servers (resources), whereas each server's service capacity may be shared at any time by jobs from (a subset of) different classes. Utility-maximizing control refers to the real-time allocation of each server's capacity among the job classes the server supports. This allocation follows the solution to an optimization problem that maximizes a given utility function subject to the capacity limits.
The utility function depends not only on the allocated capacity, but also on the dynamic state of the network. Hence, whenever the state of the network changes, the allocation will be updated.
The utility-maximizing control is motivated by modeling the resource allocation protocols of the Internet (e.g., TCP); e.g., Bonald and Massoulie [1] , Kelly [8, 9] , and Massoulie and Roberts [12, 13] .
However, it is a challenge to characterize any major performance measure (e.g., delay, congestion etc.) of the network under such resource control scheme, let alone optimizing the performance.
This has motivated in recent years the development of fluid and diffusion models to study various issues that relate to such protocols, such as stability and heavy traffic performance, e.g., [10, 17, 18] .
In [19] , we have studied the network under both fluid and diffusion scalings. and established the asymptotic optimality of the utility-maximizing allocation in terms of (a) deriving the fluid and diffusion limits of the network under this allocation scheme, and (b) identifying a cost function that is minimized in the diffusion limit, along with a characterization of the so-called fixed-point state of the network. The diffusion limit, along with its (asymptotic) optimality, requires a key condition, that there is one and only one bottleneck server in the network. Under this condition, the diffusion limit of the workload at the single bottleneck server is a one-dimensional reflected Brownian motion (RBM). (The workloads at the non-bottleneck servers all vanish under the diffusion scaling.) The queue-length processes associated with each job class relate to the RBM through the solution to the cost minimization problem, i.e., a fixed-point state corresponding to the limiting workload. Our current study is a first attempt to extend the diffusion results in [19] to multiple bottlenecks.
A recent paper that relates closely to ours is Kang et al [6] (also refer to [7] ), which studies the same stochastic processing network under diffusion scaling and with multiple bottlenecks. There are some important differences though. The model in [6] is more general in network configuration, but requires the additional condition that every server has a dedicated local traffic (i.e., a job class that uses only that server and no other servers). Our network is limited to a two-bottleneck model, which, however, does not satisfy the local traffic condition (server 1 does not have its local traffic).
The class of resource control considered in [6] aims to maximize a log-utility function, whereas our model allows general utility functions. The focus of [6] is performance evaluation, specifically in terms of establishing the diffusion limit, but otherwise the study is not concerned with the (asymptotic) optimality of the resource control. In contrast, we are motivated by investigating the optimality of the utility-maximizing resource control under the the diffusion scaling. Hence, not only we must show the convergence, we also need to identify (a) the objective (cost) function that is minimized by the utility-maximizing allocation in the limiting regime, and (b) the class of controls in which the utility-maximizing allocation is optimal. Furthermore, the service discipline in Kang et al is full processor sharing, with Poisson arrivals and exponential service times; whereas we consider the head-of-line processor sharing -the head of the line of each class shares the server, while the other jobs wait in queues -and allow renewal arrivals and general service-time distributions. Note that in the case of Poisson arrivals and exponential service times, the head-of-line processor sharing and the full processor sharing are equivalent in the sense that they will yield the same queue lengths and workloads (in distribution).
Our two-bottleneck model does not satisfy the so-called resource pooling condition that appears to play a ubiquitous role in the diffusion limits of many stochastic networks (e.g., [11, 15, 16] ). Nevertheless, the dynamic complementarity problem (DCP; or, Skorohod problem) that characterizes the diffusion limit still has a unique solution, which is minimal in some precise sense. This ensures the convergence of the workload and queue-length processes under the diffusion scaling, and help identify a class of "fair" allocation schemes, among which the utility-maximizing allocation is optimal.
Below, we start in §2 with an overview of the key results in [19] . In §3, we present details of our two-bottleneck model, along with the DCP that characterizes the limiting regime under diffusion scaling. We prove the existence and uniqueness of the solution to the DCP and its minimality.
We establish the diffusion limit in §4, followed by proving the asymptotic optimality of the utilitymaximizing control in §5. Concluding remarks are collected in §6.
Preliminaries
Consider the network depicted in Figure 1 . It consists of a set of servers (or "links") L; and a set of job classes, R, with each class corresponding to a "route" -a subset of links. Denote ∈ r if link is part of route r. To be processed in the network, each class r job requires the simultaneous occupancy of all the links involved in the route. A typical state of the network is denoted n := (n r ) r∈R , where n r denotes the total number of class r jobs that are present in the network. Each server ∈ L has a given capacity, c , which is shared among all job classes r . More precisely, one job (if any) from each class r is processed at any time, while other jobs in the same class waiting in a buffer. Hence, this is a combination of queueing (FCFS) and head-of-line processor-sharing disciplines.
The allocation of the service capacities takes place in each state. Let Λ r (n) denote the capacity allocated to class r when the network state is n. The utility-maximizing control refers to allocating the service capacities according to the solution to the following optimization problem:
where
denotes the set of all feasible allocations; and U r (n r , Λ r ), r ∈ R, are utility functions defined on the two-dimension nonnegative orthant 2 + . Standard assumptions on the utility function U r (n r , Λ r ) includes: strictly increasing in n r ; strictly increasing and concave in Λ r ; and supermodular in (n r , Λ r ), i.e., the partial derivative of U r (n r , Λ r ) with respect to Λ r is increasing in n r . In addition, it is also required that the allocation scheme satisfy the radial homogeneity, i.e., for any scalar a > 0, Λ r (an) = Λ r (n), for any r ∈ R with n r > 0.
For each r ∈ R, associated with the utility function U r is a cost function C r :
or, in differential form,
Note that the above equation that defines the cost function has the appealing interpretation of marginal cost equal to marginal utility.
An example of the utility function that is widely used in modeling internet protocols, the socalled proportionally fair allocation, takes the following form,
where α > 0 and β r > 0 are given parameters. In this case, the optimal solution takes the following form (from the first-order optimality equation):
where η is the shadow price (Lagrangian multiplier) associated with link . That is, the optimal allocation to each job class r is proportional to the number of class r jobs present in the network.
For this utility function, we have
i.e., a (weighted) quadratic cost function of the queue lengths.
A link is called a "bottleneck" if r ρ r = c . Let L * ⊆ L denote the set of all bottleneck links. Let R * ⊆ R denote the set of all bottleneck routes which involve at least one bottleneck link. The so-called heavy-traffic condition required in this paper stipulates that there is at least one bottleneck link in the network, i.e., L * = ∅.
Under the heavy-traffic condition, in particular, given the set of bottleneck links L * , along with a given set of parameters w ≥ 0, ∈ L * , we consider the following cost minimization problem, in parallel to the utility maximization problem introduced above:
That is, for any given allocation Λ, we want to identify a state n in which the total cost over all routes is minimized and the (average) workload at each bottleneck link ∈ L * meets the requirement of w .
The cost minimizer n * is referred to as a fixed-point ( [11, 15] ), provided the utility-maximizing allocation in that state is (Λ * r = ρ r ) r∈R * . Specifically, in a fixed-point state, each bottleneck route receives an allocation that is equal to its traffic intensity. Note that under the heavy traffic condition, it is not only desirable but also imperative that the network operates in a fixed-point state; for otherwise any bottleneck link will not be able to fully support the offered load of the job classes (routes) that make use of the link. Indeed, we want to show that under diffusion scaling (as well as fluid scaling), the utility-maximizing allocation will steer the network to a fixed-point state;
and in doing so, it minimizes the cost function that corresponds to the utility function via (5).
The two primitive processes in the network are the renewal (counting) processes associated with the job arrivals and the work (service requirements) they bring into the network: E(t) = (E r (t)) r∈R and S(y) = (S r (y)) r∈R , where
The two derived processes of interest are the queue-length or state process N (t) = (N r (t)) r∈R , and the workload process W (t) = (W (t)) ∈L * :
represent, respectively, the capacity allocated to class r in the cumulative sense of up to time t
To derive the fluid and diffusion limits, we consider a sequence of networks, indexed by k. Each of the networks is like the one introduced above, but may differ in their arrival rates and mean service times, which are also indexed by k. The allocation Λ(n), however, remains the same for each network and hence its index k is omitted.
Assume, for each r ∈ R,
and consequently, ρ k r → ρ r . In addition, assume
Consequently,
Moreover, we need to assume the existence of the limits of the standard deviations of the interarrival times and service requirements:
The asymptotic analysis concerns with a sequence of fluid and diffusion scaled processes defined as follows respectively:
For the network under the utility-maximizing resource control as specified above, we have established the following results in [19] .
(a) The sequence of fluid-scaled state and workload processes {N k (t),W k (t)}, converges to a fluid limit, (N (t),W (t)). And as t → ∞, the fluid limitN (t) converges to a fixed-point n * , which minimizes the cost function r C r (n r ) over all states n with the same workload. (Here and below, to simplify notation, we suppress the second variable from the cost function to write
Under the additional assumption that there is a single bottleneck link in the network, the sequence of diffusion-scaled state and workload process {N k (t),Ŵ k (t)}, converges to a diffusion limit, (N (t),Ŵ (t)), whereŴ (t) is a one-dimensional reflected Brownian motion, and N (t) is the fixed-point: solution to the cost minimization problem, withŴ (t) as the required workload. Furthermore, bothŴ (t) and r C r (N r (t)) are minimized for all time t (in the sense that they are dominated by the liminf of their counterparts under any other resource allocation scheme).
The main objective of this paper is to illustrate some of the key issues and challenges involved in extending the diffusion limit and associated asymptotic optimality to networks with multiple bottlenecks. To this end, we consider a simple two-bottleneck model, which appeals to intuition, but nonetheless captures all the key issues and difficulties involved.
A Network with Two Bottlenecks
Consider the network in Figure 2 . There are two links/servers L = {1, 2} and two job classes R = {r 1 , r 2 }, with class r 1 requiring service from both servers and class r 2 using the second server only. Suppose the link capacities are: c 1 = 1 and c 2 = 2; the arrival rates and mean service times are: λ r 1 = λ r 2 = 1 and ν r 1 = ν r 2 = 1. Hence, the traffic intensities are: ρ r 1 = ρ r 2 = 1. Therefore, both links are bottlenecks. Note that the specific choice of parameters here is only meant to ease the exposition and facilitate intuition; no generality is lost. To be concrete, consider the allocation under log-utility, what is known as the proportionally fair sharing mechanism as motivated above. Specifically, the allocation Λ is the optimal solution to the following problem:
The optimal solution is readily derived:
If n r 1 < n r 2 , then Λ r = 2n r n r 1 + n r 2 , for r = r 1 , r 2 .
(Note that in general, Λ r = 0 if n r = 0.) In the first case (i.e., with n r 1 ≥ n r 2 ), the allocation is equal for both classes r = r 1 , r 2 , i.e., at ρ r = 1. In the second case (i.e., when n r 1 < n r 2 ), we have Λ r 1 < 1 < Λ r 2 ; i.e., the optimal allocation favors class r 2 . Putting the two cases together, it is clear that the allocation in general is biased towards class r 2 . Since both classes have the same traffic intensity, this allocation will result in a longer queue length of class r 1 jobs. In other words, the system will evolve to a fixed-point state n = (n r 1 , n r 2 ) with n r 1 ≥ n r 2 , namely, the first case in (15) .
Interestingly, the above network does not satisfy the so-called "resource pooling condition,"
which often plays a key role in ensuring the existence of the diffusion limit and its desirable proper- 
The dual LP is as follows, with (π 1 , π 2 ) (shadow price of link capacity) and (p r 1 , p r 2 ) (marginal cost for processing traffic) as variables:
The primal optimal solution is ξ = γ r 1 = γ r 2 = 1; whereas the dual optimal solution is any positive p r 1 , p r 2 , π 1 and π 2 that satisfy:
Clearly, the dual optimal solution is not unique.
To study the diffusion limit of the above network, we consider a sequence of networks indexed by k, as highlighted in §2. For ease of exposition, we assume ν k r 1 = ν r 1 = 1 and ν k r 2 = ν r 2 = 1 for all k. With the usual centering and re-grouping, we can express the (unscaled) state process for the k-th network as follows:
Applying diffusion scaling to both sides of the above equation, while re-organizing the last term (the integral) on the right hand side, we obtain the following:
and
is a variation of the fluid-scaled process (N k r (t),D k r (t)). To simplify the analysis, we assume the systems are initially empty: N k r (0) = 0 for all k and r. Note that, for each k, we have,
The property in (22) is obvious, as the two integrands in (20-21) are both non-negative due to the constraints in (14) . 
where all processes involved are continuous and the processX(t) is given. The processN (t) defined through the above DCP lives in the 2-dimensional wedge formed by the horizontal axis and the 45 degree line (a) in the positive orthant, as illustrated in Figure 3 . In the case ofX(t) being a 2-dimensional Brownian motion, the processN (t) evolves as a 2-dimensional Brownian motion in the interior of the wedge; and when it hits the boundary, a force in the direction ((b) or (c) in the figure) perpendicular to the boundary will push it back into the interior of the wedge. 
where the reflection matrix H and its inverse are
Clearly, H is an M-matrix: it has positive diagonal elements, non-positive off-diagonal elements, and a nonnegative inverse. 
Hence, taking into account the relationship between the solutions to the two equivalent DCPs,
we conclude that (N * ,Ŷ * ) is also the minimal solution to the DCP in (25-30) in the sense stated in the theorem.
Diffusion Limit
Theorem 2 (Diffusion Limit) Consider the network with two bottlenecks specified in §3. Under the utility-maximizing allocation in (13), the following weak convergence holds when k → ∞:
where the limit (N (t),Ŷ (t)) is the solution to the DCP specified in (25-30), andX r (t) (r = r 1 , r 2 )
is a Brownian motion with drift θ r,ρ and variance (ν 2 r λ 3 r a 2 r + ρ r ν −1 r b 2 r ).
We adopt a sample-path approach based on the Skorohod representation theorem, which turns the weak convergence into a probability one convergence (u.o.c.) of suitable copies of the processes that are coupled on a common probability space (refer to Chapter 5 of [2] ). Specifically, we assume the following u.o.c. convergence of the primitive processes: with probability one,
Note that all results concerning the fluid scaled processes (refer to the remark (a) at the end of §2, or more precisely, Theorem 4, Theorem 6 and Corollary 7 of [19] ) remains unchanged if we replace the scaling factor k by k 2 in the fluid scaled processes. Particularly, from Corollary 7 of [19] and our assumption that N k (0) = 0, we have with probability one,
and hence,D
In view of (19) and (38)- (39), we have under the utility maximizing allocation scheme, the following convergence holds with probability one:
whereX r (t) (r = r 1 , r 2 ) is a Brownian motion described in the theorem.
In the rest of this section, we shall focus on a given sample path along which the above u.o.c. convergence holds. 
A Key Lemma
and suppose the sequence {N k (τ )} converges to a fixed point state:
for some constant χ = (χ 1 , χ 2 ) with χ 1 ≥ χ 2 ≥ 0. Let > 0 be any given (small) number. Then, for sufficiently large k the following results hold:
(a) The k-th network operates close to the fixed-point state in the following sense:
(b) There exists a constant B N , depending only on χ i and C i , such that
Remark. To establish the diffusion limit in traditional queueing networks (e.g., [2] ), one expresses the sequence of networks in the form of a Skorohod problem that defines a mapping (called the Skorohod mapping) of the primitive processes (e.g.,X k (t) in this paper) to the state processes (e.g.,N k (t)). When k → ∞, the convergence the primitive processes then implies the convergence of the state process to a diffusion limit, which also satisfies the same Skorohod problem. The key to this approach is that the Skorohod mapping is continuous (Lipschitz continuous, in fact).
There are two major difficulties in applying this traditional approach to our network model (as well as many of those models reviewed in the introduction that involve concurrent and multiple resource occupancy or sharing). First, the sequence of networks (i.e., the pre-limit processes) cannot be characterized using the same Skorohod problem for the diffusion limit. For instance, the relationship in (27) cannot be satisfied by the sequence of networks. Second, the continuity of the Skorohod mapping either does not hold or is difficult to prove. Approaches to overcome these difficulties involve modifying the sequence of networks or extending the Skorohod mapping; refer to [5, 7, 14] .
Here, we follow the approach used in [11, 15] . In particular, the difficulties highlighted above are resolved by the results in Lemma 3, which basically justifies that the sequence of networks approximately satisfy the Skorohod problem in (25-30), in particular the relationship in (27), when k is large. This will then lead to the diffusion limit when we let k approach infinity.
Proof of Lemma 3. The proof is similar to the proof of Lemma 10 in [19] ; hence, instead of presenting a full proof, we outline what is different here. First, the complementarity property (part (c) of Lemma 10 of [19] ) is readily available here via (23-24). Second, the boundedness property in (b) can be established simply as follows. Consider any time t ∈ [τ, τ + δ]. SupposeN k r 2 (t) > 0; otherwise the wanted boundedness (by a positive constantB N ) ofN k r 2 at time t is available trivially. Let
Then, we haveN k r 2 (u) > 0 in the time interval (t 1 , t], and henceŶ k 2 (u) cannot increase in the interval (t 1 , t] following the reflection property in (24). In addition, we haveN k
Therefore, we can boundN k r 2 (t) for sufficiently large k as follows:
where the equality is due to (18) , the first inequality is due to the non-increasing property ofŶ k 2 in (t 1 , t] and the non-decreasing property of Y k 1 in (22), and the last inequality follows from (41) and (42). Similarly, ifN k r 1 (t) −N k r 2 (t) > 0, we let
and boundN k r 1 (t) −N k r 2 (t) for sufficiently large k as follows,
The above two bounds lead tô
Hence, the constant B N in the lemma can be specified as B N = χ 1 + 3χ 2 + C 1 + 3C 2 + 1.
Finally, given the complementarity and boundedness properties, part (a) of the above lemma can be shown by using the same argument as in the proof of part (a) of Lemma 10 in [19] .
Proof of Theorem 2
The proof basically follows the same arguement as in §4.3.2 of [19] . Here we outline the key steps.
SinceŶ k i (t) (i = 1, 2), for each k, is a process that is nondecreasing and right continuous with left limit (RCLL), we are guaranteed that for any subsequence of these processes there exists a further subsequence, denoted K, that converges to a limitŶ i (t) that satisfies the condition in (28).
Specifically, this convergence is guaranteed for those time points t at whichŶ (t) is continuous.
(Note that the RCLL property ofŶ k i (t) implies the limiting processŶ i (t) is continuous almost everywhere, i.e., at almost all time t.) Consequently, we have,N k (t) →N (t), along the same convergent subsequence K, withN (t) satisfying the relation in (25)-(27), taking into account (17) (18) and Lemma 3(a). Furthermore,N (t) is finite for all t ≥ 0, following part (b) of Lemma 3. (We can choose τ = 0 and any δ in the lemma; and hence, χ = 0.) This implies thatŶ 1 (t) is also finite, following the relationship in (25); and so isŶ 2 (t), following (26).
Next, we can show that the limit,Ŷ i (t) is, in fact, continuous, following the same argument as in §4.3.1 of [19] ; hence, so areN r (t) (sinceX r (t) is continuous). That is, the convergence of Y k i (t) andN k r (t) to their limits holds for all time t, not just for the time points at which they are continuous (as already established above). Furthermore, We can make use of the complementarity property in (23-24) for the original network to claim the complementarity in (29-30) for the limit.
Having proved that the convergence, along the subsequence K, to the limit (N (t),Ŷ (t)) holds for all t, and that the limit is continuous and satisfies all the requirements in (25)-(30), we can invoke the uniqueness of the solution to the Skorohod problem in Theorem 1 to conclude that the convergence (u.o.c.) holds for the original (full) sequence.
Asymptotic Optimality and Extensions
Let G denote any feasible allocation scheme (and Λ G , the corresponding allocation) that not only satisfies the link capacity constraints in (14) , but also the following property: in any state (n 1 , n 2 ),
for some strictly increasing function g(x), x ∈ [0, 1], with g(0) = 0. Note that the argument of the g(·) function accounts for the radial homogeneity requirement of the allocation; refer to (3).
The requirement in (45) essentially enforces some form of "fairness". Take as an example g(x) := δx for some constant δ > 0. This means, when there are more class r 2 jobs in the system, the scheme allocates more capacity to class r 2 , proportionally to the difference between the number of jobs present in the two classes. Also note that there is no need to impose a similar condition for the complementary case, n r 1 > n r 2 , since in that case the allocation Λ r 1 can always take its maximal value of c 1 = 1.
Let G denote the set of all feasible allocations that satisfy the additional condition in (45).
Clearly, the utility-maximizing allocation in (13) belongs to G, with g(x) = 2x; refer to (16) .
Below, we append the superscript G to all the processes associated with the allocation scheme G; and assume for each k, the k-th network under the allocation scheme G and the one under the utility-maximizing allocation scheme are coupled, i.e., driven by the same primitive processes (i.e., E k r (t) and S k r (y)) introduced in §2. In the next theorem, we show that the utility-maximizing allocation is also optimal, among all allocations in G, in terms of minimizing the cost function associated with the utility function,
, in the precise sense specified in the following theorem. (N r i ) , where the cost function C r i relates to the utility function U r i via (4). The utility-maximizing allocation scheme in (13) minimizes this cost objective in the following sense: For any G ∈ G -allocations that satisfies both (14) and (45), we have with probability one,
Theorem 4 Consider the cost objective,
To prove the theorem, it is sufficient to show the following for any fixed sample path: For any subsequence K 1 of k, there exists a further subsequence K 2 ⊂ K 1 , such that, for all t ≥ 0 and along the subsequence K 2 , lim k→∞N k,G (t) exists, which could be infinite and equal toN G (t) at the time whereN G (t) is continuous; and the limit satisfies
To this end, let K 1 be fixed. Note thatD 
This implies that (46) also holds for any time t > τ * .
Extension to the General Utility Function
So far, we have focused on the log-utility function in (13) , which defines the (asymptotically) optimal allocation within the class G as specified above. Now, consider replacing the objective function in (13) by a general utility function: 
if n r 1 < βn r 2 , then ∂U r 1 (n r 1 , Λ r 1 ) ∂Λ r 1 = ∂U r 2 (n r 2 , Λ r 2 ) ∂Λ r 2 and Λ r 1 + Λ r 2 = c 2 .
It is readily verified that the optimal allocation as characterized above satisfies (45), and hence also belongs to the class G.
The above is sufficient in establishing the diffusion limit and the associated asymptotic optimality, with slight modifications in the proofs above taking care of the additional constant β.
Theorem 5 Theorems 2 and 4 continue to hold, with the log-utility function in (13) replaced by the general utility function in (54).
Note that, in the case of a general utility function (specifically, not the log-function), the space for the fixed-point state (the invariant manifold) is non-linear. Indeed this is a technical difficulty highlighted in [6] . However, with the assumption of radial homogeneity on the allocation, (3), it is readily verified that the invariant state space for our two-bottleneck model remains to be linear.
The allocation schemes in G represent a class of controls that tries to prevent the network state (under diffusion scaling) from leaving the fixed-point state space, {n : n r 1 ≥ n r 2 ≥ 0}; and the condition in (45) provides an enforcement for this, i.e., it is a sufficient condition. It can be relaxed, as evident from the proof of Theorem 4, as follows. SupposeN G (t) is the limit of any subsequence of {N k,G (t)} under the allocation scheme G. Then, we require it to be a fixed-point state, i.e.,
Observe that when the state crosses the boundary (n r 1 = n r 2 ) of the fixed-point state space, the cost will increase immediately. Then, it is necessary that an allocation satisfying the above condition should exercise an instant force (through the regulatorŶ G (t)) to push the state in the cost reduction direction and back into the fixed-point state space.
Concluding Remarks
We have worked out the complete solution to the two-bottleneck model -the diffusion limit and the asymptotic optimality of the utility-maximizing resource control under diffusion scaling. In addition, we have also identified the key issues and challenges involved in extending the results to a multiple bottleneck model. These include: the structure of the DCP and its solution -existence, uniqueness and optimality; the state space in which the diffusion limit resides -its geometry and the reflection forces at the boundaries; the precise statement of asymptotic optimality -the cost objective and the admissible class of controls within which the utility-maximizing control is optimal. We plan to address these issues in our follow-up studies.
