This paper addresses the global optimality of the toll design problem (TDP) by formulating a mixed integer linear program (MILP) approximation. In the TDP, the objective is to maximize the social surplus by adjusting toll locations and levels in a road traffic network. The resulting optimisation problem can be formulated as a mathematical program with equilibrium constraints (MPEC).
Introduction
In the toll design problem (TDP) we search for the social welfare maximizing toll locations and corresponding toll levels in a road traffic network. The road users are assumed to be distributed over the links in the traffic network according to a user equilibrium (UE), in which the relationship between travel demand and travel cost is given by a travel demand function. The TDP can be formulated as a bilevel program in which the social surplus is maximized on the upper level by adjusting toll locations and levels, and on the lower level the UE problem is solved to obtain the traffic flow distribution in the network for a given congestion pricing scheme. Formulating the UE as a variational inequality (VI) problem, the bilevel program can be stated as a mathematical program with equilibrium constraints (MPEC). Independent of if the bilevel formulation or the MPEC formulation of the TDP is considered, the resulting optimisation program is both non-convex and non-smooth, and therefore difficult to solve for a global optimum. For a thorough review on optimisation approaches used for solving the TDP see Tsekeris and Voß (2009) .
If all links are tollable, without any restrictions on the toll levels and no cost is associated with collecting the tolls, the TDP is convex, and its optimal solution is obtained by letting the road users pay for their external negative effects (Beckmann et al., 1956) . Such a pricing scheme is usually referred to as marginal social cost pricing (MSCP). The traffic link flow and the travel demand solution to the UE associated with MSCP is commonly denoted as system optimal (SO). When there are restrictions on toll locations and/or levels and when there is a cost associated with collecting the tolls, the SO link flows and travel demands can be used for constructing an optimistic estimation of the optimal objective function value to the TDP. Such an optimistic estimation can, however, be expected to be far from the true optimal objective function value.
To solve the TDP several heuristic approaches have been suggested. Verhoef (2002) introduces location indices, computable for each link, which are used in a heuristic to find toll locations which yield a high benefit. This approach has however been shown, in Shepherd and Sumalee (2004) , to overlook toll locations which yield a high benefit if tolled simultaneously. In both Yang and Zhang (2003) and Shepherd and Sumalee (2004) genetic algorithms are used to solve the TDP, and in Sumalee (2007) a genetic algorithm is presented with the capability to include further constraints on the cordon design. A smoothing technique is applied in Ekström et al. (2009) , which replaces the discrete toll location variables by continuous functions of toll levels, so that the problem can be solved by a local optimal approach. While these methods have shown to be able to find good feasible solutions to the TDP, there are no methods available which can provide better optimistic estimations of the global optimal objective function value, compared with what can be estimated with the help of SO traffic link flows and travel demands. Additionally, recent works by Zhang et al. (2011) and Koh et al. (2012) address optimal congestion pricing under competition between cities or regions.
In Ekström et al. (2012) the TDP is tackled by formulating a mixed integer linear program (MILP), to approximate the non-linear functions in the MPEC formulation of the TDP. Similar approach have also been used in Wang and Lo (2010) , Luathep et al. (2011) and Farvaresh and Sepehri (2011) and for network design problems (NDP), and in Zhang and van Wee (2012) for a toll design problem related to improving network capacity. While the approaches in Ekström et al. (2012) and Luathep et al. (2011) are based on the VI formulation of the UE, the approches in Wang and Lo (2010) , Farvaresh and Sepehri (2011) and Zhang and van Wee (2012) are based on the complementarity constraint formulation of the UE.
In both Ekström et al. (2012) and Luathep et al. (2011) a cutting constraint algorithm (CCA) (see Marcotte, 1983; Lawphongpanich and Hearn, 2004 ) is applied to solve the MILP, to deal with the VI constraints. This approach, however, requires one mixed integer linear program to be solved in each iteration of the CCA and does not make use of the fact that the only difference between two consecutive iterations in the CCA is one VI constraint. In Ekström et al. (2012) , the TDP is formulated with fixed travel demand, while the travel demand is assumed to be elastic in most practical applications of congestion pricing. This paper therefore extends the MILP approximation of the TDP, from Ekström et al. (2012) , to traffic networks with elastic travel demand. The extension requires piecewise linear approximation of the functions related to travel demand. While such an extension is straightforward, it increases the number of variables and constraints in the MILP approximation, and the number of iterations with the CCA when solving the MILP. Applying the CCA, from Ekström et al. (2012) , to this extension has shown to only be practical for small networks. Although the CCA is used for the Sioux Falls network (87 links and 30 OD pairs) in Ekström et al. (2012) it is not able to produce any feasible solution when elastic demand is introduced. In this paper we present a solution method for solving the MILP in which the CCA is integrated in a branch and cut algorithm, requiring only one MILP to be solved. The solution method presented in this paper is not limited to the TDP and can also be applied to e.g. the NDP presented in Luathep et al. (2011) .
For solving mixed integer non-convex programs, Floudas (2000) and Tawarmalani and Sahinidis (2002) suggest convexification schemes. The MILP approximation presented in this paper can be regarded as a special case of such a convexification approach, but in which all non-linear functions are approximated by piecewise linear ones, and in which the piecewise linearization scheme is predetermined and limited to a fixed number of linear segments. In both Floudas (2000) and Tawarmalani and Sahinidis (2002) domain reduction is suggested to obtain tighter approximations. Domain reduction strategies restrict the feasible space by imposing variable bounds. The bounds will not interfere with the optimal solution, but can reduce the error introduced by the convexification. Domain reduction can in itself be computationally demanding when working with non-convex programs. In this paper two linear programs are formulated and solved for each link to obtain tighter bounds on the link flows. The domain reduction, applied in this paper, can be considered as a preprocessing of the MILP approximation, to reduce the error introduced by the piecewise linear approximation.
In Ekström et al. (2012) an approximation scheme based on a large number of link flow segments is used, resulting in a MILP with a large number of binary variables. In the MILP formulation presented in this paper, the SO and the untolled link flow solution is used for determining a link flow segmentation with a reduced number of link flow segments.
The remainder of this paper is outlined as follows. In Section 2, the toll design problem is formulated and in Section 3 its MILP approximation is presented. The solution algorithm is developed in Section 4, and in Section 5 the preprocessing scheme, based on domain reduction, is presented, and the choice of break points for the link flow segmentation is discussed. In Section 6 we provide numerical results for the Sioux Falls network and in Section 7 we discuss our findings and make some concluding remarks. Throughout this paper a number of optimization problems are formulated and discussed. In order to help the reader to keep track of these optimization problems, they are summarised in Appendix A.
Problem formulation

The user equilibrium problem
The traffic network is modelled by a set of links A, and a set of origin destination (OD) pairs I. Let v be the vector of link flows, with v a denoting the flow on link a, and let q be the demand vector, with q i equal to the travel demand by car in OD pair i.
Furthermore let Ω be the set of feasible link flow and demand vectors
where x i is a vector of link flows, disaggregated by OD pair i ∈ I, and B is the linknode incidence matrix for the network. The vector b i has length equal to the number of nodes, and defines the origin and destination nodes in OD pair i, with the element at the position of the origin node equal to -1, that of the destination node equal to 1, and the remaining elements equal to 0. In Ω, v max is the vector of maximum link flows, and the introduction of v max will ensure that Ω is a bounded polyhedron. The link travel time is assumed to be a convex increasing function t a of v a , and the cost of travelling on link a is made up of both the link travel time, t a (v a ), and the link toll, τ a . The link travel cost is expressed as c a (τ a , v a ) = αt a (v a ) + τ a , where α is the value of time. Under the assumption that the road users have perfect information of travel costs in the network and choose the routes which minimizes their individual travel cost, the distribution of the road users on the links within the network corresponds to a user equilibrium (UE). For the UE with elastic demand it is further assumed that a road user only makes a trip by car if this is beneficial. The relationship between travel cost and demand, in each OD pair i, is then given by the inverse travel demand function D −1 i (q i ), which is assumed to be a convex decreasing function of travel demand q i , and gives the travel cost in OD pair i, at flow q i .
The user equilibrium link flows and travel demands can, for a given toll vector (τ ), be obtained by solving the following convex program (Sheffi, 1985) P-UE: min
Note that for P-UE to be a convex program, t a (v a ) and D −1 i (q i ) need to be monotonically increasing and decreasing functions respectively. The assumption of convexity for t a (v a ) and D
−1
i (q i ) is a further restriction needed for the MILP approximation presented in the next section.
Since there is a positive cost associated with travelling on a link, there will be no route flows in the optimal solution to P-UE which include cycles. Removing the bounds (v max ) from Ω would give a polyhedral set, and, for P-UE, extreme points in this set are related to routes with no cycles through the network, and extreme rays are related to routes with cycles through the network. Thus the optimal solution to P-UE will always be one of the extreme points, which allow us to introduce v max in Ω without removing an optimal solution (if v max is set sufficiently high).
A VI formulation is adopted to describe the UE with elastic demand (Dafermos, 1980) . The VI is defined against all feasible demand-link flow vectors (q,ṽ) ∈ Ω. Since Ω is a bounded polyhedron with a finite number, S, of extreme points, (q s ,v s ), s = 1, ..., S, the VI can be formulated as
For proof see Lawphongpanich and Hearn (2004) .
Formulating the toll design problem
Let y be the toll location variables, with y a taking on the value of 1 if a toll is located on link a, and the value of 0 otherwise, and let τ max a be an upper bound on the toll level at link a. The set of feasible toll locations and levels can then be formulated as
The social surplus measure is used for evaluating a congestion pricing scheme, given by the toll locations y and toll levels τ , resulting in user equilibrium link flows v and demands q. The social surplus is the sum of the user surplus and operator surplus, and the user surplus is given by
The first sum in the user surplus is the user benefits given by the Marshallian measure (see e.g. Zerbe and Dively, 1994) , the second sum is the total user costs. The operator surplus is given by
where parameter χ a is the fixed operator costs associated with the location of a toll on link a. Maximizing the social surplus under the constraint that the road users are distributed according to a UE with elastic demand can be formulated as a MPEC, in which the VI formulation of the UE is included as constraints. Since the collected tolls are included in both the user surplus, as a cost, and in the operator surplus, as revenue, they appear twice in the social surplus measure with different signs, and are therefore cancelled out in the objective function of the TDP. The TDP is expressed as the following minimization program
Minimizing the objective of P-TDP will maximize the social surplus. Let, for link a, v L a be a lower bound and v U a an upper bound on the link flow, which are assumed to be set, for every link, so that any feasible flow in Ω satisfies constraint (3e). Constraint (3e) is redundant and only included in P-TDP for the domain reduction presented in Section 5.1. For fixed value on the y-variables, the problem becomes that of finding optimal toll levels given a predetermined set of tollable links.
Piecewise linear approximation of the toll design problem
In P-TDP non-convexity is introduced by the integer variables related to toll locations y a , and by −t a (v a ) and τ a v a in the VI constraints (3a). The convexification approach from Floudas (2000) will approximate P-TDP by a convex program. To improve the convex approximation Floudas (2000) adopts a branch and bound framework, in which branching is either done on continuous variables, to improve the accuracy of the approximation of non-convex functions, or on integer variables, to improve integer feasibility. Branching on continuous variables will in practice divide the link flow space into several segments, and for each segment the non-convex functions will be approximated by linear ones. This approach will require numerous convex programs to be solved. Our approach is instead to use piecewise linear functions to approximate all non-linear functions (even the convex ones), and use a predetermined segmentation of the link flow space, resulting in a mixed integer linear program (MILP). The MILP can then be solved by standard branch and cut (or branch and bound) methods, and will contain two sets of integer variables to branch upon; one set which is related to toll locations (compare to branching on integer variables in Floudas, 2000) , and the other which is related to the link flow segmentation (compare to branching on continuous variables in Floudas, 2000) . By formulating a MILP it is also possible to take advantage of developed branch and cut methods, which have been integrated in commercially available solvers, e.g. CPLEX (IBM, 2010) and Gurobi (Gurobi Optimization, 2012) . Rewriting the VI constraints and the objective function, P-TDP can be expressed as
Since P-TDP is a minimization problem, the variable W and constraint (4a) can be used for expressing the objective function. Except for constraints (4a) and (4b), P-TDP only includes linear terms. The non-linear terms are
Underestimating the right hand side of (4a) and the left hand side of (4b), clearly gives a relaxation of the feasible area in P-TDP. By using piecewise linear terms to underestimate
i (w)dw, a MILP can be formulated as an outer approximation of P-TDP.
Since the MILP approximation will be a relaxation of P-TDP, it will have an optimal objective function value which underestimates the objective function value of P-TDP.
The convex terms
i (w)dw will be approximated using first-order Taylor approximations. First-order Taylor approximations will, for each function, introduce one additional constraint for each point in which the function is approximated. Taylor approximations can, however, only be used for underestimating the convex functions, and for both the bilinear term τ a v a and the concave term −t a (v a ) the link flow space needs to be segmented. For each link flow segment a linear (or piecewise linear for the case of the bilinear term) under estimation can then be constructed. The segmentation of link flow space requires the introduction of both additional constraints and binary variables.
In the remainder of this section the piecewise linearization of the non-linear functions are presented, and the resulting MILP formulated. Also, the lower bound estimation, given by the MILP approximation, of the optimal objective function value to P-TDP is compared with what can be achieved using the SO link flow and demand solution.
Piecewise linear approximation of convex functions
Since P-TDP is a minimization problem and the inequalities, which involves non-linear terms, can be expressed in the form f (x) ≤ 0, the piecewise linear approximations of the convex terms can be formulated by a set of linear inequalities for each term. The assumption of convexity of t a (v a )v a holds for commonly used travel time functions, e.g. the BPR-function (Bureau of Public Roads, 1964) . For the functions related to travel demand, the commonly used linear travel demand function and the power function (with constant elasticity) satisfy the assumption of convexity.
Let K be the number of points in which the function t a (v a )v a is approximated by first order Taylor approximations, and T a k the link flow at each such point (k ∈ 1, ..., K). The piecewise linear approximation of the total link travel time,t a , can then be expressed ast
Given that the piecewise linearization of D
For (6b) and (6c), Q i m have been inserted into the Taylor approximations.
Piecewise linear approximation of non-convex functions
The approximation of the negative of the travel time function, −t a (v a ), and of the link toll revenue function, τ a v a , require segmentation of the link flow space. For each link flow segment, the linear function which underestimates −t a (v a ), and the convex envelope (Al-Khayyal and Falk, 1983 ) which underestimates τ a v a are specified. Let P be the number of linear segments defined by P + 1 link flow break points. J a,p is the flow at the pth break point, and J a,0 will correspond to v L a and J a,P to v U a . We define an active link flow segment as a segment with link flow, v a , in the interval [J a,p J a,p+1 ].
To determine which link flow segment is active at flow v a requires introduction of additional binary variables. Segmenting the link flow space into n segments requires n − 1 additional binary variables. To reduce the number of binary variables in the MILP, the same segmentation of link flow space will be used both for approximating −t a (v a ) and τ a v a . Increasing the number of segments can increase the accuracy of the approximation, but at the same time the number of binary variables in the MILP will increase. The choice of break points for the link flow segments is further discussed in Section 5.
There are standard formulations used for treating non-convex piecewise linear functions, and the properties of the formulation presented here are further discussed in Padberg (2000) and Wicaksono and Karimi (2008) . The general idea can, however, be traced back to Dantzig (1963) . Common for these formulations is the necessity to identify which link flow segment is active.
Let, for each link a, the binary variable ω a,p be equal to 1 if v a ≥ J a,p and 0 otherwise, with p ∈ 1, ..., P − 1. For each link flow segment ρ p,a is the partial link flow corresponding to the flow within each segment, and the total flow v a is the sum of all partial link flows. If
and ρ a,p+1 = 0. Another way to express this is to say that before segment p + 1 can have a positive partial flow ρ a,p+1 ≥ 0 the pth segment must have a partial flow ρ a,p = J a,p − J a,p−1 . We describe these rules by the following set of constraints (Ekström et al., 2012) for each link a ∈ A:
. Note that p = 0 corresponds to the lower bound, v L a , of the link flow on link a. Figure 1 illustrates the principle of the piecewise linear approximation of −t a (v a ) for two linear segments.
The piecewise linear underestimation of −t a (v a ) is given by the variable θ a (Ekström et al., 2012 )
The link toll revenue function, τ a v a , is a bilinear term, and its convex envelopes will give an outer approximation which underestimate the function value. Given the lower and upper bounds on the link flow (v L a , v U a ) and toll level (τ L a , τ max a ) for a link a, the convex envelope which outer approximates τ a v a can be expressed as (Al-Khayyal and Falk, 1983 )
where σ a is the outer approximation of τ a v a . Using the link flow segmentation, the error introduced by the approximation, τ a v a , can be reduced by formulating different convex envelopes for each link flow segment, with the minimum and maximum link flows in each segment given by J a,p and J a,p+1 . In this paper the approach from Wicaksono and Karimi (2008) is adopted for formulating the convex envelopes for each link flow segment. Assuming that τ L a = 0, the approximation of τ a v a , for each link a, is given by (7a) -(7f) together with
The variable γ a,p is introduced for each link and link flow segment, and will be used to construct the convex envelope for the active segment. If ω a,p−1 = 1 and ω a,p = 0, then constraints (9a)-(9d) will give that γ a,p = τ a , and for p <p and p >p, γ a,p = 0. In (9e) and (9f), γ a,p is then used when multiplying the minimum and the maximum link flow within the active segment with the toll level. In Ekström et al. (2012) it is shown that the set of constraints (9) will result in a convex envelope, which underestimates the link toll revenue, for each link flow segment. 
The MILP formulation
Combining the piecewise linear approximation of the non-linear terms presented in Section 3.1 and 3.2 with P-TDP, a MILP can be formulated. From P-TDP we have the traffic state variables (q and v), and the decision variables (y and τ ). Additionally we have introduced the variables related to approximating the convex functions (t, d, δ and Δ), the variables related to the segmentation of the link flow space (ω and ρ), the variables related to the approximation of the negative of the travel time function (θ), and finally the variables related to the approximation of the link toll revenue functions (γ and σ). For simplicity we will use x to denote the complete set of variables (δ, Δ, γ, θ, ρ, σ, τ, ω, q,t, v, y) . The MILP has the following structure
and constraints (5) − (9), a ∈ A.
Consider the reformulation of P-TDP in (4). The underestimation of t a (v a )v a and −
. Thus, the optimal solution to P-MILP will give a lower bound estimation of the optimal objective function value to P-TDP.
Lower bound estimation of the optimal objective function value to the toll design problem
Assuming that we disregard any operator costs, the most efficient distribution of the travelers in the traffic network is achieved with MSCP tolls, resulting in SO link flows and demands. The social surplus associated with SO link flows and demand can be used for underestimating the optimal objective function value of P-TDP. We will now proceed to show that the solution to P-MILP will always produce an underestimation of the optimal objective function value to P-TDP, which is equal to or better than what can be computed by the help of SO link flows and demands. This holds given that the SO link flow and demand solution is included as points of linearization for the convex functions in P-TDP. SO link flows and demands can be obtained by formulating and solving the convex program (Sheffi, 1985) P-SO: min
Note that the objective in P-SO is equal to the one in P-TDP, except for the operator costs. P-SO is convex and can be solved to its optimal solution (v SO , q SO ) with optimal objective function value F SO (v SO , q SO ). F SO (v SO , q SO ) can be used for underestimating the optimal objective function value to P-TDP, by recognizing that F SO (v SO , q SO ) is the lowest possible value on the objective function value to P-TDP.
If the non-linear parts of the objective in P-SO are approximated by piecewise linear functions, in the same way as is done for P-TDP, and (v SO , q SO ) are included as points of linearization, then the optimal objective function value to the linearized problem will be equal to F SO (v SO , q SO ). This is only valid under the assumption of convex travel time and inverse travel demand functions, and follows from the first-order optimality conditions for convex programs. Now consider a relaxed version of P-MILP, denoted P-MILP-SO, in which the VI constraints have been removed, and in which (v SO , q SO ) are included as points of linearization for the convex functions in the objective function. P-MILP-SO will then have an optimal objective function value equal to F SO (v SO , q SO ). Let x * MILP and x * TDP be optimal solutions to P-MILP and P-TDP respectively, then the following must hold
Thus it can be concluded that the underestimation of the optimal objective function value to P-TDP, by the optimal objective function value to P-MILP, in worst case will be equal to the underestimation based on the social surplus associated with SO link flows and demands.
Solving the MILP
Several commercially available solvers (e.g. CPLEX and Gurobi) contain branch and cut methods for solving MILPs. Branch and cut methods are commonly described in terms of a binary tree in which each node represents a separation of the original problem, with integrality relaxed. In each node, cutting planes are generated to remove solutions which involve integer variables with fractional values. The main parts of a branch and cut algorithm are branching, bounding, pruning and cutting. Branching on integer variables is done to create new nodes by introducing a separation which makes the current fractional solution infeasible. The separation fixates one binary variable with fractional value to 0 (left branch) or to 1(right branch). It is common to denote the original problem (in our case P-MILP) as P, and the subproblem at node n as SPn. In each node of the binary tree, one subproblem needs to be solved. A solution to SPn gives (for a minimization problem) a lower bound (LBD) estimation, i.e. an optimistic estimation, of the objective function value which can be obtained in the subtree defined by node n as root node. Any solution to SPn which is feasible in P gives an upper bound (UBD) estimation, i.e. a pessimistic estimation, of the optimal objective function value to P. Pruning is done at nodes for which it can be determined that branching will not lead to the optimal solution, i.e. at nodes which the optimal objective function value of SPn is higher than the UBD, at nodes for which SPn has an integer solution, and at nodes for which SPn is infeasible. The solutions are further restricted to solutions which satisfy the integer requirement, by using a cutting plane algorithm in each node. In the root node (node 0) of the tree, SP0 will be a linear program relaxation of P, and in the following subproblems additional integer restrictions are imposed on the binary variables. The same approach can be used without the generation of cutting planes and is then referred to as a branch and bound method. The methodology for solving P-MILP, presented in this section, can be applied to both branch and cut and branch and bound methods, but for convenience we will only refer to the branch and cut method. For a more general description of branch and cut and branch and bound methods we refer to Wolsey and Nemhauser (1999) .
A branch and cut method can, however, not be directly applied to P-MILP. P-MILP involves a set of linearized VI constraints which requires the complete set of extreme points, s ∈ 1, ..., S, to be known. In Ekström et al. (2012) a CCA is used for solving P-MILP, but this approach requires one MILP to be solved in each iteration of the CCA, by repeatedly applying a branch and cut method. Even for the medium sized network used for numerical experiments in this paper, the CCA from Ekström et al. (2012) fails due to the large number of VI constraints which need to be generated. Therefore a CCA will instead be integrated in the branch and cut method, and used for solving each subproblem. This approach can also be applied for solving the NDP in Luathep et al. (2011) .
The subproblem at node n, SPn, can be expressed as
and constraints (5), (6), (7a) − (7e), (8) and (9a) 
which is a linear program. Φ n is the additional set of constraints, imposed at node n, on the binary variables through the separation process (branching). Since all VI constraints are not expected to be binding at optimum, the subproblems can be formulated with a reduced number of extreme points, by replacing the complete set of extreme points in P-SP with the set of extreme points s ∈ R, where R ⊆ {1, ..., S}. The subproblem at node n, with a reduced set of extreme points R n , can then be formulated as
Let x * denote the optimal solution to P-SP at node n. The search for an additional VI constraint at node n, which is violated by the current solution x * , can then be formulated as the linear program P-LP: max
with optimal solution (q * ,ṽ * ). Note that P-LP can be decomposed by origin node, and solved as a shortest path problem for each origin node. If F LP (q * ,ṽ * ) ≤ 0, then there exists no additional constraint which would make the current solution to P-SP infeasible, and the current solution is thus an optimal solution to P-SP. On the other hand, if F LP (q * ,ṽ * ) > 0, then there exists one extreme point, (q * ,ṽ * ), which corresponds to a violated VI constraint. In the CCA, which will be used for solving P-SP, P-SP and P-LP will be solved repeatedly. P-LP will either indicate that the optimal solution to P-SP has been reached, or identify a new VI constraint to be added to P-SP .
Let x * SP and x * SP be the optimal solutions to P-SP and P-SP respectively, then
. Thus, if the solution to P-LP indicates that P-SP violates some VI constraint, the current objective function value of P-SP will still be a valid lower bound in the branch and cut method. If x * SP is feasible in P-MILP, with respect to the values on the binary variables (y and ω) being integer, but not necessarily to the VI constraints, the solution is referred to as an integer feasible solution. In contrast to the case when x * SP has binary variables with fractional values, which is referred to as a integer infeasible solution.
To generate VI constraints in all nodes until no more VI constraints can be found is time consuming, and time will be spent on generating constraints for subproblems which will not lead to the optimal solution. A control parameter ≥ 0 is therefore introduced to allow the CCA to terminate with a solution which is not feasible with respect to the VI constraints. Premature termination of the CCA will, however, only be allowed if the current solution to P-SP is integer infeasible, and for this case no feasible solution to P-SP is obtained. The objective function value to P-SP is, however, returned to the branch and cut method, where it is used as a lower bound estimation of what can be achieved if proceeding to branch from node n. If the solution to P-SP is integer feasible any violated VI constraint is added to ensure that an integer feasible solution obtained within the branch and cut method always is a feasible solution to P-MILP with respect to the VI constraints.
The cutting constraint algorithm for solving the subproblem SPn (SP-CCA) at node n is outlined in Figure 2 , and formulated as SP-CCA:
Step 0. Set iteration counter j := 0, and let R n be the initial set of extreme points. Set UBD equal to the current upper bound in the branch and cut search tree.
Step 1. Set j := j + 1. Solve P-SP , which gives the solution x * and objective function value F j SP (x * ), and P-LP, which gives the solution (q * ,ṽ * ) and objective function value F LP (q * ,ṽ * ). If F j SP (x * ) ≥ UBD continued branching will not lead to the optimal solution to P-MILP, and the algorithm can be terminated. If P-SP is infeasible P-SP must also be infeasible, and the algorithm can be terminated (the current node can be pruned).
Step 2. If the solution to P-SP is integer feasible and F LP (q * ,ṽ * ) ≤ 0 terminate the algorithm with x * being the optimal solution to P-SP, otherwise continue with
Step 3.
Step 3. If the solution to P-SP is integer feasible and F LP (q * ,ṽ * ) > 0 set R n ∪ (q * ,ṽ * ) and continue with Step 1, otherwise continue to Step 4.
Step 4. If F LP (q * ,ṽ * ) ≤ terminate the algorithm with x * being the final solution at node n, otherwise set R n ∪ (q * ,ṽ * ), and continue with Step 1.
SP-CCA will terminate if (i) there exists no feasible solution to P-SP (ii) the optimal objective function value to P-SP is higher than the currently best found UBD to P-MILP (iii) the optimal solution to P-SP is integer feasible, and the optimal objective function value to P-LP is less than or equal to 0, i.e. the optimal solution to P-SP has been obtained (iv) the optimal solution to P-SP is integer infeasible and the optimal objective function value of P-LP is less than or equal to For (i), (ii) and (iii) the current node can be pruned, for (iv) branching will be continued. For (iii) and (iv) it is important to note that SP-CCA will always continue to generate new VI constraints if the optimal solution to P-SP is integer feasible, and P-LP indicates that some VI constraints are violated. This ensures that any integer feasible solution obtained in one of the branch and cut nodes (after SP-CCA has terminated) is a feasible solution to P-MILP and an upper bound estimation of the optimal objective function value to P-TDP. Using > 0 will not affect the execution of the branch and cut method, in which nodes will only be pruned if they are either infeasible, feasible with respect to the integer variables, or can be determined to not lead to an optimal solution.
In each iteration of SP-CCA one additional extreme point of Ω will be obtained and the corresponding VI constraint added. The set of extreme points of Ω is finite and thus the SP-CCA will terminate when F LP (q * ,ṽ * ) ≤ 0, for an integer feasible solution, when F LP (q * ,ṽ * ) ≤ , for an integer infeasible solution, or when all extreme points of Ω have been obtained. Thus, SP-CCA will terminate in a finite number of iterations. Setting to a low value will lead to a larger number of nodes being pruned earlier in the search, but on the other hand increase the number of iterations within SP-CCA.
Any VI constraint generated at node n is a valid VI constraint at any node in the branch and cut tree. Two main strategies can be used for adding VI constraints; locally or globally. Adding a VI constraint locally, at node n, means that the constraint will be added to the subproblem at any node in the subtree which is defined by node n as root node. To add a constraint globally means that the constraint will be included in any future node subproblem solved. While adding constraints globally may lead to larger subproblems, the constraints can, in CPLEX, be added as lazy constraints (IBM, 2010) . A lazy constraint will only be included in the subproblem if it will actually restrict the solution, thus by using lazy constraints the VI constraints can be added globally without increasing the size of the subproblems unnecessary. There will, however, be a slight increase in computational time even if lazy constraints are used, since checking if any lazy constraint is violated must be done each time P-SP is solved. Adding lazy constraints globally has shown to be the best choice in our implementation, when integrating SP-CCA with the branch and cut method in the commercial solver CPLEX.
The implementation of SP-CCA within CPLEX has been validated on the nine node network from Yildirim and Hearn (2005) . With a large enough number of piecewise linear segments, the validation has shown that the global optimal solution to P-TDP is obtained by solving P-MILP. 
SP-CCA:
If, no feasible solution to P-SP' exists, prune node n, and termintate SP-CCS. 
A preprocessing scheme
For the non-convex terms −t a (v a ) and τ a v a , the piecewise linear approximation will depend on the link flow segmentation. Each additional segment will, for each link, generate one additional binary variable, and to reduce the size of the MILP it is therefore of interest to keep the number of link flow segments as small as possible. Using only one segment requires no binary variables, and to use two segments requires one. Note that the bounds v L a and v U a will affect the approximation error. If v L a can be increased and v U a decreased the possible error introduced by the approximation is reduced. 
a,2 ). Changing the value on these bounds may restrict the feasible link flows in P-TDP (and P-MILP). This is usually referred to as domain or range reduction (Floudas, 2000) . Caprara and Locatelli (2010) describe two different types of domain reductions; feasibility-based domain reductions, in which all link flow solutions will remain feasible; and optimality-based domain reductions, which may remove feasible link flow solutions but without removing the optimal one. 
Consider the following program
P-MILP-R: min
and constraints (5) and (6c),
which is P-MILP, but with the VI constraints removed and the parameterĈ replacing the operator costs in the objective function. The parameterĈ is a lower bound estimation on the operator costs in the optimal solution to P-TDP, andĈ = 0 is always a valid lower bound. Note that the toll level variables τ are only included in the VI constraints, and thus neither the toll location nor the toll level variables are included in P-MILP-R. Let x * andx * denote the optimal solution to P-TDP and P-MILP-R respectively, and letx be a known feasible solution to P-TDP. Then the following will always hold
Let Ξ be the feasible region defined by any (Δ, q,t, v) which satisfy the constraints (10b)-(10d) and the constraint i∈I Δ i + a∈A αt a +Ĉ ≤F TDP , withF TDP := F TDP (x). Proof. a) It is only the (Δ, q,t, v) elements in x * that are included in P-MILP-R. The feasible area of P-MILP-R is a relaxation of P-TDP. Thus (Δ * , q * ,t * , v * ) will satsify (10b)-(10d). SinceF TDP ≥ F TDP (x * ) andĈ ≤ a∈A χ a y * a , (Δ * ,t * ) must satsify i∈I Δ * i + a∈A αt * a +Ĉ ≤F TDP . b) An optimal solution to P-TDP will always satisfy Ξ, thus minimizing v b will give the lowest flow on link b, which could possibly be obtained in an optimal solution to P-TDP. The same holds for maximizing v b .
The domain reduction strategy described in Proposition 5.1 is clearly an optimalitybased strategy. If the constraint i∈I Δ i + a∈A αt a +Ĉ ≤F TDP would be excluded from Ξ, minimizing/maximizing v b on Ξ would be a feasibility-based strategy, in which no feasible link flow solution to P-TDP would be removed. Thus, whenF TDP is sufficiently high, no feasible solutions will be removed from TDP.
We will now proceed to describe howĈ can be estimated. Let x 0 be the no-toll solution to P-TDP (i.e. τ a = 0 and y a = 0, a ∈ A). If there exists a feasible solution to P-TDP with F TDP (x) ≤ F TDP (x 0 ), thenĈ must at least be equal to the cost of locating one toll on the link with lowest value on χ a , i.e.Ĉ = min a∈A χ a . If such a solution does not exist,Ĉ, can always be underestimated by 0. A tighter bound can be obtained by formulating and solving the following MILP P-MILP-C: minĈ subject to
and constraints (5), (6), (7), (8)and (9), which essentially is P-MILP, but with the objective function of P-MILP introduced as constraint (11b), similar as in Ξ. If constraints (11a) and (11b) are disregarded, it is clear that an optimal solution to P-TDP must be feasible with respect to the remaining constraints, which essentially is the set Ξ but with the VI constraints included. Constraint (11a) will restrict the objective function value of P-MILP byF TDP , but since P-MILP is a relaxation of P-TDP an optimal solution to P-MILP will always be feasible with respect to constraint (11a). Constraint (11b) will relate the lower bound estimate of the operator costsĈ to the actual cost. MinimizingĈ in P-MILP-C will give the lowest possible value on the total operator cost for which the objective function value to P-MILP is lower thanF TDP . The same branch and cut framework which was presented in Section 4 can be used for solving P-MILP-C. A lower bound,Ĉ LB , ofĈ can, however, be obtained at any time during the branch and cut process, and the problem does not need to be solved to optimality. If χ a is equal for all links, i.e. χ a = C for each link a, the optimal valueĈ must be a multiple of C, and thusĈ LB can be rounded upwards to the closest multiple of C.
Design strategies for choosing link flow break points
Given v L a and v U a , possibly obtained by domain reduction, there is still the matter of deciding the number of additional break points, and their values. Two different strategies are suggested and later evaluated.
For Strategy 1 we note that a good approximation in the vicinity of the optimal solution to P-TDP is desirable. Two known link flow solutions to P-TDP are the MSCP and the no-toll solutions. The MSCP solution gives SO link flows and demands, and if the operator costs are close to 0 we can expect the optimal solution, to P-TDP, to have a link flow solution close to the SO solution. If the operator costs are set sufficiently high, the optimal solution to P-TDP will be the no-toll solution. Thus, it is reasonable to assume that for an optimal solution to P-TDP, a majority of the links will have link flows between the SO and the no-toll link flows. The error introduced by the piecewise linear approximation can be viewed as a relaxation of the VI constraints. Thus it is a sound assumption that the link flow solution from an optimal solution to P-MILP will be closer to the SO link flow solution for approximations which introduce large errors in the VI constraints. Based on these observations, the following segmentation of the link flow space is suggested 
. Note that λ = 1 gives J a,2 := v 0 a , and λ = 0 gives J a,2 = J a,1 , and the piecewise linear function can for the latter case be formulated with one single breakpoint, resulting in two linear segments for each link.
In Strategy 2, the link flow space, given by v L and v U , will be equally divided into Λ segments, not taking the SO and no-toll link flows into account. With a high number of segments, Strategy 2 is likely to give an approximation closer to the real non-linear functions, compared with Strategy 1, which is limited to three linear segments at most.
Note that in both Strategy 1 and 2 the domain reduction for the link flow variables will play an important role. In Strategy 1 it will affect the error introduced by the piecewise linear segment between J a,0 and J a,1 , and between J a,2 and J a,3 . For Strategy 2, the distance between the link flow break points is for link a given by (v U a − v L a )/Λ, and will be reduced when v L a is increased and when v U a is decreased. Thus, the error introduced from the corresponding piecewise linear segments will also be reduced. The two strategies will be evaluated with respect to the quality of the solutions produced, as well as of the quality of their optimistic estimations of the optimal objective function value to P-TDP.
Numerical results
In this section numerical results are presented for the Sioux Falls network data from Yildirim (2001) , with 87 links and 30 OD pairs (Figure 4) . The connectors are assumed to not be tollable, which result in a total of 76 tollable links. The link specific operator cost is assumed to be equal for all links, i.e. χ a = C for each link a, and given in the same unit as the toll levels. Three different operator costs are evaluated (5, 20, 100). The relationship between travel time and traffic flow is given by
where t 0 a and ζ a are link specific parameters. The value of time is assumed to be equal to one, i.e. α = 1. The inverse travel demand functions are on the form
which is a linear function for each OD pair i ∈ I, with ψ i being the maximum demand in OD pair i and β being a parameter equal to 2 for all OD pairs. Both link and demand data are given in Appendix B and can also be found in Yildirim (2001) . The no-toll link flow solution can easily be obtained for the network by solving P-UE, and will always be feasible in P-TDP, with objective function value F 0 TDP = −6695, link flow v 0 and demand q 0 . The MSCP tolls give the system optimal demand and link flow distribution (v SO , q SO ), and assuming χ a = 0, a ∈ A, F MSCP TDP = −9416.74, with tolls on 47 links. Yildirim (2001) finds the SO solution with only 24 tolls located, but in this solution it is allowed to toll connectors, thus this solution will not be directly comparable with the results presented here. Demand and link flow solutions for the UE and SO cases are given in Appendix B.
The points in link flow space, used for linearizing the total travel time functions, are link specific and given as functions of the link capacity, T k a = c a (k − 1)/10, k ∈ 1, ..., 46. Setting k = 46 gives T k a = 4.5c a , i.e. it is assumed that the flow will not exceed 4.5 times the capacity in any solution. Also, 
To include the SO link flows and demands will ensure that the optimal objective function value to P-MILP will be equal to or higher than the social surplus associated with SO link flows and demands (see discussion in For solving P-MILP and P-MILP-C, the CPLEX solver (version 12.2) is used, in which the node subproblems are solved with SP-CCA, as described in Section 4. The integration of SP-CCA with CPLEX is done with IBM ILOG CPLEX Concert technology in Java and one single core of an Intel P8600 2.40GHz CPU is used for the computations. Different settings can be used to control the behaviour of CPLEX and SP-CCA. For finding feasible solutions, the parameter is set to 1500 in SP-CCA, and in CPLEX the priority is set to find feasible solutions rather than proving optimality. To improve the bound of P-TDP, is set to zero and in CPLEX the priority is set to move the best bound.
P-MILP will for each combination of approximation scheme and operator cost, be solved with three different link flow bounds. The link flow bounds are computed by minimizing/maximizing v b over Ξ as is described in Section 5.1.
v U and v L computed withF = F 0
TDP andĈ = 0. 2. v U and v L computed withF equal to the best found solution so far, andĈ = C.
3. v U and v L computed withF equal to the best found solution so far, and the highest value ofĈ obtained by solving P-MILP-C, with each approximation scheme, for 1800 CPU-seconds and roundingĈ LB upward to the closest multiple of C.
P-TDP is, for each approximation scheme, solved with priority to find good feasible solutions and with a time limit set to 1800 CPU-seconds. The resulting solution is denotedx with objective function value F MILP (x) ( Table 1) . If optimality is not proven within this time limit, F MILP (x) cannot be used as lower bound estimation on the objective function value to P-TDP. The best found lower bound to the optimal objective function value to P-MILP is however a valid lower bound to the optimal objective function value to P-TDP. To find a strong lower bound P-MILP is therefore also, for each combination of approximation scheme and C, solved for another 1800 CPU-seconds with priority to increase the lower bound of the optimal objective function value to P-MILP (presented in Table 2 ), rather than finding feasible solutions. There are several methods which, given a fixed set of toll locations, can be used to search for local optimal toll levels, for example Verhoef (2002) , Lawphongpanich and Hearn (2004) and Ekström et al. (2009) . Local optimal search methods are for nonconvex problems sensitive to the initial solution, and the toll levels from P-MILP can therefore be used as an initial solution, when polishing the toll levels to further improve the P-TDP solution.
The toll location and toll level solution from P-MILP, (τ ,ỹ) , has been applied to P-TDP, with objective function value denoted as F TDP (τ ,ỹ) (given in Table 3) , and then further polished by the local optimal search method from Ekström et al. (2009) , resulting in toll levelsτ LS with objective function value F TDP (τ LS ,ỹ) (given in Table 4 ). The toll level solution corresponding to the best found solution, after polishing by local optimal search, can be found in Appendix B (for each value on C). For comparison, the smoothing heuristic presented in Ekström et al. (2009) is also used for each value on C. The relative gap between the best found solution to P-TDP (UB) and the highest lower bound estimation (LB) of its objective function value is presented in Table 5 , where the relative gap is computed as
As a measure of the approximation quality the mean relative error of the travel time approximations (presented in Table 6 ) are used, and computed as
where n is the number of links with non-constant travel time functions, andṽ a is the link flow solution to P-MILP. Optimality is not proven for any of the solutions to P-MILP, and there is no guarantee that the obtained solution is the optimal one. For C = 5 with Λ = 6 it is clear from (2), that the solutionx (1) with F MILP (x (1) ) = −9359 cannot be optimal since another solution,x (2) , is found with F MILP (x (2) ) = −9361. Note that usingĈ instead of C when computing v L and v U , used in the approximation schemes, will reduce the feasible area of P-MILP, thus we should have F MILP (x (1) ) ≤ F MILP (x (2) ) if the two solutions were optimal. For all other cases the objective function value to P-MILP is increased when the link flow bounds are updated, although there is no guarantee that the optimal solution is obtained. The relative gap between the best found feasible solution and the lower bound estimation is presented in Table 5 , and comparing the relative gap for each value on C, it is clear that when C is reduced so is the relative gap. Since the SO link flow and demand solution is used in P-MILP for linearizing the objective function in P-TDP, P-MILP and P-TDP will have equal optimal objective function values at C = 0. Thus the relative gap is expected to tend towards zero as C tends towards zero. For C = 20 the best found solution, when applying (τ ,ỹ) to P-TDP is with the initial approximation scheme (Strategy 1 with λ = 0.4). Strategy 1, with λ > 0, in general result in small mean relative errors in the approximation of travel times, but do not necessarily produce toll level solutions which result in the best solutions to P-TDP. For C = 5, Strategy 2 with Λ = 12 outperforms all other results. It is, however, difficult to make any definitive statement about which strategy is the better one based on the results presented here. The solution which gives the lowest objective function values to P-TDP, for each C, also leads to the best solutions after the local optimal search is applied. Overall, the benefit from applying local optimal search is small, which suggest that the solutions to P-MILP are not far from the closest local optima. It is interesting to compare the best found solution for each value on C, with the worst solution found with Strategy 1 (separated for λ = 0 and λ > 0), and for Strategy 2. The deviation from the best found solution is between 0.97% and 6.76% for Strategy 1 with λ = 0, between 0.38% and 0.68% for Strategy 1 with λ > 0, and between 1.26% and 2.20% for Strategy 2. Thus Strategy 1 with λ > 0 seems to be more reliable in producing good solutions.
For C = 5 the smoothening heuristic from Ekström et al. (2009) gives F (τ S , y S ) = −9315 with 20 located tolls, for C = 20 the resulting objective function value is F (τ S , y S ) = −9066 with 17 located tolls, and for C = 100 the resulting objective function value is F (τ S , y S ) = −8304 with 8 located tolls. Thus better solutions are obtained with the polished solutions from P-MILP, for all values on C, compared with the smoothening heuristic. Since the polishing is only performed on the toll levels, it seems that solutions to P-MILP achieve better toll location solutions, at least for the Sioux Falls network used in this paper.
Strategy 1 with λ = 0 and Strategy 2 with Λ = 3 stand out as the approximation schemes which in general perform worse, especially for C = 100. These schemes also correspond with a high mean relative error in the approximation of the travel times (Table 6 ). While Strategy 2 with Λ = 3 and Strategy 1 with λ > 0 have an equal number of linear segments the choice of break points in Strategy 1 clearly improve the approximation quality. Considering the lower bound estimation of the optimal objective function value to P-TDP in Table 2 , Strategy 2 in general performs best. The effect of the link flow bound update is, however, more noticeable for Strategy 1, but the effect of updatingĈ, before applying domain reduction, is small for all cases.
To analyze the differences between the different solutions obtained by the two strategies, and their different parameter values, Figure 5 shows the number of times each toll location appears in a solution. From Figure 5 it is clear that there are differences in the toll locations, between the solutions. There are only two links (link 45 and 71), which appear in all of the solutions. Another comparison can be made by considering the MSCP toll level solution. Comparing the best obtained solutions, given in Table 9 , with the toll locations with highest toll levels in the MSCP solution gives the following results. For C = 5, out of 14 located tolls, 3 are not among the 14 tolls with highest MSCP toll level, for C = 20 and C = 100, there are also 3 toll locations which are not among the 11 and 7 tolls, respectively, with highest MSCP toll level. Thus, as fewer tolls are located, a larger proportion of these tolls are not among the toll locations which have highest MSCP toll level. Finally, considering the resulting toll locations and levels, it is interesting but not surprising, to see that with C = 100, the tolls are located so that every possible route in every OD pair is tolled once. Thus, the benefit from the located tolls is mainly related to reduced demand. As C is increased, additional tolls are located in order to achieve benefits from optimal routing.
Discussion
In this paper a piecewise linear approximation of the toll design problem has been presented. The piecewise linear approximation requires a number of binary variables to be introduced, and the resulting problem is a MILP. The MILP formulation relies on a large number of VI constraints, which makes it difficult to directly use commercially available solvers. In Ekström et al. (2012) the MILP (formulated for a fixed demand network) is solved by a CCA, which requires one MILP to be solved to optimality in each iteration. Already for the medium sized network used in this paper this approach cannot be used in practice, due to the computational burden of solving one MILP to optimality in each iteration. In this paper we have instead presented a branch and cut framework, in which each subproblem is solved with a CCA (SP-CCA). The main benefits are that (1) any integer solution returned during the branch and cut process is a feasible solution to P-MILP, (2) any lower bound estimation of the optimal objective function value to P-MILP, obtained during the branch and cut process, is a valid lower bound of the optimal objective function value to P-TDP, and (3) SP-CCA can be integrated with commercially available solvers.
To improve the MILP approximation, domain reduction has been applied, to reduce the link flow space, and thus the error introduced by piecewise linear approximations of the non-convex functions. Two different strategies for choosing link flow break points have been evaluated. For Strategy 1, when the break points are chosen based on the SO and no-toll link flow solutions, domain reduction has a larger effect on the lower bound estimation of the optimal objective function value to P-TDP, while domain reduction combined with Strategy 2, when the break points are evenly distributed, has a less effect. For both strategies, the error in travel time approximations is clearly reduced when domain reduction based on the best found feasible solution to P-TDP is applied.
The approximation error can be viewed as a relaxation of the VI constraints (i.e. a relaxation of the UE condition), with the effect that a link flow solution which would require a certain number of located tolls to be an equilibrium solution, can be achieved with a fewer number of tolls located. In general, an approximation scheme with a small travel time approximation error has more tolls located compared to an approximation scheme with a high error. On the other hand, increasing the number of linear segments (i.e. increasing the number of binary variables) in Strategy 2 to reduce the error will increase the time needed to solve the optimization problem. By applying domain reduction it is possible to use only three link flow segments with Strategy 1, with roughly the same travel time approximation error as with Strategy 2 and six link flow segments (i.e. more than twice as many binary variables).
In terms of lower bound estimations of the optimal objective function value to P-TDP, obtained by solving P-MILP, the choice of strategy for selecting the link flow break points does not have a large impact on the quality of these estimations. Both Strategy 1 and Strategy 2 perform well, but it seems that Strategy 2 has some advantage when the number of located tolls are reduced (as C is increased). This is an expected result as the link flow solution will be closer to the SO solution when C is low. Strategy 1 with λ = 0 (i.e. only one break point), will benefit the most from domain reduction, and will for C = 5 and C = 20 return lower bounds equal to or better than what is obtained with λ > 0. Using only one break point will also reduce the complexity of P-MILP, and therefore Strategy 1 with λ = 0 could be an interesting choice when applying the approach to larger networks, given that domain reduction is applied. To update the underestimation of the operator costs (Ĉ), before applying domain reduction, has however shown to only give minor positive effects on the lower bound estimations and solution qualities, and for some cases even negative effects. For the quality of the toll locations and toll levels, when being evaluated in P-TDP, the results are not conclusive on which choice of strategy and parameter setting that will generate good solutions. It is, however, clear that Strategy 1 with λ = 0 overall perform worse compared with the other choices of parameter settings. One problem here could be that optimality is not proven for the solutions to P-MILP, and it is therefore possible that there exist better solutions to P-MILP which have not been found.
To solve P-MILP to optimality for larger networks can at the present time not be done within a reasonable time. To develop heuristic approaches for finding good feasible solutions to P-MILP, which could make use of the special structure of the problem, could improve the solution quality especially for larger networks. Remember that any lower bound to P-MILP, obtained during the branch and cut process (see Section 3.4), will be equal to or better then what can be computed based on SO link flows and demands. For practical applications a lower bound could then be obtained from applying the branch and cut framework to solve P-MILP (with the quality of the lower bound depending on the available solution time), and an upper bound could be obtained by applying a tailored heuristic to find good feasible solutions to P-MILP.
In this paper piecewise linear functions have been used to approximate the non-linear travel time functions. There is no guarantee that the original travel time function gives the best description of the relationship between travel time and traffic flow, and it is possible to instead directly use piecewise linear functions to describe this relationship. While this would eliminate the error introduced by the approximation of the travel time functions, there is still the need for approximating total travel time functions, link toll revenue functions and non-linear functions related to travel demand. The use of piecewise linear travel time functions is straightforward and the same framework as presented in this paper, for solving P-MILP, can be used.
It is possible to extend the TDP formulation to multiple user classes and/or nonlinear pricing. The introduction of multiple user classes would make it possible to take differentiated values of time, among the road users, into account, and non-linear pricing opens for applications to a wider range of congestion pricing schemes. 
A Formulated optimization problems
