Abstract. The problem of constraint preservation for discretizations of nonlinear PDEs is addressed in the example of the hyperbolic Yang-Mills equations in temporal gauge. These equations preserve a nonlinear divergence field analogous to the electric charge for Maxwell's equations. We introduce and discuss several discretizations of these equations on finite element spaces of Lie algebra valued differential forms. Numerical experiments indicate that simply restricting the variational formulation to the Galerkin spaces yields substantial drift in the charge, contrary to the linear Maxwell case. We then propose a fully discrete method constrained with Lagrange multipliers, for which we prove discrete charge conservation and observe excellent energy conservation.
Introduction.
Many physical phenomena can be accurately described in terms of fields subject to a constrained evolution equation. For instance, Maxwell's equations describe an electric field in the vacuum as a divergence-free vector field satisfying a wave equation. The Navier-Stokes equations describe the velocity field of an incompressible fluid as a divergence-free vector field subject to a nonlinear evolution equation, involving the pressure which is a Lagrange multiplier for the divergence constraint. For both of these examples, discretization is today relatively well understood, leading to powerful simulation tools.
However, for other examples the situation is less satisfactory. In particular, in certain gauges, Einstein's equations of general relativity (GR) reduce to a hyperbolic evolution equation for a Riemannian metric on a space-slice, subject to nonlinear differential constraints (see, e.g., Wald [39] ). The construction of good discretizations of these equations is an active research topic where much remains to be done. Lehner [26] mentions in particular the need to develop tools to help interpret data from gravitational wave detection experiments in the new field of "gravitational wave astronomy." It has been suggested that the problems encountered for simulating Einstein's equations are linked to difficulties for discretizations to preserve nonlinear differential constraints, since hyperbolicity might be lost outside the constraint manifold.
To gain insight into the generic problem of constraint preservation for nonlinear PDEs, we study in this paper the Yang-Mills equations in their hyperbolic form. These are evolution PDEs preserving a nonlinear constraint on the Cauchy data (initial values). However, in contrast to the initial value formulation of Einstein's equations, the Yang-Mills system remains stable even if the constraint is violated. The Yang-Mills equations appear relatively ripe for numerical analysis and could therefore serve as a stepping stone toward the successful simulation of more complicated equations. There are several reasons for this belief. First, concerning space discretization, when the Lie algebra is trivial, Yang-Mills equations reduce to Maxwell's equations and the Galerkin discretization of these on edge element spaces is now relatively well understood (see section 3.1 for references). Second, concerning time discretization, recent years have seen a deeper understanding of geometric properties of time-stepping methods (see also section 3.1). These two points are of course not completely distinct as they can be seen as facets of space-time variational principles. A third reason for optimism is that contrary to many other nonlinear equations one has analysis tools for studying relatively rough solutions to Yang-Mills equations, perhaps enabling norm estimates on the nonsmooth functions that appear in finite element discretizations (see section 2.2).
Briefly put, Yang-Mills equations are Euler-Lagrange equations for a time dependent gauge potential, which can be deduced from a Lagrangian which is invariant under a certain group of transformations called gauge transformations. This invariance provides a conservation property similar to (electric) charge conservation for Maxwell's equations. However, the natural discretization space for gauge potentials appears not to be invariant under the natural candidate for a subgroup of gauge transformations, contrary to the linear case of Maxwell's equations. We study the effect of this noninvariance on charge conservation and observe numerically that indeed, by discretizing space, we lose time-conservation of some significant quantities (even before time is discretized). We then discuss ways to impose charge conservation with Lagrange multipliers. Once a satisfactory way of doing this has been found, we turn to the time discretization.
The paper is organized as follows. A first part is devoted to introducing the equations and their setting. In section 2.1 we define Lie algebra valued differential forms and describe the basic operations on them that we will need. Then, in section 2.2, we introduce the Yang-Mills equations from a variational principle and relate these equations to Maxwell's equations. In section 2.3 we prove the charge conservation property we are interested in. In a second part we turn to discretizations and study first, in section 3.1, the (semi)discretizations obtained by restricting the Lagrangian to a finite dimensional space of gauge potentials. We show numerical results indicating that charge conservation is bad even though other parameters appear to be good. Motivated by this failure, we then, in section 3.2, discuss ways to impose charge conservation actively and show excellent numerical results for one of them. We have also included some remarks pertaining to the implementation of the proposed schemes in section 3.3. Finally, we conclude with some indications of possible directions in which to pursue the investigations. assembling complex objects from simpler constituents. A handy introduction to tensor products of vector spaces can be found in Ryan [33, chapter 1] . We will come back to issues of implementation later. Many tensor products are canonically isomorphic to spaces of (multi)linear maps. In particular, if E denotes a finite dimensional vector space, the space of p-linear forms on E can be identified with the p-fold tensor product
The antisymmetrization operator on the space of p-linear forms is the projector α p defined by
where S(p) denotes the group of permutations of the set {1, 2, . . . , p} and is the signature morphism. Antisymmetric p-linear forms are also said to be alternating.
We will use freely the language of (real-valued) differential forms, as exposed, for instance, in Lang [25] , but recall some basic facts. Let M be a finite dimensional real and smooth manifold. The tangent space of M at a point x is denoted T x M . For any integer p, a p-form on M is an object u which to any point x ∈ M associates a p-linear alternating map u x : (T x M ) p → R. We denote by Ω p the space of (smooth)
p is reduced to 0. Ω 0 is the space of real-valued functions on M . The direct sum of the spaces Ω p is denoted Ω. The wedge product is a bilinear associative map ∧ : Ω × Ω → Ω such that for each integer p and q
We then have
The exterior derivative is a linear map d : Ω → Ω such that for each integer p
In charts it can be constructed by antisymmetrizing the full differential. It is also characterized by the following two properties: If u ∈ Ω 0 , then for each x ∈ M , (du) x = Du(x) : T x M → R is the usual differential of u at x (also called derivative or tangent map). Moreover, for each u ∈ Ω p and v ∈ Ω q we have
Essentially because the full second order differential (say, in some chart) is symmetric (on R n the partial derivatives ∂ i commute: 
We now fix a finite dimensional real Lie algebra g, that is, a finite dimensional real vector space equipped with a bilinear map [·, ·] : g × g → g called a Lie bracket, which is antisymmetric and satisfies the Jacobi identity: for all a, b, c ∈ g we have
Under the condition that the other properties of the bracket are kept, the Jacobi identity is equivalent to the property that, for all a, b, c ∈ g, (2.11) which expresses that for each a ∈ g, [a, ·] acts as a derivation on [·, ·] .
By a g-valued p-form (on M ) we mean an object A which to any point x ∈ M associates a p-linear alternating map
and a ∈ g, u ⊗ a can be identified with the g-valued p-form defined at any x ∈ M by (2.12) and any g-valued p-form is a linear combination of (at most dim g) such forms. The bracket of g-valued forms is a bilinear operator (
and uniquely characterized by the property that for all u ∈ Ω p , a ∈ g, v ∈ Ω q , and
In other words, we consider the tensor product of the standard wedge ∧ defined on (real-valued) differential forms on M , with the Lie bracket [·, ·] on g. This gives Ω ⊗ g the structure of a graded Lie algebra. That is, if we have A ∈ Ω p ⊗ g, B ∈ Ω q ⊗ g, and C ∈ Ω r ⊗ g, then we deduce from (2.5), (2.9), and (2.11)
The exterior derivative is extended to an operator d :
It is uniquely characterized by the property that
If A is a gauge potential, i.e., an element of Ω 1 ⊗g, we associate with it a covariant exterior derivative denoted d A defined by
It is a derivation in the sense that if B ∈ Ω q ⊗ g and C ∈ Ω r ⊗ g we have (compare with (2.7) and (2.11))
The curvature of a gauge potential A is the element F(A) of Ω 2 ⊗ g defined by Cartan's formula as
This definition is motivated by the property that for all gauge potentials A and all B ∈ Ω q ⊗ g we have 
We also have the Bianchi identity:
We suppose that g is the Lie algebra associated with a Lie group G. For generalities on Lie groups we refer to, e.g., Duistermaat and Kolk [14] . For notational purposes we suppose that G is a matrix Lie group. Given a function Q : M → G, the associated gauge transformation G Q is the map which transforms a gauge potential A into the gauge potential A = G Q (A) defined by
This notation calls for some comments. First, for a given q ∈ G, one shows that Ad(q) : a → qaq −1 maps g into g linearly so that the first term on the right-hand side of (2.23), interpreted pointwise, provides a gauge potential. For generalities about the adjoint representation Ad : G → End(g) see [14, p. 2] . Second, also for a given q ∈ G, (right and left) multiplication by q −1 maps the tangent space T q G of G at q linearly into g. And for any function Q : M → G the differential of Q gives rise to linear maps DQ(x) : T x M → T Q(x) G. Thus the second term on the right-hand side of (2.23), interpreted pointwise, also provides a gauge potential. Combining these observations shows that A defined as above is indeed a gauge potential.
Gauge transformations behave nicely with covariant derivatives and curvature. With A = G Q (A) as before, we have
and
Moreover, G determines a group action in the sense that
where on the right-hand side we use pointwise multiplication to define the product Q Q.
We suppose that a Riemannian metric is given on M . That is, for any x ∈ M we have a Euclidean scalar product on T x M , depending smoothly on x. It enables us to construct L 2 -products on Ω as follows. First, for any Euclidean space E (we have in mind the tangent spaces T x M ), whose scalar product we denote by (·|·), we first obtain a Euclidean structure on the dual E , whose scalar product we also denote by (·|·), by requiring that u → (u|·) is an isometry E → E . Next, on the space of p-linear forms on E p (not necessarily alternating), there is a unique scalar product such that, for any
This scalar product can be restricted to the subspace of alternating p-linear forms on E p . This construction provides for each x ∈ M a Euclidean structure on the space of p-linear forms on (
We then obtain a scalar product ·, · on Ω defined by
where we integrate using the measure on M provided by the Riemannian metric.
We suppose furthermore that the Lie group G is compact. Then on g there is a scalar product denoted (·|·) which is compatible in the sense that for all q ∈ G the map Ad(q) is an isometry of g (see, e.g., [14, p. 135] ). This property implies that
With the help of this scalar product and a Riemannian metric on M we can construct L 2 -products on Ω⊗g, as well as L q -spaces, by slightly extending the preceding method. Given as before a Euclidean space E, one first shows that there is a unique scalar product on (
This provides scalar products on the spaces (⊗ p (T x M ) ) ⊗ g as before, as well as a scalar product on Ω ⊗ g denoted ·, · . We also obtain L q -norms defined by
where | · | x is the Euclidean norm on (⊗ p (T x M ) ) ⊗ g defined by the constructed scalar product. At least for our purposes these norms behave like standard L q -norms on scalar functions, for which we refer to Folland [16] . We shall allow ourselves to speak about L q -spaces of real and Lie algebra valued forms without burdening the notation with the precision of what kind of forms we will be considering at each time.
From (2.29) we deduce that for any A ∈ Ω 0 ⊗ g and any B, C ∈ Ω p ⊗ g we have 
Yang-Mills Lagrangian and equations.
In accordance with notions introduced in the previous section we consider the following setting and notation: M is a compact Riemannian manifold (without boundary) and G is a compact Lie group with associated Lie algebra g. A compatible scalar product on g is chosen. The L 2 -duality on Ω ⊗ g with respect to the Riemannian metric on M and the compatible scalar product on g is denoted ·, · . The L 2 -norm is denoted · . The hyperbolic Yang-Mills equation, in the temporal gauge, is an equation for gauge potentials on M that can be derived from the Lagrangian L defined on (
We look for time dependent gauge potentials A : t → A(t) ∈ Ω 1 ⊗ g satisfying the stationary action principle. That is, we look for trajectories A which, for any t, t ∈ R, are critical points of the action integral
L(B(s),Ḃ(s))ds, (2.35) among trajectories B such that B(t) = A(t) and B(t ) = A(t ).
If we ignore for the time being some questions about the regularity of solutions and continuity properties of operators, the associated Euler-Lagrange equation for a time dependent gauge potential A : t → A(t) is (at any time t) To us the strong formulation is mainly a convenient notation. Discretizations are guided by the weak formulation or indeed the stationary action principle.
Various first order formulations are useful. With a time dependent gauge potential A : t → A(t) we associate time dependent fields E :
We remark that these two equations imply the following evolution equation for B:
Conversely, if (A, E, B) satisfies the above system, and the initial condition B(0) = F(A(0)), then for all times t, B(t) = F(A(t)) and A satisfies the Euler-Lagrange equation (2.37).
We will also use the following first order formulation involving only the fields A and E:Ȧ
It differs from the standard Hamiltonian reformulation of Euler-Lagrange equations by the sign appearing in (2.45). The choice of signs is motivated by the conventions used in electromagnetics, at which we shall arrive shortly.
We have stated most of the above results as if every field was smooth. For the purposes of numerical analysis it is useful however to keep in mind the following existence and uniqueness results for nonsmooth solutions of the Yang-Mills equations. Perhaps most importantly to us, Klainerman and Machedon [24] have proved global well-posedness in the Sobolev space H 1 loc for initial data with finite energy. An essential ingredient here is a compactness result of Uhlenbeck [38] . Tao [36] has obtained local results for norms weaker than H 1 loc . Earlier results include existence and uniqueness for high-order Sobolev norms by Segal [34] ; see also Eardley and Moncrief [15] .
Actually even the H 1 loc framework is somewhat inadequate for numerical analysis. It appears mainly because we have gauge potentials A, say, in L 2 , with exterior derivative dA in L 2 , for which we have some control over d A. Experience from Maxwell's equations (to which we devote the next paragraph) indicates that we should consider discretization spaces consisting of potentials A ∈ L 2 such that dA ∈ L 2 , but for which d A is not necessarily integrable. This term should rather be controlled by the good behavior of A, dP for a large enough space of "test-functions" P ∈ L 2 satisfying dP ∈ L 2 . The numerical analysis is as of today incomplete and we do not claim to have found the right framework for carrying it out.
Many of the results of this paper are motivated by analogies with Maxwell's equations and we now make this link explicit. In the context of electromagnetics, M is three-dimensional, E is the electric field, and B is the magnetic field. We choose G to be the group U = {u ∈ C : |u| = 1}, (2.47) so that g can be identified with iR ⊂ C. Since U is commutative the Lie bracket is trivial, leading to many simplifications. From (2.43), (2.44) we obtain the familiar (vacuum) Maxwell equations for E and B, given here in vector notation: All fields here are R-proportional to the complex number i, so it is customary to cancel it out. Other choices of magnetic potentials are often used but in this paper we restrict our attention to the above choice of gauge, called temporal gauge (because A can be identified with a 1-form on time-space R × M having no component along the time axis).
Maxwell's equations (2.48), (2.49) preserve the following constraints on the initial data:
This follows immediately from the identity div curl = 0. The Yang-Mills equations have similar constraints as we shall see in the next section.
In this presentation we have of course reversed the historical order, since Yang and Mills obtained their equations in an effort to generalize Maxwell's equations to the case where G is a noncommutative Lie group such as SU(2).
Conservation properties. For
Maxwell's equations (2.48), (2.49) the two divergence constraints (2.53), (2.54) appear as completely symmetric. But once a magnetic potential is introduced as in (2.50), (2.51), these two constraints acquire rather different meanings. This will become even more apparent for the Yang-Mills equations, which have similar constraints. The generalization to Yang-Mills equations of the divergence constraint (2.54) on the magnetic field is the Bianchi identity (2.22). As we shall see, it is not a problem to handle numerically, at least for the discretizations we have chosen. On the other hand, the following identity, which is analogous to charge conservation (2.53), is numerically more challenging. We should have the constraint
In general (not necessarily temporal) gauge, this equation is actually one of the YangMills equations. In our setting, however, it appears as a constraint which is preserved by the flow and which should be satisfied initially. We now check this in two (related) ways.
Pick P ∈ Ω 0 ⊗ g, and regard it as a constant function of time. Putting A = d A P in (2.37) we obtain (from (2.20) and (2.33))
We also remark that
In analogy with Maxwell's equations we will refer to this conservation property as charge conservation. As already mentioned, condition (2.55) should also be satisfied initially. Thus, withȦ = −E, the couple (A(t), E(t)) should evolve on the (in general infinite dimensional, nonlinear, and perhaps singular) "manifold" with equation
We now show how this property can be obtained using Noether's theorem. First fix a map Q : M → G, and consider the associated gauge transformation G Q :
For all gauge potentials A, A ∈ Ω 1 ⊗ g we have (using (2.25) and the compatibility of the scalar product)
In other words the Lagrangian L is invariant under gauge transformations G Q associated with maps Q : M → G. On the other hand, if we fix a gauge potential A and differentiate the map Q → G Q (A) at the constant map I : M → G equal to the unit of G, we get the following linear map:
Therefore, by Noether's theorem (see, e.g., Marsden and West [28, p. 369]), for each
This provides an interpretation of the charge conservation property.
Discretization.
3.1. Unconstrained schemes. For the discussion of numerical schemes we suppose that the spaces Ω p do not consist solely of smooth fields but have been completed with respect to some norm of the form
with q < +∞. Then the exterior derivative extends to a continuous operator d :
The exponent q should be chosen such that the brackets of forms yield sufficiently integrable forms.
For each integer p let X p h denote a finite dimensional subspace of Ω p . We require that dX
. This provides a commuting diagram
where the vertical arrows are inclusion maps and the horizontal ones are instances of the exterior derivative. The following discussion of discretizations makes the most sense when X p+1 h is small among the spaces containing dX p h (the precise statement would be that the vertical arrows in diagram (3.2) should induce isomorphisms in cohomology; see Gelfand and Manin [17] ). Commuting diagrams are increasingly used to interpret or guide developments in numerical analysis; see Arnold [1] .
The index h is there to remind us that we are in fact interested in sequences of spaces indexed by some parameter h and convergence results with respect to h. h is a space of 2-forms referred to as Raviart-Thomas face elements. Similar constructions have been used in physics (see Sorkin [35] ) and can be traced back at least to Weil [40] who used them for algebraic/topological purposes (see also Whitney [41] ). The interpretation of mixed finite element methods in terms of such differential forms is due to Bossavit [6] . In this choice of spaces the dimension of X p h is exactly the number of p-dimensional simplexes in the mesh. The parameter h denotes the maximal diameter of the simplexes of T h .
The finite element point of view provides other choices of spaces as well-for instance, spaces built with polynomials of any degree; see Nédélec [30] , [31] . For surveys on these spaces in the context of electromagnetics, we refer the reader to Hiptmair [21] and Monk [29] . So-called hp versions of these finite element spaces are also useful for simulating Maxwell's equations, and we refer the reader to Demkowicz [12] for an overview on this topic. For generalities about mixed finite element methods, see [8] , [32] , [18] .
Given such a finite dimensional complex we will use the spaces X p h ⊗ g as discretization spaces for Lie algebra valued differential forms.
We consider time dependent gauge potentials of the form A :
2 , the corresponding stationary action principle yields the Euler-Lagrange equation
An equivalent first order formulation is the following system for time dependent
For these semidiscrete equations we have energy conservation. For instance, for the second order formulation, along any trajectory A, the following quantity is constant:
This can be checked directly by inserting A =Ȧ in (3.3) and is of course a general property of Hamiltonian systems.
We remark furthermore that we have the Bianchi identity
corresponding to the absence of magnetic charges, since F(A) is represented exactly. That is, for any given time, A(t) is an element of the finite element space X 1 h ⊗ g and F(A(t)) is in a corresponding higher-order finite element space specified in section 3.3. The Bianchi identity for the discretization is then just a particular case of the standard Bianchi identity. (The projection of F(A(t)) down to X 2 h ⊗ g, on the other hand, would provide a field F not necessarily satisfying d A F = 0.)
The Bianchi identity corresponds to the constraint div B = 0 in electromagnetics. For the analogue of div E = 0 we have greater problems however. For discretizations of Maxwell's equations this constraint is obtained in a weak form. We now detail this, as it is a source of inspiration for Yang-Mills equations.
The standard semidiscretization of the Euler-Lagrange equation (2.52) for Maxwell's equations would be to look for a magnetic potential of the form A :
Inserting A = grad P for P ∈ X 0 h into this equation gives Ȧ , grad P ˙= 0, (3.9) when P is considered as a constant function of time. In particular, if the equality Ȧ , grad P = 0 holds initially for some P ∈ X 0 h , it will hold at all times. If a magnetic potential A ∈ X 1 h satisfies Ȧ , grad P = 0 for all P ∈ X 0 h , one says that it is weakly (or Galerkin) divergence-free. Ideally one might want strong divergence freedom, and such divergence freedom appears to be necessary for many applications in electromagnetics. However there are indications that for edge element spaces weak divergence freedom might be just as good as strong divergence freedom. An important example is Kikuchi's compactness property [23] . It asserts that if we have a sequence (A h ) indexed by a mesh parameter h → 0 of fields A h ∈ X 1 h such that A h and curl A h are L 2 -bounded, and A h is weakly divergence-free, one can extract a subsequence which is L 2 -convergent. This property mimics the (Rellich) compactness of the injection H 1 → L 2 , since a vector field on a compact manifold which is in L 2 and has its curl and divergence in L 2 is actually in H 1 . This property is an essential ingredient in the analysis of the numerical approximation of eigenvalues of the curl curl operator on edge element spaces (see Boffi et al. [4] ) and essentially guarantees the absence of spurious modes. The link between spurious modes in eigenvalue computations and problems encountered in time-evolution simulations has been investigated; see, e.g., Hesthaven and Warburton [20] , Boffi and Gastaldi [5] , and Boffi, Buffa, and Gastaldi [3] .
A refinement of Kikuchi's property which is useful for the convergence analysis of nonlinear terms and which was partly inspired by the present work is proved in Christiansen [10] . It indicates that with respect to the convergence of so-called divcurl expressions, if (A h ) is an L 2 -bounded sequence of vector fields A h ∈ X 1 h which are Galerkin divergence-free, everything happens as if div A h → 0 in the H −1 -norm. For noncommutative Lie groups G the simple trick used in (3.9) can no longer be carried out. One would like to be able to insert
From the point of view of Noether's theorem we remark that the gauge transformations associated with maps Q : M → G of the form
do not map X 1 h ⊗g into itself, contrary to the linear Maxwell case. We remark however that if Q is constant the associated gauge transformation does map X 1 h ⊗ g into itself, since this space is stable under pointwise application of Ad(q) : g → g for any q in G. Alternatively one can simply remark that if P ∈ X 0 h ⊗ g is a constant map, (3.3) . This proves that the scheme conserves total charge.
One might hope that for any given P ∈ X 0 h ⊗ g, considered as a constant function of time, the quantities Ȧ , d A P just oscillate around the initial value which is assumed to be small. We now present some numerical results to see if these hopes are answered.
We will show numerical results obtained with time discretizations according to the leap-frog scheme, which is by far the most popular time discretization of large scale Hamiltonian systems. For its use in the case of Maxwell's equations see Joly [22] . For additional points on the numerical analysis of time and space discretization of Maxwell's equations see Ciarlet and Zou [11] . This discretization scheme should be seen in the context of so-called symplectic integration methods; see, e.g., Berndt [2] for an introduction to symplectic geometry and Hairer, Lubich, and Wanner [19] , Leimkuhler and Reich [27] , and Marsden and West [28] for numerical aspects. We introduce a time step τ and consider approximations A i of A(iτ ) obtained by the recursion formula
Here and in the following all variables appearing with a " " should be preceded by a "for all" statement referring to a certain space of the form X p h ⊗ g, which should be clear from the context. This will ease the notational burden somewhat.
The leap-frog scheme is usually implemented using coupled one-term recurrences rather than a two-term recurrence. One introduces E i+1/2 as an approximation of E((i + 1/2)τ ) in the following reformulation of (3.11):
Since E and A are not seen at the same time this technique is often called timestaggering. To some extent time staggering is what lets us remain explicit in the time step, a huge advantage compared with implicit schemes for large scale computations.
In Figure 1 we show numerical results obtained for su(2)-valued gauge potentials on a two-dimensional sphere. Thus in our previous notation g = su(2) and M = S 2 . Recall that su(2) is the three-dimensional Lie algebra consisting of trace-free and skew-hermitian 2 × 2 complex matrices (see, e.g., [14, p. 10] ). It is the Lie algebra associated with the compact Lie group SU(2) consisting of unitary 2 × 2 complex matrices with determinant 1. The finite element spaces were constructed from an unstructured mesh of the sphere (there is no particular reason for choosing a sphere rather than another surface, except that by using a rather symmetric one embedded in R 3 , we could visually check some predictions about symmetry properties of the waves).
We i in the curvature. Linearization of the equations indicates that the waves travel around the sphere with speed 1, which accounts some of the almost 2π-periodic features which can be seen in the graphs.
For Maxwell's equation (3.8) the leap-frog discretization is stable under a CFL condition (i.e., τ ≤ Ch). This is proved in Joly [22] using the conservation of a discrete 
Fig. 1. L 2 -norms squared of A i (plain), dA i (dashed), and (1/2)[A i , A i ] (finely dashed).
energy containing a negative term which is controlled by an inverse inequality. This discrete energy is defined as
(3.14)
For the general Yang-Mills equations we have not found a similar conserved discrete energy. However, at least for the numerical examples, the leap-frog scheme seems to be stable for roughly the same values of the time step τ as for the Maxwell case. For the numerical results presented here the time step is 0.01, which is a few times less than the stability limit. The graphs show 3000 time steps. It might be added that in the course of our simulations we found that there is a remarkably sharp value for τ (depending on initial conditions) above which the scheme was unstable but under which the numerical results appeared rather satisfactory. If we call τ 0 such a value, the interval of time steps for which the behavior was erratic but stable was less than τ 0 /100 wide. In Figure 2 we have plotted some reasonable approximations of the energy as a function of time. These are
and Fig. 2 .
We have also plotted a linear combination of these two energies which yielded very good conservation (the conservation cannot be exact however for convex combinations, since this would imply unconditional stability).
In Figure 3 we have plotted two graphs. One is the L 2 -norm squared of a discrete divergence field
The other graph is the L 2 -norm squared of a field
Ideally the charge field C i should remain small compared with D i , but this appears not to be the case. This tends to indicate that the field D i is unreliable. Direct visualization shows that it displays strongly mesh-dependent features, as if a smooth (ideal) field D had been perturbed by the noise C i . As already remarked, total charge is conserved for the scheme, so that C i must be oscillatory and visualization shows that oscillations are on the scale of the mesh-width h. We remark furthermore that, by energy conservation, the L 2 -norm of (A i+1 − A i−1 )/2τ is bounded so that the
) is also bounded. On the other hand Figure 3 shows that the L 2 -norm of D i tends to grow. Together these observations indicate that D i develops high-frequency modes. We will come back to this observation for the constrained discretizations. We believe this bad behavior with respect to charge conservation to be attributable to the semidiscretization (the space discretization) rather than the leap-frog scheme (the time discretization). That is, the leap-frog scheme just serves to illustrate that the semidiscretization does not provide adequate charge conservation. In this sense the semidiscretization (3.3) is inadequate for simulating Yang-Mills equations. Note that the stability indicated by Figures 1 and 2 , together with the drift observed in Figure 3 , illustrates the fact that the Yang-Mills system is stable also away from the constraint manifold. But if the Yang-Mills equations were to be coupled with other equations, the development of high frequency modes could be disastrous.
In this paper we will mostly use the leap-frog scheme. This is of course not the only possibility. As an example of an interesting implicit scheme we mention
One of its charms is the following discrete energy conservation property. Proposition 3.1. The implicit scheme (3.19) , (3.20) has the following conserved energy:
into the left-hand side (3.19) gives 1 2τ
Next we use the property that, since the curvature map F is a polynomial of degree 2, we have, for all gauge potentials A, B,
Applying this identity to
shows that the right-hand side (3.20) with A = (1/τ )(B − A) is equal to
From this the proposition follows. This conservation property implies unconditional stability of the scheme. This is useful in particular when the mesh contains strong local refinements.
Constrained schemes.
Since unconstrained schemes have trouble with charge conservation we now examine ways to impose this as a constraint on the flow. This is easier to do on first order formulations such as (3.4), (3.5) .
In analogy with the continuous case and standard discretizations of Maxwell's equations, we would like (A, E) to evolve on the subset of (X
One expects this set to be manifold-like, with singularities located where the kernel of d A is nontrivial.
We first discuss constraint imposition in general. Suppose we have a system of the formu = f (u), g(u) = 0, (3.28) which is compatible in the sense that the vector field f is tangent to the zero-set Z g of g. One way of imposing constraints on this system is by introducing Lagrange multipliers v and imposing that for all u , v
When Dg is onto at each point, the system has a unique solution for given initial values. If the constraint is satisfied initially, it produces trajectories on the zero-set Z g of g, governed by the vector field defined as the orthogonal projection of f to the tangent spaces of Z g , according to the duality products ·, · . More generally it produces trajectories on the level-sets of g.
When the constraint is compatible, this trajectory must be the one given by (3.28) and the Lagrange multiplier v remains equal to 0. But when the system (3.29), (3.30) is used for incompatible systems, the Lagrange multiplier v will vary, measuring in a sense how incompatible the original system was.
If we apply this method of imposing constraints to the first order system (3.4), (3.5) with the constraint (3.27), we get the following constrained first order system, with Lagrange multipliers P :
In this system (3.31) can be rewritten using (2.33):
where Π h denotes L 2 -orthogonal projection onto X 1 h ⊗ g. In this situation it is not clear what one should call energy of the system, let alone if it is conserved. This is a severe drawback. One could impose an additional constraint on the energy, but this seems cumbersome. Moreover, explicit time discretization of the constrained system (3.31)-(3.33) seems difficult to achieve since the constraint (3.33) appears to be unsuited for time-staggering as in (3.12), (3.13).
In the system (3.31)-(3.33) we see that the term E, [Ȧ, P ] ought to be 0. As an alternative to that system we therefore consider the following nonstandard constrained system for fields A(t), E(t) ∈ X 1 h ⊗ g and Lagrange multipliers P (t) ∈ X 0 h ⊗ g:
For the continuous analogue of this system, we remark that by the cancellation property (2.56) given in our first proof of charge conservation in section 2.3, it is equivalent to the unconstrained Yang-Mills equations (2.37) and should yield Lagrange multipliers equal to 0.
For the discrete case we obtain a system which is both energy and constraint preserving (in particular, it is not equivalent to the unconstrained semidiscretization).
Proposition 3.2. For any solution of (3.35)-(3.37), if the constraint (3.27) is satisfied initially, it will be satisfied at all times, and we have energy conservation:
Proof. Indeed we have for constant P
It follows that if the constraint (3.27) is satisfied initially it will be satisfied at all times. Inserting E = E in (3.36) then gives energy conservation.
Next we turn to time discretizations of (3.35)-(3.37). Consider the following scheme:
Luckily this scheme turns out to be constraint preserving in the following sense. Proposition 3.3. For any solution of (3.40)-(3.42) the following quantities are preserved:
Proof. First we remark that
Then we write
This gives the desired result.
Next we show numerical results for the same mesh, time step, and initial values as for the unconstrained case. In Figure 4 we have plotted L 2 -norms as in Figure 1 and obtained graphs which are very similar but not identical to the unconstrained case.
In Figure 5 we have plotted the same energies as in Figure 2 . Here the similarity with the unconstrained case is surprising. Finally, in Figure 6 we have plotted the divergence and charge defined as for Figure 3 . It appears that we have obtained charge conservation without destroying long-time energy conservation. This is somewhat surprising since for symplectic schemes such as the leap-frog scheme existing results on long-time approximate energy conservation are often based on fine properties of Hamiltonian ODEs (see, in particular, [19, chapter 13] ) whose extension to constrained discretizations of a PDE are not clear. For the plot of the divergence we have rather large discrepancies with the unconstrained case. For the former discretization, we observed that H −1 -boundedness and L 2 growth of D i indicate the development of high-frequency modes. Since for the constrained scheme, the L 2 -norm of D i grows less (if at all) over a relatively long time period, it appears that we have eliminated the high-frequency modes.
The above constraint preservation is not limited to the leap-frog scheme. The system (3.40)-(3.42) can be expressed as a second order recurrence relation. The discrete acceleration should be a solution of
The proof of constraint preservation provided for Proposition 3.3 did not depend on the structure of the first term on the right-hand side of (3.40). Therefore we can also impose constraints on the implicit scheme (3.19)- (3.20) by replacing the first term in the right-hand side of (3.50) by the one in (3.20) . For this scheme, if the constraint is satisfied initially it will be satisfied for all times, enabling us keep the discrete energy conservation property proved in Proposition 3.1.
Implementation questions.
In this section we comment on some points relevant to the implementation of the above fully discrete algorithm: representation of bilinear maps and resolution of saddle point problems.
Several bilinear maps appear. In particular, we have the wedge of differential forms, the Lie bracket on the chosen Lie algebra, and the bracket of Lie algebra valued differential forms, which is the tensor product of the preceding two maps. Concerning the Lie algebra, a basis (e i ) is chosen and the bilinear map [·, ·] is expressed in this basis by the so-called structure constants β . From the first one, we can obtain the bracket of Lie valued forms needed to define the constraint by taking the Kronecker product with the structure constants of the Lie algebra. From the second we obtain the bracket needed to define curvature.
Products of polynomials create polynomials of higher degree so in order to represent these wedge products we must introduce high-order finite element spaces. For simplicity we now skip the index h for the spaces and introduce a new one referring to polynomial degree. For the lowest-order finite element spaces already introduced we use X p = X It can also be checked that in three dimensions, the family of spaces (X p n ) corresponds-under the standard identification of differential forms with vector fields-to the first family of mixed finite element spaces as defined in [30] , n being the maximum degree of the polynomials used to represent the fields in each tetrahedron (in this context one often says that one uses incomplete polynomials of degree n, since not all differential forms which can be represented piecewise by polynomials of degree n are used; witness the case n = 1 for p ≥ 1).
As already mentioned, to implement our algorithm we are interested in the cases
and ∧ :
Implementing a basis for high-order finite elements is notoriously cumbersome, since it involves noncanonical choices, which would make for acrobatic indexing exercises when implementing the above wedge products. As a simpler alternative, instead of bases we used generating families which might have linear dependencies. Generally speaking, given a bilinear map α : E × F → G between finite dimensional spaces E, F , and G equipped with finite generating families (e i ), (f j ), and (g k ), respectively, suppose we have some family (α
Such a family exists but is in general not unique, but the action of α on vectors expressed as linear combinations of the families (e i ), (f j ) can still be recovered. Explicitly, if
then we have, by simple bilinearity,
We now detail the choice of generating families for ∧ :
we equip them with their standard (canonical) bases denoted (e i ) i∈I and (f j ) j∈J indexed by nodes and edges, respectively. A generating family of X 1 2 is provided by the family (e i f j ) (i,j)∈I×J but most of these elements are 0. We therefore use the subfamily consisting of, on the one hand, for each edge j ∈ J with extremities j 0 and j 1 (members of I) in some orientation of the edges, the two 1-forms e j0 f j and e j1 f j , (3.58) and on the other hand, for each triangle k with vertices k 0 , k 1 , and k 2 , if we denote by k l the edge opposite to the vertex k l ,
This last family is not linearly independent since for each triangle
As already indicated, it turned out that it was easier to implement the algorithms in this framework rather than ejecting one of the three terms e k l f k l in each triangle (which is enough to ensure linear independence).
Working with tensors of the form (α k ij ) requires routines for treating sparse tensors. For each k there is only a small number (independent of h) of nonzero coefficients. For each k we introduce sets I k and J k defined by
We number the elements of I k and J k consecutively with integers starting at 1 and store for each element of the |I k | × |J k | matrix thus obtained the corresponding coefficient α k ij . While this is certainly not the sparsest representation of the family (α k ij ) it makes the following contraction operation rather quick and easy. In order to assemble the constraint matrix appearing in the saddle point problem (3.41), (3.42) we need to assemble the sparse matrix obtained by contracting the bracket
In the above notation, if α is the bracket and v is the gauge potential we want to assemble the matrix of the operator u → α (u, v) . The sparsity pattern of this matrix is determined by the sets I k and assembling this matrix involves only summing the products
for each k and each i ∈ I k . This is a small number (independent of h) of operations for each k .
In order to treat the saddle point problem (3.41), (3.42) we need not only assemble the matrix but of course also solve the resulting system. To do this we used an Usawa algorithm. It is an iterative algorithm which requires preconditioning the Schur complement. Indeed, computing the Lagrange multiplier P i is essentially equivalent to solving a problem of the form
1 ⊗ g, and L i is some linear form on X 0 1 ⊗ g (this can be checked by directly inserting E = Π h d A i P into the system). For the numerical results presented here we used as a preconditioner the exact inverse of the matrix of the bilinear form on (X 0 1 ⊗ g) 2 defined as (P, P ) → dP, dP + P, P . (3.65) This inverse can be represented by factorization once the nodes have been optimally numbered. The number of times this matrix is used justifies the use of a factorization algorithm, as compared with iterative methods which are often preferred for large scale problems. The above choice of preconditioner was guided by the fact that lower-order terms are compact perturbations of the Laplacian, so that one expects spectral clustering around 1 for the preconditioned system. The Babuska-Brezzi compatibility condition (see Brezzi [7] ) we will prove in the next section also proves that this preconditioner yields a condition number bounded uniformly in h.
We now prove a Babuska-Brezzi compatibility condition, ensuring that the above saddle point problem (3.41), (3.42) (or, equivalently, (3.64)) is well-posed. It is slightly more technical than usual since d A might have a nontrivial kernel. Recall that a continuous operator is said to be left semi-Fredholm if it has closed range and finite dimensional kernel. The sum of a left semi-Fredholm operator and a compact operator is again left semi-Fredholm. In the following proposition we suppose that M is threedimensional. is a compact perturbation of a map satisfying a (one-sided) uniform discrete Inf-Sup condition (up to a finite dimensional space). The proposition then follows from Corollaries 1.11 and 1.13 in Christiansen [9] .
In geometric terms this proposition shows that the infinitesimal generators of the gauge transformations G Q associated with Lie group valued maps Q : M → G of the form x → Q(x) = exp(P (x)), (3.68) with P ∈ X 0 h ⊗ g, are far from orthogonal to X 1 h ⊗ g. This property should be compared to the case of a commutative Lie group G (e.g., Maxwell) for which X 1 h ⊗ g is stable under such gauge transformations, which, as already mentioned, provides an interpretation of the conservation property (3.9) in terms of Noether's theorem.
Typically one would like to apply the Babuska-Brezzi compatibility property along trajectories t → A(t) ∈ X 1 h ⊗ g. For this purpose we mention that Corollary 1.17 in Christiansen [9] automatically extends certain estimates which follow from Proposition 3.4 to hold uniformly for sets of gauge potentials A that are compact in L 3 .
Perspectives.
We believe that Yang-Mills equations provide a test bench for many problems in the theory of discretizations of constrained PDEs and we mention in this conclusion directions for future investigations.
Extension to nontrivial principal bundles seems to be a challenging geometric problem and is under investigation.
Multiplying the Lie bracket on g by a real parameter provides some freedom in tuning the strength of the nonlinearity. That is, we can introduce a coupling parameter γ ∈ R and consider the curvature The limit γ → 0 is often referred to as the weak coupling limit, while the case γ = 0 is equivalent to Maxwell's equations. Various series expansions, e.g., in powers of γ, around the "trivial" case γ = 0 are used in many circumstances (for instance, KAM theory) to provide information where other methods fail.
We mention also that, in physics, quantized versions of the Yang-Mills equations are the most important. Given a representation of the Lie group G on a vector space V , a gauge potential on M gives rise to a connection on the space of V -valued maps on M which is compatible with G, and vice versa. The lattice gauge theory due to Wilson consists in using a cubic lattice and attaching Lie group elements to each edge, representing the parallel transport of a connection. The curvature of the connection has degrees of freedom attached to each square of the lattice, called Wilson loops. This discretization appears to be linked to the presently proposed finite element method in much the same way as, for Maxwell's equations, the Yee scheme, which is a staggered finite difference scheme on cubic lattices, is related to variational mixed finite element methods.
