This paper investigates the degree of comovements in quarterly Italian time series of sectoral output. A recently developed multivariate technique for the empirical analysis of long-run, cyclical and seasonal comovements is used in the context of a multisectoral real business cycles model augmented with persistent seasonal shocks in productivity.
Introduction
In recent years there has been an increasing interest in the role played by productivity shocks in generating comovements among different sectors of the economy. Based on the seminal contribution of Long and Plosser (1983) , several empirical studies attempted to measure the degree of sectoral comovements of output. Particularly, Durlauf (1989) reported evidence of pairwise cointegration among sectors in the US, Engle and Issler (1995) provided findings of a relatively high number of common trends and a relatively small number of common cycles for the same data-set, Lee and Pesaran (1993) assessed the importance of idiosyncratic sectoral shocks, with respect to macro-shocks, in the generation of cyclical fluctuations in the UK. Caporale (1997) confirmed that UK sectoral outputs exhibit idiosyncratic cycles and Lucke (1998) found evidence of no cointegration and a single serial correlation common feature in West Germany.
However, empirical investigations in sectoral business cycle research have often suffered from two main shortcomings. First, the lack of a unified statistical background for the simultaneous analysis of growth, business cycles, and seasonality has forced researchers to concentrate only on specific aspects of the related macroeconomic dynamics. Particularly, the frequent use of annual or seasonally adjusted data have obscured the strong seasonal behavior displayed by many international output measures (see, e.g., Cecchetti and Kashyap, 1996) . Moreover, cyclical comovements of economic time series are not invariant to temporal aggregation and seasonal adjustment (Hecq, 1998; Cubadda, 1999; Marcellino, 1999) . Second, the difficulties in finding a data-set fully coherent with the predictions of theoretical models has obliged empirical literature to use proxies of the relevant economic variables, such as values added or industrial production indices. However, both measures present serious inconveniences for the problem at hand. In fact, industrial production indices generally refer to the economic activity of a sample of medium-large size enterprises operating in the manufacturing sector. Therefore, they neglect the dynamic of production of small firms which could well play a central role in explaining sectoral economic activity in manufacturing. In contrast, value added figures are available for all sectors of the economy and represent the economic activity of enterprises independently of their relative size. However, value added data are particularly unsatisfactory in disaggregated analyses since, by construction, they exclude intermediate consumption, that is, goods and services used as inputs by each production process. Therefore, they neglect a major source of transmission of economic disturbances from one sector to another and their use could lead to serious biases in the estimation of sectoral comovements. On the contrary, output data do not present this inconvenience since they are given by the sum of value added and intermediate consumption.
In this paper we attempt to address both the limitations discussed above. To this end, we use a recently developed multivariate technique for the empirical analysis of long-run, cyclical and seasonal comovements (Cubadda, 1999) in the context of Long and Plosser's (1983) multisectoral real business cycle (henceforth, RBC) model as modified by Lucke (1998) in order to allow for a multi-period capital utilization. In the spirit of the RBC literature, we augment this model in order to reflect persistent seasonal shocks in productivity. Moreover, we use Italian quarterly data of sectoral outputs. To our knowledge, this is the only output data-set available on a quarterly disaggregated raw basis among OECD countries. 6 The structure of the paper is the following. Section 2 contains an outline of the sectoral RBC model. Section 3 is devoted to data issues and univariate analysis. Section 4 reports the results of the (seasonal) cointegration and serial correlation common feature analyses. In Section 5 we test whether the postulated nature of the productivity shocks accords with our data. Section 6 presents the conclusions.
A sectoral RBC model with stochastic seasonality
RBC models can be disaggregated by industry to allow for sectoral influence. The key assumptions in the multisectoral Long and Plosser (1983) model are the existence of a framework of sectoral production functions allowing for the input of intermediate goods produced in the supplying sectors, and the introduction of a production lag. If the use of capital is allowed to be multi-period, then the simplified Cobb-Douglas production function proposed by Long and Plosser becomes (Lucke, 1998) :
where 
(2)
The model shares the same assumptions of the macro RBC models, in which a constant number of identical individuals wish to maximize their expected utility function , U where tastes are assumed constant and uninfluenced by exogenous shocks.
For the period , t the utility function is assumed to have the homothetic and additive form: 
Production is allocated to consumption and to intermediate inputs:
Given these assumptions, it is possible to calculate optimal quantities. For our purposes, the resulting dynamic behavior of output is of particular interest. Substituting optimal labor L and optimal commodity inputs X into the production function, we obtain a very simple vector process:
where the constants s ' i K are functions of preferences and technology parameters.
Taking logs, (3) can be rewritten in vector form as:
where
The standard assumption on λ t +1 is that it follows a possibly non-stationary VAR(1) process. We augment the order of this process up to four in order to allow for seasonal productivity shocks in a quarterly economy. Particularly, we assume that: 1 1 3 3 2 2 1 1 0 1 ) (
Some remarks on this assumption are in order. First, differently from previous authors who extended RBC models to reflect seasonal variations in technology (e.g., Chatterjee and Ravikumar, 1992; Braun and Evans, 1995) , we view these variations as stochastic, and possibly non-stationary, rather than purely deterministic. This is in line with the empirical evidence indicating the existence of seasonal unit roots in most of real-world output series (see, e.g., Hylleberg et al., 1993; Canova and Hansen, 1995) .
Second, in the spirit of the RBC literature, we focus primarily on seasonal technological shocks since we wish to investigate whether these shocks are solely responsible for observed seasonal fluctuations
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. In section 5, we then propose a testing procedure for the hypothesis that seasonality in our sectoral output series is entirely due to seasonal productivity shocks.
By combining equations (4) and (5) we have the following finite VAR(p)
on the roots , and 1 ι ± ± where , 1 − ≡ ι allows equation (6) to be rewritten as follows (see, e.g., Hylleberg, Engle, Granger and Yoo, henceforth HEGY, 1990):
where:
.
we can obtain * j B as a function of j Φ and : At this stage it is relevant to show that the following propositions of Engle and Issler (1995) are also valid in this extended model. 
where: induced by the unit roots present in productivity shocks at zero and seasonal frequencies, the following proposition focuses on the role of the input-output structure of the economy in determining similarities in shock propagation mechanisms of different sectors.
Proposition 2: The presence of the serial correlation common feature (henceforth, SCCF) (Engle and Kozicki, 1993; Vahid and Engle, 1993) among ∆ 4 y t implies that there is a full column-rank
Proof: The existence of SCCF requires that pre-multiplying both sides of equation (7) by α we get ) (
which is equivalent to:
and 0 ) (
Note that from the proof of the previous proposition we know that ( ( ) ),
is a full-rank matrix. Hence, in view of equations (7) and (9), this implies:
Combining this with equation (10) we finally have that 0 = ′ j A α , ∀j.
Data issues
The data used in the empirical analyses are quarterly sectoral output data at constant prices spanning the period 1970.1-1996.4. As the theoretical model discussed in the previous section refers to a representative agent, the data are expressed in log per-capita Two striking characteristics of our data-set should be noticed. First, the data used are seasonally unadjusted and this allows us to study, within the same framework, growth, business cycle and seasonal movements. Second, the data are output figures which are more suitable than value added data in highlighting the cross-relationships among different economic sectors. Indeed, the output of every economic activity is
given by the sum of the value added and the value of the goods and services consumed as inputs in the production process, that is, intermediate consumption 3 . Even in our eight-sector economy, such inputs are often produced and acquired by units operating in different branches of economic activity. Therefore, by concentrating on value added data we would neglect the shock propagation mechanism induced by the input-output structure of the economy, see also Hornstein and Praschnick (1997) . For instance, we might underestimate the interactions between Manufacturing and its main inputs producers, such as Energy, Trade and Other business services.
However, if value added and output were proportional in each sector, then the use of the former in place of the latter would affect only the constant term Even if the (log) ratios between value added and output are far from being constant, it may hold that they are at least stationary. Indeed, in this case the implications of Proposition 1 would apply to sectoral values added as well. Hence we perform standard seasonal integration tests (HEGY, 1990; Ghysels et al., 1994) and on the (log) ratio value added/output for the sectors discussed above (see Table 1 ). The auxiliary regressions, containing seasonal dummies and a time trend, were augmented starting from five lags of the endogenous variables. Insignificant lags were deleted one by one according to the more parsimonious augmentation rule suggested by Hylleberg (1995) .
The results reported in Table 1 show that all the series have a unit root at zero frequency at the usual 5% significance level and, with the exclusion of Energy, Construction and Finance, at both the biannual and annual frequencies. These results
show that in each sector the log-ratio between value added and production is far form being stationary.
We report in Table 2 the results of the integration tests on the log per-capita output and the diagnostics on the auxiliary regression specifications. Again, all the variables appear I(1) at zero frequency. Moreover, Agriculture, Energy and Trade possess also seasonal unit roots whereas the joint presence of unit roots at both seasonal frequencies is rejected even at the 1% level for Construction and Other services 4 . The evidence is less clear-cut for the remaining sectors: Manufacturing and Transport show a unit root at biannual frequency, Finance appears I(1) at annual frequency but in all the three cases the joint existence of all the seasonal unit roots is rejected at the 5% level.
Empirical findings
In order to specify the VAR model described in equation (6), we computed different tests for model reduction, starting from an order p equal to 8. We obtained conflicting results: p equal to 5 according to the AIC, to 4 according to the SIC, and to 7 according to the LR test. However, our preferred model was a VAR(6) with an unconstrained constant and centered seasonal dummies since it was the most satisfactory according to usual diagnostic tests. As shown in Table 3 , the single equation residuals pass tests for misspecification, with the exception of Other services, which show some evidence of serial correlation. However, systematically increasing the lag length up to 8 does not seem to produce residuals that closely resemble a white noise process. The results also seem quite satisfactory when vector tests for autocorrelation and normality are carried out.
In Table 4 we report the results from testing the number of cointegrating vectors at zero frequency using the likelihood ratio (henceforth, LR) tests by Johansen (1991) .
According to the trace statistic presented in the table, we may conclude that there is strong evidence of four cointegrating vectors whereas the presence of a fifth cointegrating vector is only marginally not rejected at 5% level. We decided to identify the four cointegrating vectors in order to avoid the risk of overidentification that may occur in large system models (Engle and Issler, 1995) . However this choice did not dramatically affect the further evidence of our analysis.
The above results indicate that there are just four independent shocks which drive the zero-frequency behavior of sectoral outputs. According to Proposition 1, cointegration of sectoral outputs arises from cointegrated productivity shocks, that is technological innovations in one sector can contribute to technological innovation in another sector. This finding does not accord with the conventional RBC interpretation of these shocks as technology innovations, since we should expect that, say, "technical change in agriculture does not imply technical change for finance and insurance" (Durlauf, 1989, p. 95) .
It is of some interest to verify whether there are sectors affected solely by idiosyncratic shocks at zero frequency. Hence, we tested whether there is a sector which fails to enter into all the cointegrating vectors
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. As reported in the first column of Table   5 , this hypothesis has been rejected for all sectors at 5% significance level.
Another hypothesis under investigation is that aperiodic technology shocks are not enjoyed by all sectors simultaneously, but should be common to sectors belonging to broadly defined macro-sectors. As Lucke did (1998) The evidence that most sectoral outputs have unit roots also at seasonal frequencies leaves open the possibility of the existence of common seasonal productivity shocks. Hence, we tested for seasonal cointegration (Lee, 1992) 6 in a sixvariable VAR model. We did not include in the system those sectors for which the test by Ghysels et al. (1994) rejected the joint presence of seasonal unit roots even at 1%
level, that is Construction and Other services, but we added seasonal dummies in order to allow for the existence of deterministic seasonality in some other sector 7
. A VAR (7) model revealed to be the most parsimonious among those satisfying usual diagnostic tests. The results, reported in Table 6 , indicate the absence of cointegration at both seasonal frequencies. It should be interesting to note that this evidence is, prima facie, consistent with the interpretation of stochastic seasonality as a result of idiosyncratic periodic productivity shocks.
Regarding the presence of SCCF, the above cointegration analysis implies that the whole system can be reparametrized as a SECM with four zero-frequency cointegration vectors, two trivial cointegration vectors (i.e. with the only non-null coefficient corresponding to Construction or Other services) at both frequencies π and , 2 π a constant and seasonal dummies. Hence, we relied on partial canonical correlations in order to test for SCCF in this system (Vahid and Engle, 1993; Cubadda, 1999) . The results, reported in Table 7 , indicate the presence of one SCCF, i.e. we have only one linear combination of seasonal growth rates, which is an unpredictable
innovation.
An estimate of the elements of the SCCF vector, including their standard errors, can be obtained by estimating with full information maximum likelihood a system with one pseudo-structural equation and seven unconstrained reduced form equations. The estimates of the structural parameters are: We can also omit insignificant variables and re-estimate the structural equation.
As a result of a general to specific testing procedure, we obtain the following estimates: insignificant at 5% level. In the light of Proposition 2, the input-output mechanism is the determinant of the SCCF among those sectors which are traditionally the most connected with the manufacturing activities. Finally, we note that a possible explanation of the negative sign of ∆ 4 y Energy t , relies on the fact that Italian economy relies very much on energy imports and therefore its productive structure is energy-saving oriented.
The role of productivity shocks at the zero and seasonal frequencies
Keeping in mind the empirical evidence documented in the previous section, the VAR system in equation (6) An interesting question to be posed is whether the presence of deterministic seasonality in our data can be justified on the grounds of periodic shifts in preferences.
Following, among others, Chatterjee and Ravikumar (1992) This, in turn, implies that the constant term * k in equation (8) becomes:
In this modified model, the coefficients of the periodic terms are then constrained to lie in the cointegration space at the corresponding frequencies (Franses and Kunst, 1999; Cubadda, 2001) . These non-linear cross-equation constraints can be tested by means of Wald tests. The results, reported in Table 8 , clearly accord with this version of the model augmented with seasonally varying preferences.
Conclusions
In this paper we have considered a sectoral RBC model augmented with seasonal productivity shocks. The main implications of this model are that productivity shocks are responsible for comovements of sectoral outputs at the zero and seasonal frequencies, while input-output relationships are responsible for similarities in the shock propagation mechanisms of different sectors.
The empirical analysis was conducted on Italian time series of output disaggregated in eight sectors. We have found evidence of four zero-frequency cointegration vectors, implying a significant departure from the usual RBC hypothesis of independent sectoral productivity shocks. Moreover, no evidence of sectors affected solely by idiosyncratic shocks has been found. The hypothesis that technology shocks are common only to sectors belonging to broadly defined macro-sectors is rejected for Industry but not for Trade and Transport, and Services (Finance, Insurance and Other services). In contrast, seasonal cointegration analysis has revealed that sectoral seasonal cycles are entirely idiosyncratic. Another important finding is that seasonal growth rates of variables have one serial correlation common feature. Hence, input-output mechanism appears to be an important determinant of shock propagation mechanisms at sectoral level.
Moreover, we have attempted to verify if the observed seasonal pattern of our data is consistent with the assumption that technology is the only seasonal shifter.
Hence, we have focused our attention on the role of the periodic terms in the estimated model. The evidence has suggested that it is necessary to allow for deterministic seasonal shifts in preferences in order to reconcile the model with the data. 
