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Isomorphism within Set-eoretic Type eory
David McAllester
TTI-Chicago
Abstract
We provide a treatment of isomorphism within a set-theoretic for-
mulation of dependent type theory. Type expressions are assigned
their natural set-theoretic compositional meaning. Types are di-
vided into small and large types — sets and proper classes respec-
tively. Each proper class, such as “group” or “topological space”,
has an associated notion of isomorphism in correspondence with
standard definitions. Isomorphism is handled by defining a groupoid
structure on the space of all definable values. e values are si-
multaneously objects (oids) andmorphism— they are “morphoids”.
Soundness is proved for simple and natural inference rules for de-
riving isomorphisms and for the substitutionof isomorphics.
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1 Introduction
Unlike classical set theory, a type theoretic foundation for mathe-
matics imposes strict grammatical constraints on the well formed
expressions. ese grammatical constraints are central to the con-
cept of isomorphism. Isomorphism is related to the notion of an ap-
plication programming interface (API) in computer soware. An
API specifies what information and behavior an object provides.
Two different implementations can produce identical behavior when
interaction is restricted to that allowed by the API. For example
textbooks on real analysis typically start from axioms involving
multiplication, addition, and ordering. Addition, multiplication
and ordering define an abstract interface — the well-formed state-
ments about real numbers are limited to those that can be defined
in terms of the operations of the interface. e real numbers can
be implemented as either Dedekind cuts or as Cauchy sequences.
However, these implementations provide the same behavior as viewed
through the allowed interface — the two different implementations
(or representations) are isomorphic as ordered fields. Grammatical
well-formedness restricts access to a particular interface.
Isomorphism and Dependent Pair Types. e general notion
of isomorphism is best illustrated by considering dependent pair
types. A dependent pair type is typically wrien as Σx :σ τ [x]
where the instances of this type are the pairs (x,y) where x is an
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instance of the type σ and y is an instance of the type τ [x]. A more
transparent notation for this type might be PairOf(x :σ , y : τ [x]).
But we will stay with the conventional notation Σx :σ τ [x]. e
type of directed graphs can be wrien as ΣN :Set (N ×N) → Bool.
e instances of this type are the pairs (N , P) where N is the set
of nodes of the graph and P is a binary predicate on the nodes
giving the edge relation. Two directed graphs (N , P) and (M,Q)
are isomorphic if there exists a bijection fromN toM that carries
P to Q . Some bijections will carry P to Q while others will not.
As discussed in section 2, the type “group” and the type “topolog-
ical space” can each be wrien as a subtype of a dependent pair
type.
Observational Equivalence. Intuitively, isomorphic objects are
“observationally equivalent” — they have the same observable prop-
erties when access to the objects is restricted to those operations
allowed by the type system. In the type theory developed here this
observational equivalence is expressed by the following inference
rule for the substitution of isomorphics.
Γ ⊢ σ , τ :Class
Γ; x :σ ⊢ e[x] :τ
Γ ⊢ u =σ w
Γ ⊢ e[u] =τ e[w]
Here =σ is the isomorphism relation associated with the type σ
and similarly for =τ . As an example suppose we have G :Graph ⊢
Φ[G] : Bool. Intuitively this states that Φ[G] is a graph-theoretic
property. ForG =Graph H we then have Φ[G] ⇔ Φ[H ]. We do not
require that Φ[G] is a first order formula. For example, Φ[G]might
state that the spectrum of the graph Laplacian ofG contains a gap
of size λ. As another example we might have G :Topology ⊢ e[G] :
Groupwhere e[G]might be an expression denoting the fundamen-
tal group of a topological space. e substitution rule then says
that isomorphic topological spaces have isomorphic fundamental
groups.
Voldemort’s eorem. ere are many situations in mathemat-
ics where a type can be shown to be inhabited (have a member)
even though there is no natural or canonical member of that type.
A minimal example is that there is no natural or canonical member
of an abstract two element set. Another intuitive example is that
there is no natural or canonical point on a geometric circle. A vec-
tor space has no natural or canonical basis (coordinate system). For
every finite dimensional vector space V there is an isomorphism
(a linear bijection) between V and its dual V ∗. However, there is
no natural or canonical isomorphism — different choices of coordi-
nates lead to different isomorphisms. Voldemort’s theorem states
that if no natural or canonical element of a type exists then no
well-typed expression can name an element.
Cryptomorphism. Two types σ and τ are cryptomorphic in the
sense of Birkoff and Rota [6] if they “present the same data”. For
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example a group can be defined as a four-tuple of a set, a group
operation, an identity element and an inverse operation satisfying
certain equations. Alternatively, a group can be defined as a pair
of a set and a group operation such that an identity element and an
inverse elements exist. ese are different types with different ele-
ments (four-tuples vs.pairs). However, these two types present the
same data. Rota was fond of pointing out the large number of dif-
ferent ways one can formulate the concept of a matroid. Any type
theoretic foundation for mathematics should account formally for
this phenomenon. Here we take two types σ and τ to be crytomor-
phic if there exist natural functions f :σ → τ and д : τ → σ such
that f ◦ д and д ◦ f are the identity functions on τ and σ respec-
tively and where a “natural function” from σ to τ is one defined by
an expression e[x] where we have Γ; x :σ ⊢ e[x] :τ .
Naive Semantics vs. MLTT and HoTT. Martin Lo¨f type theory
(MLTT) [5] is a constructive type theory continuing the intuition-
ist tradition of Brouwer [1]. As is oen pointed out, one can add
axioms to constructive type theory allowing classical reasoning.
However, we argue here that an up-front commitment to classical
set-theoretic foundations greatly simplifies the semantics of type
theory.
Homotopy type theory (HoTT) [3, 4], and the earlier groupoid
model [2], give models of MLTT treating isomorphism. Both mod-
els are based on functorial rather than compositional semantics.
In functorial semantics the sequent Γ ⊢ e : σ is interpreted as a
“dependent functor” from the groupoid of interpretations of Γ to
the family of groupoids that are the different interpretations of σ
under different objects (variable interpretations) in the groupoid
denoted by Γ. In contrast, naive semantics simply associates each
context Γ with a set of variable interpretations satisfying the type
declarations and assumptions in Γ. Each type expression simply
denotes a collection of values. e meaning of a sequent Γ ⊢ e :σ
is simply that for any variable interpretation ρ satisfying Γwe have
VΓ JeK ρ ∈ VΓ JσK ρ whereVΓ JeK ρ andVΓ JσK ρ are the naive val-
ues of e and σ respectively under the naive variable interpretation
ρ.
Another difference is that functorial semantics requires that each
value be assigned to a specific category. In contrast, naive seman-
tics allows the same value to be in multiple classes. An Abelian
group is both an Abelian group and a group. A permutation group
is both a permutation group and a group.
Naive type theory is designed to make formal mathematics as sim-
ilar to naturual (naive) mathematics as possible.
2 Syntax and Semantics
Figure 1 lists the constructs of the type theory and figure 2 gives
their formal (but naive) semantics. e constructs listed in figure 1
correspond to those ofMLTTwith the exception that the naive sys-
tem uses Boolean propositions rather than propositions as types.
As in MLTT, we write σ → τ for the type Πx :σ τ where x does not
occur free in τ and we wreite σ × τ for the type Σx :σ τ with x not
free in τ . We include a third dependent type construct Sx :σ Φ[x]
which denotes the type of values x in σ such that Φ[x] is true. Ab-
solute equalities (judgemental equalities) x  y have truth values
but are not Boolean expressions. Isomorphism equalities (proposi-
tional equalities) x =σ y are Boolean expresions. is distinction
pairs (e1, e2) π1(e) π2(e)
variables, functions x λx :σ e[x ] f (e)
dependent types Σx :σ τ [x ] Πx :σ τ [x ] Sx :σ Φ[x ]
Boolean expressions P (e) e1 =σ e2 ¬Φ
Φ1 ∨ Φ2 ∀x :σ Φ[x ]
type constants Bool Set Class
contexts ϵ Γ; x :τ Γ;Φ
sequents Γ ⊢ e :σ Γ ⊢ e1  e2 Γ ⊢ Φ
Figure 1. Constructs of Naive Typeeory
is needed because absolute equalities do not allow the substitu-
tion of isomorphics as is required for the observational equivalence
rule stated in the introduction. is is discussed in more detail be-
low.
Figure 2 specifies both which expressions are well formed (gram-
matical) as well as the meaning of well formed expressions. is is
done by specifying a partial semantic value function. A context Γ
is well formed if and only ifV JΓK is defined. Similarly, an expres-
sion e is well formed (is grammatical) in context Γ if and only if
VΓ JeK is defined. For a well formed context Γ we have thatV JΓK
is the set of interpretations of the variables declared in Γ satisfy-
ing both the type declarations and the Boolean assumptions in Γ.
IfVΓ JeK is defined then for any ρ ∈ V JΓK we have thatVΓ JeK ρ
is the value of the expression e under variable interpretation ρ. As
an example, clause (5) specifies when the context Γ; x : σ is well
formed. is context is well formed — its set of variable interpre-
tations is defined — if VΓ JσK is defined, x is not already declared
in Γ, and for ρ ∈ V JΓK we have that VΓ JσK ρ is a class (sets are
also classes).
e semantic definitions are recursive but recursive calls ultimately
involve smaller expressions — the definitions are well founded by
eventual reduction of the size of the syntactic expressions involved.
e base-case meaning of the constants Set and Class is not fully
specified in clause (3). e sets and classes are required to sat-
isfy certain “formation invariants” defined in terms of the points
(ur-elements) contained within them. ese formation invariants
are specified in section 4. e appendix proves that the other set
and class expressions whose meaning is defined in figure 2 also
satisfy these formation invariants — the properties are invariants
of the process of forming new sets and classes. e formation in-
variants are needed to define the isomorphism relation (the value-
based groupoid) associated with each class.
Other than clauses (3) and (20) the semantics is completely naive
and rather obvious. If we were not concerned with treating iso-
morphism in clause (20) then there would be no need for forma-
tion invariants and sets and classes could be defined in the usual
way.
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(1) ϵ . We define V JϵK to be the set containing the empty variable
interpretation.
(2) Bool. For V JΓK defined and ρ ∈ V JΓK we define VΓ JBoolK ρ
to be the set containing the two values True and False.
(3) Set and Class. For V JΓK defined and ρ ∈ V JΓK we define
VΓ JSetK ρ and VΓ JClassK ρ to be the collection of all sets and the
collection of all classes respectively (see section 4).
(4) Γ |= e : σ . If V JΓK, VΓ JeK and VΓ Jσ K are defined then we
define Γ |= e :σ to mean that for ρ ∈ V JΓK we have VΓ JeK ρ ∈
VΓ Jσ K ρ .
(5) Γ; x : τ . For Γ |= τ : Class and x not declared in Γ we de-
fine V JΓ; x :τ K to be the set of variable interpretations of the form
ρ[x ← v] for ρ ∈ V JΓK and v ∈ VΓ Jτ K ρ .
(6) Γ;Φ. For Γ |= Φ : Bool we define V JΓ;ΦK to be the set of all
ρ ∈ V JΓK such that VΓ JΦK ρ = True.
(7) Γ |= Φ. For Γ |= Φ : Bool we define Γ |= Φ to mean that for
ρ ∈ V JΓK we have VΓ JΦK ρ = True.
(8) x . For x declared in Γ we define VΓ JxK ρ to be ρ(x ).
(9) λx : σ e[x ]. For Γ |= σ : Set and Γ; x : σ |= e[x ] : Set we
define VΓ Jλx :σ e[x ]K ρ to be the function (set of pairs) mapping
v ∈ VΓ Jσ K ρ to VΓ;x :σ Je[x ]K ρ[x ← v].
(10) If VΓ Jf K and VΓ JeK are defined, and for ρ ∈ V JΓK we have
VΓ Jf K ρ is a function (set of pairs) with VΓ JeK ρ in its domain,
then VΓ Jf (e)K ρ is defined to be VΓ Jf K ρ applied to VΓ JeK ρ .
(11) (u, w ). For VΓ JuK and VΓ JwK defined, we define
VΓ J(u, w )K ρ to be (VΓ JuK ρ, VΓ JwK ρ).
(12) πi (e). If VΓ JeK is defined, and for all ρ ∈ V JΓK we have that
VΓ JeK ρ is a pair, thenVΓ Jπi (e)K ρ is defined to be πi (VΓ JeK ρ).
(13) Γ |= s  w . For V JΓK, VΓ JsK and VΓ JwK defined we define
Γ |= s  w to mean that for ρ ∈ V JΓK we have VΓ JsK ρ =
VΓ JwK ρ .
(14) Φ ∨ Ψ. For Γ |= Φ : Bool and Γ |= Ψ : Bool we define
VΓ JΦ ∨ ΨK ρ to be VΓ JΦK ρ ∨ VΓ JρK ρ .
(15) ¬Φ. For Γ |= Φ :Bool we define VΓ J¬ΦK ρ to be ¬VΓ JΦK ρ .
(16) ∀ x :σ Φ[x ]. For Γ |= σ :Class and Γ; y :σ |= Φ[y] :Bool we
define VΓ J∀ x :σ Φ[x ]K ρ to be True if for all v ∈ VΓ Jσ K ρ we
have VΓ;y :σ JΦ[y]K ρ[y ← v] = True.
(17) Σx :σ τ [x ]. For Γ |= σ : Class and Γ; x : σ |= τ [x ] : Class we
define VΓ JΣx :σ τ [x ]K ρ to be the collection of pairs (v, w ) with
v ∈ VΓ Jσ K ρ and w ∈ VΓ; x :σ Jτ [x ]K ρ[x ← v].
(18) Πx :σ τ [x ]. For Γ |= σ : Set and Γ; x : σ |= τ [x ] : Set we
define VΓ JΠx :σ τ [x ]K ρ to be the set of all functions f with do-
main VΓ Jσ K ρ such that for all v ∈ VΓ Jσ K ρ we have f (v) ∈
VΓ;x :σ Jτ [x ]K ρ[x ← v].
(19) Sx :σ Φ[x ]. For Γ |= σ : Class and Γ; y : σ |= Φ[y] : Bool we
define VΓ JSx :σ Φ[x ]K ρ to be the collection of all v ∈ VΓ Jσ K ρ
such that VΓ; y :σ JΦ[y]K ρ[y ← v] = True.
(20) s =σ w . For Γ |= σ : Class and Γ |= s : σ and Γ |= w : σ we
define VΓ Js =σ wK ρ to be True if VΓ JsK ρ =VΓJσ Kρ VΓ JwK ρ
(see the boom of figure 9).
Figure 2. Naive Semantics.
e clauses in figure 2 rely on context to distinguish use frommen-
tion. For example, we sometimes write Φ ∨ Ψ for a disjunctive ex-
pression — this is amention of the symbol ∨. Other times we write
Φ ∨ Ψ for the truth value which is the disjunction of the truth val-
ues Φ and Ψ — this is a use of the semantic disjunction operation.
In the equation
VΓ JΦ ∨ ΨK ρ = VΓ JΦK ρ ∨VΓ JΨK ρ
the le hand side mentions the disjunction symbol while the right
hand side uses the semantic disjunction operation. Another exam-
ple is the mention and use of pairing and projections in clauses (11)
and (12).
We will write ∃x : σ Φ[x] as an abbreviation for ¬∀x : σ ¬Φ[x]
and write Φ∧Ψ, Φ ⇒ Ψ, and Φ ⇔ Ψ as abbreviations for Boolean
expressions built from disjunction and negation. We can define the
expression True to be ∀P :Bool P ∨ ¬P .
e semantics given in figure 2 specifies the semantic entailment
relation |=. Clauses (3) and (4) imply ϵ |= Set : Class and clause
(5) then implies that the context ϵ ; α : Set is well formed and that
V Jϵ ; α :SetK is the set of variable interpretations ρ defined on the
single variable α such that ρ(α) is set. Clause (4) and (8) then imply
ϵ ; α :Set |= α :Set. We can continue in this way to show
α :Set; f :α → α ; c :α |= f (f (c)) :α
and
α :Set; f :α → α ; c :α ; ∀x :α f (x) =α x |= f (f (c)) =α c .
ere are also semantic entailments that are consequences of sub-
tle properties of the definition for Set, Class and =σ given in sec-
tion 4. For example we have
α :Set; x :α ; y :α ; x =α y |= x  y.
However, this only holds for sets. For example
α :Set; β :Set; α =Set β 6 |= α  β
and
α :Set; β :Set 6 |= (α  β) :Bool.
e second non-entailment is needed because α  β and β =Set γ ,
which states that β and γ have the same cardinality, does not im-
ply α  γ . Hence the equation α  β does not allow the sub-
stitution of an isomorphic for β as is required for Boolean expres-
sions. is subtlety is incorporated into the inference rules of sec-
tion 3.
We have the following examples of class expressions.
Magma ≡ Σα :Set (α × α) → α
Group ≡ SG :Magma Φ[G]
HyperGraph ≡ Σα :Set (α → Bool) → Bool
Topology ≡ SX :HyperGraph Ψ[X ]
3 Inference Rules
e rules in figures 3, 4 and 5 define a formal proof-theoretic sys-
tem. A sequent Γ ⊢ Θ is called valid if we have Γ |= Θ as defined
in figure 2. An inference rule is sound if the validity of the an-
tecedents (the sequents above the line) imply the validity of the
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ϵ ⊢ Bool :Set ϵ ⊢ Set :Class
Γ ⊢ σ :Set
Γ ⊢ σ :Class
Γ ⊢ σ :Class
x not declared in Γ
Γ; x :σ ⊢ True
Γ ⊢ Φ :Bool
Γ;Φ ⊢ True
Γ;Θ ⊢ True
Γ;Θ ⊢ Θ
Γ;Θ ⊢ True
Γ ⊢ Ψ
Γ;Θ ⊢ Ψ
Γ ⊢ Φ :Bool
Γ ⊢ ¬Φ :Bool
Γ ⊢ Φ :Bool
Γ ⊢ Ψ :Bool
Γ ⊢ (Φ ∨ Ψ) :Bool
Γ ⊢ τ :Class
Γ ⊢ w :τ
Γ ⊢ u :τ
Γ ⊢ (w =τ u) :Bool
Γ ⊢ Φ :Bool
Γ ⊢ Ψ :Bool
Γ;Φ ⊢ Ψ
Γ;¬Φ ⊢ Ψ
Γ ⊢ Ψ
Γ ⊢ τ :Class
Γ; x :τ ⊢ Φ[x ] :Bool
Γ ⊢ (∀x :τ Φ[x ]) :Bool
Γ; x :σ ⊢ Φ[x ] :Bool
Γ; x :σ ⊢ Φ[x ]
Γ ⊢ ∀x :σ Φ[x ]
Γ ⊢ ∀x :σ Φ[x ]
Γ ⊢ e :σ
Γ ⊢ Φ[e]
Γ ⊢ Φ :Bool
Γ ⊢ Ψ :Bool
Γ ⊢ Φ
Γ ⊢ Φ ∨ Ψ
Γ ⊢ Ψ ∨ Φ
Γ ⊢ ¬¬Φ
Γ ⊢ Φ :Bool
Γ ⊢ Ψ :Bool
Γ ⊢ ¬Ψ
Γ ⊢ ¬Φ
Γ ⊢ ¬(Φ ∨ Ψ)
Γ ⊢ τ :Set
Γ; x :τ ⊢ Φ[x ] :Bool
Γ ⊢ (Sx :τ Φ[x ]) :Set
Γ ⊢ τ :Class
Γ; x :τ ⊢ Φ[x ] :Bool
Γ ⊢ (Sx :τ Φ[x ]) :Class
Γ ⊢ (Sx :τ Φ[x ]) :Class
Γ ⊢ e :τ
Γ ⊢ Φ[e]
Γ ⊢ e : (Sx :τ Φ[x ])
Γ ⊢ e : (Sx :τ Φ[x ])
Γ ⊢ e :τ
Γ ⊢ Φ[e]
Figure 3. Structural Rules, Boolean Rules and Subtypes
conclusion. Soundness of the inference rules under the semantics
of figure 2 is proved in section 5.
Figure 3 gives structural rules and rules for Boolean expressions
and subtypes. A sequent of the form Γ ⊢ True expresses the state-
ments that Γ is well-formed, i.e., thatV JΓK is defined. A rule with
multiple conclusions, such as the second rule of the fourth row, ab-
breviates multiple rules each with the same antecedents but with
a separate rule for each conclusion. Other rules should be self ex-
planatory and justified by the semantics in figure 2.
Γ ⊢ e :τ
Γ ⊢ e =τ e
Γ ⊢ u =τ w
Γ ⊢ w =τ u
Γ ⊢ u =τ w
Γ ⊢ w =τ s
Γ ⊢ u =τ s
Γ ⊢ e :τ
Γ ⊢ e  e
Γ ⊢ u  w
Γ ⊢ w  u
Γ ⊢ u  w
Γ ⊢ w  s
Γ ⊢ u  s
Γ ⊢ Θ[u]
Γ ⊢ u  w
Γ ⊢ Θ[w ]
Γ ⊢ σ, τ :Class
Γ; x :σ ⊢ e[x ] :τ
Γ ⊢ w =σ u
Γ ⊢ e[w ] =τ e[u]
Γ ⊢ τ :Set
Γ ⊢ u =τ w
Γ ⊢ u  w
Γ ⊢ σ :Set
Γ; x :σ ⊢ τ [x ] :Set
Γ ⊢ (Σx :σ τ [x ]) :Set
Γ ⊢ σ :Class
Γ; x :σ ⊢ τ [x ] :Class
Γ ⊢ (Σx :σ τ [x ]) :Class
Γ ⊢ (Σx :σ τ [x ]) :Class
Γ ⊢ u :σ
Γ ⊢ w :τ [u]
Γ ⊢ (u, w ) : (Σx :σ τ [x ])
Γ ⊢ π1((u, w ))  u
Γ ⊢ π2((u, w ))  w
Γ ⊢ p : (Σx :σ τ [x ])
Γ ⊢ π1(p) :σ
Γ ⊢ π2(p) :τ [π1(p)]
Γ ⊢ p  (π1(p), π2(p))
Γ ⊢ σ :Set
Γ; x :σ ⊢ τ [x ] :Set
Γ ⊢ (Πx :σ τ [x ]) :Set
Γ ⊢ (Πx :σ τ [x ]) :Set
Γ; x :σ ⊢ e[x ] :τ [x ]
Γ ⊢ (λ x :σ e[x ]) : (Πx :σ τ [x ])
Γ ⊢ (λ x :σ e[x ]) : (Πx :σ τ [x ])
Γ ⊢ u :σ
Γ ⊢ ((λ x :σ e[x ]) u)  e[u]
Γ ⊢ f : (Πx :σ τ [x ])
Γ ⊢ u :σ
Γ ⊢ f (u) :τ [u]
Γ ⊢ f , д :Πx :σ τ [x ]
Γ; x :σ ⊢ f (x )  д(x )
Γ ⊢ f  д
Γ ⊢ (Πx :σ τ [x ]) :Set
Γ ⊢ ∀x :σ ∃y :τ [x ] Φ[x, y]
Γ ⊢
∃f : (Πx :σ τ [x ])
∀x :σ Φ[x, f (x )]
Figure 4. Equality Rules, Pair Types, Function Types,
Extensionality and Choice
Figure 4 gives equality rules, rules for pairs and functions, and the
(nonconstructive) axiom of choice. e axiom of choice (the last
rule of the last row) is restricted to sets.
Figure 5 gives the inference rules for deriving isomorphism rela-
tionships at pair types of the form Σα :Set τ [α]. Intuitively, for
sets u and v we have (u,h) is isomorphic to (v,д) as a member of
Σα :Set τ [α] if there exists a bijection f from u to v that “carries”
h to д. e carring operation is a bijection from τ [u] to τ [v]. e
first rule of figure 5 has two conclusions the first of which acts as a
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Bijection[u, v] ≡ Sf :u→v ∀ x, y :u f (x ) =v f (y) ⇔ x =u y .
Γ ⊢ u, v :Set, f :Bijection[u, v]
Γ; α :Set ⊢ τ [α ] :Set
Γ ⊢ Carrier(u, v, f , (λ α :Set τ [α ])) :Bijection(τ [u], τ [v])
Γ ⊢
∀ h :τ [u]
(u, h) =Σα :Set τ [α ] (v, Carrier(u, v, f , (λ α :Set τ [α ]))(h))
Γ ⊢ u, v :Set, f :Bijection[u, v]
Γ ⊢ Carrier(u, v, f , (λα :Set α ))  f
Γ ⊢ u, v :Set, f :Bijection[u, v]
Γ ⊢ w :Set
Γ ⊢ Carrier(u, v, f , (λα :Set w ))  (λx :w x )
Γ ⊢ Carrier(u, v, f , (λ α :Set τ [α ]))  д
Γ ⊢ Carrier(u, v, f , (λ α :Set σ [α ]))  h
Γ ⊢
Carrier(u, v, f , (λα :Set τ [α ] × σ [α ]))
 λx : (τ [u] × σ [u]) (д(π1(x )), h(π2(x )))
Γ ⊢ Carrier(u, v, f , (λ α :Set τ [α ]))  д
Γ ⊢ Carrier(u, v, f , (λ α :Set σ [α ]))  h
Γ ⊢ k :τ [u] → σ [u]
Γ ⊢ a :τ [u]
Γ ⊢ Carrier(u, v, f , (λα :Set τ [α ] → σ [α ]))(k)(д(a))  h(k(a))
Γ ⊢ a, b :Sx :σΦ[x ]
Γ ⊢ a =σ b
Γ ⊢ a =(Sx :σ Φ[x ]) b
Figure 5. Isomorphism Rules
formation rule for the carring operation. e carrying operation is
detrmined by the sets u and v , the bijection f between them, and
the mapping from a set α to the set τ [α] which we can write as
λ α : Set τ [α]. e second conclusion of the first rule states that
the carrying operation yields an isomorphic pair.
e remaining rules in figure 5 define the carrying operation in
the case where τ [α] is a simple type — one built from α , type ex-
pressions not involving α , and simple pair and function types. e
second and third rule give the base cases for τ [α] = α and for
τ [α] = w with w not containing α . e fourth and fih rules de-
fine the carrying relation at simple pair types and simple function
types respectively. e final rule handles subtypes. ese rules can
be combined with the inference rule for the substitution of isomor-
phics to yield a wide variety of ismorphism equations. e general
semantics of carrying and proof of the soundness of these rules is
given in section 5.
4 Morphoids
In the semantics developed here a class σ is just a collection of
values with no auxiliary information about isomorphisms. But in
this case how do we define x =σ y? e fundamental idea is value-
based groupoid structure. We define the values so that for every
value x we also have values Le(x), Right(x) and x−1. Here x it-
self is viewed as an isomorphism between Le(x) and Right(x).
For Right(x) = Le(y)we also define the composition x ◦y. ese
operations are defined in figure 6. e operations are defined in-
dependent of any type containing the values involved. ese op-
erations satisfy algebraic properties of a groupoid. Any collection
of values that is closed under these operations then forms a (value-
based) groupoid. e values are simultaneously objects (oids) and
morphisms — they aremorphoids.
AGrothendieckUniverse. To construct a space of morphoid val-
ues we assume a Grothendieck universe U — a standard model of
set theory. All of the set-forming operations allowed in set the-
ory can be carried out within a single Grothendieck universe. A
Grothendiek universe is assumed to be “full” in the sense that ifU
contains a set σ thenU also contains all the (true Platonic) subsets
of σ .
Tagged Values. All morphoid values are tagged with one of five
tags classifying each value as either a Boolean value, a point, a pair,
a collection (set or class) or a function. We will write the Boolean
values as True and False, write points as Point(i, j), write pairs
as (x,y), write collections using set notation {. . .} and write func-
tions as sets of input-output pairs {x 7→ y, . . .}. Pair values are
defined by their two components, collections are defined by their
members, and function values are defined by their input-output
pairs.
Morphoid Points. Morphoids are built from morphoid points.
Morphoid points can be thought of as structured ur-elements of
set theory. A morphoid point is wrien as Point(i, j) where i and j
are arbitrary elements ofU . We call i the le index and j the right
index. We define Le(Point(i, j)) = Point(i, i), Right(Point(i, j)) =
Point(j, j), Point(i, j)−1 = Point(j, i) and Point(i, j) ◦ Point(j,k) =
Point(i,k). ese operations on points satisfy the groupoid prop-
erties listed in figure 7.
It turns out that the groupoid operations on points can be extended
to all values built from points in a way that satisfies the groupoid
axioms provided that we require that the members of the constant
Set satisfy the “formation invariant” for sets stated in figures 6 that
(hereditarily) every set is bijective — no two elements have the
same le value or the same right value.
Figure 6 defines the morphoid values and the groupoid operations.
It starts by defining templates. A template is an expression specify-
ing structure. A template can be viewed as an abstract type expres-
sion specifying where points occur in a value. For example, we can
define a group to be a pair of a set and a binary operation on that
set such that an identity element and an inverse operation exist
satisfying the algebraic properties of a group. An abstract group
is a group whose elements are points. For an abstract group G we
have
G : (SetOf(Point) × (Point × Point→ Point)).
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e right hand side of the above expression is a template as de-
fined by the template grammar at the top of figure 6. Of course
not all groups have points as group elements. Group representa-
tions, such as permutation groups, or groups of linear operators,
are also groups. is is discussed in more detail in the discussion
of figure 8.
While we allow representations of groups, we require that for ev-
ery value x there exists a template T such that x :T . More specifi-
cally, we define a weak value to be any element x of the universe
U such that there exists a template T such that x : T . For tech-
nical reasons weak functions are not required to be functional —
they are allowed to contain two different input-output pairs with
the same input value. e values are defined to be the weak val-
ues that hereditarily satisfy the formation invariants that sets are
bijective and that functions are functional.
It should be noted that values need not have unique templates — a
minimal example is ∅ : SetOf(T ) for any T where ∅ is the empty
set which can be denoted as SP :Bool False. While values need not
have unique templates, any weak value x has a finite depth over
points as specified by any template T with x : T . While values
have finite depth, sets (including sets of points) can have very large
cardinality.
For aweak valuex the operationLe(x) replaces every pointPoint(i, j)
in x by Point(i, i). Right(x) is defined similarly and x−1 replaces
every point in x Point(i, j) by Point(j, i). To beer understand com-
positionwe can consider sets of points. A set of points is bijective if
no two points have the same le index or the same right index. e
composition σ ◦ τ of two (bijective) point sets, σ and τ , as defined
in figure 6, is the point set representing the bijection that is the
composition of the bijections represented by σ and τ . So the class
of all point sets forms a value-based groupoid whose elements are
bijections under inverse and composition.
Figure 7 states the algebraic groupoid properties. ese properties
are proved for values and classes in the appendix.
Figure 8 defines the abstraction operation. e abstraction opera-
tion is central to defining the isomorphism relation =σ in a way
that handles both abstract elements and representations. For ex-
ample consider two group representations G and H , perhaps a
permutation group and a group of linear operations. We define
G =Group H to mean that there exists an abstract group F such
that (G@Group)◦F ◦(H@Group) is defined. Here F is the isomor-
phism betweenG andH . e expressionG@Group is the coercion
of the group representation G into an abstract group — a group
whose group elements are points. e abstractionG@Group is an
abbreviation for
G@(SetOf(Point) × (Point × Point→ Point)).
For a template T the operation x@T is defined in figure 8. e
operation x@T converts parts of x to points as specified in T .
e abstraction operation is partial — for x@T to be defined x
must have a shape compatible with T . e complex definition
of x@Point achieves the property that if x@T is defined then
(x@T )@Point = x@Point. is supports property (8.6) in figure 8.
Properties (8.1) through (8.12) are proved in the appendix.
Figure 9 defines classes by stating formation invariants that classes
must satisfy. It is useful to again consider the class of all sets of
Templates
A template is an expression generated by the following
grammar.
T ::= Bool | Point | SetOf(T ) | T1 × T2 | T1 → T2
For x ∈ U and template T we define x :T by the following
clauses.
• x :Point if x is a point Point(i, j).
• Φ :Bool if Φ is a Boolean value.
• (x,y) :T1 × T2 if x :T1 and y :T2.
• σ : SetOf(T ) if for all x ∈ σ we have x :T .
• f :T1 → T2 if f is any (possibly non-functional) set of
input-output pairs such that for (x 7→ y) ∈ f we have
x :T1 and y :T2.
Weak Values
A weak value is an element x of U such that there exists
a template T with x : T . For a weak function value f we
write Dom(f ) for the set of input values in the pairs of f .
e Groupoid Operations
For a weak value x we define Le(x) to be the result of re-
placing each point Point(i, j) within x by Point(i, i). is
can be defined recursively as follows.
Le(Φ) = Φ
Le(Point(i, j)) = Point(i, i)
Le((x,y)) = (Le(x), Le(y))
Le(σ ) = {Le(x), x ∈ σ }
Le(f ) = {Le(x) 7→ Le(y), (x 7→ y) ∈ f }
Right(x) similarly replaces each point Point(i, j) in x
by Point(j, j) and x−1 replaces each point Point(i, j) by
Point(j, i). For weak values x and y we have that x ◦ y is
defined when Right(x) = Le(y) in which case we define
x ◦ y by the following rules.
Φ ◦ Φ = Φ
Point(i, j) ◦ Point(j,k) = Point(i,k)
(x,y) ◦ (z,w) = (x ◦ z, y ◦w)
σ ◦ τ = {x ◦ y, x ∈ σ , y ∈ τ }
f ◦ д =
{
x ◦ x ′ 7→ y ◦ y′ :
(x 7→ y) ∈ f , (x ′ 7→ y′) ∈ д
}
Values
A weak set value σ will be called bijective if for all x,y ∈
σ with x , y we have Le(x) , Le(y) and Right(x) ,
Right(y).
A weak function value f will be called functional if no two
input-output pairs of f have the same input value.
A value is a weak value within which each set value is bi-
jective and each function value is functional. More formally,
a value is a weak value that is either a Boolean value, a
point, a pair of values, a bijective set of values or a func-
tional function value f such that Dom(f ) is a set value and
for (x 7→ y) ∈ f we have that x and y are values.
Figure 6. Values
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(7.1) For any valuex we have that Le(x), Right(x) and x−1
are also values.
(7.2) For any values x and y with x ◦ y is defined we have
that x ◦ y is a value.
(7.3) Le(x−1) = Right(x) and Right(x−1) = Le(x)
(7.4) Le(x ◦ y) = Le(x) and Right(x ◦ y) = Right(y).
(7.5) (x ◦ y) ◦ z = x ◦ (y ◦ z).
(7.6) x−1 ◦ x ◦ y = y and x ◦ y ◦ y−1 = x .
(7.7) Right(x) = x−1 ◦ x and Le(x) = x ◦ x−1
(7.8) (x−1)−1 = x .
(7.9) (x ◦ y)−1 = y−1 ◦ x−1.
Figure 7. Groupoid Properties
points (point sets). e class of all point sets is closed under inverse
and composition and hence forms a (value-based) groupoid. How-
ever, it is possible to form classes that are not closed under inverse.
A minimal example is given by the following sequent.
α :Set ⊢ (Set × α) :Class
Here it is possible to interpret α as a point set whose set of le
indexes is disjoint from its set of right indexes. e point set α
is then not closed under inverse — for Point(i, j) ∈ α we have
Point(j, i) < α . e class Set × α is the set of pairs of the form
(σ , Point(i, j)) for σ a set and Point(i, j) ∈ α . e class Set × α is
not closed under inverse.
(σ , Point(i, j))−1 = (σ−1, Point(j, i)) < Set × α
is situation arises for the class of vector spaces over a given field
F . e class of all fields forms a value-based groupoid in which
fields can be inverted and composed. An individual field whose
set of field elements is a bijective point set acts as an isomorphism
between fields. If V is a vector space over F then V −1 is a vector
space over F−1 but for F , F−1 we have that V−1 is not a vector
space over F . In general closed type expressions denote groupoids
while open type expressions (type expressions containing free vari-
ables) need not be closed under inverse.
While classes are not in general closed under inverse we require
that all classes satisfy the “morphoid closure condition” — (9.1) in
figure 9. is condition states that for any class σ (including sets),
and for x,y,z ∈ σ with x ◦y−1 ◦z defined, we have x ◦y−1 ◦z ∈ σ .
e definition of set values imply (9.1) and (9.2) and we have that
all sets are classes.
To beer understand the morphoid closure condition (9.1) again
consider the class Set × α discussed above. Consider
(σ1, Point(i1, j1)) ◦ (σ2, Point(i2, j2))
−1 ◦ (σ3, Point(i3, j3))
where σk is a set and Point(ik , jk ) ∈ α . Because α must be a bi-
jection this composition can only be defined if j2 = j1, implying
i2 = i1, and i3 = i2, implying i3 = i1 and j3 = j1. So any such
composition has the form
(σ1, Point(i, j)) ◦ (σ2, Point(i, j))
−1 ◦ (σ3, Point(i, j))
= (σ1 ◦ σ
−1
2 ◦ σ3, Point(i, j))
∈ Set × α
e Abstraction Operation
For a weak value x and template T we define x@T by the rules
below where x@T is undefined if no rule applies.
Φ@Bool = Φ for Φ a Boolean
(x, y)@(T1 × T2) = (x@T1, y@T2) for x@T1, y@T2 defined
σ@SetOf (T) = {x@T, x ∈ σ } for σ a set
with x@T defined for all x ∈ σ .
f@(T1 → T2) = {x@T1 7→ y@T2, (x 7→ y) ∈ f }
for f a function with x@T1 and y@T2
defined for all (x 7→ y) ∈ f .
Point(i, j)@Point = Point(i, j)
x@Point = Point(SubPnt(Le(x )), SubPnt(Right(x )))
for x not a point
SubPnt(Φ) = Φ for Φ Boolean
SubPnt((x, y)) = (Pnt(x ), Pnt(y))
SubPnt(σ ) = {Pnt(x ), x ∈ σ }
SubPnt(f ) = {Pnt(x ) 7→ Pnt(y), (x 7→ y) ∈ f }
Pnt(Point(i, i)) = Point(i, i)
Pnt(x ) = Point(SubPnt(x ), SubPnt(x )) x not a point
Abstraction Properties:
For weak values x and y we define x  y to mean that for y@T
defined we also have x@T defined and x@T = y@T .
For weak values x and y we define x ∼ y to mean that there exists
a value z with x ◦ z ◦ y defined.
(8.1) For a value x with x@T defined we have that x@T is a
value with (x@T) :T .
(8.2) We have x@T = x if and only if x :T .
(8.3) We have that ∼ is an equivalence relation and for any value
x we have x ∼ x−1 ∼ Le(x ) ∼ Right(x ) and for values x
and y with x ◦ y defined we have x ∼ (x ◦ y) ∼ y .
(8.4) For x :T and x ∼ y we have y :T.
(8.5) For x@T defined and x ∼ y we have y@T defined.
(8.6) If (x@T)@S is defined then (x@T)@S = x@S.
(8.7) If x@T is defined then x  x@T .
(8.8)  is a partial order on values.
(8.9) For (x@T)@S and (x@S)@T both defined we have
x@T = x@S.
(8.10) For x@T defined we have (x−1)@T = (x@T)−1.
(8.11) For (x ◦ y)@T defined we have (x ◦ y)@T = (x@T) ◦
(y@T).
(8.12) For x : T and y : T and (x@S) ◦ (y@S) defined we have
that x ◦ y is defined.
Figure 8. Abstraction
Hence the class Set × α satisfies the morphoid closure condition
(9.1).
Condition (9.2) specifies that every class must have an interface
template — for any class σ there must exist a template T such that
for x ∈ σ we have that x@T is defined and x@T ∈ σ . Figure 9
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Classes
A class σ ⊆ U is a collection of values, possibly too large be an
element of U , where we require:
(9.1) Morphoid closure — for x, y, z ∈ σ with x ◦y−1◦z defined
we have x ◦ y−1 ◦ z ∈ σ
(9.2) Interface template — there exists T such that for all x ∈ σ
we have that x@T is defined and x@T ∈ σ .
Operations
For a class σ and x ∈ σ we define x@σ to be x@T for T an inter-
face template for σ . By property (8.9) this definition is independent
of the choice of T.
We write σ :ClassOf(T) if σ is a class with interface template T.
For a class σ and template T with x@T defined for all x ∈ σ we
define σ@ClassOf (T) to be the class {x@T, x ∈ σ }.
e groupoid operations on classes are defined by the following
rules. Section D of the appendix proves that classes satisfy the
groupoid properties.
Le(σ ) = {x1 ◦ x
−1
2 , x1, x2 ∈ σ }
Right(σ ) = {x−11 ◦ x2, x1, x2 ∈ σ }
σ−1 = {x−1, x ∈ σ }
σ ◦ τ = {x ◦ y, x ∈ σ, y ∈ τ }
Abstraction Ordering and Isomorphism
For classesσ and τ we defineσ  τ tomean that for τ :ClassOf(T)
we have σ@ClassOf (T) = τ@ClassOf (T).
For x, y ∈ σ we define x =σ y to mean (x@σ ) ◦ z
−1 ◦ (y@σ ) is
defined for some z ∈ σ .
Figure 9. Classes
defines x@σ to be x@T for any interface template T for σ . Prop-
erty (8.9) implies that this definition of x@σ is independent of the
choice of the interface template. For any groupG we have
G@Group = G@(SetOf(Point) × (Point × Point→ Point)).
For any groupG, the groupG@Group is an “abstract” groupwhere
the group elements are points.
Figure 9 also defines the isomorphism relation =σ associated with
the class σ . We have x =σ y if there exists z ∈ σ with (x@σ ) ◦
z−1◦(y@σ ) defined. e inverse operation is needed to handle the
case where the class is not closed under inverse.
Figure 10 defines structures (variable interpretations) and struc-
ture templates and extends the operations and relations of the pre-
vious figures to structures. e figure also defines template eval-
uation — a form of abstract interpretaion which computes a “tem-
plate value” for an expression when provided a template for each
free variable. Property (11.6) in figure 11 states that for VΓ JeK ρ
defined and ρ : η, where η is a structure template, we have that
V˜Γ JeKη is a template such thatVΓ JeK ρ :V˜Γ JeKη.
Figure 11 States general properties of well-formed contexts and
well-formed expressions. e properties of figure 11 are central to
the soundness of the inference rules, especially those involving iso-
morphism. ese properties are proved by a case analysis over the
A structure is mapping from a finite set of variables to values.
For a structure ρ we define Le(ρ) to be the structure defined on
the same variables as ρ and satisfying Le(ρ)(x ) = ρ(Le(x )).
Right(ρ) and ρ−1 are defined similarly. If Right(ρ1) = Le(ρ2)
then ρ1 ◦ ρ2 is defined by (ρ1 ◦ ρ2)(x ) = ρ1(x ) ◦ ρ2(x ).
A structure template is a mapping from variables to templates. For
a structure ρ and structure template η defined on the same vari-
ables we write ρ : η if ρ(x ) : η(x ) for each x and ρ@η is de-
fined if ρ(x )@η(x ) is defined for each x in which case (ρ@η)(x ) =
ρ(x )@η(x ). We define ρ1  ρ2 to mean that ρ1(x )  ρ2(x ) for
each x .
For VΓ JeK ρ defined and ρ :η we define V˜Γ JeK η to be a template
using the following rules.
V˜Γ JxKη = η(x )
V˜Γ JBoolKη = SetOf(Bool)
V˜Γ JSetKη = ClassOf(SetOf(Point))
V˜Γ Jλ x :σ e[x ]Kη = M(V˜Γ Jσ Kη) → V˜Γ Je[x ]Kη
′
V˜Γ JΠx :σ τ [x ]Kη = SetOf(M(V˜Γ Jσ Kη) → M(V˜Γ Jτ [x ]Kη
′))
V˜Γ JΣx :σ τ [x ]Kη = ClassOf(M(V˜Γ Jσ Kη) × M(V˜Γ Jτ [x ]Kη
′))
η′ = η[x ← M(V˜Γ Jσ K η)]
V˜Γ JSx :σ Φ[x ]Kη = V˜Γ Jσ Kη
V˜Γ Jf (e)K η = Range(V˜Γ Jf Kη)
V˜Γ J(u, w )Kη = V˜Γ JuKη × V˜Γ JwKη
V˜Γ Jπi (e)K η = πi (V˜Γ JeKη)
V˜Γ JΦKη = Bool for Φ an equality, disjunction,
negation or quantified formula
M(SetOf(T)) = M(ClassOf(T)) = T
Range(T1 → T2) = T2
πi (T1 × T2) = Ti
Figure 10. Structures and Template Evaluation.
constructs listed in figure 1 under the semantics listed in figure 2.
is case analysis is done in section E in the appendix.
5 Soundness
We now assume the properties in figures 7, 8 and 11, plus the
lemma that every set value is a class, all of which are proved in
the appendix. Given this we consider the soundness of the infer-
ence rules in figures 3, 4 and 5.
Most rules follow from the semantic clauses of figure 2 other than
the semantically subtle clauses (3) and (20). For such rules, for
example the rules for Boolean reasoning, soundness is immediate.
Rules whose soundness rests on clauses (3) and (20) can be divided
into type formation rules and isomorphism rules. For example con-
sider the following formation rule for pair types.
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For V JΓK defined we have
(11.1) For ρ ∈ V JΓK we have that ρ is a structure (all variables
are mapped to values).
(11.2) For ρ ∈ V JΓK we have ρ−1 ∈ V JΓK and for ρ1, ρ2 ∈
V JΓK with ρ1 ◦ ρ2 defined we have ρ1 ◦ ρ2 ∈ V JΓK.
We define a proper class to be a class that is not an element of U .
We define a denotable value to be either a value, a proper class, or
a pair of denotable values.
For VΓ JeK defined with e , Class and for ρ, ρ1, ρ2 ∈ VΓ JΓK we
have the following.
(11.3) VΓ JeK ρ is a denotable value.
(11.4) VΓ JeK (ρ
−1) = (VΓ JeK ρ)
−1 and for ρ1 ◦ ρ2 defined we
have VΓ JeK (ρ1 ◦ ρ2) = (VΓ JeK ρ1) ◦ (VΓ JeK ρ2).
(11.5) For ρ1  ρ2 we have VΓ JeK ρ1  VΓ JeK ρ2.
(11.6) For structure template η with ρ : η we have VΓ JeK ρ :
V˜Γ JeK η.
Figure 11. Evaluation Properties.
Γ ⊢ σ :Class
Γ; x :σ ⊢ τ [x] :Class
Γ ⊢ (Σx :σ τ [x]) :Class
e soundness of such type formation rules follows from property
(11.3) which states that for e , Class we have that if VΓ JeK is
defined then forVΓ JeK ρ ∈ U we have thatVΓ JeK ρ is a denotable
value. If the pair type in the above rule is a denotable value then
it must be a class. We now turn to proving the soundness of the
rules explicitly involving isomorphism.
eorem 5.1. For any class σ we have that =σ is an equivalence
relation on the elements of σ .
Proof. For x,y ∈ σ we have x =σ y if there exists z ∈ σ such
that (x@σ ) ◦ z−1 ◦ (y@σ ) is defined. For any x ∈ σ we have that
(x@σ ) ◦ (x@σ )−1 ◦ (x@σ ) is defined and hence x =σ x . To show
symmetry suppose x =σ y with (x@σ ) ◦ z
−1 ◦ (y@σ ) defined. In
this case we have that (y@σ ) ◦ ((x@σ ) ◦z−1 ◦ (y@σ ))−1 ◦ (x@σ ) is
defined. By morphoid closure we have ((x@σ ) ◦ z−1 ◦ (y@σ )) ∈ σ
and hence y =σ x . For transitivity suppose x =σ y =σ z. In this
case there exist s and t in σ that (x@σ )◦s−1◦(y@σ )◦t−1◦(z@σ ) is
defined. But in this case we have (x@σ )◦(t◦(y@σ )−1◦s)−1◦(z@σ )
is defined. Morphoid closure implies (s ◦ (y@σ )−1 ◦ t) ∈ σ and the
result follows. 
eorem 5.2. e isomorphism substitution rule
Γ ⊢ σ , τ :Class
Γ; x :σ ⊢ e[x] :τ
Γ ⊢ w =σ u
Γ ⊢ e[w] =τ e[u].
is sound
Proof. Consider ρ ∈ V JΓK. Let σ∗ be VΓ JσK ρ and similarly for
τ ∗, w∗ and u∗. For s ∈ σ∗ let e∗[s] beVΓ;x :σ Je[x]K ρ[x ← s]. We
must show that the validity of the antecedents of the rule implies
e∗[w∗] =τ ∗ e
∗[u∗].
Γ |= w =σ u and clause (20) of figure 2 implyw
∗ ∈ σ∗ and u∗ ∈ σ∗
and w∗ =σ ∗ u
∗. is implies that there exists z ∈ σ∗ such that
(w∗@σ∗) ◦ z−1 ◦ (u∗@σ∗) is defined. By the definitions of figure 9
we have w∗@σ∗ ∈ σ∗ and u∗@σ∗ ∈ σ∗ and by the morphoid
closure of σ∗ we have (w∗@σ∗) ◦ z−1 ◦ (u∗@σ∗) ∈ σ∗. Since Γ;x :
σ |= e[x] :τ we have thatVΓ; x :σ Je[x]K is defined and by (11.2) for
Γ and (11.4) for e[x] we have
VΓ Je[x]K ρ[x ← (w
∗@σ∗) ◦ z−1 ◦ (u∗@σ∗)]
= VΓ Je[x]K (ρ ◦ ρ
−1 ◦ ρ)[x ← (w∗@σ∗) ◦ z−1 ◦ (u∗@σ∗)]
= VΓ Je[x]K (ρ[x ← w
∗@σ∗] ◦ ρ−1[x ← z−1] ◦ ρ[x ← u∗@σ∗])
= VΓ Je[x]K (ρ[x ← w
∗@σ∗] ◦ ρ[x ← z]−1 ◦ ρ[x ← u∗@σ∗])
= e∗[w∗@σ∗] ◦ e∗[z]−1 ◦ e∗[u∗@σ∗]
By the morphoid closure property (9.1) for τ ∗ this composition is
a member of τ ∗. By (8.11) we then have
(e∗[w∗@σ∗] ◦ e∗[z]−1 ◦ e∗[u∗@σ∗])@τ ∗
= e∗[w∗@σ∗]@τ ∗ ◦ (e∗[z]@τ ∗)−1 ◦ e∗[u∗@σ∗]@τ ∗
By (8.7) we have w∗  w∗@σ∗ and by (11.5) for e[x] we then
have e∗[w∗]  e∗[w∗@σ∗]. By the definition of  we then have
e∗[w∗@σ∗]@τ ∗ = e∗[w∗]@τ ∗ and similarly for u∗. We now have
that
e∗[w∗]@τ ∗ ◦ (e∗[z]@τ ∗)−1 ◦ e∗[u∗]@τ ∗
is defined which implies the result. 
We now turn to figure 5. In this section we will define the seman-
tics of the the carrier expression. e proof of the soundness of the
rules in figure 5 is given in the last section of the appendix.
For VΓ JCarrier(σ ,γ , f , (λ α :Set τ [α]))K to be defined we require
Γ |= σ ,γ : Set and Γ |= f : Bijection[σ ,γ ] and Γ;α : Set |= τ [α] : Set.
To state the definition consider ρ ∈ V JΓK. Let σ∗ abbreviate
VΓ JσK ρ and similarly for τ
∗ and f ∗. For a set s let τ ∗[s] abbre-
viate VΓ; α :Set Jτ [α]K ρ[α ← s]. We start with the following defi-
nition.
Definition 5.3. For function value f we define Y (f ) by
Y (f ) = {Point( Lindex(f (u)@Point), Rindex(u@Point) ), u ∈ Dom(f )}
where
Lindex(Point(i, j)) = i and Rindex(Point(i, j)) = j .
For a bijection f from σ to τ we then have that Y (f ) is a set value
with
σ@SetOf(Point) ◦ Y (f )−1 ◦ τ@SetOf(Point)
defined and hence σ =Set τ . By (11.4) for τ [α]we have that
τ ∗[σ∗@SetOf(Point)] ◦ τ ∗[Y (f ∗)]−1 ◦ τ ∗[γ ∗@SetOf(Point)]
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is defined. e need for the inverses can be seen in the following
more explicit derivation.
τ ∗[X ◦ Y−1 ◦ Z ]
= VΓ; α :Set Jτ [α]K ρ[α ← (X ◦ Y
−1 ◦ Z )]
= VΓ; α :Set Jτ [α]K (ρ ◦ ρ
−1 ◦ ρ)[α ← (X ◦ Y−1 ◦ Z )]
= VΓ; α :Set Jτ [α]K (ρ[α ← X ] ◦ (ρ[α ← Y ])
−1 ◦ ρ[α ← Z ])
= τ ∗[X ] ◦ τ ∗[Y ]−1 ◦ τ ∗[Z ]
Now let T be a template such that τ ∗[Y (f ∗)] :SetOf(T ). Abstract-
ing the above equation to SetOf(T ) gives that
τ ∗[σ∗]@SetOf(T ) ◦ τ ∗[Y (f ∗)]−1 ◦ τ ∗[γ ∗]@SetOf(T )
is defined. We now make the following definition.
Definition 5.4. Given sets X , Y and Z with
X@SetOf(T ) ◦ Y ◦ Z@SetOf(T )
defined, we defineC(X ,Y ,Z ) to be the bijectionд fromX toZ such
that for x ∈ X there exists y ∈ Y such that
x@T ◦ y ◦ д(x)@T
is defined.
To show that this definition is well formed we use the following
lemma.
Lemma5.5. For set valuesσ and τ withσ  τ andwith τ :SetOf(T )
the mapping {x 7→ x@T , x ∈ σ } is a bijection.
Proof. e definition of  requires that σ@SetOf (T ) = τ . is
implies that the mapping {x 7→ x@T , x ∈ σ } is onto τ . We must
show that no two elements of σ map to the same element of τ . We
have σ : SetOf(S) for some template S. Consider x1 and x2 with
x1@T = x2@T . We then have that (x1@T )◦(x2@T)
−1 is defined
where we have x1 :S and x2 :S. By property (8.12) we then have
that x1 ◦ x
−1
2 is defined and by the bijectivity of σ we then have
x1 = x2. 
e well-formedness of the definition of C(X ,Y ,Z ) then follows
from the above lemma and the fact that the setY is bijective.
Definition 5.6.
VΓ JCarrier(σ ,γ , f , (λ α :Set τ [α]))K ρ
= C(τ ∗[σ∗], τ ∗[Y (f ∗)]−1, τ ∗[γ ∗])
We then have that the carrier function is a bijection from τ ∗[σ∗]
to τ ∗[γ ∗] as required.
6 Extensions and Conclusions
is paper makes a case that the semantics of type theory, includ-
ing the treatment of isomorphism, can be greatly simplified under
a commitment to a classical set-theoretic foundation for mathe-
matics. e main result of this paper is a naive composition se-
mantics supporting the proof system defined in figures 3, 4 and 5.
e system presented here is intentionally minimal for presenting
the basic ideas of naive semantics and value-based groupoid struc-
ture. Various extensions are possible. We will mention two such
extensions here.
Higher Functions. e most obvious extension is the introduc-
tion of higher lambda expressions and function types. We should
be able to extend the system with the following rules.
⊢ Class :Type
Γ ⊢ σ :Class
Γ ⊢ σ :Type
Γ ⊢ σ :Type
x is not declared in Γ
Γ; x :σ ⊢ True
Γ ⊢ σ :Type
Γ; x :σ ⊢ τ [x] :Type
Γ ⊢ (Πx :σ τ [x]) :Type
Γ ⊢ (Πx :σ τ [x]) :Type
Γ; x :σ ⊢ e[x] :τ [x]
Γ ⊢ (λ x :σ e[x]) : (Πx :σ τ [x])
iswould allow one towrite a lambda expression for themapping
of a topological space to its fundamental group. It would also al-
low one to write a function type for the space of all “natural maps”
from topological spaces to groups. e semantics of higher func-
tion classes would have to be restricted to only include “natural”
functions — functions satisfying certain commutativity conditions
with respect to value composition. e main technical issue, how-
ever, is formulating an appropriate generalization of evaluation
property (11.6) characterizing template evaluation. One approach
is that the system of higher functions has an associate system of
higher functions on templates, functions of function of templates,
and so on. While this seems possible it also seems rather cumber-
some. Another approach is to take higher functions to be closures
— pairs of a lambda expression and a variable interpretation. An
expression denoting a class or value would then be guaranteed to
beta-reduce to an expression not involving higher lambda expres-
sions and (11.6) would then be required only for class or value ex-
pressions.
“Up to Isomorphism” Definite Descriptions. Mathematical ob-
jects are oen only defined up to isomorphism. For example, the
real numbers can be defined by axioms, or as Dedekind cuts, or as
Cauchy sequence and these definitions are considered equivalent
— up to isomorphism they yield the same ordered field. We would
like to introduce the following inference rules.
Γ ⊢ u =σ w
Γ ⊢e(σ , u)  e(σ , w)
Γ ⊢ u :σ
Γ ⊢e(σ , u) :σ
Γ ⊢e(σ , u) =σ u
We could then talk about the complete graph K5 or the complete
bipartite graph K5,5 as well as things like the vector space R
3
or the topological space R3. We could also use such definite de-
scriptions to build structures. For example, the natural numbers
can be taken to be the values of the forme(Set, s) where s is a
finite set. “Two” is then the set with two elements.
Of course we would want to specify a semantics for such definite
descriptions. is could involve a choice oracle for selecting a
value. But care must be taken to ensure the evaluation properties
in figure 11 for e(σ , u) in the case where σ and u contain free
variables.
But independent of extensions, the main contribution of this pa-
per is a naive set-theoretic compositional semantics of type theory
supporting a treatment of isomorphism.
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A Weak value groupoid properties
We now consider the groupoid properties in figure 7. Recall that
figure 6 defines a weak value to be an element x ofU such that x :T
for some template T . In this section we prove groupoid properties
that hold over all weak values.
DefinitionA.1. We define the size S(T ) of a template T to be the
number of nodes in the syntax tree for T (including the root node).
We define the size S(x) of a weak value x to the minimum of S(T )
over all template expressions T such that x :T .
Note that for a weak value pair (x,y) we have that S(x) and S(y)
are both strictly less than S((x,y)). Also for a weak value set σ and
for x ∈ σ we have S(x) < S(σ ). For a weak value function f and
(x 7→ y) ∈ f we have that S(x) and S(y) are both less than S(f ) and
also S(Dom(f )) < S(f ). Most proofs will be either by structural
induction on templates or by induction on value size.
We can think of weak function values as sets of pairs. For weak
values we have that the template T1 → T2 is essentially the same
as the template SetOf(T1 ×T2). For (strong) values we require that
functions are functional.
Lemma A.2 (Partner Lemma.). For weak set values σ and τ such
that σ ◦ τ is defined we have that for any x ∈ σ there exists y ∈ τ
such that x ◦ y is defined and for any y ∈ τ there exists x ∈ σ such
that x ◦ σ is defined. For weak functions f and д with f ◦ д defined
and for (x 7→ y) ∈ f there exists (x ′ 7→ y′) ∈ д with x ◦x ′ and y ◦y′
defined and for (x ′ 7→ y′) ∈ д there exists (x 7→ y) ∈ f with x ◦ x ′
and y ◦ y′ defined.
Proof. Since σ ◦ τ is defined we have Right(σ ) = Le(τ ). So for
x ∈ σ we have Right(x) = Le(y) for some y ∈ τ . e proof for
weak functions is similar where we think of a weak function as a
set of pairs. 
Lemma A.3. For a weak value x with x : T we have Le(x) : T ,
Right(x) : T and x−1 : T and for weak values x and y with x ◦ y
defined and x :T we also have (x ◦ y) :T and y :T .
Proof. e proof can be done by structural induction on the tem-
plate T . For the operations of le, right and inverse the result
follows directly from the induction hypothesis and the definition
of the operations given in figure 6. For composition the result
is immediate for Booleans and points. For pairs we have (x,y) ◦
(x ′,y′) = (x ◦ x ′, y ◦ y′). If (x,y) : (T1 × T2) then x : T1 and y : T2.
By the induction hypothesis we then have (x ◦ x ′) :T1 and x
′ : T1
and (y ◦ y′) :T2 and y
′ :T2. is gives (x ◦ x
′
, y ◦ y′) : (T1 × T2) and
(x ′,y′) : (T1 × T2) as desired.
Now consider two weak sets σ and τ such that σ ◦ τ is defined
and with σ : SetOf(T ). An element of σ ◦ τ has the form x ◦ y
for x ∈ σ and y ∈ τ and where we have x : T . By the induction
hypothesis this gives that (x ◦ y)@T and y@T are defined. is
gives σ ◦ τ : SetOf(T ). To show τ : SetOf(T ) we note that the
partner lemma A.2 gives us that for all y ∈ τ there exists x ∈ σ
with x ◦ y defined. e proof for a composition of weak functions
is similar where we think of weak functions as sets of pairs. 
Corollary A.4. e weak values are closed under the groupoid op-
erations.
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We define an identity value to be a weak value in which every
point has the formPoint(i, i). More formallywe have the following
definition.
Definition A.5. An identity value is either a Boolean value, a
point of the form Point(i, i), a pair of identity values, a weak set
value whose elements are all identity values, or a weak function
value such that for (x 7→ y) ∈ f we have that x and y are identity
values.
e following lemma is straightforward.
LemmaA.6. For anyweak value x we have that Le(x) andRight(x)
are identity values and if x is an identity value then Le(x) = x and
Right(x) = x .
Lemma A.7 (Domain Lemma.). For any weak function f we have
Dom(f −1) = Dom(f )−1, Dom(Le(f )) = Le(Dom(f )) and
Dom(Right(f )) = Right(Dom(f )). Also, for any weak function val-
ues f and д with f ◦ д defined we have Dom(f ◦ д) = Dom(f ) ◦
Dom(д).
Proof. e case of inverse follows from the duality of le and right.
e cases of Le(f ) and Right(f ) are immediate from the defini-
tion. For the case of composition we note that Right(f ) = Le(д)
implies that for every pair (x 7→ y) ∈ f we have that the pair
Le(x) 7→ Le(y)) is equal to some pair Right(x ′) 7→ Right(y′))
for (x ′ 7→ y′) ∈ д. is implies that for every x ∈ Dom(f )we have
that f ◦ д contains a pair of the form x ◦ x ′ 7→ y ◦ y′ and hence
Dom(f ◦ д) = Dom(f ) ◦ Dom(д). 
e following lemma follows from the duality of le and right.
Lemma A.8 (Property (7.3)). For any weak value x we have
Le(x−1) = Right(x) and Right(x−1) = Le(x)
Lemma A.9 (Property (7.4)). For weak values x and y we have
Le(x ◦ y) = Le(x) and Right(x ◦ y) = Right(y).
Proof. eproof is by induction on value size. e case of Booleans
and points is immediate. e case of pairs follows straightfor-
wardly from the induction hypothesis.
We first show that for sets σ and τ we have that Le(σ ◦ τ ) =
Le(σ ). By the partner lemma A.2 for every x ∈ σ that exists
y ∈ τ with x ◦y defined. We then have that that Le(σ ◦ τ ) equals
the set of values of the form Le(x ◦ y) for x ∈ σ and y ∈ τ which
by the induction hypothesis equals Le(x) for x ∈ σ which equals
Le(σ ). e proof for functions is similar. 
Lemma A.10 (Property (7.5)). For weak values x , y and z we have
(x ◦ y) ◦ z = x ◦ (y ◦ z).
Proof. e proof is by induction on value size. We will consider
sets; the proof functions is similar.
Consider sets σ , τ and γ with with (σ ◦ τ ) ◦γ defined. By property
(7.4) proved above we have that σ ◦ (τ ◦ γ ) is also defined. e
induction hypothesis implies that for x ∈ σ , y ∈ τ and z ∈ γ we
have (x ◦ y) ◦ z = x ◦ (y ◦ z) which implies the result. 
Properties (7.8) and (7.9) follow for all weak values from the du-
ality of le and right.
B Value groupoid properties
LemmaB.1 (Property (7.1)). For a value x we have thatx−1, Le(x)
and Right(x) are also values.
Proof. For x−1 the result follows from the duality of le and right.
We consider the case of Le(x). e proof is by induction on the
size of x . For Booleans and points the result is immediate. For pairs
the result follows directly from the induction hypothesis. For a set
value σ we have that every member of Le(σ ) has the form Le(x)
for x ∈ σ and by the induction hypothesis this is a value. We must
also check that Le(σ ) is bijective. But this follows from the fact
that every element z ∈ Le(σ ) is an identity value (definition A.5)
and for any identity value z we have Le(z) = Right(z) = z. For a
function value f we must show that Le(f ) is functional — no two
pairs of f have the same input value. But sinceDom(f ) is bijective,
for each value z ∈ Dom(f ) there is a unique x ∈ Dom(f ) with
z = Le(x). Since f is functional there is a unique pair (x 7→ y)
in f with z = Le(x). is implies that there is a unique pair in
Le(f ) with input value z. 
Lemma B.2 (Property (7.2)). For two values x and y with x ◦ y
defined we have that x ◦ y is a value.
Proof. e proof is by induction on value size. e result is imme-
diate for Boolean values and points and follows straightforwardly
from the induction hypothesis for pairs.
Consider two set values σ and τ such that σ ◦ τ is defined. By the
induction hypothesis for x ◦y ∈ σ ◦ τ we have that x ◦y is a value.
It remains to show that σ ◦ τ is bijective. We first note that for
z ∈ σ ◦τ there exists unique x ∈ σ and y ∈ τ with z = x ◦y — there
is a unique x ∈ σ with Le(x) = Le(z) and a unique y ∈ τ with
Right(y) = Right(z). Hence for z,z ′ ∈ σ ◦ τ with z , z ′ we have
z = x ◦ y and z ′ = x ′ ◦ y′ with x , x ′ and y , y′ which implies
that Le(z) , Le(z ′) and Right(z) , Right(z ′). Hence σ ◦ τ is
bijective.
Now consider two function valueswith f ◦д defined. e induction
hypothesis implies that for every input-output pair x ◦y 7→ f (x) ◦
f (y) we have that x ◦y and f (x) ◦ f (y) are values. By the domain
lemma we also have that Dom(f ◦ д) equals Dom(f ) ◦ Dom(д)
which by the induction hypothesis is a set value. Finally we must
show that f ◦ д is functional. But for z ∈ Dom(f ◦ д) = Dom(f ) ◦
Dom(д) we have (f ◦ д)(z) = f (x) ◦ д(y) where x and y are the
unique values in Dom(f ) and Dom(д) with z = x ◦ y. 
Lemma B.3 (Property (7.6)). For values x and y we have x−1 ◦ x ◦
y = y and x ◦ y ◦ y−1 = x .
Proof. e proof is by induction on value size. We consider sets;
the proof for functions is similar. Consider sets σ and τ with σ ◦ τ
defined. We have that σ−1 ◦ σ ◦ τ is the set of values of the form
x−11 ◦ x2 ◦ y with x1,x2 ∈ σ and y ∈ τ . But since no two values
in σ have the same right value we must have that x2 = x1. By
the induction hypothesis we then have that x−11 ◦ x1 ◦ y = y. By
the partner lemma A.2 for every y ∈ τ there exists x ∈ σ with
x ◦y defined. ese facts together imply that the set of instances of
σ−1◦σ◦τ are exactly themembers of τ which proves the result. 
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Lemma B.4 (Property (7.7)). For a value x we have Right(x) =
x−1 ◦ x and Le(x) = x ◦ x−1
Proof. e proof is by induction on value size. We consider sets.
Consider a set σ . We have that Le(σ ) equals the set of values of
the form Le(x) for x ∈ σ . By the induction hypothesis this is the
same as the set of values of the form x◦x−1. Since no twomembers
of σ have the same le value, this is the same as the set of values
of the form x1 ◦ x
−1
2 for x1, x2 ∈ σ but this is the same as the set of
values of σ ◦ σ−1. Other cases are similar. 
C e abstraction properties
All of the abstraction properties hold for weak values with the ex-
ception of (8.1) which states that for any (strong) value x with
x@T defined we have that x@T is a (strong) value. We prove
(8.1) at the end of this section aer showing the other properties
for weak values.
e following lemma can be proved by a straightforward structural
induction on T .
LemmaC.1. For aweak value x withx@T definedwe have (x@T ) :
T .
We note that lemma C.1 implies that the weak values are closed
under abstraction — if x is a weak value, and x@T is defined, then
x@T is a weak value.
e following lemma can also be proved by a straightforward struc-
tural induction on T .
Lemma C.2 (Property (8.2)). For any weak value x we have that
x@T = x if and only if x :T .
Lemma C.3. For a weak value x with x@T defined we have that
Le(x)@T , Right(x)@T and x−1@T are all defined and for weak
values x and y with x ◦ y defined and with x@T defined we also
have (x ◦ y)@T and y@T are defined.
Proof. e proof is by structural induction on T . For the opera-
tions of le, right and inverse the result follows directly from the
induction hypothesis and the definition of the operations given in
figure 6. For composition the result is immediate for Booleans and
points and follows directly from the induction hypothesis for pairs.
Now consider two weak sets σ and τ such that σ ◦τ is defined and
with σ@SetOf(T ) defined. An element of σ ◦ τ has the form x ◦y
for x ∈ σ and y ∈ τ and where we have x@T defined. By the
induction hypothesis this gives that (x ◦y)@T is defined and that
y@T is defined. is gives that (σ ◦ τ )@SetOf(T ) is defined. To
show that τ@SetOf(T ) is defined we note that the partner lemma
A.2 gives us that for all y ∈ τ there exists x ∈ σ with x ◦ y de-
fined. e proof for a composition of weak functions (which are
not required to be functional) is similar. 
Recall that for weak values x and y figure 8 define x ∼ y to mean
that there exists a value z with x ◦ z ◦ y defined. e follow-
ing two properties are corollaries of lemmas A.3 and C.3 respec-
tively.
Lemma C.4 (Property (8.4)). For a weak value x with x : T and
x ∼ y we have y :T .
LemmaC.5 (Property (8.5)). For a weak value x with x@T defined
and x ∼ y we have y@T defined.
Lemma C.6 (Property (8.3)). ∼ is an equivalence relation on weak
values and for any weak value x we have x ∼ x−1 ∼ Le(x) ∼
Right(x) and for weak values x and y with x ◦ y defined we have
x ∼ (x ◦ y) ∼ y.
Proof. First we show that ∼ is an equivalence relation. Since x ◦
x−1 ◦ x is defined we have x ∼ x . Given x ∼ y we have x ◦ z ◦ y
is defined for some z. We then have that y ◦ (y−1 ◦ z−1 ◦ x−1) ◦ x
is defined giving y ∼ x . Finally assume x ∼ y and y ∼ z. We then
have that x ◦w ◦y is defined and y ◦ s ◦ z is defined. We then have
that x ◦ (w ◦ y ◦ s) ◦ z is defined giving x ∼ z.
Next we note that if x ◦y is defined then x ◦ (x−1 ◦x) ◦y is defined
giving x ∼ y. Since x◦x−1 is defined we have x ∼ x−1 and similarly
x ∼ Le(x), x ∼ Right(x), (x ◦ y) ∼ y−1 ∼ y and x−1 ∼ (x ◦ y) ∼
x . 
We now prove some lemmas supporting (8.6).
LemmaC.7. For any identity value x such that x@T is defined we
have that Pnt(x@T ) = Pnt(x).
Proof. e proof is a straightforward structural induction on T .
e result is immediate for T = Bool or T = Point. We explicitly
consider the case of T = SetOf(T ′).
Pnt(σ@SetOf (T ′)) = Point
(
SubPnt(σ@SetOf(T ′)),
SubPnt(σ@SetOf(T ′)
)
SubPnt(σ@SetOf (T ′)) = {Pnt(x@T ′), x ∈ σ }
= {Pnt(x), x ∈ σ }
= SubPnt(σ )
Pnt(σ@SetOf (T ′)) = Point(SubPnt(σ ), SubPnt(σ ))
= Pnt(σ )

Corollary C.8. For a weak value x with x@T defined we have
(x@T )@Point = x@Point.
Lemma C.9 (Property (8.6)). For a weak value x with (x@T1)@T2
defined we have that (x@T1)@T2 = x@T2.
Proof. e proof is by structural induction on T2. e case of T2 =
Point is handled by corollary C.8. e other cases are straightfor-
ward. 
LemmaC.10 (Property (8.7)). For x@T definedwe have x  x@T .
Proof. Suppose that x@T@S is defined. By (8.7) proved above
we have x@calT@S = x@S. e result then follows from the
definition of x ≺ x@T . 
Corollary C.11 (Property (8.8)).  is a partial order on weak val-
ues.
LemmaC.12 (Property (8.9)). For anyweak valuex with (x@T1)@T2
and (x@T2)@T1 both defined we have x@T1 = x@T2 .
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Proof. e proof is by induction on the size of x . e result is
immediate if x is a point or Boolean value and follows straight-
forwardly form the induction hypothesis if x is a pair. Now con-
sider a weak set σ and suppose that (σ@SetOfT1))@SetOf(T2) and
(σ@SetOfT12))@SetOf(T1) are both defined. For each x ∈ σ we
then have that both (x@T1)@T2 and (x@T2)@T1 are defined. By
the induction hypothesis we then have that x@T )1 = x@T2 But
this implies that σ@SetOf (T1) = σ@SetOf (T2). e case of weak
function values is similar. 
e following lemma is immediate form the duality of le and
right.
Lemma C.13 (Property (8.10)). For any weak value x with x@T
defined we have x−1@T = (x@T )−1.
Wewill now prove a series of lemmas supporting property (8.11).
LemmaC.14 (@Point commuteswith le and right). For anyweak
value x we have that Le(x)@Point = Le(x@Point) andRight(x)@Point =
Right(x@Point)
Proof. e result is immediate in the case that x is a point. If x is
not a point then we have
Le(x)@Point = Point
(
SubPnt(Le(Le(x))),
SubPnt(Right(Le(x)))
)
= Point(SubPnt(Le(x)), SubPnt(Le(x)))
= Le(Point(SubPnt(Le(x)), SubPnt(Right(x))))
= Le(x@Point)

Definition C.15 (Abstraction Inverse). We define the partial op-
eration x ↓ T for an identity value x and template T by the fol-
lowing rules where the operation is undefined if no rule applies or
the right hand side of the applicable rule is undefined.
Point(Φ,Φ) ↓ Bool = Φ
Point((x,y), (x,y)) ↓ (T1 × T2) = (x ↓ T1, y ↓ T2)
Point(σ ,σ ) ↓ SetOf(T ) = {x ↓ T , x ∈ σ }
Point(f , f ) ↓ (T1 → T2) = {x ↓ T1 7→ y ↓ T2, (x 7→ y) ∈ f }
Φ ↓ Bool = Φ
Point(i, i) ↓ Point = Point(i, i)
(x,y) ↓ (T1 × T2) = (x ↓ T1, y ↓ T2)
σ ↓ SetOf(T ) = {x ↓ T , x ∈ σ }
f ↓ T1 → T2 = {x ↓ T1 7→ y ↓ T2, (x 7→ y) ∈ f }
Lemma C.16. Abstraction of identity values is invertible. More
specifically, for any identity value x with x : T and with x@T ′
defined we have (x@T ′) ↓ T = x .
Proof. e proof is by induction on the template T . Note in par-
ticular that for x :T we must show that (x@Point) ↓ T = x . We
omit the details. 
Lemma C.17 (Property (8.12)). For any weak values x and y with
x : T and y : T and with (x@T ′) ◦ (y@T ′) defined we have that
x ◦ y is defined.
Proof.
Right(x) = (Right(x)@T ′) ↓ T
= Right(x@T ′) ↓ T
= Le(y@T ′) ↓ T
= (Le(y)@T ′) ↓ T
= Le(y)

Lemma C.18 (Property (8.11)). For any weak values x and y with
(x ◦ y)@T defined we have (x ◦ y)@T = (x@T ) ◦ (y@T).
Proof. e proof is by induction on the template T . e result is
immediate for Booleans. For points we have the following calcula-
tion.
(x ◦ y)@Point = Point(SubPnt(Le(x ◦ y)), SubPnt(Right(x ◦ y)))
= Point(SubPnt(Le(x)), SubPnt(Right(y)))
= Point(SubPnt(Le(x)), SubPnt(Right(x)))
◦Point(SubPnt(Le(y)), SubPnt(Right(y)))
= (x@Point) ◦ (y@Point)
For pairs the result follows straightforwardly from the induction
hypothesis.
Now consider weak sets σ and τ with (σ ◦ τ )@SetOf(T ) defined.
We have
(σ ◦ τ )@SetOf(T ) = {(x ◦ y)@T , x ∈ σ , y ∈ τ }
= {(x@T ) ◦ (y@T), x ∈ σ , y ∈ τ }
= (σ@SetOf (T )) ◦ (τ@SetOf(T ))
e validity of the second line is subtle. e induction hypothesis
implies that every value of the form (x ◦ y)@T can be wrien as
(x@T ) ◦ (y@T). But for the equality of the sets we must also
have that every value of the form (x@T ) ◦ (y@T) can be wrien
as (x ◦ y)@T . Since σ is a weak value we have σ : SetOf(T ′) for
some T ′ which implies τ : SetOf(T ′) which implies x,y : T ′. By
lemma C.17 we then have that if (x@T ) ◦ (y@T) is defined then
x ◦y is defined and by the induction hypothesis (x@T )◦(y@T) =
(x ◦ y)@T .
e case of functions is similar. 
Finally we prove the only abstraction property specific to (strong)
values.
Lemma C.19 (Property (8.1)). Values are closed under abstraction.
More specifically, for a value x with x@T definedwe have that x@T
is a value.
Proof. e proof is by structural induction on the template T . e
result is immediate for Booleans and points and follows straight-
forwardly from the induction hypothesis for pairs.
Consider a set value σ and a template T such that σ@SetOf(T )
is defined. We have already proved abstractions of weak values
are weak values and by the induction hypothesis we have that
x@T is a value for each x ∈ σ . It remains only to show that
σ@SetOf(T ) is bijective. It suffices to show that for x,y ∈ σ
we have that Le(x@T ) = Le(y@T ) implies that x = y and
Isomorphism within Set-Theoretic Type Theory , ,
similarly for Right. But Le(x@T ) = Le(y@T) implies that
(x@T ) ◦ (y−1@T ) is defined and lemma C.17 then implies that
x ◦ y−1 is defined which implies Le(x) = Le(y) which implies
x = y. e case of Right is similar.
Now consider a function value f with f@(T1 → T2) defined. Again
we have already shown that an abstraction of weak value is a weak
value and by the induction hypothesis we have that for (x 7→ y) ∈
f we have that x@T1 and y@T2 are values. e induction hypoth-
esis also gives us that Dom(f@(T1 → T2)) = Dom(f )@SetOf(T1)
is a set value and hence is bijective. Consider (x@T1 7→ y@T2) and
(x ′@T1 7→ y
′@T2) in f@(T1 → T2). To show that f@(T1 → T2)
is functional it suffices to show that x@T1 = x
′@T1 implies x =
x ′. Since Dom(f ) is bijective it suffices to show that Le(x) =
Le(x ′). Since Dom(f ) is a weak set value we have Dom(f ) :
SetOf(T ′) for some template T ′ which implies x, x ′ :T ′. But we
have x@T1 = x
′@T1 implies that ((x
′)−1@T1) ◦ (x@T1) is defined
and by lemma C.17 we have that (x ′)−1◦x is defined which implies
Le(x ′) = Le(x). 
D e groupoid properties for classes
Lemma D.1. Every set value is a class. Furthermore, for a set value
σ with σ : SetOf(T ) we have that T is an interface template for σ
and for x,y ∈ σ we have x =σ y if and only if x = y.
Proof. We note that σ : SetOf(T ) implies that for x ∈ σ we have
x :T which implies that x@T = x . So for a set value σ and x ∈ σ
we have x@σ = x . e morphoid closure condition for σ follows
from the bijectivity of σ which implies that for x,y,z ∈ σ with
x ◦ z−1 ◦ y defined we must have x = z = y. is also implies that
x =σ y if and only if x = y. 
Lemma D.2. e definitions of the groupooid operations and the
abstraction ordering on set values agree with the more general defi-
nitions for classes.
Proof. Inverse and composition are defined the same way sets and
classes. To show that the two definitions of Le agree it suffices
to show that the for a set value σ we have that the set of values
of the form x1 ◦ x
−1
2 for x1,x2 ∈ σ is the same as the set of values
of the form Le(x) for x ∈ σ . But by property (7.7) we have that
Le(x) = x ◦ x−1 and by the bijectivity of σ for x1 ◦ x
−1
2 defined
we must have x1 = x2. e proof for Right is similar.
e equivalence of the abstraction order definition follows from
the fact that for set values σ and τ we have that {x@τ , x ∈ τ } = τ
and {x@τ , x ∈ σ } = σ@SetOf(T ) where we have τ : SetOf(T ).

Lemma D.3 ((7.1) for classes). e Morphopid Classes are closed
under (·)−1, Le and Right and any interface template for σ is also
an interface template for σ−1, Le(σ ) and Right(τ ).
Proof. e case of inverse follows from the duality of le and right.
We will show that Le(σ ) is a class. We must show that Le(σ )
satisfies the morphoid closure condition (9.1) and has an interface
template as required by (9.2). We let x range over members of σ .
e elements of Le(σ ) are (strong) the values of the form x1 ◦x
−1
2 .
We first consider morphoid closure. Suppose that (x1 ◦x
−1
2 ) ◦ (x3 ◦
x−14 )
−1 ◦ (x5 ◦x
−1
6 ) is defined. By the groupoid properties of values
we have
(x1◦x
−1
2 )◦(x3◦x
−1
4 )
−1◦(x5◦x
−1
6 ) = (x1◦x
−1
2 ◦x4)◦(x6◦x
−1
5 ◦x3)
−1
which proves morphoid closure.
Next we consider (9.2) — the existence of an interface template. Let
T be an interface template for σ and let x1 ◦ x
−1
2 be an element of
Le(σ ). We have x1@T is defined and x1 ∼ (x1 ◦ x
−1
2 ) so we have
that (x1 ◦ x
−1
2 )@T is defined and equal to (x@T ) ◦ (x2@T )
−1 ∈
Le(σ ). 
Lemma D.4 ((7.2) for classes). For morphoid classes σ and τ with
σ ◦τ defined we have that σ ◦τ is a class and any interface template
for σ or τ is an interface template for σ , τ and σ ◦ τ .
Proof. Again we must show (9.1) and (9.2). We let x range over
elements of σ and y range over elements of τ .
e elements of σ ◦ τ are the values of the form x ◦ y. We must
show that for (x1 ◦y1) ◦ (x2 ◦y2)
−1 ◦ (x3 ◦y3) defined we have that
this composition is in σ ◦ τ . Since Right(σ ) = Le(τ ), every value
of the form y1 ◦ y
−1
2 can be wrien as x
−1
1 ◦ x2. We then have the
following.
(x1 ◦ y1) ◦ (x2 ◦ y2)
−1 ◦ (x3 ◦ y3)
= x1 ◦ (y1 ◦ y
−1
2 ) ◦ x
−1
2 ◦ x3 ◦ y3
= x1 ◦ (x
−1
4 ◦ x5) ◦ x
−1
2 ◦ x3 ◦ y3
= ((x1 ◦ x
−1
4 ◦ x5) ◦ x
−1
2 ◦ x3) ◦ y3
= x7 ◦ y3
We must also show (9.2). Let T1 be an interface template for σ
and let T2 be an interface template for τ . For any x ∈ σ we have
Right(x@T1) = (x@T1)
−1 ◦ (x@T1) ∈ Right(σ ) = Le(τ ). By
the preceding lemma we have that T2 is an interface template for
Le(τ )which implies that ((x@T1)
−1◦(x@T1))@T2 is definedwhich
implies that (x@T1)@T2 is defined. But we also have Right(x) ∈
Le(τ ) which implies that Right(x)@T2 ∈ Le(τ ) = Right(σ )
which gives that (Right(x)@T2)@T1 is defined which implies that
(x@T2)@T1 is defined. We then have that x@T1 = x@T2. Sim-
ilarly, for y ∈ τ we have y@T2 = y@T1. is implies that both
T1 and T2 are interface templates for both σ and τ and we have
(x ◦y)@T1 = (x@T1)◦ (y@T1) ∈ σ ◦τ and similarly for T2. So both
T1 and T2 are also interface templates for σ ◦ τ .

LemmaD.5 ((7.3) for classes). Le(x−1) = Right(x) andRight(x−1) =
Le(x).
Proof. is is a consequence of the duality of le and right. 
LemmaD.6 ((7.4) for classes). Le(σ ◦τ ) = Le(σ ) and Right(σ ◦
τ ) = Right(τ ).
Proof. We will show Le(σ ◦ τ ) = Le(σ ). We will use x to range
over elements of σ and y range over elements of τ . We first show
that every member of Le(σ ◦ τ ) is an member of Le(σ ). A mem-
ber of Le(σ◦τ ) has the form (x1◦y1)◦(x2◦y2)
−1. Since Right(σ ) =
, , David McAllester
Le(τ )we have that every value of the formy−11 ◦y2 can be wrien
as x1 ◦ x
−1
2 . We then have:
(x1 ◦ y1) ◦ (x2 ◦ y2)
−1
= x1 ◦ (y1 ◦ y
−1
2 ) ◦ x
−1
2
= x1 ◦ (x
−1
3 ◦ x4) ◦ x
−1
2
= (x1 ◦ x
−1
3 ◦ x4) ◦ x
−1
2 ∈ Le(σ )
For the converse we consider a value x1 ◦ x
−1
2 in Le(σ ). For this
we have the following.
x1 ◦ x
−1
2 = x1 ◦ x
−1
2 ◦ x2 ◦ x
−1
2
= x1 ◦ (x
−1
2 ◦ x2) ◦ x
−1
2
= x1 ◦ (y1 ◦ y
−1
2 ) ◦ x
−1
2
= (x1 ◦ y1) ◦ (y
−1
2 ◦ x
−1
2 )
= (x1 ◦ y1) ◦ (x2 ◦ y2)
−1 ∈ Le(σ ◦ τ )

Lemma D.7 ((7.5) for classes). (σ ◦ τ ) ◦ γ = σ ◦ (τ ◦ γ ).
Proof. Property (7.4) implies that (σ ◦ τ ) ◦ γ is defined if and only
if σ ◦ (τ ◦ γ ) is defined. e values in (σ ◦ τ ) ◦ γ are the values of
the form (x ◦y) ◦z for x ∈σ , y ∈τ and z ∈γ . But these are the same
as the members of σ ◦ (τ ◦ γ ). 
LemmaD.8 ((7.6) for classes). σ−1 ◦σ ◦τ = τ and σ ◦τ ◦τ−1 = σ .
Proof. We will show that if σ ◦ τ is defined then σ−1 ◦ σ ◦ τ = τ .
We will let x range over elements of σ and y range over elements
of τ . We first show that every value y in τ is in σ−1 ◦σ ◦τ . For this
we note
y = (y ◦ y−1) ◦ y = (x−11 ◦ x2) ◦ y ∈ σ
−1 ◦ σ ◦ τ
Conversely, consider x−11 ◦ x2 ◦ y ∈ σ
−1 ◦ σ ◦ τ . For this case we
have (x−11 ◦ x2) ◦ y1 = (y2 ◦ y
−1
3 ) ◦ y1 ∈ τ . 
Lemma D.9 ((7.7) for classes). Right(σ ) = σ−1 ◦ σ and Le(σ ) =
σ ◦ σ−1
Proof. We will show that Le(σ ) = σ ◦σ−1. Property (7.3) implies
that σ ◦ σ−1 is defined. e result is then immediate from the
definitions of Le(σ ) and σ ◦ σ−1. 
Properties (7.8) and (7.9) follow from the duality of le and right.
LemmaD.10 (Class Partner Lemma). For classes σ and τ such that
σ ◦ τ is defined we have that for any x ∈ σ there exists y ∈ τ such
that x ◦ y is defined and for any y ∈ τ there exists x ∈ σ such that
x ◦ σ is defined.
Proof. Consider classes σ and τ with σ ◦ τ defined and consider
x ∈ σ . We have x−1 ◦ x ∈ Right(σ ). Since Right(σ ) = Le(τ ) we
have x−1 ◦ x = y1 ◦ y
−1
2 for some y1,y2 ∈ τ . Since y1 ◦ y
−1
2 ◦ y2
is defined we have that x−1 ◦ x ◦ y2 is defined which implies that
x ◦ y2 is defined. e reverse partner relationship is similar. 
E e Evaluations Properties
e evaluation properties in figure 11 are proved by simultaneous
induction on the size of the expressions involved. In this simul-
taneous induction proof we assume all properties for smaller ex-
pressions while proving any given property on any given expres-
sion.
Proof of (11.1) and (11.2) for definedcontexts. For convenience
we repeat the conditions here.
ForV JΓK defined we have
(11.1) For ρ ∈ V JΓK we have that ρ is a structure (all variables
are mapped to values).
(11.2) For ρ ∈ V JΓKwe have ρ−1 ∈ V JΓK and for ρ1, ρ2 ∈ V JΓK
with ρ1 ◦ ρ2 defined we have ρ1 ◦ ρ2 ∈ V JΓK.
Whether V JΓK is defined, and its meaning when it is defined, is
specified by clauses (5) and (6) if figure 2. We have that V JΓK is
defined if one of the following two conditions hold.
(a) Γ = ∆; x :τ whereV J∆K is defined and ∆ |= τ :Class.
(b) Γ = ∆;Φ whereV J∆K is defined and ∆ |= Φ :Bool.
By the induction hypotheses we have that (11.1) and (11.2) hold
for ∆. Since all members of a class are values, (11.1) for Γ follows
immediately from (11.1) for ∆. For (11.2) we consider the case of
composition and consider each of cases (a) and (b) above. For case
(a) we must consider ρ1, ρ2 ∈ V J∆K with ρ1 ◦ ρ2 defined. Let
τ ∗1 and τ
∗
2 abbreviateV∆ Jτ K ρ1 andV∆ Jτ K ρ2 respectively. By the
definition of ∆ |= τ : Class we have that V∆ Jτ K is defined. By
the induction hypothesis for (11.4) we have thatV∆ Jτ K (ρ1 ◦ρ2) =
τ ∗1 ◦τ
∗
2 . Now considerv1 ∈ τ
∗
1 andv2 ∈ τ
∗
2 withv1◦v2 defined. is
is the general case in which ρ1[x ← v1] ◦ ρ2[x ← v2] is defined.
Note that
ρ1[x ← v1] ◦ ρ2[x ← v2] = (ρ1 ◦ ρ2)[x ← v1 ◦v2].
We must show that
(ρ1 ◦ ρ2)[x ← (v1 ◦v2)] ∈ V J∆; x :τ K .
But this now follows from (11.2) for ∆ and (11.4) for τ which im-
plies thatV∆ Jτ K (ρ1◦ρ2) = τ
∗
1 ◦τ
∗
t and hencev1◦v2 ∈ V∆ Jτ K (ρ1◦
ρ2).
Now we consider composition for case (b) above. Again consider
ρ1, ρ2 ∈ V J∆K. To show the composition case of (11.2) for ∆; Φ
we must show that if thatV∆ JΦK ρ1 = True and thatV∆ JΦK ρ2 =
True thenV∆ JΦK (ρ1 ◦ ρ2) = True. But ∆ |= Φ :Bool implies that
V∆ JΦK is defined and the result follows from (11.4) for Φ.
Proof of (11.3) through (11.6) for defined expressions. For
convenience we repeat the properties here.
ForVΓ JeK defined with e , Class we have
(11.3) For ρ ∈ V JΓK we have that VΓ JeK ρ is a denotable value
(eigher a value, a proper class or a pair of denotable values).
(11.4) For ρ1, ρ2 ∈ V JΓKwith ρ1◦ρ2 definedwe haveVΓ JeK (ρ1◦
ρ2) = (VΓ JeK ρ1) ◦ (VΓ JwK ρ2).
(11.5) For ρ1, ρ2 ∈ V JΓK with ρ1  ρ2 we have VΓ JeK ρ1 
VΓ JeK ρ2.
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(11.6) For ρ ∈ V JΓK with ρ :η we haveVΓ JeK ρ :V˜Γ JeKη.
e first part of (11.4) follows from the duality of le and right and
we only consider the composition part.
We must prove these properties for each of the following kinds of
defined expressions from figure 1.
Σx :σ τ [x] Sx :σ Φ[x] Πx :σ τ [x] λx :σ e[x] ∀x :σ Φ[x]
f (e) e1 =σ e2 ¬Φ Φ1 ∨ Φ2 (e1, e2)
πi (e) x Bool Set
• x , Bool, Set. For variables we have that (11.3) follow from (11.1)
for Γ. Properties (11.4) through (11.6) are immediate for variables.
(11.3) through (11.6) are immediate for the constant Bool. For the
constant Set we first show (11.3) by showing that the collection
of all set values is a proper class. e morphoid closure condition
for sets follows from properties (7.1) and (7.2) which implies that
the sets are closed under both inverse and composition. We can
also show that the template SetOf(Point) is an interface template
for Set. For this we must show that for any set σ we have that
σ@SetOf(Point) is defined and is also a set. But this follows from
property (8.1) which states that values are closed under abstraction.
For (11.4) we must show that Set = Set ◦ Set. But it is straightfor-
ward to show that a composition of bijective sets is a set giving
Set ◦ Set ⊆ Set. Conversely, for any set σ we have σ ◦ σ−1 is a set
giving Set ⊆ Set ◦ Set. Property (11.5) follows from property (8.8)
that  is a partial order and hence Set  Set. (11.6) follows from
the previously noted fact that SetOf(Point) is an interface template
for Set. Finally we note that the collection of all singleton sets is
too large to be in U and hence Set < U .
• f (e). For application expressions clause (10) of figure 2 requires
that VΓ Jf K is defined and for ρ ∈ V JΓK we have that VΓ Jf K ρ
is a function value (a set of pairs). is implies that VΓ Jf (e)K ρ
is a value and we have (11.3). Property (11.6) follows from the
induction hypothesis for f . For (11.4) consider ρ1, ρ2 ∈ V JΓK
with ρ1 ◦ ρ2 defined. Let f
∗
1 abbreviateVΓ Jf K ρ1 and similarly for
u∗1 and let f
∗
2 and u
∗
2 be defined similarly in terms of ρ2. By the
(11.4) for f we have f ∗1 ◦ f
∗
2 is defined and by (11.4) for e we have
that u∗1 ◦ u
∗
2 is defined. Property (11.4) for f (e) is then equivalent
to
(f ∗1 ◦ f
∗
2 )(u
∗
1 ◦ u
∗
2) = f
∗
1 (u
∗
1) ◦ f
∗
2 (u
∗
2).
But this follows from the fact that all input-output pairs of f ∗1 ◦ f
∗
2
are of the form u1 ◦ u2 7→ f
∗
1 (u1) ◦ f
∗
2 (u2).
Finally we consider (11.5). Consider ρ1, ρ2 ∈ V JΓK with ρ1  ρ2.
Let f ∗1 and u
∗
1 be defined in terms of ρ1, and f
∗
2 and u
∗
2 be defined
similarly in terms of ρ2. We must show f
∗
1 (u
∗
1)  f
∗
2 (u
∗
2). We
have f ∗2 :T → S for some templates T and S. By (8.7) it suffices
to show that f ∗1 (e
∗
1 )@S = f
∗
2 (e
∗
2 ). Since VΓ Jf (u)K is defined we
have that u∗2 must be in the domain of f
∗
2 which implies u2 :T . By
(11.5) for f we have f ∗1  f
∗
2 which implies that f
∗
1 @(T → S) =
f ∗2 . is implies that the pairs of f
∗
2 are all of the form u1@T 7→
f ∗1 (u1)@S. By (11.5) for e we have u
∗
1@T = u
∗
2. We now have
f ∗2 (u2) = f
∗
1 (u1)@S which implies the result.
• (e1, e2) and πi (e). Properties (11.3) through (11.6) immediately
follow from the corresponding induction hypothesis for pairing
and projection expressions.
Boolean Expressions. For Boolean expressions conditions (11.3)
and (11.6) are immediate and we need only consider (11.4) and
(11.5). Furthermore, for Boolean expressions conditions (11.4) and
(11.5) can be simplified to the following.
(11.4b) For ρ ∈ V JΓK we have
VΓ JΦK ρ = VΓ JΦK Le(ρ) = VΓ JΦKRight(ρ).
(11.5b) For ρ1, ρ2 ∈ V JΓK with ρ1  ρ2 we have
VΓ JΦK ρ1 = VΓ JΦK ρ2
• ¬Φ and Φ ∨Ψ. For the Boolean expressions ¬Φ and Φ ∨Ψ prop-
erties (11.4b) and (11.5b) follow from the induction hypotheses ap-
plied to the arguments of the operation and the fact that the truth
value of the operation is determined by the truth value of its argu-
ments.
• ∀ x : σ Φ[x]. For ∀ x : σ Φ[x] we will verify (11.4) (as opposed
to (11.4b)). Consider ρ1, ρ2 ∈ V JΓK with ρ1 ◦ ρ2 defined. Let τ
∗
1
abbreviateVΓ Jτ K ρ1 and let Φ
∗
1[u1] beVΓ; x :σ JΦ[x]K ρ1[x ← u1].
Let τ ∗2 and Φ
∗
2[u2] be defined similarly in terms of ρ2. We must
show that Φ∗1[u1] holds for all u1 ∈ τ
∗
1 if and only if Φ
∗
2[u2] holds
for all u2 ∈ τ
∗
2 . Suppose Φ
∗
1[u1] holds for all u1 ∈ τ
∗
1 and consider
u2 ∈ τ
∗
2 . By (11.4) for τ we have that τ
∗
1 ◦τ
∗
2 is defined. By the class
partner lemma D.10 there exists u1 ∈ τ
∗
1 with u1 ◦ u2 defined. By
(11.4) for Φ[x]we then have Φ∗2[u2] = Φ
∗
1[u1] = Truewhich proves
the result. e converse is similar.
Next we consider (11.5b). Consider ρ1, ρ2 ∈ V JΓK with ρ1  ρ2.
Let τ ∗1 and Φ
∗
1[u1] be defined in terms of ρ1 as before and let τ
∗
2
and Φ∗2[v] be defined similarly in terms of ρ2. As before we must
show that Φ∗1[u1] holds for all u1 ∈ τ
∗
1 if and only if Φ
∗
2[u2] holds
for all u2 ∈ τ
∗
2 . Suppose Φ
∗
1[u1] holds for all u1 ∈ τ
∗
1 and consider
u2 ∈ τ
∗
2 . By (11.5) for τ we have τ
∗
1  τ
∗
2 which implies that for τ
∗
2 :
ClassOf(T ) we have τ ∗1@ClassOf(T ) = τ
∗
2@ClassOf(T ) . is
implies that there exists u1 ∈ τ
∗
1 such that u1@T = u2@T . is
implies that u1@T ∈ τ
∗
2 and by (11.5) for Φ[x] we have Φ
∗
1[u1] =
Φ
∗
2[u1@T ]. We also have that both u2 and u2@T are in τ
∗
2 and
again by (11.5) for Φ[x] we have Φ∗2[u2] = Φ
∗
2[u2@T ]. Together
this gives Φ∗2[u2] = True as desired. For the converse suppose that
Φ
∗
2[u2] is true for all u2 ∈ τ
∗
2 and consider u1 ∈ τ
∗
1 . Again noting
that τ ∗1@ClassOf(T ) = τ
∗
2@ClassOf(T )we have thatu1@T ∈ τ
∗
2
and by (11.5) forΦ[x]wehaveΦ∗1[u1] = Φ
∗
2[u1@T ] = True.
• w =τ u . We will first show (11.4b). Consider ρ ∈ V JΓK and
letw∗ abbreviate VΓ JwK ρ and similarly for τ
∗ and u∗. By (11.4b)
for w we have that VΓ JwK Le(ρ) = Le(w
∗) and similarly for
τ ∗ and u∗ We will show that Le(w∗) =Le(τ ∗) Le(u
∗) if and
only if w∗ =τ ∗ u
∗. First suppose w∗ =τ ∗ u
∗. In this case there
exists z ∈ τ ∗ with (w∗@τ ∗) ◦ z−1 ◦ (u∗@τ ∗) defined. is gives
that
(w∗@τ ∗) ◦ (w∗@τ ∗)−1 ◦ (z ◦ z−1)−1 ◦ (u∗@τ ∗) ◦ (u∗@τ ∗)−1
is defined. Sincew∗ ∼ (w∗)−1 and similarly foru∗wehave that
((w∗ ◦ (w∗)−1)@τ ∗) ◦ (z ◦ z−1)−1 ◦ ((u∗ ◦ (u∗)−1)@τ ∗)
is defined. By lemma D.3 we have that any interface template
for τ is also an interface template for Le(τ ). So we now have
that
Le(w∗)@Le(τ ∗) ◦ (z ◦ z−1)−1 ◦ Le(u∗)@Le(τ ∗)
, , David McAllester
is defined which established Le(w∗) =Le(τ ∗) Le(u
∗).
For the converse suppose that Le(w∗) =Le(τ ∗) Le(u
∗). In this
case there exists z1,z2 ∈ τ
∗ such that
Le(w∗)@Le(τ ∗) ◦ (z1 ◦ z
−1
2 )
−1 ◦ Le(u∗)@Le(τ ∗)
is defined. By lemma D.3 we can select the interface template
for Le(τ ∗) to be an interface template for τ ∗ and we then have
that
Le(w∗)@τ ∗ ◦ z2 ◦ z
−1
1 ◦ Le(u
∗)@τ ∗
is defined. We then have that
w∗@τ ∗ ◦ (z1 ◦ z
−1
2 ◦w
∗@τ ∗)−1 ◦ u∗@τ ∗
is defined which establishes w∗ =τ ∗ u
∗.
We must also show (11.5b). Consider ρ1, ρ2 ∈ V JΓK with ρ1  ρ2.
Let w∗1 abbreviate VΓ JwK ρ1 and similarly for u
∗
1 and τ
∗
1 . Let w
∗
2 ,
u∗2 and τ
∗
2 be similarly defined in terms of ρ2. We must show that
w∗1 =τ ∗1
u∗1 if and only ifw
∗
2 =τ
∗
2
u∗2 . Let T1 be an interface template
for τ ∗1 and let T2 be an interface template for τ
∗
2 . By (11.5b) for τ , u
andw and the definition of  we have
τ ∗1@ClassOf(T2) = τ
∗
2@ClassOf(T2)
u∗1@T2 = u
∗
2@T2
w∗1@T2 = w
∗
2@T2.
Suppose w∗1 =τ ∗1
u∗1 . In this case there exists z1 ∈ τ
∗
1 such that
(w∗1@T1)◦z
−1
1 ◦(u
∗
1@T1) is defined. Abstracting this toT2 gives that
(w∗1@T2) ◦ (z1@T2)
−1 ◦ (u∗1@T2) is defined which now gives that
(w∗2@T2) ◦ (z1@T2)
−1 ◦ (u∗2@T2) is defined which give w
∗
2 =τ
∗
2
u∗2
as desired.
Conversely suppose that w∗2 =τ ∗2 u
∗
2. In this case there exists z2 ∈
τ ∗2 with (w
∗
2@T2) ◦ z
−1
2 ◦ (u
∗
2@T2) defined. By propert (8.4) we
have that z2 : T2 which implies z2 = z2@T2. By (11.5b) for τ we
then have z2 = z1@T2 for some z1 ∈ τ
∗
1 and we then have that
(w∗1@T2) ◦ (z1@T2)
−1 ◦ (u∗1@T2) is defined. By property (8.12) we
then have that (w∗1@T1) ◦ (z1@T1)
−1 ◦ (u∗1@T1) is defined which
gives w∗1 =τ ∗1 u
∗
1 as desired.
• Sx :σ τ [x]. We will first show (11.6). Consider ρ ∈ V JΓK with ρ :
η. We must show (VΓ JSx :σ τ [x]K ρ) : V˜Γ JσKη. Let σ
∗ abbreviate
VΓ JσK ρ and for u ∈ σ
∗ let Φ∗[u] beVΓ; x :σ JΦ[x]K ρ[x ← u]. Let
T be the template such that V˜Γ JσKη either has the form SetOf(T )
or the form ClassOf(T ). By (11.6) for σ we have that T is an
interface template forσ∗ . Wemust show that T is also an interface
template forVΓ JSx :σ τ [x]K ρ. Consideru ∈ VΓ JSx :σ τ [x]K ρ. We
must show u@T ∈ VΓ JSx :σ τ [x]K ρ. By (11.5) for u we have u 
u@T and then by (11.5b) for Φ[x] we have Φ∗1[u] = Φ
∗
2[u@T] =
True as desired.
Next we show (11.4). Consider ρ1, ρ2 ∈ V JΓK with ρ1 ◦ρ2 defined.
Let τ ∗1 and Φ
∗
1[u1] be defined in terms of ρ1 as usual and let τ
∗
2 and
Φ
∗
2[u2] be similarly defined in terms of ρ2. We must show
VΓ JSx :σ τ [x]K (ρ1◦ρ2) = (VΓ JSx :σ τ [x]K ρ1)◦(VΓ JSx :σ τ [x]K ρ2)
By (11.4) for Φ[x]we have that foru1 ∈ τ
∗
1 and u2 ∈ τ
∗
2 with u1 ◦u2
defined we have
VΓ; x :σ JΦ[x]K (ρ1 ◦ ρ2)[x ← (u1 ◦ u2)] = Φ
∗
1[u1] = Φ
∗
2[u2]
which implies the result.
Next we show (11.5b). Consider ρ1, ρ2 ∈ V JΓK with ρ1  ρ2
and let τ ∗1 , Φ
∗
1[u1], τ
∗
2 and Φ
∗
2[u2] be defined as usual in terms of
ρ1 and ρ2. Let T be an interface template for τ
∗
2 . By (11.5b) for τ
we have τ ∗1@ClassOf(T ) = τ
∗
2@ClassOf(T ). By (11.5b) for Φ[x],
for any u1 ∈ τ1 we have Φ
∗
1[u1] if and only if Φ
∗
2[u1@T ]. is
implies
(VΓ JSx :σ τ [x]K ρ1)@ClassOf(T )
= (VΓ JSx :σ τ [x]K ρ2)@ClassOf(T )
as desired.
• Σx :σ τ [x]. We will show (11.3) and (11.6) together. For (11.3) we
must show that the pair type denotes either a set value or a proper
class. We first show that in any case it denotes a class. We will
then show that if the class is in U then it is a set value.
To show that the value is a class consider ρ ∈ V JΓK. Let σ∗ be
VΓ JσK ρ and for u ∈ σ
∗ let τ ∗[u] beVΓ x :σ Jτ [x]K ρ[x ← u]. We
have that VΓ Jσx :σ τ [x]K ρ is the collection of pairs {(u,v), u ∈
σ∗, v ∈ τ ∗[u]}. For any pair (u,v) in this set we have that property
(11.3) for σ and τ [x] imply that u and v are values and hence the
pair (u,v) is a value. But we must show that this collection of
pairs is morphoid closed and has an interface template. To show
morphoid closure consideru1,u2,u3 ∈ σ
∗ withu1◦u
−1
2 ◦u3 defined
and consider w1 ∈ τ
∗[u1], w2 ∈ τ
∗[u2] and w3 ∈ τ
∗[u3] with
w1 ◦w
−1
2 ◦w3 defined. We must show that
(u1 ◦ u
−1
2 ◦ u3, w1 ◦w
−1
2 ◦w3)
is in the pair type. Bymorphoid closure ofσ∗ we haveu1◦u
−1
2 ◦u3 ∈
σ∗. We must show thatw1 ◦w
−1
2 ◦w3 ∈ τ
∗[u1 ◦u
−1
2 ◦u3]. By (11.4)
for τ [x] we have τ ∗[u1 ◦ u
−1
2 ◦ u3] = τ
∗[u1] ◦ τ
∗[u2]
−1 ◦ τ ∗[u3].
Since w1 ◦ w
−1
2 ◦ w3 ∈ τ
∗[u1] ◦ τ
∗[u2]
−1 ◦ τ ∗[u3] this proves the
result.
To prove the existence of an interface template let T abbreviate
M(V˜Γ JσKη) and let S abbreviate M(V˜Γ; x :σ Jτ [x]Kη[x ← T]).
We will show that T ×S is an interface template for the pair type.
By (11.6) forσ we have thatT is an interface template forσ∗ and by
(11.6) for τ [x]we have that S is an interface template for τ ∗[u@T]
(independent of the choice of u). For (u,v) in the pair type we
must show that (u@T ,v@S) is in the pair type. By (11.5) for τ [x]
we have τ ∗[u]  τ ∗[u@T]. By the definition of  on classes we
have
{w@S, w ∈ τ ∗[u]} = {s@S, s ∈ τ ∗[u@T]} ⊆ τ ∗[u@T].
is implies v@S ∈ τ ∗[u@T] which proves the result.
We note that (11.6) for the pair type now follows from the fact that
for T and S as defined above and for ρ ∈ V JΓK and ρ : η we
have
V˜Γ;x :σ JΣx :σ τ [x]Kη = ClassOf(T × S)
To complete the proof of (11.3) for the pair type we must show
that if the pair type is not a proper class (if it is an element of
U ) then it is a set value — is bijective and has a template. Again
consider ρ ∈ V JΓK and let σ∗ and τ ∗[u] be defined as before. If
σ∗ a proper class or if τ ∗[u] is a proper class for any u ∈ σ∗ then
the pair type is a proper class. So if the pair type is not a proper
class then by (11.3) for σ we have that σ∗ is a set value and by
(11.3) for τ [x] we have that τ ∗[u] is a set value for allu ∈ σ∗. Since
σ∗ is a set value we have σ∗ : SetOf(T ) for some template T . By
Isomorphism within Set-Theoretic Type Theory , ,
(11.1) for ρ have ρ :η for some structure template η. Let S be the
templateMem(V˜Γ; x :σ τ [x]η[x ← T]). By (11.6) for τ [x] we have
τ ∗[u] : SetOf(S) for any u ∈ σ∗. is implies that the pair type
has template T × S. Finally we must show that the pair type is
bijective. We will show that if two pairs (u,v) and (u ′,v ′) have the
same le value then they are the same. Assume Le(u) = Le(u ′)
and Le(v) = Le(v ′). e bijectivety of σ∗ implies that u = u ′.
We then have that bothv and v ′ are in τ ∗[u] and the bijectivity of
τ ∗[u] implies that v = v ′.
We now consider (11.4) for the pair type. Consider ρ1, ρ2 ∈ V JΓK.
We must show
VΓ JΣx :σ τ [x]K (ρ ◦ ρ2)
= (VΓ JΣx :σ τ [x]K ρ1) ◦ (VΓ JΣx :σ τ [x]K ρ2) (1)
Let σ∗1 abbreviate VΓ JσK ρ1 and for u ∈ σ
∗
1 let τ
∗
1 [u] abbreviate
VΓ;x :σ Jτ (x)K ρ1[x ← u]. Define σ
∗
2 and τ
∗
2 [u] similarly in terms
of ρ2.
Wewill first show that the composition on the right hand side of (1)
is defined — that the set of pairs of the form (Right(u1),Right(v1))
for u1 ∈ σ
∗
1 and v1 ∈ τ
∗
1 [u1] is the same as the set of pairs of the
form (Le(u2), Le(v2)) for u2 ∈ σ
∗
2 and v2 ∈ τ
∗
2 [u2]. We will
show that every pair of the first form is also of the second form.
e converse is similar. Consider u1 ∈ σ
∗
1 and v1 ∈ τ
∗
1 [u1]. It now
suffices to show that there exists u2 ∈ σ
∗
2 and v2 in τ
∗
2 [u2] with
u1 ◦ u2 and v1 ◦ v2 defined. By (11.4) applies to σ we have that
σ∗1 ◦ σ
∗
2 is defined. By the class partner lemma D.10 we then have
that there exists u2 ∈ σ
∗
2 with u1 ◦ u2 defined. By (11.4) for τ [x]
we then have that τ ∗1 [u1] ◦ τ
∗
2 [u2] is defined and again by the class
partner lemma there exists v2 ∈ τ
∗
2 [u2] such that v1 ◦v2 is defined
as desired.
To show that (1) holds we show containment in both directions.
We first show that every member of the le hand side is a member
of right hand side. Consider ui ∈ σ
∗
i andvi ∈ τ
∗
i (ui )with (u1,v1)◦
(u2,v2) defined. We must show
(u1 ◦ u2, v1 ◦v2) ∈ VΓ Jσx :σ , τ [x]K (ρ1 ◦ ρ2).
By (11.4) for σ we have (u1 ◦ u2) ∈ VΓ JσK (ρ1 ◦ ρ2). By (11.4) for
τ [x] we have
(v1 ◦v2) ∈ VΓ; x :σ Jτ [x]K (ρ1 ◦ ρ2)[x ← (u1 ◦ u2)]
which proves the result.
For the converse consider (u,v) ∈ VΓ JΣx :σ τ [x]K (ρ1 ◦ ρ2). By
(11.4) for σ we haveu ∈ VΓ JσK (ρ1 ◦ρ2) = σ
∗
1 ◦σ
∗
2 and hence there
exist u1 ∈ σ
∗
1 and u2 ∈ σ
∗
2 such that u = u1 ◦ u2. By (11.4) for τ [x]
we havev ∈ τ ∗1 [u1]◦τ
∗
2 [u2]which givesv = v1◦v2 ∈ τ
∗
1 [u1]◦τ
∗
2 [u2]
as desired.
Finally we show (11.5) for the pair type. Consider ρ1, ρ2 ∈ V JΓK
with ρ1  ρ2. We must show
VΓ JΣx :σ τ [x]K ρ1  VΓ JΣx :σ τ [x]K ρ2.
Define σ∗1 , τ
∗
1 [u], σ
∗
2 and τ
∗
2 [u] as before. We have ρ2 : η for some
structure templates η. Let T denote V˜Γ JσKη and let S denote
V˜Γ; x :σ Jτ [x]Kη[x ← T]. By the definition of  on classes (fig-
ure 9) we must show
{(u1,v1)@(T × S), u1 ∈ σ
∗
1 , v1 ∈ τ
∗
1 [u1]}
= {(u2,v2)@(T × S), u2 ∈ σ
∗
2 , v2 ∈ τ
∗
2 [u2]}.
Wenote that in the case that the pair type is a set value this equality
also suffices by virtue of (8.7) and the fact that in that case we have
(u2,v2)@(T × S) = (u2,v2).
We will show containment in both directions. First consider u1 ∈
σ∗1 and v1 ∈ τ
∗
1 [u1]. We must show that (u1,v1)@(T × S) is de-
fined and is in VΓ JΣx :σ τ [x]K ρ2. By (11.5) for σ we have σ
∗
1 
σ∗2 and therefore that u1@T ∈ σ
∗
2 . By (11.5) for τ [x] we have
τ1[u1]  τ2[u1@T1]. By (11.6) for τ [x] we also have that that S
is an interface template for τ2[u1@T ]. ese two facts together
give that v1@S ∈ τ
∗
2 [u1@T1] which gives (u1,v1)@(T × S) ∈
VΓ JΣx :σ τ [x]K ρ2 as desired.
Finally consider u2 ∈ σ
∗
2 and v2 ∈ τ
∗
2 [u2]. We must show that
there exists u1 ∈ σ
∗
1 and v1 ∈ τ
∗
1 [u1] with u1@T = u2@T and
v1@S = v2@S. But, as previously noted, we have σ
∗
1  σ
∗
2 which
implies that there exists u1 ∈ σ
∗
1 such that u1@T = u2@T . We
also have
τ ∗1 [u1]  τ
∗
2 [u1@T ] = τ
∗
2 [u2@T ]
v2 ∈ τ
∗
2 [u2]  τ
∗
2 [u2@T ]
v2@S ∈ τ
∗
2 [u2@T]
τ1[u1]  τ
∗
2 [u2@T ]
e last two conditions imply that there exists v1 ∈ τ
∗
1 [u1] with
v1@S = v2@S as desired.
• Πx :σ τ [x]. In the system presented here we only allow set-level
dependent function types. For VΓ JΠx :σ τ [x]K to be defined we
must have Γ |= σ : Set and Γ; x : σ |= τ [x] : Set. To show
(11.3) we show that Πx :σ τ [x] is a set value. Consider ρ ∈ V JΓK
and let η be a structure template such that ρ : η. Define σ∗ and
τ ∗[u] in terms of ρ as usual. Let T be Mem(V˜Γ JσKη) and S be
Mem(V˜Γ; x :σ Jτ [x]Kη[x ← T]). By (11.6) for σ we have u :T for
all u ∈ σ∗. By (11.6) for τ [x] we then have v :S for all v ∈ τ ∗[u].
is implies that for every function f ∈ VΓ JΠx :σ τ [x]K ρ we have
f : T → S. is implies VΓ JΠx :σ τ [x]K ρ : SetOf(T → S).
We have now established that that VΓ JΠx :σ τ [x]K ρ is a weak
value. By definition every member of VΓ JΠx :σ τ [x]K ρ is a func-
tion with domain σ and hence every member ofVΓ JΠx :σ τ [x]K ρ
is a value.
We must also show that VΓ JΠx :σ τ [x]K ρ is bijective. Consider
function f and д in this type with Le(f ) = Le(д). We will show
that in this case f = д. Consider a pair (u 7→ v) ∈ f . Note
that we have v ∈ τ ∗[u]. Since Le(д) = Le(f ) we must have
(Le(u) 7→ Le(v)) ∈ Le(д). Because of the bijectivity of σ∗
this implies that д must contain a pair of the form u 7→ v ′ with
v ′ ∈ τ ∗[u] and Le(v ′) = Le(v). But by the bijectivity of τ ∗[u]
we then havev ′ = v and hence д also contains the pair u 7→ v . But
this implies f = д.
Property (11.6) for the function type follows fromVΓ JΠx :σ τ [x]K ρ :
SetOf(T → S) proved above.
We now show (11.4) for the function type. Consider ρ1, ρ2 ∈ V JΓK
with ρ1 ◦ ρ2 defined. Define σ
∗
1 and τ
∗
1 [u] in terms of ρ1 and σ
∗
2
and τ ∗2 [u] in terms of ρ2 as usual. We must show
VΓ JΠx :σ τ [x]K (ρ1 ◦ ρ2)
= (VΓ JΠx :σ τ [x]K ρ1) ◦ (VΓ JΠx :σ τ [x]K ρ2).
We will show containment in both directions. Consider a function
f ∈ VΓ JΠx :σ τ [x]K (ρ1 ◦ ρ2). By (11.4) for σ we have Dom(f ) =
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σ∗1 ◦σ
∗
2 . For (u 7→ v) ∈ f we then haveu = u1◦u2 withu1 ∈ σ
∗
1 and
u2 ∈ σ
∗
2 . By (11.4) for τ [x]we havev ∈ τ
∗
1 [u1]◦τ
∗
2 [u2]. is implies
thatv = v1◦v2 for somev1 ∈ τ
∗
1 [u1] andv2 ∈ τ
∗
2 [u2]. We then have
that every pair (u 7→ v) ∈ f can be wrien as (u1 ◦u2) 7→ (v1 ◦v2).
e bijectivity of σ∗1 and σ
∗
2 and of τ
∗
1 [u1] and τ
∗
2 [u2] imply that
this decomposition is unique. e set of pairs u1 7→ v1 arising
from this decomposition defines a function f1 and similarly for f2
and we then have f = f1 ◦ f2 with f1 ∈ VΓ JΠx :σ τ [x]K ρ1 and
f2 ∈ VΓ JΠx :σ τ [x]K ρ1 as desired. Containment in the reverse
direction is similarly straightforward.
We now show (11.5) for the function type. Consider ρ1, ρ2 ∈ V JΓK
with ρ1  ρ2. We must show.
VΓ JΠx :σ τ [x]K ρ1  VΓ JΠx :σ τ [x]K ρ2.
Define σ∗1 and τ
∗
1 [u1] in terms of ρ1 and σ
∗
2 and τ
∗
2 [u2] in terms of
ρ2 as usual. Consider η such that ρ2 : η. We have that ρ1  ρ2
implies ρ1@η = ρ2. Let T denote Mem(V˜Γ JσKη) and S denote
Mem(V˜Γ; x :σ Jτ [x]Kη[x ← T]). By (8.7) it now suffices to show
that
(VΓ JΠx :σ τ [x]K ρ1)@SetOf(T → S) = VΓ JΠx :σ τ [x]K ρ2.
We will show containment in both direction.
We first note that by (11.5) for σ we have σ∗1  σ
∗
2 . By (11.5) for
τ [x] we have that for u1 ∈ σ
∗
1 and u2 ∈ σ
∗
2 with u1  u2 we
have τ ∗1 [u1]  τ
∗
2 [u2]. First consider f1 ∈ VΓ JΠx :σ τ [x]K ρ1. For
(u1 7→ v1) ∈ f1 we have u1@T ∈ σ
∗
2 . We also have v1 ∈ τ
∗[u1] 
τ ∗2 [u1@T ]. is implies v1@S ∈ τ
∗
2 [u1@T ]. is implies that
f@(T → S) is defined. Since the abstraction of a value is a value
we have that f@(T → S) is functional and we have f@(T →
S) ∈ VΓ JΠx :σ τ [x]K ρ2.
For the reverse direction consider f2 ∈ VΓ JΠx :σ τ [x]K ρ2. We
must show that f2 = f1@(T → S) for some f1 ∈ VΓ JΠx :σ τ [x]K ρ1.
To construct the function f1 we must select some v1 ∈ τ
∗
1 [u1] for
each u1 ∈ σ
∗
1 . For each such u1 we have u1@T ∈ σ
∗
2 and hence
f2(u1@T ) is defined and is in τ
∗
2 [u1@T ]. But we have τ
∗
1 [u1] 
τ ∗[u1@T ] which by lemma 5.5 implies that there exists a unique
v1 ∈ τ
∗
1 [u1] with v1@S = f2(u1@T ). So we can take f1 to map u1
to this v1 and we then get that f1@(T → S) = f2.
• λ x : σ e[x]. We first show (11.3) for the lambda expression.
Consider ρ ∈ V JΓK and let σ∗ and e∗[u] be defined as usual for ρ.
Let η be a structure template such that ρ : η. By the semantics of
lambda expressions (clause (9) of figure 2) we have that σ∗ is a set.
is implies that we have σ∗ :SetOf(T ) for some template T . Let
S be the template Mem(V˜Γ; x :σ Je[x]Kη[x ← T]). By (11.6) for
e[x] we have that for every (u 7→ v) ∈ VΓ Jλ x :σ e[x]K ρ we have
u :T and v :S. is implies (VΓ Jλ x :σ e[x]K ρ) : (T → S) which
implies that the function is a value.
Property (11.6) follows from (VΓ Jλ x :σ e[x]K ρ) : (T → S) shown
above.
We now prove (11.4). Consider ρ1, ρ2 ∈ V JΓK with ρ1 ◦ρ2 defined.
We must show
VΓ Jλ x :σ e[x]K (ρ1 ◦ ρ2)
= (VΓ Jλ x :σ e[x]K ρ1) ◦ (VΓ Jλ x :σ e[x]K ρ1).
Let σ∗1 and e
∗
1[u1] be defined in terms of ρ1 and σ
∗
2 and e
∗
2[u2] be
defined in terms of ρ2 as usual. By (11.4) forσ we haveVΓ JσK (ρ1◦
ρ2) = σ
∗
1 ◦ σ
∗
2 . By the bijectivity of σ
∗
1 and σ
∗
2 every element u of
σ∗1 ◦σ
∗
2 has a unique factoringu = u1◦u2 withu1 ∈ σ
∗
1 andu2 ∈ σ
∗
2 .
By (11.4) for e[x]we then have thatVΓ Jλ x :σ e[x]K (ρ1 ◦ρ2) is the
set of pairs of the form u1 ◦ u2 7→ e
∗
1[u1] ◦ e
∗[u2]. But this is the
same as (VΓ Jλ x :σ e[x]K ρ1) ◦ (VΓ Jλ x :σ e[x]K ρ1).
To show (11.5) consider ρ1, ρ2 ∈ V JΓK with ρ1  ρ2. Let σ
∗
1 and
e∗1[u1] be defined in terms of ρ1 and let σ
∗
2 and e
∗
2[u2] be defined in
terms of ρ2 as usual. Let f
∗
1 abbreviate VΓ Jλ x :σ e[x]K ρ1 and f
∗
2
be defined similarly in terms of ρ2. As shown above we have f
∗
2 :
(T → S) for some templates T and S. By (8.7) it suffices to show
f ∗1 @(T → S) = f
∗
2 . By (11.5) for σ we have σ
∗
1@SetOf(T ) = σ
∗
2 .
is implies that for u1 ∈ σ
∗
1 we have that u1@T ∈ σ
∗
2 which
implies that e∗2[u1@T ] :S. But we have u1  u1@T and by (11.5)
for e[x] we have e∗1[u1]  e
∗
2[u1@T ]. We then have e
∗
1[u1]@S =
e∗2[u1@T ]. We now have that f
∗
1 @(T → S) equals the set of pairs
of the form u1@T → e
∗
2 [u1@T ] which is the same as the set of
pairs in f ∗2 .
F Soundness for Figure 5
We first show that Carrier(σ ,γ , f , (λ α : Set τ [α])) satisfies evalu-
ation invariants (11.3) through (11.6). For (11.6) we must expand
the definition of template evaluation with
V˜Γ JCarrier(σ ,γ , f , (λ α :Set τ [α]))Kη
= Mem(V˜Γ Jτ [σ ]Kη) → Mem(V˜Γ Jτ [γ ]Kη).
To show (11.4) we consider ρ1, ρ2 ∈ V JΓK with ρ1 ◦ ρ2 defined.
Define σ∗1 , γ
∗
1 , f
∗
1 and τ
∗
1 [s] as usual in terms of ρ1 and define σ
∗
2 ,
γ ∗2 , f
∗
2 and τ
∗
2 [s] similarly in terms of ρ2. We then have the follow-
ing.
VΓ JCarrier(σ ,γ , f , (λ α :Set τ [α]))K (ρ1 ◦ ρ2)
= C(τ ∗1 [σ
∗
1 ] ◦ τ
∗
2 [σ
∗
2 ], W
−1
, τ ∗1 [γ
∗
1 ] ◦ τ
∗
2 [γ
∗
2 ])
W = VΓ; α :Set Jτ [α]K (ρ1 ◦ ρ2)[α ← Y (f
∗
1 ◦ f
∗
2 )]
We now observe the following where u1 ranges over elements of
σ∗1 and u2 ranges over elements of σ
∗
2 .
Y (f ∗1 ◦ f
∗
2 )
=

Point
(
Lindex((f ∗1 ◦ f
∗
2 )(u1 ◦ u2)@Point),
Rindex((u1 ◦ u2)@Point)
)
,
u1 ◦ u2 defined

=
{
Point(Lindex(f1(u1)@Point), Rindex(u2@Point) ),
u1 ◦ u2 defined
}
= Y (f1) ◦ σ
∗
2@SetOf(Point)
We then have
VΓ JCarrier(σ ,γ , f , (λ α :Set τ [α]))K (ρ1 ◦ ρ2)
= C
©­«
τ ∗1 [σ
∗
1 ] ◦ τ
∗
2 [σ
∗
2 ],
τ ∗2 [σ
∗
2@SetOf(Point)]
−1 ◦ τ ∗1 [Y (f
∗
1 )]
−1
,
τ ∗1 [γ
∗
1 ] ◦ τ
∗
2 [γ
∗
2 ]
ª®¬
LetT be a template such that τ ∗1 [Y (f
∗
1 )] :T . Wenow have that
C(τ ∗1 [σ
∗
1 ] ◦ τ
∗
2 [σ
∗
2 ], W
−1
, τ ∗1 [γ
∗
1 ] ◦ τ
∗
2 [γ
∗
2 ])
Isomorphism within Set-Theoretic Type Theory , ,
is the set of pairs u1 ◦ u2 7→ v1 ◦v2 such that
(u1 ◦ u2)@T ◦ u2@T
−1 ◦w−1 ◦ (v1 ◦v2)@T
is defined withw ∈ τ ∗1 [Y (f1)
∗]. is is the same as the set of pairs
u1 ◦ u2 7→ v1 ◦v2 such that u1 7→ v1 is a pair of
C(τ ∗1 [σ
∗
1 ], τ
∗
1 [Y (f
∗
1 )]
−1
, τ1[γ
∗
1 ]).
But it is also possible to show thatY (f ∗1 ◦ f
∗
2 ) = γ
∗
1@SetOf(Point)◦
Y (f2). By a similar argument we then have that
C(τ ∗1 [σ
∗
1 ] ◦ τ
∗
2 [σ
∗
2 ], W
−1
, τ ∗1 [γ
∗
1 ] ◦ τ
∗
2 [γ
∗
2 ])
is the set of pairs u1 ◦ u2 7→ v1 ◦v2 such that u2 7→ v2 is a pair of
C(τ ∗2 [σ
∗
2 ], τ
∗
2 [Y (f
∗
2 )]
−1
, τ2[γ
∗
2 ]). So we now have
C(τ ∗1 [σ
∗
1 ] ◦ τ
∗
2 [σ
∗
2 ], W
−1
, τ ∗1 [γ
∗
1 ] ◦ τ
∗
2 [γ
∗
2 ])
= C(τ ∗1 [σ
∗
1 ], τ
∗
1 [Y (f
∗
1 )]
−1
, τ1[γ
∗
1 ])
◦C(τ ∗2 [σ
∗
2 ], τ
∗
2 [Y (f
∗
2 )]
−1
, τ2[γ
∗
2 ])
as desired.
Next we consider (11.5). Consider ρ1, ρ2 ∈ V JΓK with ρ1  ρ2.
Define σ∗1 , γ
∗
1 , f
∗
1 and τ
∗
1 [s] as usual in terms of ρ1 and σ
∗
2 , γ
∗
2 , f
∗
2
and τ ∗2 [s] similarly in terms of ρ2. We first note that C(X ,Y ,Z ) =
C(X ,Y@SetOf(Point),Z ). To see this considerT withY :SetOf(T ).
We have that X@SetOf(T ) ◦ Y ◦ Z@SetOf(T ) is defined and for
u ∈ X@SetOf(T ) we have that there exists a unique w ∈ Y and
v ∈ Z@SetOf (T ) with u@T ◦y ◦v@T defined. But by (8.11) and
(8.12) this is defined if and only if x@Point◦y@Point◦z@Point is
defined and hence C(X ,Y@SetOf(Point),Z ) is the same function
from X to Z as C(X ,Y ,Z ). Given this observation it suffices to
show that for X1  X2 and Z1  Z2 and Y a set of points we have
C(X1,Y ,Z1)  C(X2,Y ,Z2).
We establish C(X1,Y ,Z1)  C(X2,Y ,Z2) for a point set Y using
(8.7) by showing that for C(X2,Y ,Z2) : (T → S) we have
C(X1,Y ,Z1)@(T → S) = C(X2,Y ,Z2).
By lemma 5.5 it now suffices to show that for (u 7→ v) ∈ C(X1,Y ,Z1)
we have (u@T 7→ v@S) ∈ C(X2,Y ,Y2). But (8.11) and (8.12) im-
ply that for y ∈ Y we have that u@Point ◦ y ◦v@Point is defined
if and only if u@T@Point ◦ y ◦ v@S@Point is defined and the
result follows.
Next we consider the rule
Γ ⊢ σ, γ :Set, f :Bijection[σ, γ ]
Γ; α :Set ⊢ τ [α ] :Set
Γ ⊢ ∀ x :τ [σ ] (σ, x ) =Σα :Set τ [α ] (γ , Carrier(σ, γ , f , (λ α :Set τ [α ]))(x ))
Consider ρ ∈ V JΓK. Define σ∗, γ ∗, f ∗ and τ ∗[s] as usual in terms
of ρ. We will also write д∗ for
VΓ JCarrier(σ ,γ , f , (λ α :Set τ [α]))K ρ.
We then have
д∗ = C(τ ∗[σ∗], τ ∗[Y (f ∗)]−1, τ ∗[γ ∗]).
Now consider u ∈ τ ∗[σ∗]. We must show
(σ∗,u) =VΓJΣα :Set τ [α ]Kρ (γ
∗
,д∗(u)).
Let SetOf(Point) × T be the interface for VΓ JΣα :Set τ [α]K ρ. By
the definition of д∗ we have that there exists y ∈ τ ∗[Y (f ∗)] with
u@T◦y−1◦д∗(u)@T defined. We also have thatσ@SetOf(Point)◦
Y (f ∗)−1 ◦ γ ∗@SetOf(Point) is defined. is implies that
(σ∗,u)@(SetOf(Point) × T ) ◦ (Y (f ∗),y)−1
◦ (γ ∗,д∗(u))@(SetOf(Point) × T )
is defined. We also have (Y (f ∗),y) ∈ VΓ JΣα :Set τ [α]K ρ which
proves the result.
Next we consider the rule
Γ ⊢ σ ,γ :Set, f :Bijection[σ ,γ ]
Γ ⊢ Carrier(σ ,γ , f , (λα :Set α))  f
Consider ρ inV JΓK and let σ∗, γ ∗, f ∗ and τ ∗[s] be defined as usual
for ρ. We have
Carrier(σ ,γ , f , (λα :Set α)) = C(σ∗, Y (f ∗)−1, γ ∗).
is is defined to be the function д from σ∗ to γ ∗ such that for all
u ∈ σ∗ there existsy ∈ Y (f ∗) such thatu@Point◦y−1◦д(u)@Point
is defined. But the definition of Y (f ∗) yields that this property
holds for f ∗ which proves the result.
Next we consider
Γ ⊢ σ ,γ :Set, f :Bijection[σ ,γ ]
Γ ⊢ w :Set
Γ ⊢ Carrier(σ ,γ , f , (λα :Set w))  (λx :w x)
Consider ρ inV JΓK and let σ∗ , γ ∗, f ∗ andw∗ be defined as usual
for ρ. We have
Carrier(σ ,γ , f , (λα :Set w)) = C(w∗, (w∗)−1, w∗).
is is defined to be the function д fromw∗ tow∗ such that for all
u ∈ w∗ there exists y ∈ w∗ such that u ◦ y−1 ◦ д(u) is defined. But
this implies that д is the identity function onw∗ .
Next we consider
Γ ⊢ Carrier(σ ,γ , f , (λ α :Set τ [α]))  д
Γ ⊢ Carrier(σ ,γ , f , (λ α :Set κ[α]))  h
Γ ⊢
Carrier(σ ,γ , f , (λα :Set τ [α] × κ[α]))
 λx : (τ [σ ] × κ[σ ]) (д(π1(x)),h(π2(x)))
Consider ρ inV JΓK and let σ∗,γ ∗ , f ∗, τ ∗[s] andκ∗[s] be defined as
usual for ρ. We will also use the following abbreviations.
д∗ = VΓ JCarrier(σ ,γ , f , (λα :Set τ [α]))K ρ
h∗ = VΓ JCarrier(σ ,γ , f , (λα :Set κ[α]))K ρ
We have
Carrier(σ ,γ , f , (λα :Set τ [α] × κ[α]))
= C
©­«
τ ∗[σ∗] × κ∗[σ∗],
(τ ∗[Y (f ∗)] × κ∗[Y (f ∗)])−1,
τ ∗[γ ∗] × κ∗[γ ∗]
ª®¬ .
Let T1 be a template satisfying τ
∗[Y (f ∗)] : SetOf(T1) and let T2 be
a template satisfying κ∗[Y (f ∗)] : SetOf(T2). We must show that
, , David McAllester
for (u1,u2) ∈ τ
∗[σ∗] × κ∗[σ∗] there exists (y1,y2) ∈ τ
∗[Y (f ∗)] ×
κ∗[Y (f ∗)] such that
(u1,u2)@(T1 × T2) ◦ (y1,y2)
−1 ◦ (д∗(u1),h
∗(u2))@(T1 × T2)
is defined. But this follows from the definitions ofд∗ andh∗.
Next we consider
Γ ⊢ Carrier(σ ,γ , f , (λ α :Set τ [α]))  д
Γ ⊢ Carrier(σ ,γ , f , (λ α :Set κ[α]))  h
Γ ⊢ k :τ [σ ] → κ[σ ]
Γ ⊢ a :τ [σ ]
Γ ⊢ Carrier(σ ,γ , f , (λα :Set τ [α] → κ[α]))(k)(д(a))  h(k(a))
Consider ρ in V JΓK and let σ∗ , γ ∗ , f ∗, τ ∗[s], κ∗[s], д∗ and h∗ be
defined for ρ as in the proof of the previous rule. Let G∗ be the
unique functional from τ ∗[σ∗] → κ∗[σ∗] to τ ∗[γ ∗] → κ∗[γ ∗] satis-
fying G∗(k)(д∗(u)) = h∗(k(u)). We have
Carrier(σ ,γ , f , (λα :Set τ [α] → κ[α]))
= C
©­«
τ ∗[σ∗] → κ∗[σ∗],
(τ ∗[Y (f ∗)] → κ∗[Y (f ∗)])−1,
τ ∗[γ ∗] → κ∗[γ ∗]
ª®¬ .
Let T1 be a template satisfying τ
∗[Y (f ∗)] : SetOf(T1) and let T2 be
a template satisfying κ∗[Y (f ∗)] : SetOf(T2). We must show that
for k ∈ τ ∗[σ∗] → κ∗[σ∗] there exists k˜ ∈ τ ∗[Y (f ∗)] → κ∗[Y (f ∗)]
such that
k@(T1 → T2) ◦ k˜
−1 ◦ G∗(k)@(T1 → T2)
is defined. For two sets s and w we find it clearer here to write
(a 7→ b) ∈ (s × τ ) as an alternative notation for (a,b) ∈ (s × τ ). e
above requirement is equivalent to the statement that for every
input-output pair u 7→ v of k there exists an input-output pair
(x 7→ y) ∈ (τ ∗[Y (f ∗] × κ∗[Y (f ∗)]) such that
u 7→ v@(T1 × T2) ◦ (x 7→ y)
−1 ◦ (д∗(u) 7→ h∗(v))@(T1 × T2)
is defined. But, as in the case of pairs, this follows from the defini-
tions of д∗ and h∗.
Finally we consider
Γ ⊢ a,b :Sx :σΦ[x]
Γ ⊢ a =σ b
Γ ⊢ a =(Sx :σ Φ[x ]) b
Consider ρ ∈ V JΓK. Let a∗, b∗, σ∗ and Φ∗[u] be defined as usual
in terms of ρ. We must show that there exists z ∈ σ∗ such that
Φ
∗[z] is true and such that a∗ ◦ z−1 ◦ b∗ is defined. But the second
antecedent implies that there exists z ∈ σ∗ such that a∗ ◦ z−1 ◦ b∗
is defined. But we then have that a∗ ◦ z−1 ◦ z is also defined and
hence a∗ =σ ∗ z and by the substitution of isomorphics we have
Φ
∗[z].
