Abstract. We study generically stable measures in the local, NIP context. We show that in this setting, a measure is generically stable if and only if it admits a natural finite approximation.
Introduction
The connection between finitely additive probability measures and NIP theories was first noticed by Keisler in his seminal paper [8] . Around 20 years later, the work of Hrushovski, Peterzil, Pillay, and Simon greatly expanded this connection in [5] , [6] , and [7] . In particular, they introduce the notion of generically stable measures. These measures exhibit properties of measures in stable theories. One of the most important properties of generically stable measures is that they admit a particular kind of approximation. The following is weaker version of the approximation theorem proven in [7] , Theorem ( [7] ). Assume that T is an NIP theory. Let U be a monster model of T , M be a small elementary substructure of U, and µ be a finitely additive measure on the Boolean algebra of definable sets with parameters from U (in free variables x). Then, µ is generically stable over M if and only if µ is finitely approximable over M, i.e. for every partitioned formula ϕ(x; y), and for every ǫ > 0, there exists a sequence of points a 1 , ..., a n in M x such that for any c ∈ U y , |µ(ϕ(x; c)) − Av(a)(ϕ(x; c))| < ǫ.
The purpose of this paper is to prove a local version of the theorem above. We prove the following, Theorem (Main Theorem). Let T be a first order theory. Let U be a monster model of T , M be a small elementary substructure of U, and ϕ(x; y) an NIP formula. Let µ be a finitely additive measure on the collection of ϕ-definable sets with parameters from U. Then µ is generically stable over M (as in Definition 4.10) if and only if µ is finitely approximable over M (as in Definition 4.11).
The proof of our Main Theorem involves translating the concept of generic stability into the framework of functional analysis. From this vantage point, we can apply an important result of Bourgain, Fremlin, and Talagrand [2] , namely Theorem 2.5. The connection between NIP formulas, local types, and Theorem 2.5 was first noticed by Simon in [13] and further work has been done by Khanaki and Pillay in [9] and [10] . We can further extend this connection to local measures via Ben Yaacov's work on continuous VC classes [1] . This paper is organized as follows: In section 2, we fix some model theoretic conventions. We will also provide all necessary functional analysis background.
In section 3, we connect NIP formulas, continuous VC classes, and the important result of Bourgain, Fremlin, and Talagrand mentioned earlier in the introduction.
In section 4, we begin by defining some important properties for local measures. We then translate these properties into the language of functional analysis. Using the theorems from functional analysis outlined in section 2 and the connection established in section 3, we will prove our Main Theorem.
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Notation and Preliminaries
2.1. Model Theory Conventions. Our notation for the most part is standard. We refer the reader to [12] for a thorough introduction to NIP theories and formulas.
Throughout this paper we fix T a first order theory in a countable 1 language L, U a monster model of T , and M a small elementary substructure of U. The letters x and y will denote tuples of variables. We let l(x) denote the length of a tuple. We let ϕ(x; y) be a partitioned formula (without parameters) and with object variables x and parameters variables y. The formula ϕ * (x; y) will denote the exact same formula as ϕ(x; y), but with the roles exchanged for parameter and variable tuples.
We recall that a formula ϕ(x; y) is IP if for every natural number n, there exists A ⊂ U
such that |A| ≥ n for every K ⊆ A there exists some b K in U l(y) , so that {c ∈ A : U |= ϕ(c, b K )} = K. If ϕ(x; y) is not IP, then we say that ϕ(x; y) is NIP. We now recall two basic facts whose proofs can be found in [12] . First, if ϕ(x; y) is NIP, then ϕ * (x; y) is NIP. Second, any Boolean combination of NIP formulas is also NIP.
If B ⊆ U, we let S x (B) denote the space of types in variable x with parameters from B. Moreover, we denote the space of ϕ-types in object variable x with parameters from B as S ϕ (B). If b ∈ U n , we let tp(b/B) denote the type of b over B. We will routinely write U l(x) as U x or even simply as U when l(x) is clear. We let Def x (U) be the Boolean algebra of all definable subsets of U x and let Def ϕ (U) be the subalgebra of Def x (U) generated by {ϕ(x; b) : b ∈ U y }. A formula is an L-formula and ϕ-formula is a Boolean combination of elements in {ϕ(x; b) : b ∈ U y }. We will abuse notation and routinely identify definable sets with the formulas which define them. We let M x (U) be the collection of finitely additive probability measures on Def x (U) and M ϕ (U) be the collection of finitely additive probability measures on Def ϕ (U).
If a = a 1 , ..., a n is a sequence of points in U x , we let Av(a) be the measure on Def x (U) where for every formula, ψ(x),
Finally, we let Aut(U/M) denote the collection of automorphisms of U which fix M pointwise.
2.2. Functional Analysis. We recall some definitions and theorems from functional analysis. We refer the reader to [3] as a standard reference on the subject. Let X be a set, and let R X denote the collection of all functions from X to R. R X is a topological space with the product topology. If A ⊆ R X , we let cl(A) be the topological closure of A in R X . Let (f i ) i∈N be a sequence in R X . We recall two different notions of convergence:
(1) (f i ) i∈N converges pointwise to a function f , written f i → f , if for every b ∈ X and for every ǫ > 0 there is some natural number N where for any n > N, |f n (b) − f (b)| < ǫ. (2) (f i ) i∈N converges uniformly to a function f , written f i → u f , if for every ǫ > 0 there is some natural number N where for any n > N, sup b∈X |f n (b) − f (b)| < ǫ. Assume that X is a topological space and let C(X) denote the space of continuous from X to R. If X is a compact Hausdorff space, then C(X) is a Banach space with the uniform norm, || · || ∞ , where ||f || ∞ = sup x∈X |f (x)|.
Let Y be a real Banach space, let y ∈ Y , and let (y i ) i∈N be a sequence in Y . We say that (y i ) i∈N converges weakly to y, written y i → w y, if for all continuous linear functionals G : Y → R, we have that lim i∈N G(y i ) = G(y).
We note if X is a compact Hausdorff space, such as S y (M), then for any sequence of functions (f i ) i∈N in C(X), one may determine whether this sequence converges pointwise, weakly, or uniformly. This is clear since C(X) is a Banach space and C(X) ⊂ R X . After the following definition, we will state some theorems which connect these notions of convergence.
Definition 2.1 (Convex Combination). Let Y be a vector space and A ⊆ Y . We let conv(A) be the convex hull of A, and we let conv Q (A) denote the collection of all rational convex combinations of elements from A, i.e.,
We now recall some theorems from functional analysis. Our first theorem is a trivial consequence of Mazur's Lemma [4] and connects the notions of uniform convergence and weak convergence. We will refer to the following theorem simply as Mazur's Lemma. [4] ). Let (Y, || · ||) be a Banach space, y ∈ Y , (a i ) i∈N be a sequence of elements in Y , and A = {a i : i ∈ N}. If a i → w y, then there is a sequence of
Lemma 2.2 (Mazur's Lemma
In particular, if X is a compact Hausdorff space, (f i ) i∈N is a sequence in C(X), and
The following theorem is an application of the the dominated convergence theorem and the Riesz representation theorem. This theorem connects the notions of pointwise convergence and weak convergence.
Theorem 2.3 ([11]
). Let K be a compact Hausdorff space, f ∈ C(K), and (f i ) i∈N be a sequence in C(K). Then the following are equivalent:
The next theorem is the result by Bourgain, Fremlin, and Talagrand [2] which we alluded to in the introduction. In fact, a much more general statement is proven in [2] than the one we provide. The connection between this theorem and NIP formulas is well known and has been expanded upon in [13] , [9] , and [10] . This theorem is slightly more technical than the last two, but essentially it allows one to find pointwise convergent sequences under particular tameness conditions. Before we can state the theorem, we define the tameness condition.
Then we say that X is sequentially independent if there exists a sequence (f n ) n∈N of elements in X, an r ∈ R, and an ǫ > 0 such that for every I ⊆ N, there exists some b I in Y such that,
If X is not sequentially independent, we say that X is sequentially dependent.
Theorem 2.5 ([2]
). Let X be a compact Hausdorff space, A ⊆ C(X), and |A| ≤ ℵ 0 . Assume that sup f ∈A ||f || ∞ < ∞. Then the following are equivalent:
Model Theory and Functions.
In this subsection, we briefly discuss special types of functions. We recall that U is a fixed monster model of T and M is a small elementary substructure of U. Definition 2.6. If ϕ(x; y) is a partitioned formula and a is in M x , we define the map 
where each c i is in M x , r i ∈ Q + , and n i=1 r i = 1. Let m be the smallest number so that for every i ≤ n, m · r i ∈ N. Let
Then, the concatenation of the a i 's is a representative sequence for f .
Finally, we end the introduction with an important fact about continuous functions on Stone spaces. This result is folklore and we provide a proof for the sake completeness. 
Proof. First, we prove the forward direction. Assume that f :
is an open cover of S. So,
Choosing the atoms of the Boolean algebra generated by {C k : k ≤ m} gives us a partition. Now, the other direction. We need to show that f is continuous. Let B ǫ be an open interval of length ǫ. We want to show that
Dependence
The purpose of this section is to connect the notions of VC-dimension, NIP formulas, and sequential dependence. In particular, we show that if ϕ(x; y) is NIP, then conv(F ϕ M ), as a subset of R Sy(M ) , is sequentially dependent. This result, Theorem 3.14, follows implicitly by results in [1] . This section gives a direct proof of this theorem. We begin by fixing some notation and recalling a quick fact about NIP formulas.
Definition 3.1. Let ϕ(x; y) be a partitioned formula. Let F ϕ be the family of definable subsets of U x of the form {ϕ(x; b) : b ∈ U y }. Likewise, we let F ϕ * = {ϕ(a, y) : a ∈ U x }.
3.1. VC Theory. We now continue by recalling some basic VC theory. The purpose of this subsection is to clearly state the VC theorem.
Definition 3.2 (VC-Dimension). Let X be a set and let F be a family of subsets of X. Then, the VC-dimension of F is the largest n such that there exists A ⊂ X, |A| = n, and,
We denote the VC-dimension of F as dim V C (F ). If no such n exists, then we say dim V C (F ) = ∞. Definition 3.4 (ǫ-Approximations). Let X be a set, F be a family of subsets of X, and µ be a measure on P(X). Then, we say that a sequence of elements a 1 , ..., a n in X is a ǫ-approximation for µ over F if for every F ∈ F , |µ(F ) − Av(ā)(F )| < ǫ. Now, we may state the VC Theorem.
Theorem 3.5 ([14]
). Let X be a set and F a family of subsets of X. Assume that F has finite VC-dimension. Let µ be a probability measure concentrating on a finite subset of X, i.e. µ(A) = 1 for some finite set A. Then, for every ǫ > 0, there exists some constant C ǫ,d , depending only on ǫ and d = dim V C (F ), and a sequence of points c 1 , ..., c m in X such that m ≤ C d,ǫ and c 1 , ..., c m is an ǫ-approximation of µ over F .
Remark 3.6. We notice that if F is a family of subsets of X with VC-dimension d, then for every ǫ > 0 and for every probability measure µ concentrating on a finite set, there exists some K d,ǫ depending only of d and ǫ and a sequence of points a 1 , ..., a m in X where m = K d,ǫ such that a 1 , ..., a m is an ǫ-approximation of µ over F . In other words, for any measure concentrating on a finite set, we can find an ǫ-approximation of exactly length K d,ǫ , e.g. we may take K d,ǫ = C d,ǫ ! since one can just concatenate sequences of length less than C d,ǫ with themselves many times.
3.2. Continuous VC Classes. We will explain dependence in the continuous context and explain how this relates to sequential dependence. The following definition of dependence is equivalent to the one given in [1] .
Definition 3.8 (Dependence). Let X, Y be sets and let
We say that f is (r, ǫ)-independent if every n ∈ N, there exists A ⊂ X where |A| > n and f (r, ǫ)-shatters A. We say that f is independent if there exists some r ∈ (0, 1) and ǫ > 0 so that f is (r, ǫ)-independent. Finally, we say that f is dependent if ϕ is not independent.
Proof. This follows directly from the definitions.
Space of Dirac Measures.
We prove the theorem advertised in the introduction of this section, namely Theorem 3.14. We begin by discussing certain kinds of measures.
We recall that if X is a set and a ∈ X, then a Dirac measure δ a on P(X) is a measure where for any A in P(X), we have that δ a (A) = 1 if a ∈ A and δ a (A) = 0 if a ∈ A. Definition 3.10 (Convex Hull of Dirac Measures). Let X be a set. Let δ(X) be the the collection of Dirac measures over X. Then, conv(δ(X)) is the convex hull of Dirac measures over X, i.e.
We will write conv(δ(X)) simply as conv(X). 
Theorem 3.12. Assume that ϕ(x; y) is an NIP formula. Consider f :
Proof. Assume that the map Ψ f is independent. We will find a Boolean combination of ϕ which is not NIP. Since Ψ f is independent, Ψ f is (r 0 , ǫ 0 )-independent for some r 0 in (0, 1) and ǫ 0 > 0. Let r = r 0 + ǫ 0 3
, ǫ = ǫ 0 3
, and δ =
w , i.e. the subsets of n ⋆ × m ⋆ of size |w|. Now, consider the formula:
Notice that θ(x, y) takes in two sequences of elements and decides whether ϕ(x; y) holds on a certain proportion of pairs of elements. In other words, if a 1 , ..., a n⋆ is a sequence in U x and b 1 , ..., b m⋆ is a sequence in U y , then θ(a, b) determines whether Ψ f (Av(a), Av(b)) is greater than r.
We will now show that θ is not NIP. Assume that Ψ f (r 0 , ǫ 0 )-shatters A. Then, for each
Then, for each µ ∈ A, let a µ 1 , ..., a µ n⋆ be a δ-approximation for that particular µ over F ϕ of length exactly n ⋆ . Moreover, for each
, then by a standard computation we notice that,
as well as,
We conclude that θ is not NIP. However, by the fact stated in the introduction, ϕ is also not NIP. Therefore, we have a contradiction.
Recall that F 
Proof. Assume not. Then Eval is (r, ǫ)-independent for some r and ǫ. Assume that
. Then, for any µ f ∈ A ⋆ , we have,
Therefore if Eval is independent then so is the map Φ f . Since ϕ(x; y) is NIP, this contradicts Theorem 3.12.
Theorem 3.14. Assume that ϕ(x; y) is an NIP formula. Then conv(
Proof. This follows directly from Corollary 3.13 and Fact 3.9.
Local Keisler Measures
We recall that U is a monster model of T , M is a small elementary substructure of U, and ϕ(x; y) is a partitioned L-formula. We do not require ϕ(x; y) to be NIP unless explicitly stated otherwise. In the first subsection, we define the weak notion of ϕ-generic stability (Definition 4.3). Assuming that ϕ(x; y) is NIP, we will show that if µ is in M ϕ (U) and µ is ϕ-generically stable over some M where M is countable, then for every ǫ > 0, there exists a sequence of points a 1 , ..., a n of elements in M x such that this sequance is an ǫ-approximation for µ over F ϕ (Theorem 4.8). In the second subsection, we will then use Theorem 4.8 to prove our main result described in the introduction. Some of the proofs in this section are standard but are provided for the sake of completeness. We begin with some definitions. (i) µ is M-invariant if for every ϕ-formula ψ(x; b) and every automorphism σ ∈ Aut(U/M),
Since M is assumed to be small, the collection of measures which are ϕ-invariant over M contains the collection of M-invariant measures. Notice that ϕ-invariance only mentions instances of ϕ and does not mention Boolean combinations of ϕ. Our next definition connects ϕ-invariant measures over M to functions from S y (M) to R. x; b) ) where b |= p. Definition 4.2 allows us to transfer problems involving finitely additive measures to questions involving functions. We will soon see that special kinds of measures correspond to special kinds of functions. Let us now describe these special measures.
Definition 4.3 (Properties of Measures). Let µ ∈ M ϕ (U).
(i) We say that µ is ϕ-definable over M if for every ǫ > 0 there exist L-formulas ψ 1 (y), ..., ψ n (y) with parameters only from M, such that:
(ii) We say that µ is finitely satisfiable over M if for every ϕ-formula ψ(x) such that µ(ψ(x)) > 0, there exists some a in M x such that U |= ψ(a). (iii) We say that µ is ϕ-generically stable over M if µ is both ϕ-definable and finitely satisfiable over M.
We now connect the kinds of measures defined above with functions from S y (M) to R. Recall that if A ⊂ R X , then cl(A) is the topological closure of A in R X . We will now connect this closure property with finite satisfiability. Proposition 4.6. Let µ ∈ M ϕ (U) and assume that µ is finitely satisfiable over M. Let
Proof. By Fact 4.5, the map F ϕ µ is well defined. Let U be some open subset of R X containing F ϕ µ . Without loss of generality,
Choose some b i |= q i for each q i . Then, we have that r i < µ(ϕ(x; b i )) < s i . We notice that ϕ(x; b 1 ), ..., ϕ(x; b n ) generate a finite Boolean algebra. Let θ 1 (x), ..., θ m (x) be the atoms of this Boolean algebra. If µ(θ i (x)) > 0 then by finite satisfiability we can find a i in M x such that U |= θ i (a i ). Define We now prove the main theorem of this section.
Theorem 4.8. Assume that ϕ(x; y) is NIP. Let µ ∈ M ϕ (U). Assume that µ is ϕ-generically stable over M and |M| = ℵ 0 . Then for every ǫ > 0, there exists a sequence a 1 , ..., a n of elements in M x such that,
Proof. Fix ǫ. By Lemma 4.7, there exists a sequence (f i ) i∈N of elements in conv Q (F 
and let a 1 , ..., a n be a representative sequence for g n . Then for each b ∈ U y ,
Main Result.
The purpose of this section is to prove our Main Theorem as described in the introduction. We again do not require ϕ(x; y) to be NIP in this section unless explicitly stated. We will see that if we strengthen our definition of ϕ-definability and in turn our definition of ϕ-generic stability, we can prove our main result. We begin this section by considering different families of ϕ-definable sets.
Definition 4.9. For a fixed partitioned L-formula ϕ(x; y), we define ∆ ϕ as the Boolean algebra of partitioned formulas generated by {ϕ(x; y i ) : i ∈ N, l(y i ) = l(y)}. If θ(x; y) is an element of ∆ ϕ , we let Def θ (U) be the Boolean subalgebra of Def x (U) generated by {θ(x; b) : b ∈ U y }. Moreover, we let I θ denote the obvious restriction map from M ϕ (U) to M θ (U). For notational purposes, if µ ∈ M ϕ (U) and θ(x; y) is in ∆ ϕ , then we write I θ (µ) simply as µ θ .
For example, the formulas ϕ(x; y 1 ) ∧ ϕ(x; y 2 ), ϕ(x; y 1 )△ϕ(x; y 2 ), and
We now give the definition generic stability and finite approximability as well as some relations between the properties we have already defined. Definition 4.10. Let µ ∈ M ϕ (U). Then µ is definable over M if for every θ(x; y) in ∆ ϕ and ǫ > 0 there exist L-formulas ρ 1 (y),...,ρ m (y) with parameters only from M, such that:
(i) The collection {ρ i (y) : i ≤ m} forms a partition of U y . (ii) if U |= ρ i (e) ∧ ρ i (c), then |µ(θ(x; e)) − µ(θ(x; c))| < ǫ. We say that µ is generically stable over M if µ is definable and finitely satisfiable over M.
Definition 4.11. Let µ ∈ M ϕ (U). Then, µ is finitely approximable if for every θ(x; y) in ∆ ϕ and for every ǫ > 0, there exists a sequence a 1 , ..., a n in M x such that for any b ∈ U y |µ(θ(x; b)) − Av(a)(θ(x; b))| < ǫ. [12] . However, for clarity, we present the proof here. Assume that µ is finitely approximable over M. We first show that µ is finitely satisfiable over M. Assume that µ(θ(x; b)) > δ > 0. Then, there exists some a 1 , ..., a n in M x such that |µ(θ(x; b)) − Av(a)(θ(x; b))| < Proof. By Theorem 4.14, µ is generically stable over some M 0 where M 0 ≺ M and |M 0 | = ℵ 0 . Then, we may apply Theorem 4.8 to µ and M 0 . Since M 0 ⊆ M, we are done. Theorem 4.16. Assume that ϕ(x; y) is NIP. Let µ ∈ M ϕ (U). Then µ is generically stable over M if and only if µ is finitely approximable over M.
Proof. By (v) of Proposition 4.12, if µ is finitely approximable over M, then µ is generically stable over M. We only need to show the other direction. Assume µ is generically stable over M. By (iv) of Proposition 4.12, for any θ(x; y) in ∆ ϕ , µ θ is generically stable over M. By construction, µ(θ(x; b)) = µ θ (θ(x; b)) for every b ∈ U y . By Lemma 4.15, for every ǫ > 0 there are a 1 , ..., a n in M x so that for every b ∈ U y , |µ θ (θ(x; b)) − Av(a)(θ(x; b))| < ǫ.
Since µ(θ(x; b)) = µ θ (θ(x; b)), we conclude that µ is finitely approximable over M.
