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Abstract

Due to their two-dimensional structure and wide range of electronic behaviors, van der Waals
materials have garnered a lot of attention for new technological applications. However, much
is still unknown about the consequences that impurities and disorder have on the performance
of many new van der Waals materials. In my research I use scanning tunneling microscopy
(STM) and electronic transport techniques to study the different types of disorder in three
common van der Waals materials: tantalum disulfide (TaS2 ), black phosphorus (BP), and
two-dimensional graphene. In TaS2 I show a sample preparation dependence on the surface
state of the bulk crystal and emphasize the importance of this dependence. I also provide
strong evidence that BP crystals are inherently p-doped with atomic vacancies, ending a
long mystery as to the origin of the inherent sample doping. Finally, I show progress on
metal-insulator transitions in graphene field effect transistors, as well as new techniques to
characterize and analyze surface defects using STM.
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INTRODUCTION

For technological advancements to continue, the study of new materials and material
properties is a necessity. Every year new materials with attractive properties and potential
uses are discovered, but for these materials to become of any commercial or practical use, high
precision in growth and purity is required. Studying the effects of disorder and impurities in
materials, and variations in sample preparation methods, has become an important subject
in condensed matter physics.
In 2004, when the first realization of atomically-thin graphite made publication [1], a
new branch of condensed matter physics emerged: two-dimensional (2D) materials research.
2D materials are atomically layered crystals that are bonded by van der Waals forces, which
make them easy to pull apart into atomically thin layers. Many van der Waals materials with
phenomenal and previously unseen physical properties have been discovered since graphene,
igniting excitement of scientists, engineers, and entrepreneurs around the world. The diverse
range of 2D materials, and their advantages over silicon with flexibility, tunability, and
compactness, create a potential to change the electronics world in a similar way that silicon
devices did.
Graphene has unique electronic properties that arise from the honeycomb lattice of
carbon atoms, including ballistic electronic transport [2, 3, 4] and exceptional mechanical
strength arising from its strong hybridized sp2 carbon-carbon bonds [5]. Aside from electron
mobility and mechanical strength, graphene has exhibited a range of other exotic charac-
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teristics including superconductivity in high magnetic fields [6], the fractional quantum Hall
effect [7], and relativistic Klein tunneling [8]. This array of properties makes graphene attractive for many applications and studies across different fields. Graphene has already found
its way into many commercial applications such as inks [9], anti-corrosion coatings [10], and
medical sensors [11]. Some currently studied applications that have not yet found their way
into commercial use are uses in batteries [12, 13, 14], supercapacitors [15, 16], wearable
electronics [17], and water filters [18, 19].
Beyond the scope of graphene, there are a myriad of 2D materials with a range of
useful properties, including black phosphorus, hexagonal boron nitride, and transition metal
dichalcogenides, just to name a few. The discovery of graphene led to a massive hunt for new
2D materials. Data mining techniques have identified 1,173 possible 2D material candidates
[20], most of which are yet to be realized. The currently discovered 2D materials now
span many electronic property types, including metallic, insulating, and semiconducting.
2D semiconductors have a range of band gaps, from infrared to ultraviolet, importantly
including the visible spectrum.
One class of commonly studied 2D materials are transition metal dichalcogenides (TMDs),
such as MoS2 , MoSe2 and TaS2 . TMDs generally have a zero band gap on the order of 1 to
2eV, making them greatly appealing for 2D devices, as their band gap is similar to silicon’s.
TMDs typically have a lower carrier mobility than graphene, yet their electronic properties
make them attractive for low-powered electronics, optoelectronics, and valleytronics [21, 22].
With these unique electronic properties and atomically flat surfaces, TMDs can also provide
a platform for studying exotic physical interactions and phenomena.
Also amid the search for new 2D materials, black phosphorus (BP) was stumbled upon.
BP is a layered phosphorus isotope, and the most thermodynamically stable isotope. It has
a layer dependent band gap ranging from ∼0.3eV as a bulk material to ∼2eV as monolayer.
This layer-dependent range within the optical spectrum has attracted research for optical
absorption, from photocatalysis [23] to nanophotonics [24, 25]. BP also has a higher mobility
2

than most TMDs, as well as a large interlayer spacing, and so draws a lot of interest for
electronics devices [26, 27, 28] and use in battery electrodes [29, 30].
From all these potential applications, it appears every corner of our technological world
is about to be greatly affected and improved by 2D materials technology. However, there
are large strides to be made before widespread commercial use of 2D materials is within
grasp. The primary constraints are large-scale and consistent growth and material purity.
Comparing to the beginning of silicon production for the electronics industry, silicon purity
was highly studied and emphasized [31]. To this day, the bare minimum impurity level for
electronics grade silicon is 1 part per billion (ppb) and doping levels can also be controlled to
an accuracy of 1ppb. This purity, consistency, and reliability in silicon devices is mandatory
for electronics to function with such efficiency today. And yet these precision levels for
silicon don’t compare to those that are needed for 2D materials. Due to 2D materials’ high
surface area, and therefore high sensitivity to defects and impurities, strict control of purity
and doping is essential [32, 33]. This is why such an emphasis is being placed on consistent
growth methods and control of defects in 2D materials.
Currently, graphene can be grown by chemical vapor deposition [34, 35], physical vapor
deposition and pulsed laser deposition [36, 37, 38, 39], chemical synthesis [40, 41], and
epitaxial growth [42]. Unfortunately, all of these growth methods have their drawbacks,
including thickness homogeneity, surface cleanliness, and substrate transfer capabilities [41,
42, 43]. All these drawbacks are limiting for industrial applications of graphene, as precision
and substrate choice are important for industry. And for black phosphorus and TMDs, largescale growth options are more limited or even nonexistent. Black phosphorus currently has
no commercially viable way to make monolayers [44], and TMDs are grown by different labs
all over the world with little consistency [45]. This all points to a vitally important detail of
2D materials: material consistency and purity, and how they affect material properties.
In this thesis I discuss my work studying the defects and material inconsistencies, as
well as their effects, in graphene, TaS2 , and black phosphorus. This thesis outlines my work
3

on defect analysis and characterization in 2D materials and the effects they have on overall
electronic performance. I use a scanning tunneling microscope (STM) to study the surface of
2D materials with atomic resolution, complemented with electronic transport measurements.
I also discuss my work and novel techniques in materials fabrication. The primary goal in my
projects is to better understand the importance of materials consistency and growth purity,
as well as the effects adsorbates/defects have on the electronic landscape and behavior of 2D
materials.
The thesis chapters discuss the following. Chapter 1: 2D Materials and Disorder;
An overview of the electronic and structural properties of the 2D materials in my thesis,
disorder and the scattering phenomena, and metal-to-insulator phase transitions. I also
discuss the open ended questions in the field. Chapter 2: Methods; An overview of the
laboratory equipment that I use and how they function. I discuss how I use the equipment
to achieve my experimental goals in each of the three projects. Chapter 3: SampleDependent Physics in Bulk 1T-TaS2 ; Chapter 4: Impact of Vacancies on Black
Phosphorus; and Chapter 5: Scattering from Disorder in Graphene;
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Chapter 1
2D Materials and Disorder
1.1

van der Waals Materials

The isolation and first characterizations of a single atomic layer of graphite, called
graphene, opened the door to a new area of physics research: the study of van der Waals
materials [1]. van der Waals materials are atomically layered crystals, with layers bonded
by the weak van der Waals force. As a result, the layers of van der Waals materials can be
pulled apart, leading to the creation of single-to-few atomic layer 2D materials. The following section is an overview of the structural properties of the van der Waals/2D materials
that I study: graphene, TaS2 , and black phosphorus.

1.1.1

Graphene

Graphene is a 2D honeycomb lattice of carbon atoms, each atom forming 3 bonds with
its nearest neighbors. The ground state configuration of carbon is 1s2 2s2 2Px 1 2Py 2 2Pz , so
the carbon atom has four valence electrons residing in the 2s and 2p shell. The electrons in
the valence shell are capable of forming sp, sp2 , and sp3 hybrids. When the carbon atoms
share the sp2 hybrids with their 3 nearest neighbors, they form the 2D honeycomb lattice
known as graphene. This orbital transition is portrayed in Figure 1.1a,b. These hybrid sp2
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orbitals form in-plane σ bonds. Carbon σ bonds have an interatomic length of 1.42Å, which
is shorter than the sp3 . This results in the σ bonds being stronger than the carbon-carbon
bonds that form in diamond.

Figure 1.1 a) The outer electron shell of a single carbon atom.
One s orbital and three p orbitals exist (only two of the three
p orbitals are filled at any moment). b) A carbon atom within
graphene forms hybrid orbitals with the s orbital and two of
the p orbitals, now called sp2 . The pz orbital remains. These
form σ and π bonds, respectively. c) The carbon atoms form
a honeycomb lattice of σ bonds, shown by blue arrows. These
bonds are very strong due to their short bond distance of 1.42Å.
The out-of-plane π bonds are represented on a few atoms as
purple circles. Figure adapted from [46]
Aside from the in-plane σ bonds, out-of-plane dangling π bonds are formed by the leftover
2pz orbitals. These π bonds are also of high importance in graphene, as they make up the
conduction and valence bands with the zero band gap. They also provide the van der Waals
interactions that exists between stacked graphene layers [47]. It’s this weak van der Waals
force that makes mechanical exfoliation of graphene possible (the scotch tape method).

1.1.2

Tantalum Disulfide

Tantalum disulfide, TaS2 , is a van der Waals material within the group of transition
metal dichalcogenides (TMDCs). TMDCs have a hexagonal lattice structure and have the
6

chemical notation of MC2 (M: transition metal, C: chalcogen). The layers can take one of
several phases, two of which are the trigonal prismatic 2H phase and the octahedral 1T
phase. These phases are defined by the atomic locations of the chalcogen atoms, shown in
Figure 1.2. The 2H phase has a layer structure of ABA while the 1T has an ABC structure.
Depending on the transition metal and the chalcogen combination, either the 2H or 1T phase
is stable, with the possibility of the other being metastable [48].

Figure 1.2 Cartoon portraying the difference between 2H and
1T phases in TMDCs. The 2H phases is marked by an ABA
layer pattern while the 1T has an ABC layer pattern. [48].
For TaS2 both the 2H and 1T phases are stable, but my work focuses on 1T-TaS2 ,
shown in Figure 1.3. 1T-TaS2 is complex due to its combination of physcal phenomena,
including charge density waves, Mott physics, and metal-to-insulator phase transitions. The
implications of these will be discussed further in Section 3.1.

1.1.3

Black Phosphorus

Black phosphorus (BP) is a monoelemental crystal and the most thermodynamically
stable isotope of phosphorus. Single crystals of BP form a layered structure bound by van
der Waals forces. It’s crystal structure is orthorhombic, and a single layer forms a puckered
structure parallel to the ac place, shown in Figure 1.4. Each of the phosphorus atoms is
7

Figure 1.3 a) Side-view of a single layer of 1T-TaS2 showing
the crystal structure. b) Top-down atomic view of 1T-TaS2 .
The lattice parameters a = b = 3.36Å and c = 5.90Å. The
unit cell contains one Ta atom at (0, 0, 0) and two S atoms at
±( 31 , 23 , z), z ≈ 0.25 [49, 50].
covalently bonded to three neighboring atoms by 3P orbitals.
Due to BP’s layered structure, visible-spectrum band gap, and high mobility [27], it has
gained a lot of interest within the scientific community, as BP stands in a position to bridge
the properties between graphene and TMDCS. However, BP rapidly degrades in ambient
conditions, as the surface oxidizes and forms phosphorene oxides when exposed to water or
oxygen [51]. As a result, sample preparation is made difficult, and efforts to encapsulate the
BP crystal to protect it and give it a longer lifetime are continuously being improved upon.

1.2

Disorder and Scattering

Disorder in 2D materials can be caused by a large variety of defects, either physical or
electric potential defects. Some examples of physical disorder are atomic vacancies, interstitials, adsorbates, intercalations, wrinkles, steps, edges, dislocations, and domain walls.
Electronic potential defects include trapped charges, such as those trapped in the substrate,
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Figure 1.4 a) Side-view of a single layer of BP showing the crystal structure. b) Top-down atomic view of BP. The blue spheres
represent the phosphorus atoms and the yellow rods represent
the bonds. The lattice parameters a = 3.31Å, b = 10.48Å, and
c = 4.37Å[52].
and vacancies, interstitials, adsorbates, and intercalations that act as electron donor or acceptor sites.
These defects can be either a repercussion of fabrication methods or intentionally created.
Fabrication induced defects can consist of all of the above examples, as well as unintentional
residue left behind from lithographic processes. Intentionally created defects have the goal
of doping the material or creating system interactions. These typically consist of induced
vacancies, interstitials, adsorbates, and intercalations, but growth methods can also preferentially control the occurrence of dislocations and domain walls.
Importantly, different disorder can create different types of scattering events in 2D materials. These scattering types can effect the conductance of the material in specific ways.
The following subsections describe a few disorder and scattering types and the effects they
have on conductivity and the local electronic structure.

9

1.2.1

Charged Impurities

Certain defects (adsorbates, interstitials, or vacancies) can dope a material by adding
or taking away electrons from the surrounding electronic landscape, depending on the defect’s electronic structure. These defects, called dopants, create donor or acceptor states,
respectively. Dopants have an important role in the semiconductor industry and are of high
importance when studying 2D materials.

Figure 1.5 Comparing topography and charge density for
graphene/hBN vs graphene/SiO2 . (a,b) STM topographs of
(a) graphene/hBN (IT =0.2nA, Vb =0.25V, VG =-6V) and (b)
graphene2 (IT =0.2nA, Vb =-0.225V, VG =15V). Charge density
maps are shown for (c) graphene/hBN (same area as in (a), acquired simultaneously) and (d) graphene/SiO2 (same area as in
(b), acquired simultaneously). [53]
An important source of dopants in 2D materials is the substrate. For 2D materials,
the substrate strongly interacts with the electronic structure. A 2D material will follow the
10

topographic contour of a substrate, and defects in the substrate will also have an effect on the
2D material. A common substrate for graphene is SiO2 , due to convenience and availability,
but as shown in Figure 1.5b,d, the the topography of the SiO2 and trapped charges in oxide
create locally doped regions in the graphene [54]. This effect is called charge puddling,
and it drastically changes the performance of the graphene around the charge neutrality
point (CNP) [55], where the carrier concentration, and therefore electronic screening, is low.
These puddles also create p-n junctions, which have been blamed for obscuring the universal
conductivity in graphene [8] and creating selective transmission of Dirac electrons [55, 56].
As a comparison, Figure 1.5a,c shows the topography of graphene on hBN on SiO2 . The
hBN is a dielectric that screens the trapped charges in the SiO2 from the graphene. The
hBN substrate also results in a much smoother topography, a more uniform density of states
in the graphene, and reduced scattering [53]. The hBN substrate is also known to drastically
decrease the doping of graphene from the substrate, bringing the conductivity minimum
close to zero gate voltage VG =0 [57].
Charged defects are also known to create scattering sites, specifically Coulomb scattering.
This has a specific impact on conductivity. For graphene, the conductivity correction takes
the form of the following equation.

σ −1 = (neµc + σ0 )−1

(1.1)

Here, n is the carrier density, µc is the mobility due to Coulomb scattering alone, and σ0 is
the residual conductivity at the CNP. As such, the scattering time due to Coulomb scattering
√
follows the square root of the carrier concentration, τc−1 ∼ n [58].

1.2.2

Variable Range Hopping

Variable range hopping was worked out theoretically by Nevill Mott in 1968 [59]. This
scattering mechanism is a phonon-assisted tunneling of electrons between sites of localized
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electrons (discussed in Section 1.2.3). It’s most prominent at low temperatures in strongly
disordered systems with localized charge-carriers. Conductivity primarily limited by variable
range hopping obeys the following form:

T0

σV RH ∼ e−( T

1

) d+1

(1.2)

where T0 is a constant, dependent on the localization length of an electron in the system and
the density of states at the Fermi level [60], and d is the dimension of the system. Therefore,
for 2D systems, the conductivity limited by variable range hopping obeys:

T0 1
)3

σV RH2D ∼ e−( T

1.2.3

(1.3)

Anderson Localization

Anderson localization is an effect of high disorder. In systems displaying localization,
charge carriers are constrained to an area, and no longer exhibit extended states [61]. This
means inducing Anderson localization in a conductor will turn it insulating, as the carriers
become localized. Localization has been observed in both 3D and 2D materials, including
graphene.

Localization Origins
In order for localization to occur in a system, there are a couple physical requirements.
First, there must be disorder capable of scattering in the system. This is an important
preliminary, as it is the constructive backscattering interference that is the primary cause
of localization. Also a requirement for localization is a long coherence length of the charge
carriers. The coherence length is the average distance travelled by a charge carrier before
its phase is interrupted, by processes such as inelastic electron-electron or electron-phonon
scattering. This detail results in localization effects being stronger at low temperatures,
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where these inelastic scattering events are reduced.

Figure 1.6 a) A depiction of charge carrier scattering that may
occur without the presence of localization. The carriers (black
arrows) scatter off defects (blue dots) as they maintain direction
carrying charge from left to right. b) With the proper scattering
and coherence length, the charge carriers should be considered
taking multiple scattering paths in the sample, as wavefunctions. Two of these scattering paths (red and purple) are shown
constructively interfering, greatly increasing the probability of
backscattering, and therefore localization.
In a conducting sample with scattering disorder, the charge carriers will take scattered
paths along the current direction. This is portrayed in Figure 1.6a, where the sample mobility
may be limited by scattering events, but is still conductive. However, this situation changes
when the charge carrier coherence length increases. The coherence length plays the role of
drastically increasing the backscattering rate. When the coherence length is sufficiently large,
a charge carrier can scatter off multiple sites without losing phase coherence. As a result, we
must consider the carrier to be a wavefunction, taking more than just one scattering path
as a particle would.
An example of this is shown as a cartoon in Figure 1.6b. An incident charge carrier,
marked as a black arrow, scatters off of a scattering site and, as a wavefunction, coherently
takes two scattering paths, displayed as red and purple arrows. When these two paths
meet at the incident site, as they are both still phase coherent, they constructively interfere.
This interference greatly increases the amplitude, therefore increasing the probability of
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backscatter.
This is best described using a comparison to classical mechanics. Classically, two constructively interfering probabilities (square of the amplitude) take the resulting probability
of the sum of the squares:

pclassical = |A21 | + |A22 | = 2|A2 |

(1.4)

However, when enacting quantum mechanics, this summation becomes the square of the
sums:

pquantum = |A1 + A2 |2 = 4|A2 |

(1.5)

And as a result, the backscattering probability pquantum = 2pclassical , and is greatly increased.
Weak and Strong Localization
In a system brought near to an Anderson localized state, the system will exhibit weak
localization. Weakly localized systems still have some extended charge carrier states but
show beginning signs of localization, and so are considered weakly insulating. There is a
clear distinction between a weakly localized regime and a strongly localized regime. These
localization regimes are determined by a comparison of inelastic scattering length Lφ to
localization length ξ [62]. If Lφ > ξ, the system is weakly localized, and if Lφ < ξ, the
system is strongly localized.
Depending on which localization regime the system is in, the transport behavior will
differ. As weakly localized systems are weakly insulating and strongly localized systems are
strongly insulating with conduction constrained by variable range hopping, a measurement
of resistivity as a function of temperature follows the trends in Equations 1.6ba,b, depending
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on whether the system is in a weakly or strongly localized regime [63].

ρ−1 (T ) ≈ ρ−1
B − const ∗ ln T,

ξ < Lφ ,

Weakly localized

(1.6a)

T0 1/d
) ],
T

ξ > Lφ ,

Strongly localized

(1.6b)

ρ(T ) ∼ exp[(

Where ρB is the resistivity of the system at some magnetic field B at T=0, T0 some nonuniversal scale, and d the system dimension. The constant in front of the lnT depends on details
such as the presence of weak Coulomb interactions. The crossover of materials to weak or
strong localization is regarded as a metal-to-insulator transition (MIT), identifiable as a
change to logarithmic or exponential temperature dependence. MITs, and their existence in
2D materials, will be discussed in more detail in the following chapter.

1.3

Metal-to-Insulator Phase Transitions

Most often a metal is defined by the free electrons in the conduction band. But the feature
that I use to distinguish a metal from an insulator the following sections is in the behavior at
temperatures near T=0. Here, the specific criterion for a metal is a finite resistance R as T→
0, while insulators diverge R→ ∞ as T→ 0. Figure 1.7 shows these two behaviors as T→ 0 in
a sample of graphene exposed to incremental amounts of nitrogen plasma. The black curve
of pristine graphene shows a finite resistance at T≈0, signifying a metal. At larger dosages
of plasma (curves 2, 5, & 7) this resistance curve becomes exponential at T≈0, indicating
insulating behavior. This gradual change from metallic to insulating in Figure 1.7 is a prime
example of a metal-to-insulator phase transition.
Phase transitions from metallic to insulating can occur in a number of ways in a material,
including from interactions, disorder, and frustration [65]. The presence of electron-electron
interactions can create a Mott MIT, as in PbCrO3 [66], VO2 thin films [67], and TaS2 [68,
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Figure 1.7 MIT transition graphene dosed with increasing
amounts of nitrogen plasma. At low doses (0,1), the graphene
remains metallic as evidenced by Rsquare = const. as T → 0. A
transition to insulating occurs at higher doses of nitrogen plasma
(> 1) as the graphene Rsquare diverges as T → 0. [64].
69]. Disorder can lead to either an Anderson or percolation MIT. Mn substituted GaAs
[70] and Cs doped InSb [71] have been reported as Anderson MITs, while graphene with
aggregated hydrogen adatoms has shown signs of being a percolation transition [72].

1.3.1

Disorder-Driven Quantum MITs

The genre of MIT I describe in detail in the following sections is the disorder-driven
metal-to-insulator quantum phase transition (quantum MIT), fundamentally different from
functionalized MITs. A quantum MIT is a phase transition that occurs at T=0 due a change
in the ground state of a material’s wavefunction, changing the material from metallic to
insulating. Several criteria indicate a quantum MIT, including multifractality and powerlaw decay measured in the system wavefunction, which are further discussed in Section 1.3.2.
All phase transitions are known to display these critical phenomena at their transition point,
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and so are relevant to the study of any type of phase transition. Quantum phase transitions,
however, display these phenomena specifically within the wavefunctions.

Figure 1.8 A phase diagram of a disorder-driven metal-toinsulator quantum phase transition. At some nonzero temperature Texp , an increase in disorder will drive the phase from
metallic, to quantum critical, to insulating. The LDOS cartoons on the bottom represent the amount of metallic (yellow)
to insulating (blue) material throughout the transition, with the
quantum critical region exhibiting strong a mixture of metallic
and insulating regions.
The cartoon in Figure 1.8 shows a phase diagram of a quantum MIT. Along the line
of disorder (the order parameter) at T=0, the system would undergo a sudden transition
from metallic to insulating, with the quantum critical point a singularity. At line cuts of
temperatures T>0, thermal broadening widens this quantum critical point into a quantum
critical region: a mixture of both metallic and insulating phases.
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1.3.2

Critical Phenomena

Phase transitions host a number of universal phenomena at their critical points. These
universal critical phenomena help to identify the occurrence of a phase transition, as well
as proximity to the transition. The three critical phenomena I discuss in the following sections are fractality, scale invariance, and power-law scaling. Fractality and power-law scaling,
specifically, are invaluable indicators in our experiments and can provide verification of quantum MITs in our 2D systems. In these sections I give a mathematical and phenomenological
overview of critical phenomena, supplemented with a focus on critical phenomena relevant
to quantum MITs in two dimensions.

1.3.3

Fractality

Fractality is defined as the self similarity of a geometric structure among multiple length
scales. Many objects and systems in the physical world exhibit fractality, such as coastlines,
plant life, and in our interest, phase transitions. The fractality of a system is measured by its
fractal dimension DF , a non-integer dimension that exists between our own familiar integer
dimensions. DF is calculated using scaling rule
N = A−DF

(1.7)

N being the detail, A the scope, and  the change in scale.
For measurements of DF from data collected from real-world systems, an approximation
called the box counting method is commonly used. This method is good for fractal analysis
of data in the form of matrices (images) due to the discrete structure. The fractal box
dimension calculated by the box counting method is written as

DB = lim[
→0
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log N
]
log 

(1.8)

where  is the sampling box size (caliber) overlaying the fractal image and N is the count of
boxes containing any part of the fractal structure. A pictorial example of the box counting
method used on a binary fractal system is shown in Figure 1.9. If the limit as  → 0 does
not exist, N can be plotted over some range [min , max ], where the exponential fit to  vs N
corresponds to the fractal box dimension DB . Figure 1.10 shows this calculation for three
calibers ( = 2, 3, 4) and counts (N = 189, 101, 63) in Figure 1.9.
In the likely case one is working with non-binary data, minor adjustments can be made
to the fractal dimension calculations. The digital image analysis software FracLac uses the
mean intensity per box at each caliber  to calculate DB [73].

Figure 1.9 Example of the box counting approximation method
on a dragon curve for a range of calibers  = 2, 3, 4. The fractal
system is overlaid with a grid of corresponding caliber . The
number of boxes that contains some part of the underlying fractal system is then counted (N ). This is repeated for multiple
calibers. Fitting the curve to a power law in Equation 1.7, the
exponent directly related to the fractal dimension, here, the exponent directly relates
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Figure 1.10 The plot showing the box counting dimension approximation from the data in Figure 1.9. The box count (N ) is
plotted with respect to caliber (). The data points are fit with
a power-law trendline, where the exponent directly corresponds
to the fractal box dimension, DB . From this fit, DB = 1.582.
Multifractals
Multifractals are fractal systems described by a distorting lens of critical exponents, Q,
with each distorting lens corresponding to a different fractal dimension. This results in a
generalized dimension as a function of Q, D(Q), which characterizes the multifractality. The
distorted quantity is the moment, I, which is shown in the following equations.

M () =

N
X

m(i, )

(1.9)

i=1

p(i, ) =

I=

N
X

m(i, )
M ()

(1.10)

p(i, )Q

(1.11)

n=1
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Here, m(i, ) is the mass of unit block i at block scale , M () is the total mass of the
image, and p(i, ) is the probability distribution of mass in the image. Using the moment in
equation 1.11 the generalized dimension, D(Q), is written as

[log I(i, )/ log ]
→0
Q−1
N
X
p(i) ln[p(i)]
D(Q = 1) = − lim
→0
ln 
i=1
D(Q) = lim

(1.12)

For monofractal systems, D(Q) is a constant, whereas for multifractal systems, D(Q) is
decreasing sigmoidal around Q = 0. The amount of multifractality in the system is measured
by the variability in D(Q). However, there are better ways of quantifying multifractality
making use of the D(Q) function.
By relating a new function, τ (Q), to our generalized dimension D(Q), we form the
following equations:
τ (Q) = (Q − 1) ∗ D(Q)

(1.13)

f (α) = Q ∗ α(Q) − τ (Q)

(1.14)

where f (α), called the singularity spectrum, is related to τ (Q) by a Legendre transformation.
The most common visual representation of multifractality is this curve f (α). Singularity
spectra are often chartacterized by their width, specifically the points at which they cross
f (α)=0 (αmin and αmax ). Spectra with a larger range of [αmin , αmax ] are considered to be
more multifractal. This f (α) visualization makes it convenient to compare multifractality
between systems, or a single system as it becomes more or less multifractal. An example of
a singularity spectrum is displayed in Figure 1.11.
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Multifractality in 2D Quantum MITs
As stated previously, multifractality is a critical phenomenon of phase transitions, and
so is present in metal-to-insulator quantum phase transitions (quantum MITs). The multifractality in a quantum MIT isn’t spatial, however, as has been described up to this point,
but is related to the wavefunctions and exists within the inverse participation ratios (IPR)
of the system (Equation 1.15). Scaling the IPR by exponential Q gives the moments of the
system (Equation 1.16), analogous to Equation 1.11, and mutlifractality can be calculated.
Z
IP R =
Z
P (Q) =

dd r |ψ(r)|4

(1.15)

dd r |ψ(r)|2Q

(1.16)

Figure 1.11 In the singularity curve, α represents the range of
fractal dimensions that exist in the analyzed system. The larger
the range [αmin , αmax ], the more multifractal the system. The
peak of f (α) represents the solution for distortion Q = 0, with
higher Q solutions following the curve. f (α) < 0 is inapplicable
in our analysis.
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The work toward theorizing the multifractality near the mobility edge of a 2D quantum
MIT starts with Wegner’s publication in 1980 [74]. In Wegner’s work, he assumed the
dimension of the 2D system to be 2+, where  is small. This assumption lead to the
relation of the IPR and the correlation length of the system to a power-law.
P (Q) (E) ∼ ξ(E)−xQ
(1.17)
2

xQ = (Q − 1)d−Q(Q − 1) + O(Q )
where the exponent xQ is a polynomial to higher orders of Q and .
Castellani & Peliti used the result in Equation 5.3, as well an approximation developed
by Jensen, et al, to directly show the multifractality in the 2+ dimensional system. Starting
with the approximation by Jensen, et al
Γ(Q, l) = hpi (l)Q−1 i = hmQ−1
i
i
Γ(Q, l) = l

τ (Q)

(1.18)

when l  1

where Γ is an auxiliary function, p is analogous to the probability distribution as described
in Equation 1.10, and l is the correlation length of the fractal system [75], Castellani & Peliti
then compared Equation 1.18 to Equation 5.3 and concluded with the following equation:

P (Q) (E) ∼ ξ −xQ ∼

X

|ψi (r)|2Q

(1.19)

i

where ξ is the correlation length or localization length (the two are synonymous in this
description). Equating xQ in Equation 5.3 to τ (Q) in Equation 1.18, as well as replacing ξ
ξ
for  1, where L is the system size, the following singularity spectrum is calculated:
L
f (α) = d −

(d +  − α)2
+ O(2 )
4

(1.20)

where d = 2 and   1. This equation takes the form of a convex quadratic, appropriately
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matching the expected form of the singularity spectrum [76]. From these results, the critical
point multifractality is understood to be found within the participation ratios of the wave
functions of the 2D quantum MIT system.

1.3.4

Scale Invariance

A second critical point phenomena found in phase transitions is scale invariance, which
is also a direct feature of multifractality. Scale invariance, with a similar definition as fractality, is the self-similarity of a system at all scales. Scale invariance can occur which changing
length scale, energy scale, or other variable. The picture I will use to show scale invariance
in 2D materials uses theory developed by Abrahams, Anderson, Licciardello, and Ramakrishnan: the single-parameter scaling equation [61].
Using previous work by Thouless [77], Abrahams, et al. developed the concept of dimensionless conductance called the "Thouless number", g(L), to help understand the insulating
and metallic behaviors of 1-, 2-, and 3-dimensional materials.

g(L) =

G(L)
e2 /2h̄

(1.21)

Here, G(L) the conductance of a hypercube of size Ld embedded in the system, where d is the
spatial dimension. For large values of g, conductive behavior follows the Drude model and
fits the equation g(L) = σLd−2 . For small g, localization occurs and g falls off exponentially,
dg(L)
following the equation g(L) = ga e−αL . Therefore, we know if
> 0 the system is
dL
dg(L)
metallic, whereas if
< 0 the system is insulating. To better visualize the behavior of
dL
g(L), the single-parameter scaling equation, β(g), was developed.

β(g) =

d ln g
d ln l

(1.22)

where β(g) > 0 is metallic and β(g) < 0 is insulating. This inferred form of this single-

24

parameter scaling equation is shown in the following Figure 1.12.

Figure 1.12 Single-parameter scaling equations developed for
1-, 2-, and 3-dimensions. The x-axis is system conductivity,
typically a function on disorder, and the y-axis is β, where β > 0
is metallic and β < 0 is insulating. This picture predicts only 3dimensional systems are capable of exhibiting metal-to-insulator
transitions by crossing the β = 0 point. Figure taken from [61].
The limits of β are shown for large and small g for 1-, 2-, and 3-dimensions. At large
g values, β plateaus to limg→∞ βd (g) = d − 2, in line with Drude theory. Small g values
have an exponential dependence limg→−∞ βd (g) = ln[g/ga (d)]. The work by Abrahams, et
al. was to infer the curve between these two limits. Figure 1.12 shows this curve with the
inferred points of the β function. From this inference, only 3-dimensional systems can exhibit
metallic behavior of β > 0, whereas 1- and 2-dimensional systems are always localized. 2dimensional systems approach metallic behavior asymptotically, but never quite reach it.
However, this picture for 2-dimensions is limited and does not take into consideration the
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effects on the symmetry class due to different types of disorder. This will be discussed in a
separate section.
For convenience, I’ll discuss the critical MIT behavior using the single-parameter scaling
curve of 3D systems in Figure 1.12. It is at this crossing point, from metallic to insulating behavior at critical conductivity gc where β = 0, that scale invariance occurs. Where
d ln g
= 0, the system size no longer has any role on the change in conductivity, i.e.
β =
d ln L
scale invariance. The system wave functions at this critical point are understood to have a
diverging localization length, which exists between the insulating finite localization length
and the metallic planar Bloch wave.

1.3.5

Power-law Scaling

The last of the critical phenomena to discuss is power-law scaling, which is one of the
directly observable phenomena and used as an indicator for the MIT. Due to all the critical
phenomena being intimately intertwined, power-law scaling is related to both the singleparameter scaling equation and multifractality. I will discuss power-law scaling in terms of
both of these pictures in this section.

Power-law Decay and Single-Parameter Scaling Equation
The origin of this power-law decay around quantum MITs lie in the single-parameter
scaling equation previously discussed. To show this, you can linearize the single-parameter
scaling equation around the critical point gc [78]. This linearization is shown by the dotted
line in Figure 1.12 and described by the following equation.

βL = s

g − gc
gc


(1.23)

We therefore expect that close to the transition we can equate this βL to the known form of
d ln g
β=
.
d ln L
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d ln g
= βL (g) = s
d ln L



g − gc
gc


(1.24)

Since we’re close to the transition, we know |g − gc |  1 we can use the logarithmic
approximation ln(1 + x) ≈ x for small x to determine:

ln

g
gc





g − gc
g − gc
= ln 1 +
≈
gc
g

(1.25)

and find a new relation for βL :

βL = s ln

g
gc


(1.26)

and then solving for the behavior of g(L) near the transition point:
c
d( g−g
)
gc

d ln L


=s

g − gc
=
gc



g − gc
gc

L
L0


(1.27)

s
(1.28)

It’s now shown that the conductance diverges from the critical point as a power-law of
the system length scale. Finalizing our result:
ξ
g − gc
=
L0
gc

−ν

(1.29)

where ν = 1/s. We can associate localization length ξ with L using the argument that the
length scale is only relevant in reference to the localization length. Increasing L is the same
as decreasing ξ.
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Power-law Decay from Autocorrelations
Power-law scaling can also be observed via the autocorrelation function (ACF) of a
fractal image. Below is written an ACF matrix, A(i, j), for 2D gray-scale images.
P
A(i, j) =

i0 ,j 0

n1 (i0 , j 0 )n2 (i0 + i, j 0 + j) − hn1 ihn2 i
p
(hn21 i − hn1 i2 )(hn22 i − hn2 i2 )

(1.30)

Here, n1 is the chosen reference origin of the image at location (i0 , j 0 ) and n2 is some pixel
location (i0 + i, j 0 + j). Evaluating this function over the entire set of pixels n2 outputs a 2D
matrix decaying from its origin value of 1. Radially averaging the ACF matrix A(i, j) gives
a 2D curve, Aave (r), which also decays from the center value r=0. For non fractal structures,
1
Aave (r) ∼ e−r/ξ while for fractal structures, Aave (r) ∼ D−D , following a power-law decay.
F
r
Power-law Decay in a Quantum MIT
It’s important to note the difference between the power-law decay of an ACF of a spatially
fractal image and the exponential decay of an ACF of a spatial image near a quantum MIT.
Since the quantum MIT does not exhibit spatial fractality, no applied spatial ACF will show
the critical phenomenon of power-law decay with respect to distance. The power-law decay
of quantum MITs instead exists within disorder space. Applying an ACF to a spatial image
of a system near a quantum MIT fits to an exponential decay, where the decay exponent is
related to the localization length of the system.
An example of this distinction is shown in data taken by Richardella, et al. in Figure 1.13.
Here, the group incrementally doped GaAs with manganese while looking for evidence of
a MIT via scanning tunneling microscopy (STM). The Mn doped GaAs (Ga1−x Mnx As)
introduces in-gap states observable by STM. Their data show the power-law decay of the
localization length with respect to STM tip bias. The tip bias is an effective control of
disorder by moving the Fermi energy relative to the introduced in-gap states. The localization
length on the y-axis was calculated using an ACF on STM differential spectroscopy maps.
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Figure 1.13 In Ga1−x Mnx As the system nears a quantum MIT
as Mn doping is lowered from 5%. The plots in this figure show
Cave (r) on the distance axis vs. tip-sample bias. The Cave (r)
function is a method to measure the localization length of a
system. a.) At 1.5% Mn, the plot shows a power-law decay
in the localization length away from E = 0mV , shown by the
dashed gray line. b.) Further from the critical point at 5% Mn
this power-law decay is ill-defined. [70]
Using the knowledge derived in Equation 1.29, the results of Richardella, et al. become
clear. The system localization length decreases as a power-law with respect to change in
disorder (controlled by STM tip bias) at doping levels of 1.5% Mn in Figure 1.13a. The data
show a quantum MIT at zero energy with 1.5% doping. As a comparison, no power-law
scaling, and hence no quantum MIT, was observed at doping levels of 5% Mn at any energy
in Figure 1.13b. As shown by the connections to fractality and single-parameter scaling
theory, power-law scaling is an important identifier of proximity to the critical point.
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1.4
1.4.1

Graphene Electronic Properties
Graphene Pseudospin and Valleys

The graphene honeycomb lattice is a triangular lattice with a basis of two identical atoms.
The basis and unit cell of graphene are shown in Figure 1.14a, with the two identical atoms
√
labelled A and B. These two carbon atoms are located by lattice vectors a1 = a2 (3, 3), a2 =
√
a
(3, − 3). Considering the momentum representation of the lattice, these two triangular
2
sublattices create two non-identical corners in the Brillouin zone, denoted K and K’ located
at K1 = ( 2π
, 2π√ ), K’1 = ( 2π
, − 3a2π√3 ) [79]. As a result, charge carriers reside at either atom
3a 3a 3
3a
A or atom B and are distinguished by an extra two-state quantum number, pseudospin
K+ or K− . In pristine graphene, or graphene with only elastic scattering sites, pseudospin
number is conserved. This constrains each charge carrier to either sublattice A or B. Hopping
parameters for the carriers on sublattice B are shown in Figure 1.14 as t1 , t2 , and t3 .

Valley Scattering in Graphene
Certain scattering mechanisms have the potential to break the pseudospin conservation
and scatter Dirac Fermions between valleys. In the following sections I’ll divide the scattering
in graphene into two general types, intravalley scattering and intervalley scattering, as well
as explain the circumstances of their occurrences and the implications of both scattering
types.

Intravalley Scattering
In graphene, intravalley scattering is a low-energy pseudoparticle scattering. For intravalley scattering, the pseudoparticle remains within the same valley. This is portrayed
in Figure 1.15b with a cartoon of a pseudoparticle being scattered within a K+ valley,
with scattering vector q1 . In monolayer graphene, the Berry phase is such that intravalley
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Figure 1.14 a) The honeycomb lattice structure of graphene
with the unit cell portrayed in the center. The two atoms in the
basis are degenerate, with the black atoms labelled A and the
white atoms labelled B. This degeneracy in the basis leads to
valley splitting. t1 , t2 , and t3 are the possible hopping parameters for a Dirac quasiparticle conserving valley number (K+ or
K− ). b) A 2D cut of the Brillouin zone of graphene at E=0,
showing the K+ and K− points
√ at the zone corners.
√ Recipro2π
2π
cal lattice vectors b1 = 3a (1, 3) and b2 = 3a (1, 3). Figure
adapted from [79].
backscattering involves a rotation of the pseudospin that is always π, so that interference
with the incident carrier is destructive at the leading order. This psuedospin flip of π is
shown in Figure 1.15c. Since intravalley scattering is just a small flip in pseudospin with no
change in momentum, the types of defects that cause intravalley scattering in graphene have
slight and gradual changes in potential, such as Coulombic disorder.

Intervalley Scattering
Intervalley scattering in graphene arises from a source that scatters the pseudoparticle
to from one valley to another closest-neighbor valley. This is shown in Figure 1.15b by
scattering vector q2 , scattering from valley K− to K+ . Unlike intravalley scattering, the
backscattered wavevector from intervalley scattering is not destructive with the incident
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Figure 1.15 a) A 3 dimensional representation of the Brillouin
zone of graphene. The E axis represents energy, and the kx
and ky axes represent momentum in the x and y directions,
respectively. Each conical intersection at the red plane of E=0
represents a different valley that a pseudoparticle can exist in.
b) A cross section of the Brillouin zone in a) at some non-zero
energy. The valleys are shown labelled either K+ or K− , and a
couple possible scattering vectors q1 (intravalley scattering) and
q2 (intervalley scattering) are shown. [80, 81]
wavevector in graphene. This is because intervalley backscattering involves a rotation of
the pseudospin by an angle of −2θq (Figure 1.15c), which is not a multiple of π + 2nπ and
therefore does not kill the Friedel oscillations. As a result, intervalley Friedel oscillations can
be observed stemming from atomically sharp defects. Since intervalley scattering requires a
momentum change between K and K’ valleys, a more drastic change in potential is needed.
Therefore, atomically sharp defects such as vacancies, adsorbates, steps, or edges are known
to cause intervalley scattering.
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1.4.2

Dirac-like Hamiltonian

The individual bands in a material’s band structure are created by the bonding and antibonding orbitals that contribute to conduction. Each bands follow each orbital’s dispersion
relation. In graphene, the π bond valence band and the π ∗ anti-bond conduction band cross
linearly at the Fermi level K points. Graphene’s electronic band dispersion was calculated
using the tight binding approximation with hopping up to the next nearest neighbor [82, 83,
84], and has the following form:

0



E± (q) ≈ 3t ± h̄νF |q| −
where νF =

3ta
,
2


9t0 a2 3ta2
±
sin(3θq ) |q|2
4
8

(1.31)

θq = tan−1 ( qqxy ), and t and t’ are the nearest-neighbor and next-nearest-

neighbor hopping amplitudes, respectively. When considering this dispersion relation at
long wavelengths (t’=0) for small q relative to the Dirac point, it simplifies to:
q
E± (q) ≈ ±h̄νF q + O( )2
k

(1.32)

and follows a linear dispersion relation, dependent on νF , also called the Fermi velocity
of the electrons. Also calculating νF through a formula provided by tight binding gives
νF =

3ta
2h̄

≈ 108 cm/s, or 1/300 the speed of light. This dispersion relation creates relativistic

behavior for the electrons near the Fermi energy in graphene, which are described as Dirac
quasiparticles. [85]

1.4.3

Electronic Transport Characteristics

The first experimental work on graphene was reported in 2004 by Novoselov, et al [1].
This paper presented the method of mechanically exfoliating graphene using scotch tape and
depositing flakes onto SiO2 substrates, with the intention of creating a graphene field-effect
transistor. The conducting n+ Si back gate, insulating SiO2 layer, and semi-metallic graphene
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channel create a very similar structure to a MOSFET. The graphene flake was then etched
into a Hall bar configuration using lithographic methods. Figure 1.16a shows a cartoon of
the graphene on a silicon wafer substrate with gold electrical contacts, and Figure 1.16b
shows an SEM image of the created graphene field-effect transistor.

Figure 1.16 a) Cartoon of the graphene FET structure. The
graphene conducting channel is in dark purple in the shape of
a Hall bar on top of the SiO2 substrate. Gold contact pads
are deposited on the graphene, shown in light gray along the
borders of the image. b) An SEM image of the created device
portrayed in a). cI) Gate dependent resistivity of graphene at
temperatures of 5K, 70K, and 300K (bottom, middle, and top
curve, respectively). cII) Carrier density of very thin graphene,
thicker graphene, and multilayer graphene (top, middle, and
bottom curve, respectively). cIII) Graphene conductivity as a
function of gate voltage. This figure adapted from Novoselov, et
al (2004) [1].
The plot of resistivity to gate voltage in figure 1.16cI shows a curve peaked at ∼40V back
gate. This gate voltage corresponds to the charge neutrality point (CNP), or the energy level
where the bands cross in the band diagram. The three different colored curves were taken at
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5K, 70K, and 300K from top to bottom. The reason the resistivity increases so drastically
at low temperature near the CNP is due to the reduction of carriers at the Fermi level. With
less thermal broadening, fewer carriers are available for transport in the conduction band.
Figure 1.16cII is a measurement of the carrier concentration normalized to the concentration
at 4K, showing the most drastic change in carrier concentration for the thinnest graphene
film. The graphene conductivity is shown in figure 1.16cIII, with the lowest conductivity at
the Dirac point, again due to the low carrier concentration.

1.4.4

Localization in Graphene

The existence of localization in graphene has received significant scientific attention.
Localization in graphene was originally predicted to not exist due to graphene’s Berry phase
of π, but early results contradicted this prediction [86]. It was eventually realized that
chirality-breaking events (ex. elastic intervalley scattering) can explain this existence of
localization in graphene [87]. Localization studies in graphene continue today, focusing of
the effects of substrate and proximity to the Dirac point [88].
A standard method of weak localization measurement in graphene uses a magnetic field
perpendicular to the graphene surface. This magnetic field breaks the time reversal symmetry
and effectively reduces the phase coherence length, Lφ (the average distance a charge carrier
travels before losing its phase). Theory by McCann, et al, states the magnetic field has the
following effect on the graphene resistivity. [87]

∆σ(B⊥ ) = σ(B⊥ ) − σ(0) =

τ −1
τB−1
τ −1
e2
[F ( B−1 ) − F ( −1 B −1 ) − 2F ( −1
)] (1.33)
πh
τφ
τφ + 2τi
τφ + τi−1 + τ∗−1

Here, F (z) = ln(z) + ψ( z1 + 21 ), where ψ is the digamma function. τB−1 = 4eDB⊥ /h̄ which
represents the phase accumulation time in a magnetic field of B⊥ with diffusion constant
D. τφ−1 is the phase decoherence time and τi−1 and τ∗−1 are the intervalley and intravalley
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scattering times, respectively [87]. The first term of this equation is responsible for weak
localization, while the remaining two terms result in antilocalization due to their negative
signs. An example of Equation 1.33 fitted to ∆R vs B data at constant T is shown in Figure 1.17. This data shows the impact of temperature on localization, as lower temperatures
show a larger change in resistance.

Figure 1.17 ∆Rxx (Ω) vs B(T) data taken at different constant
temperatures T. As T decreases, ∆R decreases more drastically
around the B=0 point. This is indicative of an increase in weak
localization with decreasing temperature, as the magnetic field
has more of an impact breaking charge carrier phase coherence
[89].
Localization in systems can also be measured spatially using a scanning tunneling microscope (STM). As the STM measures the local density of states, it can directly measure
the spatial electronic localization on a sample surface. This measurement is done using the
autocorrelation function (ACF): a measure of self-similarity in images, previously descibed
in Section 1.3.5.
Figure 1.18a,b show two differential conductance maps of graphene/SiO2 at differing gate
voltages. Using the ACF, ACF maps were calculated, shown in Figure 1.18c,d. Radially
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Figure 1.18 a) STM differential conductance map of graphene
at a gate voltage of -50V and b) 50V. c) Autocorrelation map
calculated from a) using Equation 1.30. d) Autocorrelation map
calculated from b). e) Radially averaged autocorrelation curves
from c) and d). Figure adapted from Singh, et al [90].
averaging these two ACF maps give two distinct hA(r)iφ,−50V , hA(r)iφ,50V . The 50V ACF
length is larger for similar distances of r, signaling a clearly larger localization length at 50V.

1.4.5

MITs in Graphene

MITs have been observed in a number of 2D systems like MoS2 [91], RuO2 [64], and
ReS2 [92]. Experiments with graphene have shown the restoration of both weak and strong
localization [93, 94], evidence of a disorder-driven metal-to-insulator transition. Aside from
these results, Anderson localization at specific Fermi levels is theorized to occur from a
number of metallic dopings, with proximity to the Dirac point being important [88].
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Disorder and Symmetry Groups
Due to lattice symmetries and spin-orbit coupling, graphene exists within the symplectic (AII) universality class [95]. It’s this symplectic class that gives graphene its metallic
behavior at low temperature, as well as weak antilocalization. For the symplectic class, localization is suppressed and in its place is antilocalization. This is due to the wavefunction
in the graphene having a Berry phase of π, which causes destructive interference in backscattering events [79]. This explains the observation of weak antilocalization in many graphene
samples [96, 97, 89].
However, short range disorder causing intervalley scattering can break the graphene
sublattice symmetry and change the universality class from symplectic to orthogonal with no
spin-orbit coupling [98]. The Berry phase from scattering events in this class is 2π, creating
constructive interference and again permitting backscattering. Therefore, with disorder on
the lengthscale of a lattice constant, weak localization is restored in graphene [99, 89].

Figure 1.19 Orthogonal symmetry class showing insulating behavior at all conductivities. The symplectic symmetry class is
slightly contested, as computational support, conjecture, and
the standard curve are in disagreement. As a result, a MIT is
still up for debate in symplectic graphene [100].
Single-parameter scaling equations similar to those in Figure 1.12 are shown in Figure 1.19 for both orthogonal and symplectic symmetry classes. As recalled from Section 1.3.4,
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beta functions of β =

d ln σ
d ln L

> 0 are metallic while β < 0 are insulating. When short range

disorder is present in graphene, it locally creates an orthogonal symmetry class, in turn
creating localization.
Pristine graphene, or graphene with long range disorder, exists within the symplectic
class which has some discrepancies. The standard curve for this class is in blue with an unstable fixed point at σs . However, orange curve with a stable transition at σ∗ was conjectured
by Ostrovsky, et al [101] while the black curve was predicted [102, 103] and also supported by
numerical simulation [104]. These discrepancies leave room for discussion on whether or not
a metal-to-insulator transition exists in graphene samples with purely long-range disorder.
Unfortunately, it is very difficult to create graphene samples without short range disorder, so
the symplectic symmetry class curve has never been experimentally confirmed in graphene.

1.5

Tantalum Disulfide Electronic Properties

Tantalum disulfide (TaS2 ) is a transition metal dichalcogenide with a complex phase
diagram and charge density waves. TaS2 is known to be a metal, Mott insulator, or trivial
band insulator behavior dependent on the charge density wave (CDW) phase and layer
stacking order. STM studies of TaS2 have shown that the surface termination determines
the electronic structure at the surface, with one stacking order being a Mott insulator and
another being a band insulator [105, 106]. This interplay of CDW phase and layer stacking
introduces a complex phase diagram, described below.

1.5.1

Charge Density Waves

Charge density waves (CDWs) are periodic electronic modulations overlaying a material’s
atomic lattice. CDWs were first predicted by Rudolf Peierls to exist in 1D chains due to
lattice instabilities and distortions [107]. Since this 1955 prediction, many materials have
been discovered to display CDWs, including TMDCs. This include TaSe2 , TaSe2 , and TaS2 ,
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but the CDW physics of TaS2 are especially unique due to the behaviors at low temperatures.

Figure 1.20 a) Cartoon of the 13 atom CDW structure in TaS2 .
b) STM image of TaS2 in the C-CDW phase at 77K (V=250mV,
I=500pA, scale bar 20nm). c) The structural and band changes
TaS2 undergoes transitioning from metallic to C-CDW. The appearance of a Peierls distortion accompanies a Mott-Hubbard
gap of 2∆ opening at the Fermi level. d) CDW phase diagram
with respect to temperature, with the red dashed line representing room temperature. [50, 69, 108]

√

In TaS2 the CDW modulation forms a 13-atom Star of David (SD) pattern with a
√
13 × 13 modulation with respect to the atomic lattice (Figure 1.20a,b). At temperatures

below 180K, TaS2 displays a commensurate CDW (C-CDW). In the C-CDW phase, electronelectron interactions open up a Mott gap. The electronic states in the Ta 5d band regroup
to create a Mott-Hubbard transition and put the Fermi level in a pseudogap [109]. This
is also accompanied by a Peierls distortion, also called a periodic lattice distortion, shown
in Figure 1.20c. Anderson localization is then responsible for localizing the few remaining
states at the Fermi level, resulting in semiconducting behavior in the C-CDW phase [110].
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This semiconducting C-CDW phase is an exception for TMDCs, with all others exhibiting
metallic or superconducting states at low temperatures [111].
The full CDW phase diagram of TaS2 is complex. Upon cooling from high temperatures,
TaS2 exhibits a transition from normal metal to an incommensurate charge density wave
(I-CDW) at ∼550K, then a transition to nearly-commensurate (NC-CDW) at ∼350K. As
the temperature is lowered further, the NC-CDW in TaS2 transitions to commensurate at
∼180K (this transition occurs at ∼220K when warming) and the resistivity increases 10-fold.
These CDW phase transitions are portrayed in Figure 1.20d.

1.5.2

Layer Stacking Dependence

In multi-layer TaS2 samples, the stacking configuration of the CDWs plays a major role
in the phase. Stacking configurations are determined by the location of the center SD atom
with respect to the layer below. TA stacking is center-to-center, TB stacking is center to
inner SD point, and TC stacking is center to outer SD point, shown in Figure 1.21a. The
sample studied in Figure 1.21 has a TA -TC -TA -TC stacking configuration (henceforth called
ACAC) but varies in surface termination.
The effects of this surface termination are shown in Figure 1.21b-e. Scanning tunneling
spectroscopy (STS) dI/dV data were taken on the surface of the sample’s regions 1 through
4, showing varied results. The TC termination in region 1 and 4 show the expected Mott
insulator spectrum, while region 2 is metallic and region 3 is a band insulator. To understand
this difference in phase, one must view the CDW unit cell in the c direction, which for ACAC
stacking contains two SDs. If the stacking is ACAC, with A stacking at the surface, the unit
cell at the surface contains two SDs. This means there is an even number of electrons in
the cell and the highest occupied band is filled, creating a band insulator. However, if the
stacking is CACAC, with a C stacking at the surface, the unit cell at the surface is half
filled and Mott physics is invoked. Butler, et al’s hypothesis is that the TB termination is a
Mottness-collapsed state due to an increase in inter-layer orbital overlap [69]. Based on this
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idea, the stacking configuration AACAC, with A on the surface, should also be metallic at
the surface. However, no such stacking has been observed and measured.

1.5.3

Cooling-Rate Dependence

The cooling rate of thin (<80nm) TaS2 has been shown to have an effect on the CDW
and layer stacking. Cooling thin TaS2 below the common C-CDW transition temperature of
180K at rates of <1 K/min puts the TaS2 in the semiconducting C-CDW state, while higher
rates (∼5 K/min) suppress this transition and keep the TaS2 in the NC-CDW state [112].
Figure 1.22 shows transport data taken on this phenomenon, with the faster cooling rate

Figure 1.21 a) Cartoon of the stacking configurations determined in the STM experiment by Butler, et al [69]. The stacking order is ACAC, while termination changes between region 1
and 4, going from TC to TB to TA and back to TC . b)-e) STS
dI/dV data taken over regions 1 through 4, respectively. The
TB stacking configuration shows a metallic state, while the TA
and TC termination configurations are insulating.
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suppressing the more resistive C-CDW phase and maintaining a supercooled (sc) NC-CDW
phase.

Figure 1.22 a) Resistivity vs Temperature curves of 51nm thick
TaS2 for 1 K/min and 5 K/min, showing a suppressed NC-CDW
to C-CDW transition for 5 K/min. b) Phase diagram of TaS2 at
varying temperatures and thicknesses. The colored circles indicate the NC-CDW to C-CDW, with the thinnest samples avoiding transition and staying in a supercooled NC-CDW phase.
[112]
Simulations show this cooling rate also has an effect on the layer stacking in bulk samples.
Figure 1.23 shows the dependence of stacking configuration of the cooling rate. Higher
cooling rates form fewer dimerized AC stacking pairs. This dimerized pairing is known to
create the Mott insulating phase, while the undimerized C stacking configuration is metallic.
[69, 113]

1.6
1.6.1

Black Phosphorus Electronic Properties
Layer-Dependent Band Gap

The band gap of BP depends on the number of layers in the sample, and can vary from
∼0.3eV in bulk samples to ∼2eV in monolayer samples, both which are direct band gaps [27].
Figure 1.24 shows a monolayer band structure calculcation, as well as the trend of band gap
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to layer number, dependent on calculation type. This range of 0.3eV to 2eV is of particular
importance for optoelectronics, as is covers the mid-infrared to the optical spectrum, a range
not covered by other highly conductive van der Waals materials. As a reference, the band gap
of silicon is 1.1eV, which makes BP a candidate for replacing silicon in some optoelectronics
applications.

1.6.2

P-doping Phenomenon

Until recently, single crystals of BP had been "mysteriously" p-doped with an unexplained origin [52]. Since their first productions, BP crystals have consistently been p-type
[115, 116], which has since been concluded to be inherent to the BP crystal [117, 118].
Eventually, both experimental[119] and theoretical[120, 121, 122, 123] work attributed this
p-doping to single atomic vacancies in the BP, but whether they these vacancies were solely
responsible for p-doping or just contributors to p-doping remained a question. In the follow-

Figure 1.23 a) Structures of the semiconducting AC stacking
order and metallic C stacking order. b) Evolution of the stacking
order configuration in bulk TaS2 upon cooling, obtained from 1D
Monte Carlo simulations. c) Population ratio of AC stackings
(Ppair ) as a function of cooling rate. [113]
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ing Chapter 4, I discuss my contributions to the field by studying this p-doping phenomenon
using STM on commercial BP samples.

The rich physics I’ve described in these materials have provided me with several unique
landscapes to study. Many questions remain to be answered, which I address in more detail
with my own experimental findings. The following chapters discuss my experimental setup
and research on graphene, TaS2 , and BP. As these are three materials of high interest in the
field, my work will help provide a better understanding of the role that defects and disorder
play in them.

Figure 1.24 a) The band structure of monolayer BP calculated
with the HSE06 functional and mBJ potential in red and blue
dashed lines, respectively, showing the direct band gap at the Γ
(G) point. b) Different calculations of the layer-dependent band
gap from monolayer to bulk, showing a trend from ∼1.5eV to
∼0.3eV. [114]
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Chapter 2
Methods
2.1

Graphene MIT Experimental Procedure

The following procedure was used for the project of investigating a disorder driven metalto-insulator phase transition in monolayer graphene FETs. This work incorporates electronic
transport with STM data collection. Gold atoms were deposited on the surface of the
graphene in stages to incrementally increase disorder. I then looked for signs of a MIT using
electronic and STM imaging at each disorder increment.
Electronic transport characteristics are measured from 100K to 9K, supplying data on the
existence of the type of transport and scattering mechanisms, outlined in section 2.1.1. After
transport measurements are carried out down to the base temperature of 9K, STM images
and STS data of the surface are collected. As the MIT I am searching for is disorder-driven,
I then create additional disorder in situ with evaporated gold atoms. The transport data
and STM/S data are collected sequentially. This process is repeated until a comprehensive
picture of the phase space of the MIT in graphene is mapped out. Figure 2.1 displays the
three general steps of this process pictorially.
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2.1.1

Temperature-dependent Electronic Transport

Back gate-dependent transport data is collected at a selection of temperature setpoints
from 100K to 9K. At each temperature setpoint, the back gate of the graphene FET is swept
over a range of voltages that fully capture the Dirac peak while resistance data is collected.
Using this resistance data as a function of temperature, variable range hopping, weak localization, and other transport phenomena can be determined by fitting the conductivity vs
temperature curve of σ(T ) to models on the dominating type of scattering/impedance. The
fit to the curve σ(T ) gives insight to these microscopic mechanisms. Equations 2.1 and 2.2
are models on this σ(T ) behavior, respectively.

σ = σ0 e−(T0 /T )

1/3

∆σ = σ0 ln(T )

Figure 2.1 A diagram picturing the process of the metal-toinsulator transition (MIT) experimental procedure. Step 1 is
temperature-dependent electronic transport. Step 2 is STM
imaging and STS data collection at the base temperature 9K.
Step 3 is increasing the disorder of the graphene by e-beam deposition. This cycle is repeated until the graphene passes through
the phase change.
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(2.1)

(2.2)

The gate-dependence at each setpoint supplies this σ(T ) at a range of gate voltages (Vg )
on either side of the Dirac point, i.e., the charge neutral point (CNP). The CNP contains the
most charge puddling, effectively supplying a series of PNP/NPN junctions and scattering
sites. This σ(T, Vg ) provides insight to the differences in temperature-dependent transport
behavior with respect to the Fermi level’s proximity to the CNP.

2.1.2

STM/S Characterization

Data Collection
STM/S data is collected on the graphene surface at a base temperature of 9K. Topographical and differential conductance (dI/dV) maps provide information on spatial electronic homogeneity. Due to the electrical feedthrus in the STM, a bias voltage can be applied
to the back gate of the graphene FET. The back gate has a couple of purposes here, the
first being to adjust the Fermi level of the graphene as the CNP is changed after every gold
evaporation. This keeps the data from each evaporation comparable. The second purpose of
the back gate is to adjust the Fermi level relative to the CNP. This allows for comparisons of
STM/S data between sample surfaces with identical Fermi level shifts relative to the CNP,
shedding light on any differences in phase homogeneity and scattering relative to the CNP.

Autocorrelation Analysis
Autocorrelation is a measurement of a data point’s similarity to its surrounding data.
For STM images, these data points are the pixels of an image. Autocorrelation analysis is
important for this project because the autocorrelation matrix (ACM) and radially-averaged
autocorrelation curve both give a means to quantify localization using STM data. For
electronic localization data, autocorrelation analysis is performed on differential conductance
maps.
A MATLAB program is written to handle the calculation of the ACM. In order to
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accurately compare autocorrelation data extracted from ACMs, a normalized method of
calculating the ACM is required. This rules out the use of the Wiener–Khinchin theorem,
which is unable to provide truly normalized results [90]. We are then limited to a calculation
of the ACM using a pixel-by-pixel method. This is executed with a MATLAB program
closely following the autocorrelation function written below in Equation 2.3.

γ(u, v) =

Σx,y [f (x, y) − f¯u,v ][t(x − u, y − v) − t̄]
{Σx,y [f (x, y) − f¯u,v ]2 Σx,y [t(x − u, y − v) − t̄]2 }1/2

(2.3)

To extract the localization length, a quantification of the extent of the electronic state,
the resulting ACM is radially averaged. This provides a curve of Autocorrelation vs R, with
R being average radial distance. Fitting a Gaussian to this data using Equation 2.4 gives
the correlation length.
hA(r)φ i = σe−r

2 /2ξ 2

(2.4)

Defect Identification and Analysis Toolbox
To quantify defect populations, I use an image analysis program. The levels of adsorbates on the graphene surface are too low to accurately be measured by a quartz crystal
monitor (QCM) and therefore must be done by topographical STM scans. The Defect Identification and Statistics Toolbox (DIST) for MATLAB, written by Alana Gudinas, has a
shape-matching program that identifies all similar shapes in a given image [124]. This is useful when it comes to metal adsorbates due to the consistency in their size and shape [125].
Figure 2.2 shows an example of the user interface of the program and adsorbate selection.
The advantage of this toolbox is the statistical analysis applied to the entire population
of matched shapes. Counting adatoms directly from STM images also gives the ability to
observe any adsorbate clustering, a function a QCM is unable to do.
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2.1.3

Increasing Disorder

The level of disorder in the graphene is increased after every measurement of σ(T ) and
STM/S data collection. In this project design, gold adatoms on the surface of the graphene
are used as a source of disorder. An electron-beam (e-beam) evaporator is used to deposit
the gold in consistent, small doses. The e-beam evaporator is mounted on the STM chamber
and deposits onto the sample surface without need for sample removal or retracting the
STM tip. During deposition, the resistance of the sample is monitored for changes via the
bias feedthrus. The change in resistance during deposition is used as a rough indicator of
deposition quantity.
Gold is chosen as an evaporant due to the high activation energy of diffusion (150meV)
of gold on single layered graphene [125]. This high activation energy is due to the surface
roughness of the SiO2 and is an order of magnitude higher than the thermal energy at the
STM operating temperatures (1meV @ 9K to 9meV @ 100K). With such a high diffusion
energy barrier, mobility of the gold adatoms is very low and clustering of the gold atoms

Figure 2.2 Captured images showing the general functionality
of the shape matching feature in the DIST. On the right is the
raw processed data, the center is the contour map of the selected
known defect, and the left is the automated defect identification
image finding all similar defects to that selected.
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over time and temperature cycles is minimized.

2.2

TaS2 Experiment Procedure

Our TaS2 experimental procedure is based on insights from recent cooling rate dependent
experiments on TaS2 . We use STM surface measurements to make conclusions that cooling
rates have on the surface phases of the TaS2 . As such, most procedural effort went into
configuring and calculating these cooling rates.

Sample Preparation
All TaS2 were mounted onto an STM Scienta Omicron sample plate with UHV safe
conductive epoxy and baked at 150C for 1 hour. Samples were then cleaved in situ in UHV
before putting into the STM for imaging. For the work in this project, it was necessary
to control the cooling rates of the TaS2 samples inside the STM. I performed two types of
cool-down procedures: slow-cool and fast-cool.

Slow Cooling
For the slow-cool procedure, the TaS2 sample was put into the STM chamber and the
whole STM system was slowly (<1 Kmin) brought to the base temperature of 10K while I
continuously monitor the STM stage temperature. Since this procedure is slow, I make the
assumption the TaS2 sample is always in thermal equilibrium with the STM stage and that
sample and stage cooling rates are equal.

Fast Cooling
For the fast cool, I introduce the room temperature TaS2 sample to the 10K STM stage.
This means, however, the TaS2 sample and the stage temperatures start out of equilibrium,
and simply monitoring the STM stage temperature will not give an accurate reading of the
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sample temperature. To accurately calculate the TaS2 cool-down curve, I developed the
following recursive equation 3.1 based on Newton’s law of cooling.

Tn+1 = Tnenv + (Tn − Tnenv )edtn+1 /τ

(2.5)

A full description of these calculations is outlined in Chapter 3.

2.3

Black Phosphorus Experiment Procedure

The following procedure was used for the project described in Chapter 4. This project
researches the native inherent vacancy count between black phosphorus (BP) crystals grown
by two different methods. Investigations into the defect concentration of bulk BP were
carried out via STM. Two companies, HQ Graphene and 2D Semiconductors, produce BP
crystals with differing impurity levels. Both of these crystals’ defect concentrations were
directly observed and counted with STM scans. Due to the high oxidation rate of BP[126],
special care was needed in preparing the sample for STM imaging.

Sample Preparation
Two sample preparation methods were performed and compared during the experiment.
The first method avoids all air exposure to the BP crystal. The second method permits air
exposure to the BP crystal, but cleaves the top oxidized layer in UHV, exposing the crystal
layers underneath.

Method 1
In the first method, the BP crystals were stored in a light-free refrigerator in a nitrogen
glove box with 2ppm H2 O and <0.1ppm O2 . Flakes of bulk BP to be imaged were mounted
onto sample plates using a UHV-safe conductive epoxy inside the glove box. We designed
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and built a transit chamber from UHV chamber supplies in order to transfer the BP samples
from the air-free glove box to the UHV STM. The transit chamber is small enough to admit
into the glove box, at which point the BP sample was mounted inside. The transit chamber
was then mounted onto the load lock of our STM chamber system, pumped down, and the
sample safely transferred into the UHV environment.

Method 2
The second method uses a UHV cleaving technique. In this method, the BP flake is
mounted on an STM sample plate in-air with conductive, UHV-safe epoxy. The flake is
then introduced into the STM as normal, which admits the flake with the oxidized surface.
Using carbon tape and a flat-headed screw, the top several layers of the flake are cleaved off,
revealing unexposed layers underneath.

2.4

Equipment and Instrumentation

The following is a description of the tools used in my 2D materials work at the University
of New Hampshire, as well as other campuses and facilities, such as Harvard’s Center for
Nanoscale Systems and The University of Maine’s CORE microfabrication cleanroom. The
tools described here correspond to three main components of my research. The first is electronic transport equipment, the second is scanning tunneling microscope (STM) equipment,
and the third is equipment used for lithography and device fabrication.

2.4.1

Electronic Transport

4-point Probe Resistance Measurements
Transport techniques are carried out on graphene field effect transistor (FET) hall bars,
which are low resistance, sensitive devices. For low resistance devices, measurements usu-
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Figure 2.3 Simplified circuit
diagram for the 4-point wiring to
FETs. Two outer contacts supply the FET channel (red) with
an AC excitation, while two inner contacts measure a voltage
drop, Vm , in the FET channel.
A gate voltage Vg is applied between the FET channel and the
back gate. The four blue boxes
are the four points of contact to
the FET channel.
ally require higher precision than a typical 2-point measurement can offer. This is due to
the inherent resistance of wire leads, as well as device-contact resistance. To increase the
measurement precision and eliminate lead resistance, a 4-point probe sensing technique is
used.
A simplified contact design for a 4-point probe measurement is shown in Figure 2.3. The
voltage source, AC in this example, is shown applying a bias across the device’s source and
drain contacts. These contacts are connected by the graphene channel (purple). Since the
outer contacts induce an electric field in the sample, it is best if they are the same width
as the graphene channel. This creates a uniform potential across the device and minimizes
current crowding. The inner probe contacts measure the potential drop as a voltage. Due to
potential drop existing only within the hall bar, all contact resistances are eliminated from
the measurement.
Another advantage of 4-point probe sensing in conjunction with 2D materials is the
ability to accurately measure sheet resistance. For samples with uniform thickness (e.g.,
graphene) the sheet resistance is scale-invariant and therefore allows for direct data comparison between different samples. Equation 2.6 shows the relation between the 3-dimensional
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resistivity R and the scale-invariant sheet resistance Rs assuming a constant sample thickness
t.
R=ρ

ρL
L
L
=
= Rs
A
tW
W

(2.6)

Here, R is resistance, ρ is resistivity, L is length, A is area, t is thickness, and W is width.
Rs is sheet resistance and has units of ohms square, Ω2, sometimes called R per square.
As shown in the above equations, the relation between resistance and sheet resistance is
dependent only on the aspect ratio, i.e. the ratio between the conducting channel’s length
to width. It’s standard to design conducting channels with aspect ratios of L = W, making
the conversion from resistance to sheet resistance unnecessary.

Lock-in Measurements
For fast, continuous resistance measurements, an AC signal provided by a lock-in amplifier is used as the applied bias in the 4-point probe configuration. In this setup, the zero-bias
resistance is measured as the AC signal oscillates about 0V relative to ground. A reference
resistor of large resistance Rref >> Rs is used in the circuit to accurately set the current.
From the lock-in output, an AC signal is applied over both reference and sample resistances.
The high reference resistance in relation to the sample keeps maintains a consistent current
through the sample, even with varying sample resistance. The equation series below show
how the current in the circuit is maintained constant due to the large reference resistor.
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Vtot = Itot Req = const.
Vtot = (Itot + ∆Itot )(Rref + Rs + ∆Rs )
if

Rs + ∆Rs << Rref

Itot + ∆Itot ≈

Vtot
= const.
Rref

∆Itot ≈ 0

Where Vtot is the total, constant voltage drop over the circuit, Itot is the total current,
Req is the equivalent resistance of the circuit, Rref is the constant reference resistor, and Rs is
the sample resistance. The voltage drop over the sample is measured by the lock-in’s input.
For gated measurements, a DC bias is applied between the ground and gate. Figure 2.4
shows a schematic of this circuit.
All connections between the graphene FET and electronic equipment are wired through
an electrostatic discharge (ESD) box to prevent current spikes in the graphene channel.
A current spike can occur when a device at an off-ground floating potential comes into
sudden equilibrium with Earth ground. All FET connections should be discharged to ground
though an RCR circuit before wiring directly to external electronics. A schematic of an RCR
discharge circuit is shown in Figure 2.5.

Equipment Communications
Transport measurement instrumentation is connected to a PC via GPIB connections.
The GPIB connections work through the National Instruments driver NI-DAQmx to communicate with LabVIEW. LabVIEW programs were written to remotely control the instruments, as well as auto-save data. With LabView, the operation of all the instruments can
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be synchronized at a high data-collection rate. A following set of Matlab programs were
written to extract the stored data for convenient analysis.

2.4.2

RHK Technologies Chamber System

The RHK Technologies chamber system designed and built for the Hollen Lab houses
several pieces of equipment. In the sections below I describe the functionality and capabilities

Figure 2.4 Circuit diagram for lock-in resistance measurement
of FET with an applied back gate. For more accurate measurements, the reference resistor is at least 3 orders of magnitude
higher than the sample resistance.

Figure 2.5 Circuit diagram for the RCR circuit built into the
breakout box.
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of this chamber system. For the following sections, refer to Figure 2.7 the the schematic.

Closed-cycle Helium Refrigeration
The STM at the Hollen Lab, designed and built by RHK Technologies, is variable temperature. It has a base temperature of 9K maintained by closed-cycle helium refrigeration.
A high purity helium gas line is run from a water-cooled compressor through an ARS cryocooler mounted to the top of the STM chamber. Due to the high sensitivity of the STM
measurements to noise, the cryocooler is mechanically connected to the STM chamber with
a vibration insulating bellows, all supported above the chamber by an isolated, free standing
frame. The 4K helium gas cools the cold finger, which in turn cools the STM stage via an
helium exchange gas to prevent vibrational coupling. The exchange gas cools the sample

Figure 2.6 Block diagram of the breakout box showing inputs
and outputs. All input and output wirings are identical; here,
only two IN/OUTs are shown. COAX IN leads to a 3 position
toggle switch that connects to either RCR/GND or COAX OUT.
COAX GND is available for a ground hookup.
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down to 9K. A diagram of the closed-cycle system is shown in Figure 2.8 (water cooler not
shown).
This closed-cycle design has a base temperature of 9K at the sample stage, but two
internal heaters exist to give variable temperature capabilities up to 300K. One is a 500Ω
resistor heater located near sample for sample stage heating, and the other is a 53Ω DT-670
Si diode in the cold head for cryostat heating. Both heaters are controlled by a LakeShore
335 Temperature Controller, compatible with LabVIEW.

Scanning Tunneling Microscope
Below the refrigeration unit is the scan head for the STM. The movement of the scan
head is operated by a series of piezoelectric stacks for the ±x, ±y, and ±z directions. To
provide feedback to the scan head in the ±z direction while scanning, a feedback loop is

Figure 2.7 A cartoon of our STM chamber system. On the left
shows the prep chamber with equipped evaporator, ion gun, and
heating and cooling stage. Across the transfer area on the right
is the STM chamber with transport feedthrus and evaporator.
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integrated with the electron tunneling current from the tip to the sample. Figure 2.12 shows
a schematic of this feedback loop.
The tunnel current It from the tip passes through two preamplifiers, IVP 300 and IVP
R9. The signal is then converted to a tunnel voltage Vt and passes through the R9, where
the tunnel current setpoint It,sp is subtracted from the signal to result in the err(t) signal.

Figure 2.8 Schematic of the closed-cycle helium refrigerator
used to cool the sample stage of the STM. The compressor inlet
supplies high pressure He gas which feeds into the cryocooler to
cool the 4K cold finger, exchange gas, and sample.

Figure 2.9 Schematic of the RHK STM circuitry used to acquire STM topographical images.
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The Z proportional and integral gains then provide the resulting output signal D(t), which
is directly interpreted as the topography. Equation 2.7 shows the conversion from err(t) to
D(t) [127].
Z
D(t) = KP err(t) + KI

t

err(t)dt

(2.7)

d

Where KP is the proportional gain, KI is the integral gain, and err(t) is the error signal.

2.4.3

Bardeen Tunneling Theory Applied to STM

Here I summarize the Bardeen approach of calculating a 1D tunneling current, which
was used by Tersoff and Hamann to describe the tunneling current between an STM tip
and sample. Tersoff and Hamann made three underlying assumptions in their derivations
for simplification purposes. First off, a 1D tunneling process of only one particle at a time
is considered, meaning no electron-electron interactions. This is a reasonable assumption
in the STM’s low tunneling current regime. Secondly, Inelastic tunneling is ignored. And
thirdly, no tip-sample interaction is considered. This is also a reasonable assumption as long
the tip is far enough away from the sample surface.
Following these assumptions and writing down the Schrödinger equation for a tip and
sample in close proximity to each other at different voltages [128]:
∂Ψ
=
ih̄
∂t



h̄2 ∂ 2
−
+ US + UT
2m ∂z 2


Ψ

(2.8)

Here, US and UT are the electric potentials of the sample and tip, respectively. Timedependent perturbation theory is used to solve for the tunneling current between the tip and
the sample. Importantly, the system is considered adiabatic as the tip and sample are stationary in the z direction. This simplifies the final equation and the current is approximated
as:
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I=

4πe X
[f (EµS − EfS ) − f (EνT − EFT )]|Mµν |2 δ(EνT − EµS − eV )
h̄ µν

(2.9)

where µ and ν are electronic states in the sample and tip, respectively, f (E − EF ) is the
Fermi-Dirac distribution of electrons, EFT and EFS are the Fermi energies of the tip and sample,
respectively, nT () and nS () are the density of states of the tip and sample, respectively,
and Mµν is the tunneling matrix element describing the projection of the initial state ψµS
perturbed by potential UT onto the final state ψνT .
Replacing the summation notation for an integral

P

µ

→

R

n()d results in the following

current equation:

4πe
I=
h̄

Z

eV

d[f (EFT − eV + ) − f (EFS + )]
(2.10)

0

∗ nT (EFT − eV + )nS (EFS + )]|Mµν (EFS + , EFT − eV + )|2
From this point, several assumptions are made for simplification purposes. First, it’s
assumed that the Fermi-Dirac distribution is a step function. This is a reasonable assumption
at the low operating temperature of the STM. Also assumed is a small bias voltage V applied
between the tip and the sample. The equations that follows are:
4πe
V nT (EFT )nS (EFS + eV )|M |2
h̄

(2.11)

dI
4πe
(V ) =
nT (EFT )nS (EFS + eV )|M |2
dV
h̄

(2.12)

I(V ) =

The last assumption to make is the density of states of the tip. Typically, metals with
very ‘boring’ and flat density of states are chosen, so the voltage dependence on the tip can
be ignored. Also using an approximation approach by Tersoff and Hamann, the tunneling
matrix M can be shown, by approximation, to be dependent on just the geometry of the
tunneling tip [129]. Therefore, the STM dI/dV data is concluded to be proportional to the

62

density of states in the sample.
dI
(V ) ∝ nS (EFS + eV )
dV

(2.13)

We use this knowledge to make conclusions on the density of states in STM samples,
helping deconvolve the topography and electronic contributions of the topographic maps.
This is a commonly used method in STM data analysis.
For the experimentalist, the important part of this derivation is in knowing the assumptions that were made. In knowing the assumptions of low temperature, low voltage, no
inelastic tunneling, and a ’boring’ density of states for the metal tip, one can see where this
equation may fail to apply to experiments.
Au(111) and Tip Preparation

Figure 2.10 a) STM image of the herringbone reconstruction on
Au(111), taken at -300mV. The smaller image shows a zoom-in
of the Au(111) surface with atomic resolution, taken at -300mV.
b) dI/dV spectrum showing the Au(111) surface state at ∼500mV.
All STM tips must first be calibrated and tested before data is collected. A warming/cooling cycle slightly alters the response of the piezos, so an x/y piexo calibration is
needed to accurately measure spatial distances on the surface. This is why the STM chamber system is equipped with an RBD high energy ion gun and a HeatWaves button heater.
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Calibration of the STM tip is completed on a Au(111) sample which is prepared by stripping
away the surface and annealing at near-melting temperatures, all in situ under UHV to prevent contamination of the surface. To strip the gold surface, an argon ion gun bombards the
gold at a 1000V potential for 5 minutes. The sample is then annealed on a HeatWave Labs
button heater at 1000◦ C for 10 minutes. This process is repeated 3 times before imaging
the surface with the STM. Scanning the gold surface then allows for an STM tip characterization of the tip’s stability and size of imaging tip. This is done using known features of
the Au(111) surface, such as the herringbone structure and a -500mV spectroscopic surface
state, shown in Figure 2.10. Changes to the tip termination (the structure of the tunneling
portion of the tip) can be performed by "dipping" the tip into the clean gold surface at a
range of biases. This is often done to improve imaging conditions by stabilizing the tip’s
termination, reducing the termination size, or picking up gold atoms on the end of the tip.

2.4.4

Lithography and Cleanroom Equipment

Elionix F125
For e-beam lithography, the patterns are written with the Elionix F125 at Harvard’s
Center for Nanoscale Systems. The Elionix is a high speed e-beam writer capable of a
5nm line width and write fields of 500µm. The built in alignment features increase the
precision and alignment of two-step lithography methods. Write patterns can be written
in the Elionix’s built-in CAD software and it is also compatible with external software files
saved as either GSDII or DXF.

Mask Aligner
The photolithography process uses a mask aligner to write patterns into the photoresist.
A photomask is designed in KLayout CAD software and written onto masks, which are then
mounted in the mask aligner along with the sample of interest. Lining the photomask over
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the sample and exposing it to a controlled intensity and time duration of UV light selectively
exposes the photoresist to the UV light through the mask. A latent image of the mask is
left in the photoresist, which can then be dissolved.

Thermal Evaporator
For all lithographic processes, a thermal evaporator is used to deposit metal contacts.
Several evaporators have been used at different institutions, but they must meet the following
specifications. The evaporator to be used needs to have the capability to evaporate two
metals in the same session, one being the seed layer of either titanium or chromium and the
other being gold. The evaporator then pumps down to a pressure level of 2E-6 Torr and
monitors the deposition rate using a quartz crystal monitor.

2.5

Graphene FET Fabrication

I have used, and helped develop, several processes to construct graphene FETs during
my time at UNH. All processes use one of the following fabrication methods: electron-beam
(e-beam) lithography, photolithography, or resist-free shadow mask. The FET fabrication
method is dependent of the intended use and function of the FET. My intended use is
for electronic transport and STM analysis, which puts an emphasis on a large and clean
surface for STM approach and scanning. The following sections lay out the procedures I
have undertaken in this project.

2.5.1

Lithography

In-depth procedures for photo- and e-beam lithography are outlined in Appendix A.
Lithography is a chemical patterning process that has the advantage of being size-scalable
and consistent in reproducibility. For our lithography processes, the starting material I use
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Figure 2.11 Hall bar geometry for
a graphene device patterned by photolithography. The device is 1mm2
and the graphene bar in the middle
is 300µm long. A two-step process
is required to make this device, with
the first step patterning the gold contacts and the second step patterning
the graphene hall bar in the center.
is a commercially purchased CVD-grown graphene transferred onto SiO2 from Graphenea.
The graphene substrate is highly doped Si wafer with a 300nm SiO2 to provide a conductive
back gate.
The lithography procedure of turning the CVD graphene into hall bar FETs is a twostep process. The first step patterns the gold contacts of the device using a positive resist.
The second step etches the graphene into a hall bar shape using a negative photoresist and
an oxygen plasma etch. All samples are afterward rinsed with acetone, isopropanol, and
dioinized water and annealed in a CVD furnace with a flow of 95% Argon, 5% Hydrogen at
400◦ C for 3 hours to rid the surface of residual resist and adsorbates. Figure 2.11 shows the
end result of a lithography process after a cleaning and anneal.

2.5.2

Sample Characterization

All fabricated graphene FETs are taken to the AFM and Raman spectroscope for surface
analysis and determining layer thickness of the graphene. AFM data confirms layer thickness
of the graphene, as well as overall device integrity. With a scan area of ∼10µm, this is best
fit for analysis of graphene flake devices (typically of the size 10-30nm) or observation of the
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device’s contacts. The Raman spectroscope also confirms the layer thickness of devices by
comparison of the 2D and G peaks, but is also a useful tool for detecting traces of resist left
on the surface from lithography. The spot size of 10µm leaves Raman spectroscopy most
suitable for analyzing the general surface quality.

2.5.3

In situ Electron-beam Evaporation

Graphene FET samples can be altered in situ by metal adatoms. Metal (I use gold) is
deposited on the surface of an STM sample in situ via e-beam evaporation. The gold atoms
are evaporated from a 0.01" wire extending from a side port on the STM chamber. The
STM is equipped with shutters located on the STM shielding that direct evaporants to the
surface of the sample. Using this setup, gold evaporation can be performed with the STM
approached and at low temperatures.

Figure 2.12 Circuit diagram of the e-beam setup for the STM
chamber. Gold wire is positioned ∼1mm near to a coiled tungsten wire (RW ). A high voltage Ut =1000V is supplied between
the gold and tungsten, creating a electric field between the two.
A current Ic is then supplied across RW until the emission current It ≥1mA. The emitted electrons from the tungsten follow
the electric field to the gold, creating a directed beam. The
maximum value of Ic is 3A to avoid breaking the tungsten wire.

67

Chapter 3
Sample-Dependent Physics in Bulk
1T-TaS2
Tantalum disulfide (TaS2 ) is a material of recent interest due to it’s 2D van der Waals
structure, Mott physics, charge density wave (CDW) structure, cooling-rate dependence,
and metal-insulator phase transitions. From the interplay of all these physical interactions,
TaS2 has a rich phase diagram that is yet to be fully understood. My work here uses a
scanning tunnelling microscope to image the surface of bulk TaS2 crystal samples under
different cooling-rate preparations. From one cool-down process, I observe an unprovoked
mixed-phase sample surface, unlike any that has been reported in literature. I show there is
a statistical variation in the surface phase of TaS2 , pointing toward the importance of fully
characterizing the TaS2 surface when conducting surface experiments.

3.1

Variations in Surface Phase Among Samples

From STM measurements, I observe a experimental dependence with regard to the TaS2
surface phase. At the STM base temperature of 9K, the unperturbed ground state is expected to be in the commensurate CDW and electrically insulating phase. Past reports have
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shown that exciting the surface of TaS2 via tip bias pulsing, optical excitation, or electrical
excitation can switch the phase at 9K from the insulating phase to a metastable metallic
phase [68, 130, 131], previously discussed in Section 1.5. Other reports have shown a coolingrate dependence on the phase of the TaS2 [112, 113], with faster cooling rates increasing the
percentage of metallic phases, prompting me to directly observe the surface of TaS2 after
different cool-down rates with our STM.
I conducted a series of cool-downs at different rates to observe the effects the cooling
rate has on the state of the TaS2 surface phase at 9K, following the cool-down procedures in
Section 3.3. We performed 8 fast (>50k/min) cool-downs and 7 slow (<1k/min) cool-downs,
with all but one cool-down showing insulating TaS2 surface phases with sparse domain walls.
However, one fast cool-down experiment exhibited a phase mixing of both insulating and
metallic regions. This phase mixing was observed at 9K without any excitation from the
STM tip.
Our supply of 1T-TaS2 crystals was grown by CVD by the Plumb group from Brown
University. High quality single crystals of 1T-TaS2 were grown from stoichiometric amounts
of high-purity Ta and S by chemical transport using iodine as a transport agent. The sealed
quartz tubes were put in a two zone furnace with a 950-850◦ C temperature gradient for 2
hours, and then quenched in ice water to stabilize the "1T" phase. All STM measurements
were done with a closed cycle variable temperature RHK Freedom STM with a base temperature of 9K. TaS2 bulk crystals about 3mm by 3mm were mounted onto Scienta Omicron
style sample plates using conductive UHV epoxy and annealed at 150◦ C for 1 hour. The
samples were then introduced into the UHV STM chamber through a load lock and cleaved
in UHV immediately before transferring to the STM stage. I then proceeded with either
the fast or slow cool procedure described in Section 3.3. We imaged using 90%Pt 10%Ir
hand-cut wire tips. Spectroscopic data was taken using a digital lock-in amplifier built into
the STM R9 software operating at 1.3kHz with a 10mV excitation voltage.
Figure 3.1 shows STM topography examples of the TaS2 after 15 different cool-downs.
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For the 15 cool-down experiments we used a total of 4 TaS2 crystals, labelled BS1-4. Some
reused crystal samples were re-cleaved before the next cool-down experiment. Example STM
images from each of these 15 experiments are shown in Figure 3.1, with sample label and

Figure 3.1 a-g) STM topography images of TaS2 sample surfaces after a slow cool-down procedure. All surfaces showed an
insulating surface with very occasional domain walls or metallic
regions, such as experiment e. h-o) Images of samples from the
fast cool-down procedure. The majority of the experiments had
insulating surfaces with sparse domain walls, with the exception
of experiment j, the mixed-phase sample.
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the cleave number for each sample marked in the upper left corner of each image. The 7
slow cool-downs and 8 fast cool-downs experiments are named alphabetically ’a’ through ’o’.
The bright spots in the images, most visible at on smaller image scales, are the CDW peaks
and are present in every experiment. The scale bars and imaging conditions vary for each
experiment due to imaging conditions, but similar parameters were chosen when possible.
We witnessed one fast cool-down experiment that yielded a surface with a mixing of
metallic and insulating phases throughout the imaged surface without any excitation from
the STM tip. We observed one experiment with a mixed phase surface, shown in Figure 3.1j,
boxed in red. It’s worth noting that some experiment surfaces did exhibit some rare metallic
regions, such as in sample ’e’ coming off the domain wall, but this was not representative of
the entire surface.
More closely analyzing these experiment surfaces and their differences, Figure 3.2 shows
four STM images of TaS2 surfaces with no insulator/metal phase mixing in the left-hand
images and the insulator/metal phase mixing in the right-hand images, hereon named no
mixed phase (NMP) and mixed phase (MP) surfaces. In the MP images I marked an example insulating region with a red dot and an example metallic region with a yellow dot.
Figures 3.2a and b are representative large-scale examples of the TaS2 surfaces with NMP
and MP, and there are several observed differences between the NMP and MP surfaces.
In Figure 3.2a, no domain walls are present, but there is a high concentration of inherent
disorder that image as bright spots. Contrasting this is Figure 3.2b, with a high density
of domain walls and clear contrast between brighter, metallic regions and darker, insulating
regions. Figures 3.2c and d are a zoom-in of a NMP surface and the MP surface, showing
the CDWs are clear and present in each image.
Also noticeable when taking note of the scale bars is a significant difference between the
NMP and MP surfaces in the topographic variation. The NMP surface in Figure 3.2a has
an RMS roughness of 0.333Å, while the MP surface in Figure 3.2b has an RMS roughness
of 0.166Å, half that of Figure 3.2a. This is similar in Figures 3.2c and d. As the CDW

71

in Figure 3.2c is uninterrupted across dark and bright regions, this topographic variation
can be attributed to local doping. In contrast, Figure 3.2d has a clear CDW phase change
between dark and bright regions, indicating this is an insulator to metal phase change across
the domain wall.
I use dV/dV line spectroscopy to further analyze the NMP and MP surfaces. I start with
a slow-cooled NMP experiment shown in Figure 3.3a. The surface is filled with mixed bright
(white) and dark regions (purple), which are all insulating. This insulating behavior is shown
by the line spectroscopy data in Figure 3.3b. The colored spots on the image correspond

Figure 3.2 a) STM image of a slow cooled TaS2 sample showing no phase mixing (-500mV bias, -50pA setpoint) and b) an
STM image of a fast cooled TaS2 sample showing phase mixing
(300mV bias, 50pA setpoint). A zoom-in of topographies of c)
a no mixed phase surface from a fast cool and d) a mixed phase
surface from a fast cool. c) was taken at 200mV, 50pA setpoint
and d) at 225mV, 50pA setpoint. The red dots on the mixed
phase images mark insulating regions and the yellow dots mark
metallic regions
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with each like-colored line spectrum. The line spectra include data on both bright and dark
regions regions from the STM image and both show insulating behavior. We do see a band
shift of ∼100mV, hinting at the presence of a trivial band insulating surface rather than a
Mott insulating surface. This is because a Mott insulator band gap breaks when dopants
are added, while a trivial band insulator band gap while shift in energy [106]. This shifting
is shown by the dotted line in Figure 3.3b, meant as a guide to the eye. From one end of the
line spectra to the other, a shift to higher voltage and back can be clearly observed.
For the experiment showing a MP surface, the TaS2 surface was approached with a
1V tip bias and 250pA setpoint. Immediately after approach, both insulating and metallic
phases were imaged with a high density of domain walls. To confirm the approach wasn’t
too aggressive and didn’t create a tip pulsing, locally inducing an insulator-metal phase
change, I imaged 550nm away from the approach site and consistently saw mixed surface

Figure 3.3 a) STM topography image of a slow cooled TaS2
sample. The colored spots represent dI/dV spectroscopy data
points. Image as taken at 200mV, 100pA. c) The waterfall plot
corresponding to the data points in a). No metallic regions were
seen as the band gap did not close, but instead shifts along the
voltage axis. A dotted line is plotted as a guide to the eye,
showing this band gap shifting positive and back.
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phases. The typical metallic phase region induced by tip pulsing requires a higher voltage
(>2) and current (>1A) than we used to approach, and creates a region size on the order of
nanometers. The image in Figure 3.4a shows a region 450nm away from the approach site
with mixed insulating and metallic phases, much larger than the known tip pulse induced
metal phase region [68]. In our images the darker regions are insulating and the lighter areas
are metallic. This is shown by the line spectra and waterfall plot in Figures 3.4b,c.
The transition in the spectra can be seen around the purple data point with a strong
reduction in the upper and lower bands and closing of the band gap, corresponding well with
the spatial topography image from dark to light regions. Starting from the bottom of the
waterfall plot, the spectra show insulating behavior with a band gap of ∼250mV centered at

Figure 3.4 a) STM topographic image of the mixed-phase TaS2
surface, showing insulating regions in purple and metallic regions
in white, taken at 150mV bias, 50pA. b) The locations of data
points for line spectroscopy and c) corresponding waterfall plot,
showing a transition from insulating with a band gap in green
to metallic with no gap in black.

74

0mV. Large peaks, possibly upper and lower Hubbard bands, are seen on either side of the
band gaps. At the transition around the purple spectrum, the band gap begins to close and
a ’V’ shape forms around 0mV. This zero band gap is indicative of a metallic surface.
Our results highlight the importance of considering statistically varying sample characteristics and layer dependence of phase when performing experiments with TaS2 . In this
report we identically prepare 7 experiments for a slow cool-down process and 8 experiments
for a fast cool-down process. We show a variation in the surface phase among these identically grown and prepared TaS2 crystals, with one mixed phased surface forming from a
fast cool-down process. The crystal phase of TaS2 is known to be dependent on sample
preparation and cool-down rate [112, 113] (Section 1.5). Reports suggest temperature rate
dependence of the ratio of metallic to insulating layers, with higher cooling rates forming
more metallic layers.
From these experiments I’ve determined that it’s important to consider experiment dependent physics in bulk TaS2 , but the origin of this experiment dependence is still up for
debate. One possibility we’ve considered is strain on the sample surface. Recent work has
shown a possible strain induced Mott gap collapse in 1T-TaS2 [132]. For our STM measurements we use UVH epoxy to mount the crystal to the STM sample plate, which can
hypothetically induce strain on the crystal. We find this cause to be unlikely, however, as we
used bulk samples for our measurements. We epoxy only the bottom of our samples, leaving
the ability to cleave the top layers of the crystal in UHV. Any strain created by the epoxy
on the bottom layers is likely to be relaxed by the surface layer.
There’s also the possibility of a cooling rate dependence. Our single case of a MP
surface occurred after a fast cooling rate. This result coincides with the statistics from
the recent publication by Lee, et al [113], who ran first-principles DFT calculations on the
formation of metallic and insulating layers in bulk TaS2 dependent on cooling rate. By their
calculations, metallic layers are more likely to form with higher cooling rates. If the cooling
rate dependence does have this effect, results from previous work involving low temperature
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measurements may need to be reevaluated.
I also eliminate the possibility of an outlier sample causing this MP surface. For the
15 experiments I used a total of 4 different samples. The sample BS1 that exhibited the
MP surface was cleaved 3 other times and all showed the usual insulating phase. However, a
cleaving/layer dependence is very possible, as the single MP experiment was on cleave2 while
all other experiments on BS1 were on cleave1. As reports have shown a statistical variation
of layer phases [112, 113], our data in this report may shedding light on the probability of
cleaving the TaS2 between these differently phased layers.
In conclusion, I took STM images of both slow and fast cooled TaS2 bulk samples. Of
the 15 experiments I imaged, I found all experiments had an insulating surface except for
one experiment which exhibited a mixed metallic and insulating phases at its surface. This
mixed phase surface was not induced by the tip and extended over a large area of the surface;
at least 550nm from the approach site. I open up the possibilities that TaS2 crystals are
either cooling rate dependent or have phase variations between layers. From either of these
conclusions, special consideration must be made for the possibility of mixed phases at low
temperature.

3.2

Domain Wall FFT Analysis

The presence of domain walls (DW) can be seen in the topographic STM images, but
I have made steps toward detecting DW presence programmatically in hopes of rigorously
quantifing large batches of images. Differences appear in the FFTs of the NMP TaS2 images
with no DWs and the MP TaS2 images with DWs. In this section I describe these differences
and the methods of quantifying them.
Figures 3.5a,b show two exemplary TaS2 images, one with DWs and one without. The
corresponding FFTs are 3.5c,d. Two major differences can be seen in between these two FFTs,
one being the shape of the low-wavenumber center and the other being the broadening of
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the first array of spots (corresponding to the CDW superlattice).

Figure 3.5 STM topographs of a) a DW-filled surface and b) a
domain wall-free surface. c) The corresponding FFT to the DWfilled surface, with circles around two of the broadened spots in
the first array. Arrows are directed to two peaks of the six-sided
star that forms in the middle of the FFT. d) The corresponding
FFT to the DW-free surface. The red circles show less broadened
spots and the arrows show no star shape forming in the center.
The six-point star shape that is present in the center of the DW FFT (Figure 3.5c), as
opposed to the circular shape in the center of the DW-free FFT (Figure 3.5d), is due to the
orientations of the DWs. The DW structures form in directions that align with the CDW
superlattice, which has a triangular lattice structure. This characteristic is affirmed through
the six points of the star in the low-wavenumber center pointing in the direction of the first
array of six Bragg spots in the FFT. This six pointed star confirms the general orientations
of the DWs matching up with the CDW triangular superlattice, showing the DWs grow in 6
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primary orientations.
The other noticeable difference between the two FFTs is in the first array of six Bragg
spots. The first six Bragg spots in the DW FFTs are consistently larger and more broadened
than FFT of images without DWs. This broadening is due to the phase difference between
CDW superlattices at the DW site which can be seen by a misalignment in the CDWs across
the DWs. This phase offset in the CDW structure at the domains contributes to a larger
range of wavenumber values, broadening the spot size.
My initial goal was to process STM images in bulk, identify images with domain walls
and images without. I was able to find identifiable features in the FFTs, but these are most
prominent only in ideal imaging conditions. Unfortunately, the image quality plays a larger
role in FFT variations than the presence of domain walls. As a result, I determined that
bulk processing of images using FFTs to identify domain walls in TaS2 using these methods
is inconsistent and unreliable.

3.3

Finding the Cooling Rate

Theory
For the work in this project, it was necessary to control the cooling rates of the samples.
We performed two types of cool-down procedures: slow cool and fast cool. For the slow cool
procedure, the TaS2 sample was put into the STM chamber and the whole STM system was
slowly (<1 K/min) brought to the base temperature of 10K while I continuously monitor
the STM stage temperature. Since this procedure is slow, I make the assumption the TaS2
sample is always in thermal equilibrium with the STM stage and that sample and stage
cooling rates are equal.
For the fast cool, I introduce the room temperature TaS2 sample to the 10K STM
stage. This means the TaS2 sample and the stage temperatures start out of equilibrium,
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and simply monitoring the STM stage temperature will not give an accurate reading of the
sample temperature. To accurately calculate the TaS2 cool-down curve, I developed the
following recursive equation 3.1 based on Newton’s law of cooling.

Tn+1 = Tnenv + (Tn − Tnenv )edtn+1 /τ

(3.1)

Here T is the sample temperature, T env is the stage or ’environment’ temperature, dt is
the incremental time step, n is the iteration number, and τ is a material constant dependent
on material size, specific heat, and system geometry. As I’m working with discrete data, I
made the equation discrete. In order to calculate the cool-down curve of the sample from
this recursive equation, τ must first be measured using cool-down data from a calibrated
Cernox thermometer fitted to the following equation.

τn+1 = −τn [ln(

Tn+1 − Tnenv −1
)]
Tn − Tnenv

(3.2)

From the distribution of τn values that I find from the iterative Equation 3.2, I take the
mean value of these to be the material constant τ for my Equation 3.1.

Calibration and Calculations
The Cernox thermometer was mounted and wired onto an STM sample plate and freecooled from room temperature to 10K inside the STM. Using the electrical feedthrus in the
STM, the temperature of the Cernox was measured with respect to time throughout the
cool-down, simultaneously with the temperature of the STM stage. The data in Figure 3.6a
shows these two temperature curves.
Using the data from these two curves and applying a MATLAB program that uses the
iterative equation in 3.2, I outputted a histogram of the τn values that were calculated at each
iteration. The values of τ vary at each iterative step, but show a well-formed distribution.
The mean value of τn was found to be τ 1.645 min, independent of bin size. Since all our
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sample plates are identical for fast cool-downs, this value of τ is used for all sequential fast
cool calculations.
Using the now calculated cooling curves, I found the rate of cooling by taking the time
derivative of the curves. Figure 3.7 displays the two cooling rates as a function of time. As
seen in the slow cool rate in Figure 3.7a, the TaS2 sample cooled at a rate consistently less
than 1K/min. For the fast cool rate in Figure 3.7b, the TaS2 cooling rate starts very high,
and remains above 50K/min until the expected NCCDW/CCDW transition around 220K
[133].

Figure 3.6 a) Calibrated Cernox thermometer data during a
fast cool as a function of time, alongside the STM stage temperature. b) The calculated τ data using the data in a) and
equation 3.2, collected into a histogram. The mean τ = 1.645
min.
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Figure 3.7 a) Cooling curve and corresponding time derivative
showing the rate of cooling for the slow-cooled TaS2 sample,
showing a rate of cool consistently lower than 0.8K/min. b)
Cooling curve for the fast-cooled TaS2 sample, showing a rate of
cool faster than 50K through the NCCDW to CCDW transition
at 180K.
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Chapter 4
Impact of Vacancies on Black
Phosphorus
4.1

Introduction

In the new class of 2D van der Waals materials, black phosphorus (BP) has drawn
significant attention[134, 135, 136, 137, 138, 139] because of its layer-dependent direct band
gap[27, 140, 141] and high mobility of up to ∼1000 cm2 /Vs at room temperature.[142,
26, 143, 144] These properties put BP in position to bridge between graphene, which has
ultrahigh mobility but no band gap, and transition metal dichalcogenides (TMDCs), which
have moderate mobilities and band gaps in the optical range. BP additionally has significant
structural and electronic anisotropy,[143, 27] which makes it attractive for new kinds of
electronic and optoelectronic applications.[134, 143, 135]
A significant factor limiting BP device development is in understanding defects and defect
creation in BP. For example, it is well-known that BP oxidizes rapidly, making it highly airsensitive.[145, 126] Experiments either aim to limit time in air or employ encapsulation
techniques.[145, 146] In addition to its air sensitivity, BP devices and bulk material have
been found to be p-doped, but the source of the doping has not been well understood.[27,
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26, 52, 115, 117, 118] While some applications can take advantage of this inherent p-doping
to make pn junctions or improve Schottky barriers, understanding the source of the doping
is essential for achieving material tunability and defect engineering. Efforts that isolate
BP by encapsulation have reduced the level of p-doping,[146, 117, 118, 147] but cannot
eliminate it. Recent experimental[119] and theoretical[120, 121, 122, 123] work attributes
the p-doping to single phosphorus vacancies. In addition, recent calculations show that
phosphorus vacancies oxidize 5000 times faster than perfect lattice sites.[148] To improve the
stability and performance of BP for applications, it is essential to understand the prevalence
and behavior of these defects.
In this report, we compare scanning tunneling microscopy and spectroscopy (STM/S)
of BP from two common commercial sources of BP: 2D Semiconductors and HQ Graphene.
In samples from both sources we observed a high density of anisotropic, dumbbell-shaped
defects. At energies near the band edges, these defects cause ∼50 meV inhomogeneities in
the local density of states extending to ∼10 nm beyond the defect center, and show evidence
of charging through tip-induced band bending rings. The strong electronic signature and
charging effects are common characteristics of acceptor-type vacancies.[149, 150, 151, 152]
These data are consistent with recent reports of single phosphorus vacancies in HQ Graphene
BP observed by STM and supported by density functional theory.[119] Additionally, the
observation of a similar population of these defects between BP sources with different types
of impurity elements points to vacancies as a common source of p-doping. Finally, we
compare these native defects to those created by brief air exposure and show they are clearly
distinct. At low levels of air exposure, we observe only slight changes in the band gap and
doping using dI/dV spectroscopy. The data indicate that native impurities, and even low
levels of air-induced impurities, play a minor role compared to vacancies, which are prevalent
in commercially-available BP. These results call for better control of vacancy defects in BP.
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4.2

Methods

Our samples were purchased from 2D Semiconductors and HQ Graphene. 2D Semiconductors produces their BP crystals using a diamond anvil cell, starting with red phosphorus.
Their impurity concentration is 5 ppm, as measured by secondary ion mass spectroscopy
(SIMS) and consists of Li, K, and Na impurities.[153] HQ Graphene also starts with red
phosphorus, but grows their BP crystals using a chemical vapor transport (CVT) method
with tin-iodine as a transport gas. The majority impurity from this method is Ti, likely from
the quartz tube the BP crystal is grown in, and is 50 ppm measured by SIMS. A secondary
impurity is Sn, from the transport gas, but its concentration was too low to be measured by
SIMS.[153]
The samples were stored in a nitrogen glove box with levels of H2 O<1 ppm and O2 <0.1
ppm. We cleaved the samples in inert conditions using adhesive tape. To study pristine
surfaces, we compared three preparation methods: 1) Samples are mounted in the N2 glove
box on indium at 160◦ C. They are transferred to UHV using an air-free transit chamber
(home built) that mounts to our UHV system load lock and then into our STM chamber,
where they are cleaved in situ using carbon tape on a wobble stick; 2) Samples are prepared
as in (1), but cleaved in the N2 glove box prior to air-free transfer to the STM stage; 3)
Samples are mounted with conductive epoxy (bulk crystal is exposed to air 3 hours) and
then cleaved in UHV. Approach (1) is the most rigorous air-free treatment while (2) and (3)
are both easier experimentally. We found no significant differences in the surface structure
or defect density observed with samples prepared by these different methods and do not
distinguish between them in the remainder of this report. A fourth preparation method was
used to compare the pristine surface to one exposed to air. For this comparison, we moved
the UHV-cleaved sample to our chamber load-lock and leaked in air to ∼200 mbar. After
30 seconds, we brought the load lock back to high vacuum and transferred the sample onto
the STM stage.
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We imaged the samples in UHV (∼ 1×10−10 mbar) using a closed-cycle PanScan Freedom
STM from RHK Technology operated at 9 K. We used cut PtIr tips (10% Pt, 90% Ir) and
calibrated images against atomic resolution images of HOPG. Bias voltages are reported in
reference to the sample. We took images in constant current feedback mode, so the image
contrast corresponds to apparent height. We used tunneling point spectroscopy to measure
the local density of states (LDOS), which is proportional to the derivative of the tunneling
current with varying sample bias, dI/dV . For the dI/dV spectroscopy reported here, we used
a lock-in technique with a 10 mV, 1.3 kHz ac modulation and feedback off. Spatial maps of
dI/dV at constant bias were taken simultaneously with topographic images by alternating
feedback on and off during imaging. Image analysis was done using WSxM.[154]

4.3

STM Comparison of two sources of black phosphorus

Large area STM images of samples from both sources show a similarly high density
of defects (Figure 4.1a,b). Defects exhibit a range of apparent heights and spatial extent,
consistent with defects appearing on several layers below the surface.[155, 156, 157] Their
appearance and density is reproducible for multiple cleaves, supporting that these defects
are native and distributed throughout the BP crystal. In filled-state imaging (V < 0), they
exhibit a bright dumbbell shape, most prominent for the top-most crystalline layers, whose
long axis is aligned with the armchair (y) lattice direction (Figure 4.1c-f). Recent work by
Kiraly et al.[119] shows similar dumbbell defects and attributes them to phosphorus vacancies
using DFT simulations. Similar defects were imaged in Qiu et al.[158], but attributed to Sn
impurities instead. Here, we find these dumbbell defects are present at similar densities in
samples from two sources, despite different growth methods that result in different impurity
types and an order of magnitude difference in impurity concentrations. The ubiquity of these
defects is strong evidence that they are vacancies.
To compare the electronic differences between these commercial sources of BP, we used
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Figure 4.1 a–b) Large area STM images of BP crystals from
2D Semiconductors and HQ Graphene (-300 mV, 150 pA (a)
and -200 mV, 150 pA (b)). c–d) Magnified view of individual
defects and e–f) their corresponding dI/dV maps (all at -300
mV, 150 pA). g) dI/dV tunneling point spectroscopy comparison
from defect-free regions of each sample (offset for clarity, and
HQ Graphene × 5 to compensate for lower current setpoint ).
Bold traces are the average of spectra (shown as lighter traces)
at different locations on each sample. Stabilization conditions:
Vstab = −1V ; Istab = 200pA (2D Semiconductors) and 120pA
(HQ Graphene). Inset: same on log-y scale with no baseline
offset.
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tunneling point spectroscopy to probe the local density of states. We find the samples
have similar band gaps (∼300 meV) with highly asymmetric band onsets (Figure 4.1g). A
set of such measurements, all taken in regions in-between defects, gives average values of
303±28 meV and 364±41 meV for HQ Graphene and 2D Semiconductors BP, respectively
(see supplemental material Figures 4.6, 4.7 for statistics). These values are roughly consistent
with theoretical expectations for bulk BP[159] and previous measurements by temperature
dependence of Hall conductivity[115, 52] and STS.[54] The 30-40 meV uncertainty, which is
due to large spatial variations in LDOS, makes the ∼60 meV difference in band gap between
the two samples much less significant. These spatial variations can be attributed to local
changes in electronic environment from the vacancy defects, as discussed further below.
We probed carrier doping in dI/dV spectroscopy by measuring the shift of the Fermi
level toward the valence band. We consistently observed the band gap center shifted to
positive bias, as shown in Figure 4.1g inset where the shift is ∼60 meV. Table 4.1 lists the
conduction band edges, relative to Vbias = 0, for a set of measurements from each sample.
By combining these and the band gap values, we find doping levels to be 68±39 meV for 2D
Semiconductors and 116±23 meV for HQ Graphene. This shift indicates inherent p-doping
in both samples, as is commonly observed in BP devices,[115, 27, 160] with a somewhat
higher doping in HQ Graphene samples. Again, spatial variations in doping, characterized
by the standard deviation of a collection of measurements, are of similar magnitude as the
difference in doping between the samples.
Compiling these results reveals that the prevalence of vacancies dominates the electronic
behavior of these samples, despite the differences in the material purity and growth methods.
Table 4.1 summarizes the comparison of lattice constants, band gaps, effective doping, and
defect concentrations. Lattice constants are in good agreement with each other and reported
values from x-ray powder diffraction[161] and previous STM results.[54, 162] To measure the
volumetric density of vacancy defects, we count the defects and estimate the number of
crystalline layers represented using apparent height statistics. We examine the distribution
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Figure 4.2 a–d) STM topographs of the BP surface at -1V, 0.5V, 0.5V, and 1V after 30 seconds of air exposure at 200 mbar.
Air-induced defects and native vacancy defects are marked as
black circles and white circles, respectively. e) Point spectroscopy of BP surface before (blue) and after (red) exposure
to air. Inset: after air exposure on a log scale. (HQ Graphene
sample)
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HQ Graphene 2D Semiconductors
Zig-zag (x)
3.30 ± 0.06 Å
3.28 ± 0.05 Å
Armchair (y)
4.48 ± 0.07 Å
4.46 ± 0.07 Å
Band gap
303 ± 28 meV 364 ± 41 meV
Conduction band edge 267 ± 23 meV 250 ± 18 meV
Effective p-doping
116±23 meV
68±39 meV
Defect concentration
61 ± 6 ppm
63 ± 13 ppm
Table 4.1 Comparison of two commercial sources of BP measured by STM/S. Lattice constants measured from three HQ
Graphene images and four 2D Semiconductors images over a
range of voltages (±1.3 V, ±0.5 V, and ±0.3 V). Band gap measurements were sampled over more than 15 different positions
on each of the samples. Defect concentrations were calculated
for 5 layers (including surface), estimated from apparent height
statistics (Figure 4.9).
of apparent heights within a representative image and find that STM probes a maximum
of 5 crystalline layers (Figure 4.9). This gives a minimum of ∼ 60 ppm vacancy defects
in both samples. This density is higher than impurity densities measured by SIMS in both
samples.[153] Because of the similar vacancy densities, band gaps, and doping levels between
samples with different impurity types and densities, we conclude vacancies are the most likely
source of the p-doping observed in BP, consistent with theoretical predictions.[120, 122, 123]
This conclusion is also supported by signatures of vacancy charging/discharging, discussed
below.

4.4

Air-induced defects in black phosphorus

To compare air-induced defects to native vacancy defects, we intentionally exposed the
BP surface to air at ∼200 mbar for 30 seconds. Air-induced defects are easily distinguished
from native defects. The air-exposed surface exhibits dark, irregularly shaped clusters at
both positive and negative imaging biases, shown in Figure 2 (black circles). This imaging
contrast is consistent with the expected insulating nature of the oxidized sites, which results
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in decreased tunnel current for all biases. Native defects (white circles) are bright at negative
biases and dark at positive biases.
Point spectroscopy on defect-free regions of the air-exposed sample shows an increased
band gap (from 296 ± 15 to 392 ± 36 meV) and decreased p-doping (from 122 ± 17 to 48 ± 36
meV) relative to the sample prior to exposure (Figure 2e). These changes are consistent with
gated photoluminescence measurements, which show evidence that plasma-induced oxygen
defects n-dope BP flakes[163]. But measurements in BP FETs exposed to air showed further
p-doping[145] and first-principles calculations predict oxygen defects in BP are neutral or
p-doping[164, 148]. High resolution images and spectroscopy of these air-induced defect
complexes could provide further insight into these and related questions regarding the role
of vacancies in structural and electronic degradation of BP.

4.5

Defect-induced electronic inhomogeneities in black
phosphorus

The density of the native defects, in combination with their large spatial extent (more
than 20 lattice constants) creates a highly inhomogeneous electronic landscape (Figure 3).
The defects’ apparent height and corresponding contrast in LDOS increases upon approaching the valence band edge from high negative bias (Figure 4.3a-d and e-h). This spatial
inhomogeneity is reflected in the standard deviation of band gaps and doping levels measured at different locations, reported in Table 4.1.
Figure 4.3 also shows the dumbbells have a distinctive left/right asymmetry between their
lobes, which grows more intense close to the valence band edge. The right lobe of all the
defects is brighter than the left lobe, in both the topography and dI/dV maps (Figure 4.3).
Among the four defects imaged in Figure 3, two defects (red labels) are significantly brighter
at all biases than the other two (yellow labels), consistent with imaging defects on different
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Figure 4.3 a–d) topographic images and e–h) simultaneously
collected dI/dV maps. White (purple) reflects regions with high
(low) LDOS. (Vbias , Iset )=(−1, 200), (−0.7, 200), (−0.4, 150) and
(−0.2V, 100pA) from left to right. i–j) Magnified views of defects
2 (red) and 3 (yellow) identified in (a). Vertical lines are zig-zag
atomic rows. The valence band edge is indicated at ≈0.15 eV.
(HQ Graphene sample)
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Figure 4.4 dI/dV maps of BP samples showing rings of high
LDOS around defects due to tip-induced band bending for a) 2D
Semiconductors (-300 mV, 150 pA) and b) HQ Graphene (-350
mV, 150 pA) samples.
crystalline layers. The lobe asymmetry is stronger in surface defects (Figure 4.3i) but still
evident in subsurface defects (Figure 4.3j). This lobe asymmetry consistently occurs with the
same left/right orientation for a population of defects (see e.g. Figure 4.1). The asymmetry
in the lobes is expected for vacancies on different lattice sites, A and B[119], but the uniform
population (i.e. the right side is always brighter) indicates a preference for one sublattice site
over the other, which requires a broken lattice symmetry. This can be explained by surface
buckling, which would make one site more favorable than the other for vacancy formation.
This explanation was suggested by Kiraly et al.[119] and supported by theory.[165, 123, 121,
164] It is also now supported by structural measurements of BP surfaces using LEEM and
LEED-IV.[166] However, it does require that vacancies, which presumably occupy A and B
sites evenly in the bulk, move upon cleaving to all e.g. A sites. Furthermore, this must
happen in the surface layer and 1-2 layers beneath the surface to be consistent with our
observations.
In addition to the spatial inhomogeneities, there are signatures in these data that the
vacancies are charging and discharging as a result of tip-induced band bending (TIBB)[167,
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168, 169]. Because the STM tip acts as a local gate, it pulls or pushes the bands in its vicinity,
and creates an energy landscape where carriers can tunnel into in-gap defect states at some
radius from the defect. This extra impurity tunneling then appears as a ring around defects in
dI/dV images. Examples of this signature of defect charging/discharging is shown in Figure
4 for samples from both sources. Because of the high density of defects in these samples,
there are many rings overlapping each other, which complicates a more detailed analysis.
Nonetheless, these data provide strong support for the assignment of vacancy defects as
acceptors and are also consistent with the recent reports of TIBB by Qiu et al.[158] for HQ
Graphene BP.

4.6

Conclusion

These experiments show BP samples from two sources grown by two methods have a similarly high density of phosphorus vacancies, in contrast to their order of magnitude difference
in impurity concentration. The samples also show very similar band gaps and doping levels.
The vacancies in the samples have a highly inhomogeneous electronic structure and show signatures of charging/discharging at energies near the valence band edge. These results suggest
that vacancies are the dominant factor in determining the electronic quality—and specifically
the p-doping—in BP. In contrast, defects created by air exposure showed a modest increase
in the band gap and decrease in the p-doping. Further investigation of these air-induced defects is needed to explain inconsistencies between theory[164] and experiment[145] regarding
the electronic impact of air-induced defects and the role of vacancies. Finally, we concur
with the evidence[119, 166, 145, 163] of a sublattice preference for phosphorus vacancies,
supporting surface buckling. These results will influence the community working to control
the properties of 2D material devices and redirect the 2D crystal growth community, as it is
now clear that vacancies are the primary factor affecting the quality of BP source material.
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4.7
4.7.1

Supplemental material
Band gap analysis

Figure 4.5 Method of measuring the band gap and Fermi level
shift from the dI/dV spectroscopy data[170]. Using the mean
value (µ) of the data between the selected points, we found the
last intersection toward the valence band and conduction band
edges. Using the standard deviation (σ) of the data between the
selected points, we measured the band gap for multiple lines (µ,
µ + σ, µ + 2σ). The data is shifted to 0+, where  is small
compared to the noise in the data, in order to prevent non-real
values in the log plot.
Band gap measurements were calculated from dI/dV spectroscopy using a MATLAB
algorithm. We used log(dI/dV) in our analysis to identify the band gap edges, as shown in
Figure 4.5. In the algorithm, the user chooses points within the band gap (highlighted in
green). The mean value of log(dI/dV), µ, within this selected range is calculated to define a
baseline for the gap. To determine the band edges, the algorithm finds the first point in the
log(dI/dV) spectrum that falls below this mean line µ from both the conduction band and
valence band sides. Band edges are marked on Figure 4.5 with red circles. We repeated this
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procedure for µ + σ and µ + 2σ lines, which give larger band gap measurements. Together
these measurements capture the range of possible gap values for a dI/dV spectrum taken
at a single location on the sample. Table 4.1 in the main text reports the mean of a set of
band gap values (each found using the µ line) measured at different sample locations, and
the associated uncertainty as the standard deviation of the band gap values in the set (see
Figures 4.6 and 4.7). For the spectra before and after air exposure in Figure 4.2, we report
the band gap measured from the µ line ±σ.

4.7.2

Band edge statistics

Using band gaps calculated by the method in Figure 4.5, we compared 2D Semiconductor
BP and HQ Graphene BP, as shown in Figures 4.6 and 4.7. These scatter plots show the
measured band gaps for the mean line µ, mean plus one standard deviation µ + σ, and mean
plus two standard deviations µ + 2σ.

Figure 4.6 Band gaps of the 2D Semiconductors BP sample.
The red, blue, and green circles represent gao values found using
the mean (µ) line, µ+σ line, and the µ+2σ line, respectively.
Each sampling number represents a different location on the
surface.
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Figure 4.7 Band gaps of the HQ Graphene BP sample. The
red, blue, and green circles represent gao values found using the
mean (µ) line, µ+σ line, and the µ+2σ line, respectively. Each
sampling number represents a different location on the surface.

4.7.3

Layer depth analysis

The measurement of vacancy densities in BP depends on the depth probed by STM.
To estimate the number of layers in which vacancies are imaged, we measured the apparent
height of each dumbbell in a representative area. For consistency, apparent heights were
measured over the larger of the dumbbell lobes. Figure 4.9 plots these apparent heights,
sorted by magnitude, and displays plateaus. These plateaus occur when vacancies are in
the same crystalline layer. Using these data, we estimate the STM images show vacancies
up to 5 layers deep. Kiraly et al.[119] performed similar analysis on BP vacancies and also
concluded the vacancies imaged by STM were within the top 5 layers.
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Figure 4.8 Doping shifts from the center point between the conduction and valence band edges for 2D Semiconductors and HQ
Graphene. The dashed lines show the mean of the set of points
and the sampling number represents spectra taken at different
location on the sample.
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Figure 4.9 Scatter plot used to estimate the number of layers in
which vacancies are imaged in BP by STM. The apparent height
of the larger dumbbell lobe was collected and sorted by magnitude. Defects in similar depths into the surface form plateaus in
this plot, labelled 0 through 4, corresponding to the approximate
layer number in BP.
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Chapter 5
Scattering from Disorder in Graphene
In this cover two related projects. In the first project my ultimate goal was to induce a
disorder-driven quantum metal-insulator phase change in graphene. From this, I planned to
correlate the electronic transport of the phase transition with spatial measurements, with a
focus on observing the local inhomogeneities in the phase change. With this intention, I dosed
the surface of graphene with gold adatoms to observe the effects of scattering and localization
from the added disorder. I look for signs of a metal-insulator transition by STM imaging
and calculating autocorrelation lengths. In the second project I discuss new characterization
techniques for non-ideal defects studied via STM using the Friedel oscillations as a tool. This
opens a door for new analysis techniques in 2D material studies via STM.

5.1

Experiment Setup

A monolayer graphene FET was supplied by the Henriksen group, shown in Figure 5.1.
The device is made from a graphene flake mechanically exfoliated onto a substrate of 300nm
SiO2 on doped silicon with Cr/Au contacts deposited using e-beam lithography, similar to
the method described in Appendix A.2. The graphene FET substrate was then placed on a
homemade chip carrier and wired to a Scienta Omicron sample plate with silver paint using
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0.010" gold wire for 2 point measurements. I inserted the sample plate into the STM for
imaging, electronic transport measurements, and gold dosing.

Figure 5.1 An optical microscope image of the graphene FET
device with gold contact pads. Two of the 7 contacts were
wired up for electrical measurements. Inset: The dotted outlines marks the border of the graphene flake.
Gold dosing was done using a home-built electron-beam evaporator. The dosing quantity
was detected by monitoring the graphene FET resistance with respect to time, shown in the
plot in Figure 5.2a. At ∼45s, gold began evaporating onto the surface of the graphene FET
while the STM stage sat at a temperature of 9K. I confirmed gold deposition by the stepped
increase in resistance in the graphene from 3.65 kΩ to 3.90 kΩ. STS data on the graphene
surface is also compared before and after gold dosing, showing a ∼120mV shift in Fermi level
in Figure 5.2b. This corresponds to significant n-doping, expected for gold doping.
An STM image of the graphene FET shows a topographically rough surface with an RMS
of 0.167 nm, typical of graphene on 300nm SiO2 (Figure 5.3a. Looking at the differential
conductance (dI/dV) map, two distinct defects on the graphene surface are visible. The first
defect at the top center of the dI/dV images, named D1, hosts a large charged signature
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Figure 5.2 a) Resistance of the graphene FET over time, showing a spike in resistance of ∼250 Ω at the time of gold evaporation ∼45s. b) STS data before and after gold evaporation
showing a n-doping of ∼120 mV.

Figure 5.3 a) Topographic STM image of the graphene FET
surface. b-h) dI/dV maps of the same are as a) at incremental
biases from -60mV to 80mV. Two defects are visible in the dI/dV
maps: one large, charged defect in the top center and one small,
uncharged defect in the lower right corner.
(Figures 5.3b-h), most clearly visible at higher biases. The dotted circle in Figure 5.3f shows
this defect at the most visible voltage. The second defect, D2, is smaller and most visible
in Figure 5.3b, circled in the bottom right corner. This defect does not show a charge
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signature, but Friedel oscillations can be seen surrounding it in the topographic images.
The first defect I analyze is D1 by autocorrelation analysis, a method for investigating the
presence of localization.

5.2

Au on Graphene Localization Analysis

The defect D1 creates a large charge signature on the graphene, extending across an
area of about 30nm. Before deposition, no defects with a charge signature as large as this
30nm signature were seen in dI/dV maps of the graphene FET. As we deposited gold on
the graphene surface and gold is also an electron donor, we concluded this defect to be gold
atoms or a cluster of gold atoms. We then begin to look for signs of localization around
these gold atoms to begin our analysis and search for evidence of a MIT.
Localization can be measured spatially from STM dI/dV maps using the autocorrelation
function C(i, j). As the localization length is a measurement of an location’s LDOS similarity
to neighboring positions, the autocorrelation length, which measures a pixel value’s similarity
to neighboring pixels, is directly analogous. From the dI/dV maps in Figures 5.3b-h, I calculate the autocorrelation matrix for each, following the equation I describe in Section 1.3.5.
P
C(i, j) =

i0 ,j 0

n1 (i0 , j 0 )n2 (i0 + i, j 0 + j) − hn1 ihn2 i
p
(hn21 i − hn1 i2 )(hn22 i − hn2 i2 )

(5.1)

Here I use this summation form to calculate the autocorrelation matrix, instead of the
FFT method C(i, j) = F(X)F ∗ (X), because the summation form gives a truly normalized
result. This is important for comparing autocorrelation matrices from different images.
These matrices, shown in Figure 5.4, visually display the normalized autocorrelation length
of the corresponding dI/dV maps. A correlation value is calculated for all distances with
respect to each pixel of the original dI/dV maps. These correlation values are summed and
represented with distance from the origin (0,0) of the autocorrelation matrix. The scale of
completely correlated to uncorrelated goes from 1 to 0. Therefore, for my autocorrelation
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matrices, the larger the white spot in the center, the larger the autocorrelation length. This
consequentially indicates a larger localization length of the system.

Figure 5.4 Autocorrelation matrices of the dI/dV maps in Figures 5.3b-h, calculated from Equation 5.1. Each matrix has a
bright spot in the center that corresponds directly to the image
autocorrelation length.
Radially averaging these autocorrelation matrices gives condenses information about
correlation lengths at each bias. Figure 5.5 shows this radially averaged autocorrelation
length at each bias for the dI/dV maps both including and not including the large, charged
defect. Immediately noticeable is the increase in correlation length from 40 mV to 80 mV for
the charged defect, which is not present in dI/dV maps not containing this defect, shown in
Figure 5.5b.
Figure 5.6 shows my calculations in comparison with other published work by Singh, et
al [90]. Their worked used used a graphene FET on SiO2 with a doped silicon back gate.
Figures 5.6a,b are dI/dV maps at back gates of -50V and 50V, respectively. Figures 5.6c,d
are corresponding autocorrelation matrices showing a larger bright center, and therefore a
larger correlation length, for 50V. My data is directly comparable with Figures 5.6e,f showing
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Figure 5.5 Visualization of the radially-averaged correlation
lengths with changing bias from a) the matrices in Figure 5.4ag. b) radially averaged correlation lengths with changing bias
of the same dI/dV maps in Figure 5.3b-h, but not including the
charged defect in the top center of each image.
dI/dV maps and Figure 5.6g,h the corresponding autocorrelation images, with h exhibiting
the larger correlation length.
There are several possibilities for an increase in correlation length with respect to STM
tip bias. Charge puddling around the Dirac point is also known to create an increase in the
correlation length at STM biases close to the Dirac point, which is the cause of the large
autocorrelation length in Figure 5.6b. However, in our case, this is not a viable explanation.
As shown in Figure 5.2b, the Dirac point has shifted to negative biases, while the increase
in correlation length corresponds to higher biases. Therefore, reduced screening of charge
puddling cannot be used to explain the correlation length increase.
As the defect is large enough to be a cluster of gold adatoms, it is possible that the
increase in correlation length is due to an onset of localization within the cluster of gold
atoms. This explanation would hint at the beginning of a metal-insulator transition around
this local cluster region: one of the observational goals of this project, but more data and
gold deposits will be required to make this conclusion. The aim of the experiment was
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Figure 5.6 a,b) Example dI/dV maps of graphene on SiO2 and
c,d) corresponding autocorrelation matrices for comparison with
my data. This group found a larger correlation length at a 50V
back gate than at -50V, shown by the more extend bright spot in
the center of d) [90]. e,f) My own dI/dV maps taken at -60mV
and 80mV, respectively. g,h) corresponding autocorrelation matrices calculated from the dI/dV maps, showing a larger bright
spot and correlation length in h).
originally to correlate spatial STM images with electronic transport while incrementally
increasing disorder with gold adatoms. My primary goal was to find signs of localization, an
indicator of an MIT, through the type of temperature dependent transport and the measured
localization length in STM images. Unfortunately, due to experimental issues, I could not
continue the planned experiment. Breaks occurred in the graphene at the gold contact pad
connections, confirmed by optical images, and so I no longer had control over the back
gate nor source-drain biases. Breaks like this are known to occur due to rapid or repetitive
thermal cycling, as my experiment requires. Therefore, the analysis in this section fell onto
work done by STM.
A continuation of this experiment would involve a fully functional graphene FET, and
would consist of more gold depositions, giving better insight into how the gold is deposited
on the surface: whether in clusters or single adatoms. More depositions, combined with a
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functioning back gate, could confirm the cause for the drastic increase in correlation length
in my data, shown in Figure 5.5a. I would also continue to look for signs of localization using added disorder, STM tip bias, and FET back gate as control parameters, and hopefully
mapping out the phase space with respect to these parameters. A combination of temperature dependent transport and spatial imaging would give insight into the MIT phase change
process. I could correlate the transport and STM imaging, and make conclusions on the continuous transition via electronic transport while watching for spatial inhomogeneities that
form during the transition.

5.3

Intervalley Scattering Analysis

In order to best understand the role that defects play in 2D materials properties, an
in-depth analysis of defects is important. Intentionally created defects on a material surface
are easier to analyze due to knowledge and control of the process, but this is not necessarily
the case for unintentionally created, or inherent, defects. Unintentionally created defects
from fabrication or growth processes can have non-ideal, asymmetric structures, or have an
unknown origin, which can make them hard to characterize. However, characterization is
still important as they will still have an effect on the 2D material properties such as local
doping and scattering, potentially effecting macroscopic material properties.
Here I take advantage of quasiparticle interference (QPI) caused by an unknown defect to
characterize the defect. QPI is an incident/backscattered quasiparticle interference process
that creates standing wave Friedel oscillations surrounding a scattering site. Some quantum
properties that scattering is dependent on include the dispersion relation, Berry phase, and
scattering decay rate in the host material. In the following two sections, I describe two methods of analyzing a defect of unknown source using the Friedel oscillation pattern stemming
from the defect. These two methods I name the Decay Method and the Dislocation Method.
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5.3.1

Decay Method

The use of this method relies on the distinct Friedel oscillation decay rates for intervalley
and intravalley scattering in monolayer graphene. In 2008, Bena computed the effect of
single-impurity scattering on the Fourier transform of the local density of states in monolayer
graphene. For intravalley scattering, the Friedel oscillation decays as r−2 , while for intervalley
scattering it decays as r−1 [171]. The method I designed here uses this known decay rate to
pinpoint the center of the scattering site.
The defect selected for analysis is from an STM topograph, shown in Figure 5.7a. Since
this method exclusively uses intervalley scattering, I applied a fast Fourier transform (FFT)
to the STM image in Figure 5.7a, resulting in the image in Figure 5.7b. To decipher the
Bragg spots in this FFT image I radially averaged the FFT and plotted the result in orange
Figure 5.8a. Two peaks show in this orange plot with wavenumbers ∼5.15 nm−1 and ∼8.75
nm−1 . The ratio of these peaks is ∼1.70, close to the expected lattice/scattering wavenumber
ratio of 1.73 for intervalley scatting QPI. As a comparison, I also radially average the FFT of
a topographic image far from the defect, shown in blue in FigureFigure 5.8. This plot has no
scattering QPI peak, which is expected as the location was far from the scattering site and
1
the QPI decays as . I applied this analysis to three other images of the defect at different
r
biases, resulting in the table in Figure 5.8b. After confirming the Bragg peaks associated with
intervalley scattering QPI, I then filtered for these peaks in the FFT, shown in Figure 5.7d.
Applying the inverse FFT to Figure 5.7d then provides the spatial image in Figure 5.7b,
clearly showing the periodic lattice-like structure of the quasiparticle interference pattern.
The rest of the Decay Method analysis is to fit the decaying amplitude from the defect
1
center to a f (r) ∝ . At first glance, the ideal approach would be to fit a 2D curve over the
r
entire image to the radial function:

f (r, θ) =

A
sin(ωr r − φr ) + B sin(ωθ θ − φθ ) + C
r−d
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(5.2)

where d is the location of scattering source. In Cartesian coordinates, this equation turns
into:

p
A
f (x, y) = p
sin(ω1 (x − m)2 + (y − n)2 − φ1 )
(x − m)2 + (y − n)2
y−n
) − φ2 ) + C
+B sin(ω2 tan−1 (
x−m

(5.3)

where the center scattering coordinate is (m, n). However, for the STM data we collected on
these defects, this method does not apply well. This is due to the irregular shape of the defect
which causes an irregular interference pattern surrounding the defect with constructive and
destructively interfering patches. The shape of the defect is also non-circular, adding to the
difficulty of the fit.
The next strategy was to fit data cuts taken from the FFT-filtered images. From the
FFT-filtered image in Figure 5.9a, I extracted data cuts of of regions that appeared to be
well-behaved stemming from the defect. These cuts were sent through a MATLAB program
that applied a Gaussian smooth with σ = 2. Local maxima within 3x3 pixels were then
found and outputted to a new matrix shown in Figure 5.9b. The following fits were applied
to these select maxima to avoid extra sinusoidal fitting parameters. I also switched from a
1
1
radially decreasing f (r, θ) ∝ to a planar f (x, y) ∝ . Allowing for fits rotated by any
r
x
angle θ and a center at location (m, n) gives the following equation:

f (x, y) =

A
+C
(x − m) cos(θ) − (y − n) sin(θ)

(5.4)

Here, a is the maximum oscillation amplitude, (m,n) is the scattering center position, θ is
some angle rotated about the z-axis, and C is the height offset. I fit equation 5.4 to the
line profile and using parameters a, d, ω, φ, and c, shown in Figure 5.4. The parameters
of interest for this method are m and n, the x and y coordinated marking the center of the
scattering site, assuming the r−1 decay rate holds true.
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Figure 5.7 a) STM topograph of an area containing a defect
on interest and b) it’s corresponding FFT image. c) The FFTfiltered image corresponding to the inner Bragg spots in b) and
d) it’s FFT image.
For all data cuts I then plot (m, n) onto the STM image in Figure 5.9c as stars of the same
color as the data cuts. The fitting statistics to these four data cuts are shown in Figure 5.9d
with m, n, and SSE values. The scattering center ranges overlap well and are in reasonable
agreement with each other. Finding the standard deviations of the scattering centers in both
the x and y directions gives values σm = 0.60nm and σn = 0.29nm, which linearly contains
about 5 atomic sites, providing evidence that the defect contains one primary scattering
center.
There are, however, pitfalls to this method. Firstly, I found that there is a large variation
in final fitted parameters when using different initial conditions. I made attempts to find
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Figure 5.8 a) Plot of the radially averaged FFT of an STM image at locations far from the defect and near the defect, shown
in blue and orange, respectively. STM image was taken at 80mV
and Laplacian filtered. The blue plot shows only one peak corresponding to the lattice wavenumber, while the orange plot
has an extra peak corresponding to the intervalley Friedel oscillation wavenumber. b) Table of the measured scattering and
lattice wavenumbers from images taken at four different biases.
The ratio of lattice/scattering wavenumber is √
shown in the last
column, to be compared with the expected 3 = 1.73 ratio.
The errors are calculated from ±FWHM of the peaks.
initial conditions that provided fits with the lowest SSE, but there is still likely better fits
to the data than I found. A better method here would be to "fit the fit", varying the initial
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Figure 5.9 a) MATLAB image of the FFT-filtered defect region, with a data cut to be fitted to circled in blue. b) An image
of local maxima from a) used in the fitting to eliminate unnecessary fitting parameters. Each maxima likely corresponds to a
QPI lattice peak. c) The maxima from the four data cuts I took
from a). The scattering center from each cut is shown as a star
of like-color. d) Statistics on each data cut.
conditions algorithmically and finding the fit with the best SSE. Secondly, I found that the
fittings were not as straight forward at all biases. The image that I fitted to in Figure5.9
was the best behaved of the several images I took with the STM.
In all, this Decay Method is a promising method, and can easily be fine-tuned in the
future for more applications. It is a good tool for confirming the number and location of
scattering sites in non-ideal surface defects. It also is good for confirming characterization
results with the next analysis method, the Dislocation Method.
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5.3.2

Dislocation Method

The second method for non-ideal defect analysis uses the Berry phase of the Graphene,
following from [81]. Probing the Berry phase typically requires a magnetic field, but the
technique explained here uses an STM imaging of QPI to probe the Berry phase of the
graphene. This technique detects Y-shaped dislocations in the Friedel oscillations caused by
the pseudospin winding around the graphene Dirac cone. A full description of the physics
here follows.

Figure 5.10 Scattering diagrams for intervalley and intravalley
backscattering. Intervalley backscattering involves a rotation of
the pseudospin dependent on it’s initial momentum θq , rotating
pseudospin by -2θq . Intravalley backscattering always rotates
the pseudospin by π. [81]
Knowing the two types of valley scatterings and how they interact with the valley pseudospin are important in understanding this physical phenomena. Intravalley backscattering
in graphene involves a π rotation of the pseudospin, preventing any Friedel oscillations from
forming. Intervalley backscattering, however, rotates the pseudospin by angle −2θq , with θq
the angle of incidence and θr the angle of backscatter. Therefore the pseudospin rotation
is dependent on the angle of incidence. Since this pseudospin rotation is not always π like
in intravalley backscattering, the Friedel oscillations are not destroyed and we observe the
standing wave pattering in Figure 5.7a haloing the bright defect. In Figure 5.7b I’ve filtered
exclusively for this standing wave pattern. It’s this Friedel oscillation standing wave pattern
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that’s directly related the graphene Berry phase. The relation of these two can be understood
when considering circling the STM tip around the graphene defect. As the tip circles the
defect, it implies circling the incident electron’s momentum q on a closed iso-energy contour
around the Dirac point, as θr is locked on θq . An analogy can be made to the trajectory of
the momentum in a cyclotron orbit, where the STM tip moving around the defect replaces
the adiabatic transport of the electrons in magneto-transport measurements [81].
As the known Berry phase in graphene is γ = π, which is equal to half the winding of
θr , the number of dislocation that occur per defect satisfies:

2πN = 4γ

(5.5)

where N is the number of dislocations per defect and γ is the Berry phase [172]. Therefore,
in monolayer graphene with a Berry phase of π, two dislocations must exist per scattering
site. As these dislocations directly relate to the Berry phase of the material, using knowledge
of the material’s Berry phase can be used as a tool in defect characterization.
Figure 5.11 shows an example of these dislocations in Friedel oscillation for H adatoms
on graphene. Figure 5.11a shows the topographic image of two H defects. An FFT is then
applied and filtered for intervalley Friedel oscillations along one momentum direction, shown
in the inset of Figure 5.11b. Figure 5.11b shows the resulting image, containing diagonal lines
throughout the image. The two dotted circles contain two dislocations each, corresponding
to an appropriate Berry phase of π in the monolayer graphene.
In my image of a defect with a non-ideal structure in Figure 5.12a, distinctly different
from those in Figure 5.11a, I apply the same analysis as Dutreix, et al. Applying the
FFT, filtering for a single Bragg spot direction, and applying an inverse FFT, I end with
a spatial image with clear Friedel oscillations from the intervalley QPI. Looking closely at
Figure 5.12c, two dislocations are seen, marked by the yellow dotted circle. These two
dislocations correctly correspond to a single scattering site in graphene, in agreement with

113

Figure 5.11 a) STM topograph of H adatoms on graphene on
SiC, showing a clear electronic signature. b) STM topograph
after filtering for Bragg spots in a single direction. The Friedel
oscillations show as stripes, and Y-shaped dislocations are seen
corresponding to the locations of the H adatoms. inset: FFT
of a) showing the filtering for the Bragg spots, highlighted and
circled in pink. Figure adapted from [81]
the result from the Decay method.

Figure 5.12 a) STM topograph of the unknown defect of interest exhibiting intervalley Friedel oscillations. b) Applied FFT of
the image a). c) The direction and frequency circled in dotted
yellow circles in b) are filtered for, and an IFFT is applied to
create a spatial image again. Two dislocations in the oscillations
in this direction are found around the defect site, corresponding
to a Berry phase of π and confirming a single source scattering
site.
In conclusion, non-ideal defects may be difficult to topographically characterize, but
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using the QPI induced Friedel oscillations lend a hand. The two methods I describe, the
Decay Method and the Dislocation Method, are in agreement with each other, pointing to
a single-site scatterer. They prove to be robust methods, even with messy-looking defect
structures, and will be useful for further defect analyses.
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CONCLUSION

As shown in the previous three chapters, I made progress studying the role of defects and
disorder in three different van der Waals materials: black phosphorus, TaS2 , and graphene.
From my work I identify the source of doping in black phosphorus crystals; I show sample
dependence in TaS2 and the importance of fully characterizing prepared samples; and I
show progress in my investigations of metal-insulator transitions in graphene, as well as
create new techniques for characterizing defects in graphene. This work creates progress in
understanding the role that defects and disorder play in these materials, helping to fine-tune
material growth processes for future commercialization.
With my research findings, further steps can be made in studying these van der Waals
materials and better controlling their fabrication processes. My work identifying the cause of
doping in black phosphorus devices and variations among TaS2 samples give new directions
of focus for researchers working on BP and TaS2 device fabrication. As for my work with
graphene, I have shown a proof-of-concept for studying MITs using STM and gold evaporation. The next steps in this work are to increase the number of gold evaporations until
an MIT is both confirmed spatially via STM as well as by electronic transport. This study
will shed light on the spatial inhomogeneity of the MIT, as well as show the role that local
defects play. Finally, my new defect characterization methods for graphene will assist in understanding the types of scattering, and hence effects on electronic transport, that unknown
defects in the graphene cause. These methods can also be extended to other materials, mak-
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ing them more broadly applicable. This again is another step toward understanding all the
fine details of disorder in preparation for commercialization.
Bringing back the perspective on these studies, the ultimate goal researching these van
der Waals materials is to find commercial applications. As such, the inherently useful and
unique physics found in these materials is not solely enough to bring them to industry.
Material fabrication needs to be consistent and reproducible for any commercialization to
succeed. Just as with silicon technology, defects and disorder in these new materials must
be finely controlled in order to create reliable electronics in mass production.
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Appendix A
Lithography
A.1

Photolithography

A wet-etching photolithography method is recounted for graphene FET production. All
chemicals and equipment for the process are provided by The University of Maine’s (UMaine)
CORE microfabrication cleanroom through their user program. We use a two-step process
to produce the FETs: Step 1 laying down the contacts and Step 2 etching the graphene Hall
bar.

A.1.1

Materials/Chemicals

The following starting materials and chemicals were used in the fabrication process:
• CVD Graphene: 1cm2 single layer CVD grown graphene transferred onto SiO2 ,
purchased from Graphenea, is used as a starting graphene material. The substrate
silicon is highly doped with an oxide layer of 300nm.
• Photomasks: Two photomasks (one for each lithography step) designed in a CAD
software and etched by the UMaine CORE staff.
• Positive resist: AZ 1512 resist, produced by MicroChemicals.
• Positive undercut: LOR 5B resist, produced by Kayaku Advanced Materials (formerly MicroChem), is used as a sacrificial undercut layer. This resist helps the solvent
reach the top layer resist during the lift-off process after gold deposition.
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• Negative resist: AZ nLOF 2020 resist, produced by MicroChemicals. An undercut
layer is not required for the negative resist for this process.
• Positive resist solvent: BAKER PRS-2000 Stripper, produced by J.T.Baker.
• Negative resist solvent: AZ Kwik Strip, designed to be used with the AZ nLOF
2000 series resists.
• Developer: AZ MIF 300 is used as a developer for the positive resist. This developer

Figure A.1 Cross-section visualization of the two-step lithography process. The steps go in order of written sections. Step
1: a) clean substrate, b) spin photoresists, c) exposure and development, d) metal deposition, and e) lift-off. Step 2: f) clean
substrate, g) spin resist, h) exposure and development, i) plasma
etch, and j) solvent clean.
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Figure A.2 CAD drawing of a hall
bar geometry pattern to be etched
into a photomask for photolithography. This design is etched into two
separate photomasks. The first mask
includes the contact patterns (blue)
and alignment markers (red). The
second mask includes the hall bar
channel (green) and a second, identical set of alignment markers. The
CAD drawings are saved as two separate files for submission, with the
blue and red patterns on Plate 1 and
the green and red patterns one Plate
2. This design pattern is 500µm by
500µm.
is 2.38%wt TMAH in water and should be handled with extra caution.

Photomask design and production
Before production can begin, photomasks must be designed and submitted to UMaine’s
CORE staff to be etched into plates. For this two-step process, two photomask plates need
to be produced: Plate 1 with the contact designs and Plate 2 with the Hall bar design. The
patterns for these plates can be drawn in a CAD software, such as KLayout. Due to the
limitations of the equipment at UMaine, feature sizes cannot be below 5µm. Figure A.2
shows an example of a CAD drawing for the photomask plates.
Alignment markers, displayed in red, are placed in a rectangular pattern on each photomask pattern. These markers help with aligning the photomask over the preexisting contact patterns for Step 2. The markers are placed on the four corners to not only translationally align, but rotationally align.
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A.1.2

First Step Process

Clean substrate
The starting 1cm2 CVD graphene chip is first cleaned with a solvent rinse. Holding the
CVD graphene with carbon tip tweezers, and avoiding making contact with the graphene-side
of the chip, the graphene is rinsed for 30 seconds with acetone, 30 seconds with isopropanol,
and 30 seconds with deionized water (from here on referred to as a ’solvent rinse’). A nitrogen
gun is used to dry the chip. Hold the chip by the sides on a Kim wipe to ensure no water is
trapped underneath the chip, or by the tweezers. Bake the chip at 150◦ C for 10 minutes to
remove moisture from the surface.

Spin photoresists
Once baked, spin coat the sacrificial photoresist layer. Begin by mounting the chip in
the spinner and turning on the vacuum. To deposit the photoresist onto the surface, use a
new syringe. Make sure to push out any air caught in the syringe to prevent air bubbles in
the deposited resist, ensuring an even coating on the chip. Make sure to cover the entire
chip surface with photoresist. The following spinner recipe is executed for spinning positive
resist layers:
Step

Speed

Accel.

Time

1

400RPM

5RPM/s

10s

2

3500RPM

2.5RPM/s

40s

3

1000RPM

4RPM/s

0s

4

0RPM

-

10s

Bake the chip at 180◦ C for 4 minutes and let cool. Then spin the top resist layer AZ
1512 using the same technique and recipe as the first resist layer. Bake the chip again at
95◦ C for 1 minute.
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Exposure and development
Mount the contact design mask in the mask aligner. Secure the chip on the plate below
the mask aligner using double-sided scotch tape. Scotch tape is required due to the light
weight of the chip and its tendency to stick to the mask. The photomask Plate 1 is then
aligned and lowered over the chip. Use an exposure energy of 88mJ at a constant power.
Confirm the mask aligner’s power output before each exposure, since it varies slightly dayto-day. Divide the wanted exposure energy (88mJ) by the power output to get the exposure
time.
After exposure, develop the chip in an AZ MIF 300 bath for 30 seconds. Rinse the chip
in IPA for 30 seconds as a stopper solution, followed by DI water for 30 seconds. Check
the surface of the chip with an optical microscope for complete development. If the contact
channels are not fully developed, bathe the chip in the developer for 5 more seconds, rinse
again in IPA and DI water, and check with the microscope. Repeat this cycle until satisfied
with the product.

Metal deposition and Lift-off
Deposit the metal for the chip contacts by atomic layer deposition (ALD). Secure the
chip to the ALD mounting plate by either metal clips or Kapton tape. First deposit 5Å of
either chromium or titanium for a sticking layer. Then deposit between 500Å and 1000Å of
gold on top. Put the chip in a lift-off bath of BAKER PRS-2000 overnight. Cover with a
petri dish to prevent the bath from evaporating.
The next day, make sure all the excess gold is removed from the surface of the chip before
removing it from the lift-off bath. To do this, use a pipette to gently agitate the solvent.
Remove the chip from the lift-off bath and put it through a solvent rinse and N2 dry. When
removing the chip from the lift-off bath, keep it under a stream of acetone. This will prevent
any suspended gold in the solvent from sticking to the surface and shorting contacts. Using
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an optical microscope, check the surface to make sure gold contacts are intact. Bake the
chip at 150◦ C for 10 minutes.

A.1.3

Second Step Process

Spin resist
Spin negative photoresist AZ nLOF 2020 onto the chip. Use the same technique to
deposit this layer of resist as the positive resist, making sure the entire chip is covered and
no bubbles are present in the resist. Use the recipe listed in the table to spin the resist.
Step

Speed

Accel.

Time

1

400RPM

5RPM/s

10s

2

2500RPM

2.5RPM/s

40s

3

1000RPM

4RPM/s

0s

4

0RPM

-

10s

After spin coating, bake the chip at 110◦ C for 1 minute.

Exposure and development
Mount the chip onto the mask aligner plate as before with scotch tape and load photomask Plate 2. When aligning the mask to the chip below, use the alignment markers as a
guide. There are four alignment markers per pattern. Using the outside corners as a reference will produce the best results to correct any translational and rotational offset. Expose
the sample to 60mJ of UV light using the same power and time calculation as described in
the first step. Remove the chip from the mask aligner and bake at 110◦ C for 1 minute to
finish hardening the exposed resist. Check in the optical microscope for alignment accuracy
before proceeding. Some misalignment of the graphene bars with the contacts is acceptable
due to the underlying graphene.
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Plasma etch and solvent clean
To etch the graphene into the Hall bar pattern, use an oxygen plasma etch. Expose
the surface of the chip to 40s of 150W oxygen plasma (often the clean/descum setting of a
plasma etcher). This will etch away the surrounding graphene without etching through the
oxide or the hardened resist. Finally, bathe the chip in AZ Kwik Strip for 10 minutes and
sequentially put through a solvent rinse and N2 gun dry. Check the surface of the chip in an
optical microscope for result quality.
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A.2

Electron-beam lithography

This two-step e-beam lithography method was developed by Justin Young at Ohio State
University, and is fully described in his thesis [173]. Our methods differ only slightly due to
some differences in equipment. Here, I give a brief description of the process and the work
involved.

A.2.1

Materials/Chemicals

The following starting materials and chemicals were used in the fabrication process:
• CVD Graphene: 1cm2 single layer CVD grown graphene transferred onto SiO2 ,
purchased from Graphenea, is used as a starting graphene material. The substrate
silicon is highly doped with an oxide layer of 300nm.
• Positive resist: 950 PMMA A4
• Positive undercut: MMA (8.5) MAA EL 11
• Negative resist: HSQ, Dow Corning (XR 1541-004).
• Positive resist developer: MIBK, 1:3 (MIBK: IPA)
• Negative resist developer: MF-319

E-beam pattern design
The pattern for e-beam exposure was designed using KLayout and saved as .DXF, shown
in Figure A.3. Different layers are used for the metal contacts and the graphene channel in
order to separate the first and second day e-beam writing. Alignment markers are placed on
each pattern to assist in second step alignment.
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Figure A.3 Snapshot of an e-beam lithography FET image file
drawn with the application KLayout. The patterns in the file
are separated into 4 layers: large contacts, fine contacts, alignment markers, and graphene channel. This separation allows for
easy alterations of the FET and selective layer exposure during
different lithography steps.

A.2.2

First Step Process

The pattern we create here requires a 2-step e-beam process. The first step here uses a
positive resist to create the metal contacts on top of the CVD graphene.

Clean substrate
The starting 1cm2 CVD graphene chip is first cleaned with a solvent rinse. Holding the
CVD graphene with carbon tip tweezers, and avoiding making contact with the graphene-side
of the chip, the graphene is rinsed for 30 seconds with acetone, 30 seconds with isopropanol,
and 30 seconds with deionized water (from here on refered to as a ’solvent rinse’). A nitrogen
gun is used to dry the chip. Hold the chip by the sides on a Kim wipe to ensure no water
is trapped underneath the chip, or by the tweezers. Baked the chip at 150◦ C for 10 minutes
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to remove moisture from the surface.
Spin photoresists
The next steps are to spin coat the substrate with the positive e-beam resists. First,
using a plastic pipette and a spin coater, coat the substrate with the copolymer using the
following parameters.
Step

Speed

Accel.

Time

1

3,000RPM

10,000RPM/s

75s

2

0RPM

10,000RPM/s

5s

Bake the sample for 2 minutes at 150◦ C. Then apply the PMMA photoresist using the
parameters:
Step

Speed

Accel.

Time

1

6,000RPM

10,000RPM/s

60s

2

0RPM

10,000RPM/s

5s

and subsequently bake for 5 minutes at 180◦ C.
E-beam and development
Once the sample is in the SEM, care must be taken to ensure the surface isn’t exposed
to the e-beam. Using the navigation guide for the SEM, find the corner of the SiO2 wafer
that is acceptable for e-beam exposure. Use this corner of the wafer to focus the SEM beam
and stigmators. Once navigating, it’s crucial to only move the stage in increments while the
SEM is blanked to prevent accidental surface exposure.
Set up the SEM writing based on the system’s instructions. For the Elionix, this included
cutting the write field into 500nm chunks, converting files into .CEL, and entering dose
parameters. For my work I used 1250µC/cm2 , 5nA, and 0.25µS/dot.
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After the e-beam writing, remove the sample from the SEM and develop in a MIBK/IPA
(1:3 ratio) for 45 seconds, then subsequently rinse with IPA for 30 seconds. Check the
development under a microscope. If the sample looks underdeveloped, repeat with the
MIBK/IPA in 10 second increments and rise with IPA.
Metal deposition and Lift-off
Metal is deposited onto the substrate using a Denton EE-4 e-beam evaporator. A 1nm
Ti seed layer is first deposited at a rate of 0.5Å/s, followed by a 75nm Au layer at 1.1Å/s.
After the metallization, the substrates are submerged in a beaker with hot acetone at 75◦ C,
which sits in a beaker of water to help distribute the heat. To encourage the lift-off process,
I gently agitate the substrate surface with acetone using a pipette. For lift-off generally
takes 1-2 hours. Do not remove the sample from the acetone until lift-off is completed. Once
complete, rinse the samples in cold acetone, IPA, and dry with a nitrogen gun.

A.2.3

Second Step Process

This second step uses a negative e-beam resist to create the graphene conductive channel
in the middle of the device. Alignment is important in this step, as the SEM needs to write
this graphene channel over the correct spot using only the alignment markers.
Spin resist
The next steps are to spin coat the substrate with more e-beam resist. Coat the substrate
with a protective PMMA layer using the same parameters as in the first step:
Step

Speed

Accel.

Time

1

6,000RPM

10,000RPM/s

60s

2

0RPM

10,000RPM/s

5s

and bake the sample for 5 minutes at 180◦ C. Next is to spin coat the HSQ resist at conditions:
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Step

Speed

Accel.

Time

1

3,000RPM

10,000RPM/s

60s

2

0RPM

10,000RPM/s

5s

followed by a first bake for 2 minutes at 120◦ C and a second bake for 3 minutes at 200◦ C.
Special care must be taken with the HSQ, so be sure to follow the details described in Justin
Young’s Thesis Appendix A [173].

E-beam and development
Firstly, make sure the sample is inserted into the SEM with the same orientation as the
first writing. This second e-beam writing process uses the same writing parameters as the
first, but only writes the second step layers, shown in Figure A.3. The alignment markers at
this step ensure the layers are written over the correct region. For the design that I used, the
markers are located at (0µm,±260µm) with respect to the center of the pattern. You will
need to tell the machine that you have two markers in your pattern and give the coordinates.
Overlay the first marker with the cross-hair on the screen and notify it when centered. then
move to your second marker and do the same.
Once the pattern is written, remove the sample from the SEM.

Plasma etch and solvent clean
To etch the graphene into the Hall bar pattern, use an oxygen plasma etch. Expose
the surface of the chip to 40s of 150W oxygen plasma (often the clean/descum setting of a
plasma etcher). This etches away any of the negative e-beam resist that was not exposed to
the SEM writer. Finally, bathe the chip in AZ Kwik Strip for 10 minutes and sequentially
put through a solvent rinse and N2 gun dry. Check the surface of the chip in an optical
microscope for result quality.

143

Appendix B
Programs for data collection and analysis
LabVIEW and MATLAB programs were written for Hollen lab data collection and management. The following lists include LabVIEW VIs, LabVIEW subVIs, and MATLAB programs written by me.

B.1

LabVIEW

LabVIEW programs are built for use use with Keithley 2450s, HP33405 voltmeters, a
SR5302 lock-in, and a LakeShore — via GPIB connection. For most programs, an autosave
program saves the collected data in appropriate, time-stamped folders.

Program name

Description

Gate-sweep lock-in.vi

Uses a Keithley 2450 for gate bias control and an
SR5302 lock-in for drain-source measurements. Not capable of temperature-dependent measurements.

Gate-sweep lock-in with STM tem-

Uses a Keithley 2450 for gate bias control and an

perature control.vi

SR5302 lock-in for drain-source measurements on samples connected to the feedthrus in the STM. The heaters
work to reach the input temperature setpoints, at which
gate-sweep data is collected.

Gate-sweep
reader.vi

lock-in

with

MMR

Uses a Keithley 2450 for gate bias control and an
SR5302 lock-in for drain-source measurements on samples wired to the MMR. The program reads and records
temperature data as the MMR warms/cools.
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Battery box.vi

Reads and saves data that is read from two Keithley
2450s in real-time. Primarily used for battery box data
collections.

STM temperature control.vi

Communicates with the LakeShore to read and control the temperature of the STM sample or cold head.
All temperature data is recorded and displayed continuously, as well as autosaved.

STM temperature monitor.vi

Communicates with the LakeShore to read temperature
data from both cold head and sample sensors. Data
is not recorded or saved, temperature cannot be controlled.

STM tip detection.vi

Uses a Keithley 2450 to measure the resistance of a
sample in the STM. Needs to be used on samples with
a large applied STM bias.

Table B.1 LabVIEW VIs built for Hollen Lab equipment control and data collection. They are located on the Hollen Lab
box account under All Files\Hollen Lab\Resources and Programs\LabVIEW\UNH\Archived.
Program name

Description

Autosave 4.0.vi

Saves the data in a text file to the previously determined
file path by File Path Setup.vi (Directory Setup.vi) under a name determined by Specific File Setup.vi (File
Setup.vi)

File Path Setup 4.0.vi

Sets up the path for the data file to be saved. The path
is organized by experiment name, date, and data type.

Initialize Sweep Points.vi

Creates an array of voltage or current values for the
Keithley to output.

Initialize Transport Instruments.vi

Initializes all instruments for transport measurements
(Keithleys, Lock-in).

Specific File Setup 4.0.vi

Sets up the file nomenclature. All data sets are timestamped text files.

Temperature Array Configure.vi

Takes the value at the first index of the temperature array and determines it is within range of the temperature
setpoint to be reached.
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Temperature Setpoint Configure.vi

Works in conjuction with Temperature Array Configure. Changes the temperature setpoint as necessary.

Table B.2 LabVIEW subVIs built to work with the previous VI list. They are located on the Hollen Lab box
account under All Files\Hollen Lab\Resources and Programs\LabVIEW\UNH\Archived\subVIs.

B.2

MATLAB

The following MATLAB programs I wrote to work with exported transport data from
LabVIEW and STM/AFM images. All STM/AFM images must first be converted from .sm4
to .mat using Jason Moscatello’s sm4tomatlab.m program, found on box at All Files\Hollen
Lab\Resources and Programs\MATLAB\Jason Moscatello - RHK sm4 related programs.

Program name

Description

ExtractTransportData.m

Perform this function on a folder of transport data outputted by the LabView program. The function will collect all data into a structure and save it as transportdata.mat in the same folder.

PlotTransportData.m

Plots data from the transportdata.mat file. Axis, averaging, and data-directional options are available to the
user.

PlotGateData.m

Plots a series of gate-dependent spectra in a waterfallstyle plot.

StepHeight.m

A user-interactive program that gives statistics on step
heights from STM/AFM images.
Table B.3 MATLAB programs written for Hollen Lab data
management and STM/AFM image analysis. They are located on the Hollen Lab box account under All Files\Hollen
Lab\Resources and Programs\MATLAB\Functions.
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