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On the circular chromatic number of a subgraph of the Kneser
graph
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Abstract. Let n, k, r be positive integers with n ≥ rk and r ≥ 2. Consider a circle C
with n points 1, . . . , n in clockwise order. The r-stable interlacing graph IG
(r)
n,k is the graph
with vertices corresponding to k-subsets S of {1, ..., n} such that any two distinct points
in S have distance at least r around the circle, and edges between k-subsets P and Q if they
interlace: after removing the points in P from C, the points in Q are in different connected
components. In this paper we prove that the circular chromatic number of IG
(r)
n,k is equal to
n/k (hence the chromatic number is ⌈n/k⌉) and that its circular clique number is also n/k.
Furthermore, we show that its independence number is
(n−(r−1)k−1
k−1
)
, thereby strengthening
a result by Talbot.
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1 Introduction
Let n and k be positive integers with n ≥ 2k. The Kneser graph KGn,k, first introduced
by Martin Kneser in [5], is the graph with vertices corresponding to k-subsets of [n] :=
{1, . . . , n}, where two vertices are adjacent if the corresponding sets are disjoint. Kneser
conjectured that the chromatic number of KGn,k is n − 2k + 2. In [6], Lova´sz proved this
conjecture using topological methods. The Schrijver graph SGn,k, also known as the 2-stable
Kneser graph, is the subgraph of KGn,k induced by those vertices that correspond to k-subsets
of [n] not containing adjacent elements in [n] (here, 1 and n are adjacent). In [10], Schrijver
showed that SGn,k is a vertex-critical subgraph of KGn,k and also has chromatic number
n − 2k + 2. (Vertex-critical means that the deletion of any vertex reduces the chromatic
number.) Another famous result regarding the Kneser graph is the Erdo˝s-Ko-Rado theorem
[3], which says that the maximum size of an independent set of KGn,k is
(n−1
k−1
)
.
In this paper, all graphs are assumed to be finite. Let G = (V,E) be a graph. A circular
coloring of size n/k is an assignment χ : V → Z/nZ, where Z/nZ is the cyclic group of order
n, such that χ(v1)− χ(v2) ∈ {k, k + 1, . . . ,−k}, if v1v2 ∈ E. The circular chromatic number
χc(G) of G is the minimal rational number n/k for which there exists a circular coloring of
size n/k. The circular clique Kn/k of size n/k is the graph with vertex set Z/nZ, in which two
vertices are adjacent if their distance is larger than or equal to k. Hence, the circular chro-
matic number is the minimal rational number n/k for which there is a graph homomorphism
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of G to Kn/k
1. It is known that χc(Kn/k) = n/k [13]. The circular clique number ωc(G) of G
is the maximal rational number n/k for which there is a homomorphism of Kn/k to G. The
numbers χc(G) and ωc(G) are well-defined, as there is a homomorphism Kn/k → Kn′/k′ if
and only if n/k ≤ n′/k′ [1, 13] and the minimum and maximum in the definitions of the cir-
cular chromatic number and circular clique number respectively are indeed achieved [13, 15].
Furthermore, it holds χ(G) = ⌈χc(G)⌉ and ω(G) = ⌊ωc(G)⌋ (see, for example, [14]). In [2],
Chen confirmed the conjecture from [4] that χc(KGn,k) = χ(KGn,k), which was previously
known for some cases, such as for even n for the Schrijver graph [7, 11].
In this paper we consider a subgraph of the Kneser graph. By abuse of notation, we
sometimes write P = {1 ≤ p1 < . . . < pk ≤ n}, if P is a k-subset of [n] consisting of
the elements p1, . . . , pk, with p1 < . . . < pk. If P and Q are two k-subsets of [n], with
P = {1 ≤ p1 < . . . < pk ≤ n} and Q = {1 ≤ q1 < . . . < qk ≤ n}, then P and Q are
interlacing if either
1 ≤ p1 < q1 < p2 < q2 < · · · < pk < qk ≤ n
or
1 ≤ q1 < p1 < q2 < p2 < · · · < qk < pk ≤ n.
By distributing the elements of [n] in clockwise order around a circle, we may view P and Q
as k-polygons with points on the circle. Then P and Q are interlacing if removing the points
of P divides the circle into intervals that each contain one point of Q. We use this analogy
to refer to k-subsets in [n] as k-polygons, or just polygons when k is understood.
We say that a polygon P is r-stable if for every pair of distinct points a, b of P there
are at least r − 1 elements of [n] between a and b on the circle. The r-interlacing graph
IG
(r)
n,k is the graph whose vertices correspond to r-stable k-polygons on [n], and where two
vertices are adjacent if the corresponding polygons are interlacing. Observe that polygons
with two adjacent points would give rise to isolated vertices in the interlacing graph, hence
only r-stable polygons with r ≥ 2 are considered. Note that IG
(r)
n,k also is a subgraph of the
Schrijver graph SGn,k and that IG
(2)
n,k has the same vertex set as SGn,k.
1.1 Main results
Fix positive integers n, k, r. If kr > n then IG
(r)
n,k has no vertices. If r = 1 then IG
(r)
n,k has
isolated vertices. Hence, we will assume that kr ≤ n and r ≥ 2 throughout this paper. Our
main result is the following.
Theorem 1.1. The circular chromatic number of IG
(r)
n,k is equal to n/k.
Thus, we immediately obtain the following corollary (cf. [14]).
Corollary 1.2. The chromatic number of IG
(r)
n,k is equal to ⌈n/k⌉.
We also determine the independence number of the interlacing graph (Theorem 1.3), as
well as the circular clique number (Theorem 1.4).
Theorem 1.3. The independence number of IG
(r)
n,k is
(n−(r−1)k−1
k−1
)
.
Theorem 1.4. The circular clique number of IG
(r)
n,k is n/k.
1Recall that a graph homomorphism from G to F is a map from the vertex set of G to the vertex set of
F that maps edges of G to edges of F .
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The 2-interlacing graph has connections with triangulations of cyclic polytopes. For
k = 2, note that two non-interlacing polygons on [n] are just two non-crossing lines between
vertices of an n-polygon. Then a maximal set of pairwise non-interlacing polygons is a trian-
gulation. In [8], Oppermann and Thomas generalized this observation to higher dimensions:
triangulations of the cyclic polytope with n vertices in dimension 2k−2, are in bijection with
the independent sets of polygons in IG
(2)
n,k of maximal size. (The cyclic polytope C(n, 2k−2)
with n vertices and dimension 2k − 2 is the convex hull of n distinct points in R2k−2 that
are obtained as evaluations of the curve defined by P (x) = (x, x2, . . . , x2k−2), which is called
the moment curve.) In particular, the chromatic number of IG
(2)
n,k gives the minimal size of
a partition of the (k− 1)-dimensional internal simplices of C(n, 2k− 2) (see [8]) in which no
two simplices in each part internally intersect.
The proof of Theorem 1.3 uses similar arguments as those in [12]. Theorem 3 in [12] can
be interpreted as giving the independence number of the r-stable Kneser graph, where there
is an edge between two r-stable sets (or polygons) if they are disjoint, and characterizes these
maximal sets. Theorem 1.3 strengthens [12, Theorem 3], extending the upper bound to the
spanning subgraph IG
(r)
n,k of the r-stable Kneser graph. The coloring given in Section 3.2
shows that the characterization of the maximum independent sets in [12, Theorem 3] does
not extend to IG
(r)
n,k.
2 The independence number: proof of Theorem 1.3
For the proof of Theorem 1.3 we follow the arguments of Talbot [12]. Let us begin by showing
a preliminary lemma.
Lemma 2.1. The number of r-stable k-polygons on [n] containing a specific point on the
circle is
(n−(r−1)k−1
k−1
)
. In particular, the number of vertices of IG
(r)
n,k is
n
k
(n−(r−1)k−1
k−1
)
.
Proof. After fixing the point that all polygons have to contain, we see that we have to choose
k − 1 elements out of n − 1 elements while respecting the minimum distance of r. So, we
have to choose k distances a1, . . . , ak, all at least r, such that
∑k
i=1 ai = n. The number of
ways this can be done is
|{(a1, . . . , ak) ∈ Z
k
≥r |
∑k
i=1 ai = n}| = |{(a1, . . . , ak) ∈ Z
k
≥1 |
∑k
i=1 ai = n− (r − 1)k}|
=
(n−(r−1)k−1
k−1
)
,
proving the first statement. The second assertion follows from the first by a standard double
counting argument.
Proof of Theorem 1.3. The lower bound follows from Lemma 2.1. To show the upper bound,
we use a double induction on n, and on k. The statement holds true for all n of the
form n = kr with k ∈ N, which are the base cases of the double induction, as in this case the
graph is a complete graph on r vertices {1, r + 1, . . . , (k − 1)r + 1}, {2, r + 2, . . . , (k − 1)r +
2}, . . . , {r, 2r, . . . , kr}. Let
([n]
k
)(r)
denote the set of r-stable k-subsets of [n], i.e., the vertex
set of IG
(r)
n,k.
Let
f : [n]→ [n− 1], f(i) :=
{
1 if i = 1,
i− 1 otherwise,
be the function that fixes 1 and shifts all the other elements counterclockwise. For a k-
polygon {p1, . . . , pk} = P ∈
([n]
k
)
, we define f(P ) := {f(p1), . . . , f(pk)}. For a set I of
k-polygons, we define f(I) := {f(P )}P∈I . Applying f several, say r times, is denoted as f
r.
3
We study the effect of f on k-polygons. Let P ∈
([n]
k
)(r)
. Then f(P ) ∈
([n]
k
)(r)
, unless
1 ∈ P and r + 1 ∈ P , in which case f(P ) is (r − 1)-stable, but not r-stable. Furthermore,
f(P ) ∈
([n−1]
k
)(r)
, unless pk−n < 1 < p1 and p1+n−pk = r. In the latter case, f(P ) ∈
([n−1]
k
)
is (r−1)-stable but not r-stable, since f(pk) < n < f(p1)+n and f(p1)−f(pk)+n−1 = r−1.
If P,Q are k-polygons with P 6= Q and p1 ≤ q1 and such that f(P ) = f(Q), then from
the definition of f it follows that 1 ∈ P , and 2 ∈ Q, and pi = qi for all i ∈ [2, k] (as otherwise
either everything is left-shifted if 1 /∈ P or there is no collapse between f(p1) and f(q1) if
2 /∈ Q).
Any given set I ⊆
([n]
k
)(r)
can be partitioned into the following subsets:
• Iint := {P ∈ I | 1 ∈ P and ∃Q ∈ I with f(P ) = f(Q)}.
• Ic := {P ∈ I | 1 ∈ P and r + 1 ∈ P}.
• I1 := {P ∈ I | r ∈ P and n ∈ P}.
• I2 := {P ∈ I | r − 1 ∈ P and n− 1 ∈ P}.
• . . .
• Ir−1 := {P ∈ I | 2 ∈ P and n− r + 2 ∈ P}.
• Irem := I \
(
Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
))
.
Indeed, any pair of the sets defined above are disjoint. For instance, Ic ∩ Iint = ∅ since any
element Q ∈ I with f(Q) = f(P ) for some P ∈ Iint is such that r + 1 /∈ Q (since 2 ∈ Q and
Q is r-stable). The disjointness between any other pair of sets follows by r-stability, or by
definition in the case of Irem.
Notice that the sets Ii for i ∈ [r−1] all contain 1 strictly between two consecutive points
at distance exactly r. Let us also observe that if Q ∈ I is such that 2 ∈ Q and there exists a
P ∈ I with f(Q) = f(P ), then Q ∈ Irem and P ∈ Iint (as the other option is that Q ∈ Ir−1,
which should be excluded as then P would not be r-stable).
Asssume that I is a set of r-stable k-polygons pairwise non-interlacing. Then:
Claim 1: We have |f(Irem)| = |Irem|.
Claim 2: We have f(Irem) ⊆
([n−1]
k
)(r)
.
Claim 3: Every pair of polygons in f(Irem) is pairwise non-interlacing.
Claim 4: We have |f r−1(Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
)
)| = |Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
)
|, where ⊔ denotes the
disjoint union.
Claim 5: All the k-polygons in the set f r−1(Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
)
) contain 1. Upon removal
of 1 from these k-polygons, we can view them as elements in
([2,n−r+1]
k−1
)(r)
. So
{
P \ {1} | P ∈ f r−1(Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
)}
⊆
(
[2, n − r + 1]
k − 1
)(r)
≡
(
[n− r]
k − 1
)(r)
.
Claim 6: Every pair of (k − 1)-polygons in {P \ {1} | P ∈ f r−1
(
Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
))
} is
pairwise non-interlacing.
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Let us show the six claims, starting with Claim 1. If P and Q are k-polygons for which
f(P ) = f(Q), then, without loss of generality, P ∈ Iint and Q ∈ Irem. Additionally, for every
P ∈ Iint, there is a unique k-polygon Q for which f(P ) = f(Q). Indeed, if P is of the form
P = {1 = p1 < p2 < · · · < pk} then Q = {2 = q1 < p2 < · · · < pk}. This proves Claim 1.
Claim 2 follows as none of the k-polygons in the image of
([n]
k
)(r)
under f contains n.
Additionally, if P ∈ Irem, then f(p1)− (f(pk)− n) ≥ r + 1 (the Zn-cyclic distance between
p1 = 1 and pk is at least r, and n lies between f(pk) and f(p1)+n). Moreover, since P ∈ Irem,
then P /∈ Ic so f(P ) is r-stable. Therefore, we can view the image of Irem ⊂
([n]
k
)(r)
under
f as a collection of r-stable k-polygons in [n− 1].
For Claim 3, let P and Q be in Irem and assume that f(P ) and f(Q) interlace. Assume
without loss of generality that f(pi) < f(qi) < f(pi+1) < f(qi+1) for all i ∈ [k − 1]. Then
we have pi < qi < pi+1 < qi+1 for all i ∈ [k − 1], as f is non-decreasing, and hence P and Q
would interlace. This proves Claim 3.
Next, observe that |f r−1(Iint)| = |Iint|. Indeed, all polygons in Iint contain 1, therefore
their subsequent images are obtained by rotating the remaining k − 1 points of the polygon
r − 1 steps counterclockwise, and thus two different k-polygons remain different. The same
argument shows also that |f r−1(Ic)| = |Ic|, with the difference that every polygon in f
r−1(Ic)
contains 1 and 2 (and if P,Q ∈ Ic are different, they differ in a j-th point, with j > 2,
and this difference will be maintained in the r − 1 rotations by f). The remaining cases
|f r−1(Ii)| = |Ii| for i ∈ [r − 1] follow similarly, as the polygons in f
r−1(Ii) contain 1 and
n− (r − 1)− i+ 1.
To finish showing Claim 4 observe that the polygons in f r−1(Iint) contain 1 but not 2, and
that their last element (when writing them in order) is less than or equal to n−r+1−(r−1) (as
the largest element in each k-polygon in Iint is less than or equal to n−r+1). The k-polygons
in f r−1(Ic) contain 1 and 2 and their last element is less than or equal to n−r+1−(r−1). The
k-polygons in f r−1(Ii) contain 1 and n−i+1−(r−1), which is such that n−i+1−(r−1) >
n−r+1− (r−1) as i ∈ [1, r−1]. Therefore, the images of all these sets by f r−1 are pairwise
disjoint and Claim 4 follows.
We have shown that each k-polygon in f r−1(Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
)
) contains 1. The other
part follows by observing that applying the map f to a k-polygon r − 1 times and then
removing 1 from the resulting polygon is equivalent to first removing the minimal element
of that polygon, then removing the next r − 1 points to the left (in the cyclic order) in the
underlying set (so p1, p1 − 1, p2 − 2, . . . , p1 − r + 1, elements modulo n, are deleted) and
then rotating the resulting polygon r− 1 times, so that all the remaining k− 1 points are in
[2, n − r + 1]. This proves Claim 5.
Let us show Claim 6 via case analysis.
(i) If P,Q ∈ Ii, with i ∈ [r − 1] then f
r−1(P ) \ {1} and f r−1(Q) \ {1} do not interlace as
n− i+ 1− (r − 1) ∈ f r−1(P ) \ {1} and n− i+ 1− (r − 1) ∈ f r−1(Q) \ {1}.
(ii) Similarly, if P,Q ∈ Ic then 2 ∈ f
r−1(Q) \ {1} and 2 ∈ f r−1(P ) \ {1}, so f r−1(P ) \ {1}
and f r−1(Q) \ {1} do not interlace.
(iii) Let P ∈ Ii and Q ∈ Ij with i < j ≤ r−1, and assume f
r−1(P )\{1} and f r−1(Q)\{1}
interlace. Since pk < qk, then f
r−1(pk) < f
r−1(qk). Therefore f
r−1(p2) < f
r−1(q2) <
. . . < f r−1(pk) < f
r−1(qk), so p2 < q2 < . . . < pk < qk as f
r−1(x) is increasing in
x ∈ [r, n]. Therefore
{r−i+1 < r−j+1 < p2 < q2 < . . . < pk < qk} = {p1 < q1 < p2 < q2 < . . . < pk < qk},
so P and Q interlace in I, a contradiction.
(iv) Let P ∈ Ii and Q ∈ Ic with i ∈ [r − 1] and assume f
r−1(P ) \ {1} and f r−1(Q) \ {1}
interlace. Then 2 ∈ f r−1(Q) \ {1}. Hence, f r−1(q2) = 2 < f
r−1(p2) < . . . < f
r−1(qk) <
5
f r−1(pk). As f is increasing,
q2 < p2 < . . . < qk < pk =⇒
{1 < r − j + 1 < r + 1 < p2 < . . . < qk < pk} = {q1 < p1 < q2 < p2 < . . . < qk < pk},
so P and Q interlace in I, a contradiction.
(v) Let P ∈ Iint and Q ∈ Ic and assume f
r−1(P ) \ {1} and f r−1(Q) \ {1} interlace. Then
2 ∈ f r−1(Q) \ {1}, so 2 /∈ f r−1(P ) \ {1} and thus f r−1(p2) > 2. Therefore,
2 = f r−1(q2) < f
r−1(p2) < . . . < f
r−1(qk) < f
r−1(pk) =⇒ q2 < p2 < . . . < qk < pk.
Let P ′ ∈ I be the polygon for which f(P ) = f(P ′). Then {1 < 2 < q2 < p
′
2 < . . . <
qk < p
′
k} = {q1 < p
′
1 < q2 < p
′
2 < . . . < qk < p
′
k}.
The case P ∈ Iint and Q ∈ Ii with i ∈ [r − 1] follows similarly but by directly using
P instead of P ′ and noticing that, in that case, 1 = p1 < q1 < . . . < pk < qk since
pk ≤ n − r + 1 while qk = n − i + 1 ≥ n − r + 2 (so qk > pk), and q1 satisfies
r + 1 > q1 = r − i+ 1 ≥ 2.
(vi) Let P,Q ∈ Iint and assume that f
r−1(P ) \ {1} and f r−1(Q) \ {1} interlace. Assume
without loss of generality that f r−1(q2) < f
r−1(p2) < . . . < f
r−1(qk) < f
r−1(pk). Then
q2 < p2 < . . . < qk < pk. Let P
′ be the polygon in I with f(P ) = f(P ′). Then
q2 < p
′
2 < . . . < qk < p
′
k as p
′
i = pi for i ∈ [2, k]. Then 1 < 2 < q2 < p
′
2 < . . . < qk < p
′
k
so
{1 < 2 < q2 < p
′
2 < . . . < qk < p
′
k} = {q1 < p
′
1 < q2 < p
′
2 < . . . < qk < p
′
k}
since r ≥ 2. Thus P ′ and Q interlace, which is a contradiction.
Let us finish the argument to show the proposition. Using the induction hypothesis we have
|f(Ires)| ≤
(
n− 1− (r − 1)k − 1
k − 1
)
,
as f(Ires) is a set of mutually non-interlacing polygons in
([n−1]
k
)(r)
by Claim 2 and Claim 3.
Therefore
|Ires| ≤
(
n− 1− (r − 1)k − 1
k − 1
)
as |Ires| = |f(Ires)| by Claim 1. Moreover,
{P \ {1} | P ∈ f r−1(Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
)
)} ⊂
(
[2, n − r + 1]
k − 1
)(r)
by Claim 5 and contains mutually non-interlacing pairs of k− 1-polygons by Claim 6. Then,
by the induction hypothesis
|f r−1(Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
)
)|
Claim 5
= |{P \ {1} | P ∈ f r−1(Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
)
)}|
I.H.
≤
(
n− r − (r − 1)(k − 1)− 1
k − 2
)
.
Utilizing Claim 4,
|Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
)
| ≤
(
n− r − (r − 1)(k − 1)− 1
k − 2
)
=
(
n− (r − 1)k − 2
k − 2
)
.
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Finally, using that I = Ires ⊔ Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
)
we obtain
|I| = |Ires|+ |Iint ⊔ Ic ⊔
(
⊔r−1i=1Ii
)
|
≤
(
n− 1− (r − 1)k − 1
k − 1
)
+
(
n− (r − 1)k − 2
k − 2
)
=
(
n− (r − 1)k − 1
k − 1
)
as desired.
3 The circular chromatic number: proof of Theorem 1.2
3.1 Lower bound for the circular chromatic number
We determine the lower bound of the circular chromatic number for the interlacing graph.
Lemma 3.1. We have χc
(
IG
(r)
n,k
)
≥ n/k.
Proof. The circular chromatic number χc(G) of a finite graph G is lower bounded by the
fractional chromatic number χf (G). Moreover, the fractional chromatic number χf (G) is
bounded from below by the number of vertices of G divided by the independence number
of G [9, page 30]. These two have been determined respectively in Theorem 1.3 and in
Lemma 2.1 and their ratio is n/k. Hence the result is shown.
3.2 A circular coloring matching the lower bound
To give a valid circular coloring of size n/k, we begin by presenting the following auxiliary
technical lemma and its consequence, Corollary 3.3.
Lemma 3.2. Let y1, . . . , yk ∈ R≥0 and let
∑k
i=1 yi = z. Then there exists a j0 ∈ [k] such
that for all m ∈ [k] we have
∑j0+m−1
i=j0
yi ≥ mz/k, where the indices are taken modulo k.
Moreover, either there exists an m′ ∈ [k] for which
∑j0+m′−1
i=j0
yi > m
′z/k, or yi = z/k for
each i ∈ [k].
Proof. Let t be the number of yi that are unequal to 0. We show the result with an induction
on t. If t is 0 or 1, then there is nothing to prove. Now assume t > 1 and suppose the result
is true for all smaller t. Let yq1 , ..., yqt be the non-zero elements of y1, ..., yk with q1 < ... < qt.
For i = 1, ..., t − 1, let ni = qi+1 − qi, and set nt = q1 − qt + k (i.e., ni − 1 is the number
of zeros between qi and qi+1). Then
∑t
i=1 niz/k = z and
∑t
i=1 yqi = z, so there exists an
l ∈ [t] such that yql ≥ nlz/k. Now let x1, ..., xk be defined as xql = yql + yql+1 , xql+1 = 0 and
xi = yi for all other indices. Clearly, t− 1 elements of the xi are unequal to 0, so there exists
some j0 ∈ [k] such that
j0+m−1∑
i=j0
xi ≥ mz/k,
for all m ∈ [k]. Now notice that this implies the first statement of the lemma, namely that
j0+m−1∑
i=j0
yi ≥ mz/k,
for all m ∈ [k].
The second assertion of the lemma follows from the first since if for all m ∈ [k], both∑j0+m−1
i=j0
yi = mz/k and
∑j0+(m+1)−1
i=j0
yi = (m+ 1)z/k, then yj0+m = z/k.
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For a k-polygon P = {1 ≤ y1 < ... < yk ≤ n}, define the k-tuple s(P ) of distances
between the consecutive points by
s(P ) := (y2 − y1, y3 − y2, . . . , y1 − yk + n) ∈ Z
k
≥1.
We call s(P ) the shape of P . We say that the k-polygon with points y1 + 1, ..., , yk + 1 is
obtained from P by a clockwise rotation of 1 (the addition is modulo n). Similarly, for i ≥ 0
the k-polygon obtained by rotating clockwise i times is denoted by ρi(P ).
Corollary 3.3. Let P = {1 ≤ y1 < ... < yk ≤ n} be a k-polygon and write s(P ) = (d1, ..., dk)
for the shape of P . Then there is a j0 ∈ [k] such that for i
′ = n− yj0 we have
n ∈ ρi′(P ), and |ρi′(P ) ∩ {1, . . . , ⌈mn/k⌉ − 1}| < m,(1)
for all m ∈ [k]. Thus, for m ∈ [k],
|ρi′(P ) ∩ {1, . . . , ⌊mn/k⌋}| = m⇐⇒ ⌊mn/k⌋ = mn/k and
j0+m−1∑
i=j0
di = mn/k,(2)
|ρi′(P ) ∩ {1, . . . , ⌈mn/k⌉}| = m =⇒ ⌈mn/k⌉ ∈ ρi′(P ).(3)
Proof. We start with assertion (1). Note that
∑k
i=1 di = n. By Lemma 3.2, there exists a
j0 such that
∑j0+m−1
i=j0
di ≥ mn/k for every m ∈ [k]. Let 0 ≤ i
′ < n be the unique natural
number such that yj0 + i
′ = n, i.e., such that ρi′ rotates the j0-th point of P to the point n.
We claim that this choice of i′ satisfies the conditions in (1). The rotated polygon ρi′(P ) is
the k-polygon {1 ≤ yj0+1+ i
′ < ... < yj0+ i
′ = n}. Hence s(ρi′(P )) = (dj0+1, ..., dj0+k−1, dj0),
and
(4)
j0+m−1∑
i=j0
di = yj0+m + i
′ ≥ mn/k,
for all m ∈ [k]. Hence there exists a t ∈ [k] such that ρi′(P ) ∩ {1, ..., ⌈mn/k⌉ − 1} =
{yj0+1 + i
′, . . . , yj0+t + i
′}. Using that yj0+m + i
′ ≥ mn/k, so yj0+m + i
′ ≥ ⌈mn/k⌉ as yj are
integers (as di are positive integers), this implies that
(5) |ρi′(P ) ∩ {1, ..., ⌈mn/k⌉ − 1}| = |{yj0+1 + i
′, . . . , yj0+t + i
′}| < m,
as desired.
Part (3) follows immediately. To prove (2), note that ⌈mn/k⌉ − 1 = ⌊mn/k⌋ unless
mn/k is an integer. Furthermore, if |ρi′(P )∩{1, ..., ⌊mn/k⌋}| = m, by the just proven result,
mn/k = ⌊mn/k⌋ = yj0+m + i
′ and so
∑j0+m−1
i=j0
di = yj0+m + i
′ = mn/k as claimed.
Let us notice that IG
(r)
n,k is an induced subgraph of IG
(2)
n,k for any r ≥ 2 (or containing no
vertices if n < kr). Therefore, Theorem 1.1 is shown if we give an n/k circular coloring to
IGn,k = IG
(2)
n,k.
We now use the previous results to find large independent sets in the interlacing graph
IGn,k, that eventually will be color classes of a particular circular coloring. For a vector
d = (d1, .., dk) ∈ Z
k
≥2 with
∑k
i=1 di = n, let P
◦
d be a k-polygon with s(P
◦
d ) = d, such that
P ◦d contains the point n, and such that |P
◦
d ∩ {1, ..., ⌈mn/k⌉ − 1}| < m, for each m ∈ [k].
Corollary 3.3 guarantees the existence of such a k-polygon (then j0 = 1 in the corollary).
The set of k-polygons of the form P ◦d (for some d as above) is an independent set in IGn,k
(as all polygons contain the point n). Define
Ln,k :=
{
P ◦d
∣∣∣∣ d = (d1, ..., dk) ∈ Zk≥2 and
t∑
i=1
di ≥ tn/k for all t ∈ [k]
}
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as the set of such polygons. The next lemma summarizes the main properties of the polygons
in Ln,k.
Lemma 3.4. For any i, j ∈ Z≥0, the sets
ρj(Ln,k) ∪ ρj+⌊in/k⌋(Ln,k) and ρj(Ln,k) ∪ ρj+⌈in/k⌉(Ln,k)
are independent sets in IGn,k, where ρt(Ln,k) := {ρt(Q) | Q ∈ Ln,k}, for t ∈ Z≥0.
Proof. We may assume that j = 0, as given any λ ≥ 0: P ∈ ρj(Ln,k) and Q ∈ ρj+λ(Ln,k) are
adjacent in IGn,k if and only if ρ−j(P ) ∈ Ln,k and ρ−j(Q) ∈ ρλ(Ln,k) are adjacent as well.
Let P ∈ Ln,k, Q1 ∈ ρ⌊in/k⌋(Ln,k), and Q2 ∈ ρ⌈in/k⌉(Ln,k). By Corollary 3.3 and the fact
that n ∈ P , either
• P contains at most i points between n and ⌊in/k⌋, or
• P contains exactly i + 1 points between n and ⌊in/k⌋, and then ⌊in/k⌋ = in/k and
in/k ∈ P (the second part of the corollary).
Additionally, either
• P contains at most i point between n and ⌈in/k⌉, or
• P contains exactly i+ 1 points between n and ⌈in/k⌉, and ⌈in/k⌉ ∈ P .
By Corollary 3.3, the polygon Q1 contains at least i+1 points between n and ⌊in/k⌋.
2 Thus,
either
• P contains i points in the interval and Q1 at least i + 1, in which case they are not
adjacent by a pigeonhole argument, or
• P contains i+1 points in the interval and ⌊in/k⌋ ∈ P , and, since ⌊in/k⌋ ∈ Q1 as well,
they are also not adjacent.
Similarly, by Corollary 3.3, the polygon Q2 contains at least i + 1 points between n and
⌈in/k⌉.3 Thus, either
• P contains i points in the interval and Q2 at least i+1, thus by a pigeonhole argument
they are not adjacent, or
• P contains i+1 points in the interval and ⌈in/k⌉ ∈ P , and, since ⌈in/k⌉ ∈ Q2 contains
i+ 1 points in this interval as well, in which case they are also not adjacent.
2Q1 is the rotation of a polygon Q
′
1 that contains either
• at least i + 1 points in [⌈(k − i)n/k⌉, n], so Q1 would contain ≥ i + 1 points in [⌈(k − i)n/k⌉ + 1 +
⌊in/k⌋, ⌊in/k⌋] mod n ⊆ [n, ⌊in/k⌋], or
• exactly i points in [⌈(k−i)n/k⌉+1, n], and ⌈(k−i)n/k⌉ ∈ Q′1, so Q1 contains i points in [⌈(k−i)n/k⌉+
1 + ⌊in/k⌋ + 1, ⌊in/k⌋] ⊆ [n+ 1, ⌊in/k⌋] mod n and n ∈ Q1, so it contains i+ 1 points in [n, ⌊in/k⌋].
3Q2 is the rotation of a polygon Q
′
2 that contains either
• at least i+ 1 points in [⌊(k − i)n/k⌋+ 1, n], so Q2 would contain ≥ i+ 1 points in [⌊(k − i)n/k⌋+ 1+
⌈in/k⌉, ⌊in/k⌋] mod n = [n+ 1, ⌊in/k⌋] mod n ⊆ [n, ⌊in/k⌋], or
• exactly i points in [⌊(k − i)n/k⌋ + 1, n] = [⌊(k − i)n/k⌋ + 1, n], and ⌊(k − i)n/k⌋ = (k − i)n/k, and
(k− i)n/k ∈ Q′2, so Q2 contains i points in [⌊(k− i)n/k⌋+ ⌊in/k⌋+1, ⌊in/k⌋] ⊆ [n+1, ⌊in/k⌋] mod n
and n ∈ Q2, so Q2 contains i+ 1 points in [n, ⌊in/k⌋].
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Therefore, we conclude that neither P and Q1, nor P and Q2 are adjacent. This finishes the
proof.
Proof of Theorem 1.1. Lemma 3.1 provides the lower bound. Hence, it remains to show the
upper bound. As mentioned earlier, it suffices to find an n/k-circular coloring for IGn,k =
IG
(2)
n,k.
By Corollary 3.3, any polygon P is the rotation of a polygon in Ln,k. Define a circular
coloring χ : V → Z/nZ (where V denotes the set of vertices of IGn,k) by χ(P ) = ik, where
0 ≤ i ≤ n− 1 is the smallest number such that P ∈ ρi(Ln,k).
We will characterize for which 0 ≤ s ≤ n− 1 we have sk /∈ {k, k + 1, ...,−k}. Let i ∈ N.
If s = ⌈in/k⌉, then sk ∈ {in, . . . , in+k−1}, hence sk ∈ {0, . . . , k − 1}. Moreover, if s = ⌊(i+
1)n/k⌋, then sk ∈ {(i+1)n−k+1, . . . , (i+1)n}, hence sk ∈ {−(k − 1),−(k − 2), . . . ,−1, 0}.
So if ⌊in/k⌋ < s < ⌊(i+ 1)n/k⌋, then sk ∈ {k + in, . . . , n− k+ in}, hence sk ∈ {k, . . . ,−k}.
It follows that for 0 ≤ s ≤ n − 1 we have sk /∈ {k, . . . ,−k} if and only if there is an i ∈ [k]
with s ∈ {⌊in/k⌋, ⌈in/k⌉}.
Let P and Q be polygons, with χ(P ) = ik and χ(Q) = jk. By the observation above,
χ(Q)− χ(P ) 6∈ {k, . . . ,−k} if and only if j = i+ ⌈tn/k⌉ or j = i+ ⌊tn/k⌋, for some t ∈ [k].
By Lemma 3.4, if P ∈ ρi(Ln,k) and, Q ∈ ρi+⌈tn/k⌉(Ln,k) or Q ∈ ρi+⌊tn/k⌋(Ln,k), then P and
Q are not adjacent. Therefore, the coloring χ is a valid circular coloring of size n/k. This
establishes the upper bound and finishes the proof of the theorem.
4 The circular clique number: proof of Theorem 1.4
In this section, we prove Theorem 1.4, giving the circular clique number of IG
(r)
n,k.
Let n′, k′ be such that n′/k′ = n/k and gcd(n′, k′) = 1. By Theorem 1.1, the circu-
lar clique number of IG
(r)
n,k is at most n
′/k′. Hence, to prove Theorem 1.4, it remains to
find a circular clique of the appropriate size in IG
(r)
n,k. This is the content of the following
proposition.
Proposition 4.1. Let n′, k′ be such that gcd(n′, k′) = 1 and n/k = n′/k′. The subgraph
Gequi of IG
(r)
n,k induced by the n
′ different r-stable polygons {P j}0≤j≤n−1, where
(6) P j := {j + n, j + ⌈n/k⌉, j + ⌈2n/k⌉, . . . , j + ⌈in/k⌉, . . . , j + ⌈(k − 1)n/k⌉},
is a circular clique of size n′/k′.
Proof. Observe that P j = P i if and only if i = j in Z/(n/ gcd(n, k))Z. Indeed, in/k ∈
Z, for i ∈ [k], if and only if i = λk/ gcd(n, k) for some λ such that λk/ gcd(n, k) ∈ [k].
Furthermore, the integers {⌈in/k⌉}i∈[k/ gcd(n,k)] are uniquely determined by the pair (n
′, k′)
with gcd(n′, k′) = 1 and n′/k′ = n/k (or the rational number n′/k′). Hence, the set of
polygons (6) has size n′, which shows the first assertion of the lemma.
Without loss of generality, we can thus assume that gcd(n, k) = 1. In the other cases, the
rotations of the polygons in the following arguments have a multiplicative factor of gcd(n, k),
so the rotated polygons considered are the ones corresponding to elements in the subgroup
gcd(n, k)Z/nZ of Z/nZ of size n′.
Recall that Kn/k is the graph with the elements of Z/nZ as vertices and two vertices
being adjacent if their difference is in {k, ...,−k} (larger or equal than k).
We define a graph homomorphism from Gequi → Kn/k by
(7) P j 7→ jk.
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Since gcd(n, k) = 1, the map (7) is a bijection. We now show it is a graph homomorphism.
Without loss of generality, it suffices to argue about the adjacencies involving P :=
P 0. By Lemma 3.4, the polygon P does not interlace with the polygons P t, with t ∈
∪i∈[k]{⌊in/k⌋, ⌈in/k⌉}, and those correspond precisely (using the vertex assignment (7)) to
the vertices in Kn/k that are at distance strictly less than k from 0.
It remains to show that Q := P ⌈in/k⌉+s and P interlace, for each 0 ≤ i ≤ k − 1 and each
s ∈ [1, ⌊(i + 1)n/k⌋ − ⌈in/k⌉ − 1].(8)
If the interval in (8) is empty, we are done. So suppose that the interval is nonempty.
Note that the polygon Q consists of the points ⌈in/k⌉+ s, ⌈in/k⌉+ s+ ⌈n/k⌉, ⌈in/k⌉ + s+
⌈2n/k⌉, . . . , ⌈in/k⌉ + s+ ⌈(k − 1)n/k⌉.
Observe that Q and P interlace if for any 0 ≤ j ≤ k− 1, the j-th point in Q lies between
⌈(i + j)n/k⌉ and ⌈(i + j + 1)n/k⌉ (which are consecutive points in P ). That is, Q and P
interlace if for each 0 ≤ j ≤ k − 1 we have
⌈(i+ j)n/k⌉ < ⌈in/k⌉ + s+ ⌈jn/k⌉ < ⌈(i+ j + 1)n/k⌉.(9)
Let {x} := x− ⌊x⌋ denote the fractional part of x. Then in general,
⌈in/k⌉ + ⌈jn/k⌉ =
{
⌈(i+ j)n/k⌉ if {in/k}+ {jn/k} > 1 or {in/k} · {jn/k} = 0,
⌈(i+ j)n/k⌉ + 1 if {in/k}+ {jn/k} ≤ 1 and {in/k} · {jn/k} 6= 0,
(10)
⌊in/k⌋ + ⌈jn/k⌉ =
{
⌈(i+ j)n/k⌉ if {in/k}+ {jn/k} ≤ 1 and {jn/k} 6= 0,
⌊(i+ j)n/k⌋ if {in/k}+ {jn/k} ≥ 1 or {jn/k} = 0.
(11)
Suppose first that s = 1. Using (10), we obtain that (9) is satisfied unless ⌈(i+ j)n/k⌉+
2 = ⌈(i + j + 1)n/k⌉. This implies that ⌊n/k⌋ = 2 (since n ≥ 2k by assumption), that
{in/k} + {jn/k} ≤ 1, and that in/k, jn/k /∈ Z.
Assume that {in/k} + {n/k} ≥ 1. Since
⌈(i+ j)n/k⌉ + ⌊n/k⌋ = ⌈(i+ j)n/k⌉ + 2 = ⌈(i + j + 1)n/k⌉,
by (11) we have
{(i + j)n/k} + {n/k} ≤ 1 and {(i + j)n/k} 6= 0.
This implies that {in/k} + {jn/k} < 1 (so {(i + j)n/k} = {in/k} + {jn/k}). Hence,
{in/k} + {jn/k} + {n/k} ≤ 1, which contradicts the fact that {in/k} + {n/k} ≥ 1, as
jn/k /∈ Z.
Therefore, we have {in/k} + {n/k} < 1. Hence, (i+ 1)n/k /∈ Z and, by (11),
⌈in/k⌉+ 1 = ⌈in/k⌉+ 2− 1 = ⌈in/k⌉+ ⌊n/k⌋ − 1 = ⌈(i+ 1)n/k⌉ − 1
= ⌊(i+ 1)n/k⌋ + 1− 1 = ⌊(i+ 1)n/k⌋.
So the interval in (8) is empty, a contradiction. Hence (9) holds for s = 1.
It now suffices to show that, for any fixed 0 ≤ j ≤ k− 1, equation (9) also holds with the
largest s from (8). As we already know that (9) holds for s = 1, we then have (9) for all s
in the interval (8). For s = ⌊(i+ 1)n/k⌋ − ⌈in/k⌉ − 1 one obtains
⌈in/k⌉+ s+ ⌈jn/k⌉ = ⌈in/k⌉+ ⌊(i+ 1)n/k⌋ − ⌈in/k⌉ − 1 + ⌈jn/k⌉
= ⌊(i + 1)n/k⌋+ ⌈jn/k⌉ − 1.
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However, by (11), the last expression is equal to ⌈(i+ j+1)n/k⌉ − 1 or ⌊(i+ j +1)n/k⌋− 1,
which is in both cases strictly smaller than ⌈(i+j+1)n/k⌉. Moreover, ⌈in/k⌉+s+⌈jn/k⌉ >
⌈(i+ j)n/k⌉. Indeed, s ≥ 1 as
⌊(i + 1)n/k⌋ − ⌈in/k⌉ − 1 ≥ ⌊n/k⌋+ ⌈in/k⌉ − ⌈in/k⌉ − 1 = ⌊n/k⌋ − 1 ≥ 1,
and ⌈in/k⌉ + ⌈jn/k⌉ ≥ ⌈(i + j)n/k⌉. This proves (9) for s = ⌊(i + 1)n/k⌋ − ⌈in/k⌉ − 1 and
concludes the proof.
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