INTRODUCTION
Data-driven modelling (Solomatine, 2005; Solomatine and Ostfeld, 2008; Elshorbagy et al., 2010a,b ) is a major component of hydroinformatics (Abbott, 1991; 1999; See et al., 2007; Abrahart et al., 2008; Holz et al., 2011) , in which emerging technological products, primarily related to developments in computational intelligence and machine learning algorithms, are applied to complex hydrological problems. In data-driven modelling, the responsibility for identifying model structure is largely passed to computer algorithms, that are not constrained by a need for their solutions to conform to fundamental concepts in hydrology (Mount and Abrahart, 2011a) . However, stronger calls for greater incorporation of scientific knowledge and understanding in the development of data-driven hydrological models are now starting to be published (e.g. Abrahart et al., 2011) in which it is argued that better representation of catchment processes should result in improved data-driven modelling products that offer more than optimized curve fitting solutions (Mount and Abrahart, 2012) .
One of the most popular uses of data-driven models is the prediction of runoff from rainfall e.g. by means of developing a neural network (De Vos, 2012) , fuzzy logic (Wang and Altunkaynak, 2012) or genetic programming (Rodríguez-Vázquez et al., 2012 ) solution that will effectively convert observed input into required output. In this application domain, the importance of capturing the spatial variability of rainfall-runoff processes via distributed and semi-distributed hydrological modelling frameworks is well-known (Beven and O'Connell, 1982; Tetzlaff and Uhlenbrook, 2005; Segond et al., 2007; Younger et al., 2009) . The need to account for spatial distribution becomes particularly acute if convective rainfall, with a high degree of spatio-temporal heterogeneity and uncertainty, is the key driver of runoff (e.g. typhoon events). In this context, instrumentational deficiencies (e.g. Molini et al., 2005 ) and the number, positioning and overall distribution of monitoring stations (e.g. Cheng et al., 2008 ) present significant challenges for modellers. Indeed, hydrologists have long claimed that the main factor limiting predictive performance of distributed rainfall-runoff models was interpolated input derived from point-based rain gauge data (Berne & Krajewski, 2012 spatially-continuous radar rainfall data has led to its widespread utilisation by hydrologists and inclusion in particular sorts of model (e.g. Schell et al., 1992; James et al., 1993; Georgakakos et al., 1996; Bell and Moore, 1998; Vieux and Bedient, 1998; Winchell et al., 1998; Sempere-Torres et al., 1999; Borga et al., 2000; Ogden et al., 2000) . The use of radar is especially useful in catchments containing coarse rain gauge networks, producing process-realistic distributed runoff simulations (e.g. Michaud and Sorooshian, 1994; Lange et al., 1999; Woods et al., 2000) . Radar rainfall estimation is, nevertheless, also subject to a range of errors caused by factors that include instrumentation issues (e.g. calibration, measurement noise) and complexity and variability in the relationship occurring between recorded measurements and precipitation parameters (Austin, 1987; Joss and Lee, 1995; Andrieu et al., 1997; Borga et al., 2002) . These different sources of error act to compound the radar rainfall uncertainty and can have a significant impact on the accuracy of rainfall-runoff forecasting (Borga, 2002) .
The argument that data-driven modellers should take greater account of hydrological processes representation, has resulted in a number of recent studies that have attempted to adapt standard data-driven modelling approaches, so that a degree of relevant knowledge about hydrological processes and data uncertainty is better represented in the model structure (e.g. Chen and Adams, 2006; Corzo and Solomatine, 2007; Corzo et al., 2009; Song et al., in press ). Nonetheless, the majority of data-driven rainfall-runoff models continue to emphasise temporal variation in hydrological processes, and largely ignore the impact of spatial variation in the model inputs. The result is a dominance of spatially-lumped data-driven studies, and this is especially true in the case of rainfall-runoff models (e.g. Nayak et al., 2005; Chiang and Chang, 2009; Wu and Chau, 2011; De Vos, 2012) . Despite its obvious potential as a means by which spatial variation can be captured and incorporated, few data-driven modelling studies have attempted to use raster-based radar rainfall (e.g. Teschl and Randeu, 2006; Teschl et al., 2009; Chaipimonplin et al., 2010) or satellite rainfall (e.g. Akhtar et al., 2009) inputs. One reason for this is that each grid cell ultimately represents a separate potential input for a data-driven model, such that utilising raster data in its raw form is impractical and inefficient. Instead, a trade-off is required in which an optimised spatio-temporal lumping strategy is applied to any continuous rainfall data;
resulting in a semi-distributed data-driven modelling framework.
The aim of this paper is to enhance our understanding of the extent to which greater incorporation of fundamental hydrological process knowledge, can deliver superior forecast performance for complex hydrological phenomenon. To this end, our core 
RESERVOIR INFLOW FORECASTING IN TAIWAN
Taiwan is situated within the main track of western North Pacific typhoons. In an average year, Taiwan experiences between four and five typhoons that occur between June and November. There is little consistency in the direction of the typhoon paths (Figure 1 : Taiwan Central Weather Bureau, pers. comm.), primarily due to Taiwan being located at a turning point on the track for most typhoons occurring in the Western North Pacific-East Asian region (Camargo et al., 2007; Chu et al., 2012) ; but also, potentially, on account of long term trends or low-frequency, large scale atmospheric shifts relating to climate change (Kao et al., 2012; Lee et al., in press). Significant variation exists in the individual strength of a particular typhoon and the speed and direction of motion of its track. These factors control the intensity, spatial distribution and total volume of rainfall it delivers (Lee at al., 2006; Pan et al., 2012) . Thus typhoons are characterised by substantial spatio-temporal heterogeneity, which means that the spatial and temporal distribution of typhoon-associated heavy rainfall will be highly complex and differ from event to event. The impact of such rainfall, moreover, will in all likelihood be exacerbated as a result of climate change which is expected to deliver increased typhoon frequencies (Lee and You, 2011).
Taiwan's topography is characterized by a mountainous north-south trending central belt, with steep-slopes and short, fast flowing rivers. Several upland rivers have been dammed to form reservoirs, which can be inundated within a few hours as a F o r P e e r R e v i e w 6 result of extreme runoff events linked to the passage of typhoons (Chang et al., 2002) . The inflow to these reservoirs is mainly the result of localised rainfall (Yu et al., 2006) , with only limited contributions from groundwater; thus rainfall-runoff models represent an important means by which streamflow is predicted (e.g. Vieux et al., 2003; Yu et al., 2004; Wu et al., 2007) .
During a typhoon, important decisions about the timing and amount of any required reservoir releases must be made within a matter of hours by the controlling agency.
Most reservoir operations are guided by simultaneously balancing flood control and water supply. In general, reservoir operations for flood control can be separated into three different stages (Hsu and Wei, 2007) : (1) stage prior to flood arrival, in which water releases are designed to reserve sufficient reservoir capacity for the upcoming flood; (2) stage preceding peak inflow, in which floodwater releases are applied for disaster mitigation; and (3) stage after peak inflow, in which reservoir releases are used to regulate the storage at the end of each flood, for future water purposes. The correct operation of these stages involves the use of look-up tables, which provide rules for the standardised release of water during typhoon periods.
These tables are graded by total forecasted rainfall, observed storage level, and reservoir inflow during flood periods.
The implication of current practice in reservoir decision-making procedures is that for operational management purposes an advanced knowledge of flood peak magnitude and timing is required, empowering the controller to select an appropriate course of action. Moreover, armed with such information, it becomes possible for the controlling agency to deliver an appropriate set of statutory warnings to mass/local media, pertinent institutions and downstream residents several hours in advance of any proposed water releases. Thus, in balancing the reservoir, timing is a critical factor and a rainfall-runoff model that can deliver accurate, real-time predictions for forecasting horizons that exceed three or more hours ahead of present is called for. This requires the best possible short-term multi-step-ahead reservoir inflow forecasting model; one that will eventually form an integrated and trustworthy component of the reservoir management and operational decision-making process.
Short-term, multi-step ahead reservoir inflow forecasting
Generating short period ahead forecasts of reservoir inflow by means of standard, spatially-distributed physical models, applied in real time (e.g. Wu et al., 2007; Wu et al., 2008) , is problematic because the generation of ahead-of-time forecasts necessitates the use of uncertain, forecasted inputs in a modelling framework that is designed to be instantaneous and continuously-updating. Moreover, the complex data needs and parameterisation requirements of physically-based models make their application difficult in many of Taiwan's reservoirs that are fed from remote, mountainous, catchments (Wu et al., 2008 ). An alternative approach is multi-step-ahead forecasting in which the general relationship between lagged and instantaneous inputs, and an inflow record shifted progressively forward in time, is quantified and reapplied (e.g. Chang et al., 2007; Toth and Brath, 2007; Yonaba et al., 2010) . In this context, a forecast is generated for multiple periods (or steps) ahead using a mix of past records and real-time measurements. Data driven models are particularly good at multi-step-ahead forecasting due to their ability to determine the optimal relationships that relate inputs to outputs; albeit with a reduction in their predictive capabilities over longer forecast horizons (Campolo et al., 1999; Babovic and Keijzer, 2002; Nayak et al., 2005; Xu and Li, 2002; Dawson et al., 2006) . They are also flexible enough to enable the development of models that accommodate spatial and temporal heterogeneity in the model inputs (Lorrai and Sechi, 1995; Rajurkar et al., 2002) . Ghalkhani et al. (in press ). Of particular importance for this study is recently-reported success in its ability to discover the optimal relationship between current and antecedent rainfall and reservoir inflow inputs and multi-step-ahead reservoir inflow outputs (El-Shafie, 2007; Jothiprakash and Magar, 2012) . However, any implementation of a distributed, ANFIS modelling framework is potentially problematic, because the use of large numbers of distributed inputs is likely to result in a grossly inefficient solution. In addition, local noise (both spatial and temporal) in the rainfall data which is used to drive such models risks masking the broader hydrological signal that one wishes to capture (Lin and Chen, 2005; Dark and Bram, 2007 (Table 1 ). Figure 3 shows the reservoir inflow records depicted as a continuous series for the eight typhoons, highlighting substantial differences in the duration and magnitude of each individual storm event.
Two different sorts of rainfall data were available for the eight typhoon events:
hourly rainfall data for 12 gauges distributed across the catchment ( 
METHODOLOGY
Within the context of the existing rules that govern reservoir releases in Taiwan, we develop modelling procedures that are capable of generating reliable estimates of peak reservoir inflow magnitude and timing over intervals that exceed the statutory minimum requirement. It is important to note that we do not exemplify the application of the operational procedures or seek to improve or change them.
Instead, we focus on the development of a model that can deliver improved forecast information, which can subsequently be used to support better application of the existing operational rule sets. The purpose of the modelling exercise is thus to generate the best performing real-time, instantaneous multi-hour step-ahead forecast of reservoir inflow for the reservoir in question. From this, the predicted water accumulation within the reservoir can be continuously updated, and decisions about the timing of any required reservoir release(s) can be made in advance of their occurrence. To this end, the model predictions are not constrained to peak inflows, but extend across the entire hydrologic response of the catchment. Inflow into the Shihmen reservoir was modelled for forecast horizons of Q t+1 ,Q t+2 …Q t+5 hours ahead using six modelling approaches of increasing complexity (Table 3) :
Model A: A simple two-input model based solely on the reservoir inflow record.
Inputs comprised inflow at time t, and the change (difference) in inflow between Q t and Q t-1 , hereafter termed ∆Q. This model represents the minimum complexity solution against which models using either rainfall or radar as additional inputs can be compared.
Model B: A rainfall-runoff model with inputs comprising 12 lagged, point-based rain gauge records, Q t and ∆Q. This model represents a standard configuration for including rain gauge inputs in data-driven rainfall-runoff models (e.g. Deo and Thirumalaiah, 2000) . 
Derivation of model inputs

Inflow Inputs
Numerous modelling studies have shown that, over short forecast horizons, simple one-step-ahead autoregressive models will provide good predictions of inflow over a broad range of different hydrological settings (Niedzielski, 2007) . However, one-step-ahead models can suffer from local preferencing; where the predictive power of all lagged inputs is minimised in favour of the last observed record, if the latter is included as an input . The upshot of this for data-driven modelling is that one-step-ahead solutions can easily become trapped into producing a minimally-modified autoregressive single-input single-output model. To reduce the likelihood of this occurring, the lagged inflow input in each of our models is modified into a standardised rate of change: ∆Q. This increases the dimensionality of our drivers and, simultaneously, ensures that both positive and negative values are provided. This deviation from standard data-driven modelling practice is intended to reduce the marginalisation of lagged data during model 
Rain Gauge Inputs
In contrast to the simple inflow model, the use of rain gauge inputs requires consideration of the spatial distribution of measurement records, and of variable travel times occurring between the rainfall recorded at the gauge and the inflow response at the point of reservoir inflow forecast. Therefore, the challenge is to identify the most representative travel time for each gauge. In this study, we examine all travel times from 0 to 10 hours by means of correlation analysis: 3. For each gauge, select the travel time to be used based on the maximum mean correlation coefficient.
The results of Steps 2 and 3 are presented in Table 4 .
Radar Inputs
The use of radar data allows us to replace spatially-discrete rain gauge modelling inputs with spatially-continuous representations. In total, 434 grid cells comprise the radar data set for this catchment. In order to prevent the development of an excessively complex solution, spatial lumping was performed by aggregating radar values to increasing numbers of hydrological sub-units. Table 5 contains descriptive statistics of the aggregated radar rainfall data for each individual polygon.
For hourly radar rainfall, correlation analysis was performed on the aggregated radar rainfall data for each polygon in a manner identical to that for gauged rainfall, by again examining travel times that ranged from 0 to 10 hours. Mean correlation coefficients were calculated across the 8 typhoon events, with the representative travel time for each polygon selected on the basis of the maximum mean coefficient.
The travel times assigned to each polygon are presented in Figure 4 . At 4 and 8 sub catchments, the spatial assignment of travel times appears rational, with travel time increasing with distance from the reservoir inflow. At 12 sub catchments, the spatial pattern is less rational, with instances of upstream sub catchments being assigned quicker travel times than some of their downstream neighbours.
Data-driven Modelling
ANFIS models were developed in MATLAB for our five forecasting horizons (Q t+1 ,Q t+2 ...Q t+5 ) using each of the six approaches (A-F), resulting in 30 final models.
The Fuzzy Logic Toolbox genfis3 function was used to determine the structure of each fuzzy information system, by the application of fuzzy c-means. The number of clusters required by the c-means algorithm was provided by the user and, in turn, this parameter set the number of membership functions per input and number of output rules per model so that in each case they equalled the number of clusters used. For each of these 30 models, a multiple linear regression (MLR) counterpart was also developed.
ANFIS is a five-layer feedforward network, applying a neural network learning algorithm and fuzzy reasoning to map input predictor variables onto an output predictand space. The basic architecture is described in detail in numerous other hydrological modelling papers and, as such, need not be repeated in our paper (e.g. Table 6 .
Chang et al., 2005). The optimal structure for each ANFIS model used in our
Evaluation metrics
The performance of each model was evaluated and compared using five different 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 where N is the number of observations, n E is the RMSE of the model compared.
RESULTS
Test data set results for all 30 ANFIS models are presented in Figures 5 and 6 . For the one and two-hour ahead forecasting horizons (Q t+1 ,Q t+2 ), the metrics indicate similar, high levels of performance for all models. This clearly reflects the limited challenge involved in very short-term reservoir inflow forecasting for the Shihmen catchment. However, as the forecasting horizon is increased, clear differences in the performance of individual models become apparent.
For forecasting horizons Q t+3 to Q t+5 , Models A and B deliver similarly poor performance. This implies that the addition of spatially-distributed, point-based data provides little advantage over a simple lagged inflow model. Presumably, this is because the degree of useful spatial information that is encoded within the model inputs is highly limited. Indeed, the inclusion of continuous spatial data, even as a wholly lumped input (Model C) is shown to result in improved performance at forecasting horizons greater than Q t+2 . This suggests that, even without additional spatial discretisation, continuous rainfall data should be used in preference to arises from the need to generalise highly complex, spatio-temporal patterns of typhoon events and their relationship to inflow, something which would require the use of a well-parameterised, spatially and temporally-distributed, physically-based model to properly forecast. Instead, data-driven modellers must adopt a more pragmatic position in which the relationships between data sets must be simplified through both temporal and spatial lumping: both of which are applied in this study. performance indices showed that ANFIS models were almost invariably superior to MLR models, and always so over longer forecast horizons. These results confirm the near-linear nature of one-step-ahead forecasting and that increased non-linearity occurs over longer forecasting horizons. It also confirms the need to develop non-linear modelling solutions for providing multi-step-ahead forecast reservoir inflow related to typhoon events in Taiwan. The novel contribution of this paper is its exploration of how the inclusion of spatial-distribution in a data-driven rainfall-runoff model enhances its predictive performance by better capturing the spatial and temporal heterogeneity of typhoon rainfall events. Our results reveal clear improvements associated with the adoption of a semi-distributed data-driven modelling framework; offering potential benefits for similar studies conducted under differing conditions, since catchment sub-partitioning is easily reproduced. This finding conforms to the widely-held viewpoint that errors associated with the estimation of rainfall intensity from lumped models are very likely to limit a model's ability to predict runoff accurately, and that this will be a particular problem where high-intensity, convective rainfall is known to be the key driver of runoff (Dawdy and Bergman, 1969; Wilson et al., 1979) . Such results also support the notion that there may be an optimal level of discretisation beyond which anticipated performance benefit decreases due to local noise and uncertainty in the rainfall data masking the broader hydrological signal for a catchment (Lin and Chen, 2005; Dark and Bram, 2007) . Thus, it is important to caution against the assumption that data-driven rainfall-runoff model accuracy will necessarily be improved by simply increasing the degree of spatial distribution 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 data-driven models within a semi-distributed model structure, drawing upon the physical rationality of such approaches, which better reflects the nature of the hydrological phenomena that is required to be modelled. Hybrid solutions are usually characterised by relatively complex, modular solutions in which different data-driven models are developed for one or more individual components of the catchment being modelled (e.g. a different model for each sub-catchment, or for each hydrological process operating within the catchment), and subsequently combined (e.g. Corzo et al., 2009; Huo et al., 2012) . By contrast, our study adopts a simpler approach involving the use of semi-distributed model inputs as opposed to enforcing spatial distribution in the model structure itself. In this way the predictive benefits that result from the use of different levels of semi-distribution in the model inputs are tested: an important requirement when one or more model inputs are derived from a spatially-continuous data set. The resultant model is, arguably, a simplified hybrid solution that achieves an optimal degree of generalisation of the spatio-temporal variability in typhoon rainfall-runoff processes, whilst avoiding an overly-complex, fully-distributed model structure that would require inputs and parameters that are difficult to obtain.
DISCUSSION AND WIDER IMPLICATIONS
As with many scientific disciplines, a range of methodological approaches and associated techniques for tackling hydrological problems have emerged, that are founded on different conceptual and philosophical schools of thought about how and ideas occurring across the wider disciplinary and scientific community. This paper exemplifies how the incorporation of the most basic physical concepts in hydrology may be integrated into a data-driven methodology so that the physical rationality of the data-driven product is a core element of the resultant model. In so doing, it supports the notion that hydrologists, irrespective of their conceptual background or philosophical stance, should where possible, seek to incorporate the ideas and knowledge that is best suited to the nature of the problem that they are trying to solve. These may derive from other parts of the discipline or beyond, and may result in models that are substantially different from those that are accepted practice within a particular school of thought. We accordingly encourage data-driven modellers to engage more fully with physical concepts in hydrology, and physical modellers to consider how data-driven techniques may be of benefit to them.
CONCLUSIONS
Four key points emerge from this study:
1. Continuous rainfall data appears to offer performance advantages over discrete, point-based spatial data for reservoir inflow forecasting in Taiwan. 2. Further performance advantages can be achieved by using a semi-distributed modelling framework, but there are limits to the number of catchment sub-units that should be used.
3. The spatio-temporal complexity of typhoon rainfall requires a substantial amount of spatial and temporal generalisation in order to build an effective data-driven rainfall-runoff model.
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