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Abstract
In this paper we study the equations of motion of a rigid body
around a ¯xed point in the case of Kovalevskaya. We give in-
terpretation of the "mysterious substitution of variables" in So¯a
Kovalevskaya's paper. The present paper also connects integra-
tion procedure proposed by Golubov with the original equations
obtained by S. Kovalevskaya.
Keywords: Kovalevskaya top, integrable case, integration proce-
dure
1 Introduction
It is well known that Kovalevskaya top is one of three famous integrable
cases of spinning top. This paper deals with a systematic approach to
the integration of this case. So¯a Kovalevskaya integrates the problem
in terms of hyperelliptic quadratures after a complicated and mysterious
substitution of variables, [7]. Here we present possible explanation for this
substitution and explicit formulas for the solutions obtained by adapting
Golubov's method [1] to Kovalevskaya's equations from [7]. This problem
was studied in detail in thesis [11].
¤Faculty of Transport and Tra±c Engineering, University of Belgrade, e-mail:
k.mijailovic@sf.bg.ac.rs (This paper got award \Rastko Stojanovic" on the First
Serbian (26th YU) Congress on Theoretical and Applied Mechanics Kopaonik, Serbia,
April 10-13, 2007)
347348 K. Kuki¶ c
The organization of this paper is as follows: Sections I contains for-
mulation of the problem and basic facts concerning Kovalevskaya's case.
Section II is devoted to change of variables in the paper of Kovalevskaya.
It contains Weil's interpretation of Euler's results [4], [5] [9], [10] and
paraphrase of these classical results given by Jurdjevic in [6] leading to
the di®erential equations that appear in the paper of So¯a Kovalevskaya.
Section III explains procedure for integration proposed by Golubov, but
adapted to equations that appear in Kovalevskaya's paper.
2 Formulation of the problem
A spinning top is by de¯nition a rigid body that rotates in a constant
gravitational ¯eld. The most fascinating integrable case of spinning top
was discovered by So¯a Kovalevskaya in 1889 under the conditions that
I1 = I2 = 2I3;I3 = 1;z0 = y0 = 0. With (I1;I2;I3) we denote principal
moments of inertia, (x0;y0;z0) is center of mass, c = Mgx0 and (p;q;r)
is vector of angular velocity. Finally with °; °0; °00 we denote cosine of
angles between z axes of ¯xed coordinate system and axes of coordinate
system that is attached to the top and whose origin coincides with the
¯xed point. Then the equations of motion take the following form:
2_ p = qr; _ ° = r°
0 ¡ q°
00;
2_ q = ¡pr ¡ c°
00; _ °0 = p°
00 ¡ r°; (1)
_ r = c°
0; _ °00 = q° ¡ p°
0:
So¯a Kovalevskaya begins her investigations with solving problem for
what values of (I1;I2;I3;x0;y0;z0) Euler-Poisson's equations admit Lau-
rent series solutions of complex time for their general solution. Such a
formulation of the problem gave one new approach to a larger class of
Hamiltonian systems on Lie groups ( [6], [8], [2] ).
2.1 Constants of motion
System (1) has three well known independent constants of motion:
2(p2 + q2) + r2 = 2c° + 6l1 - energy ,
2(p° + q°0) + r°00 = 2l - angular momentum in the direction of gravity,
°2 + °02 + °002 = 1 - length of the gravity vector.Di®erent approaches to Kovalevskaya top 349
The extra constant of motion in the case of S. Kovalevskaya is
[(p + {q)
2 + c(° + {°
0)][(p ¡ {q)
2 + c(° ¡ {°
0)] = k
2: (2)
Next, if we denote with
x1 = p + {q; y1 = ° + {°
0;
x2 = p ¡ {q; y2 = ° ¡ {°
0;
»1 = (p + {q)
2 + c(° + {°
0) = x
2
1 + cy1;
»2 = (p ¡ {q)
2 + c(° ¡ {°
0) = x
2
2 + cy2;
then integral (2) becomes
»1»2 = k
2: (3)
Rewrite r2;r°00;°002 using x1;x2;»1;»2. From constants of motion and
p
2 + q
2 = x1x2;
2c° = »1 + »2 ¡ x
2
1 ¡ x
2
2;
2c{°
0 = »1 ¡ »2 ¡ x
2
1 + x
2
2;
we get
r
2 = 6l1 ¡ (x1 + x2)
2 + »1 + »2;
cr°
00 = 2lc + x1x2(x1 + x2) ¡ x2»1 ¡ x1»2;
c
2°
002 = c
2 ¡ k
2 ¡ x
2
1x
2
2 + x
2
2»1 + x
2
1»2:
Further S. Kovalevskaya denotes with: E = 6l1 ¡ (x1 + x2)2 , F =
2cl + x1x2(x1 + x2) i G = c2 ¡ k2 ¡ x2
1x2
2 .
Then we get
r
2 = E + »1 + »2;
cr°
00 = F ¡ x2»1 ¡ x1»2;
c
2°
002 = G + x
2
2»1 + x
2
1»2:
Replacing these expressions into identity r2c2°002 = (cr°00)2 it turns into
(E + »1 + »2)(G + x
2
2»1 + x
2
1»2) ¡ (F ¡ x2»1 ¡ x1»2)
2 = 0: (4)350 K. Kuki¶ c
After an algebraic transformation (4) becomes
[(»1 + »2)(x
2
2»1 + x
2
1»2) ¡ (x2»1 + x1»2)
2] + [(»1 + »2)G+
(x
2
2»1 + x
2
1»2)E + 2(x2»1 + x1»2)F] + EG ¡ F
2 = 0: (5)
Using identity (»1 +»2)(x2
2»1 +x2
1»2)¡(x2»1 +x1»2)2 = »1»2[x2
1 +x2
2 ¡
2x1x2] from (5) we get
»1(G+x
2
2E+2x2F)+»2(G+x
2
1E+2x1F)+EG¡F
2+k
2(x1¡x2)
2 = 0: (6)
Next S. Kovalevskaya denotes with:
R(x1) = x
2
1E + 2x1F + G = x
2
1(6l1 ¡ (x1 + x2)
2)+
2x1(2cl + x1x2(x1 + x2)) + c
2 ¡ k
2 ¡ x
2
1x
2
2
= [¡(x1 + x2)
2x
2
1 + 2x
2
1x2(x1 + x2) ¡ x
2
1x
2
2] + 6l1x
2
1 + 4clx1 + c
2 ¡ k
2
= ¡[(x1 + x2)x1 ¡ x1x2]
2 + 6l1x
2
1 + 4clx1 + c
2 ¡ k
2
= ¡x
4
1 + 6l1x
2
1 + 4clx1 + c
2 ¡ k
2:
Note here that even if coe±cients E;F;G depend on x1 and x2 expression
Ex2
1 + 2Fx1 + G depends just on x1.
Let us also introduce
R(x1;x2) = Ex1x2 + F(x1 + x2) + G = [6l1 ¡ (x1 + x2)
2]x1x2+
[2cl + x1x2(x1 + x2)](x1 + x2) + [c
2 ¡ k
2 ¡ x
2
1x
2
2]
R1(x1;x2) = EG ¡ F
2 = ¡6l1x
2
1x
2
2 ¡ (c
2 ¡ k
2)(x1 + x2)
2¡
4lc(x1 + x2)x1x2 + 6l1(c
2 ¡ k
2) ¡ 4l
2c
2:
Then (6) becomes
R(x2)»1 + R(x1)»2 + EG ¡ F
2 + k
2(x1 ¡ x2)
2 = 0: (7)Di®erent approaches to Kovalevskaya top 351
In order to express »1 and »2 as functions of x1;x2 after short calcula-
tion and with help of identity R(x1)R(x2)¡R2(x1;x2) = (EG¡F 2)(x1¡
x2)2; S. Kovalevskaya gets quadratic equation
R(x2)»
2
1 + »1(R1(x1;x2) + k
2(x1 ¡ x2)
2) + R(x1)k
2 = 0:
As a next step she made the following "mysterious" substitution of
variables:
s1 =
R(x1;x2) ¡
p
R(x1)R(x2)
2(x1 ¡ x2)2 +
1
2
l1;
s2 =
R(x1;x2) +
p
R(x1)R(x2)
2(x1 ¡ x2)2 +
1
2
l1: (8)
She omits any explanation concerning the above formulas and we will
now try to put some light on them.
3 About the substitution of variables s1;2 = ¡
R(x1;x2)¨
p
R(x1)R(x2)
¢
(x1 ¡x2)¡2=2+l1=2
With P(x) = A + 4Bx + 6Cx2 + 4Dx3 + Ex4 we will denote general
polynomial of degree four and with P1(x;y) = A + 2B(x + y) + 3C(x2 +
y2)+2Dxy(x+y)+Ex2y2 a particular form that satis¯es P1(x;x) = P(x).
Theorem 1. The unique form that satis¯es P 2
1(x;y) + (x ¡
y)2 ^ P(x;y) = P(x)P(y) is ^ P(x;y) = ¡4B2 + 4(AD ¡ 3BC)(x + y) +
2(AE+2BD¡9C2)(x2+y2)+(BE¡3CD)xy(x+y)¡4D2x2y2¡(AE+
4BD ¡ 9C2)(x ¡ y)2.
Proof: By di®erentation of F(x;y) = P(x)P(y)¡P 2
1(x;y) we see that
F(x;y) must be in the form of (x¡y)2 ^ P(x;y), and by further calculations
one ¯nds that ^ P(x;y) matches with the expression given in the statement
of theorem. For more about this procedure, see [6].
Let Pµ(x;y) = P1(x;y)¡µ(x¡y)2 denote the most general biquadratic
form that satis¯es Pµ(x;x) = P(x) where µ is an arbitrary parameter.
Then, ©µ(x;y) = ¡(x ¡ y)2µ2 + 2P1(x;y)µ + ^ P(x;y) is the unique form
that satis¯es P 2
µ (x;y) + (x ¡ y)2©µ(x;y) = P(x)P(y).352 K. Kuki¶ c
©µ can be written as ©µ(x;y) = aµ(x)y2 + 2bµ(x)y + cµ(x) = aµ(y)x2 +
2bµ(y)x + cµ(y) where is
aµ(x) = (2Eµ ¡ 4D
2)x
2 + (4Dµ + 4BE ¡ 12CD)x + AE ¡ (µ ¡ 3C)
2;
bµ(x) = (2Dµ+2BE¡6CD)x
2+(µ
2¡9C
2+AE+4BD)x+2Bµ+2AD¡3BC;
cµ(x) = (AE ¡ (µ ¡ 3C)
2)x
2 + (4Bµ + 4AD ¡ 12BC)x + 2Aµ ¡ 4B
2:
If with Gµ(x) we denote discriminant b2
µ¡aµcµ, then Gµ(x) = p(µ)P(x)
where is p(µ) = 2µ(µ¡3C)2+2µ(4BD¡AE)+4B2E +4AD2¡24BCD.
Polynomial p(µ) can be linked with cubic elliptic curve
¡ = f(»;´) : ´
2 = 4»
3 ¡ g2» ¡ g3g;
where g2 and g3 are the invariants of curve C= f(x;u) : u2 = P(x)g
explicitly given with g2 = AE ¡ 4BD + 3C2 and g3 = ACE + 2BDC ¡
AD2 ¡ B2E ¡ C3. If we take µ = 2(» + C) and ´
2 =
p
4
then we obtain
´2 = 4»3 ¡ g2» ¡ g3.
Theorem 2. For each number µ, ©µ(x;y) = 0 is a solution of one of
di®erential equations
dx
p
P(x)
§
dy
p
P(y)
= 0; (¤). Conversely, for every
solution y(x) of either equation (¤) there exists a number µ such that
©µ(x;y(x)) = 0.
Proof: For the proof one can see [6],[9],[4].
In papers [9] and [10] Weil pointed out that ¡ and C may be regarded
as two components of a commutative algebraic group (G(C),+). He
describes next mappings: (M;N) ! M + N from C£C into ¡ and
(M;P) ! M + P from C£¡ into C. With each solution ©µ(x;y) = 0
Weil associates two transformations from C into C, depending whether
they change
dx
u
into
dy
v
or into ¡
dy
v
. For each point M = (x;u) on C
de¯ne two points N1 = (y1;v1) and N2 = (y2;v2) on C by formulas:
y1 =
1
aµ(x)
(¡bµ(x) + 2´u); v1 = ¡
1
2´
(bµ(y1) + aµ(y1)x)Di®erent approaches to Kovalevskaya top 353
and
y2 =
1
aµ(x)
(¡bµ(x) ¡ 2´u); v2 = ¡
1
2´
(bµ(y2) + aµ(y2)x)
Then, it follows that
dy1
dx
= ¡
@©µ
@x
@©µ
@y
=
2´v1
2´u
and
dy2
dx
= ¡
@©µ
@x
@©µ
@y
= ¡
2´v2
2´u
:
Using those mappings and group structure G(C) we obtain that
for value µ1 =
P1(a;b) +
p
P(a)P(b)
(b ¡ a)2 form ©µ1(x;y) is the solution of
dx
p
P(x)
¡
dy
p
P(y)
= 0 and for µ2 =
P1(a;b) ¡
p
P(a)P(b)
(b ¡ a)2 form ©µ2(x;y)
is the solution of
dx
p
P(x)
+
dy
p
P(y)
= 0. Using these results we can
now state theorem which makes clear some formulas that appeared in the
Kovalevskaya's paper [7] without any explanation.
Theorem 3. Let O1 = (³1;´1) and O2 = (³2;´2) denote points of C
related by the formulas O1 = N ¡ M, O2 = N + M. Then,
d³1
´1
= ¡
dx
u
+
dy
v
;
d³2
´2
=
dx
u
+
dy
v
:
Proof: For the proof one can see [6].
So¯a Kovalevskaya claims that
ds1 p
S(s1)
=
dx1 p
R(x1)
+
dx2 p
R(x2)
;
ds2 p
S(s2)
= ¡
dx1 p
R(x1)
+
dx2 p
R(x2)
(9)
where is S(s) = 4s3¡g2s¡g3 and g2 = k2¡c2+3l2
1, g3 = l1(k2¡c2¡l2
1)+l2c2
are invariants of the curve C=f(x;u)ju2 = R(x) = ¡x4 + 6l1x2 + 4lcx +
c2 ¡ k2g. That is exactly application of Theorem 3, since s1 = ³2 and
s2 = ³1. To show this claim, we just need to notice that instead of general
polynomial P(x) here we take R(x), so C = l1. From (8) we get354 K. Kuki¶ c
s1 =
¡x2
1x2
2 + 3l1(x2
1 + x2
2) + 2lc(x1 + x2) + c2 ¡ k2 ¡ 3l1(x1 ¡ x2)2 ¡
p
P(x1)P(x2)
2(x1 ¡ x2)2
+
1
2
l1
=
P1(x1;x2) ¡ 3l1(x1 ¡ x2)2 ¡
p
P(x1)P(x2)
2(x1 ¡ x2)2 +
1
2
l1
=
P1(x1;x2) ¡
p
P(x1)P(x2)
2(x1 ¡ x2)2 ¡
3l1
2
+
l1
2
=
µ2
2
¡ l1
=
2(³2 + C)
2
¡ l1
= ³2
By analogous derivation, we get s2 = ³1. Next, we will derive system
of di®erential equations for s1 and s2.
Let (x1;
p
R(x1)) and (x2;
p
R(x2)) denote points on C and (s1;
p
S(s1)),
(s2;
p
S(s2)) points on ¡.
From 2{_ x1 = rx1 + c°00 we get
¡4(
dx1
dt
)
2 = r
2x
2
1 + 2rc°
00x1 + c
2°
002:
Now, remember that r2 = E + »1 + »2, cr°00 = F ¡ x2»1 ¡ x1»2 and
c2°002 = G + x2
2»1 + x2
1»2, so we get
¡4(
dx1
dt
)
2 = R(x1) + »1(t)(x1(t) ¡ x2(t))
2:Di®erent approaches to Kovalevskaya top 355
By analogous derivation is
¡4(
dx2
dt
)
2 = R(x2) + »2(t)(x1(t) ¡ x2(t))
2
and
4
dx1
dt
dx2
dt
= R(x1;x2):
Next we get
¡4
S1
µ
ds1
dt
¶2
= ¡
4
R(x1)
µ
dx1
dt
¶2
¡
4
R(x2)
µ
dx2
dt
¶2
¡
8
p
R(x1)R(x2)
dx1
dt
dx2
dt
= 2 + (x1 ¡ x2)
2(
»1
R(x1)
+
»2
R(x2)
) ¡
2R(x1;x2)
p
R(x1)R(x2)
= 2 ¡
(x1 ¡ x2)2
R(x1)R(x2)
(R1(x1;x2) + k
2(x1 ¡ x2)
2) ¡
2R(x1;x2)
p
R(x1)R(x2)
=
R(x1)R(x2) + R2(x1;x2) ¡ 2R(x1;x2)
p
R(x1)
p
R(x2) ¡ k2(x1 ¡ x2)4
R(x1)R(x2)
=
(x1 ¡ x2)4
R(x1)R(x2)
2
4
Ã
R(x1;x2) ¡
p
R(x1)
p
R(x2)
(x1 ¡ x2)2
!2
¡ k
2
3
5
Replacing
R(x1;x2) + (¡1)ip
R(x1)
p
R(x2)
2(x1 ¡ x2)2 = si ¡
l1
2
and denote
with k1 =
l1
2
+
k
2
and k2 =
l1
2
¡
k
2
previous expression becomes
¡
1
S1
µ
ds1
dt
¶2
=
(x1 ¡ x2)4
R(x1)R(x2)
Ã
R(x1;x2) ¡
p
R(x1)
p
R(x2)
2(x1 ¡ x2)2 ¡
k
2
!
Ã
R(x1;x2) ¡
p
R(x1)
p
R(x2)
2(x1 ¡ x2)2 +
k
2
!
=
(x1 ¡ x2)4
R(x1)R(x2)
(s1 ¡ k1)(s1 ¡ k2):356 K. Kuki¶ c
Also, s2 ¡ s1 =
p
R(x1)
p
R(x2)
(x1 ¡ x2)2 so ¯nally we get
ds1
dt
=
p
©(s1)
s1 ¡ s2
where ©(s1) = ¡(4s3
1 ¡ g2s1 ¡ g3)(s1 ¡ k1)(s1 ¡ k2).
In the same way
ds2
dt
=
p
©(s2)
s2 ¡ s1
:
Finally, system of equations for s1 and s2 is
ds1 p
©(s1)
+
ds2 p
©(s2)
= 0;
s1ds1 p
©(s1)
+
s2ds2 p
©(s2)
= dt: (10)
4 Integration procedure for Kovalevskaya
top
Recall from (8) that s1 and s2 are the roots of quadratic equation
(x1 ¡ x2)
2(s ¡
l1
2
)
2 ¡ R(x1;x2)(s ¡
l1
2
) ¡
1
4
R1(x1;x2) = 0: (11)
Here we need to notice that Golubov in [1] s1 and s2 obtains as roots of
equation
(x1 ¡ x2)
2(s ¡ 3l1)
2 ¡ 2R(x1;x2)(s ¡ 3l1) ¡ R1(x1;x2) = 0: (12)
Since we explained possible motivation for change of variable So¯a Ko-
valevskaya used in her famous paper we will now adapt method proposed
by Golubov in [1] on equations given by S. Kovalevskaya in [7]. More
about this adaptation one can ¯nd in [11]. Denote left side of (10) with
Q(w;x1;x2) = (x1 ¡ x2)
2w
2 ¡ R(x1;x2)w ¡
1
4
R1(x1;x2): (13)
Let us remark here that, like in [1], we can obtain system of di®erential
equations (10) by di®erentiation of Q(w;x1;x2) = 0 and substituting
(
@Q
@w
)
2 = R(x1)R(x2); (
@Q
@x1
)
2 = R(x2)'(w); (
@Q
@x2
)
2 = R(x1)'(w);Di®erent approaches to Kovalevskaya top 357
where is
'(w) = 4w
3 +6w
2l1 +(c
2 ¡k
2)w¡c
2l
2 = (w+
3l1
2
)(4w
2 +c
2 ¡k
2)¡c
2l
2:
We can see that '(w) = S(s) for s = w ¡
l1
2
. In order to apply
Golubov's method, next problem was to ¯nd function h(w) so that
Q(w;x1;x2)h(w) = A
2 + '(w)B
for some expressions A(x1;x2;w), B(x1;x2;w). We found that:
h(w) = 4(w +
3l1
2
); A = [4(w +
3l1
2
)(
x1x2
2
¡ w) + cl(x1 + x2)];
B = (x1 + x2)
2 ¡ 4(w +
3l1
2
):
If we change w into ~ s ¡
3l1
2
, '(w) turns into
~ '(~ s) = ~ s(4(~ s ¡
3l1
2
)
2 + c
2 ¡ k
2) ¡ c
2l
2 = 4(~ s ¡ ~ e1)(~ s ¡ ~ e2)(~ s ¡ ~ e3): (14)
Denote Q(w;x1;x2)(x1¡x2)
¡2 with F(w). Expanding F(w) into Tay-
lor's polynomial we get
F(w) = F(u) + (w ¡ u)F
0(u) + (w ¡ u)
2 =
1
(x1 ¡ x2)2
2
42
r
u +
3l1
2
(
1
2
x1x2 ¡ u) +
lc(x1 + x2)
2
q
u +
3l1
2
3
5
2
+
'(u)
(x1 ¡ x2)2
"
(x1 + x2)2
4(u +
3l1
2 )
¡ 1
#
+ (w ¡ u)
2u(x1 ¡ x2)2 ¡ R(x1;x2)
(x1 ¡ x2)2
+(w ¡ u)
2 = 0: (15)
Now we replace w = ~ s ¡
3l1
2
, u = z ¡
3l1
2
and roots of (15) denote
with ~ s1 ¡ z and ~ s2 ¡ z so358 K. Kuki¶ c
(~ s1 ¡ z)(~ s2 ¡ z) =
h
2
p
z
1
2x1x2 ¡ z +
3l1
2
x1 ¡ x2
+
lc
2
p
z
x1 + x2
x1 ¡ x2
i2
+
~ '(z)
(x1 ¡ x2)2
h(x1 + x2)2
4z
¡ 1
i
:
(16)
If we take z = ~ ei; i = 1;2;3 then
p
~ ei
x1x2 ¡ 2~ ei + 3l1
x1 ¡ x2
+
lc
2
p
~ ei
x1 + x2
x1 ¡ x2
=
p
(~ s1 ¡ ~ ei)(~ s2 ¡ ~ ei): (17)
Next, denote with
X =
x1x2 + 3l1
x1 ¡ x2
=
p2 + q2 + 3l1
2q{
;
Y =
1
x1 ¡ x2
=
1
2q{
;
Z =
x1 + x2
x1 ¡ x2
=
p
q{
and
Pi =
p
(~ s1 ¡ ~ ei)(~ s2 ¡ ~ ei); i = 1;2;3:
Then (17) turns into:
p
~ e®X ¡ 2~ e®
p
~ e®Y +
lc
2
p
~ e®
Z = P®: (18)
Changing i = 1;2;3 into (18) and solving that system, we get X;Y;Z.
Then we obtain
q =
1
2{Y
=
¡1
2{
P3
i=1 2
Pi
p
~ ei
~ '0(~ ei)
=
{
4
P3
i=1
Pi
p
~ ei
~ '0(~ ei)
;
p =
Z
2Y
=
P3
i=1
4
p
~ ej~ ek
~ '0(~ ei) Pi
¡4
P3
i=1
Pi
p
~ ei p
2~ '0(~ ei)
= ¡
P3
®=1
p
~ ej~ ek
~ '0(~ ei) Pi
P3
i=1
Pi
p
~ ei
~ '0(~ ei)
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r =
2_ p
q
=
P3
i=1
p
~ eiPjk
~ '0(~ ei)
{(
P3
i=1
p
~ eiPi
~ '0(~ ei))
where (i;j;k) is cyclic permutation of (1;2;3). With Pij we denoted
Pij = PiPj
"
d~ s1
dt
(~ s1 ¡ ~ ei)(~ s1 ¡ ~ ej)
+
d~ s2
dt
(~ s2 ¡ ~ ei)(~ s2 ¡ ~ ej)
#
for e4 = k1 + l1, e5 = k2 + l1, i;j = 1;2;3;4;5.
Next we obtain °00 from equations 2_ p = qr, 2_ q = ¡pr ¡ c°00, so
qc°
00 = ¡
d(p2 + q2)
dt
= ¡
d(X
Y )
dt
and we get
°
00 =
1
{c
P3
i=1
p
~ ei~ ej
~ '0(~ ek)Pij
P3
i=1
p
~ ei
~ '0(~ ei)Pi
:
From constant of energy and 2(p2 + q2) = 2X
Y ¡ 6l1 we can express
2c° =
2X
Y
+ r
2 ¡ 12l1 = 4
P3
i=1
p
~ ei(~ ej+~ ek)Pi
~ '0(~ ei)
P3
i=1
Pi
p
~ ei
~ '0(~ ei)
¡
ÃP3
i=1 LiPjk P3
i=1 LiPi
!2
¡ 12l1;
where with Li we denoted {(~ ej ¡ ~ ek)
p
~ ei. Finally, we obtain °0 from
equation _ r = c°0. Then,
¡ c°
0 (L1P1 + L2P2 + L3P3)
2
=
3 X
i=1
(~ ej ¡ ~ ek)
2~ eiPi4Pi5
+
3 X
i=1
(~ ei ¡ ~ ej)(~ ek ¡ ~ ei)
p
~ ei~ ej(Pj4Pk5 + Pj5Pk4 + (~ ej ¡ ~ ek)
2Pi):
In paper [7] S. Kovalevskaya obtained formulas for p;q;r;°;°0;°00 using
Weierstrass } and ¾ function after long and not easy calculations. With
e1;e2;e3 she denotes the roots of S(s) and uses change of variable w = s¡360 K. Kuki¶ c
l1
2
, so ~ ei = ei+l1. With these remarks it is easy to check that expressions
we got here are the same as those obtained by S. Kovalevskaya. She did,
also, expressed Pi;Pij for i;j 2 f1;2;3;4;5g through # functions. More
about these formulas and notation she used, one can see in [3], [11].
5 Conclusions
Even after more than hundred years after publishing, Kovalevskaya's pa-
per [7] is still quite a challenge. Up to now, her method has been neither
understood, nor improved. This paper o®ered simple alternative to Ko-
valevskaya's formulas without mentioning properties of } and ¾ functions.
New techniques are still developing. Some geometric approaches to this
problem were proposed in [8], [2] and that will be the ¯eld of our future
research.
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Razni pristupi · cigri Kovaljevske
Prou· cavaju se jedna· cine kretanja krutog tela oko nepomi· cne ta· cke u
slu· caju Kovaljevske. Daje se interpretacija \tajanstvene smene promenljivih"
u radu So¯je Kovaljevske. Ovde predlo· zeni rad takodje povezuje integra-
cioni postupak Golubova sa originalnim jedna· cinama dobijenim So¯jom
Kovaljevskom.
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