A B S T R A C T Model-predicted atmospheric concentrations of 222 Rn based on two different 222 Rn source terms have been compared with observations in the lower troposphere. One simulation used a globally uniform 222 Rn source term from ice-free land surfaces of 1 atom cm −2 s −1 ; the other assumed a northwards-decreasing source term (linear decrease from 1 atom cm −2 s −1 at 30 • N to 0.2 atom cm −2 s −1 at 70 • N). Zero emissions were assigned to oceans. The northwards-decreasing source term improved predictions at four out of six stations north of 50 • N, reducing the mean prediction/observation ratio from 2.8 to 0.87. In the latitudinal band between 30 • N and 50 • N, the northwards-decreasing source term resulted in systematic under-prediction of atmospheric 222 Rn, whereas the uniform source term provided predictions close to observations. Predictions based on the northwards-decreasing source term were significantly ( p < 0.01) better than those based on the uniform source term for an averaged vertical 222 Rn profile around 44 • N, but were not for one around 38 • N. The results indicate that a northwards-decreasing source term could be a more realistic representation of actual 222 Rn emissions than a uniform 1 atom cm −2 s −1 source term. However, the decrease in 222 Rn source strength with increasing latitude might not begin at 30 • N but somewhat further north. This hypothesis should be investigated through model-independent means.
Introduction
The radioactive noble gas 222 Rn (half-life = 3.82 d) is frequently used in the evaluation and intercomparison of atmospheric transport models (Brost and Chatfield, 1989; Feichter and Crutzen 1990; Genthon and Armengaud, 1995; Lin et al., 1996; Jacob et al., 1997; Stevenson et al., 1998; Dentener et al., 1999; Rasch et al., 2000; Taguchi et al., 2002; Chevillard et al., 2002; Collins et al., 2002) . In this context, a uniform 222 Rn source term of ∼1 atom cm −2 s −1 from all ice-free land surfaces is generally assumed. This value is between the global mean estimates of 0.72 atom cm −2 s −1 (Lambert et al., 1982 ) and 1.2 atom cm −2 s −1 (Turekian et al., 1977) , and is thought to be accurate to within 25% globally and a factor of 2 regionally (Jacob et al., 1997 and references therein) . In an attempt improve model predictions of atmospheric 222 Rn concentrations, some workers have modified this uniform 222 Rn flux distribution so as to take into account some of the variability in 222 Rn emissions. For example, Lee and Feichter (1995) assumed a reduced source strength of 0.005 atom cm −2 s −1 between 60 and 70 • N, to account for apparent snow cover and soil freezing effects, and found that this improved model predictions of 210 Pb deposition rates. This source distribution was also used in the 1993 World Climate Research Program (WCRP) sponsored intercomparison of global atmospheric transport models (Jacob et al., 1997) , and a similar modification (0.5 atom cm −2 s −1 between 60 and 70
• N) was made in the 1995 WCRP workshop (Rasch et al., 2000) . Other modifications of the 222 Rn source term which have been used include: accounting for a small oceanic flux (Heimann et al., 1990; Taguchi et al., 2002) ; taking into account variations in emissions due to soil texture (Dentener et al., 1999; Chevillard et al., 2002) and snow cover (Dentener et al., 1999) ; and increased emissions from Southeast Asia (Dentener et al., 1999; Taguchi et al., 2002) . Some have also tried to improve 222 Rn predictions by taking into account temporal changes in 222 Rn flux (Jacob and Prather, 1990; Genthon and Armengaud, 1995; Lin et al., 1996) . However, where any effects of these spatial and temporal modifications on predicted concentrations has been found, they have generally not been quantified.
Recently, a more far-reaching modification in the global 222 Rn flux term has been proposed by Conen and Robertson (2002 (Stillwell-Soller et al., 1995; Conen and Robertson, 2002) . Only 222 Rn produced in aerated surface layers of the soil is likely to escape to the atmosphere before its decay. Regional gradients in soil 226 Ra content caused by geochemical weathering patterns may also contribute to this trend, as appears to be the case in China where concentrations of 222 Rn precursors decrease from south to north (Xu et al., 1993; Sun et al., 2004) . South of 60
• S and north of 70
• N, 222 Rn emissions are assumed to be zero. However, small fluxes (0.077 atom cm −2 s −1 ) have been reported at 62
• S during the brief Antarctic summer (Evangelista and Pereira, 2002 tional data used were long-term average 222 Rn concentrations for 23 ground-based stations and two averaged vertical profiles. The model used was STOCHEM-Ed (Stevenson et al., 2003) , a new version of the UK Met Office global chemistry-transport-model (CTM), first described in Collins et al. (1997) .
Observations, model and simulations

Surface observations
The data used for surface comparisons were published monthly mean 222 Rn concentrations available for 22 sites located at different latitudes, and data for the Cape Grim baseline air pollution station (W. Zahorowski, personal communication). The locations of these stations are shown in Fig. 1a, and one height, we chose the greatest available height as the most representative of the concentrations in the lowest layer in our model. For Pallas this was Sammaltunturi station, which is on a hillside 565 m above sea level (asl) and around 200 m above the surrounding area, and for New York City this was 260 m above street level. By averaging over the longest timescale available, much of the temporal variation in 222 Rn concentrations is eliminated (Robé et al., 1992) . Thus, comparisons with predictions become less subject to the ability of the model to faithfully reproduce temporal variations in 222 Rn concentrations, and a larger proportion of any discrepancy between prediction and observations becomes attributable to the differences between the actual and assumed 222 Rn source terms or systematic deficiencies in the model. One measure of the discrepancy between prediction and observation we have used is the average of prediction/observation ratios; the other is the root-mean-square error of prediction relative to observation.
Vertical profile observations
The vertical profile data used were those published in Kritz et al. (1998) and Zaucker et al. (1996) . These data are the most recent, reliable and detailed 222 Rn profile data available. The data in Kritz et al. (1998) 
Model
STOCHEM-Ed is a new version of the UK Met Office 3-D Lagrangian CTM STOCHEM (e.g. Collins et al., 1997; Collins et al., 2000 Collins et al., , 2002 , developed at the University of Edinburgh. STOCHEM-Ed is closely coupled to the Unified Model (UM) general circulation model (GCM) (Johns et al., 1997) , from which it is receiving meteorological fields every 3 h. Earlier versions of STOCHEM have taken part in a number of intercomparisons regarding transport and chemistry, including the 1995 WRCP workshop (Rasch et al., 2000) . In all of these studies the model was typically found to perform well within the range of other current models. Thus, we would expect the results of this study to also be valid for other global atmospheric models, although this should be tested.
STOCHEM-Ed uses a Lagrangian transport scheme, dividing the atmosphere into 50 000 air parcels of equal mass. These parcels are advected by winds from the GCM with a fourthorder Runge-Kutta algorithm, using linear horizontal interpolation and cubic vertical interpolation, and adding a small random walk component to simulate turbulent diffusive mixing. The parcels maintain an approximately even global distribution with time. Convective mixing is implemented by fully mixing a fraction of the parcels beneath a convective cloud top. The precipitation rate and fractional cloud cover determine the amount mixed (Stevenson et al., 1998) . Interparcel mixing occurs between parcels occupying the same grid box after each 1 h advection step. Turbulent mixing in the boundary layer is achieved by randomly reassigning the vertical coordinates of air parcels over the depth of the layer. The grid used for mixing is 5
• × 5 The boundary layer is therefore typically represented by only one or two levels. The top level is in the stratosphere, well above the highest level of interest for 222 Rn (approximately tropopause levels). The driving GCM has a more highly resolved boundary layer, which is represented by six different levels. Surface trace gas emissions are added to air parcels within the boundary layer above their sources. Gridded emission distributions with a horizontal resolution of 5
• × 5 • are used. When several air parcels occupy the boundary layer for the grid square, emissions are divided equally between them. If no air parcels are present, for example when the boundary layer is very shallow, emissions are stored until the next time step, ensuring mass conservation. A more detailed description of STOCHEM-Ed can be found in Stevenson et al., 2003. 
Simulations
For each 222 Rn source term one 15-month simulation was carried out, the first 3 months of which were discarded as spinup time. The meteorological driver (UM) was configured as an atmosphere-only GCM, with a resolution of 3.75
• longitude by 2.5
• latitude and with 58 vertical levels between the surface and 0.1 hPa. Recent climatologies of sea-surface temperatures and stratospheric ozone were used to drive the GCM. The modelled values of 222 Rn for each station are linearly interpolated from the four surrounding grid boxes, where the values for a grid box are taken to be representative of its central latitude and longitude.
These grid boxes are illustrated in Fig. 1a . For all stations except Mauna Loa (3400 m asl) and Jungfraujoch (3580 m asl) the 222 Rn concentrations used in the comparison were for the lowest model layer. For Mauna Loa this was the second layer. At Jungfraujoch, strong diurnal variations in 222 Rn with maxima during late afternoon in summer, and the absence of variations in winter, indicate the influence of the convective boundary layer in summer and exposure to the free troposphere in winter (Gäggeler et al., 1995) . Thus, for Jungfraujoch we used model layer 2 (centred 1200 m above the local ground surface) for June to September, and model layer 3 (centred 2000 m above the local ground surface) the rest of the year.
Results and discussion
The assumption of a decreasing 222 Rn source strength north of 30
• N only notably affected predicted 222 Rn concentrations in the Northern Hemisphere (Table 2) , as we would expect given the mean atmospheric (or e-folding) lifetime of 222 Rn of 5.5 d. Differences in atmospheric 222 Rn concentrations between the two simulations were largest in the surface layer polewards of 40
• N, with peak differences towards the centres of large land masses (Canada and Siberia). In relative terms, the northwardsdecreasing source term resulted in a reduction of more than 70% in surface layer concentrations northwards of 60
• N (Fig. 1b) .
This difference between the two simulations decreased steadily with decreasing latitude, and at 30
• N was less than 10% over the continents and less than 30% over the centre of the oceans. In this study, the approach taken to comparing predictions with observations is somewhat different from that of previous studies. For each site, predictions and observations have been averaged over the longest timescale available, without taking into account variations over shorter timescales (e.g. Dentener et al., 1999; Taguchi et al., 2002) . In this way, the influence of random errors in the comparison, for both observations and predictions, has been reduced. We did not attempt to judge the quality of the measurements reported, assuming that instrumental bias is distributed randomly among the 23 stations and averages zero. Using the largest number of stations possible should then result in the smallest bias in the overall judgement. If the model is a perfect representation of reality and bias among the stations is distributed as assumed, we would expect prediction and observation to converge towards the same value with increasing averaging time and increasing number of stations included in the comparison. If this is not the case, systematic deficiencies of the model, the observations or both could be responsible. However, currently, the most important systematic uncertainty in matching predictions with observations seems to be uncertainties in 222 Rn emissions (Schery and Wasiolek, 1998; Chevillard et al., 2002) ; thus, the similarity of predicted and observed long-term averages at a large number of stations should be an indication of the accuracy of the 222 Rn source term employed. Globally, the northwards-decreasing 222 Rn source term resulted in a mean prediction/observation ratio (0.82) closer to unity than the uniform source term assumption (1.49) (Table 3) . Also, the root-mean-square error was smaller: 0.49 for the northwards-decreasing source term compared with 1.22 for the uniform source term assumption. However, when we take a more differentiated look we find that this improvement was mainly due to an improvement in prediction at stations north of 50
• N, where predictions were improved at four out of six sta-
tions. For stations north of 50
• N the uniform source term resulted in an almost three-fold (2.80) overestimation, whereas predictions based on the northwards decreasing source term were relatively close to unity (0.87). Yet, in the latitudinal band between 30
• N and 50
• N, predictions based on the uniform source term were closer to observations at four out of seven stations and mean prediction/observation ratios were much closer to unity (1.11) than for predictions based on the northwards decreasing source term (0.58). South of 30
• N, little difference was found between the two sets of predictions. In both cases, mean prediction/observation ratios were close to unity (0.97; 0.96) and the root-mean-square error was slightly over 0.5. This last result gives some confidence in the model not being particularly biased L . B . RO B E RT S O N E T A L . towards under-or overestimation. Thus, for our comparison of different 222 Rn source terms we can suppose that both the better results north of 50
• N as well as the underestimate between 30
• N and50
• N for the northwards-decreasing source term assumption are likely to be genuine. Predicted and observed 222 Rn concentrations for the two vertical profiles are shown in Fig. 2 . Mean 222 Rn concentrations were greater for the Nova Scotia/North Atlantic Ocean profile than for the Californian profile (Kritz et al., 1998) , despite the fact that air samples for the first profile were largely collected over the ocean. However, given the predominantly westerly winds at these latitudes, west coast locations are likely to be more strongly influenced by 222 Rn-poor maritime air, and east coast locations more strongly influenced by 222 Rn-rich continental air, and thus 222 Rn concentrations will tend to be greater on the east coast of the continent. The largest differences in absolute terms between the two sets of predicted concentrations occur in the surface layer, as we would expect. In relative terms, however, the decrease was as large or larger at higher levels. The differences are greater for the Nova Scotia profile than for the California profile because of the higher latitude of this region (Fig. 2) . At 44
• N (the latitude of the Nova Scotia profile) the northwards-decreasing source term assumes 28% less emission, but only 16% less at 38
• N (the latitude of the Californian profile). Mean prediction/observation ratios and the root-mean-square error of prediction relative to observation for each profile are given in Table 4 . For the Nova Scotia data there was substantial improvement in model predictions when changing to the northwards-decreasing 222 Rn source term, especially at heights above 2000 m. The mean prediction/observation ratio for all height intervals altered from 1.40 to 0.72, and the rootmean-square error of prediction relative to observation was reduced from 0.52 to 0.33. Changing to the northwards-decreasing 222 Rn source term shifted the mean prediction/observation ratio away from unity for the California profile, but predictions were improved for the lowest two height intervals. Similar results to this (improved prediction for the Nova Scotia profile but no improvement for the California profile) have been found by Gupta et al. (2004) , in a study in which they compared the northwards-decreasing source term with the source term used in the 1993 WCRP workshop (Jacob et al., 1997) . As for the results for the surface data, this observation suggests that the northwards-decrease in 222 Rn source strength begins somewhat north of 30
• N. 
Conclusions
that fluxes decrease northwards of 30 • N. However, the validation of this suggestion through comparison of predicted and observed atmospheric 222 Rn concentrations yielded mixed results. While the northwards-decreasing source term substantially improved predictions north of 50
• N compared with a uniform source term of 1 atom cm −2 s −1 , it also resulted in a systematic underprediction of 222 Rn concentrations in the latitudinal band between 30
• N, a region where predictions based on the uniform source term were closer to observations. Although this study does not provide a proof of one particular source term it indicates that the northwards-decreasing source term is a more realistic representation than the generally used uniform 1 atom cm −2 s −1 source term. It also suggests that this decrease begins somewhere between 30
• N, rather than at 30 • N as indicated by the available flux measurements. Future investigations into 222 Rn fluxes should therefore concentrate on these latitudes. Whilst this study suggests a geographical region where further refinement might be necessary, appropriate investigation needs to be made by other means, otherwise the derived source term will not be model-independent and therefore cannot be used in future model validations. Guidance for further improvement of 222 Rn parametrization has recently been worked out in an expert meeting supported by the World Meteorological Organization/Global Atmosphere Watch (WMO/GAW, 2004) . This includes, amongst others, the quest for quality controlled measurements of 222 Rn emissions along north-south transects in Europe and North America, and improved knowledge of global surface 226 Ra concentrations.
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