Let p 1 , .
Introduction
Let P N = (β n ) N −1 n=0 be an N-element point set in the s-dimensional unit cube [0, 1) s . The local discrepancy function of P N is defined as
where 1 Bx (y) = 1, if y ∈ B x , and 1 Bx (y) = 0, if y ∉ B x with B x = [0, x 1 ) × ⋯ × [0, x s ), x = (x 1 , ..., x s ). We define the L q discrepancy of P N as
A sequence (β k ) k≥0 is of low discrepancy (abbr. l.d.s.) if D s,∞ ((β k ) N −1 k=0 ) = O(log s N) for N → ∞. An ergodic transformation T of s−torus is of low discrepancy in the orbit of x if (T k (x)) k≥0 is the l.d.s.
Let p 1 , ..., p s be distinct primes k = j≥1 e j,i (k)p j−1 i , e j,i (k) ∈ {0, 1, . . . , p i − 1}, and φ i (k) = j≥1 e j,i (k)p −j i .
Van der Corput proved that (φ 1 (k)) k≥0 is the 1−dimensional l.d.s. The first example of multidimensional l.d.s. was proposed by Halton :
H s (k) = (φ 1 (k), . . . , φ s (k)), k = 0, 1, 2, ... .
For other examples of l.d.s., see, e.g., [BC] , [Ni] . Let q ≥ 2 be an integer, and let x = .
x 1 x 2 . . . x j ⋅ ⋅ ⋅ = ∑ ∞ j=1 x j q j be the qexpansion of x. We define von Neumann-Kakutani's q−adic adding machine:
n = 2, 3, . . . , T 0 q (x) = x, where k = min{j x j ≠ q − 1}. Let P = (p 1 , ..., p s ) and let T P (x) = (T p 1 (x 1 ), ..., T ps (x s )). As is known, the sequence (T k p i (x)) n≥1 coincides for x = 0 with the van der Corput sequence in base p i (1 ≤ i ≤ s) (see e.g., [FKP, §2.5] ). Hence T k P (0) = H s (k). It is easy to show that (T k P (x)) k≥1 is the low discrepancy ergodic transformation for all x.
We will consider the probability space P s = ([0, 1) s , B([0, 1) s ), λ s ), where λ s is the s−dimensional Lebesgue measure on [0, 1) s .
Let T ∶ [0, 1) s → [0, 1) s be a map, f ∶ [0, 1) s → R is a function, and x 0 ∈ [0, 1) s is a fixed initial condition. We say that the ergodic sums S k (f, x 0 ) = f (x 0 ) + f (T (x 0 )) + ⋯ + f (T k−1 (x 0 )) satisfy a temporal central limit theorem (TCLT) on the orbit of x 0 , if there exists constants A N and B N such that (S k − A N ) B N w → N (0, 1), when k is sampled uniformly from {1, ..., N}.
The ergodic sum S k (f, x) is said to satisfy an almost sure TCLT on P s , if for λ s -a.e. x, S k (f, x) satisfy the TCLT.
The first example of the TCLT was discovered by Beck [Be1] , [Be2] . Beck considered the transformation x → x + √ 2 mod 1 and the indicator function of an interval [0, y). In [DS1], Dolgopyat and Sarig considered a more general notion of the temporal distributional limit theorem (see also [ADS] , [BrUl] , [DS2], [DS3] ).
In [Le2] , we proved an s + 1-parametric spatio-temporal CLT (see definition in [DS1, p.12]) for an s−dimensional adding machine (Halton's sequence) with indicator functions. Similar results for another low discrepancy ergodic transformations was obtained in [Le1] (see also [LeMe] ).
Let y i = ∑ j≥1 y i,j p j i be the p i -expansion of y i (i = 1, ..., s), κ 1 , κ 2 > 0 and let lim inf N →∞ min 1≤i≤s #{j ∈ [1, N] 1 ≤ y i,j and {y i p j i } ≤ 1 − κ 1 } N = κ 2 > 0.
For example, (3) is true for q-rational reels y i > 0, where (q, p i ) = 1 (1 ≤ i ≤ s).
It is easy to see that (3) is also true for a.e. y = (y 1 , ..., y s ) ∈ [0, 1) s . Let 
In this paper, we prove the existence of an almost sure TCLT for the discrepancy function in the multidimensional case :
Theorem. Let s ≥ 1, θ be a uniformly distributed random variable in [0, 1], y satisfy (3). Then ] for N ≥ N 0 (x) with some N 0 (x) for a.s. x ∈ [0, 1) s , p 0 = p 1 p 2 ⋯p s . Now we describe the structure of the paper. In Lemma 1, we get a simple estimate of Fourier series of the discrepancy function D y,x (L). In Lemma 2 and Lemma 4, we minimise the number of terms in the expression of D y,x (L). The main tool of the proof is the S-unit theorem and the theorem on linear forms in logarithm (see §2.2). In §2.3 and 2.4, we compute the upper and the lower bounds of the variance of D y,x (L).
In order to prove the Theorem, we use the martingale CLT (see Theorem D). We construct a martingale approximation to D y,x (L) in §2.6. In order to apply Theorem D, in Lemma 12, we compute the sum of four moment of parts of D y,x (L) and in Lemma 13, we find Levi's conditional variance of D y,x (L).
2 Proof of the Theorem 2.1.
Beginning of the proof of the Theorem.
We will use notation
Let [y] be the integer part of y, 
By (2), we have
Let p 0 = p 1 p 2 ⋯p s , P r = p r 1 1 p r 2 2 . . . p rs s and let M i,r be the unique integer satisfying the two conditions
We define V r,x ∈ [0, P r ) as follows
Applying (10) and the Chinese Remainder Theorem, we get
Let n = [log 2 N] + 1, θ ∈ [0, 1), L = [θN]. From [Ni, p. 29, 30] and (4), we get
Let
Similarly to [Ni, , we obtain from (1), (4), (13) and (15)
It is easy to see that D r,L ≤ y 1,r 1 ⋯y s,rs < p 0 and
Let W 0 = 50p 0 s 2 log 2 n,
From (16) -(19), we derive
Using (14), we obtain
Lemma 1. With the notations as above, we have
Proof. Using (5), (6) and (17), we obtain
According to (12) and (15), we get
It is easy to see that
Bearing in mind that sin(πx 2) ≥ x for x ∈ [0, 1], we obtain from (8) and (21) that
It is easy to see that D r,L ≪ ∑ m ≤p n 0 1 m ≪ n. Bearing in mind that #U ≤ n s , we obtain from (19) and (22) the assertion of Lemma 2.
We consider expectations in probability spaces P 1 and P s :
Bearing in mind that sin(z) = (exp(iz) − exp(−iz)) 2i, cos(z) = sin(z + π 2), 2 sin 2 (z) = 1 − cos(2z) = 1 − sin(2z + π 2) and 2 sin(z 1 ) sin(z 2 ) = cos(z 1 − z 2 ) − cos(z 1 + z 2 ) = sin(z 1 − z 2 + π 2) − sin(z 1 + z 2 + π 2), we obtain from (7), (24)
Lemma 3. Let µ ≥ 2 be integer, r 0 = (r 0,1 , ..., r 0,s ), r 0,i = max 1≤j≤µ (r j,i ),
Then
Proof. By (6), (9), (11), (12) and (23), we obtain
By (20) and Lemma 2, we get
Hence
Bearing in mind that
we have
Therefore, in order to prove Lemma 4 it is enough to verify that
Applying the Borel-Cantelli lemma, we get that (27) results from the following inequality
By Chebyshev's inequality, it is enough to prove that
From (22) and (26), we have
Using Lemma 1 and Lemma 3, we obtain
By (29) and (30), we get that (28) go after the following inequality
Bearing in mind that m 1 , m 2 satisfy the congruence P r 0 −r 1 +α 1 m 1 − P r 0 −r 2 +α 2 m 2 ≡ 0 mod P r 0 and that max j,i α j,i ≤ 10s log 2 n, we get ρ j 1 ≥ 40s 2 log 2 n and m j 1 p
Hence (31), (28), (27) and Lemma 4 are proved.
Diophantine inequalities.
We consider the following simple variant of the S-unit theorem (see [ESS, Theorem 1.1, p. 808]): Let β 1 , ..., β d ∈ Q, β i ≠ 0, i = 1, ..., d. We consider the equation
A solution (r 1 , ..., r d ) of (32) is called non-degenerate if ∑ i∈J β i P r i ≠ 0 for every nonempty subset J of {1, ..., d}.
Theorem A. The number A(β 1 , ..., β d ) of non-degenerate solutions of equation (32) satisfies the estimate
Linear forms in logarithms. Write Λ for the linear form in logarithms,
We shall assume that α 1 , ..., αk are non-zero algebraic numbers with heights at most A 1 , ..., Ak (all ≥ e) respectively.
where d denote the degrees of Q(α 1 , ..., αk).
we get the assertion of the Corollary 1.
Upper bound of the variance ofD
By (19), W 0 = 50s 2 p 0 log 2 n and U
According to Lemma 1 and Lemma 4, we have
We
By (26) and (33), we get thaẗ 
Lemma 5. Let U 6 = [0, 2W 2 ] s ∪ U 2 . With the notations as above
Proof. The first three assertions follow from (37).
is the special orthogonal group. Applying Theorem C, we obtain
Consider U 1α 1 ,α 2 . It is easy to verify that
We have that there exist M k,j ∈ SO(s), z k j ∈ R s and µ 0 ≤ 2 2s such thaṫ
Applying Theorem C, we obtain #U k,α 1 ,α 2 ≪ n s−1 log 2 n, and #U 1α 1 ,α 2 ≪ n s log −19s 2 n.
Similarly, we get that #U 2α 1 ,α 2 ≪ n s log −19s 2 n. Using (33), we get #U 5 ≪ W s 2 ≪ log 20s 2 2 n, #U 1 ≤ n s and U 1 ⊃ [1, n (p 0 s)] s ∖ U 6 . Hence Lemma 5 is proved.
and let
Using (26), we haveD
Lemma 6. With the notations as abovë
Proof. ConsiderD 4 ([θN]). Using (26), (33) and Lemma 1, we get
By (33), we have P r > 2 n+W 2 ≥ N2 log 20s 2 n−1 . Bearing in mind that sin(x) ≤ x , we obtain
ConsiderD 5 ([θN] ). From (26), (33) and Lemma 1, we derivë
Consider E θD1 ([θN]). Using (25), (26), (33) and Lemma 1, we obtain
Taking into account that m ≤ n 10s and 2 log 20s 2 n ≤ P r ≤ 2 n−log 10s 2 n for r ∈ U 1 , we get
Consider D ν,µ (ν, µ = 1, 2). Suppose that χ µ,m,r ≥ 1. Bearing in mind that (m j , p 0 ) = 1, j = 1, 2, we have from (38) that m 1 = m 2 and r 2 = r 1 + α 2 − α 1 .
Applying (39), we obtain D ν,0 ≤ r 1 ,r 2 ∈Uν α j,i ∈[0,10s log 2 n] 1≤i≤s,j=1,2 0< m j ≤n 10s (m j ,p 0 )=1,j=1,2
From Lemma 5, we get D 1,µ ≤ 32p s+2 0 n s , D 2,µ ≪ n s log 20s 2 n, µ = 1, 2.
Consider D ν,3 (ν = 1, 2). Applying (39) and Lemma 1, we get
Using (25), we derive
By (33), we get W 2 = [log 20s 2 n], r ν ∈ U ν , h r j ≤ n − W 2 (ν, j = 1, 2), N P r j ≥ 2 W 2 ≥ 2 log 20s n−2 and m 1 P r 1 −α 1 ≠ ℓm 2 P r 2 −α 2 for ℓ = −1, 1, ν = 1, 2 and χ 3,m,r > 0. From (19), we obtain 0 < m j P r j −α j < 1 10 for r ν ∈ U ν . Using Corollary 2, we have
≥ N 2 min P −r 2 +α 2 m 2 , P −r 1 +α 1 m 1 exp(−C 1 ln 2 n) ≥ 2 W 2 −1 exp(−C 1 ln 2 n) ≥ 2 log 20s 2 n−4 exp(−C 1 ln 2 n) ≫ n 100s .
We get from (43) that E θ D ν,3 ≪ r 1 ,r 2 ∈Uν α j,i ∈[0,10s log 2 n] 1≤i≤s,j=1,2 0< m j ≤n 10s (m j ,p 0 )=1,j=1,2 1 m 1m2 n −100s ≪ 1, ν = 1, 2.
(44) By (40)D 2 ν ([θN])) = D ν,1 +D ν,2 +D ν,3 (ν = 1, 2). Taking into account (42) and (44), we obtain that E θD 2
Lemma 7. With the notations as above Proof. By (26) and (33), we get
From Lemma 3, we obtain
Taking into account that max j m j ≤ n 10s , max i,j α j,i ≤ 10s log 2 n and min j max i (r j,i ) ≥ W 0 = 50s 2 p 0 log 2 n, we have ∑ 1≤j≤4 m j P r 0 −r j +α j < P r 0 10.
By Lemma 5, #U 3 ≪ n s−1 log 40s n. Applying Corollary 1, we obtain
From (45) -(46) and Lemma 1, we get
n 2(s−1) log 80s 2 n m 1 ⋯m 4 P α 1 +...+α 4 ≪ n 2s−7 4 .
By Chebyshev's inequality, we have
Prob Proof. According to the Borel-Cantelli lemma, it is sufficient to prove that Prob(x ∈ [0, 1) s (E θ D 1,2 ) 4 > n 4(s−1 16) ) ≪ n −5 4 . Using Chebyshev's inequality, we get that it is enough to verify that E x (E θ D 1,2 ) 4 ≪ n 4s−3 2 . We will prove that E x (E θ D 1,2 ) 4 ≪ n 2s < n 4s−3 2 .
By (38) and (39), we have that the expression of (E θ D 1,2 ) 4 includes the summation over r 1 , ..., r 8 , α 1 , ..., α 8 , m 1 , ..., m 8 with m j P r
1≤i≤s,1≤j≤8
Taking into account that max j m j ≤ n 10s , max i,j α j,i ≤ 10s log 2 n and min j max i r j,i ≥ W 0 = 50s 2 p 0 log 2 n, we have ∑ 1≤j≤8 m j P r 0 −r j +α j < P r 0 4. Using Lemma 3, we have
By Lemma 5, we get #U 1 ≪ n s . Applying Corollary 1, we obtain
By (48), we have
Hence Lemma 8 is proved.
Lower bound of the variance of D y,x ([θN])
) . In Lemma 10, we will prove that E θD 2 1 ([θN]) ≥ κ 3 n s , with some κ 3 > 0. This is the main result of the section. Lemma 9 is auxiliary. In Lemma 11 we collect the results of all previous sections. Then
Proof. By (38), we have that if χ 1,m,r = 1, then m 1 = −m 2 and r 2 = r 1 − α 1 + α 2 . Applying (39) and Lemma 1, we get
Taking into account that m 1 ≤ n 10s , max i,j α j,i ≤ 10s log 2 n and min j max i r j,i ≥ W 0 = 50s 2 p 0 log 2 n, we have m 1 3 P −r 1 +2α 1 +α 2 ≪ n −15s and e(m 1 P r 1 −α 1 ) − 1 = 2πim 1 P r 1 −α 1 + O((m 1 P r 1 −α 1 ) 2 ), P r 1 e(m 1 P r 1 −α 1 ) − 1 = 2π m 1 P α 1 + O(m 2 1 P −r 1 +2α 1 ), P r 1 +r 2 e(m 1 P r 1 −α 1 ) − 1 2 = 4π 2 m 1 2 P α 1 +α 2 + O(( m 1 3 P −r 1 +2α 1 +α 2 )) = 4π 2 m 1 2 P α 1 +α 2 + O(n −15s ).
Hence 1 P r 1 +r 2 (e(m 1 P r 1 −α 1 ) − 1) 2 − 1 4π 2 m 1 2 P α 1 +α 2 2 = P r 1 +r 2 e(m 1 P r 1 −α 1 ) − 1 2 − 4π 2 m 1 2 P α 1 +α 2 P r 1 +r 2 e(m 1 P r 1 −α 1 ) − 1 2 4π 2 m 1 2 P α 1 +α 2 ≪ n −15s .
Using (25) and (33), we have P r 1 N = O(n −30s ) for r 1 ∈ U 1 ,
From (50),we get
Bearing in mind that ψ r j +α j (m j P α j , y) ≤ p 0 (j = 1, 2), we obtain (52) Let r = r 1 − α 1 . By (36) and Lemma 5, we see that
By (51) and (52), we have
1≤i≤s,j=1,2 r∈U 1α 1 ,α 2 0< m ≤n 10s (m,p 0 )=1 1 2π 2 m 2 P α 1 +α 1 ψ r+α 1 (m 1 P α 1 , y)
× ψ r+α 2 (−m 1 P α 2 , y) + O(n s log −15s n) = α j,i ∈[0,10s log 2 n] 1≤i≤s,j=1,2
Therefore
Hence Lemma 9 is proved.
Lemma 10. There exists n 1 > 0 such that
Proof. By Lemma 1, we get
From (53), we obtain
From (11) and the Chinese Remainder Theorem, we get
with 1 = (1, 1, ..., 1) and p 0 = p 1 p 2 ⋯p s . Hence
We put
Let c j = y i,r i +α j,i − b j . Applying (6), we have
According to (11), we have M i,r ≡ P r p r i i −1 mod p r i i . Hence
We consider the case 1 ≤ y i,r i and {y i p r
Consider (61). By (60) and (63), we have
) ≤ 40p s+2 0 n s , n ≥ n 4 (x), with some n 4 (x) > 0 for a.s. x. Consider (62). Bearing in mind thatD 2 1 ([θN]) = ∑ 1≤j≤3 D 1,j ([θN] ), we obtain from (63)
Using (60), we get
) − n s log −5s 2 n ≥ 0.5κ 3 n s , n ≥ n 5 (x), with some n 5 (x) > 0 for a.s. x. Hence, (62) and Lemma 11 are proved.
Four moments and Lévy conditional variance estimates.
Lemma 12. With the notations as above
Proof. Let k j,k 1 ,k 2 = k 1 for j ∈ [1, 4] and k j,k 1 ,k 2 = k 2 for j ∈ [5, 8]. By Lemma 1, (26) and (33), we get
where r 0 = (r 0,1 , ..., r 0,s ), r 0,i = max 1≤j≤8 (0, r j,i − α j,i ), 1 ≤ i ≤ s.
Taking into account that max j m j ≤ n 10s , max i,j α j,i ≤ 10s log 2 n and min j max i (r j,i ) ≥ W 0 = 50s 2 p 0 log 2 n, we have max 1≤j≤8 m j P r 0 −r j +α j < P r 0 16. By Lemma 3
Applying Corollary 1 and Lemma 5, we have
From (65)- (66) and (33), we get
1≤j≤8 1 m j P α j 1≤k 1 ,k 2 ≤W 1 n 4(s−1) log 80s 2 n ≪ log 8 2 n W 2 1 n 4(s−1+0.05) ≪ log 8 2 n(n log 20s 2 n) 2 n 4s−4+0.2) ≪ n 4s−3 2 .
By Chebyshev's inequality, we have P (̟ > n 2s−1 8 ) ≤ E x ̟ 2 n 4s−1 4 ≪ n 4s−3 2−4s+1 4 = n −5 4 . Now using the Borel-Cantelli lemma, we get the assertion of Lemma 12.
Denote byḞ(l) the sigma field on [0, 1) generated by {[ j 2 l , j+1 2 l ) j = 0, ..., 2 l − 1}. Let l(0) = 0, l k = (k + 1)W 2 + W 3 , F k =Ḟ(l k ). We will consider the probability space ([0, 1), B([0, 1)), λ 1 ) and the conditional expectation
Lemma 13. With the notations as above
Proof. By Lemma 1, (26), (33) and (78), we get
Similarly, using (77), we have
Therefore, the first part of Lemma 13 is proved. Consider (68). By (26) and (33), we obtain
Now using (79), we get
Hence Lemma 13 is proved.
2.6. Martingale approximation.
Then (ξ k ) k≥1 is the martingale difference array satisfying E[ξ k F k−1 ] = 0, k = 1, 2, ... . Bearing in mind (33) and (35), we definė
Lemma 14. With the notations as above
Proof. By (69) and Lemma 13, we get (34) and (70), we have D k ([θN]) ≪ n s+1 , and Ṡ S n + S S n ≪ n s+2 . Hence
By Hölder's inequality, we have (a + b) 4 ≤ 8(a 4 + b 4 ). Therefore
Hence Lemma 14 is proved.
We shall use the following variant of the martingale central limit theorem (see [Ha, p. 58, Corollary 2.1]):
Let (Ω, F , P ) be a probability space and {(ζ n,k , F n,k ) k = 1, ..., ℓ n } be a martingale difference array with E[ζ n,k F n,k−1 ] = 0 a.s. (F n,0 is the trivial field).
Then SS n w → N (0, 1). Now we apply Theorem D to the martingale difference array {(ζ n,k , F n,k ) k = 1, ..., ℓ n } with F n,k = F k , ζ n,k = ξ k ̺ n and ℓ n = W 1 .
Lemma 15. With the notations as aboveṠS n ̺ n w → N (0, 1).
Proof. By (69), (ξ i ) i≥1 is the martingale difference sequence (and consequently orthogonal). From (60), (62), (70) and Lemma 14, we obtain
with some ω 3 > 0. We derive from (71), Lemma 12 and Lemma 14 that
Using (72) and Lemma 13, we derive
Applying (72) and Theorem D, we obtain the assertion of Lemma 15.
We need the following "Converging Together Lemma" : 
By (70), Lemma 11 and Lemma 14, we obtaiṅ
According to (62) and (72), we get̺ 2 n ≥ 0.4κ 3 n s . Hencė
Applying Lemma 11, we derive
HenceṠS n ̺ n − ... SS n ̺ n w → 0. Bearing in mind thatṠS n ̺ n w → N (0, 1) and
Lemma A, we get that ... SS n ... ̺ n w → N (0, 1). By Lemma 11 and (73), we have the assertion of the Theorem. 
Proof. Consider (74). Let θ ∈ [ n 2 ℓ k , n+1 2 ℓ k ]. From (67), we see Let N = N 1 2 l k + N 2 , ℓ = ℓ 1 2 l k + ℓ 2 with N 2 , ℓ 2 ∈ [0, 2 l k ). Hence 0 ≤ ℓ 1 2 l k ≤ N − 1 − ℓ 2 , 0 ≤ ℓ 1 ≤ [(N 1 2 l k + N 2 − 1 − ℓ 2 ) 2 l k ] =0 ≤ ℓ 1 ≤ N 1 + N 3 , with N 3 = [(N 2 − 1 − ℓ 2 ) 2 l k ] ∈ {−1, 0}. Using (7), we derive
and (74) follow.
Consider (75) and (76). Bearing in mind (25) and (74) min 2, 2 l k 2N⟪β + (−1) i γ⟫ .
Consider (77). By (33), we have W 2 = [log 20s 2 n], W 3 = [log 10s 2 n], A k = n − (k + 1)W 2 , B k = A k + W 2 − 2W 3 , h(r) = r 1 log 2 (p 1 ) + ⋯ + r s log 2 (p s ), U k = {r ∈ U h(r) ∈ [A k , B k )}. Taking into account that l k = (k + 1)W 2 + W 3 , we have for r ∈ U k : P r−α 2 l k−1 N ≪ 2 n−(k+1)W 2 +W 2 −2W 3 −n+kW 2 +W 3 −1 = 2 −W 3 −1 ≤ 2 − log 10s 2 n ≤ n −40s , mN P r−α ≪ 2 (k+1)W 2 +20sp 0 log 2 n and mN P r−α 2 l k ≪ 2 −W 3 +20sp 0 log 2 n ≪ 2 −W 3 2 ≪ 2 −0.5 log 10s 2 n ≪ n −40s . (81) Let θ ∈ [ n 2 l k , n+1 2 l k ], θ = (n + θ 1 ) 2 l k with θ 1 ∈ [0, 1]. We see
Bearing in mind that sin(x 1 )−sin(x 2 ) = x 1 −x 2 cos(x 1 +z(x 2 −x 1 )) ≤ x 1 −x 2 (z ∈ 
Consider (78). By (74) and (81), we obtain E θ sin(2πm[θN] P r−α F k−1 ) ≤ min 2, 2 l k−1 −1 N⟪m P r−α ⟫ = min 2, P r−α 2 l k−1 −1 mN ≪ n −40s .
Consider (79). Let m 1 P r 1 −α 1 ≠ m 2 P r 2 −α 2 . Applying Corollary 2, we get ⟪m 1 P r 1 −α 1 + (−1) j m 2 P r 2 −α 2 ⟫ = m 1 P r 1 −α 1 + (−1) j m 2 P r 2 −α 2 > min( m 1 P r 1 −α 1 , m 2 P r 2 −α 2 )exp(−C 1 ln 2 n),
for 50s 2 p 0 log 2 n ≤ max j r j ≤ n, 0 < m i ≤ n 10s . Using (25), (76) and (81) min 2, 2 l k−1 N⟪m 1 P r 1 −α 1 + (−1) i m 2 P r 2 −α 2 ⟫ ≤ 2 l k−1 max j P r j −α j N −1 exp(C 1 ln 2 n) ≪ 2 − log 10s 2 n exp(C 1 ln 2 n) ≪ n −40s . (84) Now let m 1 P r 1 −α 1 = m 2 P r 2 −α 2 . From (25), (77) and (81), we obtain
By (84) and (85), (79) is proved and Lemma 16 follows.
