The peak procedure was used to characterize response timing during acquisition and maintenance of conditioned responding in goldfish. Subjects received light-shock pairings with a 5-or 15-s interstimulus interval. On interspersed peak trials, the conditioned stimulus light was presented for 45 s and no shock was delivered. Peaks in the conditioned response, general activity, occurred at about the time of the expected unconditioned stimulus, and variability in the activity distribution was scalar. Modeling of the changes in the activity distributions over sessions revealed that the temporal features of the conditioned response changed very little during acquisition. The data suggest that times are learned early in training, and, contrary to I. P. Pavlov's (1927 Pavlov's ( /1960 concept of "inhibition of delay," that timing is learning when to respond rather than learning when not to respond.
Temporal cues are influential in the expression of conditioning. In many response systems, conditioned responding is elicited not solely by presentation of the nominal conditioned stimulus (CS; e.g., a cue light or tone) but by occurrence of a compound stimulus that includes information about the temporal relation between the CS and unconditioned stimulus (US; e.g., Pavlov, 1927 Pavlov, /1960 . As Pavlov described in his discussion of "inhibition of delay," the conditioned response is sometimes delayed for some period after onset of the nominal CS and occurs closer to the time at which the US is to occur (Pavlov, 1927 (Pavlov, /1960 . In operant conditioning, an analogous pattern of responding emerges under fixed interval schedules. This pattern is known as the fixed-interval scallop, characterized by a gradual increase in responding as the amount of time since the last reinforcer increases (Ferster & Skinner, 1957) . After extended training this gradual increase may be supplanted by a break-run pattern, in which response rate transitions abruptly from a low rate to a high rate (Schneider, 1969; Shull & Brownstein, 1970) . In either case, a smooth fixed-interval scallop is observed when the distribution of responses is averaged across trials.
Across a wide variety of conditioning preparations (both classical and operant, aversive and appetitive) and species the distributions of responding engendered by fixed interval or fixed time schedules exhibit a common characteristic: The relative amount of behavior emitted up to a given relative point in the trial is constant across different training intervals (Gibbon, 1977; La Barbera & Church, 1974; Ohyama, Gibbon, Deich, & Balsam, 1999; Rosas & Alonso, 1996) . This characteristic is the hallmark of scalar timing (Gibbon, 1977) and is a manifestation of Weber's law. It implies that the standard deviation of the distribution of responses in time increases linearly with the training CS-US interval, T. Because of scalar timing, response distributions obtained from different training intervals superimpose when time in the trial is rescaled as a proportion of the training interval and response rate is expressed as a proportion of the maximum rate.
A common procedure for assessing temporal control of responding is the peak procedure, first used by Bitterman (1964) to study temporal control in classical conditioning and later used by Catania (1970) for operant conditioning. In the peak procedure, subjects are presented with two types of trials using a common cue. On training trials the cue is presented and the unconditioned stimulus follows after a fixed amount of time. On peak trials the cue stays on for an extended period of time and no reinforcers are presented. The performance of humans (e.g., Rakitin et al., 1998; Wearden, 1991) , rats (e.g., Church, Meck, & Gibbon, 1994) , and birds (e.g., Gibbon, 1977; Ohyama et al., 1999 ) on peak trials is remarkably similar. The peak response magnitude or rate occurs around the expected time of reinforcement and the standard deviation of the generalization gradients increases linearly with T (the scalar property).
The characterization of timing in fish is less complete. Although it had been reported that fixed interval and variable interval schedules produce similar patterns of responding (Gonzalez, Eskin, & Bitterman, 1962) , subsequent work has provided clear evidence of temporal control in both Pavlovian (Bitterman, 1964) and operant (Behrend & Bitterman, 1964; Rozin, 1965; Talton, Higa, & Staddon, 1999) procedures. The one study that collected temporal generalization gradients after training with different CS-US inter-vals or interstimulus intervals (ISIs; Bitterman, 1964) reported that peak response amplitudes often (Experiments 1 and 2) but not always (Experiment 3) occurred after the expected time of reinforcement. Consistent with the scalar property, the spread of the temporal generalization gradients increased with increases in the ISI; whether the increase was proportional to the ISI was not evaluated.
The present experiment used the peak procedure to characterize in more detail response timing during the acquisition and maintenance of conditioned responding in goldfish. There were two general objectives. The first was to characterize the development of temporal control of conditioned responding. There are some reports that timing of the conditioned response may occur only after extended training. For instance, Gibbon and Balsam (1981) reported that early in training autoshaped keypecks are emitted at a roughly uniform rate throughout the CS, and only with extended training does responding come to peak just before presentation of the US. Others have reported that CR latency decreases during training (Behrend & Bitterman, 1964; Schneiderman & Gormezano, 1964; Smith, Coleman, & Gormezano, 1969) , suggesting the timing of CR output is related to CR strength and not to anticipation of the US. Still others have reported that the CR gradually increases in latency during training (Ebel & Prokasy, 1963; Kimmel, 1965) , a notion that has been incorporated into at least one network model of conditioning (Sutton & Barto, 1981) . In contrast, in some fear conditioning preparations temporal control of conditioned responding can occur after just one conditioning trial (Bevins & Ayres, 1995; Davis, Schlesinger, & Sorenson, 1989) . That is, after one trial, the CR timing reflects the CS-US interval. Furthermore, in paradigms where responding emerges only after many trials, timing can be expressed during the initial instances of conditioned responding (Balsam, Drew, & Yang, 2002; Kirkpatrick & Church, 2000; Ohyama & Mauk, 2001) . Note that in the studies evidencing early temporal control of CRs, changes in CR timing during training were not evaluated, so there is no necessary contradiction with the earlier work showing changes in CR timing during training. In the work reported here, we quantify the temporal characteristics of the conditioned response with a view to determining whether and how timing of the CR changes during training. The second objective was to determine whether interval timing in goldfish is formally similar to that of mammals and birds.
Goldfish were trained on a Pavlovian version of the peak procedure. Training trials consisted of light-shock pairings with a 5-or 15-s ISI (varied between subjects). On peak trials, the CS light was presented for 45 s and no shock was delivered. We used general activity to index associative learning (Bitterman, 1964) .
Method

Subjects
The subjects were 36 experimentally naive, 10-cm goldfish. They were housed in individual enclosures created by partitioning a large tank. Water was continuously aerated, filtered, and recirculated with partial replacement.
Apparatus
Conditioning was conducted in dark compartments, each 7 cm wide ϫ 12 cm long ϫ 13 cm high, filled with water to a depth of 7.5 cm. The two short walls were of black Plexiglas. The long walls were of plastic lattice (egg crate). Through one of the long walls shone two 7.5-W red lamps, illumination of which served as the CS. The CS lamps were mounted within a smaller, dry polyvinyl chloride (PVC) subcompartment with a transparent Plexiglas window (7 cm ϫ 10 cm) on the wall closest to the conditioning compartment. Outside of the other long wall there was a Plexiglas paddle (9 cm ϫ 4 cm) mounted to a stainless steel rod attached to a strain gauge set atop the conditioning compartment. Water flowed freely between the conditioning compartment and the paddle compartment (5 cm wide ϫ 12 cm long ϫ 13 cm high). Movement of the water in the conditioning compartment resulted in deflection of the paddle, which was transduced by the strain gauge and then integrated by a circuit that produced pulsed output. The number of pulses generated was directly related to the frequency and intensity of fish activity. The pulse rate was our measure of response magnitude. Mounted to the outside of each of the two plastic lattice walls of the conditioning compartment were metal screens, 8 cm ϫ 13 cm, which served as the shock electrodes. Water from the home tank was continuously and gently infused into the conditioning compartment through the floor of the conditioning compartment, which was also of plastic lattice. Water drained through an overflow slot in one of the short Plexiglas walls. Six of these conditioning compartments were housed, end to end, within a larger PVC compartment, which collected water from the conditioning compartments.
The larger PVC compartment was housed in a wooden, sound-and vibration-attenuating chamber, created by resting a wooden chamber (92.5 cm wide ϫ 61 cm long ϫ 53 cm high) on a bed of sand within a larger (122 cm wide ϫ 84 cm high ϫ 81 cm high) covered wooden chamber. The entire chamber was mounted on a steel table frame that had shock absorbers on each leg.
Procedure
Fish were randomly assigned to two groups of 18. One group received a CS-US interval of 15 s, the other group received a CS-US interval of 5 s. Twenty daily training sessions were conducted 5 days per week. Each session consisted of 10 reinforced trials, 10 blank trials, and 3 peak trials. On reinforced trials the CS was presented for either 5 or 15 s, coterminating with a shock (2.5V for 0.25 s). On blank trials neither the CS nor US was presented. Reinforced and blank trials were randomly intermixed with the constraint that no more than 2 trials of either type occurred successively. Blank trials were included in order to obtain a baseline level of activity during the experiment. On peak trials the CS was presented for 45 s and shock was not delivered. During each session there was 1 peak trial during the first third of the session (Trial 4, 6, or 7), 1 during the second third (Trial 11, 12, or 14) , and 1 during the final third (Trial 19, 20, or 22) . The intertrial interval (ITI) was 90 s.
Results
As shown in Figure 1 , response rate during the CS increased as a function of session, F(19, 646) ϭ 16.42, p Ͻ .01, and differed as a function of ISI, F(1, 34) ϭ 4.35, p Ͻ .05. There was no interaction effect, F(19, 646) ϭ 0.41. Figure 2 shows the temporal gradients of responding on peak trials. The data are mean response rates pooled across every 5 consecutive sessions over the course of training and plotted in 1-s bins. To test for changes in the response patterns during training, we individually subjected the data for each group to a 4 (trial block) ϫ 45 (1-s bins) analysis of variance (ANOVA), with both variables as repeated measures. The ANOVA confirmed that the distributions of responding changed during training. For both the 5-s and 15-s groups there were significant effects of block, Fs(3, 51) Ͼ 14.00, ps Ͻ .01; bin, Fs(44, 748) Ͼ 7.50, ps Ͻ .01; and the Block ϫ Bin interaction, Fs(132, 2244) Ͼ 7.00, ps Ͻ .01. Changes in the distributions during training are examined in more detail below.
To test for effects of ISI on asymptotic responding, we compared the peak trial performance of the 5-s and 15-s groups during the final training session (not shown). In the 5-s group, response rate peaked during the 5th second and declined sharply; in the 15-s group, response rate peaked during the 13th second and declined more gradually. We subjected the data to a Group (2) ϫ Bin (45) ANOVA, with bin as a repeated measure. There was a significant effect of bin, F(44, 1496) ϭ 12.58, p Ͻ .01, and an interaction between the effects of bin and group, F(44, 1496) ϭ 10.02, p Ͻ .01. There was no main effect of group, F(1, 34) ϭ 3.72, p ϭ .06.
To further characterize the timing of conditioned responding, we examined the middle times from the final training session. The middle time is the middle of the interquartile range (IQR) of the distribution of responses in time. The middle time provides an estimate of the expected time of the US (Ohyama et al., 1999) . Middle times were computed for each subject using data from the final training session. Only peak trials were included in the analysis, and responses occurring after 3 times the training interval (3T) were not included. As expected, middle times differed as a function of ISI. The mean middle time for the 5-s ISI was 6.15 (SD ϭ 1.01) and for the 15-s ISI was 17.22 (SD ϭ 4.41), F(1, 34) ϭ 107.58, p Ͻ .01. The middle times were very close to the training ISI values. The IQR of the response distributions also differed by ISI. The mean IQR for the 5-s ISI was 3.76 (SD ϭ 1.59) and for the 15-s ISI was 13.28 (SD ϭ 6.98), F(1, 34) ϭ 31.87, p Ͻ .01.
To test for the scalar property, we compared the normalized response distributions for the two ISIs. Figure 3 shows the data from the final training session plotted in relative time and relative response rate. Response rates are expressed as a proportion of the maximum rate and plotted in relative time up to 3T. Each bin represents one fifth of the training CS-US interval; data from the 5-s group are plotted in 1-s bins, and data from the 15-s group are plotted in 3-s bins. We subjected the data to a Group (2) ϫ Bin (15) ANOVA, with bin as a repeated measure. There was a significant effect of bin, F(14, 476) ϭ 25.67, p Ͻ .01, and an interaction between the effects of bin and group, F(14, 476) ϭ 3.54, p Ͻ .01. There was no main effect of group, F(1, 14) ϭ 1.21, p Ͼ .20.
The failure of the normalized response distributions to superimpose may reflect the presence of significant nonscalar sources of variance in goldfish timing. Alternatively, there may exist a between-groups difference in the speed of acquisition of conditioning and/or timing, and, as a result, the normalized distributions capture the two groups at different points in the acquisition process. To address this issue, we reanalyzed the normalized data using data samples taken at a constant number of sessions after the acquisition of conditioning. We defined acquisition as a response rate during the first 5 or 15 s of peak trials that was at least triple the daily baseline response rate (from blank trials) on two out of three consecutive peak trials. The first trial meeting the criterion in the run of two out of three trials was defined as the acquisition point. The mean trials to criterion (note that there are only three peak trials per session) was 8.60 (SD ϭ 6.20) for the 5-s group and 19.30 (SD ϭ 13.10) for the 15-s group. These values differ significantly, t(34) ϭ 3.13, p Ͻ .01.
The postacquisition data were collapsed into blocks of three peak trials each. We analyzed the 1st, 4th, 8th, and 12th block of three trials. Note that the maximum possible number of trial blocks for any subject was 20 (3 trials ϫ 20 sessions ϭ 60 total trials), but because subjects usually required several trials to meet the acquisition criterion, many subjects had fewer than 20 postacquisition blocks. We did not analyze data past the 12th postacquisition block because subsequent blocks included fewer than two thirds of the subjects in each group. Block 12 contains data from 13 subjects in the 15-s group and 18 subjects in the 5-s group. Figure 4 shows the group mean response distributions for the 1st, 4th, 8th, and 12th postacquisition block normalized by time and maximum rate. We performed a 2 (group) ϫ 15 (bin) ANOVA on each block. To maintain an alpha level of .05, a Bonferroni adjustment was made, yielding a significance criterion of .0125. Although the 15-s ISI distributions appear to be slightly broader, the ISI effects approached significance only in the first block, where there was borderline significant Group ϫ Bin interaction using the Bonferroni-adjusted criterion, F(14, 476) ϭ 2.06, p ϭ . As a test for changes in timing of the CR over the course of training, we assessed whether distributions of responding produced early in training would superimpose with distributions produced later in training, when response rates are normalized (i.e., expressed as a proportion of maximum) to control for changes in response rate. We compared peak data from the first block of three trials postacquisition to those from the 12th block postacquisition (not shown). Superposition of the 5-s group data and the 15-s group data were assessed separately. We subjected the 15-s data to a 2 (trial block) ϫ 45 (bin) ANOVA. There were significant effects of bin, F(44, 528) ϭ 2.42, p Ͻ .01, and of the Block ϫ Bin interaction, F(44, 528) ϭ 2.47, p Ͻ .01. We also subjected the 5-s data to a 2 (trial block) ϫ 15 (bin) ANOVA. There were significant effects of bin, F(14, 238) ϭ 16.49, p Ͻ .01, and of the Block ϫ Bin interaction, F(14, 238) ϭ 5.29, p Ͻ .01. The failure of superposition was not due to differences in middle time. The mean middle times for the 15-s ISI were 20.46 (Block 1; SD ϭ 4.12) and 20.62 (Block 12; SD ϭ 3.82). These values did not differ significantly, t(12) ϭ .02. The mean middle times for the 5-s ISI were 5.59 (Block 1; SD ϭ 2.04) and 6.53 (Block 12; SD ϭ 1.32). These values also did not differ significantly, t(17) ϭ 1.60, p ϭ .12.
Discussion
Goldfish aversive conditioning evidenced sensitivity to time in two ways. First, the ISI affected acquisition speed. Because the ITI Figure 3 . Normalized distributions of responding on peak trials from the final training session. Response rates are expressed as a proportion of the maximum rate and binned in fifths of the training US-CS interval (T), out to 3T. The 15-s group distributions are thus in 3-s bins, and the 5-s group distributions are in 1-s bins.
was held constant between groups, varying the ISI between groups had the effect of varying the ratio of cycle time to trial time (C/T; Gibbon & Balsam, 1981) and ITI to trial ratio (I/T; Gallistel & Gibbon, 2000) . As predicted by these time-based models of conditioning, the 5-s ISI group acquired conditioning significantly faster than did the 15-s group. The ISI also modulated timing of the conditioned response. Subjects trained with a 5-s ISI showed a peak in responding about 5 s after onset of the CS; subjects trained with a 15-s ISI showed a peak at about 13-s.
There were failures of superposition that suggest that the extent of training might affect the sharpness of a temporal discrimination. When plotted in relative time (t/T) and relative (i.e., normalized) response rate, distributions of responding during peak trials for the 5-and 15-s groups did not superimpose during the last block of training (see Figure 3) . However, because the groups acquired conditioned responding at different speeds, these data represented different amounts of postacquisition training for the two groups. To compare the groups after comparable amounts of postacquisition training, we identified for each subject the trial on which consistent conditioned responding emerged. We then compared the normalized distributions of responding at constant numbers of trials after this acquisition point (see Figure 4) . When examined in this way, the distributions of responding did superimpose across ISI, suggesting that the underlying timing was identical in the two groups. The initial failure of superposition may have been an artifact of averaging pre-and postacquisition trials in different groups. If one group acquires faster than another, then data taken after the same overall amount of training in both groups may unequally sample data from subjects in each group who have and have not acquired the CR. Thus, the averages of the slower group will appear to show less sharp temporal control.
Still, there is evidence that timing of the CR changed during training. First, it should be noted the superposition shown in Figure 4 is not overwhelming. Although there are no statistically significant differences between the 5-and 15-s distributions, the 15-s group distributions appear to be slightly broader, in particular, in the early blocks (1 and 4). Superposition is somewhat stronger in the later blocks (8 and 12), suggesting that the 15-s distributions sharpened with training. Furthermore, within groups, distributions from early in training did not superimpose with distributions from late in training. The middle time analysis indicates that the failure of superposition was not due to a change in the location of the peak in responding; the distributions may have instead sharpened during training.
To determine specifically how timing of the conditioned response changes with training, we fit the postacquisition peak data to a model based on scalar expectancy theory, which is described in Table 1 . This model can provide a very precise description of the temporal characteristics of conditioned responding. The model assumes a three-state pattern of conditioned responding during the CS. There is an initial baseline rate of responding that gives way to a higher rate as the US approaches. On nonreinforced peak trials, responding transitions back to a low rate of responding sometime after the expected time of the US. The model is based on the empirical observation that, on individual trials, conditioned responding often conforms to a low-high-low pattern with abrupt changes between states (i.e., a break-run-break pattern; Church et al., 1994) . The model contains parameters (coefficients) representing the expected time of reinforcement (S), criteria for transitioning between low and high response rates (␤ 1 , ␤2), sensitivity to time (␥), and the three response rates (LR 1 , HR, LR 2 ). Empirical work has shown that the low rate at the start and end of a trial need not be identical (see Ohyama et al., 1999) ; thus, two low rate parameters are required. The sharpness of timing will be influenced by three factors: (a) the perceptual sensitivity to time (␥), (b) Figure 4 . Normalized distributions of responding on peak trials from the 1st, 4th, 8th, and 12th block of three trials postacquisition. max ϭ maximum.
the criterion the subject uses to decide when it is close enough to the US to start responding at a high rate (␤ 1 ), and (c) the criterion it uses to decide that the expected time of US presentation has passed (␤ 2 ). The data were fit using an iterative algorithm that attempted to maximize 2 , a measure of the amount of variance in the data accounted for by the model. Best-fit parameters were obtained for each individual subject for each block of three consecutive peak trials (postacquisition). Only the first 12 postacquisition sessions were modeled as described above.
The mean best-fitting parameter values are shown in Figure 5 . To detect changes in the parameter values as a function of training and ISI, the values for each parameter were subject to separate 2 (ISI) ϫ 12 (trial block) ANOVAs, with block as a repeated measure. To maintain an alpha of .05, a Bonferroni adjustment was made; the criterion for significance was p Ͻ .00625. The ANOVA results are shown in Table 2 . There were significant effects of ISI on S, the expected time of US presentation. The mean value of S was 6.12 and 18.24 for the 5s and 15s groups, respectively. ␤ 1 , the start threshold, was lower for the shorter ISI and 2 was greater. Both the high-rate parameter (HR) and 2 increased significantly with training. There were no significant Block ϫ ISI interactions.
The modeling revealed that the only change with training in the distribution of responding is an increase in the peak rate of responding (HR). The expected time of reinforcement (S) does not change with training, nor do the points of transition between high and low response rates (␤ 1 and ␤ 2 ), the sensitivity to time (1/␥), or low rates of responding occurring early and late in the trial (LR 1 and LR 2 ). There is, however, an increase in the amount of variability ( 2 ) accounted for by the model with training, which might be interpreted as reflecting a change in the strength of temporal control. Yet given that the other parameters (namely S, ␥, ␤ 1 , and ␤ 2 ) do not change systematically with training, the increase in 2 is likely due to the increase in peak height relative to the background ("noise") level of responding. With training, the peak height increases and, as a result, the relative amount of variability in the data contributed by the background rate decreases. The stability of the sensitivity (␥) and threshold (␤ 1 , ␤ 2 ) parameters suggests that the strength and sensitivity of temporal control is constant. The stability of S is consistent with the idea that the expected time of reward is learned by the time CRs are expressed. Acquisition is essentially an increase in the peak response rate, without significant changes in the timing of the peak, the variability in timing, or the rates of responding outside the peak.
More generally, the modeling suggests that flat temporal generalization gradients do not necessarily reflect insensitivity to time, a lack of specific knowledge about the expected time of the US, or a lack of knowledge of the moment-to-moment temporal location in a trial. Rather, the sharpening of gradients during training appears to be due to the increase in the peak rate during conditioning. As the CR comes to represent a larger percentage of the overall response output, the gradients sharpen.
There are some reports in the literature that timing of the peak in responding changes during acquisition. Bitterman (1965) found that the average distribution of response latencies shifted to an earlier time over the course of training. However, this appeared to be the result of averaging short-latency CRs with longer latency spontaneous responses. As conditioning increased in strength, the CRs made up a larger proportion of the total responses thus shortening the average latency. When Bitterman examined the distribution of avoidance latencies in two conditions that differed in CR strength, they both showed modes at similar times. He also found that as conditioning progressed subjects made fewer longlatency responses. This suggests that in the avoidance procedure as CR probablility increased the likelihood of spontaneous responses declined. A similar explanation appears to apply to eyeblink data from Gormezano and colleagues (Schneiderman & Gormezano, 1964; Smith et al., 1969) , which show a very small decrease in CR latency over training. Our failure to find a change in response rate after the expected time of the US over the course of training (i.e., the LR2 parameter) may be an interesting difference between the operant (insofar as eyeblinks are an avoidance response) and Pavlovian contingency. Perhaps the operant contingency contributes to the suppression of spontaneous activity; one would need to compare the avoidance procedure to a yoked Pavlovian procedure to be sure.
Increases in CR latency during training have also been reported (Ebel & Prokasy, 1963; Kimmel, 1965) , but these findings may have alternative explanations. The latency change in the Ebel and Prokasy study appears not to have been caused by an overall shift of the peak in responding but rather by a loss of the short-latency responses that occurred before the peak (see Ebel & Prokasy, 1963, Figure 2 ). In the Kimmel (1965) study, it is questionable whether the responses were CRs, because response probability declined profoundly during training. It may be that the CS elicited unconditioned responses, and the changes in response latency over training were due to the decreased probability of unconditioned responding to the CS. Ellison (1964) reported that in canine salivary conditioning, the proportion of total responding occurring late in the trial increased with training. This change is consistent with an increase in peak time over training, but it can also be explained by a progressive increase over training in the proportion of total responding attributable to the CR relative to that attributable to spontaneous background responding. A hedge factor used to determine how long before S to transition from a low to a high response rate ␤ 2 A hedge factor used to determine how long after S to transition from a high to a low response rate LR 1 Initial low response rate HR High response rate LR 2 Second low response rate
Note. ⌽ is the normal distribution function. R t ϭ response rate at time t.
That acquisition is largely characterized by a growth in the peak rate suggests that acquisition is a process of learning to respond at the correct time rather than one of learning not to respond at the incorrect times. This view of acquisition is quite different from Pavlov's. Pavlov formulated the concept of inhibition of delay based, in part, on the observation that interposing a delay between the onset of the CS and US caused responding early in the trial to gradually dissipate. In Pavlov's (1927 Pavlov's ( /1960 ) discussion of the delayed reflex, he implies that his subjects received initial training with a short CS-US interval. After subjects acquired to the short interval, the delay was gradually extended. Because of the initial short-delay training, conditioned responding was initially tied to the short, original CS-US interval. As the delay was lengthened, responding early in the trial dissipated while responding late in the trial persisted. Our results show that when subjects are trained on a fixed delay from the start, responding appears de novo at approximately the correct time in the trial, suggesting that temporal gradients of responding need not be produced by inhibition; they may instead be produced by conditioning to a "temporal" CS correlated with the interval from CS onset to US presentation.
The finding that responding appears de novo at about the correct time in the trial is consistent with other data on aversive conditioning. Davis et al. (1989) found that after just one tone-shock pairing, the peak in fear-potentiated startle on nonreinforced test trials reflects the CS-US interval. Acquisition of timing in appetitive conditioning may be equally fast. Kirkpatrick and Church (2000) have recently shown that the approach responses of rats conditioned with a fixed tone-food interval exhibit a temporal gradient when the responses are first expressed at above baseline levels. Earlier autoshaping studies (Gibbon & Balsam, 1981) failed to find sharp temporal gradients in responding early in training, and we have frequently observed that distributions of conditioned keypecking become significantly sharper with training (unpublished data). However, two lines of evidence are consistent with the idea that even in autoshaping, subjects appear to have learned the expected time of reward by the time acquisition occurs. First, the speed of acquisition is inversely related to the ISI (Gallistel & Gibbon, 2000; Gibbon & Balsam, 1981) and the latency of the first pecks is directly related to the ISI (Balsam et al., 2002) .
Recent evidence suggests that times may in fact be learned prior to the expression of conditioning. Ohyama and Mauk (2001) gave rabbits pairings of a tone with periorbital shock at a 750-ms ISI, but training was stopped after 30 pairings, before the CS evoked a CR. Subjects were then given additional training at a 250-ms ISI, and the subjects were trained at that ISI until a strong CR was established. When subjects were subsequently given long probe trials (1250 ms), blinks occurred at both 250 and 750 ms after probe onset. The long ISI had been learned during the initial phase of training, even though the CR was never expressed during that phase.
Perhaps the acquisition of temporal information is a precondition for associative learning. In all linear operator models, no learning can occur until an asymptote has been set. If, as specified in the Gibbon and Balsam (1981) model, the setting of asymptotes requires information about the CS and ITI durations, then no conditioning can occur before these times are learned. Consistent with this hypothesis, there is evidence that the brain areas essential for timing are also essential for initial learning (Medina & Mauk, 1999) . In eyeblink conditioning, lesions of the cerebellar cortex eliminate CR timing (Garcia & Mauk, 1998; Garcia, Steele, & Mauk, 1999; Medina, Garcia, Nores, Taylor, & Mauk, 2000; Perrett & Mauk, 1995; Perrett, Ruiz, & Mauk, 1993) . In unoperated rabbits, the CR is emitted near the expected time of the US. Lesions to the cerebellar cortex made after acquisition of the CR result in short-latency CRs that are not related to the training ISI. If this area is lesioned prior to acquisition, however, CRs never develop, not even short-latency CRs (Garcia et al., 1999) . As specified by time-based models (Gallistel & Gibbon, 2000; Gibbon & Balsam, 1981) , timing may be necessary for the formation of associations.
We conclude that CR timing in goldfish is similar to timing in other vertebrates. Furthermore, the timing in aversive conditioning would appear to be formally similar to timing in appetitive conditioning. Maximum response rates occur around the time of the expected US and temporal generalization gradients show the scalar property. When temporal generalization gradients sharpen over the course of training this may be due to the increasing difference between baseline response levels and CR levels, rather than due to slow acquisition of temporal control or to slow development of inhibition during the early parts of the CS. A further implication of this analysis is that times are learned from the very start of conditioning. Specific temporal information may always be a part of the learning during conditioning (Arcediano & Miller, 2002) and it may even be necessary for learning to occur at all. Note. Values in parentheses are mean square errors. S ϭ expected time of unconditioned stimulus; ␥ ϭ coefficient of variate; ␤ 1 ϭ hedge factor used to determine how long before S to transition from a low to a high response rate; ␤ 2 ϭ hedge factor used to determine how long after S to transition from a high to a low response rate; LR 1 ϭ initial low response rate; HR ϭ high response rate; LR 2 ϭ second low response rate; 2 ϭ variance accounted for by the model; ISI ϭ interstimulus interval. * p Ͻ .00625.
