Many complex diseases are known to be affected by the interactions between genetic variants and environmental exposures beyond the main genetic and environmental effects. Study of gene-environment (G×E) interactions is important for elucidating the disease etiology. Existing Bayesian methods for G×E interaction studies are challenged by the high-dimensional nature of the study and the complexity of environmental influences. Many studies have shown the advantages of penalization methods in detecting G×E interactions in "large p, small n" settings. However, Bayesian variable selection, which can provide fresh insight into G×E study, has not been widely examined. We propose a novel and powerful semi-parametric Bayesian variable selection model that can investigate linear and nonlinear G×E interactions simultaneously. Furthermore, the proposed method can conduct structural identification by distinguishing nonlinear interactions from main-effects-only case within the Bayesian framework. Spike and slab priors are incorporated on both individual and group levels to identify the sparse main and interaction effects. The proposed method conducts Bayesian variable selection more efficiently than existing methods. Simulation shows that the proposed model outperforms competing alternatives in terms of both identification and prediction. The proposed Bayesian method leads to the identification of main and interaction effects with important implications in a high-throughput profiling study with high-dimensional SNP data.
Introduction
It has been widely recognized that the genetic and environmental main effects alone are not sufficient to decipher an overall picture of the genetic basis of complex diseases. The Gene-Environment (G×E) interactions also play vital roles in dissecting and understanding complex diseases beyond the main effects conducting analysis for the investigation of the associations between disease phenotypes and interaction effects marginally, especially in GWAS 3 . As the disease etiology and prognosis are generally attributable to the coordinated effects of multiple genetic and environment factors, as well as the G×E interactions, joint analysis has provided a powerful alternative to dissect G×E interactions.
From the statistical modeling perspective, the interactions can be described as the product of variables corresponding to genetic and environmental factors. With the main G and E effects, as well as their interactions, the contribution of genetic variants to disease phenotype can be expressed as a linear function of the environmental factor. Such a linear interaction assumption does not necessarily hold true in practice. Taking the Nurses' Health Study (NHS) data analyzed in this article as an example, we are interested in examining how the SNP effects on weight are mediated by age as the environmental factor. We fit a Bayesian marginal model to SNP rs1106380 by using a non-parametric method to model the G×E interaction while accounting for effects from clinical covariates. A 95% credible region has also been provided. Figure 1 clearly suggests that the linear interaction assumption is violated. Mis-specifying the form of interactions will lead to biased identification of important effects and inferior prediction performance.
The non-linear G×E interactions have been first conducted in marginal analysis, including Ma et al. 4 and Wu and Cui 5 . Motivated by the set based association analysis, the modeling strategy has been adopted to investigate how genetic variants in a set, such as the gene set, pathways or networks, are mediated by one or multiple types of environmental exposures to influence disease risk. The set-based modeling incorporating the nonlinear G×E interactions is essentially a joint analysis with high-dimensional covariates. Recently, penalized variable selection methods have emerged as a promising tool to capture G×E interactions that might be weak or moderate individually, but are strong collectively [6] [7] [8] [9] [10] [11] . Penalization methods have been first coined in Tibshirani 12 , which has also pointed out the connection between penalization and the corresponding Bayesian variable selection methods. In particular, the LASSO estimate can be interpreted as the posterior mode estimate when identical and independent Laplace prior has been imposed on each component of the coefficient vector under penalized least square loss. Park and Casella 13 has further refined the prior as a conditional Laplace prior within the fully Bayesian framework to guarantee the unimodality of the posterior distribution. As LASSO belongs to the family of penalized estimate induced by the q norm penalty with q=1, the Bayesian counterpart of penalization methods have been generalized to accommodate more complex data structure with other penalty functions, such as elastic net, fused LASSO and group LASSO. These extensions can also be formulated within the Bayesian framework with a similar rationale of specifying priors 14 . As penalization is tightly connected to Bayesian methods, the development of novel Bayesian variable selection will significantly broaden the scope of variable selection methods for G×E interaction studies, which will provide us fresh perspectives and promising results not offered by the existing studies. However, our limited literature review indicates that Bayesian variable selection has not been thoroughly conducted in existing G×E studies, especially for nonlinear interactions. For example, Liu et al. 15 has developed a Bayesian mixture model to identify important G×E and G×G interaction effects through indicator model selection. Variable selection has been achieved by examining the posterior inclusion probability. Under a two-phase sampling design, Ahn et al. 16 has considered Bayesian variable selection on G×E interactions using spike-and-slab priors. Both studies cannot handle nonlinear interactions. More pertinent to the penalization, Li et al. 17 has developed a Bayesian group LASSO for non-parametric varying coefficient models, where the non-linear interaction is expressed as a linear combinations of Legendre polynomials, and the identification of G×E interactions amounts to the shrinkage selection of polynomials on the group level using multivariate Laplace priors. Li et al. 17 has been built upon the Laplace prior adopted in Bayesian LASSO, therefore the coefficients cannot be shrunken to zero exactly in order to achieve the "real" sparsity, Accounting for nonlinear effects in G×E studies has deeply rooted in structured variable selection for high dimensional data 18 . An efficient selection procedure is expected to not only accurately pinpoint the form of nonlinear interactions, but also avoid modeling the maineffect-only case (corresponding to the non-zero constant effects) as nonparametric ones, since this type of misspecification may over-fit the data and result in loss of efficiency. To the best of our knowledge, automatic structure identification involving nonlinear effects has not been conducted in Bayesian G×E studies. To overcome the aforementioned limitations, we develop a novel semi-parametric Bayesian variable selection method for G×E interactions. We consider both linear and nonlinear interactions simultaneously. The interactions between a genetic factor and a discrete environmental factor are modeled parametrically, while the nonlinear interactions are modeled using varying coefficient functions. In particular, we conduct automatic structure identification via Bayesian regularization to separate the cases of G×E interactions, main-effect-only and no genetic effects at all, which more flexibly captures the main and interaction effects. Besides, to shrink the coefficients of unimportant linear and nonlinear effects to zero exactly, we adopt the spike-and-slab priors in our model. 17 . Motivated by the pressing need to conduct efficient Bayesian G×E interaction studies accounting for the nonlinear interaction effects, the proposed semi-parametric model significantly advances from existing Bayesian variable selection methods for G×E interactions in the following aspects. First, compared to studies that solely focus on linear 15;16 or non-linear effects 17 , the proposed one can accommodate both types of effects concurrently, thus more comprehensively describe the overall genetic architecture of complex diseases. Second, to the best of our knowledge, for G×E interactions, automatic structure discovery has been considered in the Bayesian framework for the first time. Compared to Li et al. 17 , one of the very few (or perhaps the only) literature in Bayesian variable selection for non-linear effects, our method is more fine tuned for the structured sparsity by distinguishing whether the genetic variants have nonlinear interaction, main effects only and no genetic effects at all, with the forms of coefficient functions being varying, non-zero constant and zero respectively. Third, borrowing strength from the spike-and-slab priors, we efficiently perform Bayesian shrinkage on the individual and group level simultaneously. In particular, with B-spline basis expansion, the identification of nonlinear interaction is equivalent to the selection of a group of basis functions. We develop an efficient MCMC algorithm for semi-parametric Bayesian hierarchical model. We show in both simulations and a case study that the exact sparsity significantly improves accuracy in identification of relevant main and interaction effects, as well as prediction. For fast computation and reproducible research, we implement the proposed and alternative methods in C++ and encapsulate them in a publicly available R package spinBayes.
The rest of the article is organized as follows. In Section 2, we formulate the semiparametric Bayesian variable selection model and derive a Gibbs sampler to compute the posterior estimates of the coefficients. We carry out the simulation studies to demonstrate the utility of our method in Section 3. A case study of Nurses' Health Study (NHS) data is conducted in Section 4.
Data and Model Settings

Partially linear varying coefficient model
We denote the ith subject using subscript i. Let (X i , Y i , Z i , E i , W i ), i = 1, . . . , n be independent and identically distributed random vectors. Y i is the response variable. X i is the p-dimensional design vector of genetic factors, and Z i and E i are the continuous and discrete environment factors, respectively. The clinical covariates are denoted by q-dimensional vector W i . In the NHS data, the response variable is weight, and X i represents SNPs. We consider age and the indicator of history of hypertension for Z i and E i , correspondingly. Height and total physical activity are used as clinical covariates so q is 2. Now consider the following partially linear varying coefficient model
where β j (·) is a smoothing varying coefficient function, α t is the coefficient of the tth clinical covariates, ζ 0 is the coefficient of the discrete E factor, and ζ j is the coefficient of the interaction between the jth G factor X j = (X 1j , . . . , X nj ) and E i . The random error i ∼ N(0, σ 2 ). Here only two environmental factors, Z i and E i , are considered for the simplicity of notation. Their interactions with the G factor are modeled as non-linear and linear forms, respectively. The model can be readily extended to accommodate multiple E factors.
Basis expansion for structure identification
As we discussed, distinguishing the case of main-effect-only from nonlinear G×E interaction is necessary since mis-specification of the effects cause over-fitting. The following basis expansion is necessary for the separation of different types of effects. We approximate the varying coefficient function β j (Z i ) via basis expansion. Let q n be the number of basis functions
) is a set of normalized B spline basis, andγ j = (γ j1 , . . . ,γ jqn ) is the coefficient vector. By changing of basis, the aforementioned basis expansion is equivalent to
. γ j1 and γ j * = (γ j2 , . . . , γ jqn ) correspond to the constant and varying components of β j (·), respectively. The intercept function can be approximated similarly as
) . Collectively, model (1) can be rewritten as
and ζ = (ζ 1 , . . . , ζ p ) .
Semi-parametric Bayesian variable selection
The proposed semi-parametric model is of "large p, small n" nature. First, not all the main and interaction effects are associated with the phenotype. Second, we need to further determine for the genetic variants, whether they have nonlinear interactions, or main effect merely, or no genetic contribution to the phenotype at all. Therefore, variable selection is demanded.
From the Bayesian perspective, variable selection falls into the following four categories: (1) indicator model selection, (2) stochastic search variable selection, (3) adaptive shrinkage and (4) model space method 23 . Among them, adaptive shrinkage methods solicit priors based on penalized loss function, which leads to sparsity in the Bayesian shrinkage estimates. For example, within the Bayesian framework, LASSO and group LASSO estimates can be understood as the posterior mode estimates when univariate and multivariate independent and identical Laplace priors are placed on the individual and group level of regression coefficients, respectively 13;17 . The proposed one belongs to the family of adaptive shrinkage Bayesian variable selection. For convenience of notation, we first define the approximated least square loss function as follows:
and T = (T 1 , . . . , T n ) . Let θ = (η , γ , α , ζ 0 , ζ ) be the vector of all the parameters. Then the corresponding penalized loss function is
The formulation of (2) has been primarily driven by the need to accommodate linear and nonlinear G×E interaction while avoiding mis-specification of the main-effect-only as nonlinear interactions. Here γ j1 is the coefficient for the main effect of the jth genetic factor X j , and the 2 norm of the spline coefficients γ j * 2 is corresponding to the varying parts of β j (·). If γ j * 2 = 0, then there is no nonlinear interaction between X j and continuous environment factor Z. Furthermore, if γ j1 = 0, then X j has no main effect and is not associated with the phenotype. Similarly, the linear interaction between X j and the discrete environment factor E is determined by ζ j . ζ j =0 indicates that there is no linear interaction. Overall, the penalty functions in (2) provide us the flexibility to achieve identification of structured sparsity through variable selection. Note that the main effects of environmental exposures Z and E are of low dimensionality, thus they are not subject to selection. Therefore, for the current G×E interaction study, we are particular interested in conducting Bayesian variable selection on both the individual level of γ j1 and ζ j (j = 1, . . . , p), and the group level of γ j * (j = 1, . . . , p).
Laplacian shrinkage on individual level effects. 
The above Laplace priors can be expressed as scale mixture of normals
It is easy to show that, after integrating out τ 14 extended the Bayesian LASSO to a more general form that can represent the group LASSO by adopting a multivariate Laplace prior. We follow the strategy and let the prior for γ j * (j = 1, . . . , p) be
where L = q n − 1 is the size of the group, (
is the scale parameter of the multivariate Laplace and √ L terms adjusts the penalty for the group size. √ L can be dropped from the formula when all the groups have the same size. In this study, we use the same number of basis functions for all parameters, and thus L is the same for all groups. For completeness, we still include √ L in (5) for possible extension to varying group sizes in the future. Similar to the (4), this prior can be expressed as a gamma mixture of normals
where L+1 2 is the shape parameter and
is the rate parameter of the Gamma distribution. After integrating out τ 2 vj in (6), the conditional prior on γ j * has the desired form in (5) . Priors in (4) and (6) can lead to a similar performance as the general LASSO model in (2) , by imposing individual shrinkage on γ j1 and ζ j and group level shrinkage on γ j * , respectively.
Spike-and-slab priors on both individual and group level effects. Priors in (4) and (6) cannot shrink the posterior estimates to exact 0. Li et al. 17 has such a limitation since multivariate Laplace priors have been imposed on the group level effects. One of the significant advancements of our study over existing Bayesian G×E interaction studies, including Li et al. 17 , is the incorporation of spike-and-slab priors to achieve sparsity. For γ j * , we have
where δ 0 (γ j * ) denotes a point mass at 0 L×1 and π v ∈ [0, 1]. We introduce a latent binary indicator variable φ vj for each group j, (j = 1, . . . , p). φ vj facilitates the variable selection by indicating whether or not the jth group is included in the final model. Specifically, when φ vj = 0, the coefficient vector γ j * has a point mass density at zero which implies all predictors in the jth group are excluded from the final model. This is equivalent to concluding that the jth G factor X j does not have an interaction effect with the environment factor Z. On the other hand, when φ vj = 1, the prior in (7) reduces to the prior in (6) and induces the same behavior as Bayesian group LASSO. Thus, the coefficients in vector γ j * have non-zero values and the jth group is included in the final model. Note that, after integrating out φ vj and τ 2 vj in (7), the marginal prior on γ j * is a mixture of a multivariate Laplace and a point mass at 0 L×1 as follows
When π v = 1, (8) is equivalent to (5) . Fixing π v = 0.5 makes the prior essentially noninformative since it gives the equal prior probabilities to all sub-models. Instead of fixing π v , we assign it a conjugate beta prior π v ∼ Beta(r v , w v ) with fixed parameters r v and w v . The value of λ v controls the shape of the slab part of (8) and determines the amount of shrinkage on the γ j * . For computation convenience, we assign a conjugate Gamma hyperprior λ 2 v ∼ Gamma(a v , b v ) which can automatically accounts for the uncertainty in choosing λ v and ensure it is positive. We set a v and b v to small values so that the priors are essentially non-informative.
Likewise, for γ j1 and ζ j (j = 1, . . . , p) corresponding to the individual level effects, the spike-and-slab priors can be written as
and
We assign conjugate beta prior π c ∼ Beta(r c , w c ) and π e ∼ Beta(r e , w e ), and Gamma priors λ 2 c ∼ Gamma(a c , b c ) and λ 2 e ∼ Gamma(a e , b e ). An inverted gamma prior for σ 2 can maintain conjugacy. The limiting improper prior π(σ 2 ) = 1/σ 2 is another popular choice. Parameters η, α and ζ 0 may be given independent flat priors.
Gibbs sampler
The binary indicator variables can cause an absorbing state in the MCMC algorithm which violates the convergence condition 25 . To avoid this problem, we integrate out the indicator variables φ c , φ v and φ e in (7), (9) and (10) . We will show that, even though φ c , φ v and φ e are not part of the MCMC chain, their values still can be easily computed at every iterations. Let µ = E(Y ), the joint posterior distribution of all the unknown parameters conditional on data can be expressed as
we−1
The posterior distribution of η conditional on all other parameters can be expressed as
Hence, the full conditional distribution of m is multivariate normal N (µ η , Σ η ) with mean
and variance
The full conditional distribution of α and ζ 0 can be obtained in similar way.
where
, the conditional posterior distribution of γ j * is a multivariate spike-and-slab distribution:
It is easy to compute that l vj is equal to
The posterior distribution (11) is a mixture of a multivariate normal and a point mass at 0. Specifically, at the gth iteration of MCMC, γ (g) j * is drawn from N (µ γ j * , Σ γ j * ) with probability l vj and is set to 0 with probability 1 − l vj . If γ (g) j * is set to 0, we have φ
Likewise, the conditional posterior distributions of γ j1 and ζ j are also spike-and-slab distributions. Let
At the gth iteration, the values of φ (τ 
2 ) π v , π c and π e have beta posterior distributions
Last, the full conditional distribution for σ 2 the posterior distribution for σ 2 is InverseGamma(µ σ 2 , Σ σ 2 ) where
with mean
Under our proirs setting, conditional posterior distributions of all unknown parameters have closed forms by conjugacy. Therefore, efficient Gibbs sampler can be used to simulate from the posterior distribution.
To facilitate fast computation and reproducible research, we have implemented the proposed and all the alternative methods in C++ from the R package spinBayes available from the corresponding author's github website. The package is pending a manual inspection and will be available at CRAN soon.
Simulation
We compare the performance of the proposed method, Bayesian spike and slab variable selection with structural identification, termed as BSSVC-SI, to four alternatives termed as BSSVC, BVC-SI, BVC and BL, respectively. BSSVC also adopts spike-and-slab prior but doesn't distinguish the nonzero constant effect from the nonlinear effect. Specifically, in BSSVC, coefficients of q n basis functions of β j are treated as one group and are subject to selection at the group level. BVC-SI is similar to the proposed method, except that it does not adopt the spike-and-slab prior. BVC does not use the spike-and-slab prior and does not distinguish the constant and varying effects. The last alternative BL is the wellknown Bayesian LASSO. BL assumes all interactions are linear. Details of the alternatives, including the prior and posterior distributions, are available in the Appendix (Section C.1 to Section C.4).
We consider four examples in our simulations. Under all four settings, the responses are generated from model (1) with n = 500, p = 100 and q = 2. Note that, the dimension of regression coefficients to be estimated after basis expansion is larger than the sample size (n = 500). For example, when the number of basis function q n = 5, the effective dimension of regression coefficient is 604. In each example, we assess the performance in terms of identification, estimation, and prediction accuracy. We use the integrated mean squared error (IMSE) to evaluate estimation accuracy on the nonlinear effects. Letβ j (z) be the estimate of a nonparametric function β j (z), and {z m } n grid m=1 be the grid points where β j is assessed. The IMSE ofβ j (z) is defined as IMSE (β j (z)) =
Note that IMSE(β j ) reduces to MSE(β j ) when β j is a constant. Identification accuracy is assessed by the number of true/false positives. Prediction performance is evaluated using the mean prediction errors on an independently generated testing dataset under the same settings.
Example 1
We first generate a n × p matrix of gene expressions, where n = 500 and p = 100, from a multivariate normal distribution with zero mean vector. We consider an auto-regression (AR) correlation structure for gene expression data, in which gene j and k have correlation coefficient ρ |j−k| , with ρ = 0.5. For each observation, we simulate two clinical covariates from a multivariate normal distribution with ρ = 0.5. The continuous and discrete environment factors Z i and E i are simulated from a Unif[0, 1] distribution and a binomial distribution, respectively. The random error ∼ N (0, 1).
The coefficients are set as µ(z) = 2 sin(2πz),
We set all the rest of the coefficients to 0.
Example 2
We examine whether the proposed method demonstrates superior performance over the alternatives on simulated single-nucleotide polymorphism (SNP) data. The SNP genotype data X i are simulated by dichotomizing expression values of each gene at the 1st and 3rd quartiles, with the 3-level (2,1,0) for genotypes (AA,Aa,aa) respectively, where the gene expresison values are generated from Example 1.
Example 3
In the third example, we consider a different scheme to simulate SNP data. The SNP genotype data are simulated based on a pairwise linkage disequilibrium (LD) structure. For the two minor alleles A and B of two adjacent SNPs, let q 1 and q 2 be the minor allele frequencies (MAFs), respectively. The frequencies of four haplotypes are calculated as p AB = q 1 q 2 +δ, p ab = (1−q 1 )(1−q 2 )+δ, p Ab = q 1 (1−q 2 )−δ, and p aB = (1−q 1 )q 2 −δ, where δ denotes the LD. Under Hardy-Weinberg equilibrium, SNP genotype (AA, Aa, aa) at locus 1 can be generated from a multinomial distribution with frequencies (q
2 ). Based on the conditional genotype probability matrix 26 , we can simulate the genotypes for locus 2. With MAFs 0.3 and pairwise correlation r = 0.6, we have δ = r q 1 (1 − q 1 )q 2 (1 − q 2 ).
Example 4
In the last example, we consider more realistic correlation structures. Specifically, we use the real data analyzed in the next section. To reduce the computational cost, we use the first 100 SNPs from the case study. For each simulation replicate, we randomly sample 500 subjects from the dataset. The same coefficients and error distribution are adopted.
Posterior samples are collected from a Gibbs Sampler running 10000 iterations in which the first 5000 are burn-ins. The Bayesian estimates are the posterior medians. To estimate the prediction errors, we compute the mean squared error in 100 simulations. For both BSSVC-SI and BSSVC, we consider the median probability model (MPM)
22;27 to identify predictors that are significantly associated with the response variable. Suppose we collect G posterior samples from MCMC after burn-ins. The jth predictor is included in the regression model at the gth MCMC iterations if the indicator φ (g) j = 1. Thus, the posterior probability of including the jth predictor in the final model is defined as
A higher posterior inclusion probability p j can be interpreted as a stronger empirical evidence that the jth predictor has a non-zero coefficient and therefore is associated with the response variable. The MPM model is defined as the model consisting of predictors that have posterior inclusion probability at least 1 2 . When the goal is to select a single model, Barbieri and Berger 27 recommends to use MPM due to its optimal prediction performance. Table 1 summarized the results on model selection accuracy. The identification performance for the varying and nonzero constant effects corresponding to the continuous environment factor, and nonzero effect (linear interaction) corresponding to the discrete environment factor are evaluated separately. We can observe that the proposed model has superior performance over BSSVC. BSSVC fails to identify any nonzero constant effect and has high false positive for identifying varying effect since it lacks structural identification to separate maineffect-only case from the varying effects. On the other hand, BSSVC-SI identifies most of the true effects with very lower false positives. For example, considering the MPM in Example 1, BSSVC-SI identifies all 3 true varying effects in every iterations, with a small number of false positives 0.20(sd 0.41). It also identifies 4.93(sd 0.25) out of the 5 true constant effects without false positives. Besides, all the 5 true nonzero effects are identified without any false positives. We demonstrate the sensitivity of BSSVC-SI for variable selection to the choice of the hyper-parameters for π v , π c and π e in the Appendix. The results are tabulated in Table 5 , which shows that the MPM model is insensitive to different specification of the hyper-parameters. The alternatives BVC-SI and BVC are not included here due to the lack of variable selection property. Li et al. 17 adopts a method that is based on 95% credible interval (95%CI) for selecting important varying effects. In the Appendix, we show that, even adopting the 95%CI-based selection method, the identification performance of BVC-SI and BVC are unsatisfied, especially in terms of selecting a large number of false positives (Table 6) .
We also examine the estimation performance. We show the results from Example 1 ( Table  2) here. The IMSE for all true varying effects, MSE for constant and nonzero effects, as well as the total squared errors for all coefficient estimates and prediction errors are provided in the Table. We observe that, across all the settings, the proposed method has the smallest prediction errors and total squared errors of coefficients estimates than all alternatives. For example, in Table 2 , the BSSVC-SI has the smallest total squared errors 0.268(sd 0.080) and prediction error 1.159(0.066) among all the approaches. The key of the superior performance lies in (1) accurate modeling of different types of main and interaction effects, and (2) the spike and slab priors for achieving sparsity. Compared with BVC-SI which has (1) but does not incroporate spike and slab prior, BSSVC-SI performs better when estimating both varying and constant coefficients. For example, the IMSE and MSE on β 0 (Z) and α 1 are 0.049 (sd 0.017) and 0.004 (sd 0.004), respectively. While BVC-SI yields 0.067(sd 0.030) and 0.008(0.010), correspondingly. Besides, compared with BSSVC which adopts the spike and slab priors without considering structured Bayesian variable selection, BSSVC-SI has comparable estimation performance on coefficients even though BSSVC overfits the data. In addition, similar patterns have been observed in Table 7, Table 8 and Table 9 for Examples 2, 3 and 4 respectively, in the Appendix.
We conduct sensitivity analysis on how the smoothness specification of the parameters in the B spline affects variable selection. The results summarized in Table 10 in the Appendix shows that the proposed model is insensitive to the smoothness specification as long as the choices on number of spline basis are sensible. In simulation, we set the degree of B spline basis O = 2 and the number of interior knots K = 2, which makes q n = 5.
Real Data Analysis
We analyze the data from Nurses' Health Study (NHS). We use weight as the response and focus on SNPs on chromosome 10. We consider two environment factors. The first is age which is continuous and is known to be related to the variations in the obesity level. The second is the binary indicator of whether an individual has a history of hypertension (hbp), which is a sensible candidate for a discrete environment factor. In addition, we consider two clinical covariates: height and total physical activity. In NHS study, about half of the subjects are diagnosed of type 2 diabetes (T2D) and the other half are controls without the disease. We only use health subjects in this study. After cleaning the data through matching phenotypes and genotypes, removing SNPs with minor allele frequency (MAF) less than 0.05 or deviation from Hardy-Weinberg equilibrium, the working dataset contains 1716 subjects with 35099 SNPs. For computational convenience prescreening can be conducted to reduce the feature space to a more attainable size for variable selection. For example, Li et al. 17 use the single SNP analysis to filter SNPs in a GWA study before downstream analysis. In this study, we follow the procedure described in Ma et al. 4 to screen SNPs. Specifically, we evaluated whether the penetrance effect of a variant under the environmental exposure is nonlinear, linear, constant or zero by three statistical tests with weight as the response variable. The SNPs with p-values less than a certain cutoff from any of the tests are kept. 269 SNPs pass the screening.
We analyze the data by using the proposed method as well as BSSVC, the alternative without structural identification. As methods BVC-SI, BVC and BL show inferior performance in simulation, they are not considered in real data analysis. The proposed method identifies three SNPs with constant effects only, eleven SNPs with varying effects and sixteen SNPs with interactions with the hbp indicator. The BSSVC identifies twelve SNPs with varying effects and 10 SNPs with interactions with the hbp indicator. The identification results for varying and constant effects are summarized in Table 3. In this table, we can see that the three SNPs (rs11014290, rs2368945 and rs10787374) that are identified as constant effects only by BSSVC-SI are also selected by BSSVC. However, due to lack of structural identification, BSSVC identified them as SNPs with varying effects. The proposed method identifies rs1816002, a SNP located within gene ADAMTS14 as an important SNP with varying effect. ADAMTS14 is a member of ADAMTS metalloprotease family. Studies have shown that two members in the family, ADAMTS1 and ADAMTS13 are related to the development of obesity 28;29 , which suggest that ADAMTS14 may also have implications in obesity. The alternative method BSSCV fails to identify this important one. The varying effect of the DIP2C gene SNP rs4880704 is identified by both BSSVC-SI and BSSVC. DIP2C (disco interacting protein 2 homolog C) has been found a potential epigenetic mark associated with obesity in children 30 and plays an important role in the association between obesity and hyperuricemia 31 . The identification results for nonzero effects (representing the interactions with the binary indicator of a history of hypertension (hbp)) are summarized in Table 4 . The interaction between rs593572 in gene KCNMA1 and hbp is identified by the proposed method. KCNMA1 (potassium calcium-activated channel subfamily M alpha 1) has been reported as an obesity gene that contributes to excessive accumulation of adipose tissue in obesity 32 . Interestingly, the main effect of KCNMA1 is not identified, which suggests that KCNMA1 only has effect in the hypertension patients group. This result could be partially explained by the observation of significant association between the genetic variation in the KCNMA1 and hypertension 33 . The eleven varying coefficients of age that are identified by BSSVC-SI and the intercept are shown in Figure 2 in the Appendix. All estimates have clear curvature and cannot be appropriately approximated by a model assuming linear effects. It is difficult to objectively evaluate the selection performance with real data. The prediction performance may provide partial information on the relative performance of different methods. Following Yan and Huang 34 and Li et al. 17 , we refit the models selected by BSSVC-SI and BSSVC by Bayesian LASSO. The prediction mean squared errors (PMSE) based on the posterior median estimates are computed. The PMSEs are 90.66 and 95.21 for BSSVC-SI and BSSVC, respectively. We also compute the prediction performance of BVC-SI, BVC and BL, based on the models selected by the 95%CI-based method. The PMSE is 106.26 for BVC-SI, 110.19 for BVC and 107.82 for BL. The proposed method outperforms all the competitors.
Discussion
The importance of G×E interactions in deciphering the genetic architecture of complex diseases has been increasingly recognized. A considerable amount of effort has been developed to dissect the G×E interactions. In marginal analysis, statistical testing of G×E interactions prevails, which spans from the classical linear model with interactions in a wide range of studies, such as case-control study, case only study and the two-stage screening study, to more sophisticated models, such as empirical Bayesian models, non-and semi-parametric models 35 . On the other hand, the joint methods, especially the penalized variable selection methods, for G×E interactions, have been motivated by the success of gene set based association analysis over marginal analysis, as demonstrated in Wu and Cui 36 , Wu et al.
37
and Schaid et al. 38 . Recently, multiple penalization methods have been proposed to identify important G×E interactions under parametric, semi-parametric and non-parametric models recently 6;7;10;11 . Within the Bayesian framework, non-linear interaction has not been sufficiently considered for G×E interactions. Furthermore, incorporation of the structured identification to determine whether the genetic variants have non-linear interaction, or main-effect-only, or no genetic influences at all is particularly challenging. In this study, we have proposed a novel semi-parametric Bayesian variable selection method to simultaneously pinpoint important G×E interactions in both linear and nonlinear forms while conducting automatic structure discovery. We approximate the nonlinear interaction effects using B splines, and develop a Bayesian hierarchical model to accommodate the selection of linear and nonlinear G×E interactions. For the nonlinear effects, we achieve the separation of varying, non-zero constant and zero coefficient functions through changing of spline basis, corresponding to cases of G×E interactions, main effects only (no G×E interactions) and no genetic effects. This automatic separation of different effects, together with the identification of linear interaction, lead to selection of important coefficients on both individual and group levels. Within our Bayesian hierarchical model, the group and individual level shrinkage are induced through assigning spike-and-slab priors with the slab parts coming from a multivariate Laplace distribution on the group of spline coefficients and univariate Laplace distribution on the individual coefficient, correspondingly. We have developed an efficient Gibbs sampler and implemented in R with core modules developed in C++, which guarantees fast computation in MCMC estimation. The superior performance of the proposed method over multiple alternatives has been demonstrated through extensive simulation studies and a case study. The cumulative evidence has indicated the effectiveness of penalized variable selection methods to pinpoint important G×E interactions. Bayesian variable selection methods, however, have not been widely adopted in existing G×E studies. The proposed semi-parametric Bayesian variable selection method has the potential to be extended to accommodate a diversity forms of complex interaction structures under the varying index coefficient models and models alike, as summarized in Ma and Song 39 . Other possible extensions include Bayesian semi-parametric interaction analysis for integrating multiple genetic datasets 40 . Investigations of all the aforementioned extensions are postponed to the future. A Additional simulation results
A.1 Hyper-parameters sensitivity analysis
We demonstrate the sensitivity of BSSVC-SI for variable selection to the choice of the hyperparameters for π v , π c and π e . We consider five different Beta priors: (1) Beta(0.5, 0.5) which is a U-shape curve between (0, 1); (2) Beta(1, 1) which is a essentially a uniform prior; (3) Beta(2, 2) which is a quadratic curve; (4) Beta(1, 5) which is highly right-skewed; (5) Beta(5, 1) which is highly left-skewed. As a demonstrate example, we use the same setting of Example 2 to generate data. Table 5 shows the identification performance of the median thresholding model (MPM) with different Beta priors. For all choices of Beta priors, the MPM model is very stable for both the proposed model BSSVC-SI and the alternative BSSVC. Also BSSVC-SI correctly identifies almost all true effects with low false positives in all cases. 
A.2 Variable selection based on 95% credible interval
Alternatives BVC-SI and BVC lack for the variable selection property. In order to create sparsity on the coefficients estimated by these two methods, we consider a 95% credible interval based method used in Li et al. 17 . Specifically, a varying effect is included in the final model if at least one of its spline coefficients has a two-sided 95% credible interval that does not cover zero. Similarly, a constant effect is included in the final model if the two-sided 95% credible interval of its spline coefficient does not cover zero. The same rule applies to the linear interaction effects. The results are tabulated in Table 6 . Table 6 : Simulation results. (n, p, q) = (500, 100, 2). mean(sd) of true positives (TP) and false positives (FP) based on 100 replicates. A.3 Estimation and prediction results Table 7 : Simulation results in Example 2. SNP genotype data (n, p, q) = (500, 100, 2). mean(sd) of the integrated mean squared error (IMSE), mean squared error (MSE), total squared errors for all estimates and prediction errors based on 100 replicates. Table 8 : Simulation results in Example 3. SNP genotype data based on the linkage disequilibrium (LD) structure (n, p, q) = (500, 100, 2). mean(sd) of the integrated mean squared error (IMSE), mean squared error (MSE), total squared errors for all estimates and prediction errors based on 100 replicates. 
BSSVC-SI
BSSVC-SI BSSVC BVC-SI BVC BL IMSE β 0 (Z)
A.4 Sensitivity analysis on smoothness specification
Let O denotes the degree of B spline basis, and K denotes the number of interior knots. Huang et al. 41 and Huang et al. 42 show that n 1/(2O+3) is the optimal order of the number of spline knots K. For quadratic and cubic splines corresponding to O = 2 and 3 respectively, we conduct a sensitivity analysis for the proposed model under the setting of Example 2, for K ∈ [1, 5] . Table 10 shows that K = 1 leads to unsatisfactory performance, especially for prediction. When K ≥ 2, different values of K lead to similar performance under O = 2 and O = 3. This suggests the model performance is insensitive with respect to the smoothness specification. 
. Hence, the full conditional distribution of η is multivariate normal with mean
Similarly, the full conditional distribution of α is N (µ α , Σ α ) with
where W = (W 1 , . . . , W n ) . And the full conditional distribution of ζ 0 is N (µ ζ 0 , Σ ζ 0 ) with
The full conditional distribution of γ j * π(γ j * |rest)
Hence, the full conditional distribution of γ j * is a spike and slab distribution
This posterior distribution is a mixture of a multivariate normal and a point mass at 0. To sample from this posterior distribution at the gth iteration, we follow the steps: 
Hence, the full conditional distribution of γ j1 is a spike and slab distribution
The full conditional distribution of ζ j , j = 1, . . . , p
Hence, the full conditional distribution of ζ j is a spike and slab distribution
Now, we derive the full conditional distribution for τ π(τ
When γ j * = 0, 16 is equal to
Therefore, when γ j * = 0, the posterior distribution for (τ
). When γ j * = 0, 16 is equal to
Similarly, the posterior distribution for (τ
When γ j1 = 0, 17 is equal to
Therefore, when γ j1 = 0, the posterior distribution for (τ
The posterior distribution (τ
Following the similar arguments, we have (τ ). Last, the full conditional distribution for σ 
