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Ah&act-The results of a study dealing with the location of stable corrector methods for the numerical 
solution of ordinary differential equations are reported. From each family of corrector methods of the order 
q + 1 which require function evaluations at q backpoints (3 < q I 8). methods are given for which the size 
of a relative stability disk was numerically optimized. The resulting methods are also shown to have larger 
regions of absolute stability than do the corresponding Adams-Moulton correctors. 
1. INTRODUCTION 
The search for numerical integration methods with improved stability characteristics has been 
extensive. The results of several investigations, in which the primary emphasis was on locating 
methods with increased ranges of absolute stability may be found, for example, in [l-3,5,6,8- 
14,18,20]. The corresponding question for relative stability has also received attention recently; 
see [15-17,21,22]. In this paper the results for several families of implicit methods are reported. 
Specifically, for each 4 (q = 3,. . ., 8) the (q - l)-parameter family of correctors with order 
q + 1 and step number q is considered. Our definitions of stability are the usual ones and may 
be found, for example, in [4] or [15]. 
Each such method may be represented conveniently by the linear multistep formula 
q-1 
2 (Uqjyn-i + hb,JyLi) + Tqhq+2y’q+2’(~)  O(h'+') = 0 
i---l 
h = step size, 
T, = local truncation error coefficient. 
As usual, u,,~ and b,, are chosen so that the corrector is exact for polynomials of degree less 
than q +2 but not exact for those of degree q +2. It is well known that this determines a 
(q - l)-parameter family of possible methods. 
Our approach consisted of formulating the problem for each q as a nonlinear optimization 
problem involving these (q - 1) free parameters and using various nonlinear optimization 
techniques to attempt to solve the problem numerically. The details of the problem are 
straightforward and are included in an expanded version of this paper, which is available from 
the authors. 
Since the problem was solved numerically, note that the methods obtained may represent 
only local solutions to the optimization problems. However, extensive experimentation using 
multiple starting points and several different optimization techniques failed to produce con- 
vergence to another method in any case. This and the fact that the methods obtained possess 
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both larger relative and absolute stability regions than the corresponding Adams correctors 
make these methods worthy of further serious consideration. 
In this paper we are not directly interested in assessing the relative merits of the types of 
stability mentioned; one such assessment is found in [16]. 
Hereafter, R,, C, and B, will denote the new corrector of order q + 1, the Adams-Moulton 
corrector of order q + 1, and the backward differentiation method of order q + 1, respectively. 
Since B, has step number q + 1 rather than q, it does not belong to the class of methods 
considered and is mentioned only for comparison and to point out some of the possible 
advantages and disadvantages of the new methods. 
2. NEW CORRECTORS 
The coefficients ai = u,.i and bi = b,, for R, are given in Table 1 for each q (q = 3,. . ., 8). 
Since R , = C, and Rt = C2, the coefficients of these well known methods are omitted. 
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3. RELATIVE STABILITY 
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An attempt was made to lodate methods for which the complex region of relative stability 
contains a maximal disk centered at the origin. Table 2 contains the radius a:., for the method 
R, given in Section 2 and the corresponding radius a& for C’,. 
Table 2. Radii of relative stability 
disks for R, and C, 
3 1.164 0.923 
4 0.%7 0.682 
5 0.829 0.494 
6 0.755 0.359 
7 0.637 0.258 
8 0.546 0.182 
4. ABSOLUTE STABILITY AND LOCAL ACCURACY 
The range of absolute stability is often considered to be a determining factor in the choice of 
a method[4]. It is in this context that B, is considered attractive because of its stiff stability 
properties[4]. It must be emphasized that neither C, nor R, has a region of absolute stability 
comparable in size to that of B,, whose region contains the entire negative real axis. It should 
also be pointed out, however, that both of the former methods have larger regions of relative 
stability and smaller local truncation errors than B,. 
The points for which the absolute stability regions for C, and R, intersect he negative real 
axis are given in Table 3. (The results for C, may be found in [4,5].) In Table 4, the local 
truncation error coefficients are also given for these methods. In Table .3, aM.s gives the 
magnitude of the left endpoint of the real absolute stability interval for a method M; in Table 4, 
T,,JDq gives the corresponding error coefficient. 
Table 3. Magnitude of real absolute Table 4. Local truncation error coefficients for & 
stability intervals for R, and C, and C, 
3 3.689 3.000 - 720 2.11308002498030E + 1 19 
4 2.761 1.837 -1440 3.274875OOOOOOWE + 1 27 
5 2.015 1.184 -60480 1.10227844496722E + 3 863 
6 1.662 0.789 - 120960 1.83227148312292E+3 1375 
7 1.286 0.493 - 3628800 4.60073885615062E + 4 33953 
8 1.021 0.310 - 7257600 7.68841780537665E + 4 57281 
In each case, 
We have found that if both C, and R, are stable, C, is more accurate because of its smaller 
error coefficient. (Because of its relatively large error coefficient, B, is seldom used to solve 
problems in which stiffness is not a problem.) Note, however, that in each case 
I4 > lac.d 
As may be anticipated, we have found that R, is globally more accurate than C, for problems 
where (Ml belongs to the interval (- aR,q, - a=.,) and A is the dominant eigenvalue of the 
Jacobian matrix of the differential equation being solved, the problem being such that A has a 
negative real part. The results of our numerical experiments with these methods are discussed 
in more detail in the next section. It is also pointed out that in each case, the complex region of 
absolute stability (which may be obtained easily as in [4]) for R, contains the corresponding 
region for C,, with the distance between the boundaries of the regions decreasing as the regions 
approach the imaginary axis. 
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5. DISCUSSION OF NUMERICAL TESTING AND CONCLUSIONS 
For each 4, R, and C, were used to solve an extensive collection of problems 
y’=Ay 
where the 2 x 2 matrices A were chosen so that hh was distributed throughout he relative 
stability disks for R, and C,. (Here, the eigenvalues of A are denoted by A, and AZ, and 
A = max{lA,l, /A21}.) Fixed step sizes were used throughout he interval of integration, the 
Adams-Bashforth predictor of order 4 + 1 was used with both correctors, and the number of 
corrections was fixed at one, two, or three. The following observations were true for all cases: 
1. When one correction was used, C, usually gave slightly better results for two reasons: 
When the influence of the predictor is taken into account, the corresponding stability regions 
are almost identical, and C, has a smaller truncation error coefficient han R,. 
2. When two or three corrections were applied: (a) C,, usually yielded better results if hh 
was well within the stability disk for C,, again reflecting the superior local error properties of 
C,; (b) R, usually yielded better results if hh was near the boundary of the disk for C, and, in 
most cases, far better results as hh approached the boundary of the stability disk for R,. 
This follows from the fact that the corresponding predictor-corrector stability regions 
resemble those of the iterated correctors more closely in these cases. (In each case, the regions 
are almost identical when three iterations of the correctors are used.) 
Since our primary objective in these tests was to illustrate the behavior of the iterative 
correctors C, and R,, no attempt was made to match the predictor method more carefully with 
the corrector. Since this is an important consideration in practice, it certainly deserves more 
attention. However, owing to the intricate nature of the optimization problems involved when 
the full stability question was considered for predictor-corrector combinations, no satisfactory 
results are available at this time. 
Since most automatic software attempts to operate with step sizes that are as large as 
possible due to the way the local error is usually monitored, it is not uncommon for a method to 
consistently operate at step sizes h for which hh is near the stability region boundary for the 
method[l9]. Although it will be some time before the new methods have been systematically 
subjected to the type of rigorous testing described in [19], for example, to determine their real 
feasibility, it is for this reason that the new methods hould prove to be of interest o the community 
of numerical analysts. 
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