In this paper, we investigate thermal effects of the Jaynes-Cummings model (JCM) at finite temperature with a perturbative approach. We assume a single two-level atom and a single cavity mode to be initially in the thermal equilibrium state and the thermal coherent state, respectively, at a certain finite low temperature. Describing this system with Thermo Field Dynamics formalism, we obtain a low-temperature expansion of the atomic population inversion in a systematic manner. Letting the system evolve in time with the JCM Hamiltonian, we examine thermal effects of the collapse and the revival of the Rabi oscillations by means of the third-order perturbation theory under the low-temperature limit, that is to say, using the low-temperature expansion up to the third order terms. From an intuitive discussion, we can expect that the period of the revival of the Rabi oscillations becomes longer as the temperature rises. Numerical results obtained with the perturbation theory reproduce well this temperature dependence of the period.
Introduction
The Jaynes-Cummings model (JCM) was originally proposed for describing the spontaneous emission in a semi-classical manner by Jaynes and Cummings during the 1960s [1, 2, 3, 4] . The JCM consists of a single two-level atom and a single cavity mode of the electromagnetic field. The JCM interaction between the atom and the cavity mode is obtained by the rotating wave approximation, so that each photon creation causes an atomic de-excitation and each photon annihilation causes an atomic excitation. The JCM is a soluble quantum mechanical model. Moreover, it is simple enough for expressing the basic and most important characteristics of the matter-radiation interaction. Because of these distinct advantages, both theoretical and experimental researchers in the field of quantum optics have been studying the JCM eagerly for decades.
If we initially prepare the atom in the ground state and the cavity mode in the coherent state, the JCM shows the periodic spontaneous collapse and the revival of the Rabi oscillations during its time-evolution [5, 6, 7, 8, 9] . This phenomenon was experimentally demonstrated in the 1980s [10] . We can regard this phenomenon as a direct evidence for discreteness of energy states of photons. Thus, the JCM has a fully quantum property, which cannot be explained by semi-classical physics.
In this paper, we investigate the non-dissipative JCM at finite low temperature. We assume that the atom and the cavity mode are initially in the thermal equilibrium state and the thermal coherent state, respectively, at a certain finite low temperature β[= 1/(k B T )]. Thus, we can describe an initial probability distribution of quantum states of the system with the canonical ensemble. Moreover, we assume the time-evolution of the system is governed by a unitary operator generated with the JCM Hamiltonian. This implies that the system does not suffer from dissipation and its time-evolution is reversible.
The Thermo Field Dynamics (TFD) formalism was developed by Takahashi and Umezawa for dealing with phenomena in isolated systems during the 1970s [11, 12, 13, 14] . The TFD formalism has a wide range of applications in equilibrium situations of closed systems, as well. In this paper, we think about applications of the TFD to non-dissipative closed systems. The TFD formalism helps us to be more successful than conventional formalisms do as follows: calculating an expectation value of a pure state created by the TFD mechanics, we can obtain a thermal average in statical mechanics. In return for this benefit, the TFD formalism requires us to let the original Hilbert space double in size for the tensor product. Then, the TFD formalism induces thermal-like noises in two mode squeezed states generated by the thermal Bogoliubov transformation.
Describing the JCM at finite low temperature with the TFD formalism, we can write down a thermal average (an expectation value) of an observable as a series expansion containing powers of θ(β) in a systematic manner. [The explicit form of the function θ(β) is given by θ(β) = arctanh[exp(−βhω/2)], where ω is a frequency of the cavity mode. We note that θ(β) → +0 as β → +∞.] We call this series the low-temperature expansion. This prescription is a new key point of this paper as compared with the other past works.
Strictly speaking, because we introduce a finite temperature into both the atom and the cavity field, the perturbation theory has to include two parameters of the temperature. In this paper, we let Θ(β) and θ(β) denote the parameters of the temperature for the atom and the cavity field, respectively. [The explicit form of the function Θ(β) is givenintuitive discussion about the thermal effects found in the period of the revival of the Rabi oscillations. In Sec. 5, we formulate the perturbation theory under the low-temperature limit. In Sec. 6, we compare our TFD formalism applied to the JCM with the Liouvillevon Neumann equation. Although the equilibrium TFD is equivalent to the Liouvillevon Neumann equation in principle, we find that the TFD formalism is more effective and easier than the Liouville-von Neumann equation for deriving the low-temperature expansion. In Secs. 7, 8 and 9, we calculate the zero-th, first and second order perturbation corrections, respectively. In Sec. 10, we give numerical results of calculations. In Sec. 11, we consider thermal effects of the counter-rotating terms. In Sec. 12, we give a brief discussion. In Appendix A, we give details of calculations of the third order perturbation correction.
The evaluation of the perturbation corrections described in Secs. 7, 8, 9 and Appendix A, we make use of techniques for calculations developed in Ref. [22] . Thus, we can regard this paper as a sequel of Ref. [22] .
A brief review of the JCM
In this section, we review the JCM briefly. The Hamiltonian of the original JCM is expressed in the form,
whereh = h/2π, σ ± = (1/2)(σ x ± iσ y ) and [a, a † ] = 1. The Pauli matrices (σ i for i = x, y, z) are operators acting on quantum states of the single atom in the cavity. The creation and annihilation operators a † and a act on quantum states of the single cavity mode. The transition frequency of the two-level atom is given by ω 0 . The frequency of the single cavity mode is given by ω. From now on, for simplicity, we assume κ to be real. We can divide the Hamiltonian H given by Eq. (1) into two parts as follows:
H =h(C 1 + C 2 ),
where ∆ω = ω − ω 0 . We can confirm [C 1 , C 2 ] = 0. Moreover, we can diagonalize C 1 at ease. Because of the above facts, we take the following interaction picture for expressing the time-evolution of the quantum state: First, we write down the state vector of the atom and the cavity photons in the Schrödinger picture as |ψ S (t) . Second, assuming |ψ I (0) = |ψ S (0) , we define the state vector in the interaction picture as |ψ I (t) = exp(iC 1 t)|ψ S (t) . Thus, we can describe the time-evolution as |ψ I (t) = U(t)|ψ I (0) , where U(t) = exp(−iC 2 t).
We give eigenstates of the two-level atom and the cavity mode in the following forms: First, we describe the ground state and the excited state of the atom as two-component vectors,
where |g A (= |0 A ) and |e A (= |1 A ) are eigenvectors of σ z , and their corresponding eigenvalues are (−1) and 1, respectively. The index A stands for the atom. We can regard |i A for i ∈ {0, 1} as the number states of the fermions. Second, we write down the number states of the cavity photons as |n P = (1/ √ n!)(a † ) n |0 P for n = 0, 1, 2, .... The index P stands for the photons.
We describe the unitary operator for the time-evolution U(t) as the 2 × 2 matrix,
where
and
Because we take the basis vectors {|1 A , |0 A }, the indices i, j ∈ {1, 0} for u ij are arranged in descending order. That is to say, we take the index '1' for representing the first row and the first column of the 2 × 2 matrix U(t), and we take the index '0' for representing the second row and the second column of the 2 × 2 matrix U(t). After these preparations, the probability for detecting the ground state of the atom |g A at the time t is given by
Moreover, the atomic population inversion is given by
As a particular case, we consider the initial state to be in |ψ I (0) = |g A |α P , where |α P represents the coherent state,
and α is an arbitrary complex number. From now on, for simplicity, we always let the parameter α characterizing the coherent state |α P be real. Then, we obtain P g (t) in the form,
The atomic population inversion given by Eqs. (8) and (10) shows the collapse and the revival of the Rabi oscillations. Here, we examine the time scale of the initial collapse and the period of the revival of the Rabi oscillations [29] . Learning from experience, we know this phenomenon becomes more distinct as α 2 increases. Thus, we assume α 2 ≫ 1. We rewrite the index of the summation n as n = α 2 + δn in Eq. (10) . Then, because of the Poisson distribution, the major contribution for the summation in Eq. (10) comes from |δn| < α 2 . Moreover, for simplicity, we assume c ≪ α 2 , and we neglect the term [c/(n + c)] sin 2 ( √ n + c|κ|t) in the right-hand side of Eq. (10) .
From the above discussions and Eqs. (8) and (10), writing √ n + c ≃ (α 2 + n)/(2|α|), we obtain the following approximation:
In Eq. (11), exp[α 2 (cos(|κ|t/|α|) − 1)] represents the amplitude envelope of the wave, and cos[|α||κ|t + α 2 sin(|κ|t/|α|)] represents the Rabi oscillations. Therefore, we can estimate the time scale of the initial collapse and the period of the revival of the Rabi oscillations at |κ| −1 and 2π|α|/|κ| around, respectively. Moreover, paying attention to α 2 sin(|κ|t/|α|) ∼ |α||κ|t for α 2 ≫ 1, we can estimate the period of the Rabi oscillations at about π/(|α||κ|).
A brief review of the TFD
In this section, we give a brief review of the TFD developed by Takahashi and Umezawa [11, 12, 13, 14] . The TFD is a method for describing the quantum mechanics at finite temperature. Using this formalism, we can describe the statistical average of an observable at finite temperature as a pure state expectation value. Thus, if we take the TFD formalism, we do not need to deal with a mixed state, which is a statistical ensemble of pure states at finite temperature.
In return for the above advantage, the TFD lets us introduce the so-called tilde particles corresponding to the ordinary particles. Then, we understand that the ordinary particles and the tilde particles represent the dynamical degree of freedom and the thermal degree of freedom, respectively. Thus, to construct the TFD formalism, we introduce a fictitious Hilbert spaceH corresponding to an original Hilbert space H and handle quantum mechanics on H ⊗H.
In this section, according to the TFD formalism, we define the thermal vacua of bosons and fermions. Moreover, we discuss the thermal coherent state proposed by Barnett, Knight, Mann and Revzen [15, 16] . After these preparations, we rewrite the Hamiltonian of the JCM according to the TFD.
First, we consider the TFD formalism for describing the system of the bosons. We define the ordinary Hilbert space
and its corresponding tilde space,
Then, the TFD formalism for the bosons is defined on the following space:
We write the creation and annihilation operators on the Hilbert space H B as a † and a, respectively. Moreover, we write the creation and annihilation operators on the Hilbert spaceH B asã † andã, respectively. Then, we assume the commutation relations,
Next, we introduce the temperature β = 1/(k B T ) as follows:
where ǫ =hω. We note that the relationsĜ †
In Eqs. (16) and (17) , to emphasize thatĜ B andÛ B (θ) are operators acting on both H B andH B , we put an accent (a hat) on them. Moreover, we pay attention to the fact that θ(β)(≥ 0) is real and θ(β) → +0 as β → +∞ in Eq. (18) . The index B appearing in G B andÛ B (θ) stands for the boson.
Because of introducing the temperature, the creation and annihilation operators defined on H B andH B are transformed as follows:
The transformation given by Eq. (19) is called the Bogoliubov transformation for two mode squeezed states. From Eqs. (15) and (19), we can derive the commutation relations,
Thus, we can regard a(θ) andã(θ) as quasi-particles at the temperature β.
Here, we define the zero-temperature vacuum as
Furthermore, referring to Sec. 2.2.3 of Ref. [14] , we define the thermal vacuum in the form,
From Eqs. (19) and (22), we obtain
Thus, we can consider the thermal vacuum |0(θ) B to be a vacuum for the quasi-particles, which are represented by a(θ) andã(θ). Second, we consider the TFD formalism for describing the system of the fermions. We define the ordinary Hilbert space,
and its corresponding tilde space,H
Then, the TFD formalism for the fermions is defined on the following space:
We write the creation and annihilation operators on the Hilbert space H F as c † and c, respectively. Moreover, we write the creation and annihilation operators on the Hilbert spaceH F asc † andc, respectively. Then, we assume the anti-commutation relations,
Next, we introduce the temperature β as follows:
We note that the relationsĜ †
Moreover, we pay attention to the fact that θ(β)(≥ 0) is real and θ(β) → +0 as β → +∞ in Eq. (30) .Û F (θ) in Eq. (28) Because of introducing the temperature, the creation and annihilation operators defined on H F andH F are transformed as follows:
From Eqs. (27) and (31), we can derive the anti-commutation relations,
Thus, we can regard c(θ) andc(θ) as quasi-particles at the temperature β.
Furthermore, referring to Sec. 2.4.2 of Ref. [14] , we define the thermal vacuum in the form,
From Eqs. (31) and (34), we obtain
Thus, we can consider the thermal vacuum |0(θ) F to be a vacuum for the quasi-particles, which are represented by c(θ) andc(θ). Third, we consider the thermal coherent state. After the above preparations, Barnett, Knight, Mann and Revzen define the thermal coherent state as follows [15, 16] :
where α(θ) andα(θ) are given by Eq. (19) . However, the TFD formalism requires all state vectors to be invariant under the tilde conjugation, which is given by
X and Y are arbitrary operators defined on H B and H F , and ξ 1 and ξ 2 are arbitrary complex numbers. For example, the thermal vacua are obviously invariant under the tilde conjugation, that is to say,
In the TFD formalism, all state vectors realized actually in the physical system have to be invariant under the tilde conjugation. Thus, not only the time-evolution but also all possible transitions of state vectors have to be invariant under the tilde conjugation.
Requiring |α,γ; θ B given by Eq. (36) to be invariant under the tilde conjugation, we obtain
From now on, we call this state the thermal coherent state [30, 31, 32] . Moreover, for simplicity, we assume α characterizing |α; θ B to be always real.
In the following paragraphs, we examine the physical meanings of the thermal vacua, |0(θ) B and |0(θ) F .
First, we clarify the physical meanings of the thermal vacuum for the bosons |0(θ) B . We begin by considering the density operator defined on H B ,
Then, we derive an explicit representation of ρ B (θ) as follows: At first, from Eq. (22) and (40), we obtain
Next, we apply the following relation to Eq. (41):
Then using Eq. (18), we obtain
Looking at Eq. (43), we notice that ρ B (θ) is an ensemble of quantum states {|n B : n = 0, 1, 2, ...}, into each of which n bosons (a-particles) are put. Moreover, the statistical probability of |n B is given by (1 − e −βǫ )e −nβǫ = Const. × e −β(nǫ) , so that ρ B (θ) represents a canonical ensemble of the Bose-Einstein distribution in thermal equilibrium. From these considerations, we understand that the a-particle represents the dynamical degree of freedom and theã-particle represents the thermal degree of freedom in |0(θ) B ∈ H B ⊗H B .
Second, we clarify the physical meanings of the thermal vacuum for fermions |0(θ) F . We begin by considering the density operator defined on H F ,
From Eqs. (30), (34) and (44), we derive an explicit representation of ρ F (θ) in the form,
Looking at Eq. (45), we notice that ρ(θ) F is an ensemble of quantum states {|n F : n ∈ {0, 1}}, into each of which n fermions (c-particles) are put. Moreover, the statistical probability of |n F is given by (1 + e −βǫ ) −1 e −nβǫ = Const. × e −β(nǫ) , so that ρ(θ) F represents a canonical ensemble of the Fermi-Dirac distribution in thermal equilibrium. From these considerations, we understand that the c-particle represents the dynamical degree of freedom and thec-particle represents the thermal degree of freedom in
For convenience of calculations that appear in the remains of this paper, using Eqs. (15) and (19), we rewrite |α; θ B given by Eq. (39) as
where |α B and |α B are the coherent states at zero temperature defined on H B andH B , respectively. Next, after the above preparations, we discuss how to construct the finite-temperature JCM according to the TFD formalism from the original JCM Hamiltonian.
For example, we consider a system, which consists of bosons a and fermions c. We assume that the time-evolution of the system is reversible and it never causes dissipation. This implies that the Hamiltonian H, which is the Hermitian operator corresponding to the total energy of the system (the a-particles and the c-particles), is equivalent to the generator of the unitary operator for the time-evolution.
Obeying the TFD formalism, we introduce theã-particle corresponding to the aparticle and thec-particle corresponding to the c-particle into the system. Becauseã andc are fictitious particles representing the thermal degree of freedom, the Schrödinger equation governing the time-evolution of the particles a and c never suffers form the thermal effects. This observation suggests that the Schrödinger equation for a and c never changes in spite of introducingã andc. From these considerations, we can conclude that the particles (a and c) are never coupled to the tilde particles (ã andc) direct in the Hamiltonian. Hence, the total Hamiltonian based on the TFD formalism has to be a sum of the interaction terms of the particles (a and c) and the interaction terms of the tilde particles (ã andc).
Here, we describe the total Hamiltonian for the TFD formalism asĤ. Then, letting the Schrödinger equation for the whole system consisting of the particles of a,ã, c andc be invariant under the tilde conjugation, we can expressĤ in the form,
whereH = (H)˜ [11, 12, 13, 14] . If we give the Hamiltonian of the systemĤ in the form of Eq. (47), the time-evolution of the whole system consisting of the particles and the tilde particles is reversible and it never causes dissipation. In Eq. (47), we emphasize the following: The Hamiltonian H is constructed from a and c. Then, because ofH = (H)˜, the HamiltonianH has to include bothã andc. This implies that we have to introduce the temperature into both the a-particles and the c-particles.
If the Hamiltonian of the total system is given by Eq. (47), the thermal vacua |0(θ) B given by Eq. (22) and |0(θ) F given by Eq. (34) are not dependent on time, so that they are stationary states. We can explain this fact as follows: Turning our eyes towards Eq. (22), we notice that the condensation of (aã)-pairs into |0(θ) B occurs. Thus, in the vacuum |0(θ) B , the a-particle receives a phase factor exp[−i(H/h)t] and theã-particle receives a phase factor exp[i(H/h)t]. Then, these phase factors cancel out their effects with each other, and the (aã)-pair acts like a zero-energy boson. Hence, we understand that the thermal vacuum |0(θ) B is not dependent on time. We can apply a similar discussion to the thermal vacuum of the fermions, because we can observe the condensation of (cc)-pairs into |0(θ) F in Eq. (34) .
To obtain the JCM HamiltonianĤ which takes the form given by Eq. (47), we rewrite the original Hamiltonian H of the JCM given by Eq. (1) as Here, we think about some Hamiltonians, which are proposed in the other works. Especially, we examine whether or not we can regard them as genuine JCM Hamiltonians based on the TFD formalism.
Barnett, Knight and Azuma consider the following Hamiltonian in Refs. [15, 22] :
However, the HamiltonianĤ BKA given by Eq. (51) does not include the tilde operators corresponding to the atomic operators σ z and σ ± , so that the states of the atom are always at zero temperature. Because the HamiltonianĤ BKA given by Eq. (51) does not introduce the temperature into the atom, we cannot regard it as a genuine Hamiltonian based on the TFD formalism. Fan and Lu propose the following Hamiltonian in Ref. [28] :
The reason why Fan and Lu construct the HamiltonianĤ FL given by Eq. (52) is as follows: They find the commutation relations,
Thus, if we regard (a † a −ã †ã ) as an extended number operator, we can think (a † −ã)/(a −ã † ) and (a −ã † )/(a † −ã) to be extended creation and annihilation operators, respectively. From these suggestions, Fan and Lu propose the HamiltonianĤ FL given in Eq. (52). However, Fan and Lu's HamiltonianĤ FL does not include the tilde operators corresponding to the atomic operators σ z and σ ± . Thus, it can not be regarded as a genuine Hamiltonian based on the TFD formalism. Moreover, in the Hamiltonian H FL , the operators a and a † are coupled direct to the tilde operatorsã andã † . Thus, Fan and Lu's system suffers from dissipation during the time-evolution. To examine their system, we have to deal with non-equilibrium states. Because it is beyond the purpose of this paper, we do not involve ourselves in it.
From now on, we examine the HamiltonianĤ given by Eqs. (49) and (50). We can divide the HamiltonianĤ into two parts as follows:
Then, we obtain a commutation relation [Ĉ 1 ,Ĉ 2 ] = 0. Moreover, we can diagonalizeĈ 1 at ease. Thus, we describe the time-evolution of the total system with the interaction picture as follows: First, we write the state vector of the total system in the Schrödinger picture as |Ψ S (t) . Second, assuming |Ψ I (0) = |Ψ S (0) , we define the state vector of the total system in the interaction picture as |Ψ I (t) = exp(iĈ 1 t)|Ψ S (t) . Hence, we can describe the time-evolution as |Ψ I (t) =Û (t)|Ψ I (0) , whereÛ(t) = exp(−iĈ 2 t). The unitary operator for the time-evolution of |Ψ I (t) is given bŷ
In the right-hand side of Eq. (55), the first 2 × 2 matrix of the tensor product acts on H F and the second 2 × 2 matrix of the tensor product acts onH F . The 2 × 2 matrix U(t) appearing in Eq. (55) and the unitary operator for the time-evolution defined in Eq. (4) are in the same form. Thus, the elements of the 2 × 2 matrices U(t) andŨ(t) appearing in Eq. (55) are given by Eq. (5).
Thermal effects of the period of the revival of the Rabi oscillations
In this paper, putting the single cavity mode and the atom in the thermal coherent state |α; θ B and the thermal vacuum |0(θ) F , respectively, at the time t = 0, we aim at examining the time-evolution of the JCM. We assume that the system consisting of the single cavity mode and the atom evolve in time without dissipation, and it maintains the constant temperature β all the time. As shown in Sec. 2, we can estimate that the period of the revival of the Rabi oscillations at zero temperature is around 2π|α|/|κ|. In this section, we discuss how the period changes at finite low temperature. We evaluate the thermal effects of the period in an intuitive manner. The parameter |α|, which characterizes the ordinary zero-temperature coherent state |α , is given by
Thus, we can guess that the parameter |α| varies with the thermal effects of the finite low temperature as |α| → ( α; θ|a
On the other hand, using Eqs. (15), (16), (17), (19) and (46), and paying attention to a|α = α|α andã|α = α|α , we obtain α; θ|a † a|α; θ
From the above observations, we can expect the following: assuming α 2 ≫ 1 and θ ≪ 1, the thermal effects let the parameter characterizing the coherent state change under the low-temperature limit as
Thus, we can expect that the period of the revival of the Rabi oscillations at finite low temperature varies as 2π|α|/|κ| → 2π|α|e θ /|κ|.
This phenomenon is confirmed by numerical calculations in Sec. 10. The intuitive discussions given in this section is effective, when we can specify the whole system with the constant temperature β. If the system is in a non-equilibrium state and the temperature β varies during its time-evolution, we cannot apply the above intuitive discussions to the system, so that Eq. (60) does not hold.
The formulation of the perturbation theory
In this section, we initially put the states of the atom and the cavity field in the thermal vacuum of the fermions |0(θ) F and the thermal coherent state |α; β B , respectively. Then, we formulate the time-evolution of the JCM based on the TFD discussed in Sec. 3 as the perturbation theory under the low-temperature limit. After formulating the perturbation theory here, we estimate the zero-th, first, second and third order corrections in Secs. 7, 8, 9 and Appendix A. To evaluate these correction terms, we make use of techniques for calculations developed in Ref. [22] .
At first, we express the state of the system for t = 0 in the form,
During the time-evolution of the system, we assume the atom and the cavity mode do not suffer dissipation and maintain the constant temperature β. Thus, from Eqs. (18) and (30), the parameters of the temperature for the fermionic atom Θ(β) and the bosonic cavity mode θ(β) are given in the following forms, respectively:
where ω 0 represents the transition frequency of the two-level atom and ω represents the frequency of the single cavity mode, as defined in Eq. (1). From Eqs. (46) and (55), we obtain |Ψ I (t) as
From Eq. (34), we can rewrite |0(Θ) F in the form,
Taking {|i,j F : i, j ∈ {1, 0}} for the basis vectors of the four-dimensional Hilbert space H F ⊗H F , we can write down |0(Θ) F as a four-component vector,
where the components of the above vector are arranged in the order of |1,1 F , |1,0 F , |0,1 F and |0,0 F . Thus, writing |Ψ I (t) as the four-component vector, we obtain
Moreover, expressing U(t) ⊗Ũ(t) in the form of the 4 × 4 matrix,
where {u ij : i, j ∈ {1, 0}} and {ũ ij : i, j ∈ {1, 0}} are given by Eq. (5), we can write down the four-component vector |Ψ I (t) as the following explicit form:
Hence, the probability that we detect the ground state of the atom at zero temperature in the state of the total system |Ψ I (t) is given by
Here, we pay attention to the following fact: BecauseŨ(t) given by Eq. (68) is a unitary matrix, we obtainũ †
Substitution of Eq. (72) into Eq. (71) yields
Using Eqs. (16) and (17), we can rewrite P g (Θ, θ; t) given by Eqs. (73) and (74) as
Thus, we obtain the perturbative expansion of P g (Θ, θ; t) in the small parameter θ(β) as
n-fold bracket |α |α
Here, we pay attention to the following fact: The perturbative expansion given by Eqs. (76), (77), (78) and (79) is a power series in the small parameter θ(β). On the other hand, all the terms of the parameter Θ(β) included in the perturbative expansion, namely cos 2 Θ and sin 2 Θ, are expressed as explicit rigorous forms. Thus, we can strictly compute the functions of Θ(β) at ease in Eqs. (76) and (77), so that we do not need to worry about perturbative corrections of the parameter Θ(β). In this paper, we consider the power series in the small parameter θ(β) to be the perturbative expansion under the low-temperature limit. In contrast, we do not regard Θ(β) as the parameter for the perturbation.
Furthermore, the following trick lets actual computations of correction terms, that is to say, P (n) g (Θ, θ; t) for n = 1, 2, 3, ..., be tractable. We can write down the functions g 1 (x) and g 2 (x) defined in Eq. (74) as
so that we can rewrite each of them as the Taylor series at x = 0,
where g
Thus, we can rewrite Eq. (79) as
n-fold bracket |α |α for n = 1, 2, 3, ....
In Secs. 7, 8, 9 and Appendix A, using the perturbative expansion given by Eqs. (76), (77), (78), (79), (80), (81), (82) and (83), we compute P g (Θ, θ; t).
6
Comparison of the TFD formalism and the Liouville-von Neumann equation
In the previous sections, we discuss a method for examining the time-evolution caused by the HamiltonianĤ defined in Eqs. (49) and (50) with the initial state |Ψ(0) = |0(Θ) F |α; θ B given by Eq. (61) according to the TFD formalism. This method is equivalent to solving the following Liouville-von Neumann equation:
and the Hamiltonian H appearing in Eq. (84) is given by Eqs.
(1) and (48). Both the HamiltonianĤ based on the TFD formalism defined by Eqs. (49) and (50) and the Liouville-von Neumann equation given by Eq. (84) represent that the total system evolves in time with maintaining the constant temperature, so that it never suffers from dissipation and its time-evolution is reversible. Thus, we understand that the Hermitian operator corresponding to the energy of the total system is equivalent to the generator of the unitary operator for the time-evolution.
Here, thinking about the Liouville-von Neumann equation given by Eq. (84), we divide H into the two parts C 1 and C 2 as shown in Eq. (2) and take the interaction picture. Assuming ρ I (0) = ρ(0), we introduce the density operator described in the interaction picture as ρ I (t) = e iC 1 t ρ(t)e −iC 1 t .
Then, using the commutation relation [C 1 , C 2 ] = 0, we obtain
From Eq. (87), we notice that we can rewrite ρ I (t) as
Moreover, the probability that we detect the ground state of the atom at zero temperature is given by
The physical meaning of Eqs. (88) and (89) (75) and (89), we cannot find distinct differences between the TFD formalism and the Liouville-von Neumann equation. However, if we take the TFD formalism, we can express a physical quantity as a power series in θ(β) such as Eqs. (76), (77), (78) and (79). Because of this advantage, the TFD formalism is superior than the Liouville-von Neumann equation for computing physical quantities actually. The reason why we take the TFD formalism in this paper for describing the JCM at finite temperature is the fact mentioned above. And this prescription is a new key point of this paper as compared with the other past works.
In fact, if we rewrite Eqs. (88) and (89) as a low-temperature expansion without using the TFD formalism, we have to carry out the following calculations:
The above calculations are essentially equivalent to Eqs. (76), (77), (78) and (79). However, the perturbation theory via the TFD formalism provides us a clearer insight and a more accurate understanding than the Liouville-von Neumann equation does.
The zero-th order correction
From Eqs. (74), (77) and (78), we can write down the zero-th order correction as
Referring to Eq. (10), we note that P
g,1 (t) = P g (t) and P
g (0, 0; t) = P g (t). For the convenience of calculations carried out in the remains of this paper, we define the following functions, each of which is represented as an infinite series:
From the above definitions, we obtain the zero-th order correction terms as
8 The first order correction From Eqs. (77) and (83), we can write down the first order correction as
From Eq. (96), we notice that we have to calculate the commutation relations,
At first, we define the following three operators:
[We pay attention to the fact that the operatorĈ defined in Eq. (98) is different from C 1 , C 2 ,Ĉ 1 andĈ 2 given by Eqs. (2) and (54).] Then, we obtain the commutation relations,
Next, we define the following two operators:
and we obtainÂ =μ −ν,Ĉ =μ +ν.
Using the operatorsμ andν, we can rewrite Eq. (99) as the general form,
We can prove Eq. (102) with the mathematical induction as follows: First, we can confirm that Eq. (102) holds for n = 1, at ease. Second, we assume Eq. (102) holds for some unspecified number n(≥ 1). Third, we compute the commutation relation,
where we useμB = (B − 1)μ andνB = (B + 1)ν. Thus, we obtain
Moreover, replacing c in Eq. (104) with (c + 1), we obtain the commutation relation,
Hence, using the relations a|α = α|α andã|α = α|α , substitution of Eq. (104) into Eq. (96) yields
Similarly, substitution of Eq. (105) into Eq. (96) yields
9 The second order correction
From Eq. (83), we can write down the second order terms as 
According to Eq. (109), we divide one of the second order terms given by Eq. (108) into two parts as
Here, we show P
g,1 (t) as a concrete example in Eq. (111). We understand obviously that we can compute P (2) g,2 (t) after the manner of P (2) g,1 (t). Thus, for simplicity, we concentrate on evaluating P 
Thus, using Eq. (102) and the following formula:
is defined in Eqs. (81) and (82), we can rewrite the part including {R n } in the second order term of Eq. (111) as
In the derivation of Eq. (114) 
Then, we apply the following technique to Eq. (116):
whereX is an arbitrary operator. Thus, we can rewrite Eq. (116) as
Next, we examine the part including {Ŝ n } in Eq. (111). From Eqs. (100) and (101), we obtain
In the remains of this section and Appendix A, we use Eq. (119) and the following commutation relations often without notice:
Then, we can rewriteŜ n given by Eq. (110) aŝ
[In Eq. (57) of Ref. [22] , a calculation concerningŜ n is wrong.] Thus, we can write down the part including {Ŝ n } in the second order term given by Eq. (111) as
Putting together Eqs. (111), (114), (118) and (123), we can write down the whole of the second order term as
Here, to compute P
g,1 (t) given by Eq. (124), we arrangeμ in the left side of the product of operators andν in the right side of the product of operators. For the arrangement of operators, we carry out the calculations, 
Moreover, preparing the following formula:
n!m! mg 1 (n + c),
we arrive at the final representation of P (2) g,1 (t) as
Similarly, we obtain P
g,2 (t) as
The numerical calculations
In this section, we show numerical results for the atomic population inversion obtained with the third order perturbation theory under the low-temperature limit. In Secs. 7, 8, 9 and Appendix A, we obtain {P
g,2 (t) : n ∈ {0, 1, 2, 3}} in the form of Eqs. (94), (106), (107), (128), (129), (169) and (170). Thus, from Eqs. (8), (76) and (77), we can calculate σ z (t) as the third order perturbation theory,
(130) Figure 1 shows the atomic population inversion σ z (t) given by Eq. (130) as a function of the time t with α = 4, c = 1, κ = 1 and Θ(β) = θ(β) = 0. Figure 3 shows the atomic population inversion σ z (t) given by Eq. (130) Figs. 1 and 3 , we assume the system to be at zero temperature. Thus, the graphs in Figs. 1 and 3 do not suffer from thermal effects. We can observe the collapse and the revival of the Rabi oscillations obviously in these graphs. Figure 2 shows the atomic population inversion σ z (t) given by Eq. (130) as a function of the time t with α = 4, c = 1, κ = 1, θ(β) = π/32, ω 0 = 2 and ω = 4. From Eq. (62), we obtain
so that the relation exp(−2βh) = tanh[θ(β)] = tanh(π/32) holds. Thus, we can derive the following relation:
Because the system of Fig. 2 evolves in time with maintaining constant low temperature, its time-evolution is under the thermal effects. Comparing the graphs shown in Figs. 1 and 2, we notice that the period of Fig. 2 is longer than the period of Fig. 1 . Thus, we can suppose that the thermal effects let the period of the revival of the Rabi oscillations become longer. Figure 4 shows the atomic population inversion σ z (t) given by Eq. (130) as a function of the time t with α = 8, c = 1, κ = 1, θ(β) = π/60, ω 0 = 2 and ω = 4. Then, in a similar manner for obtaining Eqs. (131) and (132), we achieve
Comparing the graphs shown in Figs. 3 and 4 , we notice that the period of Fig. 4 is longer than the period of Fig. 3 , so that we can suppose that the thermal effects let the period of the revival of the Rabi oscillations become longer.
When we take α = 4, c = 1, κ = 1, 0 ≤ t ≤ 20π and θ(β) = π/32, a numerical value of each order perturbation correction varies as shown in Table 1 . On the other hand, when we take α = 8, c = 1, κ = 1, 0 ≤ t ≤ 40π and θ(β) = π/60, a numerical value of each order perturbation correction varies as shown in Table 2 . Turning our eyes towards Table 1 , we observe that the contribution of the third order correction is nearly equal to a half of the contribution of the second order correction in the perturbative expansion. correction term min max θ(β)P
g,2 (t) −0.0478 0.0467 Table 2 : The ranges of numerical values of the perturbation corrections with α = 8, c = 1, κ = 1, 0 ≤ t ≤ 40π and θ(β) = π/60. The estimations of the minimum and the maximum in every row of the table are based on values of each correction term, which we obtain numerically at equally spaced intervals ∆t = 40π × 10
g,1 (t) −0.0566 0.0570 (1/6)θ(β) 3 P From Table 1 , we consider the perturbative expansion to be reliable for θ(β) = π/32. Thus, taking α = 4, c = 1 and κ = 1, we can conclude that the third order perturbation theory is effective for the parameter 0 ≤ θ(β) ≤ π/32. We notice that a similar thing happens in Table 2 , as well. Thus, taking α = 8, c = 1 and κ = 1, we can conclude that the third order perturbation theory is effective for the parameter 0 ≤ θ(β) ≤ π/60.
In Figs , we obtain σ z (t) at each time step during 15π/2 ≤ t ≤ 10π. We write the time at which σ z (t) takes the maximum value as t max and write the time at which σ z (t) takes the minimum value as t min . Second, we obtain the period T (θ) with taking T = (t max + t min )/2. [For example, taking θ = π/32, we obtain t max ≈ 28.52 for σ z (t max ) ≈ 0.3923 and t min ≈ 28. form groups consisting of twos, threes and fours, so that they appear in the shape of the stairs as ln[T (θ)] increases gradually. The reason why the points appear in the shape of the stairs is as follows: The atomic population inversion σ z (t) is a bunch of the Rabi oscillations whose period is π/(|α||κ|) ≃ π/4 around. (We obtain this approximation in Sec. 2.) At the same time, it shows the revival of the amplitude envelope with the period T (θ) ≃ 2π|α|e θ /|κ| = 8πe θ around. Thus, calculating t max and t min numerically, the rapid Rabi oscillations give us the smallest interval measurable as about π/8, which is the half of the period of the Rabi oscillations. This resolution of the time lets the points in Fig. 5 form the shape of the stairs.
Contrastingly, the points in Fig. 6 do not appear in the distinct shape of the stairs. This is because the resolution of Fig. 6 is finer than that of Fig. 5 . Indeed, in Fig. 6 , the period of the Rabi oscillations is given by π/8 around, so that the resolution of T (θ) is nearly equal to π/16.
Fitting the points in Fig. 5 with the linear function according to the least-squares method, we obtain ln [T (θ)] = 3.25 + (0.988)θ.
We can interpret the above result as
which reminds us of Eq. (60). On the other hand, fitting the points in Fig. 6 with the linear function according to the least-squares method, we obtain ln [T (θ)] = 3.92 + (1.07)θ.
which also reminds us of Eq. (60). Plotting them as graphs, we assume ω 0 = ω = 1 andh = 1. Because {E n,1 } never can be the ground-state energy, we do not plot them in this figure. Looking these graphs, we notice the following facts. When κ = 0, the ground-state energy is equal to E 0,0 . On the other hand, when κ = 10, the ground-state energy is given by E 24,2 . In fact, these graphs show that the ground-state energy changes from E 0,0 to E n,2 for n ≫ 1 gradually as κ becomes larger.
|ϕ(n, 1) = cos θ n |n + 1 P |g A + sin θ n |n P |e A , |ϕ(n, 2) = − sin θ n |n + 1 P |g A + cos θ n |n P |e A for n = 0, 1, 2, ...,
∆ω = ω − ω 0 , and
Looking at Eq. (140), we notice that the ground state changes from |0, 0 to |ϕ(n, 2) for n ≫ 1 gradually as |κ| becomes larger. To confirm it numerically, we plot E 0,0 and {E n,2 : n = 0, 1, 2, ..., 24} as functions of κ in Fig. 7 . At the same time, an excitation energy, which is required to promote the JCM system from the ground state to the first excited state, becomes smaller rapidly as |κ| → ∞. To confirm it numerically, we plot the excitation energy as a function of κ in Figs. 8 and 9 .
From the analyses performed in Figs. 7, 8 and 9, we can conclude as follows: If we take a large value of |κ|, the ground state of the JCM contains many photons. Then, the excitation energy takes a small value. These properties of the ground state of the JCM relate to the uncertainty principle ∆N∆φ ≥ (1/2). Because ∆E decreases exponentially as |κ| becomes larger as shown in Figs. 8 and 9 , the system of the JCM is able to jump : An excitation energy ∆E, which is required to promote the JCM system from the ground state to the first excited state, as an function of κ, where 0 ≤ κ ≤ 10. The graph uses the logarithmic scale on the vertical axis and the linear scale on the horizontal axis. In Fig. 8 , we show that the system has the degenerate ground states at certain values of the parameter κ. Because ln ∆E → −∞ as ∆E → 0, we cannot plot small ∆E, which is nearly equal to zero, in the graph. Looking at this graph, we notice that the amplitude of ∆E, which oscillates in the parameter κ, decreases exponentially. from the ground state to excited states at ease for |κ| ≫ 1. Thus, the fluctuation of the number of photons ∆N becomes very larger. Hence, according to the uncertainty principle ∆N∆φ ≥ (1/2), the system of the JCM around the ground state acquires very small fluctuation of the phase of each photon, so that ∆φ → 0.
However, the ground state that contains a large number of photons with small fluctuation of the phase seems not to be practical. We may realize the ground state for ∆N ≫ 1 and ∆φ ≃ 0 in the laboratory by using a two-level atom in the cavity field, which is induced by a very strong laser beam.
From the viewpoint explained above, we cannot regard the JCM derived with the rotating wave approximation as a proper model in the field of the quantum optics. Hence, the JCM is valid and has physical meanings if and only if a near resonance ω ≃ ω 0 is assumed and |κ| is small enough.
To overcome the defects of the rotating wave approximation in the JCM, some researchers try to extend and generalize the JCM. Ng et al. investigate the two-photon JCM and the intensity-dependent JCM with the counter-rotating terms [35, 36] . In these models, the nonlinearity of the interaction between the two-level atom and the cavity field is emphasized.
In general, it is very difficult and complicated to evaluate the contributions of the counter-rotating terms in the JCM. Feranchuk et al. study the Schrödinger equation, whose Hamiltonian is given by Eq. (137), numerically [37] .
Especially, Phoenix presents several perturbative approaches to investigate this problem. Here, we review one of his perturbation methods, which is called short time expansion of the inversion. First, we begin with the Heisenberg picture of σ z ,
where the Hamiltonian is given by Eq. (137). Moreover, we assume ω = ω 0 , so that we consider the optical resonance. Second, we expand Eq. (144) in a power series in t and neglect third-order terms [38] . So that, we obtain
Third, we assume the initial state as |α P |e A , where α = √n e iφ , and substitute it into Eq. (145). Finally, we obtain
Because Eq. (146) is valid for 0 ≤ t ≪ 1, we can expect it to describe the initial collapse of the Rabi oscillations. We note that Eq. (146) depends on the phase φ. This characteristic can always be found in any perturbative expansion of σ z (t) α . (This fact is indicated by Phoenix first.)
In Sec. 4, we give the intuitive discussions about the thermal effects of the JCM, and we obtain Eq. (59) under the low-temperature limit. Hence, we can add the thermal effects to Eq. (146) as
where θ is given by Eq. (18). To examine whether or not Eq. (147) holds remains to be solved in the future. In this section, we argue only the short time expansion of σ z (t) α with the counterrotating terms. We point out that to examine long time behaviour of the JCM with counter-rotating terms is very difficult even if we use perturbative techniques.
Discussion
Turning our eyes towards the graphs shown in Figs. 5 and 6, we observe that the period of the revival of the Rabi oscillations becomes longer as the temperature rises. This phenomenon is predicted form an intuitive discussion in Sec. 4. In Sec. 10, we confirm this phenomenon (or this expectation) with numerical calculations based on the third order low-temperature expansion.
Why is the low-temperature expansion in θ(β) given by Sec. 5 effective for a perturbation theory? The reason why is as follows: The thermal coherent state is defined in Eqs. (39) and (46). This definition is suitable for the low-temperature expansion because of the Baker-Hausdorff theorem [3] .
A The third order correction
In this section, we give details of calculations of P (3) g,1 (t) and P (3) g,2 (t) defined in Eq. (83). From Eq. (83), we can write down the third order correction terms as
As mentioned in Secs. 7, 8 and 9, we can obtain P
g,2 (t) after the manner of P
g,1 (t). Thus, from now on, we compute P (3) g,1 (t). For the convenience of calculations carried out in the remains of this section, according to Eq. (109), we divide P (3) g,1 (t) into the following two parts:
We prepare the following formula:
From Eq. (102) and the above formula, we can rewrite Eq. (152) as 
Here, we prepare the following formula: 
Here, to compute the right-hand side of Eq. (166), we arrangeμ in the left side of the product of operators andν in the right side of the product of operators. For the arrangement of operators, we carry out the following calculations: 
